Adaptive Regression Methods with Application to Streaming Financial Data by Tsagaris, Theodoros & Tsagaris, Theodoros
Adaptive Regression Methods with
Application to Streaming Financial Data
A thesis presented for the degree of
Doctor of Philosophy of the University of London
and the
Diploma of Imperial College
by
Theodoros Tsagaris
Department of Mathematics
Imperial College
180 Queen’s Gate, London SW7 2BZ
NOVEMBER 1, 2010
2I certify that this thesis, and the research to which it refers, are the product of my
own work, and that any ideas or quotations from the work of other people, published
or otherwise, are fully acknowledged in accordance with the standard referencing
practices of the discipline.
Signed:
3Copyright
Copyright in text of this thesis rests with the Author. Copies (by any process) either
in full, or of extracts, may be made only in accordance with instructions given by
the Author and lodged in the doctorate thesis archive of the college central library.
Details may be obtained from the Librarian. This page must form part of any such
copies made. Further copies (by any process) of copies made in accordance with such
instructions may not be made without the permission (in writing) of the Author.
The ownership of any intellectual property rights which may be described in this
thesis is vested in Imperial College, subject to any prior agreement to the contrary,
and may not be made available for use by third parties without the written permission
of the University, which will prescribe the terms and conditions of any such agreement.
Further information on the conditions under which disclosures and exploitation may
take place is available from the Imperial College registry.
4To my Parents, Nikolaos and Eleftheria.
5Abstract
This thesis is concerned with the analysis of adaptive incremental regression algo-
rithms for data streams. The development of these algorithms is motivated by issues
pertaining to financial data streams, data which are very noisy, non-stationary and
exhibit high degrees of dependence. These incremental regression techniques are sub-
sequently used to develop efficient and adaptive algorithms for portfolio allocation.
We develop a number of temporally incremental regression algorithms that have
the following attributes; efficiency : the algorithms are iterative, robustness : the algo-
rithms have a built-in safeguard for outliers and/or use regularisation techniques to
alleviate for estimation error, and adaptiveness : the algorithms estimation is adap-
tive to the underlying streaming data. These algorithms make use of known regres-
sion techniques: EWRLS (Exponentially Weighted Recursive Least Squares), TSVD
(Truncated Singular Value Decomposition) and FLS (Flexible Least Squares). We
focus more of our attention on a proposed robust version of EWRLS algorithm, de-
noted R-EWRLS, and assess its robustness using a purpose built simulation engine.
This simulation engine is able to generate correlated data streams whose drift and
correlation change over time and can be subjected to randomly generated outliers
whose magnitudes and directions vary.
The R-EWRLS algorithm is developed further to allow for a self-tuned forgetting
factor in the formulation. The forgetting factor is an important tool to account for
non-stationarity in the data through an exponential decay profile which assigns more
weight to the more recent data. The new algorithm is assessed against the R-EWRLS
algorithm using various performance measures.
A number of applications with real data from equities and foreign exchange are
6used. Various measures are computed to compare our algorithms to established port-
folio allocation techniques. The results are promising and in many cases outperform
benchmark allocation techniques.
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the well-known Kalman filter equations, and take advantage of this equivalence
to gain a better understanding of FLS and suggest a more efficient algorithm.
Promising experimental results obtained from a FLS-based algorithmic trading
system for the S&P 500 Futures Index are reported.”
Montana et al. [2008a] G. Montana, K. Triantafyllopoulos, and T. Tsagaris. Data stream mining for
List of Publications 19
algorithmic trading. In ACM Symposium on Applied Computing, 2008.
Which has the abstract:
“In algorithmic trading applications, a large number of co-evolving financial
data streams are observed and analyzed. A recurrent and important task is
to determine how a given stream depends on others, over time, accounting for
dynamic dependence patterns and without imposing any probabilistic law gov-
erning this dependence. We demonstrate how Flexible Least Squares (FLS),
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Chapter 1
Introduction
1.1 Overview
The aim of this thesis is to study sequential and adaptive regression techniques and
develop temporal data mining algorithms suitable to the nature of financial data
streams. Temporal data stream mining is a fast-developing area concerned with pro-
cessing and analyzing high-volume, high-speed data streams (Domingos and Hulten
[2000], Shafer et al. [1996]). An example of a data stream is an uninterrupted flow of a
collection of univariate or multivariate measurements indexed by time. Furthermore,
each record in a data stream may have a complex structure involving both continu-
ous and discrete measurements collected in sequential order. This thesis contains new
methods and insights that can be applied to data mining problems where regression
analysis acts as the primary tool to identify patterns in data streams.
A large part of the thesis is devoted to the proposal and development of a number
of temporal data mining algorithms for real portfolio allocation problems using data
from equity and foreign exchange markets. We motivate the problem with a discussion
of investment management firms and their objective to meet specific targets for the
benefit of investors. These firms rely on various data sources to extract valuable
information for investment purposes. In this fast developing world where hardware
and software advances allow for a collection of data from various sources at faster
rates, there is a plethora of investment opportunities buried in this vast amount of
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data. Investment management firms need to adopt intelligent algorithmic techniques
in order to process the high volume of this information. High volume, high speed
data streams contain an abundance of information that can provide an edge over
competitors, if appropriately processed and analyzed. This provides a motivation for
companies to adopt quantitative approaches to collect and process the data fast in
order to identify useful information that can be used in portfolio allocation.
In portfolio allocation problems, the objective of an investor is to maximise the
return on capital by investing a fraction of the capital in a number of different as-
sets. In the long established mean-variance theory (Markowitz [1952]) for portfolio
allocation, the fraction of the capital invested in each asset is known as the portfolio
weight, and all weights together form a linear combination (portfolio) that is optimal
when the expected return of the portfolio is maximised for a fixed level of variance
of the portfolio. The approach argues that maximisation of expected returns does
not guarantee that the portfolio will have the smallest variance. Hence, a trade-off
between the expected return and the variance of the portfolio provides a more effec-
tive diversification of investors funds. Although, the mean-variance analysis theory
initially generated little interest, it is now the mainsteam theory whose principles
are constantly visited and re-invented. In 1990, Harry Markowitz was awarded the
Nobel Prize (together with Merton Miller and William Sharpe) for his contribution
to financial economics.
We approach the portfolio allocation problem from the algorithmic trading per-
spective, where streams of new information about assets are available to the investors
and decisions about the allocation of capital to the individual assets in the portfolio
need to be taken very quickly. Algorithmic trading, otherwise known as automated or
systematic trading, refers to the use of mathematical models that enter trading orders
without any user intervention. In this thesis we use ideas from mean-variance port-
folio allocation to automate the process regarding portfolio allocation. In particular,
we make use of the algebraic link of the classic mean-variance portfolio optimisation
to Ordinary Least Squares (OLS) to allocate capital among various assets. This link,
together with ideas of statistical arbitrage (see for instance Alexander and Dimitriu
[2002]), are used to devise portfolio allocation algorithms. We construct these algo-
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rithms bearing in mind certain considerations with regard to efficiency of trading and
characteristics of financial data streams. These are summarised below:
• Adaptive: The algorithms have the ability to adapt to non-stationary market
environments.
• Robust : The algorithms have mechanisms to reduce the high level of noise
exhibited in financial data streams and/or they are able to counter the adverse
effect of outliers in estimation.
• Efficient : The algorithms are sequential, one-pass methods to suit to the na-
ture of the problem, that is to process information fast to exploit investment
opportunities as they occur.
The above considerations, together with ideas of portfolio allocation using regres-
sion, enables us to devise suitable techniques for algorithmic trading. We will use
these techniques on real datasets and compare them against established and well
documented portfolio allocation methods.
1.2 Contribution and Findings
In this section we detail the contributions of this thesis. We start the discussion with
the ideas we pursue, which are motivated by real problems, and then describe the
algorithms we develop to tackle these problems. The applications findings are also
described here as well.
1.2.1 Iterative Algorithms for Portfolio Allocation
We have noted above that it is important to estimate the portfolio weights both
robustly and iteratively. That is, to update estimates of the appropriate quantities,
quickly based upon the previous estimates. Such a procedure has clear advantages
for algorithmic trading, and hence is of interest. In that respect, we develop four
time-varying algorithms for computing the portfolio weights robustly and on-line.
The ideas which we pursue are as follows.
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• Adaptive mean-variance portfolios: It is known in the literature that there
is a correspondence between OLS regression and mean-variance portfolio op-
timisation (Britten-Jones [1999]). Due to the relationship between OLS and
exponentially weighted recursive least squares (see Section 3.3), this relation-
ship is used to compute, both sequentially and robustly in time, the optimal
portfolio as data arrive, where the data are the assets log-returns (defined in Eq.
(2.1)). As discussed earlier, log-returns tend to be highly correlated and their
rank may be smaller than the dimension of the assets, which may subsequently
lead to numerical issues associated with ill-conditioned matrices. To account
for potential rank deficiency, the data are represented by a lower dimensional
space of the original data space, motivated by the assumption that financial
data can be represented by few factors only (see Goldfarb and Iyengar [2003]).
The transformation is implemented iteratively using an on-line Singular Value
Decomposition (SVD) update, which allows us to obtain sequentially a low
rank approximation of the original data. In essence, the mean-variance problem
reduces to a time adaptive regression whose output is the vector of portfolio
weights. These temporal portfolio weights rebalance the portfolio (adjust the
allocation to each asset in the portfolio) as information arrives.
• Adaptive statistical arbitrage: The second idea is to use temporally adap-
tive regression to compute the mispricing that best represents the idiosyncratic
risk of the target asset. To generate the mispricing, we construct a synthetic
asset using a set of explanatory assets correlated to the target asset. To reduce
the noise inherent in the financial data streams and account for the potentially
high correlation between them, we reduce the explanatory assets to few factors
alone using Principal Component Analysis (PCA). In particular, we use an in-
cremental technique to compute the principal components of the data and use
these components as explanatory variables to compute the idiosyncratic risk.
A forecasting technique is used to predict one-step ahead mispricing, which is
then used as a function of the trading order
To pursue these ideas, we develop four algorithms that share a number of attributes
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asset AABA.AS AZN.L BAS.DE BBVA.MC
kurtosis 9.47 10.09 4.80 4.54
p-value 0.01 0.00 0.01 0.00
Table 1.1: Sample kurtosis values (first row) and two-sample Kolmogorov-Smirnov hy-
pothesis test of equality of distributions of actual data versus realisations from normal
distribution, with mean and variance equal to the sample mean and variance estimates of
the respective real data. See also Fig. (1.1). The columns labels are the standard industry
abbreviations of the equity assets.
described earlier: adaptiveness, robustness and efficiency. At the same time, the
algorithms are based on different mathematical formulations and have a number of
distinct features.
The first algorithm is termed R-EWRLS (Robust - Exponentially Weighted Re-
cursive Least Squares) and is linked to linear state-space models and robust versions of
the Kalman filter (Cipra and Romera [1991], Martin [1979], Masreliez [1975], Schick
and Mitter [1994]). The approach assumes a hyperbolic type distribution for the
regression error. The motivation behind this choice is the following: this distribu-
tion more closely resembles the logarithmic returns distribution (leptokurtic with fat
tails) than the Gaussian distribution (see Fig. (1.1) and Table (1.1)). Moreover, the
derivative of the logarithm of the density is bounded, which makes all the difference
between the algorithm being robust or not (see Benesty and Gansler [2001]). More
on the mathematical details is presented in Chapter 4. The boundness property pro-
vides a natural mechanism for the algorithm to downweight outliers. R-EWRLS is
also equipped with an exponential forgetting factor that provides a weighting estima-
tion scheme of the data. This weighting propagates to the adaptive estimation of the
algorithms parameters; the smaller the forgetting factor, the faster the parameters
update. In addition, R-EWRLS is complemented by a trace normalisation technique
to avoid any numerical error accumulation, a weakness from which the EWRLS algo-
rithm suffers (see Chapter 8 in Niedzwiecki [2000]).
The robustness of R-EWRLS is tested using a purpose made simulation engine
in Chapter 5. The engine is able to simulate correlated time series of various noise
levels, whose drift and correlation estimates change over time. Moreover, the engine
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Figure 1.1: Illustration of the leptokurtic nature of logarithmic returns. The above plots
show the frequency distribution of a selection of constituents stocks of the DJ Euro Stoxx
50 index (see application Chapter 7 for a description of the data). The 4 stocks have been
arbitrarily chosen for illustration purposes. The kernel density of realisations of a normally
distributed random variable is also displayed for comparative purposes, with mean and
variance equal to the sample mean and variance estimates of the respective real data.
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can generate random outliers in the simulated series whose frequency and magnitude
can be modified. We use this simulation engine extensively to study the sensitivity
of the R-EWRLS parameters, as well as to compare it with the well documented
EWRLS algorithm. A comparison is also made in an portfolio allocation context,
using financial performance measures.
The second algorithm is a generalisation of the R-EWRLS algorithm that allows
for a self-tuning of the forgetting factor (Chapter 4). We superimpose an adaptive for-
getting factor to account for non-stationary environments whose variability with time
is unknown. It is shown that for this choice of error density, we can derive a recursive
solution for the R-EWRLS with adaptive forgetting factor. It is abbreviated AF-R-
EWRLS (Adaptive Forgetting-R-EWRLS) and uses a stochastic gradient technique
to adapt the forgetting factor in the underlying environment. Moreover, the self-
tuning of the forgetting factor provides an additional safeguard for numerical errors
by preventing the problem from becoming ill-posed ; that is when there is insuffi-
cient information to reconstruct the response or high presence of noise in the data.
This is achieved by automatically switching to a longer data estimation window when
there is insufficient explanatory power in the data and vice versa. The algorithm is
also complemented by a trace normalisation technique. Simulation experiments for
AF-R-EWRLS technique are performed in Chapter 5.
The third algorithm is an on-line regularised least squares algorithm, abbrevi-
ated EWR-TSVD (Exponentially Weighted Recursive - Truncated Singular Value
Decomposition), formulated by combining two known techniques: on-line Singular
Value Decomposition (SVD) update and TSVD methods. The TSVD is a standard
form of regularised regression which imposes that the solution norm be small; this is
achieved by neglecting those components of the solution corresponding to the small-
est singular values. By using an on-line SVD update, we are able to obtain a an
iterative regularised regression solution. We supplement the TSVD technique with
an exponential forgetting factor to be able to handle estimation in non-stationary
environments. Likewise, we have a convenient data stream mining tool to iteratively
alleviate rank deficiency using regularisation. The algorithm is developed in Chapter
4 and simulation experiments are performed in Chapter 5.
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The fourth algorithm is a time-varying regression, the FLS (Flexible Least Squares)
technique that was proposed by Montana et al. [2008b] in a portfolio context (Chapter
3). The FLS algorithm is a generalisation of standard regression that can be written
recursively and postulates a constraint in the evolution of the coefficients through
time by the use of a Lagrange multiplier. Simulation experiments for FLS technique
are performed in Chapter 5.
The regression methods, and subsequently their development, have been motivated
on the basis of the application we have in mind, nevertheless, these algorithms aim
to be general data stream mining tools. The main attributes of these algorithms are
listed in the heading of Table (1.2). These headings (upper row) are short names,
listed in the same order as follows: time-varying coefficients, one-pass estimation,
robust for outliers, distribution assumption for regression error, forgetting factor,
self-tuned parameters, one-pass regularised estimation. In the R-EWRLS and AF-R-
EWRLS, we characterise the regularisation as “rough” form, quoting Haykin [1996].
This is because the beneficial effect of regularisation is forgotten with time.
One of the main concerns of this thesis to construct sequential data stream min-
ing tools. However, it is our understanding that it is often hard to accommodate all
the afore mentioned attributes in one algorithm, either because it is mathematically
intractable or because the increased complexity has adverse effects on the efficiency
of the algorithm. For instance, it is in most cases hard to develop a sequential regres-
sion using robust cost functions, unless one resorts to stochastic gradient algorithms.
Nevertheless, one of the exceptions is the R-EWRLS case, where we can devise a
sequential robust algorithm from first principles. Moreover, another difficulty is to
accommodate for regularisation when devising a sequential algorithm. So, some of
the algorithms may account for more attributes than others, but each is important
in its own right because their developments are based on different principles and is
relevant to the problem we need to solve. In our future work, we aim to develop a
model average technique of all these algorithms. More details on that are given in
the conclusion.
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1.2.2 Applications Findings
The proposed regression algorithms are used to construct allocation methodologies.
These allocation methodologies compute the portfolio returns, where the performance
evaluation is conducted. The portfolio returns are computed by “back-testing” the
allocation strategy, that is using real data to test how the strategy would have per-
formed during the history of the data sample. The allocation strategies are explained
in detail in Chapters 6 and 7, but in general are a combination of the streaming
regression algorithms and portfolio assignment. The portfolio returns are computed
as
ft =
d∑
i=1
ritβ̂it
where ri is the logarithmic return of asset i (see Eq. (2.1)) and β̂it the portfolio weight
assigned to asset i using information prior to t. We do not include transaction costs
in the calculation of portfolio returns. However, this assumption is reasonable as the
slow rebalancing of the allocation strategies only accrues minimal transaction costs.
We use the Sharpe ratio, winnings trades odds and maximum drawdown as mea-
sures to assess the performance of the different portfolio allocation methods. Sharpe is
the ratio of expected portfolio returns minus the risk free rate divided by the standard
deviation of portfolio returns (see Sharpe [1998])
SR =
rp − rf
σp
,
where rp is the expected portfolio returns, rf is the risk-free rate and σp the standard
deviation of the portfolio returns. To simplify exposition, we assume that the risk
free rate is equal to 0 and that the sample estimates are used instead to compute
the expectation and standard deviation of portfolio returns, throughout the thesis.
Winning trades is the proportion of trades resulting in a positive return. Maximum
drawdown is the largest movement from peak to bottom of the cumulative portfolio
returns,
DT = max
{
f1,
2∑
t=1
ft, . . . ,
T∑
t=1
ft
}
−
T∑
t=1
ft
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MDT = max {D1, D2, . . . DT} .
For example, if we have the following portfolio returns for t1, . . . , t4 time points
(t1, 1%), (t2,−2%), (t3,−1%), (t4, 3%),
the drawdown is given respectively by
(t1, 0%), (t2, 2%), (t3, 3%), (t4, 0%).
The maximum drawdown is the maximum of all the second elements of the above
tuples, that is 3%.
In real data applications in Chapter 6, we use all proposed allocation strategies to
generate a synthetic asset that replicates the performance of S&P 500 futures contract
(the response) using 432 constituents of S&P 500 index (the explanatory variables).
More details pertaining the financial definitions and data description are given in
Chapter 6. In the first application of this chapter, we compute the mispricing and
map this to a trading order based on a heuristic rule, typically used by practitioners.
Numerical results show that this allocation strategy outperforms the buy-and-hold
trading strategy of the index itself. The performance is further enhanced when the
dimension of the index constituents is reduced to one variable using the first principal
component of the constituents data. In a separate application we deploy the same
methodology to compute the mispricing, but now using the proposed algorithms again
to forecast the one-step ahead mispricing rather than using a heuristic rule. The
performance results are promising and substantially outperform the simple buy-and-
hold strategy.
In the applications of Chapter 7 we find that our on-line adaptive mean-variance
techniques perform well in the presence of estimation risk when compared in the
out-of-sample period against benchmark allocation strategies. In particular, we use
the R-EWRLS, AF-R-EWRLS, EWR-TSVD and FLS algorithms as mean-variance
allocation tools and compare their performance against well documented allocation
methods: mean-variance, minimum variance and naive. The strategies are back-tested
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on two different datasets: the FX spot dataset consisting of 19 foreign exchange
assets and the DJ Eurostoxx constituents consisting of 41 equities. For the spot
foreign exchange dataset, minimum-variance and naive benchmark strategies perform
poorly when compared to the performance of the proposed strategies. For the equities
dataset, the naive and minimum variance perform well, in line with the performance
of the proposed strategies. However, the mean-variance allocation method performs
disappointingly. This result ties with similar studies (DeMiguel et al. [2009]) on
equities datasets, where mean-variance method also performs poorly and the result
is attributed to its inherent estimation risk. The last result is quite important, as
the proposed mean-variance strategies show that they cope better with estimation
risk than the traditional mean-variance approach through their built-in regularisation
mechanisms.
All chapters contain original contributions, apart from Chapter 3 which describes
the mathematical machinery used throughout this thesis. Sections 2.5, 4.3, applica-
tion Chapter 6 and Appendix F (Kalman filter description) are results of published
joint work with Giovanni Montana and Kostas Triantafyllopoulos.
1.3 Structure of the Thesis
The remainder of the thesis is organised in 6 chapters, excluding conclusion and ap-
pendices. Chapter 2 discusses algorithmic investment management and describes a
number of portfolio allocation techniques and trading strategies, as well as algebraic
links to regression techniques. Chapter 3 contains a review of the adaptive regression
techniques used in this thesis, as well as a number of mathematical tools that pro-
vide the essential machinery for the proposed extensions of those adaptive regression
techniques. Chapter 4 develops new algorithms for data stream mining and provides
all necessary mathematical detail, as well pseudo-code for their implementation. The
proposed algorithms are analysed in Chapter 5 using a number of simulation experi-
ments. Chapters 6 and 7 use the proposed algorithms in real data applications using
financial data.
In Chapter 2 we describe the nature of financial data and the difficulties en-
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countered with estimation when dealing with financial data. Algorithmic trading
and investment management is discussed and the importance of fast computation for
trading purposes is emphasised. Then, we continue to discuss portfolio allocation
techniques and we discuss in detail mean-variance portfolio allocation techniques. A
new proof of mean-variance to OLS is given in Section 2.4.2. Moreover, a statistical
arbitrage strategy is discussed in Section 2.5.1 and examples, as well as illustrations,
are offered.
In Sections 3.3, 3.4, 3.5 and 3.6 we describe and explain the EWRLS, FLS, TSVD
and AF-EWRLS algorithms, respectively. A number of examples and illustrations
are given, as well as their pseudo-codes in algorithmic environment. In Section 3.7.1
we summarise a methodology to perform PCA incrementally, a technique we use
extensively in the adaptive statistical arbitrage application presented in Chapter 6. A
review of the theory of principal components is offered in Appendix D.1.1. Remarks on
the association of the principal components with the SVD is also offered in Appendix
D.1.2. A methodology for on-line low rank matrix approximation is described in
Section 3.7.2 using a well-known iterative SVD update methodology. The on-line low
rank approximation is deployed in the adaptive mean-variance application presented
in Chapter 7.
In Chapter 4 we develop the incremental regression techniques for data stream
mining. R-EWRLS is developed by assuming a hyperbolic secant type distribution
for the regression error. This choice of distribution implies a specific cost function
which can be manipulated algebraically to produce a recursive update. We then
explain how a by-product quantity of this cost function robustifies the algorithm by
downweighting outliers. In the course of doing that, we study a robust scale function
that is used to normalise residuals. The on-line FLS methodology is introduced
in Section 4.3 as a powerful exploratory method for temporal data mining. The
algebraic equivalence of FLS to the Kalman filter is shown, which facilitates a better
understanding of FLS and suggests a more efficient algorithm, which we in turn
propose as an alternative to the batch FLS approach. In Section 4.4 we develop
the EWR-TSVD algorithm, an incremental regression algorithm that has the ability
to regularise in an on-line manner. The on-line nature of the algorithm is achieved
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through the use of the on-line SVD update described in Section 3.7.2. The proposed
algorithm is also supplemented with an exponential forgetting factor. In Section 4.5
we extend the R-EWRLS algorithm to account for a self-tuning forgetting factor.
A stochastic gradient technique is used to turn the constant forgetting factor to a
varying parameter that adapts in time. This methodology fits nicely with the chosen
robust cost function of R-EWRLS and we are able to produce a recursive, self-tuned
R-EWRLS (AF-R-EWRLS as it is abbreviated in this thesis). Finally, a technique
to regularise RLS algorithms is provided, as a numerical safeguard from numerical
errors.
In Chapter 5 we run a number of experimental results to assess certain attributes
of the proposed algorithms, in particular their estimation ability, computational effi-
ciency and robustness (in the case of R-EWRLS). In order to conduct the simulation
experiments, we develop a simulation engine that produces non-stationary correlated
data streams. In the case of R-EWRLS, simulated data streams are purposely sub-
jected to outliers in order to assess robustness. A number of comparisons, hypothesis
testing and computational efficiency experiments are carried out for all algorithms.
Moreover, a number of experiments are carried out in a financial portfolio allocation
context. Statistics and discussion of the findings are provided.
In Chapter 6 we develop two iterative algorithmic trading systems using the S&P
500 futures index and its constituents. A three step methodology is developed that
uses incremental dimensionality reduction and incremental regression using all pro-
posed algorithms to rebalance the portfolio weights. The application is complemented
with financial statistics summaries and discussions.
In Chapter 7 we propose iterative mean-variance based algorithmic trading sys-
tems. All four proposed incremental regression algorithms are used between the two
applications and the performance results are evaluated against known benchmark
methods. A number of illustrations and summary statistics are presented.
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Chapter 2
Algorithmic Investment
Management
In these chapter we provide a discussion pertaining the issues and challenges when
dealing with financial data and continue to describe algorithmic investment manage-
ment and quantitative investment techniques in general. In this context, the mean-
variance portfolio allocation technique is described, as well as its algebraic link to
OLS, for which we offer an alternative proof. We then continue to describe a com-
monly used proprietary investment strategy, often encountered under the heading of
statistical arbitrage strategy. The discussion is motivated using a simple statistical
arbitrage trading system, pairs trading, which involves trading only in two assets. A
multivariate, general form of the statistical arbitrage strategy is discussed, for which
the pairs trading system is a special case.
The theory and applications of this thesis focuses on two areas of investment
management: trading and portfolio allocation. Though the differences are subtle and
it can be argued that trading may be encompassed under the portfolio allocation
heading, we shall describe those based on the historical development of the financial
literature. Portfolio allocation refers to the strategy of choosing between various
investments, whether these are in different asset classes (asset allocation) or within
the same asset classes. Trading refers to often complex strategies devised to extract
patterns from price series of financial instruments. Traditionally portfolio allocation
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was based on the idea that different asset classes provide the best performance during
different periods. Nowadays, funds tend to allocate between various asset classes
and trading strategies. The justification for this type of allocation is the notion of
diversification, which reduces the risk of the overall portfolio by combining various
investments that are not perfectly correlated. Investors may also attempt to construct
trading strategies that are de-correlated to other investments in the portfolio in order
to achieve the maximum benefit from diversification. In the follow up application
Chapters 6 and 7, we show experimental results on trading (statistical arbitrage) and
portfolio allocation (mean-variance), respectively.
2.1 Financial Data Characteristics
A major challenge for investors is predicting financial asset price movements. A lot
of financial assets are widely traded in exchanges and, nowadays, technology provides
an easy access for investors to invest (buy or sell) either directly to the exchange or
through an intermediary (investment broker). However, forecasting financial data is
not an easy task since they are inherently noisy and non-stationary (Abu-Mostafa
and Atiya [1996], Bouchaud [2002], Cao and Tay [2003]). The noise of the data is
often accentuated when dealing with financial data streams from so much available
information recorded during the trading session, such as transaction prices, as well as
price quotes to buy or sell at specific prices. This information is known as tick data,
where tick is the smallest allowable movement of the asset’s price. The “raw” nature
of the streaming tick data, the multiple sources and the speed which they arrive may
also contribute to erroneous observations in the data.
Financial forecasting has to handle non-stationarity, a high degree of uncertainty,
hidden factors and structural breaks in relationships. Usually, there are multiple
factors and interactions that contribute to asset prices, hence financial forecasting is
rather difficult (Huang et al. [2005]). According to Abu-Mostafa and Atiya [1996],
financial time series are among the “noisiest” and most difficult signals to forecast.
Moreover, financial data often exhibit a complicated dependence structure (Mashal
and Zeevi [2002]). This feature causes a number of numerical issues that can have an
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adverse effect on portfolio allocation estimation. For example, in the case of assets
collinearity, a matrix containing the assets data may lead to a rank deficient problem
(not full rank). Rank deficient problems have ill-conditioned matrices, which in turn
induce instability (see Hansen [1996]). Because of the dependence of financial data,
prediction algorithms may exhibit rank deficiency problems and become inherently
unstable (Ledoit and Wolf [2003]), which in turn lead to erroneous portfolio alloca-
tion. Rank deficient problems are commonly solved using regularisation techniques,
in which additional information is provided to stabilise the solution (see Appendix
C).
2.2 Portfolio Allocation and Investment Management
Investment management refers to the management of various assets to meet invest-
ment objectives for the benefit of investors. The investors pay a management fee in
return, whose size typically reflects the competitiveness of the firm over its peers.
Investment management firms justify their existence on the fact that their insight
and analysis can provide a sufficient edge to profit from financial markets, in excess
of what is known as the risk free rate offered on risk-less deposit accounts (also known
as excess returns - see Hull [2008]).
However, the fact that investment professionals can profit from financial markets
is in contradiction with a landmark study in financial economics (Samuelson [1965]),
which introduced the concept of efficient markets; that markets fully reflect available
information and no more information can provide excess returns. The efficient markets
hypothesis postulates that market prices follow a random walk and that no prediction
is possible.
Yet, how can one then explain that some investment management firms produce
average returns in excess of 20% for 20 consecutive years (e.g., Renaissance Tech-
nologies, Medallion Fund (Teitelbaum [2007])), if the markets are efficient? The
last decade, we have seen a shift of academics who now abandon the idea of non-
predictability of market prices, implied by the efficient market hypothesis, and focus
their research on identifying market inefficiencies, meaning that markets do not fully
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reflect all available information (e.g., Alexander and Dimitriu [2002], Burgess [2003],
Cao and Tay [2003], Carcano et al. [2005], Montana et al. [2008b]). The real problem
now is to be able to extract information from a vast amount of data whose signal to
noise ratio (see Haykin [1996] for definition) is extremely small. Firms that have the
capability to identify and exploit these inefficiencies may be able to achieve excess
returns.
In the following section we review the fast developing area of algorithmic invest-
ment management, an industry that thrives nowadays by using data stream mining
tools to extract useful investment information from data streams and subsequently
deploys this information for portfolio allocation purposes.
2.3 Algorithmic Investment Management
In the financial arena, data streams are monitored and explored for many different
purposes such as algorithmic trading, smart order routing, real-time compliance and
fraud detection (Adams et al. [2006], Foucault and Menkveld [2008], Montana et al.
[2008a]). At the core of all such applications lies the common need to make time
aware, instant, intelligent decisions that exploit, in one way or another, patterns
detected in the data.
Algorithmic trading systems decide on all aspects of trading transactions (known
as orders) such as the timing, price and final quantity. Such systems implement
pattern recognition methods in order to detect and exploit market inefficiencies for
speculative purposes. Moreover, automated trading systems can slice a large order
automatically into several smaller orders in order to avoid potentially adverse market
impact –when the price moves against the favorable direction implied by the order–
and to minimise transaction costs (a technique called iceberging - see Esser and Monch
[2007]).
In the last decade we have seen an increasing trend by investment banks, hedge
funds and proprietary trading funds to systematise the trading of a variety of fi-
nancial instruments. Companies resort to sophisticated trading platforms based on
predictive models to transact trading orders that serve specific speculative invest-
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ment strategies. In 2006, one-fifth of global equity trading was administered through
algorithmic techniques (Reuters, Keehner [2007]). Such transactions are executed
within a few milliseconds, and any latency can make a difference between a profitable
or loss making transaction. To exemplify this, investment management companies
consider proximity hosting (placing the servers close to the exchange) and fiber op-
tics hardware to reduce the latency to sub-millisecond. In order to handle the vast
amount of information they receive in lightning speed, investment management firms
are increasingly using data stream mining tools to extract patterns efficiently.
Over the years, a plethora of statistical and econometric techniques have been
developed to analyse financial data (see De Gooijer and Hyndma [2006]). Classical
time series analysis models, such as ARIMA and GARCH and many extensions and
variations, are often used to obtain insights into the mechanisms that generate the
observed data and make predictions (Chatfield [2004]). However, in some cases, con-
ventional time series and other predictive models may not be up to the challenges
that we face when developing modern algorithmic trading systems. Firstly, as a re-
sult of developments in data collection and storage technologies, new technologically
advanced systems are capable of generating massive amounts of tick data, thus re-
quiring more efficient computational solutions. Tick data are delivered in real-time;
as new data points become available at very high frequency, the trading system needs
to quickly adjust to the new information and take almost instantaneous buying and
selling decisions. Secondly, prediction mechanisms are mostly exploratory in nature;
they are intended to detect patterns in the data that may be continuously chang-
ing and evolving over time. Under this scenario, the algorithms estimation process
should be of adaptive nature, that is the estimates adapt in time to account for the
non-stationarity of financial data we discussed earlier.
Because of the streaming tick data, it is vital that trading algorithms are very
efficient. That is, one objective is to avoid “batch” (using all the data) algorithms and
consider sequential, one-pass procedures. One such consideration is implementation of
algorithms relating to portfolio allocation (often come under the heading of portfolio
optimisation or portfolio selection). Portfolio optimisation is an important problem
in the area of asset management. Generically, we are given d ≥ 2, securities of
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which investors seek to allocate their funds, and subsequently optimise the allocation
based on some metric in order to meet some investment objectives. The problem has
received a large amount of attention, particularly in the work of Markowitz [1952],
as discussed earlier. More recent, practical, references include DeMiguel et al. [2009]
who evaluate the out-of-sample performance of the SMV approach against the naive
portfolio allocation, where the latter assumed equal allocation across all assets in the
portfolio.They found that the SMV model and its variations are not consistently better
than the naive approach to allocation. DeMiguel and Nogales [2008] show that robust
estimators of risk alleviate instability problems that are inherent in minimum-variance
portfolio allocation. They show that the proposed allocation policies are more stable
and preserve the high Sharpe ratio. In Section 4.2.4 we propose a new approach
to portfolio allocation with robust estimators using iterative techniques suitable for
data streams. Goldfarb and Iyengar [2003] develop a framework to formulate and
solve robust portfolio selection problems. The computational complexity of those is
similar to solving convex quadratic problems. In addition, it needs to compute the
eigenvalue decomposition when the covariance matrix of returns is updated. This
can be computationally expensive when using data streams. Jorion [1986] suggests
a Bayes estimator instead of the SMV approach to portfolio allocation. Simulation
analysis shows that the proposed estimator provides significant gains. This result
relates to the proposed regularised regression techniques we develop in Chapter 4.
The solution of the regularised problem can be justified from a Bayesian point of view,
since an ill-posed problem requires additional information to get a stable solution (see
for example Molina et al. [1999] for analytical correspondence). Meucci [2005] also
provides a monograph length introduction in portfolio allocation. Developments in
optimisation techniques can be found in Lobo et al. [2007] (see also Bertsimas et al.
[2007] for a review of methods from the robust optimisation literature) and alternative
approaches based upon stochastic dominance constraints (Dentcheva and Ruszczynski
[2006]).
Recursive portfolio allocation has also been looked at in the literature, for example,
Markov decision process approaches implemented via reinforcement learning (Moody
et al. [1998]) or K-means type methods (Chapados and Bengio [2007]). Such ideas try
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to optimise the Sharpe ratio (see Section 1.2.2), or some related measure, iteratively
in time. Moody et al. [1998] show that their technique of maximising a function of
the Sharpe ratio performs better in a risk-adjusted manner than simply maximising
profit, as it would be intuitively expected given the fact that the Sharpe ratio is a
risk-adjusted measure. However, their technique requires a sliding window of data for
training purposes which may make it unsuitable for streaming data.
In addition, there is work on the so called multi-period portfolio optimisation ap-
proach in operations research (e.g., Ben-Tal et al. [2000]), but this modelling frame-
work requires optimisation software, i.e. using a batch approach to optimisation.
Indeed there are also continuous time models (Xiong and Zhou [2007]), based upon
arbitrage theory which could be used in this context, via lattice methods. However
this is computationally expensive and would unlikely suit to the nature of algorithmic
trading which requires fast trading.
In the following section, we briefly describe the mean-variance portfolio allocation
methodology. Additional details –using constraints in the formulation– are given in
Appendix A.
2.4 Mean-Variance Portfolio Allocation
In this section we establish the link of mean-variance portfolio allocation to regres-
sion. This link is used in an experimental study in Chapter 7. Before the link is
developed, we describe the mean-variance portfolio allocation method and summarise
some related studies that appeared in the literature. The summary is not aimed to
be exhaustive, but rather to single-out –from the vast literature– some key areas of
follow-up research that are relevant to this thesis.
2.4.1 Overview
Our starting point is the problem in Markowitz [1952]. We observe discrete times
t ∈ {0, 1, . . . }, the log-returns (or returns), rit,
rit = log pit − log pi(t−1) (2.1)
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where i ∈ {1, . . . , d}, pit are the asset prices; let rt = (r1t, . . . , rdt) henceforth. The
objective is to identify a portfolio allocation w that is a solution to the problem
maximise w
′
µ
s.t. w
′
Σβ = α
s.t. w′1 = 1
where w ∈ Rd is a vector of portfolio weights, µ ∈ Rd and Σ ∈ Rd×d are the mean
vector and covariance matrix, respectively, of the asset returns and α is a given
scalar. The investor aims to find an optimal linear combination of the d risky assets
by maximising the expected returns for fixed variance or minimising the variance for
fixed expected returns. Allowing for a variance term, the allocation methodology
takes into consideration the risk of the asset returns. For instance, if having two
assets with the same expected returns but different variances, it would be sensible to
allocate more capital to the one with the smallest variance, as it is expected to return
the same profit with smaller risk. This formulation can be solved analytically for given
variance level equal to α (see for example Fabozzi et al. [2006], pg. 23). By choosing
various levels of variance, we can arrive to a family of maximum expected returns
portfolios. The portfolios are called mean-variance efficient portfolios. The latter
– original Markowitz [1952] formulation– allows for weights to be negative (short-
selling). Alternative formulations that allow for short-selling restrictions through a
non-negativity constraint in the optimisation problem also exist in the literature (see
Dybvig [1984]).
An alternative way to model the trade-off between expected returns and risk is
the risk-aversion formulation of the mean-variance problem
minimise
1
2
w
′
Σw − γw′µ
where γ ∈ R is the degree of the investors risk aversion. The risk aversion parameter
commonly takes non-negative values, but there have been instances in the literature
that negative parameters have been used (see Fernando [2000]). This is a commonly
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used unconstrained form of the classical mean-variance that is particularly easy to
obtain an analytical solution (see He and Litterman [2002]). In particular, the first
order condition is given by
Σŵ = γµ
or equivalently
ŵ = γΣ−1µ (2.2)
It is common practice to calibrate γ based on the risk preferences of the investors.
Such calibration is often performed in back-testing using historical data. In that re-
spect, we consider in this thesis γ to be a learning parameter and set γ = 1 throughout,
unless mentioned otherwise. Though it is easy to compute the portfolio weights ŵ,
it is often difficult to find economic intuition of the structure of the weights, espe-
cially when the number of assets is large. For example, the addition of an asset with
high relative expected return compared to the existing assets in the portfolio may be
counter-intuitively assigned a negative portfolio weight. The computation involves a
number of complex relationships of expected returns, volatilities and correlations be-
tween assets and it is often very difficult to guess how all quantities interact together.
In the approach of Markowitz, it is required to estimate the µ and Σ of the
asset returns. In the case when the estimated mean µ̂ and covariance matrix Σ̂
are the sample estimates, we refer to this investment strategy as the Sample Mean-
Variance (SMV) portfolio approach, as this assumption of using sample estimates is
equivalent to the assumption that asset returns are normally distributed (see Britten-
Jones [1999]).
In the mean-variance optimisation, it is well-known (e.g., Merton [1980]) that the
estimation of expected returns µ can only be improved by increasing the length of
the observed time series. That is, a stable and robust estimation of µ requires a very
long time series that is not often available in real-time trading scenarios. Moreover,
the non-stationarity of financial data adds to this problem and this manifests itself
through unstable portfolio weights. The instability of the weights (some weights
exhibit extremely large positive or negative values) is caused mainly by the difficulty
of accurately estimating µ. As a result, minimum variance estimators are preferred
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since they do not involve µ estimation (the estimation of Σ can be improved by
increasing the frequency at which the returns are observed); e.g., Chan et al. [1999].
In the Eq. (2.2) formulation, the minimum variance portfolio allocation would be
equivalent to
ŵmvar = γΣ
−11d.
We remark that some approaches in robust optimisation, try to optimise with respect
to the parameters in some constrained set (e.g., Ben-Tal et al. [2000]). An analytic
solution for a special case of constraints is shown in Appendix A.
However, there can be scenarios where minimum variance estimators do not work
well; this is due to the fact that the estimate of Σ is associated with maximum
likelihood estimation of a normal density (see for examples DeMiguel and Nogales
[2008]). Maximum likelihood estimators under the normal density are very sensitive
to the presence of outliers (Hampel et al. [1986]) and, moreover, the density of r is
often leptokurtic with heavy tails (Bouchaud [2002]). Consequently, there has been
an effort to introduce robust estimation (M or L estimation methods - Cavadini
et al. [2001], Vaz-De Melo and Camara [2003], Welsch and Zhou [2007]) into portfolio
optimisation.
More recently a method which improves the speed of estimation, DeMiguel and
Nogales [2008], has appeared. Indeed, it is known (DeMiguel and Nogales [2008]) that
the portfolio strategy of holding equal allocations, known as naive, can work better
than more sophisticated procedures. Their work involved empirical tests using equity
assets. The naive stategy assigns portfolio weights by
ŵnaive = 1d/d
formula, i.e. equal weights. A likely explanation for their observation is that equity
prices reflect expected future cashflows and dividends, and in the long term, it is
expected that sound companies will grow on average. The growth would be reflected in
the traded price, and allocation strategies that buy-and-hold the underlying equities,
should perform well in the long term. A number of studies documented this price
growth and have lent it the characterisation of equity premium (see for example Siegel
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[1999]).
2.4.2 Mean-Variance Portfolio Optimisation and OLS
In this section we establish the algebraic link between mean-variance portfolio opti-
misation and the OLS estimator (Radhakrishna [1973]). In Britten-Jones [1999], a
correspondence in the solution of both problems, for any sample size, is given. In
particular, an OLS regression of a constant vector of 1T onto the asset returns
1T = Xβ + ε (2.3)
where X is the T×d matrix of asset returns and ε a T×1 error term. It can be shown
(Britten-Jones [1999]) that the OLS solution β̂ = (X ′X)−1X ′1T is equivalent to the
unconstrained mean-variance solution (Eq. (2.2)). Our following result shows the
equivalence of the two theoretical problems, using the consistency of the maximum
likelihood estimator.
Lemma 2.4.1 shows that mean-variance portfolio optimisation is a special case of
regression and that we can compute the SMV portfolio weights by the use of OLS.
This is simply achieved by using the log-returns as explanatory variables and setting
the response variable equal to the value of 1. The scalar value of 1 is equivalent
to a risk aversion parameter γ equal to 1 (see Eq. (2.2)). The objective we pursue
here is to minimise the error of the portfolio returns with respect to the best possible
portfolio returns, where portfolio returns are the weighted combination of the assets
returns. A heuristic explanation is as follows: setting the response variable equal to
a positive constant implies that our portfolio is minimised against an ideal portfolio
that has positive returns at each timestep and is risk-free (a vector of ones has zero
variance). Note that a very large constant would be counter-intuitive, as this would
imply unrealistic objective returns for the portfolio.
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Algebraic Link
Below we denote ST as the sample covariance matrix, associated with our observed
returns x1, . . . ,xT , assumed to be realisations from a stochastic process {Xt}.
Lemma 2.4.1 Let {Xt} be an ergodic stationary process such that E(‖Xt‖22) < ∞
and ŵ be the least squares estimator of the regularised least squares problem
1
2
||z− S 12Tw||22 −
1
2
||S 12Tw||22
where z = Σ
1
2 w. Then, as T → +∞ the optimal portfolio weight β̂ of the mean-
variance problem
f(β) = inf
β∈Rd
1
2
w′Σw − γβ′µ (2.4)
is equal P−a.s. to ŵ.
Proof of Lemma 2.4.1. The classic mean-variance problem
f(β) = inf
w∈Rd
1
2
w′Σw − γw′µ (2.5)
where γ is the Lagrange multiplier, could also be interpreted as a problem of projec-
tion. By adopting the following transformations,
z = Σ
1
2β, z = γΣ−
1
2µ (2.6)
and by completing the square, we rewrite (2.4) as a projection problem z on the set
Σ
1
2β
1
2
||z− z||22 +
δ
2
||z||22 (2.7)
where δ is a non-negative regularisation parameter. The Hilbert projection Theo-
rem (see e.g., Aubin [1979]) ensures that any problem written as projection over an
arbitrary set has a unique minimal solution (Appendix B).
By the Gauss-Markov theorem (e.g., Bjorck [1996]), any linear function of the
form α′w is the best linear unbiased estimator if ŵ is the least squares estimator.
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Equating z = S
1/2
T w, we have from (2.7)
f(w) =
1
2
(z′z− 2z′S1/2T w + w′STw) +
δ
2
w′STw
minimising with respect to w,
−S1/2T z + (1 + δ)STw = 0
ŵ =
1
1 + δ
S
−1/2
T z. (2.8)
For any i = 1, . . . , d, as T → +∞,
1
T
T∑
t=1
x2it
a.s.−→P E(X 2it)
thus
ST
a.s.−→P Σ.
From (2.6), we have that asymptotically ŵ tends to β, when δ = 0. But since ŵ is
the best linear unbiased estimator, then we conclude that ŵ is the optimal portfolio
weight ¤
Example
Consider the naive example of three assets whose returns are recorded over three
periods (T = 3). Each asset’s returns are represented in a column of the matrix
X =

0.01 0.01 −0.05
0.02 −0.01 0.10
0.01 0.02 0.10
 .
The sample average and variance –assuming variables are centered– are given by
µ̂ =
1
T
X ′1T
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S =
1
T
X ′X,
which gives the following unconstrained mean-variance solution when we substitute
the parameters in Eq. (2.2) and assuming γ = 1
ŵ =

69.23
23.08
−1.54
 .
This is equivalent to the OLS estimator
β̂ = (X ′X)−1X ′1T =

69.23
23.08
−1.54

It can be seen that although the third asset averages the highest returns, it turns
out that the optimal mean-variance portfolio solution assigns negative portfolio weight
to the third asset as its variance is relatively large to the other two assets, as well as
its correlation to the first asset. We also note the the risk aversion parameter γ is
only a scalar multiplier of the portfolio weights vector and it can be calibrated based
on the risk exposure the investor desires to achieve.
¤
The reason for giving this result is to provide a link to the recursive estimation
algorithms we provide in Chapter 3. As such, we are able to devise iterative portfolio
allocation algorithms, through the use of recursive least squares, for dealing with data
streams and take advantage of the number of regularisation methods developed for
regression to deal with the inherent instability of the portfolio solution to estimation
error. The occurrence of the instability relates to over-fitting and this can be alleviated
by using regularisation. The regularisation can also be seen as a trade-off between
optimisation and diversification (Still and Kondor [2009]). Allowing no regularisation
would likely result in a few assets having the largest weights. On the other hand,
increasing the degree of regularisation would tend to distribute the weights more
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evenly (the effect of flattening portfolio weights as regularisation increases can be
seen in Fig. (G.4) of Appendix G).
2.5 A Concise Review of Statistical Arbitrage Trading Strate-
gies
Two popular trading strategies are market timing and trend following. Market timers
and trend followers both attempt to profit from price movements, but they do it
in different ways. A market timer forecasts the direction of an asset, going long
(i.e. buying) to capture a price increase, and going short (i.e. selling) to capture
a price decrease. A trend follower attempts to capture the market trends. Trends
are commonly related to serial correlations in price changes; a trend is a series of
asset prices that move persistently in one direction over a given time interval, where
price changes exhibit positive serial correlation. A trend follower attempts to identify
developing price patterns with this property and trade in the direction of the trend
if and when this occurs.
Although the time-varying regression models discussed in this thesis may be used
to implement such trading strategies, we will not discuss these further. Instead, we
focus on statistical arbitrage (a potentially conflicting term but commonly used by
practitioners; also known as relative value - see Shreve [2004] for alternative defini-
tion), a class of strategies widely used by hedge funds or proprietary traders. The
distinctive feature of such strategies is that profits can be made by exploiting sta-
tistical inefficiencies of one or more assets, based on the expected value of these
assets.
The simplest special case of these strategies is perhaps pairs trading (see Elliott
et al. [2005], Gatev et al. [2006]). In this case, two assets (e.g.
”
some stocks) are
initially chosen by the trader, usually based on an analysis of historical data or other
financial considerations. If the two stocks appear to be tied together in the long
term by some common stochastic trend, a trader can take maximum advantage from
temporary deviations from this assumed equilibrium. This strategy relies on the idea
of co-integration. Several applications of co-integration based trading strategies are
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Figure 2.1: Historical prices of Exxon Mobil Corporation and SouthWest Airlines for the
period 1997-2007. The spread time series, reported in the inset, shows an equilibrium level
between the two prices until about January 2004.
presented in Alexander and Dimitriu [2002] and Burgess [2003].
A specific example will clarify this simple but effective strategy. Fig. (2.1) shows
the historical prices of two assets, SouthWest Airlines and Exxon Mobil; we denote the
two price time series by yt and xt for t = 1, 2, . . . , respectively. Clearly, from 1997 to
2004, the two assets exhibited some dependence: their spread, defined as st = yt− xt
(plotted in the inset figure) fluctuates around a long-term average of about −20.
A trading system implementing a pairs trading strategy on these two assets would
exploit temporary divergences from this market equilibrium. For instance, when the
spread st is greater than some predetermined positive constant c, the system assumes
that the SouthWest Airlines is overpriced and would go short (sell) on SouthWest
Airlines and long (buy) on Exxon Mobil, in some predetermined ratio. A profit is
made when the prices revert back to their long-term average. Although a stable
relationship between two assets may persist for quite some time, it may suddenly
disappear or present itself in different patterns, such as periodic or trend patterns.
In Fig. (2.1), for instance, the spread shows a downward trend after January 2004,
which may be captured by implementing more refined models.
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2.5.1 A Statistical Arbitrage Strategy
Opportunities for pairs trading, as in the simple form described above, are dependent
upon the existence of similar pairs of assets, and thus are naturally limited. Many
other variations and extensions exist that exploit temporary mispricing among assets.
For instance, in index arbitrage, the investor looks for temporary discrepancies be-
tween the prices of the stocks comprising an index and the price of a futures on that
index, where a futures is a contract to buy or sell a certain underlying instrument at
a specific date and price, in the future. By buying either the stocks or the futures
contract and selling the other, market inefficiency can be exploited for a profit.
In this thesis we adopt a strategy simpler than index arbitrage, somewhat more
related to pairs trading. The trading system we develop tries to exploit discrepan-
cies between a target asset, selected by the investor and a paired artificial asset that
reproduces the target asset. This artificial asset, represented by a data stream, is ob-
tained as a linear combination of a possibly large set of explanatory streams assumed
to be correlated with the target asset. That is, we try to replicate the dynamics of
the target assets by using, for example, a set of other assets that are correlated to
the target asset. Previous empirical studies using this idea include Alexander and
Dimitriu [2002], Burgess [2003].
The rationale behind this approach is the following: if there is a strong association
between synthetic and target assets persisting over a long period of time, this associ-
ation implies that both assets react to some underlying (and unobserved) systematic
component of risk that explains their dynamics. Such a systematic component may
include all market-related sources of risk, including financial and economic factors.
The objective of this approach is to neutralise all marker-related sources of risks and
ultimately obtain a data stream that best represents the target-specific risk, also
known as idiosyncratic risk (see Goyal and Santa-Clara [2003]).
This relationship, between target and synthetic asset, can be interpreted as relative
value pricing. This is because by replicating the index, the replication model can offer
insight to the price equilibrium of the market itself. That is, excess returns can be
generated by taking a better guess about the composition of the index and hence its
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future price level, which is other than the given weighting, whether is value or price
weighted. By correctly predicting such equilibrium, then the discrepancy between
the target and the synthetic asset can be exploited. In other words, we construct a
model that reduces the noise attributable to the current asset composition and offers
a better estimation of future level of the target asset (see Alexander and Dimitriu
[2004, 2005]). An additional advantage of this strategy is that, by construction, any
strategy that exploits the idiosyncratic risk tends to be uncorrelated to the market
itself, which offers diversification benefits.
Suppose that yt represents the value of the target asset, and ŷt is the artificial as-
set constructed using a set of d explanatory and co-evolving data streams x1, . . . , xd,
typically other assets, over the same time period. In this context, the artificial as-
set can also be interpreted as the fair price of the target asset, given all available
information and market conditions. The difference yt − ŷt then represents the risk
associated with the target asset only, or mispricing. Given that this construction
indirectly accounts for all sources of variations due to various market-related factors,
the mispricing data stream is more likely to contain predictable patterns (such as the
mean-reverting behaviour seen in Fig. (2.1)) that could potentially be exploited for
speculative purposes. For instance, in an analogy with the pairs trading approach, a
possibly large mispricing (in absolute value) would flag a temporary inefficiency that
will soon be corrected by the market. This construction crucially relies on accurately
and dynamically estimating the artificial asset, which we discuss in the following
chapters.
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Chapter 3
Adaptive Regression Techniques
3.1 Overview
3.1.1 Regression Techniques
In this chapter we present a number of algorithms that process data streams itera-
tively, as new information becomes available. The information processing operation
here is filtering, which involves extracting and processing information at time t for
a quantity of interest using information from data streams measured up to time t.
The motivation of the application is algorithmic trading, where we attempt to update
the weighting (also known as rebalancing) of the fraction of capital assigned to each
asset from a pool of available assets. This chosen pool of financial assets is known
as portfolio, which in our case would be restricted to exchange tradable assets, i.e.
assets that can be transacted with a counterparty through the exchange. In such ap-
plications, we use two different strategies for portfolio allocation: the mean-variance
and statistical arbitrage portfolio allocation strategies, both introduced in Chapter
1. Both approaches use algorithms that can handle on-line data streams of financial
asset prices and rebalance the portfolio weights using only information at time t.
We focus on the study and development of time-varying filter algorithms, as we
intend to apply these algorithms on financial time series, known particularly for their
dynamic dependence structure (Serban et al. [2007]). Most of these filters have alge-
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braic correspondences, however their performances are different as they do not neces-
sarily share the same tracking abilities or robustness in the solution when parameters
are subject to small disturbances.
The time-varying filters we develop here are by no means exhaustive and they
have been chosen on the basis of the applications described in Chapters 6 and 7. In
particular we aim to devise regression algorithms that avoid or alleviate two main
shortcomings when applied to portfolio allocation: algorithmic trading latency (delay
in executing trade orders) and portfolio weights sensitivity. We handle the latency
issue by using iterative implementation of recursive regression techniques as opposed
to batch approaches that require the availability of all data observations. The portfolio
weights sensitivity is handled by allowing for a regularisation term in the regression.
The algorithms we explore and develop in this thesis are: R-EWRLS (Robust
- Exponentially Weighted Recursive Least Squares), FLS (Flexible Least Squares),
EWR-TSVD (Exponentially Weighted Recursive -Truncated Singular Value Decom-
position) and AF-R-EWRLS (Adaptive Forgetting - Robust - Exponentially Weighted
Recursive Least Squares). These algorithms are based on known and well documented
regression techniques, namely EWRLS, TSVD and FLS. For these regression tech-
niques –EWRLS, FLS and TSVD– we offer a number of contributions and insights
that are listed in Chapter 4. The remaining chapter aims to be a groundwork for the
algorithmic extensions to follow and describe these known regression techniques, as
well as a number of mathematical tools that are needed to develop the algorithmic
extensions.
RLS (Recursive Least Squares) algorithms are least squares filters updated it-
eratively. RLS algorithms exploit the relation in matrix algebra known as matrix
inversion lemma (see Appendix E) to turn the batch approach to least square es-
timation to an iterative estimation. The iterative nature is achieved by retaining
memory of the data and updating the estimates using the latest information only.
(Cioffi and Kailath [1984], Haykin [1996], Kailath et al. [2000]). However, a downside
is that RLS algorithms suffer from increased complexity and lack of numerical robust-
ness (Niedzwiecki [2000]) when there is insufficient correlation between the response
and the explanatory variables. In the first section of this chapter, we briefly review
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the well established exponentially weighted RLS algorithm (Haykin [1996]) with a
forgetting factor. The forgetting factor regulates the data memory used by the algo-
rithm to estimate the regression parameters. We will discuss in detail the properties
of the forgetting factor in Section 3.3, during the mathematical exposition of the RLS
algorithm.
The FLS algorithm is a generalisation of the least squares method, which allows
for time-varying regression coefficients. FLS is described by a multi-criteria relation,
namely dynamic (state) and measurement (observation) relations, and does not re-
quire any probability assumptions either for its motivation or for its solution. The
dynamic relation establishes the discrepancy between successive parameter (coeffi-
cient) vectors and the measurement relation the discrepancy between observed and
predicted outcome. In Chapter 6 we use FLS in a statistical arbitrage portfolio
allocation application, where we take advantage of the time-varying nature of the
regression coefficients to track changes in the association between the underlying and
the artificial assets, as discussed in Section 2.5.1.
The FLS and EWRLS regression techniques have a number of algebraic corre-
spondences. One of our contribution in this thesis is the elucidation of the relation of
FLS to the Kalman filter in Section 4.3.1. The relationship between RLS and Kalman
filter is well known and documented in Sayed and Kailath [1994]. The core difference
is that FLS provides a family of solutions compared to the Kalman filter, which makes
FLS attractive for algorithmic trading and portfolio allocation in general, as various
strategies combined together may increase diversification and provide variance reduc-
tion of the portfolio; a trait particularly desirable in portfolio allocation, as discussed
earlier.
The TSVD algorithm is essentially a weighted regularised least squares estimator.
The TSVD computation, besides a standard regression technique, is also appropriate
when the input matrix is ill-conditioned, in the sense that a small perturbation in
a parameter may lead to a big change in the solution. TSVD is considered as a
method for regularisation of ill-posed linear least squares problems and is preferable
to standard regularisation methods (Tikhonov [1995]), when the input matrix has a
well-determined rank (see Hansen [1987]).
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The AF-EWRLS (Adaptive Forgetting EWRLS) is a RLS regression which super-
imposes a self-tuning algorithm for the forgetting factor. The factor properties would
be discussed in detail in the following text of this chapter. A number of studies aim
to develop self-tuning algorithms for the parameters of time-varying systems to better
track the underlying environment’s dynamics. Some of these studies focus on finding
an optimal value for the forgetting factor of conventional RLS algorithms. One of
the first studies on self-tuning parameters (Fortescue et al. [1981]) was initiated by
the “covariance blowup” problem. Studies by Benveniste et al. [1990] and Haykin
[1996] (Chapter 14) superimposed adaptive schemes to the RLS formulation to tune
λ. Some more recent studies include Malik [2006] and So et al. [2003]. There is also
a survey conducted by Ljung and Gunnarsson [1990].
It is also worth commenting upon that RLS algorithm dynamics are described
by the parameter vector β, the regression vector x and the inverse of the covariance
matrix P (see Section 4.2.4). We noted that the algorithm is able to track variations
in the process dynamics by relying on more recent data. This is achieved by an
appropriate value of λ, whose choice is a trade-off between increase in adaptation
rate and robustness. The lower the λ value, the higher the adaptation rate and
the lower the robustness since a smaller window of data is used to estimate the
parameters (see discussion about λ in 3.3). Although the introduction of forgetting
factor provides flexibility, the particular value choice can cause numerical issues. In
case the information content in the data drops substantially, e.g., the vector x is zero,
it can then be seen from Eq. (4.16) that the covariance matrix will grow exponentially.
This problem is known as“covariance blowup”. In general, this is caused when there is
insufficient correlation between the response and explanatory variables (Niedzwiecki
[2000], Chapter 8). A potential way to alleviate this problem is to allow λ to depend
on the information content of the data by using a self-tuning mechanism.
3.1.2 Dimensionality Reduction Techniques
We also discuss a number of mathematical tools that are used in the subsequent ap-
plications of this thesis. We focus on the estimation difficulties faced by researchers
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Figure 3.1: Time series of the trace of the inverse correlation matrix PT of the EWRLS
algorithm (see Section 3.3) using data generated by the simulation engine, described in
Section 5.1. Logarithmic differences of 10 simulated series are used as covariates and the
response is set to a constant value. The covariates are observed 10000 times.
when dealing with high dimensional data streams in financial applications, where data
streams are typically correlated. The collinearity of financial time series is a well-
known issue in the portfolio allocation literature (see Chesnay and Jondeau [2001],
DeMiguel et al. [2009], Markowitz [1952], Meucci [2005]). In the well documented
mean-variance portfolio allocation problem (Markowitz [1952]), investors aim to find
the optimal linear combination of assets whose weights translate to the monetary
amounts that would be allocated on each of the assets in the portfolio. In the pro-
cess of computing such weights, the observed covariance matrix of financial returns
(see Eq. 2.1) needs to be inverted. However, because of the collinearity of finan-
cial returns, the observed covariance matrix contains redundant information. Such
matrices are characterised by a small number of singular values that are clustered
together with a large gap between small and large singular values (see rank deficient
problems, Hansen [1996]). Hence, the solution to the portfolio allocation problem
becomes extremely sensitive to small perturbations in the parameters. Another com-
mon problem researchers need to address is the time needed to perform numerical
computations with large matrices. Time delay, also known as latency, may hamper
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the profitability of a trading strategy that requires intensive numerical computations.
Competitors who may have more efficient techniques could first exploit a perceived
statistical inefficiency and profit from such a transaction.
In subsequent applications of this thesis where we encounter time latency and rank
deficiency problems, we attempt to alleviate these issues by dimensionality reduction
and low rank approximation techniques. We discard redundant information in the
financial data streams by reducing the dimensionality of our data and altering our
problem to a well-conditioned problem. However, the numerical computation intro-
duced for dimensionality reduction may adversely affect the profitability of the trading
strategy due to the additional computational time delay. In order to circumvent this
problem, we deploy incremental dimensionality reduction techniques, that are up-
dated on-line as information arrives, and subsequently reduce the computation to a
vector operation as opposed to a matrix operation in the traditional batch approach.
An in depth review in dimensionality reduction literature and related techniques can
be found in Carreira-Perpinan [1996], Fodor [2002].
In order to facilitate the description of the required mathematical tools for the
subsequent thesis, we adopt the following notation for this chapter. We assume that
x is a d-dimensional observed variable x = (x1, . . . , xd)
′, where all vectors are column
vectors, and the prime symbol denotes transposition. All vectors are in bold font and
matrices are represented by upper case letters.
If any of the observed quantities are random quantities, this would be commented
upon in the particular section. In such case, the mean vector and covariance matrix
are denoted by E(x) = (µ1, . . . , µd)
′ and E ((x− µ)(x− µ)′) = Σd×d, respectively.
The observation matrix Xn×d
X =

x11 · · · x1d
...
...
...
xn1 · · · xnd

contains n realisations of the random variable x. Let Xj denote the jth column of
X and Xij the element of the ith row and jth column of X. Then, we denote the
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sample mean by xj =
1
n
1′nXj, for j = 1, . . . , d, where 1n denotes a n length vector of
ones. In the case when x is centered, then we can write the sample covariance matrix
in the useful compact representation S = 1
n
X ′X. The Euclidean norm is denoted by
‖ · ‖2.
3.2 Regression Techniques - Preliminary
The standard linear regression model involves a response variable yt and d predictor
variables x1, . . . , xd, which usually form a predictor column vector xt = (x1t, . . . , xdt)
′.
The model postulates that yt can be approximated well by x
′
tβ, where β is a d-
dimensional vector of regression parameters. In ordinary least square (OLS) regres-
sion, the estimates β̂ of the parameter vector are found to minimise the cost function
C(β) =
T∑
t=1
(yt − x′tβ)2. (3.1)
In cases where both the response variable yt and the predictor vector xt are observation
streams at time t, it may be possible that the linear dependence between yt and xt
changes over time.
Denote by X the T × d matrix with each row being an xt input vector indexed
by time t and y be the T × 1 vector of yt observations. Then, assuming that X ′X is
positive definite, we can show that by differentiating the cost function
C(β) = (y −Xβ)′(y −Xβ) (3.2)
and setting the derivative to zero, we obtain the least squares solution
β̂ = (X ′X)−1X ′y. (3.3)
A more general form of the cost function (3.1) includes a regularisation component
to make the problem“well-posed” if needed. The regularisation term is given by δβ′β,
where δ is the regularisation parameter. Apart from the δ scalar, the regularisation
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term depends only on the coefficients and provides essentially a tool to smooth the
coefficients evolution. δ dictates the degree of smoothness.
The regularised cost function is given by
C(β) = (y −Xβ)′(y −Xβ) + δβ′β.
This δβ′β term alleviates from potentially extreme solutions triggered by the inversion
of X ′X. This regression model is also called ridge regression model (see Bjorck [1996])
and has a unique solution given by
β̂(ridge) = (X ′X + δId)−1X ′y (3.4)
where Id is the d×d identity matrix. We note that β̂ is a special case of β̂(ridge) when
δ is zero.
In the context of portfolio allocation applications we present in later chapters, we
have seen (Section 2.4.2) that we can equivalently pose the mean-variance problem as
a least squares problem. However, in order to develop a portfolio allocation algorithm
based on least squares, a number of issues need to be addressed:
• The streaming of information, in the form of tick data (trade by trade infor-
mation), may lead to very large matrices whose numerical computation can be
slow and, hence, cause delays to the portfolio allocation process.
• The batch approach shown above does not take into consideration the dynamic
relationship of the prices of different assets (Bouchaud [2002], Montana et al.
[2008b]), as information is equally weighted over time.
• Financial returns time series tend to be highly correlated, typically among fi-
nancial instruments of the same class (e.g., equities, fixed income, commodities).
When these series are used in the mean-variance portfolio allocation context,
where a matrix inversion is required, the high correlation can cause the regres-
sion problem to be ill-posed. This in turn can result to a sensitive solution
(DeMiguel and Nogales [2008], Goldfarb and Iyengar [2003]), where some coef-
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ficients exhibit very large values.
In the remainder of the chapter, we describe the previously mentioned regres-
sion techniques in detail. Incremental algorithms for dimensionality reduction are
described as well. These algorithms form integral parts of the algorithmic extensions
offered in Chapter 4, as well as in application Chapters 6 and 7.
3.3 Exponential Weighted Recursive Least Squares (EWRLS)
The estimate β̂t, that minimises cost function (3.1), can be computed iteratively as
new information arrives without the need of matrix inversion, which makes the use
of RLS appealing for large datasets. In this setting, and having in mind the portfolio
allocation application, we use a regularised cost function
C(β) =
T∑
t=1
αt(yt − x′tβt)2 + δλT‖βT‖2 (3.5)
where the second term, on the right hand side, is the regularisation term, and
αt = λ
T−t is a function of the exponential factor λ. The parameter λ is called
the forgetting factor and takes values in (0, 1]. The value of λ is typically set by data
experimentation.
The inclusion of the regularisation term is used here as a preventative tool to
avoid the presence of ill-posed problems. Ill-posed problems are present when there
is insufficient information to reconstruct the response observations uniquely, which
is regularly encountered in portfolio allocation problems where the asset prices are
highly correlated (see DeMiguel and Nogales [2008], Goldfarb and Iyengar [2003],
Meucci [2005]).
The role of the forgetting factor λ is to assign a weighting profile to the data.
When λ = 1, then the algorithm is equivalent to RLS (see Haykin [1996], Kailath
et al. [2000], Niedzwiecki [2000], Sayed [2003]) where each data point is given the
same weight independently of the time stamp. As λ decreases, more weight is given
to more recent data. When model parameters vary in time because of the dynamic
structure of the data, then λ provides a flexible tool to capture these variations by
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weighting recent observations more and thus preserving the structure of the covariance
matrix over the memory window implied by λ.
The correspondence of the parameter λ with a fixed memory window for estimation
can be seen by the following formula
N ≈ 1
1− λ (3.6)
where N denotes the number of data points in the window (see Niedzwiecki [2000]).
As λ tends to 1, N tends to infinity, meaning that all available data are used in the
parameter estimation. Alternatively, as λ tends to 0, N tends to 1. If, for example,
λ = 0.99, then that implies that approximately 100 data points are used in the
parameter estimation.
We note that although the name “forgetting” is slightly counter-intuitive i.e., a
larger forgetting factor translates to a larger amount of data memory, we choose to
retain this standard naming convention, as it is widely adopted in the literature of
adaptive filtering (see for example Haykin [1996]). Figure (4.5) may further elucidate
this relationship.
RLS and FLS algorithms only need to be provided with initialisation values of the
inverse correlation matrix and the vector of regression coefficients, as well as scalar
values for the forgetting and regularisation parameters, respectively. These parame-
ters will be explained in detail in the following text. Typically, the inverse correlation
matrix would be set the to identity matrix and the regression coefficients to a vector
of zeros. These estimates would eventually adapt to the data and would converge
to the underlying environment parameters in mean square error terms (in a station-
ary environment) or track the underlying parameters (non-stationary environment)
as information arrives. It is worth noting that these algorithms encompass OLS solu-
tion as a special case. These algorithm have been used widely in standard regression
problems (see for instance Haddadi and Hashtrudi-Zaad [2008], Testatsion and Veitch
[1990]).
Moreover, an investigation by Moustakides [2002], for the case where white noise
is added to the observations, reveals that the forgetting factor depends on the partic-
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ular combination of the initialisation of estimates and the noise level. The author uses
settling time –a measure of the speed of estimation error convergence– as a perfor-
mance measure to compare different combinations. Specifically, Moustakides [2002]
demonstrates that in a low noise environment, convergence is fast when EWRLS is
initialised with an inverse correlation matrix of small norm. On the other hand, in
a high noise environment it is preferable to initialise the algorithm with an inverse
correlation matrix of large norm.
We summarise the EWRLS algorithm below:
From (3.5), β attains its minimum value at time T , when
ΦT β̂T = zT (3.7)
where
ΦT =
T∑
t=1
αtxtx
′
t + δλ
T Id (3.8)
is the correlation matrix of the explanatory variables and
zT =
T∑
t=1
αtxty
′
t (3.9)
is the cross-correlation matrix.
It is well-known (Haykin [1996]) that (3.8) and (3.9) can be written in the following
recursive form
ΦT = λ
[
T−1∑
t=1
λT−1−txtx′t + δλ
T−1Id
]
+ xTx
′
T (3.10)
ΦT = λΦT−1 + xTx′T (3.11)
zT = λzT−1 + xTy′T . (3.12)
From the matrix inversion lemma (see Appendix E.1; also in Boyd and Vanden-
berghe [2004], Hamilton [1994], Haykin [1996]), we may express the inverse of a matrix
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A = B−1 + CD−1C ′ as
A−1 = B − BC(D + C ′BC)−1C ′B.
This identity is commonly used in adaptive filtering to derive recursive equations.
The identity expresses the inverse of a matrix equal to the sum of the previously
computed inverse quantity (memory) and another quantity that requires only O(d2)
computations. Hence provides an efficient way to compute the inverse of the matrix
reducing complexity from order O(d3) to order O(d2) computations.
In particular, taking A = ΦT , B
−1 = λΦT−1, C = xT and D = 1, it follows that
PT = λ
−1PT−1 − λ
−2PT−1xTx′TPT−1
1 + λ−1x′TPT−1xT
(3.13)
where PT = Φ
−1
T is the inverse of the correlation matrix.
If we let
κT =
λ−1PT−1xT
1 + λ−1x′TPT−1xT
(3.14)
then we obtain a recursive form for the inverse of the correlation matrix ΦT
PT = λ
−1PT−1 − λ−1κTx′TPT−1. (3.15)
The d× 1 vector κT is commonly referred to as the gain vector (Sayed [2003]). Using
Eq. (3.15), we can simplify the gain vector to
κT = PTxT . (3.16)
From the normal equations defined in (3.7), we can express the β̂T estimate as follows
β̂T = λPTzT−1 − PTxTy′T (3.17)
and substituting Eq. (3.15) in the above, we get
β̂T = β̂T−1 + κT eT (3.18)
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where eT is the a priori estimation error
eT = yT − β̂′T−1xT (3.19)
and sT the a posteriori estimation error
sT = yT − β̂′TxT . (3.20)
Equations (3.14, 3.15, 3.18, 3.19) constitute the EWRLS algorithm. We defer the
difficult issue of selecting the forgetting factor λ to Chapter 4.
The EWRLS is detailed in Algorithm (1).
Initialise λ = 0.95, β̂0 = 0d, P0 = Id;
Data: Input xt, yt
Result: EWRLS coefficients β̂t
for t← 1 to T do
κt ← λ
−1
t Pt−1xt
1+λ−1t x′tPt−1xt
et ← yt − β̂′t−1xt
β̂t ← β̂t−1 + κtet
Pt ← λ−1Pt−1 − λ−1κtx′tPt−1
end
Algorithm 1: The EWRLS algorithm
3.4 Flexible Least Squares (FLS)
Flexible least squares were introduced by Tesfatsion and Kalaba [1989] as a generali-
sation of the standard linear regression model above in order to allow for time-varying
regression coefficients. Together with the regression assumption that
yt − x′tβt ≈ 0 (3.21)
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the FLS model also postulates that
βt+1 − βt ≈ 0 (3.22)
that is, the regression coefficients are now allowed to vary slowly over time.
FLS does not require the specification of probabilistic properties for the residual
error in (3.21). This is a favorable aspect of the method for applications in temporal
data mining, where we are usually unable to precisely specify a model for the errors.
We have also found that FLS performs well even when there are large sudden changes
in the β coefficient. We will illustrate this point by means of an example in the next
section.
The FLS approach consists of minimising a penalised version of the OLS cost
function (3.1), or incompatibility cost as called in Tesfatsion and Kalaba [1989]
C(β;µ) =
T∑
t=1
(yt − x′tβt)2 + µ
T−1∑
t=1
ξt (3.23)
where we have defined
ξt = (βt+1 − βt)′(βt+1 − βt) (3.24)
and µ ≥ 0 is a scalar to be determined. µ here is a parameter that trade-offs between
the measurement component (first part of Eq. (3.23)) and the dynamic component
(second part of Eq. (3.23)). We have retained the original notation of Tesfatsion and
Kalaba [1989] for µ and this should not be confused with the recursive mean estimate
defined in the previous section.
In their original formulation, Kalaba and Tesfatsion [1988] propose an algorithm
that minimises this cost with respect to every βt in a sequential way. The procedure
requires the availability of all data points. For completeness, we summarise their
approach.
The smallest cost of the estimation process at time t can be written recursively as
c(βt+1;µ) = inf
βt
{
(yt − x′tβt)2 + µξt + c(βt;µ)
}
. (3.25)
3.4 Flexible Least Squares (FLS) 66
Furthermore, this cost is assumed to have a quadratic form
c(βt;µ) = β
′
tQt−1βt − 2β′tpt−1 + rt−1. (3.26)
where rt−1 is a scalar and Qt−1, pt−1 have dimensions d×d, d×1, respectively, and are
defined below. Substituting (3.26) into (3.25) and then differentiating the cost (3.25)
with respect to βt, conditioning on βt+1, we obtain a recursive updating equation for
the time-varying regression coefficient
β̂t = et +Mtβt+1 (3.27)
with
et = µ
−1Mt(pt−1 + xtyt)
Mt = µ(Qt−1 + µId + xtx′t)−1.
The recursions are started with some initial Q0 and p0. Now, using (3.27), the cost
function can be written as
c(βt+1;µ) = β
′
t+1Qt+1 − 2β′t+1pt + rt,
where
Qt = µ(Id −Mt)
pt = µet
rt = rt−1 + y2t − (pt−1 + xtyt)′et.
Kalaba and Tesfatsion [1988] show that the estimate of βT can be obtained sequen-
tially as
β̂T = (QT−1 + xTx′T )
−1(pT−1 + xTyT )
Subsequently, (3.27) can be used to estimate all remaining coefficient vectors βT−1, . . . , β1,
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going backwards in time.
The procedure relies on the specification of the regularisation parameter µ ≥
0; this scalar penalises the dynamic component of the cost function (3.23), defined
in (3.24), and acts as a smoothness parameter that forces the time-varying vector
towards or away from the fixed-coefficient OLS solution. We prefer the alternative
parameterisation based on µ = (1− δ)/δ controlled by a scalar δ varying in the unit
interval. Then, with δ set very close to 0 (corresponding to very large values of µ),
near total weight is given to minimising the static part of the cost function (3.23).
This is the smoothest solution and results in standard OLS estimates. As δ moves
away toward 1, greater priority is given to the dynamic component of the cost, which
results in time-varying estimates.
3.4.1 Off-line and On-line FLS: an Illustration
As noted above, the original FLS was introduced for situations in which all the data
points are available, in batch, prior to the analysis. In contrast, we are interested
in situations where each data point arrives sequentially. Each component of the
d-dimensional vector xt represents a new point of a data stream, and the path of
regression coefficients needs to be updated at each time step, so as to incorporate
the most recently acquired information. Using the FLS machinery in this setting, the
estimate of βt is given recursively by
β̂t = (St−1 + xtx′t)
−1(st−1 + xtyt), (3.28)
where we have defined the quantities
St = µ(St−1 + µId + xtx′t)−1(St−1 + xtx′t) (3.29)
st = µ(St−1 + µId + xtx′t)−1(st−1 + xtyt).
The recursions are initially started with some arbitrarily chosen values S0 and s0. We
note that there are no additional parameters in the on-line case. The only parameter
is µ which is the same in both off-line and on-line cases.
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Figure 3.2: Simulated versus estimated time-varying regression coefficients using FLS in
both off-line and on-line mode.
Fig. (3.2) illustrates how accurately the FLS algorithm recovers the path of the
time-varying coefficients, in both off-line and on-line settings, for some artificially
created data streams. The target stream yt for this example has been generated using
the model
yt = xtβt + t, (3.30)
where t is uniformly distributed over the interval [−2, 2] and the explanatory stream
xt evolves as
xt = 0.8xt−1 + zt
with zt being a standard Gaussian random variable. The regression coefficients have
been generated using a slightly complex mechanism for the purpose of illustrating the
flexibility of FLS. Starting with β1 = 7, we then generate βt as
βt =

βt−1 + at for t = 2, . . . , 99
βt−1 + 4 for t = 100
βt−1 + bt for t = 101, . . . , 200
5 sin(0.5t) + ct for t = 201, . . . , 300
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where at and bt are Gaussian random variables with standard deviations 0.1 and 0.001,
respectively, and ct is uniformly distributed over [−2, 2]. This example features non-
Gaussian error terms, as well as linear and non-linear behaviours in the dynamics of
the regression coefficient, varying over time.
In this example we set δ = 0.98. Although such a high value of δ encourages the
regression parameters to be very dynamic, the nearly constant coefficients observed
between t = 101 and t = 200, as well as the two sudden jumps at times t = 100 and
t = 201, are estimated well, and especially so in the on-line setting. The non-linear
dynamics observed from time t = 201 onwards are also well captured.
The off-line FLS is detailed in Algorithm (2).
Initialise δ = 0.95, s0 = 0d, S0 = Id;
Data: Input xt, yt
Result: FLS coefficients β̂t
µ← (1− δ)/δ
for t← 1 to T do
St ← µ(St−1 + µId + xtx′t)−1(St−1 + xtx′t)
st ← µ(St−1 + µId + xtx′t)−1(st−1 + xtyt)
β̂t ← (St−1 + xtx′t)−1(st−1 + xtyt)
end
Algorithm 2: The FLS algorithm
3.5 Truncated Singular Value Decomposition (TSVD)
In Section 2.4.2 we described the correspondence of the mean-variance portfolio al-
location and OLS methodology and showed how the regression coefficients can be
interpreted as portfolio weights. In a later application, in Chapter 7, the connection
is used to iteratively calculate the portfolio weights as information arrives. However,
it is well-known that the weights of the mean-variance approach suffer a lack of ro-
bustness because of the common issue of asset logarithmic returns’ collinearity (see
DeMiguel and Nogales [2008], Goldfarb and Iyengar [2003]). Collinearity generally
amounts to a rank deficient problem, which is characterised by a matrix X having a
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cluster of small singular values and there is a well-determined gap between large and
small singular values (see Hansen [1996]). Therefore, the matrix X contains redun-
dant information and this needs to be omitted to arrive to another well-conditioned
matrix with linearly independent information. This can be achieved by the use of
regularisation methods.
In the construction of EWR-TSVD algorithm (detailed in Section 4.4), we use the
TSVD (Truncated Singular Value Decomposition) methodology as a tool for regu-
larisation of rank deficient problems. The TSVD method is considered a favorable
alternative to standard form regularisation for ill-conditioned matrices with a well-
determined rank (Hansen [1996]). The connection between standard regularisation
forms (see Appendix C) is described in Hansen [1987].
3.5.1 TSVD Solution
We recall from Section D.1.2 that the singular value decomposition of X ∈ RT×d is
given by
X = UΣV ′, UT×d,Σd×d, V d×d.
The regularised solution in terms of the SVD can be computed by matrix manipula-
tions, having as a starting point the ridge solution (3.4)
β̂ = (X ′X + δId)−1X ′y
β̂ = (V ΣU ′UΣV ′ + δId)−1V ΣU ′y.
Using the orthogonality principle U ′U = V ′V = Id, the above identity simplifies to
β̂ = V (Σ2 + δId)−1ΣU ′y
β̂ = VΘΣ†U ′y
β̂ =
d∑
i=1
fi
u′iy
σi
vi, (3.31)
Chapter 3. Adaptive Regression Techniques
71
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-5
-4.5
-4
-3.5
-3
-2.5
-2
-1.5
-1
-0.5
0
log(σi/δ)
lo
g(f
i)
Figure 3.3: It displays the dampening effect of the regularisation parameter δ (set to 1 in
this example) for a uniformly chosen grid of δ.
where ui and vi correspond to the ith column and rows vectors of U and V , re-
spectively, fi and σi are the ith values along the diagonal of the Θ and Σ matrices,
respectively. Θ is a d× d matrix whose entries are the diagonal elements fi called the
filter factors. The filter factors are given by
fi =
σ2i
σ2i + δ
, (3.32)
where σi is the singular value corresponding to the ith eigenvector. The filter factors
naturally reduce the contributions from small singular values for positive values of
the regularisation parameter δ (see Fig. (3.3)).
In the case where δ = 0, then the regularised problem reduces to a least squares
problem
min
β
(y −Xβ)′(y −Xβ)
and has a unique solution in terms of the SVD
β̂ =
d∑
i=1
u′iy
σi
vi . (3.33)
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If we let r ≤ min(T, d)
β̂ =
r∑
i=1
fi
u′iy
σi
vi, (3.34)
we obtain the TSVD solution with rank r, i.e. dropping the terms greater than
r by truncating the SVD. This truncation provides a tool for noise reduction (see
Gorodetski et al. [2001], Hu and Nenov [2006] for applications in noise reduction
using TSVD). This feature is particularly useful when dealing with highly noisy data,
where it is often the case that dropping terms corresponding to the smallest singular
values leads to more robust estimation.
This is a standard regression technique that is implemented using Eq. (3.34) only.
In Section 4.4, we extend this regression into an iterative regression algorithm which
involves an on-line updating of the SVD. Pseudo-code in Algorithm (6) is offered to
elucidate the algorithm steps.
3.6 Adaptive Forgetting EWRLS (AF-EWRLS)
Consider the regression model
yt = x
′
tβt + t
where  is white noise with 0 mean and σ2 variance.
Following the same steps as in Section 3.3, we can show that the recursive equa-
tions are given by the following formulae
κT =
λ−1PT−1xT
1 + λ−1x′TPT−1xT
, (gain vector) (3.35)
PT = λ
−1PT−1 − λ−1κTx′TPT−1 (3.36)
β̂T = β̂T−1 + κT eT , (3.37)
where eT is the a priori estimation error
eT = yT − β̂′T−1xT (3.38)
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and λ the exponential weighting factor taking values in (0, 1]. We note that in Section
3.3, we did not assume that yT is a random process. Here, on the other hand, we
assume that yT is a non-stationary random process. This assumption does not affect
any of the derivations of the EWRLS algorithm, but is now required for the derivation
of the adaptive EWRLS algorithm (see Haykin [1996], Chapter 14).
A question that often arises is how to choose the value of λ. In this section we
show how λ can be replaced by a parameter that is adapted in time based on an
optimality criterion. Haykin [1996] shows that an optimal value for λT can be found
using a line search method based on the gradient of the a priori mean square error.
Following the development of (Haykin [1996], Chapter 14), the objective is to find
the optimal value of λT for the following cost function
J(βT ) =
1
2
E(e2T ). (3.39)
The cost function is now taken over the expectation of the a priori estimation error,
since yT is a random process.
Differentiating J(βT ) with respect to λ, we obtain
5λJ(βT ) = −E(φ′T−1xT eT ),
where φT =
ϑβT
ϑλ
. We note that the derivative φT involves the gain vector term
κT = Ptxt (see Eq. 3.37). Letting ST =
ϑPT
ϑλ
and differentiating Eq. (3.37) with
respect to λ, we obtain
φT = [Id − κTx′T ]φT−1 + STxTyT , (3.40)
where ST is given by
ST = λ
−1 ([Id − κTx′T ]ST−1[Id − xTκ′T ]− PT + κTκ′T ) . (3.41)
We re-formulate the RLS algorithm with adaptive memory described here, by
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writing λT as the value of λ calculated at time T by the following recursion formula
λT = λT−1 − α5λ J(βT ),
where α is a small positive learning parameter. We note that this is a stochastic
gradient descent (on-line) approach, where the true gradient is approximated on a
single training example (see Kushner and Yin [2003]). In a similar manner to Haykin
[1996] (Chapter 14), we define λT by
λT = [λT−1 − α5̂λJ(βT )]λ+λ− ,
where the true gradient is approximated by the instantaneous gradient estimate
5̂λJ(β) = −φ′T−1xT eT . The notation λ+, λ− denotes the upper and lower level of
truncation, correspondingly, for the quantity inside the square brackets. The upper
bound is typically set to unity and the lower bound is determined by experimenta-
tion. The truncation assures that λT is “well-behaved”by disallowing λT to take small
values and prevent “covariance blowup” (see Eq. 3.36).
The upper level is typically set to the value of 1 (maximum value of λ domain) to
allow the algorithm the highest flexibility, that is to capture also the scenario when
the underlying environment is stationary. The lower level of truncation has a crucial
role in the stability of the algorithm. A smaller value of λT would correspond to a
smaller estimation data window and the algorithm may become increasingly erratic
at small values of λT due to the estimation error associated with the size of the data
window. The algebraic correspondence between the size of the data window and λ is
shown in Eq. (3.6). It is noted that λ− should be set“sufficiently” low to minimise the
amount of truncation, and at the same time, λ− should act as a numerical safeguard
to prevent λT from taking very small values that would affect the size of the covariance
matrix, and may eventually lead to the “covariance blowup” issue. There is effectively
a trade-off between how low λ− should be to avoid interfering with the recursive
updating of λT and numerical errors caused through allowing λT to take very small
values.
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The AF-EWRLS is detailed in Algorithm (3).
Initialise λ− = 0.7, λ+ = 1.0, β̂0 = 0d, φ̂0 = 0d, P0 = Id, S0 = Id;
Data: Input xt, yt
Result: AF-EWRLS coefficients β̂t
for t← 1 to T do
κt ← λ
−1
t Pt−1xt
1+λ−1t x′tPt−1xt
et ← yt − β̂′t−1xt
β̂t ← β̂t−1 + κtet
Pt ← λ−1Pt−1 − λ−1κtx′tPt−1
λt ← [λt−1 + αφ̂′t−1xtet]λ+λ−
St ← λ−1 ([Id − κtx′t]St−1[Id − xtκ′t]− Pt + κtκ′t)
φ̂t ← [Id − κtx′t]φ̂t−1 + Stxtet
end
Algorithm 3: The AF-EWRLS algorithm
3.7 Incremental techniques for Dimensionality Reduction
In the following section, we describe incremental dimensionality reduction techniques
suitable for streaming data. These techniques are used in the subsequent application
Chapters 6 and 7. Background material for PCA (Principal Component Analysis)
and SVD (Singular Value Decomposition) can be found in Appendix D.
3.7.1 Incremental PCA
The conventional methods of PCA require computation in batch mode; that is the
computation of the covariance of the training samples of the observation matrix Xn×d
and the subsequent eigenvalue decomposition. The known Jacobi method for diago-
nalising a symmetric matrix needs O(d3+d2k) computations, where k is the number of
feature vectors (Golub and Loan [1996]). Another modification of the Jacobi method
found in Reddy and Herron [2001] is still of order O(d3).
Computation in batch mode is often inefficient for large scale problems due to
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constraints in computer memory resources or in computational time. The problem is
addressed by performing incremental PCA algorithms. Incremental PCA has been ex-
tensively investigated in the area of visual learning and pattern recognition (Agrawal
[2008], Artac et al. [2002], Li [2004]), where applications often deal with vast amount
of data. Incremental SVD has also been explored when equivalently appending a row
or column in X (see Brand [2002], Bunch and Nielsen [1978]).
Moreover, in real-world investment management trading applications using high
frequency data, regression models use a large number of predictors to generate trad-
ing signals that need to be updated quickly as new information is acquired (Montana
et al. [2008b]). In high frequency trading systems, the information about the predic-
tors is constantly received in a form of streams. A much smaller set of explanatory
predictors/streams would achieve remarkable computational speed-ups. We address
this issue in Chapter 6, by implementing an on-line feature extraction through dimen-
sionality reduction in the space of explanatory streams. The algorithm of is outlined
below for continuity reasons, as it forms an integral part of one of the data stream
mining algorithms we present in a follow up chapter.
Suppose that Σt = E(xtx
′
t) is the unknown population covariance matrix of the d
explanatory streams, with data available up to time t = 1, . . . , T . The algorithm pro-
posed by Weng et al. [2003] is used to iteratively update the eigenvectors of Σt without
the need of computing the covariance matrix at each iteration. The method is based
on finding efficient estimates, in the sense of having the smallest possible variance.
The calculation is based on an iterative mean calculation which is computationally ef-
ficient for well-known distributions such as Gaussian. The procedure proves useful for
ill-posed and rank deficient problems (see Hansen [1996] for a comprehensive discus-
sion on these problems), as the method removes the erroneous components from the
data and retains only those considered most important, hence performing an on-line
dimensionality reduction.
We briefly describe Weng et al. [2003] approach as it forms integral part of the
follow up applications (Chapter 6). By definition, we note that the eigenvector vt of
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Σt satisfies the characteristic equation
ht = ltvt = Σtvt (3.42)
where lt is the corresponding eigenvalue. Using ĥt as the estimate of ht using all the
data up to time t (t = 1, . . . , T ). Writing the characteristic equation in matrix form,
we obtain 
h1
...
hT
 =

Σ1 · · · 0
...
. . .
...
0 · · · ΣT


v1
...
vT
 = Rv
and then, noting that
h1 + · · ·+ hT
T
=
1
T
T∑
i=1
Σivi
the estimate ĥT is obtained by ĥT = (h1 + · · ·+ hT )/T by substituting Σi with xix′i,
where ht = xtx
′
tvt. This leads to
ĥt =
1
t
t∑
i=1
xix
′
ivi, (3.43)
which is the incremental average of xix
′
ivi, where xix
′
i accounts for the contribution
to the estimate of Σi at point i. Observing that vt = ht/||ht||2, an obvious choice is
to estimate vt as ĥt−1/||ĥt−1||2; in this setting, ĥ0 is initialised by equating it to x1.
After plugging in this estimator in Eq. (3.43), we obtain
ĥt =
1
t
t∑
i=1
xix
′
i
ĥi−1
||ĥi−1||2
. (3.44)
In an on-line setting, we need a recursive expression for ĥt. Equation (3.44) can
be rearranged to obtain an equivalent expression that only uses ĥt−1 and the most
recent data point xt, that is
ĥt =
t− 1
t
ĥt−1 +
1
t
xtx
′
t
ĥt−1
||ĥt−1||2
. (3.45)
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Figure 3.4: Computational speed illustration of the incremental PCA technique describe
in Section 3.7.1. The computational speed is plotted against varying value of k, the number
of feature vectors.
The weights (t − 1)/t and 1/t control the influence of old values in determining
the current estimates. Full details related to the computation of the subsequent
eigenvectors and other extensions can be found in Weng et al. [2003].
The computational complexity of Weng et al. [2003] approach is of the order of
O(k2), where k is the number of feature vectors. A speed illustration is shown in Fig.
(3.4) for varying k, the number of feature vectors. The update of the algorithm is
invariant of the value of samples. The experiment is conducted in an Intel Core 2
CPU machine at 2.00Ghz with 2.00 Ghz, 2GB of RAM. In a data matrix of 1000×500
dimension generated by the simulation engine described in Section 5.1, we found that
that the batch SVD computation – using the optimised Singular Value Decomposition
in Matlab (”version 7.4”)– takes 2.3 seconds to complete. In a separate experiment,
we increased the number of rows from 500 to 5000. The SVD computation time
increased to 30.8 seconds.
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3.7.2 On-line Low Rank Approximation for Noise Reduction
Low rank approximation provides a straightforward way to deal with noisy data, by
reducing the rank of the data and, in effect, discarding those components that account
for the least variance in the data. The implementation is carried out by truncating
the diagonal D matrix of the SVD
Xt = UtDtV
′
t , U
t×d, Dd×d, V d×d (3.46)
where Xt ∈ Rt×d is a matrix of d variables whose samples are indexed in time 1, . . . , t.
In a later application, we will see that each variable would be a financial asset whose
observations are their logarithmic returns indexed in time.
We retain the r singular values corresponding to the required r principal compo-
nents and set the remaining diagonal elements of Drt to 0. The truncated diagonal
matrix Drt is given
Drt =
(
Kt 0
0 0
)
Kt =

σ1t 0 · · ·
0
. . . · · ·
...
... σrt

which in turn gives the truncated SVD solution (Hansen [1987])
Xrt = UtDrtV
′
t .
The choice of r is deferred to chapter 6, where experimental results are presented.
In applications where computational efficiency is important, the computation of
the SVD can be conducted in an incremental manner by appending rows and/or
columns. The updating problem is the same whether we consider adding multivariate
measurements or variables in our matrix. Appending rows in Xt is equivalent to
appending columns in X ′t.
We briefly describe the approach of updating the SVD of a matrix Xt using QR
decomposition based on the theory of Brand [2002]. We start with SVD of the dataset
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Xt. We continue by appending the on-line update xt+1 of Xt and obtain the following
identity,
[UtDtV
′
t xt+1] = [Ut Ct]Qt
[
Vt 0
0 I
]
where Qt is a diagonal matrix, apart from the column in the right-end of the matrix
Qt =
[
Dt U
′
txt
0 Pt
]
.
The matrix Pt is the projection C
′
tRt obtained by the QR decomposition Rt = CtPt
of the component Rt of Xt that is orthogonal to Ut. Using SVD to diagonalise Qt
matrix, we obtain
Qt = U1tD1tV
′
1t
Ut+1 = [U1t Ct] , Dt+1 = D1t, Vt+1 =
[
Vt 0
0 I
]
V1t
which gives the updated SVD
[UtDtV
′
t xt+1] = Ut+1Dt+1V
′
t+1.
The computational complexity of the Brand [2002] approach is of the order of
O(ndk), for a dense n×d matrix of rank k. A speed illustration is shown in Fig. (3.5)
for varying d, the number of columns of the data. The details of the experiments is
similar as described in the last paragraph of Section 3.7.1.
Finally, in order to ensure the stability of the algorithm, we compare it against
the Lanczos (see Bjorck [1996], Golub and Loan [1996]) implementation of Matlab
software. Most results agree up to 7-8 digits (see Table (3.1)) when both algorithms
are tested on a 5000 × 10 data matrix generated by the simulation engine described
in Section 5.1. The updating algorithm is coded in Matlab (”version 7.4”) in an Intel
Core 2 CPU machine at 2.00Ghz with 2.00 Ghz, 2GB of RAM.
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Figure 3.5: Computational speed illustration of the incremental SVD technique described
in Section 3.7.2. The computational speed is plotted against varying value of d, the number
of columns in the simulated data matrix.
Incremental SVD Matlab Lanczos SVD
128207.03009 128207.03009
36341.49939 36341.49939
17655.26759 17655.26759
5870.29027 5870.29027
3567.35680 3567.35680
3391.86673 3391.86673
2930.60038 2930.60038
2391.69344 2391.69344
1962.68372 1962.68372
1714.01800 1714.01800
Table 3.1: Comparison of singular values generated form the updating SVD algorithm
described in Section 3.7.2, against the Lanczos method implemented in Matlab software.
The 5000× 10 data matrix has been generated using the simulation engine of Section 5.1.
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Chapter 4
Algorithmic Extensions of
Adaptive Regression Techniques
4.1 Overview
In this chapter we develop a number of extensions for the adaptive regression tech-
niques described in Chapter 3, namely the EWRLS, FLS, TSVD and AF-EWRLS.
The contributions are detailed in the following text.
In the case of the EWRLS regression, we suggest an alternative cost function –
hyperbolic cosine– that is more suitable in the presence of outliers. The motivation
behind the cost function choice is two-fold. First, we can still derive a recursive
solution in a similar fashion to RLS, without using a Least Mean Square (LMS)
algorithm as is typically done in the literature for robust cost functions (see chapter
17 of Sayed [2003] or Benesty and Gansler [2001]). Secondly, the choice of the cost
function is a by-product of the assumption that the density of the regression error is
hyperbolic secant type. The hyperbolic secant type density has long been conjectured
to be a good approximation of the density of logarithmic returns of financial asset price
series because of its kurtotic nature (Markowitz and Seneta [1990]). In a later chapter,
we use our robust version of the RLS algorithm to allocate between investment assets
in a time-varying manner, also known as multi-period portfolio allocation. Some of
the results can also be found in Tsagaris et al. [2010].
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For the FLS regression (Section 3.4), we establish an intuitive connection between
the Kalman filter (see for example Haykin [1996], Jazwinski [1970], Kailath et al.
[2000]) and the FLS algorithm to obtain an efficient implementation of FLS that
does not require matrix inversion. These results can also be found in Montana et al.
[2008a,b].
For the TSVD approach to regression, our contribution here is two-fold. First,
we couple the TSVD algorithm with the on-line update of SVD, described in Section
3.7.2, to incrementally update the decomposition as information arrives. Secondly, we
extend the TSVD solution to a time weighted form by adding an exponential decay
factor and make it suitable for non-stationary environments.
We use the EWRLS algorithm equipped with an adaptive tuning scheme for the
forgetting factor λ (Section 4.5), abbreviated AF-EWRLS, following Haykin [1996]
(Chapter 14), to derive the AF-R-EWRLS algorithm. We have shown that by in-
troducing a stochastic steepest descent method, we can iteratively adapt λ as new
information arrives. We then use this methodology for our R-EWRLS algorithm,
described in Section 4.2.4, which is based on a regression with a hyperbolic secant
type error density. It is explicitly shown that for this specific class of robust cost
functions, we can derive a recursive solution for the R-EWRLS algorithm with an
adaptive forgetting factor (AF-R-EWRLS). We also provide an alternative formula-
tion of the R-EWRLS algorithm that introduces a numerical safeguard to prevent
“covariance blowup” (see example in Fig. (3.1)). This is achieved by normalising the
normal equations in the R-EWRLS algorithm by the trace of the inverse correlation
matrix (Niedzwiecki [2000], Chapter 8).
In the remainder of the section, we recount the above algorithms in detail. The
algorithms could be seen as general data mining tools, but their construction has been
mainly motivated based on the portfolio allocation applications we have in mind and
problems encountered when dealing with data streams.
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4.2 Robust Exponentially Weighted Recursive Least Squares
(R-EWRLS)
We describe our extension of the EWRLS (see Section 3.3), namely R-EWRLS, de-
signed to be robust to outliers. The choice of this function is motivated by the kurtotic
nature of the distribution of financial time series data (see Bouchaud [2002]).
In the exposition of the EWRLS algorithm, we assume similarly to Haykin [1996]
that the observation vector does not contain any noise. Nonetheless, the algorithm
remains unchanged whether we assume additive noise or not. As we move to R-
EWRLS, we assume a model with additive noise that is distributed according to
hyperbolic secant type distribution. For ease of notation, we retain the lower case
letters as we have preserved upper case for matrices.
Various numerical results and comparison of the R-EWRLS against EWRLS al-
gorithm are reported in Chapter 5.
4.2.1 Transition to Robust EWRLS
Our motivation here is to extend the EWRLS methodology, so that the estimation is
robust to outliers for the underlying data streams. Our methodology aims to alleviate
any propagation of errors to the parameter estimation due to outliers and moreover
to establish a model that is more representative of financial data.
Before we continue to the R-EWRLS algorithm, we need to introduce some build-
ing blocks needed for the construction of the algorithm. In the first building block,
we introduce the regression model with hyperbolic secant type errors (heavy tailed
error). This choice of error distribution is motivated by the high kurtosis exhibited
by financial log-returns data (see Eq. 2.1 for definition of log-returns) (see Bouchaud
[2002]). In addition, it has been conjectured by many authors that the log-returns
belong to the family of hyperbolic distribution (Markowitz and Seneta [1990]) and we
use this idea explicitly.
In the second building block, we present a robust recursive scale estimate that
is used by the R-EWRLS algorithm in order to scale the estimation error. Such
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scaling, as we will see in Section 4.2.4, provides a data standardisation tool and
helps to identify unusually large observations. Large observation errors are down
weighted based on a weight profile that forms as a by-product of the error distribution
assumption. The specification of the distribution is detailed in the next section.
In a follow up application (Chapter 7), we will be using the regression coefficients
of the model as portfolio weights to rebalance the portfolio allocation at the rate
which information becomes available. If any outlier carries through to the calcula-
tion of portfolio weights, then it could lead to unexpectedly extreme weights and
potentially an erroneous allocation. Our motivation of the heavy tailed error distri-
bution is to reduce the variability in the estimation of the portfolio weights, which
can be calculated, on-line, and quickly, subject to the iterative estimation of the scale
parameter.
4.2.2 Regression Model with Hyperbolic Secant Type Distributed Er-
rors
Consider the following regression model, for t ∈ {0, . . . , T}
yt = x
′
tβ + σtt (4.1)
where the independent errors are taken as hyperbolic secant-type (see Fig. (4.1))
f(t) =
1
2
exp
{
− ln
(
cosh
(pit
2
))}
f(t) =
1
2 cosh(pit
2
)
. (4.2)
The hyperbolic secant distribution shares many properties with the standard nor-
mal distribution. They are both symmetric and have zero mean, mode and median.
However, the hyperbolic secant type is leptokurtic with heavier tails than standard
normal distribution. Moreover, the derivative of the logarithm of the hyperbolic secant
density is bounded, whereas the equivalent Gaussian is not, and this fact plays an im-
portant role in the construction of robust estimators (see Benesty and Gansler [2001]).
4.2 Robust Exponentially Weighted Recursive Least Squares
(R-EWRLS) 86
-10 -5 0 5 10
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
Normal and Hyperbolic Secant Densities 
 
 
Sech
Normal
Figure 4.1: Normal and hyperbolic secant densities
4.2.3 Robust Recursive Scale Estimate
In this section we devise a robust recursive estimator to use in the construction of
R-EWRLS algorithm. The scale estimator is used to standardise the data in order for
the algorithm to identify large observation errors. These observations are then down
weighted depending on the magnitude of the error.
Before we move to the proposed robust recursive scale estimator, we describe
the popular EWRS (Exponentially Weighted Recursive Scale) (Hamilton [1994]) and
discuss some of its criticism that appear in the literature. We then show how a
modification to EWRS can lead to a more robust estimator with respect to outliers.
We support the argument with an example and relevant references.
EWRS (Exponentially Weighted Recursive Scale) is a popular recursive scale es-
timator and is given by
σ̂2t = νσ̂
2
t−1 + (1− ν)(xt − µ̂t)2 (4.3)
µ̂t = νµ̂t−1 + (1− ν)xt (4.4)
where ν is the forgetting factor, xt represents the latest information at time t ∈
[0, 1, 2, . . . , T − 1, T ]. The information xt is centered on-line using µ, where µ is the
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well documented EWMA (Exponentially Weighted Moving Average) estimator (see
Hamilton [1994]). The forgetting factor ν plays the same role as the λ scalar we intro-
duced earlier in Section 3.3. In general, it allows more recent data to be assigned larger
weight based on an exponential decay profile, which makes the estimator suitable for
non-stationary environments. In the case where ν = 1, the algorithm “remembers”
all data and as we decrease ν towards 0, more weight is given to recent data. Typical
values of ν range between 0.95− 0.99.
Although the EWRS estimator offers a good tool for applications in non-stationary
environments, it suffers from sensitivity to outliers (see Huber [2004], Zou et al.
[2000]). Large outlier values are exacerbated by the square term in Eq. (4.3). To
alleviate this shortcoming, we choose to replace the second term in Eq. (4.3) with
the MAD (Median Absolute Deviation). The use of the median estimator in MAD
safeguards against outliers, even if there are up to 50% of outliers in the sample, the
highest possible breakdown value (see Huber [2004] for a discussion regarding break-
down values and estimators). Le et al. [1996] have used similar reasoning and prefer
the median absolute deviation about the median for a scale estimator. Also Martin
and Zamar [1993] have studied this estimate and concluded it is highly robust.
The MAD estimator is given by
MADW (zt) = med(|zt −med(zt)|) (4.5)
where zt = (xt, . . . , xt−W+1) and med is the median function. The vector zt represents
a sliding window whose length is equal to W ; this is to say that updating the vector
requires adding and discarding the most recent and oldest point, respectively. The
sliding data window provides a heuristic tool to deal with a non-stationary environ-
ment. The greater the size of the sliding window, the more information is contained
in the estimate, and the less sensitive the estimator to new observations. On the
other hand, the smaller the sliding window, the more weight is given to recent data.
However, it should be noted that a minimum of three values should be used, otherwise
even one outlier can cause an adverse effect on the estimation parameters.
We continue to extend Eq. (4.3) to an exponentially recursive MAD (EWMAD)
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estimator
σ̂
(med)
t = νσ̂t−1 + c(1− ν)med(|zt − µ̂(med)t |) (4.6)
where µ̂(med) is an EWMED (Exponentially Weighted Recursive Median) and is given
by
µ̂
(med)
t = νµ̂
(med)
t−1 + (1− ν)med(zt) (4.7)
and c = 1
Φ−1(3/4) ' 10.6745 is a correction factor to make MAD consistent with the
normal distribution Huber [2004], Maronna et al. [2006]. The EWMED is similar to
EWMA with only difference that EWMED estimator replaces the latest information
xt by its median estimate over the sliding window zt.
The scale EWMAD estimator is arguably a less sensitive estimator compared
to EWRS because of the use of median estimates, which are known to have high
breakdown values, as noted above. The following example depicts how a single outlier
can cause a jump in the EWRS and, how, equivalently EWMAD can suppress that
effect.
Example
We generate an autoregressive time series according to the following formula
xt = 0.8xt−1 + 0.25
where  ∼ N(0, 1), where x0 = 100. We arbitrarily introduce an outlier point at time
t = 1000, as displayed in the left plot of Fig. (4.2). We compare the EWMAD (4.6)
and EWRS (4.3) estimators in the presence of the outlier. We note in the right panel
of Fig. (4.2) that the outlier causes the EWRS estimator time series to jump abruptly
at t = 1000, as opposed to EWMAD that is unaffected to the presence of the outlier.
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Figure 4.2: The left panel displays the data generated using the autoregressive process of
the example (4.2.3). The superimposed lines represent the EWMA and the EWMED (Eq.
(4.7)) estimators, used in EWRS ans EWMAD respectively, applied to the data. We also
arbitrarily introduce an outlier at t = 1000. The right plot depicts the dynamics of the
EWRS (Eq. (4.3)) and EWMAD (Eq. (4.6)) based on the data of the left plot. We use
W = 20 and ν = 0.95.
Median Implementation Notes
It is worth noting that the order of the median’s computations complexity is not any
higher than that of RLS. The RLS algorithms complexity is of the order O(d2) for
inputs that have no special structure (see Wu and Liu [1996]). Median computations
are based on sorting algorithms; the most commonly used is “QuickSort” algorithm
that has complexity of O(n log2 n), where n is the number of data points. Recent
algorithms such“FlashSort”have pushed the boundaries to O(n) (see Khreisat [2007]).
In Algorithm (4), we use EWMAD scale estimate which requires median com-
putations. The median computations use the “QuickSort” algorithm to sort n data
points in order to find the median. The median is computed over a sliding window
of data, whose length is set arbitrarily to 20. The sliding window is responsible for a
negligible memory allocation.
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4.2.4 Robust Exponential Weighted Recursive Least Squares
The idea here is to construct a recursive equation for β̂t given β̂t−1, so that these
estimates are robust to outliers when compared to the EWRLS algorithm estimates.
It will be seen that this is similar to a Kalman filter type updating and is linked to a
number of robust filters in the engineering and statistics literature.
At time T , the cost function of the model (4.1) with the heavy tail error density,
is given by
C(β) =
T∑
t=1
αtρ (rt(β)) (4.8)
where rt(β) = (yt − x′tβ)/σt is the residual error scale. In the algorithm detailed
below, we replace the scale parameter with the σ̂
(med)
t robust scale of the residual
error, described in Section 4.2.3. α = λT−t, similar to the EWRLS algorithm we
discussed previously.
We take ρ(z) to be the following convex function (see Lange [1999], Chapter 12,
Problem 12)
ρ(z) = ln cosh(z) (4.9)
and note from Eq. (4.2) that the logarithm of the residual density can be written as
ln(f(rt)) = − ln
(
2 cosh
(pirt
2
))
.
This allows us by direct substitution of the above term into Eq. (4.9) to express
ρ as a function evaluated at the residual density
ρ(rt) = ln cosh(rt) = − ln
(
2f
(
2rt
pi
))
.
In order to derive the normal equations, similarly to EWRLS algorithm (Eq. (3.7)),
we take the derivative of ρ(rt) to obtain the hyperbolic tangent function
ρ′(z) = ψ(z) = tanh(z).
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Moreover, in a similar manner to Benesty and Gansler [2001], we heuristically set
q(rt) = ψ(rt)/rt (4.10)
to arrive at a function that can be seen as a weighting quantity of all incoming
information. The function q plays a vital role in the development of the R-EWRLS
algorithm and we elaborate further on its use. It is notable – we see later in this section
– that the only difference between EWRLS and R-EWRLS algorithms reduces to the
multiplier q.
Taking a closer look at q, we note that q becomes small and tends towards zero
for large positive or negative residual values (see Fig. (4.3)). On the other hand, the
function tends towards 1 as the residual tends towards zero. The drawback of the
heuristic construction of q(rt) is that it causes division by zero at rt = 0. One way
to avoid this error is to bound below the function q(rt) before it approaches 0. This
approach introduces an additional parameter for the algorithm, the so called cutoff
point q− that represents the lower bound of q(rt),
q(rt) =
q˜(rt) =
tanh(rt)
rt
, for q˜(rt) > q−
q−, otherwise.
When q− is close to 0, then the algorithm should be principally unaffected by the
introduction of q−, as rather large scaled residuals would be rarely occurring. For
example, a cutoff point of 0.1 implies that absolute residuals with value approximately
greater than 10 would be assigned the cutoff weight instead. This parameter provides
a handle to change the weight profile of the function q, by essentially truncating q
values by a constant when |rt| exceeds the predefined cutoff limit (see right panel of
Fig. (4.3)). A typical value for the cut off point of q is 0.5 (Benesty and Gansler
[2001]).
Having defined the weighting function q, we can now differentiate the cost function
(4.8) to obtain an estimate for β, in a similar manner to EWRLS algorithm (Eq.
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Figure 4.3: The left panel illustrates the values of the function q in Eq. (4.10), evaluated
along an equidistant grid of 1000 values from −50 to 50. The right plot illustrates the
change in the profile of q (left plot), by setting the cutoff point at 0.1.
(3.7)). At time T , β minimises Eq. (4.8) when
ΦT β̂T = zT (normal equations) (4.11)
ΦT =
T∑
t=1
α
(T )
t q
(
rt(β)
)
xtx
′
t (4.12)
zT =
T∑
t=1
α
(T )
t q
(
rt(β)
)
xtyt. (4.13)
where ΦT is the input correlation matrix and zT is the input and response cross-
correlation vector at time T . Factoring out λ, we re-write (4.12) and (4.13) in a
recursive form
ΦT = λ
[ T−1∑
t=1
λT−1−tq
(
rt(β)
)
xtx
′
t
]
+ q(rT )xTx
′
T
ΦT = λΦT−1 + q
(
rT (β)
)
xTx
′
T (4.14)
zT = λzT−1 + q
(
rT (β)
)
xTy
′
T . (4.15)
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Writing PT = Φ
−1
T using the matrix inversion lemma (see Appendix E), and in sim-
ilar way as in the Kalman filter recursions (see Haykin [1996], Chapter 9), yields a
recursive equation for Φt
PT = λ
−1PT−1 − λ−1κTx′TPT−1 (4.16)
and the d× 1 κT gain vector is given by
κT = q
(
rT (β)
)
PTxT . (4.17)
The use of matrix inversion lemma provides a recursive estimate for the inverse cor-
relation matrix, hence, avoiding the heavy computation of calculating the correlation
matrix and its inverse for large datasets. The recursive nature of the algorithm is
very crucial when dealing with data streams and in applications where time delay can
penalise performance.
Using the normal equations defined in (4.11), and given β̂T−1 (i.e. we approximate
β by β̂T−1 in the argument of q), we have
β̂T = λPTzT−1 + q(rt(β̂T−1))PTxTyT (4.18)
and substituting Eq. (4.16) in the above,
β̂T = β̂T−1 + κT eT (4.19)
where eT = yT − x′T β̂T−1 is the a priori estimation error. We note that rt(β̂T−1) =
eT/σ̂
(med)
t , where σ has been replaced by the robust scale estimate. The approach can
be thought of as “robust” because when the residual rT (·) is large, the gain vector κT
goes to 0. For example, if rT = 100, then the gain vector of the EWRLS algorithm
(Eq. (3.16)) would be multiplied by q(100) = tanh(100)
100
= 0.01 for the equivalent robust
version (Eq. (4.17)).
As noted in Section 4.2.3, the complexity order of fast median algorithms imple-
mentations does not exceed the complexity order of RLS algorithms. At the same
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time, the median provides an additional robustness safeguard, which is a particularly
important trait when dealing with streaming data.
This section presented a robust approach for the RLS algorithm whose algebraic
equivalence with the Kalman filter is well-known and understood (see Chapter 12 of
Sayed [2003]). It should be remarked that related ideas have appeared in Cipra and
Romera [1991]; our algorithm is similar to more familiar robust filters Martin [1979],
Masreliez [1975], Schick and Mitter [1994]. The approach we adopt here besides
using robust and efficient techniques for estimation, it also tailors to the financial
applications that we have in mind, since our choice of robust cost function is related
to the density of logarithmic returns. The algorithm is at most O(d2) complexity
because its iterative nature does not require any matrix inversion or multiplication.
The R-EWRLS is detailed in Algorithm (4).
Initialise λ = 0.95, ν = 0.95, W = 20, q− = 0.5, β̂0:W−1 = 0d, P0:W−1 = Id;
Data: Input xt, yt
Result: R-EWRLS coefficients β̂t
for t← W to T do
zt ← (yt − x′tβt−1, . . . , yt−W+1 − x′t−W+1βt−W ) (Sliding window of data)
µ̂
(med)
t ← νµ̂(med)t−1 + (1− ν)MW (zt)
(σ̂
(med)
t )
2 ← νσ̂2t−1 + c(1− ν)MW (|zt − µ̂(med)t |)
rt(β̂)← (yt − x′tβ̂t−1)/σ̂(med)t
q(rt(β̂)) =
q˜(rt(β̂))←
tanh(rt(β̂))
rt(β̂)
, for q˜(rt(β̂)) > q−
q−, otherwise.
κt ← λ
−1
t q(rt(β̂))Pt−1xt
1+λ−1t q(rt(β̂))x′tPt−1xt
et ← yt − β̂′t−1xt
β̂t ← β̂t−1 + κtet
Pt ← λ−1Pt−1 − λ−1κtx′tPt−1
end
Algorithm 4: The R-EWRLS algorithm
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4.3 On-line Flexible Least Squares
In this section, we offer an analogy between FLS and the Kalman filter. Our proposed
treatment here is to treat the sequence of coefficients estimates as random variables,
which leads to an algebraic correspondence between FLS and the Kalman filter. This
analogy sheds light to the interpretation of the FLS parameters. This correspondence
also allows us to devise an efficient on-line version for FLS that does not need matrix
inversion. To the best of our knowledge, this treatment is original, as is the efficient
on-line version of FLS.
4.3.1 Analogy between FLS and the Kalman Filter
In Section 3.4 we have stressed that FLS relies on a quite general assumption con-
cerning the evolution of the regression coefficients, as it only requires βt+1−βt to be
small at all times. Accordingly, assumption (3.22) does not imply or require that each
vector βt is a random vector. Indeed, in the original work of Kalaba and Tesfatsion
[1988], {βt} is not treated as a sequence of random variables, but rather taken as a
sequence of unknown quantities to be estimated.
We can gain a better understanding of the FLS method by assuming that the
regression coefficients are indeed random vectors, without losing the generality and
flexibility of the original FLS method. If we are willing to make such an assumption,
it is possible to establish a neat algebraic correspondence between the FLS estimation
equations and the well-known Kalman Filter (KF) equations. This correspondence
has a number of advantages. First, this connection sheds light onto the meaning and
interpretation of the smoothing parameter µ in the cost function (3.23). Second, once
the connection with KF is established, we are able to estimate the covariance matrix
of the estimator of βt. Furthermore, we are able to devise a more efficient version
of FLS that does not require any matrix inversion. As in the original method, we
restrain from imposing any specific probability distribution. The remainder of this
section is dedicated to providing an alternative perspective of FLS and deriving a
clear connection between this method and the KF equations.
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4.3.2 The State-Space Model
In our formulation, the regression coefficient at time t+1 is modeled as a noisy version
of the previous coefficient at time t. First, we introduce a random vector ωt with zero
mean and some covariance matrix Vω, so that
βt+1 = βt + ωt t = 0, 1, . . . , T − 1. (4.20)
Then, along the same lines, we introduce a random variable t having zero mean and
some variance V, so that
yt = x
′
tβt + t t = 1, . . . , T. (4.21)
Eq. (4.20) and (4.21), jointly considered, result in a linear state-space model, for which
it is assumed that the innovation series {t} and {ωt} are mutually and individually
uncorrelated, i.e. i is uncorrelated with j , ωi is uncorrelated with ωj , and k is
uncorrelated with ω`, for any i 6= j and for any k, `. It is also assumed that for all
t, t and ωt are uncorrelated with the initial state β0. It should be emphasised again
that no specific distribution assumptions for t and ωt have been made. We only
assume that t and ωt follow some distributions, which we do not know. We only
need to specify the first two moments of such distributions. In this sense, the only
difference between the system specified by (4.20)-(4.21) and FLS is the assumption
of randomness of βt.
4.3.3 Algebraic Correspondence between FLS and the Kalman Filter
Traditionally, the KF equations (see Appendix F) are derived under the assumption
that t and ωt follow the normal distribution, as in Jazwinski [1970]. This stronger
distributional assumption allows the derivation of the likelihood function. When
the normal likelihood is available, we note that its maximisation is equivalent to
minimising the quantity
T∑
t=1
(yt − x′tβt)2 +
1
Vω
T−1∑
t=1
ξt
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with respect to β1, . . . ,βT , where ξt has been defined in (3.24) (see Jazwinski [1970]
for a proof). The above expression is exactly the cost function (3.23) with µ replaced
by 1/Vω.
This correspondence can now be taken a step further: in a more general setting,
where no distributional assumptions are made, it is possible to arrive to the same
result. This is achieved by rearranging equation (3.28) in the form of (F.3), which is
the KF estimator of βt. First, note that from (3.29) we can write
(St−1 + xtx′t)
−1 = µS−1t (St−1 + µId + xtx′t)−1
and substituting in (3.28) we get β̂t = S
−1
t st. Thus we have
β̂t − β̂t−1 = S−1t st − S−1t−1st−1
= (St−1 + xtx′t)
−1(st−1 + xtyt)− S−1t−1st−1
= S−1t−1xtyt −
S−1t−1xtx
′
tS
−1
t−1(st−1 + xtyt)
x′tS
−1
t−1xt + 1
=
S−1t−1xt
x′tSt−1xt + 1
(ytx
′
tS
−1
t−1xt + yt
−x′tS−1t−1st−1 − x′tS−1t−1xtyt)
=
S−1t−1xt
x′tSt−1xt + 1
(yt − x′tβ̂t−1) = Ktet
with
Kt = Rtxt/Qt
Rt = S
−1
t−1
Qt = x
′
tRtxt + 1
V = 1.
Clearly, the FLS estimator β̂t of Eq. (3.28) is the same as the KF estimator β̂t of
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(F.3). From this equivalence, it follows that µ = 1/Vω, which in turn means that
Cov(βt+1 − βt) = 1
µ
Id.
This result further clarifies the role of the smoothing parameter µ in (3.23). As
µ→∞, the covariance matrix of βt+1−βt is almost zero, which means that βt+1 = βt,
for all t, reducing the model to a usual regression model with constant coefficients.
In the other extreme, when µ ≈ 0, the covariance matrix of βt+1 − βt has very high
diagonal elements (variances) and therefore the estimated βt’s fluctuate erratically.
An important computational consequence of the established correspondence be-
tween FLS and the KF is apparent. For each time t, FLS requires the inversion of
two matrices, namely St−1 +xtx′t and St−1 +µId+xtx′t. However, these inversions are
not necessary, as it is clear by the KF that β̂t can be computed by performing only
matrix multiplications. This is particulary useful for data stream mining applications
when T can be infinite and d very large.
It is interesting to note how the two procedures arrive at the same solution, al-
though they are based on quite different principles. On one hand, FLS merely solves
an optimisation problem, as it minimises the cost function C(β;µ) of Eq. (3.23). On
the other hand, KF performs two steps: first, all linear estimators are restricted to
forms of (F.3), for any parameter vector Kt; in the second step, Kt is optimised so
that it minimises Pt, the covariance matrix of βt − β̂t. This matrix, known as the
error matrix of βt, gives a measure of the uncertainty of the estimation of βt.
In a simple example, in Fig. (4.4), we compare the off-line, on-line FLS and batch
OLS regressions using MSE (displayed in the legend of the right plot). The off-line
approach is detailed in Section 3.4, as well as illustrated in the Example (3.2). We
generate 10000 data points in the following manner:
xt = xt−1 + 0.1t
yt = xt + 0.1ωt.
We note that the off-line approach fits the data particularly well, with approximately
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half the MSE of the on-line FLS and the OLS methods. The on-line FLS is marginally
better than the OLS method.
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Figure 4.4: MSE for off-line, on-line and batch OLS regression using simulated data. The
simulated data are displayed in the left plot. The right frame plots the kernel densities of
the squared error (the MSE is displayed in the legend). The µ for FLS is set to 0.95.
The relationship between FLS and KF has important implications for both meth-
ods. For FLS, the regression coefficients can be learned from the data in a recursive
way without the need of performing matrix inversions; also, the error matrix Pt is
routinely available to us. For KF, we have proved that the estimator β̂t minimises
the cost function C(β;µ) = C(β; 1/Vω) when only the mean and the variance of the
innovations t and ωt are specified, without assuming these errors to be normally
distributed.
In Chapter 6, we use FLS to obtain experimental results in the area of investment
management. Two applications in statistical arbitrage trading are shown to exploit
the mean-reverting properties of the spread (described in Section 2.5). Moreover, in
Chapter 7, we use FLS for on-line mean-variance allocation using the connection of
mean-variance portfolio allocation to OLS, described in Section 2.4.2.
The on-line FLS is detailed in Algorithm (5).
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Initialise δ = 0.95, β̂0 = 0d, P0 = Id;
Data: Input xt, yt
Result: FLS coefficients β̂t
µ← (1− δ)/δ
for t← 1 to T do
Rt ← Pt−1/µ
κt ← Rt−1xt1+x′tRt−1xt
et ← yt − β̂′t−1xt
β̂t ← β̂t−1 + κtet
Pt ← Rt−1 − κtx′tRt−1
end
Algorithm 5: The FLS algorithm
4.4 Exponentially Weighted Recursive - Truncated Singular
Value Decomposition (EWR-TSVD)
Our starting point here is the cost function in Eq. (3.2). Adding a regularisation
component, the cost function becomes
C(β) = (y −Xβ)′(y −Xβ) + δβ′B′Bβ
where B here is a constraint matrix, which we assume is Id for simplicity, and δ is
the regularisation parameter. This is known as a Tikhonov regularised problem and
is widely used as a methodology to deal with ill-posed problems. A brief review of
regularised problems can be found in Appendix C. A detailed review can be found in
the monographs of Bjorck [1996], Hansen [1996], Tikhonov [1995].
The following discussion proceeds as follows: we first describe the TSVD solution
and show how this can be derived using the regularised normal equations as a starting
point. A weighting component is introduced in the TSVD solution to deal with non-
stationary data. The weighting is approximately equivalent to dynamically adjusting
the length of a data window as new information arrives and use this data window for
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estimation. We show that the weighted TSVD solution can be derived by weighted
regularised least squares, similarly to the TSVD being derived by regularised least
squares.
However in the context of the application we have in mind, both solutions suffer
from a couple of drawbacks: the estimators are not iterative and the SVD of the matrix
X needs to be computed for every new data point. This can be very expensive when
dealing with streaming data. Moreover, as new data arrive, the data matrix is growing
in time, hence requiring more computation which results in time delays. These time
delays are especially crucial in algorithmic trading, when decisions to trade need to
be taken very fast based on the latest information.
Our objective here is to derive a method that is well-suited for non-stationary
environments, has robust estimation features and is computationally efficient. We
will later use this approach in an portfolio allocation application in Chapter 7 using
financial time series. In the following text, we continue to describe the TSVD approach
and show how the TSVD solution can be obtained by direct substitutions in the ridge
regression solution. We then describe the weighted TSVD solution and show how
it can be obtained from the weighted ridge regression solution. In order to avoid
re-computing the SVD of matrix X, an algorithm is proposed in Section 4.4.2 that
couples the weighted TSVD approach with the SVD update algorithm described in
Section 3.7.2.
In summary, we provide an on-line algorithm that can handle on-line regularisation
and is well-suited to a non-stationary environment. This algorithm does not used any
the robust cost functions or scale estimates we defined earlier. We clarify the structure
of the algorithm by providing a pseudo-code in Section 4.4.2.
4.4.1 Weighted TSVD Solution
In order to make the TSVD methodology suitable for non-stationary environments,
we introduce an exponential decay factor λ to track the subspace U . Our starting
point is the weighted regularised least squares normal equations (see Hastie et al.
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[2001])
(X ′ΛX + δId)β̂(w) = X ′Λy
where Λ is a T × T diagonal matrix
Λ =

λT−1 0 · · · 0
0 λT−2 · · · 0
...
...
. . .
...
0 0 · · · λ0

whose diagonal entry λ takes values in (0, 1]. λ is the forgetting factor and plays the
same role as described earlier in Section 4.2.4. Substituting the SVD decomposition
of X, we get
(V ΣU ′ΛUΣV ′ + δId)β̂(w) = V ΣU ′Λy
and by the orthogonality of V , we obtain
V ′(ΣU ′ΛUΣ + δId)β̂(w) = ΣU ′Λy.
Setting Z = U ′ΛU , the above equation reduces to
β̂(w) = VΘλΣ
†U ′Λy (4.22)
where Θλ = (ΣZΣ + δId)−1Σ2.
We note that the only difference between the regularised estimator (Eq. (3.31))
and weighted regularised estimator (Eq. (4.22)) is in the computation of the filter
factors fi and fi,λ, respectively.
4.4.2 EWR-TSVD Algorithm
In this section we provide pseudo-code for the EWR-TSVD algorithm to clarify its
structure, as this algorithm’s computation is slightly more involved compared to the
R-EWRLS and FLS methods discussed earlier. The algorithm requires a W -point
sliding window [t−W +1, t] to “warm-up”. The sliding window is introduced to avoid
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Figure 4.5: Decay profile of the forgetting factor λ.
matrices growing to very large size due to the streaming of new data. In particular,
we use the SVD update, described in Section 3.7.2, to update Eq. (4.22) as new data
arrive. As we sequentially update the W × d matrix UΣV ′, we drop the oldest row
to avoid the matrix growing.
It should be noted that the sliding window is tied to the choice of the forgetting
factor λ, but we do not provide any algebraic insights of their connection. The larger
the forgetting factor, the longer it takes for its memory profile to decay and the larger
the data window required. Equivalently, a small window of data would suffice for a
short memory profile (see Fig. (4.5)).
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Initialise Set warm up period t = W < T (1, . . . ,W, . . . , T ), λ = 0.95,
r = 3 ≤ d, δ = 1.0, [U˜t, Σ˜t, V˜t] = svd(X1:W );
Data: Input xt, yt
Result: TSVD coefficients βt
for t← W + 1 to T do
[U˜t, Σ˜t, V˜t]←− svdupdate(xt) (see Section 3.7.2)
Truncate data to the required sliding window ;
[Ut,Σt, Vt]←− [U˜t−W+1:t, Σ˜t−W+1:t, V˜t−W+1:t]
y←− yt−W+1:t
Compute weighted filter factors ;
Zt ←− U ′tΛUt
Θt,λ ←− (ΣtZtΣt + δId)−1Σ2t
Compute coefficients ;
β̂(w) ←− VΘt,λΣ†U ′Λy
end
Algorithm 6: The EWR-TSVD algorithm
4.5 R-EWRLS with Adaptive Forgetting Factor
Here, we extend the adaptive forgetting factor EWRLS algorithm, as described in
Section 3.6, using the alternative robust cost function that is based on the regression
model Eq. (4.1) with the hyperbolic secant type error density.
Consider the R-EWRLS implementation based on Section 4.2.4, where the cor-
relation matrix Φt and cross-correlation vector zt are given by (4.14, 4.15). The
exponential weighting factor λ takes values in (0, 1].
Similar to Benesty and Gansler [2001], we propose another cost function that
replaces the quadratic cost function of Eq. (3.39) and is given by
J(βT ) = E(ρ(rT (β))) (4.23)
ρ(rT ) = ln cosh(rT ) = − ln
(
2f
(
2rT
pi
))
,
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which details are developed in Section 4.2.4.
Differentiating J(βT ) with respect to λ and assuming we can change the expecta-
tion and differentiation order, we obtain
5λJ(βT ) = −E
[
q(rT (β))
σT
φ′T−1xT eT
]
where φT =
ϑβT
ϑλ
, q(rT ) = ψ(rT )/rT and ρ
′(rT ) = ψ(rT ) = tanh(rT ). Proceeding in a
similar manner to Section 4.2.4, we write the inverse correlation matrix as
PT = λ
−1PT−1 − λ−1κTx′TPT−1 (4.24)
where κT = q(rT (β̂))PTxT . Approximating β by β̂T−1 and using σ̂(med) described in
Section 4.2.4, we have from normal equations defined in (4.11),
β̂T = λPTzT−1 + q(rt(β̂T−1))PTxTyT
Substituting Eq. (4.24) in the latter equation, we have
β̂T = β̂T−1 + q(rT (β̂))PTxT eT . (4.25)
Eq. (4.25) provides a recursive estimate for βT . In order to automatically tune λ, we
postulate the following recursion for the forgetting factor
λT =
[
λT−1 + α
q(rT (β̂))
σ̂T
φ̂′T−1xT eT
]λ+
λ−
(4.26)
The notation λ+, λ− denotes upper and lower level truncation, as noted in Section
3.6. It remains to find an expression for φ.
Letting ST =
ϑPT
ϑλ
and differentiating Eq. (4.25) with respect to λ, we obtain
φT =
[
Id − κTx′T
(
1− h(rT (β̂))
q(rT (β̂))
)]
φT−1 + q(rT (β̂))STxTyT
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where ψ′(z) = h(z) = 1− tanh2(z) and ST is given by
ST = λ
−1 ([Id − κTx′T ]ST−1[Id − xTκ′T ]− PT + κTκ′T ) .
The above algorithm adapts all parameters as information arrives, subject to some
numerical limits to ensure algorithm stability. Generally, the algorithm assigns small
weight to recent data when the predictability is weak and vice versa. Effectively, this
acts as a numerical safeguard against “covariance blowup”, as the algorithm attempts
to maximise the explanatory power of the predictors by means of altering the data
window size.
The AF-R-EWRLS is detailed in Algorithm (7).
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Initialise λ− = 0.7, λ+ = 1.0, ν = 0.95, W = 20, q− = 0.5, β̂0:W−1 = 0d,
φ̂0:W−1 = 0d, P0:W−1 = Id, S0:W−1 = Id;
Data: Input xt, yt
Result: AF-R-EWRLS coefficients β̂t
for t← W to T do
zt ← (yt − x′tβt−1, . . . , yt−W+1 − x′t−W+1βt−W ) (Sliding window of data)
µ̂
(med)
t ← νµ̂(med)t−1 + (1− ν)MW (zt)
(σ̂
(med)
t )
2 ← νσ̂2t−1 + c(1− ν)MW (|zt − µ̂(med)t |)
rt(β̂)← (yt − x′tβ̂t−1)/σ̂(med)t
q(rt(β̂))←
q˜(rt(β̂))←
tanh(rt(β̂))
rt(β̂)
, for q˜(rt(β̂)) > q−
q−, otherwise.
h(rt(β̂))← 1− tanh(rt(β̂))2
κt ← λ
−1
t q(rt(β̂))Pt−1xt
1+λ−1t q(rt(β̂))x′tPt−1xt
et ← yt − β̂′t−1xt
β̂t ← β̂t−1 + κtet
Pt ← λ−1Pt−1 − λ−1κtx′tPt−1
λt ← [λt−1 + α q(rt(β̂))σ̂t φ̂′t−1xtet]
λ+
λ−
St ← λ−1 ([Id − κtx′t]St−1[Id − xtκ′t]− Pt + κtκ′t)
φ̂t ←
[
Id − κtx′t
(
1− h(rt(β̂))
q(rt(β̂))
)]
φ̂t−1 + q(rt(β̂))Stxtet
end
Algorithm 7: The AF-R-EWRLS algorithm
4.5.1 Regularised version of R-EWRLS with Adaptive Forgetting Fac-
tor
As we noted above, RLS algorithms suffer from numerical problems when the predic-
tors have insufficient explanatory power over the response. For example, it is possible
that the information content does not span the entire parameter space and is held in a
few components of the regression vector alone. This can lead to estimation problems,
when the inverted covariance matrix in normal equations becomes too close to a sin-
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gular matrix, and as a consequence, the algorithm to become unstable (Niedzwiecki
[2000], Chapter 8). Another source of numerical problem is the division of Pt (Eq.
(4.24)) by λ, a quantity that is equal or smaller than 1, which causes Pt to grow with
time (“covariance blowup”).
An approach to counter this numerical issue is based on a simple regularisation
method, called trace normalisation (Goodwin et al. [1985]). This approach attempts
to modify the inverse correlation matrix PT in order to make it insensitive when there
is insufficient correlation between the predictors and response. The approach modifies
the RLS algorithm (see Haykin [1996]) by dividing PT by its trace and introducing
two learning parameters. The algorithm is briefly demonstrated below:
κT = γ
P˜T−1xT
1 + x′T P˜T−1xT
eT = yT − β̂′T−1xT
β̂T = β̂T−1 + κT eT
PT = P˜T−1 − κTx′T P˜T−1
P˜T = δ
PT
tr(PT )
.
γ is a positive learning parameter typically taking values in [0.1, 0.5] and δ is the
desired value of the trace. The introduction of the learning parameters γ and δ
appears to be heuristic.
We suggest a similar version of the trace normalisation method and we apply it
to our robust adaptive version of RLS described in Section 4.5. To gain an insight
to this modification, we start by applying the normalisation in the normal equations
β̂T = PTzT (Eq. (3.7)). We consider normalising the cross-correlation vector zT (Eq.
(4.15)) and the inverse correlation matrix PT (Eq. (4.14)) by τT = c tr(PT ), yielding
respectively
z˜T = λ
zT−1
τT
+
xT
τT
yT = λz˜T−1 + x˜TyT =
zT
τT
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P˜T = λ
−1P˜T−1 − λ−1κTx′T P˜T−1 =
PT
τT
,
where the tilde symbol denotes normalisation by τ . Also, we denote κ˜T = P˜T x˜T =
κT
τ2T
.
The constant c is a learning parameter, typically taking values in (0, 1], used to
regulate the normalisation value τ . This parameter is examined empirically in the
next section.
Then, from the normal equations we have
β˜T = P˜T z˜T =
βT
τ 2T
from which direct substitution gives
β˜T = λP˜T z˜T−1 + P˜T x˜TyT
β˜T = P˜T−1z˜T−1 − κTx′T P˜T−1z˜T−1 + P˜T x˜TyT
β˜T = β˜T−1 − κTx′T P˜T−1z˜T−1 + P˜T x˜TyT
β˜T = β˜T−1 + κT e˜T
where e˜T =
yT
τ2T
−β˜′T−1xT is the normalised a priori estimation error. The latter can be
written as the original recursive estimator β̂T = β̂T−1 +κT eT by eliminating τ 2. The
difference of the regularised R-EWRLS to the R-EWRLS algorithm merely reduces to
the normalisation of PT by τ . Goodwin et al. [1985] (see also Chapter 8 of Niedzwiecki
[2000]) choose to introduce a learning parameter in the computation of the gain vector
κ and inverse correlation matrix P . Our analysis does not make such assumptions,
that is to say we consider normalisation from first principles (normal equations) and
derive the above expressions without introducing any additional parameters.
In essence, we achieved the same trace normalisation outcome as in Goodwin et al.
[1985] with the use of only one learning parameter. Our treatment shows that we can
achieve the same recursive equations of RLS without the need of a scalar multiplier
for the gains vector, as advocated by Goodwin et al. [1985] (γ in that case), which in
effect leads to a more parsimonious model.
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The Regularised AF-R-EWRLS is detailed in Algorithm (8).
Initialise λ− = 0.7, λ+ = 1.0, ν = 0.95, c = 1, W = 20, q− = 0.5,
β̂0:W−1 = 0d, φ̂0:W−1 = 0d, P0:W−1 = Id, S0:W−1 = Id;
Data: Input xt, yt
Result: Regularised AF-R-EWRLS coefficients β̂t
for t← W to T do
zt ← (yt − x′tβt−1, . . . , yt−W+1 − x′t−W+1βt−W ) (Sliding window of data)
µ̂
(med)
t ← νµ̂(med)t−1 + (1− ν)MW (zt)
(σ̂
(med)
t )
2 ← νσ̂2t−1 + c(1− ν)MW (|zt − µ̂(med)t |)
rt(β̂)← (yt − x′tβ̂t−1)/σ̂(med)t
q(rt(β̂))←
q˜(rt(β̂))←
tanh(rt(β̂))
rt(β̂)
, for q˜(rt(β̂)) > q−
q−, otherwise.
κt ← λ
−1
t q(rt(β̂))Pt−1xt
1+λ−1t q(rt(β̂))x′tPt−1xt
et ← yt − β̂′t−1xt
β̂t ← β̂t−1 + κtet
Pt ← λ−1P˜t−1 − λ−1κtx′tP˜t−1
τt = c tr(Pt)
P˜t = Pt/τT
λt ← [λt−1 + α q(rt(β̂))σ̂t φ̂′t−1xtet]
λ+
λ−
St ← λ−1 ([Id − κtx′t]St−1[Id − xtκ′t]− Pt + κtκ′t)
h(rt(β̂))← 1− tanh(rt(β̂))2
φ̂t ←
[
Id − κtx′t
(
1− h(rt(β̂))
q(rt(β̂))
)]
φ̂t−1 + q(rt(β̂))Stxtet
end
Algorithm 8: The Regularised AF-R-EWRLS algorithm
We note that the regularised R-EWRLS implementation is equivalent to Algorithm
8, excluding the last four lines.
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4.6 Conclusion
We introduced the RLS algorithm based on a specific class of cost functions that are
tied to the distributional assumption that the error density is of hyperbolic secant
type. The hyperbolic secant density provides a good approximation to the leptokurtic
nature of logarithmic returns of financial asset prices. We have showed that a recursive
algorithm can be deduced from first principles, similar to EWRLS, without the need
to formulate it using gradient descent approach.
It is argued that the FLS method for regression with time-varying coefficients
lends itself as a useful temporal data mining tool. A clear connection between FLS
and the Kalman filter equations is derived and we have demonstrated how this link
enhances interpretation of the smoothing parameter featured in the cost function.
Through this connection, we have devised a more efficient algorithm that does not
require any matrix inversion.
Moreover, the TSVD approach is useful as a method for regularisation of least
squares problems. The TSVD method is a favorable alternative to standard forms of
regularisation (see Appendix C), in case of ill-conditioned matrices. Our proposed al-
gorithm, EWR-TSVD, is equipped with an exponential decay factor in its formulation
to make it more suitable for non-stationary environments. Moreover, we coupled the
EWR-TSVD algorithm with the SVD update algorithm of Section 3.7.2, to develop
a suitably efficient tool for data mining of data streams.
All these algorithms provide flexible tools that allow to handle the coefficients’
smoothness over time: R-EWRLS through forgetting factor λ, FLS through scalar
µ and EWR-TSVD through forgetting factor λ and regularisation parameter δ. In
the latter case, we can also perform de-noising by reducing, through the parameter r,
the rank of the data. In addition, the R-EWRLS algorithm offers protection against
outliers through the robust cost function choice. However, there are also limitations
associated with each algorithm. In the case of R-EWRLS, we make assumptions
on the distributional error properties based on empirical facts quoted in financial
literature. Moreover, the algorithm suffers from numerical errors if there is not enough
correlation between response and explanatory variables. The criticism of FLS is that
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it assigns a single weight to the squared residual dynamic error that measures the
discrepancy of the coefficients (Eq. (3.24)). As such, it penalises higher absolute
deviations without considering their relative magnitudes (see Rao [2000]). Finally,
the EWR-TSVD suffers from increased complexity and requires estimation of several
parameters: λ, δ, r and sliding window W .
In Chapter 5 we offer a number of comparison statistics between EWRLS and
R-EWRLS using simulated data. In Chapter 6, two statistical arbitrage trading
strategies are devised using FLS. In Chapter 7, we use R-EWRLS, FLS and TSVD
method in a mean-variance portfolio allocation application using the connection of
mean-variance and least squares approach described in Section 2.4.2.
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Chapter 5
Experimental Simulation Studies
In this chapter we empirically examine the robustness claims of the R-EWRLS al-
gorithm, described in Section 4.2.4. Specifically, we investigate the adequacy of the
R-EWRLS to handle outliers and the effect on the dynamics of the coefficients and
the Mean Squared Prediction Error (MSPE) when compared to the standard EWRLS
method. We appeal to a simulation based approach to explore the robustness claim, as
we found difficulty formulating a theoretical framework to establish the claim math-
ematically. For the purpose of demonstrating these claims, we generate simulated
non-stationary data and subject them to randomly added outliers. To generate these
data, we design a simulation engine that is sufficiently flexible to generate multivariate
data with time-varying correlation and drift.
We first describe the simulation engine and illustrate the simulated time series
with a varying degree of noise. We continue to discuss the sensitivity of the R-
EWRLS coefficient dynamics for a varying frequency of outliers and how this affects
the MSPE. We also compare the results with the equivalent findings for the EWRLS
algorithm. In addition, we compare the two algorithms – EWRLS and R-EWRLS –
in a portfolio allocation context using the Sharpe ratio as performance measure (see
Section 1.2.2 for description of the Sharpe ratio). Specifically, we use the link between
the mean-variance and OLS, described in Section 2.4.2, to allocate capital between
the fictitious assets (simulated financial time series). We also present in-sample and
out-of-sample results for the SMV approach (Sample Mean-Variance), described in
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Section 2.4, for comparison purposes.
Furthermore, we examine the ability of EWR-TSVD estimation in non-stationary
environments by comparison to the standard TSVD regression technique. We com-
pute the MSPE for a number of values of the regularisation parameters and conduct
hypothesis testing of equality of means. Similar experiments are also conducted for
the FLS method. In addition, we run a computational time comparisons of the pro-
posed on-line FLS algorithm against a standard batch OLS approach.
Finally, we compare the proposed AF-R-EWRLS algorithm with its self-tuning
forgetting factor against the R-EWRLS algorithm and conduct a number of hypoth-
esis tests for the MSPE over various values of the λ parameter. We also layout an
experimental setting to test the ability of the AF-R-EWRLS algorithm in a portfolio
allocation context using simulated data.
5.1 Data Simulation Engine for Dynamic Covariance Struc-
tures
The objective of this section is to develop a model to generate simple random processes
in order to investigate the adequacy of the R-EWRLS algorithm to cope with outliers.
We require that the model includes non-linear trends and non-stationary relationships
between the time series. In particular, the model should be flexible enough to generate
complex non-linear multivariate patterns similar to those observed in financial time
series and use these to assess the robustness claims of the R-EWRLS algorithm in a
portfolio allocation context (see discussion of financial time series in Section 2.1).
Although it is straightforward to generate random walks with time-varying drift,
it is more difficult to generate multivariate time series with time-varying cross corre-
lated variables. In the following text, we introduce a time series model and propose,
similar to Anagnostopoulos and Adams [2008], a Cholesky decomposition to generate
multivariate correlated time series.
Our starting point is a similar model to Haykin [1996] (Chapter 5, Page 253),
which involves a non-linear component and is sufficiently general to accommodate for
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a number of modifications that are detailed below. Our suggested model is given by
xiT =
T∑
t=1
A cos
(
1
25
pitµit +
6
10
pi
)
+ σwit , i = 1, . . . , d (5.1)
where the first term in the right hand side is the signal and the second term is the
noise. Here, A is the amplitude, µt = [µ1t, . . . , µdt] is a vector representing the
frequency (the number of oscillations per unit time) which we call “drift”, σ is the
volatility coefficient and wt = [w1t, . . . , wdt] the multivariate white noise drawn from
a normal distribution. Note that µ symbol here is different of previous µ definitions.
We arbitrarily choose to set the amplitude A to 2. The net outcome – the variable xi –
of the combination of the above terms is a scaled cosine term with noise of zero mean.
In the remainder of this section, we show how we adapt the above model to account
for time-varying drift and correlation in the simulated time series xt = [x1t, . . . , xdt].
Cholesky decomposition is a well-known approach to generate correlated random
variables (see Bjorck [1996]). While Cholesky decomposition is a simple and effective
way to produce correlated variables, it can produce roundoff errors that cause numer-
ical instability (see Golub and Loan [1996]). The roundoff errors can force a positive
number to become negative and the algorithm to fail when computing square roots.
However, this can only happen if the underlying matrix used for the Cholesky decom-
position is ill-conditioned. To avoid such roundoff errors, we choose to regularise the
correlation matrix R of x by a small regularisation constant δ, giving the perturbed
correlation matrix R˜ = R + δId. Simulations have shown that the latter technique
proves sufficient to ensure the positive definiteness of R˜ and avoid instability issues.
Moreover, we would like to generate variables whose correlation and drift are time-
varying. One method is to sample from a uniform multivariate random variable and
use this as a proxy for both correlation and drift change at every time point. However,
this method would produce undesirably erratic behaviour with very frequent large
jumps. In order to obtain better behaved series, we choose to adopt the methodology
proposed by Anagnostopoulos and Adams [2008], that is to pre-define anchor points
ti and tj where the correlation structure changes. We then smooth the randomly
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generated correlation matrices between these anchor points using linear interpolation
R˜t = kR˜ti + (1− k)R˜tj , k =
tj − t
tj − ti
where t takes values in [ti, tj]. The same linear interpolation is implemented for
changes in the drift, i.e.
µt = kµti + (1− k)µtj
Thus, we only generate µ and R˜ at pre-defined anchor points and use a linear
interpolation to obtain estimates of the latter between these anchor points. This allow
us to observe “well-behaved” non-stationary simulated time series. Some examples
time series are depicted in Fig. (5.1) for various levels of σ.
The simulation engine is coded in MATLAB and the code can be found in Tsagaris
[2008].
5.2 Experimental Results for R-EWRLS
We divide our analysis into three areas of investigation using simulated data. In the
first section we use illustrative examples to exhibit the effects of outliers on the coef-
ficient dynamics of the EWRLS algorithm and we discuss how these effects compare
to the equivalent results for the R-EWRLS algorithm. In the second section, the per-
formance of the EWRLS versus R-EWRLS algorithm is investigated using a MSPE
(one-step ahead) measure over multiple runs. The prediction error is equivalent to
the a priori error defined in Chapter 3. We show how the MSPE behaves over dif-
ferent frequencies of outliers in the simulated data for both algorithms. Finally, we
establish a simple financial portfolio allocation strategy using EWRLS and R-EWRLS
algorithms and show how their performances compares – using the Sharpe ratio as
measure – over a number of simulated runs.
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Figure 5.1: Simulated time series for various levels of σ (see Section 5.1).
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5.2.1 Sensitivity of Coefficient Dynamics - Illustrative Examples
We generate a 10000×10 data matrix using the simulation engine described previously.
The simulated values are shifted by an appropriate arbitrary constant to allow for
positive values only. In particular, we use Eq. (5.1) to generate the simulated time
series and arbitrarily set the anchor points – the points where estimates of drift and
correlation are generated between the simulated time series – equidistantly every 1000
time points, with σ = 5. The simulated time series are displayed in the top row plot
of the left panel of Fig. (5.2).
Our aim here is to compare the coefficient dynamics of the EWRLS and R-EWRLS
algorithms, described in Sections 3.3 and 4.2.4 respectively, using simulated data to
explore the robustness of the R-EWRLS algorithm. We use the simulated variables
as predictors and we arbitrarily set the response yt to 1000. The left column of the
panel of Fig. (5.2) has three plots; the simulated time series (top row), the coefficient
dynamics of the EWRLS algorithm (middle row) and the squared a posteriori error
(bottom row). The right column of the panel of Fig. (5.2) uses the same simulated
data as the left column, but we now randomly add a number of outliers corresponding
to a fraction of f = 0.1% of all available measurements. These outliers are random
samples drawn from a normal distribution with mean and standard deviation equal
to 0 and 5000, respectively.
The addition of outliers to the simulated data allows us to compare the coefficients
dynamics of the EWRLS algorithm when large jumps occur in the simulated data.
We note from the second row of the right column of the plots of Fig. (5.2) that the
outliers have impacted the coefficient dynamics by generating visibly discontinuous
jumps when compared to the equivalent dynamics without outliers. Additionally,
the behaviour of the coefficients is more erratic when outliers are present and the
dynamics seem to only settle down after 6000 points.
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Figure 5.2: EWRLS coefficient dynamics (middle row) using the simulated data displayed
in the top row plot. The squared error is displayed in the bottom row. Discussion is provided
in Section 5.2.
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Figure 5.3: See description in Fig. (5.2). Here we use instead the R-EWRLS algorithm to
generate the coefficient dynamics.
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We repeat the above investigation using the R-EWRLS algorithm instead (see
Fig. (5.3)). Similarly, the left column of plots represents the case where outliers
are not present and we note that the coefficients look very similar to the EWRLS
case. However, in the case when outliers are present, the effect of outliers on the
R-EWRLS coefficients is less significant. This is because the outliers are now down-
weighted through the q(z) = ψ(z)/z weighting function (see Section 4.2.4), where ψ is
the hyperbolic tangent function and z is the normalised a priori residual, normalised
by the scale estimator described in Section 4.2.3. This down-weighting feature lessens
the effect outliers have on the coefficients.
We continue to generate new simulated time series with increased variance by
setting σ = 20. We generate again the coefficients’ dynamics for the EWRLS and
R-EWRLS cases in the left panel of Fig. (I.1) and (I.2), respectively. Note that the
coefficients’ dynamics of both algorithms look rather similar in the case where there
are no outliers. The R-EWRLS algorithm’s coefficients are unaffected by a change
in the variance of the underlying noise since the a priori error is normalised and the
down-weighting function adjusts accordingly to the new variance environment. In
other words, we have presented empirical evidence that the mechanism of R-EWRLS
that handles outliers is invariant of the variance of the underlying predictors and
should produce similar results to the EWRLS algorithm in the absence of outliers.
Having illustrated that a change in the variance does not seriously impact the co-
efficients’ dynamics of R-EWRLS when compared to EWRLS, we examine the effects
of the proportion of outliers in the data. The effects are notable when we increase
the fraction of outliers to 1% of all available measurements. In that case we observe
again discontinuities in the coefficients of the EWRLS case, but most importantly,
the coefficients appear to alter to almost equal weights by the end of the simulation
period (second row, right column, Fig. (I.1)). The increase in the number of outliers
has further obscured the ability of the algorithm to establish the relationship between
the variables, as implied by the dynamics of the coefficients before we subjected the
data to outliers. If these coefficients were used to establish a trading strategy, this
would lead to a “naive” strategy that does not account for rebalancing, i.e. retains
the same allocation in each of the portfolio assets, disregarding any new information.
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Conversely, in the R-EWRLS case shown in Fig. (I.2), the increase in outliers has not
notably affected the structure of the coefficients. This is a striking result because the
algorithm performs almost identically to EWRLS when there are no outliers, but can
also handle outliers and mitigate the effect they have on the coefficient dynamics.
The R-EWRLS algorithm provides a middle ground between the forceful way of
truncating outliers based on a Winsorisation technique (see Tukey [1962]) and using
EWRLS in a classical fashion without any safeguard for outliers. R-EWRLS identifies
large observations but does not completely discard them as they may contain useful
information. Instead, it down-weights outliers in a continuous fashion, as opposed to
the Winsorisation technique, by applying a multiplier that is related to the magnitude
of the normalised residual.
This characteristic is particularly useful for financial time series, whose logarithmic
returns density is leptokurtic and fat-tailed and whose tick data are often contami-
nated by large values. These values may not necessarily be outliers and may contain
useful information about the underlying process. Moreover, in a portfolio allocation
context where the regression coefficients could be interpreted as portfolio weights (see
Section 2.4.2), then outliers may produce erroneous jumps in the portfolio weights,
which then may induce portfolio rebalancing on flawed information. Besides the erro-
neous portfolio allocation such rebalancing would cause, large unnecessary transaction
costs would also be incurred.
5.2.2 MSPE Results for EWRLS and R-EWRLS
In this section we use the MSPE measure to compare the performances of the EWRLS
and R-EWRLS algorithm. We use a similar data construction as earlier: we generate
simulated time series of 10000 points each, where the anchors are set equidistantly
every 1000 points, with σ = 5. We set the response yt equal to 1 and use the log-
returns of the simulated series as predictors (see Eq. (2.1) for definition of log-returns).
Note that an arbitrary positive constant value response relates to the sample mean-
variance (SMV) portfolio optimisation (see Section 2.4.2). In particular the regression
problem we are solving here is that of Eq. (2.3), where X here is the data matrix
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EWRLS (avg) R-EWRLS (avg) EWRLS (std*) R-EWRLS (std*) p-value
0.9998 0.9999 1.2412 0.8841 0.983
(with outliers)
1.0059 1.0006 26.2808 3.5551 0.000
Table 5.1: Summary statistics and hypothesis testing for EWRLS and R-EWRLS MSPE
(see Fig. (5.4 and 5.5)). The ECDFs of the EWRLS and R-EWRLS MSPEs are shown in
Fig. (5.6). *The standard deviations have been multiplied by 103.
whose columns are the log-returns of the simulated data series. The parameters used
in the simulations are shown in Table (5.2). By using the log-returns and solving
Eq. (2.3) regression problem, we are able to draw statistical inference about the
parameters, and at the same time, examine the ability of the algorithms within a
portfolio allocation framework.
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Figure 5.4: MSPE for EWRLS algorithm using data simulated by the engine described in
Section 5.1. The right plot includes outliers in the generated time series. The results are
over 100 runs and the mean estimate is displayed in red. Discussion is provided in Section
5.2.2.
We compute the MSPE over 100 runs and illustrate the results for the EWRLS
algorithm by means of frequency distributions (see left plot in Fig. (5.4)). The
right plot of Fig. (5.4) displays the equivalent MSPE frequency distribution after
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Figure 5.5: See description in Fig. (5.4). This refers to the R-EWRLS algorithm.
we included a number of outliers into the same simulated time series. The outliers
are generated as samples drawn from a standard normal distribution with mean and
standard deviation equal to 0 and 100, respectively. The proportion of outliers is
equivalent to f = 1% of the available simulated points.
σ anchors λ q− ν W
5 1000 0.99 0.5 0.95 20
Table 5.2: All parameters used to run the experimental results of Section 5.2.2. σ and
“anchors” refer to parameters of the simulation engine (see Eq. (5.1)). λ and q− are
parameters of the R-EWRLS algorithm (see Algorithm (4)). ν and W refer to the robust
scale estimate (see Eq. (4.6))
We repeat the same analysis for R-EWRLS using the same simulated time series.
The frequency distributions (with and without outliers in the simulated data) are
plotted in Fig. (5.5). We note the prominent result that, while the MSPE errors
are similar for the EWRLS and R-EWRLS algorithms before outliers are included,
when outliers are present the MSPE of R-EWRLS is significantly lower than that of
EWRLS.
In Table (5.1), we test the hypothesis that the MSPE values shown in Fig. (5.4
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and 5.5) are independent random samples from normal distributions with equal means
but unknown variances, against the alternative that the means are not equal. In the
case without outliers (left plot of Fig. (5.6)), the p-value is 0.983 which indicates
that there is not sufficient evidence to reject the hypothesis that the means are equal.
However, in the case where outliers are added in the data (right plot of Fig. (5.6)),
there is strong evidence to reject the null hypothesis, which indicates that R-EWRLS
is significantly more accurate in the presence of outliers.
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Figure 5.6: Hypothesis test for equality of means. The left plot shows the ECDFs of
EWRLS and R-EWRLS without outliers. The right is the corresponding plot with outliers.
This investigation is taken a step further to test out how the MSPE fluctuates for
various level of f , the fraction of outliers included in the simulated data. We use an
equidistant grid for f , ranging from 0.05% to 4%. For the same simulated data, we
test the MSPE for both EWRLS and R-EWRLS algorithms and plot the results in
Fig. (5.7).
In the left plot, the MSPE is similar for both the EWRLS and R-EWRLS algo-
rithms across the grid of f values. However, in the case when outliers are added,
the MSPE of the algorithms diverges significantly as f increases. Though both algo-
rithms increase in a seemingly linear fashion for increasing f , the slope of increase of
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EWRLS is prominently larger (right plot of Fig. (5.7)). A heuristic argument to this
effect is that the underlying signal is gradually undetectable by EWRLS algorithm as
f increases. On the other hand, the R-EWRLS robust mechanisms penalise outliers
and prevent the propagation of their effect on the regression coefficients. This clearly
demonstrates the superiority of the R-EWRLS algorithm in prediction when data are
contaminated with outliers.
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Figure 5.7: MSPE using the EWRLS and R-EWRLS algorithms. The data in the right
plot contain outliers.
In a separate experiment, we run again the computations described for Fig. (5.5),
but now setting q− of the R-EWRLS algorithm (see Algorithm (4)), that is we neu-
tralise the effect of q on outliers. The objective here is to test whether the improvement
of R-EWRLS prediction versus EWRLS in the hypothesis of Fig. (5.6) is mainly at-
tributed to the quantity q. From Fig. (5.8) we deduce that without the q weighting,
the prediction of R-EWRLS is not any better that EWRLS. This is also supported
by equality of means hypothesis testing.
The presence of outliers yielding “dirty” data, is evident in many disciplines where
unprocessed streaming data are used. “Dirty” data are particularly evident in high
frequency trading where there is abundance of data from multiple vendors quoting
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Figure 5.8: See description in Fig. (5.4). This refers to the R-EWRLS algorithm. Here we
set parameter q− = 1 (see Algorithm (4)).
prices for thousands of financial assets. These quotes are prices where vendors are
prepared to buy or sell and they are not necessarily close to actual trading prices.
In the following section, we compare both algorithms, EWRLS and R-EWRLS, in a
portfolio allocation context as well as check whether the above results are consistent
when using a financial performance measure, the Sharpe ratio.
5.2.3 Sensitivity Results for Portfolio Allocation
We compare how the EWRLS and R-EWRLS algorithms handle outliers in a portfo-
lio allocation context. We use the link between mean-variance and OLS (see Section
2.4.2) to allocate capital between the simulated assets. The allocation of capital is
carried out by the computation of a d-dimensional vector of portfolio weights cor-
responding to the d-dimensional fictitious asset prices represented by the simulated
time series. These portfolio weights are assigned to each of the fictitious assets to
compute portfolio returns and to assess the portfolio performance in terms of the
gross Sharpe ratio, that is the Sharpe ratio when we do not include transaction costs.
The definitions of portfolio returns and the Sharpe ratio are given in Section 1.2.2.
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σ anchors λ q− ν W
various 1000 1 0.5 0.95 20
Table 5.3: All parameters used to run the experimental results of Section 5.2.3. σ and
“anchors” refer to parameters of the simulation engine (see Eq. (5.1)). λ and q− are
parameters of the R-EWRLS algorithm (see Algorithm (4)). ν and W refer to the robust
scale estimate (see Eq. (4.6)).
We note that there is no additional effect on the order of the updates for EWRLS
and R-EWRLS (or initialisation values) when we apply the algorithms for portfolio
allocation purposes, as we are only interested in the regression coefficients and do
not perform any additional computations. All parameters for the experiments are
displayed in Table 5.3.
We use the simulation engine described in Section 5.1 to generate fictitious asset
prices, by setting the anchor points equidistantly every 1000 points with σ = 0 and
to subsequently compute the log-returns of the fictitious price series (see Eq. (2.1)
for definition of log-returns). The dataset consists of 10 simulated asset prices, each
comprised of 10000 data points. We repeat the dataset generation process for noise
level σ ∈ {2, 4, 6, 8, 10} (see Eq. (5.1)); that is a total of 6 datasets. For each of the
simulated asset prices, the log-returns are computed. A selection of the log-returns
for a chosen noise level is illustrated in the left column of the panel of Fig. (5.9).
For each of these datasets, we compute the Sharpe ratio using the EWRLS, R-
EWRLS and SMV (see Section 2.4) methods in a mean-variance allocation context.
We use mean-variance as a benchmark, as it is the oldest and most documented port-
folio allocation method. EWRLS and R-EWRLS are used as mean-variance allocation
tools using the least squares and mean-variance link described in Section 2.4.2. We
recall from Section 2.4.2 that SMV approach is equivalent to batch OLS approach.
We have also seen from Section 3.3 how OLS can be posed as EWRLS. From the
formulation of Section 3.3 we deduce that EWRLS is equivalent to SMV when λ = 1.
We repeat the process for 100 runs and average the computed Sharpe ratios. The
results are illustrated as frequency distributions in Fig. (I.3, I.4, I.5) for the EWRLS,
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Figure 5.9: Logarithmic returns of simulated data series generated by the simulation engine
described in Section 5.1. The left and right column plots display data with and without
outliers, respectively, for different noise levels.
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R-EWRLS and SMV methods respectively. In the case of the SMV approach, the
portfolio weights are computed for the in-sample period (the initial 30% of data
points) and the same portfolio weights are carried forward to compute the portfolio
returns in the out-of-sample period (the remaining 70% of data points). In other
words, we compute the OLS coefficients for the initial 30% of data points and use
these coefficients to compute the portfolio returns for the remaining 70% of data
points. For the RLS methods, we use λ = 1 to allow a fair comparison as the SMV
approach does not account for forgetting mechanisms.
In order to check the capability of the various approaches in the presence of out-
liers, we now randomly add outliers to the simulated time series that correspond to a
fraction of 5% of the data and run again the analysis. The outliers are samples drawn
for a normal distribution whose mean and standard deviation are 0 and 100, respec-
tively. These results are also presented as Sharpe ratio frequency distributions in Fig.
(I.6, I.7, I.8). The results of the analysis are also summarised in Table (5.4). For
performance comparison purposes, the same experimental analysis is also repeated
for the MSPE measure (see Table (5.5)). The results are proportional to the Sharpe
ratio, so the following discussion also applies to MSPE table, though we focus our
attention on the Sharpe ratio as it is more meaningful for financial analysis and is
widely interpretable by academics and practitioners alike.
From the Sharpe ratio results of Table (5.4), we can compute the profit that is
attributed for each portfolio allocation method. We denote the standard deviation
of portfolio returns over the invested capital (say w denominated in some currency)
is given by the fraction ξ, where ξ is typically based on investor preferences, i.e. in
investment management, ξ commonly fluctuates from 5% to 25%. Then, if the annual
Sharpe ratio is equal to 1.2, that implies from the Sharpe ratio formula that portfolio
returns are equal to 1.2ξ. For example, if ξ = 0.1, then the annual returns is equal to
1.2 × 0.1 = 0.12 and the annual profit is simply 0.12w. If the investment horizon is
10000 days, then the profit over the investment horizon is simply (10000/252)0.12w,
where we assume 252 working days in a year. We also note that the profit of the
SMV portfolio allocation approach is equivalent to fitting a regression to the dataset
(see example in Section 2.4.2).
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From the results of Table (5.4), we see that the average Sharpe ratio is similar
for the EWRLS and R-EWRLS. As anticipated, the Sharpe ratio achieves its largest
value when the noise of the time series is at its smallest value (σ = 0) and it decreases
as σ increases. On the other hand, the results of the SMV approach do not exhibit any
particular pattern for different levels of noise and appear consistently low compared
to the EWRLS and R-EWRLS. Even in the case where no noise is added to the signal,
the SMV approach demonstrates poor performance.
In the case where outliers are added (see Table (5.4)), the results are strikingly in
favor of the R-EWRLS approach. R-EWRLS is the only method that has consistently
positive Sharpe ratios across all noise levels. The EWRLS method is badly affected,
where it averages negative portfolio returns across all noise levels and now performs
worse than the SMV approach. Here, the Sharpe ratio does not exhibit any particular
pattern for any of the algorithms, and though the case of σ = 0 produces arguably
better results, the Sharpe ratio looks fairly invariant across all other σ values. It may
be conjectured that this observation is a direct consequence of the adverse effect that
outliers have in hampering the algorithms from determining the underlying model’s
drift.
We have also tested the computation time of the RLS methods for portfolio allo-
cation versus the SMV approach (Batch OLS approach). The results for the batch
are shown in Table (5.6) for a grid of uniformly spaced sample points and 10 vari-
ables. The computational time of RLS methods (both EWRLS and R-EWRLS were
of similar magnitude) was approximately 0.12 milliseconds, irrespective of the num-
ber of data points. The experiment is conducted in an Intel Core 2 CPU machine
at 2.00Ghz with 2.00 Ghz, 2GB of RAM. It is noted, as anticipated, that the SMV
approach is dependent on the number of data points and is substantially slower when
compared to the on-line update. In an attempt to compute the SMV of a 107×10, we
encountered an“Out of memory”error in MATLAB, which means that the temporary
computer memory (RAM) was not sufficient to run the experiment.
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σ = 0 σ = 2 σ = 4 σ = 6 σ = 8 σ = 10
EWRLS (avg) 1.37 0.78 0.49 0.36 0.33 0.28
EWRLS (std) 0.60 0.23 0.13 0.08 0.09 0.07
R-EWRLS (avg) 1.27 0.72 0.43 0.30 0.28 0.23
R-EWRLS (std) 0.57 0.21 0.14 0.09 0.10 0.08
SMV in-sample (avg) 9.06 5.62 3.61 2.85 2.51 2.26
SMV in-sample (std) 1.42 0.97 0.64 0.36 0.38 0.28
SMV out-of-sample (avg) 0.21 0.16 0.16 0.15 0.23 0.21
SMV out-of-sample (std) 0.55 0.40 0.27 0.19 0.21 0.17
(with outliers)
EWRLS (avg) -0.18 -0.59 -0.62 -0.57 -0.51 -0.42
EWRLS (std) 0.31 0.23 0.24 0.22 0.22 0.22
R-EWRLS (avg) 0.49 0.27 0.22 0.21 0.21 0.25
R-EWRLS (std) 0.17 0.15 0.20 0.20 0.21 0.20
SMV in-sample (avg) 0.04 -0.12 -0.17 -0.20 -0.28 -0.26
SMV in-sample (std) 0.20 0.17 0.15 0.15 0.14 0.15
SMV out-of-sample (avg) 0.03 -0.09 -0.16 -0.18 -0.25 -0.26
SMV out-of-sample (std) 0.30 0.26 0.27 0.27 0.27 0.31
Table 5.4: Average and standard deviation of the Sharpe ratio of portfolio returns generated
by 100 simulation runs of 10000 points each (see Fig. (5.9)). The summary statistics
are reported for EWRLS, R-EWRLS and SMV (in-sample and out-of-sample) allocation
algorithms for different noise level. The last eight rows display statistics for the time series
with added outliers (right panel of Fig. (5.9)). The forgetting factor λ is set to 1.
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σ = 0 σ = 2 σ = 4 σ = 6 σ = 8 σ = 10
EWRLS (avg) 0.9994 0.9995 0.9995 0.9996 0.9997 0.9997
EWRLS (std*) 0.0888 0.1060 0.1151 0.1186 0.1481 0.1742
R-EWRLS (avg) 0.9995 0.9995 0.9996 0.9997 0.9998 0.9998
R-EWRLS (std*) 0.0975 0.1136 0.1152 0.1344 0.1451 0.1681
SMV in-sample (avg) 0.9991 0.9991 0.9991 0.9991 0.9991 0.9991
SMV in-sample (std*) 0.2058 0.1891 0.1895 0.1834 0.1937 0.2331
SMV out-of-sample (avg) 1.0000 1.0000 0.9999 0.9999 0.9999 0.9999
SMV out-of-sample (std*) 0.0974 0.0997 0.1084 0.1121 0.1231 0.1559
(with outliers)
EWRLS (avg) 1.0012 1.0051 1.0075 1.0093 1.0105 1.0111
EWRLS (std*) 0.6386 1.1903 1.2991 1.7972 2.2278 2.9215
R-EWRLS (avg) 0.9990 1.0005 1.0016 1.0027 1.0034 1.0041
R-EWRLS (std*) 0.6443 0.5925 0.7974 1.3254 1.5268 2.1877
SMV in-sample (avg) 1.0001 1.0007 1.0015 1.0019 1.0027 1.003
SMV in-sample (std*) 0.3863 0.7176 1.2249 1.4024 2.1123 2.0396
SMV out-of-sample (avg) 1.0003 1.0009 1.0018 1.0029 1.0034 1.0034
SMV out-of-sample (std*) 0.9972 1.2420 1.8130 2.6710 2.8314 3.2764
Table 5.5: Average and standard deviation of MSPE. See description in Table (5.4). *The
standard deviation values have been multiplied by a 103 scalar.
N 13 14 15 16
millisec. 15 16 38 390
Table 5.6: SMV approach computational time for various numbers of data points and 10
fictitious assets.
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5.3 Experimental Results for EWR-TSVD
Our objective here is to show that contributions for the EWR-TSVD algorithm, de-
tailed in Section 4.4, have a beneficial effect given a chosen performance measure. We
argued that EWR-TSVD, Algorithm (6), is more suitable for non-stationary enviro-
ments. We use the same experimental setting as in Section 5.2.2. The parameters
used are detailed in Table (5.7).
σ anchors λ δ W r
5 1000 0.99 0.1 100 10
Table 5.7: All parameters used to run the experimental results of Section 5.3. σ and
“anchors” refer to parameters of the simulation engine (see Eq. (5.1)). λ, W and δ are
parameters of the EWR-TSVD algorithm (see Algorithm (6)).
Initially, we set the regularisation parameter δ to a small value 0.0001 (low regu-
larisation) and λ = 0.99. We apply both TSVD and EWR-TSVD algorithms on the
same data (10000 data points) and we obtain the MSPEs. These are illustrated in
Fig. (5.10), as well as well their statistics listed in Table (5.8). We note that the
MSPEs are not significantly different according to the equality of means hypothesis
test displayed in the last column of Table (5.8). Though it would be expected that
the MSPE for EWR-TSVD be lower, given that EWR-TSVD allows for data forget-
ting, the means are not significantly different. One possible explanation is that the
collinearity of the data hampers the accuracy of the estimation.
In order to test whether the collinearity of the data has an adverse effect on the
MSPE outcome of the algorithms, we repeat the same experimentation by setting
δ = 0.1. The results are displayed Fig. (5.11) in a form of a histogram. According to
the hypothesis of equals means displayed in Table (5.8), we conclude that the EWR-
TSVD MSPE is significantly lower than that of TSVD. This conclusion can clearly be
seen from Fig. (5.12), where the MSPE is illustrated over various levels of δ. Each of
the estimates is a mean of 100 runs. The MSPE batch OLS approach over a sliding
window of 100 data points is illustrated for comparative purposes.
Finally, experimental results illustrated in Section 3.7.2 show that the addition of
the SVD update improves the efficiency of the algorithm. That is to incrementally
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update the SVD instead of computing the SVD over a sliding window. This addition
is particularly important when dealing with streaming data and the sliding window
may be prohibitively large for memory allocation purposes.
1 2 3 4 5 6 7
0
10
20
30
40
50
60
TSVD
1.8173
1 2 3 4 5 6 7
0
10
20
30
40
50
60
EWR-TSVD
1.8604
Figure 5.10: MSPE for TSVD (left) and EWR-TSVD (right) using data simulated by the
engine described in Section 5.1. The regularisation parameter is set as 0.0001. Using 10000
data points, the mean estimate is displayed in red. Discussion is provided in Section 5.3.
TSVD(avg) EWR-TSVD (avg) TSVD (std) EWR-TSVD (std) p-value
1.8173 1.8604 0.8991 0.8976 0.7345
(with regularisation)
1.0154 1.0058 0.0239 0.0117 0.0004
Table 5.8: Summary statistics and hypothesis testing for TSVD and EWR-TSVD MSPE
(see Fig. (5.4 and 5.5)).
5.4 Experimental Results for FLS
The experimental setting here follows that of the previous Section 5.2.2. We present
some results that support the proposition in the current literature that FLS is an
appropriate tool for non-stationary data. The parameters used for the experimental
runs are detailed in Table (5.9) to facilitate reproducibility.
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Figure 5.11: See description in Fig. (5.10). Here, the regularisation parameter is set as
0.1.
We compute the MSPE for various level of the regularisation parameter δ (see Al-
gorithm (5)). Each of the statistics illustrated in Fig. (5.13) are over 100 runs. The
mean estimates for a family of δ parameters are significantly smaller than the equiv-
alent batch OLS approach on a sliding window (W = 100). For larger δ (smoother
solutions), as anticipated, the MSPE increases and the variance increases. For values
of δ close to 1, the MSPE of FLS exceeds that of OLS, as it would be equivalent to
using all the data for estimation compared to OLS using a sliding window of 100 data
points.
We also conducted similar computational time comparisons as in the last para-
graph of Section 5.2.3. The results are equivalent to the RLS algorithms. The FLS
needs 0.12 milliseconds to achieve a coefficients update. Some example computational
times for the batch OLS approach are detailed in Table (5.6).
5.5 Experimental Results for AF-R-EWRLS
We divide our analysis into two areas of investigation. First, we run similar exper-
imental settings as in the previous sections and we test the claim that the adaptive
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Figure 5.12: MSPE for TSVD and EWR-TSVD algorithm for various δ regularisation
values. Confidence intervals (+/-1 st. deviation) are also illustrated for both TSVD and
EWR-TSVD.
σ anchors δ W
5 1000 various 100
Table 5.9: All parameters used to run the experimental results of Section 5.4. σ and
“anchors” refer to parameters of the simulation engine (see Eq. (5.1)). δ is a parameter of
the FLS algorithm (see Algorithm (5)).
forgetting overlay on the R-EWRLS has beneficial effect. Second, we design a new
experimental setting, similar to the one that will follow in a real data application of
Chapter 7, and we examine the sensitivity of the Sharpe ratio to parameters pertur-
bations.
5.5.1 MSPE Results for AF-EWRLS and AF-R-EWRLS
The experimental setting follows that of the previous Section 5.2.2. We compare the
R-EWRLS Algorithm (4) and AF-R-EWRLS Algorithm (7) in terms of MSPE using
simulated data. The parameters used for the experimental runs are detailed in Table
(5.10) to facilitate reproducibility.
In Fig. (5.14), we compare R-EWRLS and AF-R-EWRLS algorithms’ MSPE
over 100 runs for a uniformly spaced grid (0.01 intervals) of their parameters λ and
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Figure 5.13: MSPE for OLS and FLS algorithm for various δ regularisation values. Confi-
dence intervals (+/-1 st. deviation) are also illustrated for both OLS and FLS.
σ anchors λ λ− q− ν W
5 1000 various various 0.5 0.99 20
Table 5.10: All parameters used to run the experimental results of Section 5.5. σ and
“anchors” refer to parameters of the simulation engine (see Eq. (5.1)). λ and q− are
parameters of the R-EWRLS algorithm (see Algorithm (4)). λ− and λ+ are parameters
of the AF-R-EWRLS algorithm (see Algorithm (7)). ν and W refer to the robust scale
estimate (see Eq. (4.6))
λ−, respectively. We find that the mean estimate of MSPE is consistently lower for
AF-R-EWRLS. This difference is significant for all levels of the grid when using an
equality of means hypothesis testing with a very small p-value, except when λ = 1
where p-value is equal to 0.92. We have also tested the hypothesis of equality of
means when λ− is fixed to 0.7, as opposed to varying with respect to λ. This is
more rational hypothesis given that λ− should be kept sufficiently low to allow λt to
fluctuate freely. We obtained similar results, that is all values of MSPE for AF-R-
EWRLS along the grid are consistently lower with a very small p-value when tested
against the equivalent result of R-EWRLS, except when λ = 1 where the p-value is
equal to 0.28.
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Figure 5.14: MSPE for R-EWRLS and AF-R-EWRLS algorithm for various λ and λ−
values, respectively. Confidence intervals (+/-1 standard deviation) are also illustrated for
both R-EWRLS and AF-R-EWRLS.
5.5.2 Experimental Results for Portfolio Allocation
In this section we provide a number of empirical demonstrations of the behaviour
of the regularised R-EWRLS and regularised AF-R-EWRLS when we perturb their
parameters. We tailor our analysis to a portfolio allocation context based on simulated
data and we provide a discussion on the findings. The experimental framework here
is similar to the portfolio allocation methodology we use in a real application in
Chapter 6. The purpose of this chapter is to demonstrate the sensitivity of the
Sharpe ratio to the allocation methodology parameters and provide a discussion.
This section is exploratory and no particular experimental hypothesis is tested here.
The experimental hypothesis of the benefits of AF-R-EWRLS versus R-EWRLS has
been tested in Section 5.5.1.
We study the parameters of AF-R-EWRLS using data generated by the simulation
engine described in Section 5.1. We set the anchor points – the change points of drift
and correlation estimates – equidistantly every 1000 time points and σ = 5 to generate
log-returns of the simulated time series (see Eq. (2.1) for the definition of log-returns).
Using these simulated returns, we compare the regularised version of R-EWRLS
with the regularised AF-R-EWRLS using various performance measures. We compare
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these algorithms in an portfolio allocation context, as our motivation is to deploy these
algorithms as allocation tools for a pool of financial assets using the link between
mean-variance optimisation and least squares described in Section 2.4.2.
The Sharpe ratio and winnings trades odds are used as measures to assess the per-
formance of the different portfolio allocation methods (see Section 1.2.2 for description
of these measures). We compute these measures on the gross sum of individual re-
turns, that is the portfolio returns without including transaction costs. The number
of assets d is set to 10 and the number of simulated points to 10000.
In addition, we introduce another parameter – namely r – to deal with the sensi-
tivity of mean-variance portfolio allocation method weights. This parameter relates
to the rank of a given data matrix (see Section D.1.3) and is used to find the low rank
approximation of the data. The aim of this approximation is to reduce the noise of
the simulated time series in order to best capture the underlying signal. As noted in
the introduction (Section 2.1), this low rank approximation is introduced to account
for the numerical instability caused by rank deficiency. The low rank approximation
of the returns matrix X – a matrix whose columns constitute each asset’s returns in
time – is implemented according to methodology described in Section D.1.3.
The parameters of the R-EWRLS are the forgetting factor λ, the learning pa-
rameter of the trace normalisation technique c and the rank r approximation used
to obtain the low dimensional matrix Xr. Note that r notation here is different that
the log-returns rit. In the case of R-EWRLS with adaptive forgetting factor, we have
now eliminated the need to estimate λ, as this is now replaced by λT ∈ (0, 1], which
is computed using the recursion formula in (4.26). Yet, we noted that for stability
reasons we now need to set another parameter, the lower truncation bound λ− of λT
(see Eq. (4.26)). The upper bound λ+ is set to 1 (implying no data forgetting), which
effectively means that all the data are used for parameter estimation.
We seek to gain an insight into the performance of the regularised R-EWRLS and
the regularised AF-R-EWRLS and examine how these algorithms compare. Sensitiv-
ity analysis to parameter perturbation is illustrated by means of contour plots. We
prepare an equally spaced grid for r and c parameters and run the analysis for λ
values of [0.7, 0.8, 0.9, 0.99]. We refrain from showing the case of λ = 1 as the data,
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Figure 5.15: Example dynamics of λT using data generated by the simulation engine for
different levels of noise σ, described in Section 5.1. Logarithmic differences of 10 simulated
series are used as covariates and the response is set to a constant value. The covariates are
observed 10000 times. The parameters r and c are set to 1.
by construction, are non-stationary. The performance results in the latter case are
poor, as expected. In the case of AF-R-EWRLS, we equivalently run the analysis
for values of [0.7, 0.8, 0.9, 0.99] of the lower bound parameter λ− of λT . A numerical
example of the evolution dynamics of λT is shown in Fig. (5.15).
Discussion
The scope of this analysis is to examine the sensitivity of the parameters of the regu-
larised R-EWRLS and AF-R-EWRLS (Algorithm (8)) and compare the performance
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of the two algorithms using measures widely known in the financial industry. Ex-
perimental results using real financial data are also illustrated in the application of
Chapter 7.
In the case of R-EWRLS algorithm, our first observation is that the Sharpe ratio
is quite sensitive to the learning parameter c, the multiplier of the trace normalisation
quantity (see Fig. (5.16)). Values of c smaller than 1−4 produce the highest Sharpe
ratio results. This observation is in general consistent across all panels of Fig. (5.16)
corresponding to different forgetting factors λ. The Sharpe ratio often reaches its
highest levels at the upper right corner across all panels, when the parameter r tends
to d, the maximal number of independent columns of X. This may imply that the
simulated data are not rank deficient and that the predictive power is higher when
the data are used without any dimension reduction.
Fig. (5.17) displays the winning odds (see Section 1.2.2 for definition) of the
portfolio allocation strategy over different values of c and r. The performance over
different parameter combinations is very similar to Fig. (5.16) displaying the Sharpe
ratio. The winning odds fluctuate between 0.48 and 0.56 over the area of the contour
plot. The winning odds often reach the maximum value of 0.56 at the upper right
corner of the panels, which means that 56% of the time the portfolio returns are
positive.
We run the same experimental tests, now using the regularised AF-R-EWRLS
algorithm. We produce the same contour plots as previously, but with the difference
that each panel now corresponds to the lower bound λ− of the adaptive forgetting
factor λT , instead of the fixed λ (see Fig. 5.18, 5.19). As noted earlier, the lower
bound of λT is designed to provide stability for the algorithm by disallowing λT to
take small values. Very small values of λT could correspond to few data points alone
(see Eq. 3.6) and can lead to erroneous estimation. On the other hand, a high
value of λ− would restrict the fluctuation of λT with potentially adverse performance
effects. In fact this is what we observe in Fig. (5.18, 5.19), where the Sharpe ratio
and winning odds decline as we increase λ−.
Finally, we see that by choosing a reasonably low λ−, the R-EWRLS algorithm
with adaptive forgetting factor performs almost as well as the best choice of λ for the
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R-EWRLS algorithm, and considerably better when λ is equal to 0.99. The effects of
c and r parameters to the Sharpe ratio are very similar to the case of the regularised
R-EWRLS algorithm and the same discussion holds here. Values of c smaller than
1−4 and values of r greater than 7 produce the highest Sharpe ratio results.
5.6 Conclusion
We performed a simulation study to examine the behaviour of the proposed R-EWRLS
algorithm. The R-EWRLS is compared against the well documented EWRLS algo-
rithm using a number of simulations on non-stationary data. To generate these data,
a simulation engine is built that is flexible enough to allow for time-varying drift and
covariance.
The sensitivity of the R-EWRLS algorithm coefficients is studied in the presence
of outliers. We showed that the coefficient structure for the R-EWRLS algorithm does
not alter to the same degree as that of the EWRLS algorithm when outliers are present
in the data. Repeated simulated runs showed that the R-EWRLS prediction ability
is better than the EWRLS in the presence of outliers. The difference magnifies as
the number of outliers increases. The analysis is taken a step further by investigating
both algorithms in an portfolio allocation context. Extensive simulation runs showed
that the R-EWRLS performs similarly to EWRLS, when performance is measured
by the Sharpe ratio. However, when outliers are simulated in the underlying data,
R-EWRLS performs significantly better than EWRLS.
For EWR-TSVD algorithm, we found that incorporating data weights has a ben-
eficial effect when applied on a non-stationary environment. However, the result was
only significant together with the presence of a certain degree of regularisation in
the solution. It was conjectured that the beneficial effect of weighting was offset by
erroneous estimation because of data collinearity.
We illustrated how the MSPE fluctuates with various regularisation parameters
in the FLS algorithm. The MSPE was predominantly smaller than the equivalent of
a sliding window batch OLS approach, except in the case where the regularisation
component was very small. We also showed some computational time comparisons
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Figure 5.16: Gross Sharpe performance of the regularised R-EWRLS algorithm for per-
turbations in the regularisation parameter c and the rank approximation r of the data.
The different panels correspond to different values of the forgetting factor λ. The data are
generated by the simulation engine described in Section 5.1. Each dataset consists of 10
covariates observed 10000 times.
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Figure 5.17: Winning odds of the regularised R-EWRLS algorithm for perturbations in the
regularisation parameter c and the rank approximation r of the data. The different panels
correspond to different values of the forgetting factor λ. The data are generated by the
simulation engine described in Section 5.1. Each dataset consists of 10 covariates observed
10000 times.
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Figure 5.18: Gross Sharpe performance of the adaptive forgetting regularised R-EWRLS
algorithm (Section 4.5) for perturbations in the regularisation parameter c and the rank
approximation r of the data. The different panels correspond to different values of the
lower bound λ−. The data are generated by the simulation engine described in Section 5.1.
Each dataset consists of 10 covariates observed 10000 times.
Chapter 5. Experimental Simulation Studies 147
Win. odds REWRLS- λ
-
=0.7
c
r
 
 
1 2 3 4 5 6 7 8 9 10
1e-10
1e-9
1e-8
1e-7
1e-6
1e-5
1e-4
1e-3
1e-2
1e-1
1e-0
Win. odds REWRLS - λ
-
=0.8
c
r
 
 
1 2 3 4 5 6 7 8 9 10
1e-10
1e-9
1e-8
1e-7
1e-6
1e-5
1e-4
1e-3
1e-2
1e-1
1e-0
Win. odds REWRLS - λ
-
=0.9
c
r
 
 
1 2 3 4 5 6 7 8 9 10
1e-10
1e-9
1e-8
1e-7
1e-6
1e-5
1e-4
1e-3
1e-2
1e-1
1e-0
Win. odds REWRLS - λ
-
=0.99
c
r
 
 
1 2 3 4 5 6 7 8 9 10
1e-10
1e-9
1e-8
1e-7
1e-6
1e-5
1e-4
1e-3
1e-2
1e-1
1e-0
0.49
0.5
0.51
0.52
0.53
0.54
0.55
0.49
0.5
0.51
0.52
0.53
0.54
0.55
0.48
0.49
0.5
0.51
0.52
0.53
0.54
0.55
0.56
0.48
0.49
0.5
0.51
0.52
0.53
0.54
Figure 5.19: Winning odds of the adaptive forgetting regularised R-EWRLS algorithm
(Section 4.5) for perturbations in the regularisation parameter c and the rank approximation
r of the data. The different panels correspond to different values of the lower bound λ−.
The data are generated by the simulation engine described in Section 5.1. Each dataset
consists of 10 covariates observed 10000 times.
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against batch OLS, and as anticipated, the FLS is substantially more efficient given
its incremental nature.
We showed a method to extend the R-EWRLS algorithm of Section 4.2.4 to re-
cursively adapt its forgetting factor based on a stochastic gradient descent method as
information arrives. This modification makes for a much more flexible data stream
mining algorithm that mitigates the need of specifying a fixed forgetting factor or a
data window. This is particularly useful when the information content in the data
alters and the need of frequent adjustment of λ is needed. As noted earlier, RLS
algorithms can become quite unstable when the information content in the data is
low. Moreover, it provides a safeguard from over-fitting the data, as it eliminates the
parameter λ from user specification.
The algorithm has been further enhanced by allowing a trace normalisation of its
inverse correlation matrix to avoid any numerical errors accumulated over iterations.
We have seen that this technique is sensitive to the learning parameter c, the multiplier
of the trace normalisation quantity. We have not provided adaptive method for c,
but we have shown how the parameter might be empirically selected. Finally, based
on a simulated dataset, we have observed that the AF-R-EWRLS algorithm produces
similarly good performance when compared to the performance of the best choice
of λ for the R-EWRLS algorithm. We also noted that a bad choice of λ can cause
R-EWRLS algorithm to perform substantially worse than the adaptive counterpart.
Having developed and explored a number of algorithms, we examine their perfor-
mance in real applications. Specifically, in Chapters 6 and 7, we use the algorithms
on real financial data to allocate capital across a pool of assets and then compare
with existing allocation techniques.
In Chapter 7, we apply all algorithms in a real portfolio allocation application
using equities and foreign exchange data. The mean-variance to OLS connection idea
is used to allocate to assets as data arrive and performance is compared against well
documented portfolio allocation approaches.
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Chapter 6
Applications: Temporal Data
Mining and Statistical Arbitrage
6.1 Overview
In this chapter we present experimental results in the area of investment manage-
ment using the incremental PCA and Flexible Least Squares techniques described in
Sections 3.7.1 and 3.4, respectively. We offer two applications based on the FLS algo-
rithm. The two applications differ as to the prediction rule they use to generate the
appropriate daily market order (buy or sell quantity). The first application (Section
6.4) uses a practitioner’s rule, namely mean-reversion, that exploits the mispricing of
an asset over a statistically defined equilibrium level (see discussion in Section 2.5.1).
This rule is based on the ergodic properties of the spread. The second application
(Section 6.5) is using one-step ahead forecast to generate the trading order using the
FLS algorithm as a prediction tool. Both applications can be found in Montana et al.
[2008a,b].
6.2 Data Description
Our analysis is based on algorithmic trading systems that trade S&P 500 stock-
index futures contracts. The underlying instrument in this case is the S&P 500 Price
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Figure 6.1: S&P 500 Futures Index for the available 10-years period
Index, a world renowned index of 500 US equities with minimum capitalisation of $4
billion each; this index is a leading market indicator, and is often used as a gauge of
portfolio performance. The constituents of this index are highly traded by traditional
asset management firms and proprietary desks worldwide. The data stream for the
S&P 500 Futures Index, our target asset, was obtained from Bloomberg, and covers
a period of about 9 years, from 02/01/1997 to 25/10/2005 (see Fig. (6.1)). Our
explanatory data streams are a subset of all the constituents of the underlying S&P
500 Price Index. The list of constituents was acquired from the Standard & Poor’s
web site (Poor’s [2008]) on the 1st of March 2007, and the constituents’ data streams
downloaded from Yahoo!. [2008]. The constituents of the S&P index are added and
deleted frequently on the basis of the characteristics of the index. For our experiments,
we have selected a time invariant subset of 432 stocks, namely all the constituents
whose historical data is available over the entire 1997 − 2005 period.
The system thus monitors 433 co-evolving data streams comprising of one target
asset and the 432 explanatory streams. All raw prices are pre-processed in several
ways: data adjustments are made for discontinuities relating to stock splits, bonus
issues, and other financial events. These adjustments are carried out by the provider
and details can be found in Yahoo!. [2008]. Missing observations are filled in using the
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most recent data points; finally, prices are transformed into log-returns (see Section
2.1). Taking returns provides a more convenient representation of the assets, as
it makes different prices directly comparable and centers them around zero. We
collect all explanatory assets (constituents) available at time t in a column vector rt.
Analogously, we denote by at (response) the log-return of the S&P 500 Futures Index
at time t.
Using only equities and constituents of a specific index, in this case the S&P 500,
we obtain highly corrrelated, co-evolving data streams. Moreover, S&P 500 is one
of the indices that comprises a large number of constituents. These high dimension,
high correlation characteristics make the S&P 500 particularly challenging for our
proposed adaptive algorithms. Finally, we could only obtain daily data from publicly
available sources, but the proposed techniques could handle any data size efficiently,
as has been shown in a number of experimental results in this thesis.
6.3 Methodology
The methodology relies on selecting a set of explanatory streams with good predictive
power. Moreover, the regression method should be able to account for a dynamically
varying relationship between such streams and the target asset. The system we have
developed comprises of three main steps that are performed sequentially on each
trading day:
(a) Having chosen a large population of d explanatory data streams, the system
incrementally updates their first principal components using the algorithm de-
scribed in Section 3.7.1, as new data points are made available. The rationale
for this step lies in the belief that the first few components capture the mar-
ket factors that mostly affect the target asset, and that these components will
likely vary and evolve over time. At the current time t, only the largest k ¿ d
components are retained as predictive streams.
(b) The selected k features are used in a linear regression model with time depending
coefficients. As with PCA, the coefficients are updated on-line, as new informa-
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tion arrives using the FLS algorithm described in Section 4.3.1. Adopting time
depending coefficients provides more flexibility in modeling the relationship be-
tween the extracted streams (market factors) and the asset. With the current
regression estimate at hand (interpreted as the current fair price of the asset),
the spread can be computed.
The orthogonality of the predictors has certain advantages; First, it alleviates
the problem of overfitting that is attributed to collinearity. Second, an or-
thogonal design can lead to a number of analytical solutions for regularisation
techniques such as lasso and elastic net (see Zou and Hastie [2005]). However,
our main objective in combining regularisation with an orthogonal design is to
achieve a different smoothness of the regression coefficients, which effectively
leads to various trading strategies that have different degree of responsiveness
to changes in the data.
(c) The last step generates a forecast for the spread, and maps it into a trading
order (buy/sell quantity). We use two methodologies to achieve this, described
as follows:
– We use a rule to generate the trading order based on the mean reverting
characteristics of the spread (Mean-Reversion Trading System).
– We use one-step ahead prediction to forecast spread. This is implemented
using FLS algorithm as prediction tool (Forecasting-based Trading
System).
In the following text, we describe the two algorithmic trading systems based on
the methodology described above. Both systems use the same implementation for the
first two steps, but differ in the third and final step of forecasting the spread. Most
of the illustrations are based on the FLS algorithm, however, we provide performance
results for all proposed algorithms. The supplementary results presented for the FLS
algorithms is for illustration purposes and to help clarify the nature of the trading
strategies.
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6.4 Mean-Reversion Trading System
6.4.1 Trading Rule
The trade unit for S&P 500 Futures Index is set by the Chicago Mercantile Exchange
(CME) to $250 multiplied by the current S&P 500 price index, pt. Accordingly, we
denote the trade unit expressed in monetary terms as Ct = 250 pt, which also gives the
contract value at time t. For instance, if the current stock-index price is 1400, then
an investor is allowed to trade the price of the contract, i.e. $35000, and its multiples.
In our application, we assume an initial investment of $100 million, denoted by w.
The numbers of contracts being traded on a daily basis is given by the ratio of this
initial endowment w to the price of the contract at time t, and is denoted by pit.
We call rt the set of explanatory streams. In the experimental results of Section
6.4.2, rt will either be the 432-dimensional column vector including the entire set
of constituents (the without PCA case), or the reduced k-dimensional vector of the
k principal components corresponding to the first k biggest eigenvalues computed
incrementally from the 432 streams (the with PCA case) using the method of Section
3.7.1. In our application, we arbitrarily choose k = 3. A small number of features
is consistent with research in financial markets (mainly equity markets), which has
often postulated single factor models or multifactor models (typically three factors)
as asset pricing models (see for example Harvey [1995] or Fama and French [1996]
who suggest a three factor model for asset pricing).
Given target and explanatory streams, respectively at and rt, the FLS algorithm
updates the current estimate of the artificial asset at time t. With the most updated
estimate of the artificial asset, the current risk (i.e. the regression residual) data point
is derived as
st = at − r′tβt. (6.1)
The current position, i.e. the suggested number of contracts to hold at the end of
the current day, is obtained by using
ϑt(st) = φ(ŝt+1)pit.
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where φ(ŝt+1) is a function of the predicted risk. In our system, we deploy a simple
functional (commonly known to practitioners as the plus-minus one rule), given by
φ(ŝt+1) = −sign(st). (6.2)
This rule implies that the risk data stream exhibits a mean-reverting behaviour.
The spread stream of Fig. (6.2), as well as our experimental results, suggest that
this assumption generally holds true. More formal statistical procedures could be
used instead to test whether mean-reversion is satisfied at each time t. More realistic
trading rules would also be able to detect more general patterns in the spread stream,
and consideration should be taken for the uncertainty associated with the presence
of such patterns, as well the history of previous trading decisions.
Having obtained the number of contracts to hold, the daily order size is given by
ϕt = ϑt(st)− ϑt−1(st)
rounded to the nearest integer. The trading systems buys or sells daily in order to
maintain the suggested number of contracts. The monetary return realised by the
system at each time t is given by
ft = 250 (pt − pt−1) ϑt−1(st).
6.4.2 Experimental Results
In this section we report on experimental results obtained from the simple FLS-based
trading system. We have tested the system using a grid of values for the smoothing
parameter δ described in Section 3.4, to understand the effect of its specification.
Table (6.1) shows several financial performance indicators, as well as a measure of the
goodness of fit, with and without incremental PCA (Section 3.7.1).
The most important financial indicator is the Sharpe ratio, defined in Section
1.2.2. It gives a measure of the mean excess return per unit of risk; values greater
than 0.5 are considered very satisfactory, given that our strategy trades one single
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Figure 6.2: Spread stream st for a subset of the entire period. The FLS model is based on
the largest principal component and δ = 0.2.
asset only. Another financial indicator reported here is the maximum drawdown, also
defined in Section 1.2.2, reported as percentage. The mean square error (MSE) has
been computed both in-sample and out-of-sample.
Fig. (6.3) shows gross percentage returns over the initial endowment for the con-
stituent set, ft/w, obtained using three different systems: FLS-based system with
incremental PCA (using only the largest principal component), FLS-based system
without PCA, and a buy-hold strategy. Buy-hold strategies are typical of asset man-
agement firms and pension funds; the investor buys a number of contracts and holds
them throughout the investment period in question. Clearly, the FLS-based systems
outperforms the index and make a steady gross profit over time. The assumption of
non-existent transactions costs, although simplistic, is not particularly restrictive, as
we expect that this strategy will not be dominated by cost, given that new trans-
actions are made only daily and the holding period of the position is approximately
3 days. In empirical experiments, transaction costs only account for less than 5%
of the gross returns. Moreover, we assume that the initial endowment remains con-
stant throughout the investment period, which has an economic meaning that the
investor/agent consumes any capital gain, as soon as it is earned.
Fig. (6.4) shows the estimated time-varying regression coefficients of the three
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(k = 3)
N 50 100 500 1000
seconds 0.08 0.15 1.80 2.75
(k = 10)
N 50 100 500 1000
seconds 0.09 0.16 1.85 2.80
sharpe 0.19 0.16 0.13 0.11
Table 6.2: Off-line OLS computational times of β over sliding window N = 100.
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Figure 6.3: Gross profits and losses for three competing systems: FLS based on PCA (using
δ = 0.2), FLS based on all explanatory streams (using δ = 0.2) and a buy-and-hold strategy.
first principal components and Fig. (6.5) shows coefficients of three constituent as-
sets when no PCA has been applied. The coefficients associated to the first compo-
nent change very little over the 9 years period, whereas the coefficients for the two
other components smoothly decrease over time, with some abrupt jumps in the initial
months of 2001. As we can see from Table (6.1), a value of δ = 0.2 produces the
best results for our dataset and reinforces the merits of time-varying regression in
this context. Fig. (6.6) also depicts the Sharpe ratio as a function of δ for different
number of principal components.
We compare batch OLS against our proposed technique of computing the coeffi-
cient recursively using FLS, for k features that are used as input in the regression.
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Figure 6.4: Dynamics of FLS-estimated regression coefficients associated to the first three
principal components, with δ = 0.2.
We found that for k = 3 and k = 10, the computational time is 0.01 and 0.02 sec-
onds, respectively. The batch OLS computational times are computed over a sliding
window of length N . Computational times are shown in Table (6.2) for k = 3 and
k = 10. Standard SVD (batch Lanczos - MATLAB implementation) has been used
to obtain the k features. We have also obtained the Sharpe ratio for the off-line OLS
approach following the same methodology, as described in Section 6.3.
Finally, for comparative purposes, we run the same problem for all the remaining
proposed regression algorithms in this thesis i.e. R-EWRLS, AF-R-EWRLS and
EWR-TSVD. The results can be found in Tables (J.1, J.2 and J.3), respectively. In
the case where inputs were reduced to a few features, all algorithms produced Sharpe
ratios less variable across the parameter grid. This is in line with literature proposals
that financial data are collinear and noisy, and such regression problems may be ill-
posed. By reducing to fewer features, we orthogonalise the data, and at the same
time, reduce the noise of inputs. We also re-assert the conclusion of our previous
finding, that our algorithms are more efficient compared to the batch OLS approach
(see Table (6.2)), where our algorithms need approximately 0.01 − 0.02 seconds to
compute an iteration. Moreover, we note that given the nature of the daily data
(close prices), there are no outliers in the dataset due to vendor pre-processing, which
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Figure 6.5: Dynamics of FLS-estimated regression coefficients associated to three con-
stituents of the index, with δ = 0.2.
in that case the results of EWRLS and R-EWRLS are not significantly different, as
also shown in the experimental results of Section 5.2.2.
6.5 Forecasting-based Algorithmic Trading System
This algorithmic trading system follows the same methodology, described in Section
6.3, but the third step is replaced by the one-step ahead prediction of the spread
obtained using, again, time-varying regression. This prediction (or trading signal) is
then mapped onto a trading rule specifying what the current position in the market
should be.
6.5.1 Signal Generation and Trading Rule
Assume that the spread data stream has been updated at time t using FLS with a
control parameter δ1. The trading rule is a function that maps the expected spread at
time t+ 1 onto the number of contracts to hold at the end of the current day, namely
ϑt(st) = φ(ŝt+1; st)pit
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Figure 6.6: Sharpe ratio as a function of δ for various numbers of principal components.
The Sharpe ratio is also displayed for the without PCA case (nPCA).
where φ(ŝt+1; st) is a function of the expected spread and pit is the number of contracts
to trade at time t. Our choice here is to set
φ(ŝt+1; st) = sign(γtst) (6.3)
where the parameter γt is also estimated using FLS with a control parameter δ2.
Potential patterns of the spread data stream, such as mean-reversion (see Fig. (6.2)),
may be exploited in alternative ways; in our experience, the simple linear model has
proved to be very satisfactory. With this trading rule in place, the daily order size is
given by ϕt = ϑt(st)− ϑt−1(st) rounded to the nearest integer.
6.5.2 Experimental results
We have tested the system using a grid of values for the smoothing parameters δ1 and
δ2 to understand the effect of their specification. Fig. (6.7) clearly shows that the
system produces positive Sharpe ratios for the entire range of values; in particular,
values of δ1 around 0.2 and δ2 around 0.9, corresponding to time-varying regression
coefficients, produce ratios that are notably high for a single asset strategy. In all
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Figure 6.7: Sharpe ratio as a function of δ1 and δ2, where δ1 is the FLS parameter to
compute the spread and δ2 is the FLS parameter to forecast the spread.
our experiments, we have retained only the first principal component to represent
the entire “market”. We remark that all these results are essentially implemented
in the test period since the computation of the regression coefficients uses only past
information.
Fig. (6.8) shows gross percentage returns over the initial endowment for the
constituent set, ft/w, without transaction cost. The percentage returns made by our
system (FLS-PCA) are plotted against the returns made by two other alternative
strategies. The first one (FLS-nPCA) uses all the 432 data streams as explanatory
streams and adopts a function φ(ŝt+1; st) = −sign(st) that exploits mean-reversion
directly. The second strategy, buy-and-hold, is typical of asset management firms;
the investor buys a number of contracts and holds them throughout the investment
period. Clearly, the FLS-PCA system outperforms the index and is able to make a
steady gross profit over time. The zero transaction cost assumption is not particularly
very restrictive, as we expect the strategy not to be dominated by cost, given that we
transact at a relatively low frequency.
For completeness, we have run the remaining proposed strategies in the same ex-
perimental setting as above. Examples of profit/loss for trading strategies R-EWRLS,
AF-R-EWRLS and EWR-TSVD are shown in Fig. (6.9, 6.10, 6.11), respectively. For
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Figure 6.8: Gross percentage results of three competing strategies using FLS algorithm.
δ1 = 0.2 and δ2 = 0.9.
R-EWRLS and EWR-TSVD, the forgetting factors λ1 and λ2 refer to the computation
of the spread and the one step ahead forecast of the spread, respectively, as described
previously. In the case of AF-R-EWRLS, we use the lower threshold parameters λ−1
and λ−2.
6.6 Conclusion
In this chapter we proposed two algorithms to learn from financial time series in
an on-line fashion, and computed a proprietary trading investment algorithm whose
portfolio returns are by construction uncorrelated to the underlying market, in our
case the S&P 500 Index. In order to deal with the latency of the proposed algorithm’s
calculation when the number of explanatory streams is large, we proposed the use
of incremental PCs method. In our application, we only require the extraction of a
small number of features because of the multi-collinearity of the explanatory variables,
hence we gain a computational speed-up in the proposed algorithm’s computation. In
addition, the incremental PCA approach could also be adapted to assign more weight
to recent information. The properties of such forgetting is one topic of our current
research.
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Figure 6.9: Gross percentage results of three competing strategies using R-EWRLS algo-
rithm. λ1 = 0.99 and λ2 = 0.99.
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Figure 6.10: Gross percentage results of three competing strategies using AF-R-EWRLS
algorithm. λ−1 = 0.7 and λ−2 = 0.7.
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Figure 6.11: Gross percentage results of three competing strategies using EWR-TSVD
algorithm. λ1 = 0.99 and λ2 = 0.99.
Finally, we have shown how the proposed techniques can be employed as a building-
block of an algorithmic trading system. Moreover, we point out that our techniques
can potentially be used in other settings and applications, such as predicting co-
evolving data streams with missing or delayed observations, as in Yi et al. [2000].
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Chapter 7
Applications: Temporal Data
Mining and Portfolio Allocation
7.1 Overview
Section 2.4 described the mean-variance methodology developed by Markowitz [1952]
as one of the pillars of financial theory. We noted that the characteristics of the
underlying process generating the distribution of asset prices are not known and it
is common that sample estimates are used instead (SMV approach). These sample
estimates are well justified only if taken over sufficiently large datasets. However, the
non-stationarity of financial data confines this estimation to a limited data window.
Moreover, it is typical that a portfolio consists of a large number of correlated
assets, which makes the mean-variance optimisation task inherently difficult. This
multi-collinearity phenomenon can lead to an ill-conditioned covariance matrix, whose
inversion can lead to numerical instability issues. That is, small changes in the es-
timates of expected returns or correlations estimates can cause a disproportionate
change on the output of the optimisation. In other words, the problem can be seen
as ill-posed (see Hansen [1996]). A number of studies subsequent to Markowitz [1952]
have worked on this problem and have introduced, in some form or another, regular-
isation in the mean-variance optimisation (see Broadie et al. [2007], Ledoit and Wolf
[2003], Still and Kondor [2009]).
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Our objective here is to develop efficient portfolio allocation algorithms that ac-
count for the afore mentioned problems: non-stationarity and the ill-posed nature of
portfolio allocation problems. In this chapter we explore the adaptive R-EWRLS,
AF-R-EWRLS, EWR-TSVD and FLS algorithms introduced in Chapter 4, and we
show how they compare to traditional portfolio allocation techniques when we deploy
them as allocation tools using the link between OLS and mean-variance, described in
Section 2.4.2. All these algorithms have the ability to adapt to the changing charac-
teristics of the financial data through incremental updating estimation schemes. Also,
the algorithms parameterisation allows for performance tuning when the explanatory
power of the predictors changes over time.
Moreover, in order to overcome the ill-posedness of the mean-variance problem,
we reduce the rank of the underlying data using the on-line low rank approximation
described in Section 3.7.2. The on-line update of the SVD (Brand [2002]), used for the
low rank approximation, allows us to reduce the computational time and to minimise
the latency for algorithmic trading.
In the remainder of this chapter, we describe the datasets and continue to illus-
trate the proposed allocation strategies. Analysis on the sensitivity of the algorithms
to perturbation of the parameters and discussions of the experimental results are
provided.
7.2 Data Description
We perform our analysis on two empirical datasets.
The first dataset represents the FX market and we will refer to this as the “FX
dataset”. FX is a market where currencies are traded against each other and fulfils a
number of purposes ranging from currency speculation to cross-border investments.
The FX market consists of spot and forward markets. The spot market represents
transactions of currencies at current market rate and the forward market represents
transactions at a specific date in the future for a pre-agreed price. In the spot mar-
ket, a participant can buy a foreign currency in exchange for the domestic one, at
the current rate set by the market conditions. For example, if the market rate of
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“EUR/USD” is quoted at 1.55 USD, it means that the market participant who wishes
to buy USD has to pay 1 Euro for 1.55 American dollars in exchange.
The FX dataset consists of 19 spot currencies quoted against the American dollar,
as shown in Table (H.1). The data are plotted in Fig. (7.1). For ease of interpretation,
we use the convention “USD/. . . ”, where USD is always the base rate and is read as
“units of foreign currency per 1 USD”. The dataset covers a period of approximately
51
2
years of daily data, from 01/10/2002 to 12/03/2008. The spot data have been
obtained from the “FXHistory” functionality of “OANDA” (Oanda [2008]).
Our second dataset are constituents of DJ Euro Stoxx 50, the Europe’s leading
index of large market capitalisation companies that represent the market leaders in
their respective industry sectors. We refer to this dataset as the “equities dataset”.
These companies are chosen from a pool of countries in the Eurozone (Stoxx [2008]).
The dataset consists of 41 constituents of DJ Euro Stoxx 50, of approximately 5
years of prices, from 21/10/2002 until 13/09/2007. The data have been obtained
from Yahoo!. [2008] and Reuters, and have been adjusted for discontinuities related
to financial events, such as stock splits and bonus issues, according to Yahoo!. [2008]
methodology.
We work on the logarithmic differences of the prices (log-returns, Eq. (2.1)) and
we represent the data in a matrix form,
RT =

r11 · · · rd1
...
...
...
r1T
... rdT
 . (7.1)
7.3 Adaptive Mean-Variance Trading System
We apply the incremental regression techniques of Chapter 4 to robustly optimise
the portfolio weights assigned to two separate portfolios consisting of 19 spot Foreign
Exchange (FX) rates and 41 constituents of DJ Euro Stoxx 50, respectively. We
describe the use of these incremental regression techniques as allocation tools, as
well as the benchmark allocation techniques we evaluate them against, to obtain the
7.3 Adaptive Mean-Variance Trading System 168
0 200 400 600 800 1000 1200 1400 1600 1800 2000
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Spot FX Prices
0 200 400 600 800 1000 1200 1400
0
500
1000
1500
2000
2500
3000
3500
4000
4500
DJ Eurostoxx Constituents Prices
Figure 7.1: Historical prices of the FX and equities datasets. The FX prices have been
arbitrarily scaled to facilitate their representation.
portfolio weights. The methodology of rebalancing the portfolio weights is discussed,
which is the process of updating the fractional allocation of each asset in the portfolio.
We finally offer a number of experimental results and discuss the performance of all
trading strategies for our FX and equities portfolios.
7.3.1 The Allocation Strategies
In this section we briefly describe the proposed allocation strategies alongside the
benchmark strategies. These benchmark strategies are not described in detail as it
is beyond the scope of this analysis and they are well documented in the financial
literature (DeMiguel et al. [2009], Meucci [2005], Perold [1984]). The focus is instead
on how they compare against our proposed incremental regression allocation strategies
for portfolio optimisation.
The benchmark strategies are the Mean-Variance (MV), Minimum Variance
(VAR) and Uniform (NAIVE), described in Section 2.4. We attempt to compare
the benchmark strategies against the following proposed strategies:
• R-EWRLS: We propose the new robust RLS algorithm (see Section 4.2.4), and
using the link between mean-variance with OLS, we perform an on-line robust
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mean-variance portfolio weights optimisation. The inputs at time t are: the
response variable set to 1 and the predictor variables in the low rank approxi-
mation vector of log-returns rt. The low rank approximation of RT (Eq. (7.1))
is implemented by truncating the singular values along the diagonal of Σ matrix
of the SVD (Eq. (3.46)) and is denoted by RkT where k is the matrix rank.
The incremental SVD update algorithm, described in Section 3.7.2, is used to
obtain the SVD of RT .
In particular, we use the regularised version of R-EWRLS, which allows for
trace normalisation and safeguards against “covariance blowup”. This is the
Algorithm detailed in (7), except the last three lines, where now xT is replaced
by rkT and the a priori error is given by
eT = 1− β̂′T−1rkT .
rkT is the last row of RkT and β̂ the estimated portfolio weights vector.
• AF-R-EWRLS: This allocation approach follows the exact same steps at
above, but we now replace the regularised R-EWRLS algorithm by the reg-
ularised AF-R-EWRLS. The latter is given in Algorithm (7).
• EWR-TSVD: A new regularised LS algorithm, the EWR-TSVD (Section 4.4),
is proposed in order to compute the mean-variance portfolio weights. The al-
gorithm combines two techniques, the incremental SVD update and TSVD re-
gression, to perform regularised least squares on-line. The inputs at time t are:
the response variable that is set to 1 and the predictor variables that are the
low rank approximation of the log-returns rt.
We use Lanczos decomposition in the warm-up period to obtain our starting
SVD, and thereafter we update the SVD sequentially using the on-line update
algorithm described in Section 3.7.2. The SVD is then substituted in Eq. (3.33)
to produce the on-line portfolio weights. The EWR-TSVD method becomes
particularly appealing because we can iteratively regularise the solution through
the regularisation constant δ in the filter factors (Eq. (3.32)). We use the
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alternative parameterisation
δ = (1− ν)/ν (7.2)
where ν takes values between zero and unity, when investigating the sensitivity
of the Sharpe ratio to perturbations in the algorithm parameters.
The algorithm is shown in Section 4.4.2. The vector rt is replaced by rkt and y
is set to 1. β̂ represents the estimated portfolio weights vector.
• FLS: We use the time-varying regression algorithm, described in Section 3.4,
and the link between mean-variance and OLS to on-line compute the portfo-
lio weights. The predictor inputs are the most recent vector of the low rank
approximation of the logarithmic returns and the response is set to 1.
The implementation is the same as the Kalman filter (see Appendix F) when
Vω = 1/µ and V = 1 (in the notation of Appendix F). To compute the portfolio
weights β̂, we replace rt by rkt and set y = 1.
7.3.2 Methodology
The aim of this application is to study the above allocation strategies and compare
their performance against the benchmark allocation strategies in an out-of-sample
period. The parameter estimation of the benchmark strategies is achieved by es-
tablishing a sliding window of data Zt = {rkt−W+1, . . . , rkt} where W is the desired
window length. We use this sliding window to obtain estimates for the MV and VAR
cases. The sliding window approach has been advocated by a number of authors (see
for example Raudys and Zliobaite [2005]) because of the dynamic nature of finan-
cial returns data (see Bouchaud [2002] for a comprehensive review of characteristics
of financial time series). Our proposed adaptive trading strategies (R-EWRLS, AF-
R-EWRLS, EWR-TSVD and FLS) only require the vector rkt as they can handle
iterative updates. The portfolio returns of all allocation strategies are computed at
time t for portfolio weights estimated at t− 1. The comparison of the performance of
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the various allocation strategies is measured in terms of Sharpe ratio and maximum
drawdown, described in Section 1.2.2.
The methodology we adapt here is to rebalance the portfolio weights over some
fixed non-overlapping time interval that corresponds to the time window W , the
sliding data window Zt is of dimension W ×d. The methodology of assigning weights
is equivalent to the example of Section 2.4.2, where the risk aversion parameter of Eq.
(2.2) is set to 1. The resulting portfolio weights are normalised by their Euclidean
norm βt/‖βt‖2 and are deployed forward for the next W days. For the benchmark
strategies, this is equivalent of using data of length W to calculate the portfolio
weights and carry them forward for the next W days to compute the portfolio returns.
On the other hand, for the proposed R-EWRLS, AF-R-EWRLS, EWR-TSVD and
FLS strategies, the portfolio weights change on-line, a privilege of their algorithms’
iterative nature. However, for comparative purposes, we use the portfolio weights
estimated at regularly spaced W -length intervals intervals to compute the portfolio
returns for the next W days. Likewise, all methodologies are effectively using W -
length intervals to rebalance the portfolio weights and which facilitates a more realistic
comparison. The analysis is simplified by the assumption of no transaction costs are
associated with such rebalancing. Note that this assumption is reasonable since the
infrequent rebalancing only generates a very small amount of transaction costs.
All the proposed allocation strategies estimate the portfolio weights using past
data, hence the computation of the portfolio returns is naturally out-of-sample. How-
ever, each of the allocation strategies depends on a number of parameters that need
to be optimised. We avoid choosing these parameters in the performance evaluation
period as the results can be subject to overfitting. In this application, we adopt the
simple approach of splitting the dataset into an in-sample period and an out-of-sample
period, and we choose some reasonable parameters for the basis of an exploratory
analysis run over the in-sample period, which is approximately 2 years of daily data
(see Fig. 7.2, 7.3, 7.4, 7.5).
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7.3.3 Exploratory Analysis
We run the back-testing (see Section 1.2.2 for definition) for the spot FX and eq-
uities datasets over a grid of parameters to gain an insight into the sensitivity of
the R-EWRLS, AF-R-EWRLS, EWR-TSVD and FLS portfolio allocation strategies
to perturbation in their parameters. For the R-EWRLS case, we prepare a grid of
regularly spaced values of the low rank approximation k and the forgetting factor λ.
In the case of AF-R-EWRLS, we explore the lower threshold λ− of λt as λ here is
replaced by the adaptive forgetting factor λt. For the EWR-TSVD case, we explore
the low rank approximation k and the mapping ν of the regularisation parameter δ
(see Eq. (4.22)). Finally, the FLS technique, we explore the low rank approximation
k and the mapping δ of the regularisation parameter µ (see Eq. (3.23)). The results
of the exploratory analysis are depicted as heat maps in Fig. (7.2, 7.3, 7.4, 7.5).
Additional output, for different data window W , can be found in Appendix J.
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Figure 7.2: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
R-EWRLS method for our equities (left plot) and FX (right plot) datasets in the in-sample
period. The parameter λ is the forgetting factor and parameter k is used to provide a low
rank approximation of rt. We set W to 250 days.
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Figure 7.3: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
AF-R-EWRLS method for our equities (left plot) and FX (right plot) datasets in the in-
sample period. The parameter λ− is the lower threshold of the forgetting factor and the
parameter k is used to provide a low rank approximation of rt. We set W to 250 days.
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Figure 7.4: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
EWR-TSVD method for our equities (left plot) and FX (right plot) datasets in the in-
sample period. The parameter ν is a mapping (Eq. 7.2) of the regularisation parameter δ
and the parameter k is used to provide a low rank approximation of rt. We set λ to 1 and
W to 250 days.
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Figure 7.5: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
FLS method for our equities (left plot) and FX (right plot) datasets in the in-sample period.
The parameter δ is the mapping (see Section 3.4) of the regularisation parameter µ and the
parameter k is used to provide a low rank approximation of rt. We set W to 250 days.
For the R-EWRLS allocation strategy using the equities data, we note (Fig. (7.2))
that the Sharpe ratio is positive throughout the parameter space. There is an evident
pattern that lower values of k exhibit a higher Sharpe ratio and the difference becomes
more pronounced for higher values of λ. However, as the size of the window W
decreases (Fig. (J.1, J.5)), the best performance is achieved for λ values close to 1
and the Sharpe ratio becomes seemingly invariant to k. For the FX dataset, we note
(Fig. (7.2)) that there are evident structures of higher Sharpe ratio regions in the
parameter space suggesting dependence to the λ and k parameters. In particular, the
best performance is achieved for values of λ approximately between 0.94 and 0.98,
when k is greater than 4. When we decrease the size of the window W , we note a
degradation in performance and a tendency of the Sharpe ratio to become invariant
of k.
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For the AF-R-EWRLS allocation strategy using the equities data (Fig. (7.3)),
performance is very similar to R-EWRLS. It is also worthwhile to note that the lowest
threshold λ− produces the best performance as it allows for the minimum degree of
truncation. Performance is best when λ− is smaller than 0.8 independently of various
k values. Additional output for various W is illustrated in Fig. (J.2, J.6). For the
FX dataset (Fig. (7.3)), performance plots are very similar to the R-EWRLS case.
For the EWR-TSVD allocation strategy, there is a visibly defined structure in the
performance of various parameter combinations (Fig. (7.4)). In particular, when the
parameter ν is smaller than 0.5 (the lowest ν corresponds to the highest regularisa-
tion), it produces the best performance, which is visibly invariant of k. For values
greater than 0.5, the performance starts depending on k; this dependence is more pro-
nounced for higher values of k. However, for values of k approximately smaller than
5, performance is best and is invariant to k throughout the parameter space. As W
decreases (Fig. (J.3, J.7)), performance of the algorithm degrades and the algorithm
becomes less dependent on k. For the FX dataset, performance does not fluctuate for
the majority of the parameter space (Fig. (7.4)). However, the Sharpe ratio seems
to depend on large values of ν, or equally small regularisation values. This pattern is
noticeable in the various heat maps corresponding to different W (Fig. (J.3, J.7)).
The performance of the FLS allocation strategy (Fig. 7.5) exhibits a strong de-
pendence on the regularisation parameter δ for both the equities and FX datasets.
Values of δ approximately larger than 0.4 seem to produce very stable performance
results. Performance is fairly invariant of the paramater k. The performance achieves
its best at δ = 0.2 for the equities datasets and at δ = 0.01 for the FX dataset. As
W decreases (Fig. (J.4, J.8)), performane seems to degrade for both datasets.
Moreover, Fig. (7.6) and (7.7) depict a snapshot example runs of the portfolio
weights for all allocation strategies for FX and equities datasets, respectively. These
plots are displayed simply to illustrate the rebalancing method we examine in this
application. The MV allocation technique has a fairly balanced distribution between
positive (long) and negative (short) weights. The VAR strategy also is fairly evenly
distributed between positive and negative portfolio weights for both datasets. The
R-EWRLS, AF-R-EWRLS, EWR-TSVD and FLS portfolio weights are fairly evenly
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balanced between positive and negative weights for the FX dataset, however, they
are mostly positive for the equities dataset. In hindsight, when looking at the FX
and equities historical prices (Fig. 7.1), we notice that FX prices do not exhibit any
prominent trend, though on the other hand, the equity prices are clearly increasing,
which justifies the weight evolution of the proposed strategies. We also note that the
majority of the portfolio weights of the proposed allocation strategies have the same
numerical sign.
7.3.4 FX Results and Discussion
In Table (7.1), we summarise the results of the FX dataset back-testing for the differ-
ent allocation strategies described in Section 7.3.1. Given the large number of param-
eters and the combinatorial nightmare of choosing values, we opt to arbitrarily set the
parameters to some “reasonable” levels (according to Section 7.3.3 results) in order
to avoid calibrating the algorithms performance to our favour. These parameters do
not necessarily correspond to the best performance observed in the in-sample period
according to our previous analysis and the choices are made before the out-of-sample
back-testing performance is evaluated. The forgetting parameter λ (R-EWRLS) is set
to 0.99 and the lower threshold of λt (AF-R-EWRLS) is set to 0.7. Both the regular-
isation mappings ν (EWR-TSVD) and δ (FLS) are set to 1 (no regularisation). The
rank of the data k is set to 1. The rationale for a low rank is similar to the previous
application, that is the belief that the first few components capture the market factors
that account for most of the variation in the prices (see Shen and Huang [2008] for
connection of principal components to low rank approximation).
Our first observation is that the VAR and NAIVE cases have underperformed the
MV strategy and the latter performs favourably for W = 50 across all allocation
strategies. This is in contrast to DeMiguel et al. [2009] who conclude – based on
equity datasets – that the VAR and NAIVE strategies lead to better performance
than MV. A likely explanation of their finding could be attributed to the “equity
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Method % gain % loss MDD % WT % LT Ann.R. Ann.V. Sharpe
MV 0.340 -0.338 14.668 52.180 47.820 3.904 7.852 0.497
R-EWRLS 0.572 -0.600 33.602 50.905 49.095 -0.874 13.565 -0.064
AF-R-EWRLS 0.591 -0.611 39.744 49.698 50.302 -3.459 13.718 -0.252
EWR-TSVD 0.486 -0.479 17.589 49.363 50.637 -0.622 11.185 -0.056
FLS 0.590 -0.610 28.965 51.241 48.759 1.211 13.085 0.093
VAR 0.447 -0.491 42.28 49.631 50.369 -6.432 13.163 -0.489
NAIVE 0.499 -0.520 41.963 49.095 50.905 -5.028 11.052 -0.455
MV 0.351 -0.377 33.849 51.308 48.692 -0.905 8.385 -0.108
R-EWRLS 0.559 -0.556 17.607 50.973 49.027 3.133 12.542 0.250
AF-R-EWRLS 0.561 -0.577 18.297 51.576 48.424 2.515 12.899 0.195
EWR-TSVD 0.467 -0.463 15.131 51.107 48.893 3.063 10.669 0.287
FLS 0.589 -0.613 23.655 51.576 48.424 1.697 13.073 0.130
VAR 0.421 -0.442 65.127 46.814 53.186 -9.602 10.471 -0.917
NAIVE 0.499 -0.520 41.963 49.095 50.905 -5.028 11.052 -0.455
MV 0.409 -0.423 19.579 52.247 47.753 2.886 9.865 0.293
R-EWRLS 0.552 -0.565 24.301 51.308 48.692 2.099 13.092 0.160
AF-R-EWRLS 0.546 -0.560 22.270 51.375 48.625 2.014 12.899 0.156
EWR-TSVD 0.453 -0.460 15.948 50.503 49.497 0.233 10.708 0.022
FLS 0.604 -0.608 18.308 51.844 48.156 5.076 13.179 0.385
VAR 0.458 -0.491 76.833 47.082 52.918 -11.105 10.889 -1.020
NAIVE 0.499 -0.520 41.963 49.095 50.905 -5.028 11.052 -0.455
Table 7.1: Experimental results obtained using the investment allocation strategies of
Section 7.3.1 on approximately 312 -years of the FX data. Each table assumes that the
portfolio weights are rebalanced once every 50, 150 and 250 days respectively. The rows refer
to the different methodologies discussed earlier in the text, and the columns are summarised
as follows: daily percentage gain, daily percentage loss, maximum drawdown in percentage,
percentage of winning trades, percentage of losing trades, annualised percentage return,
annualised percentage volatility of returns, Sharpe ratio.
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Method % gain % loss MDD % WT % LT Ann.R. Ann.V. Sharpe
MV 0.644 -0.603 38.589 45.198 54.033 -8.702 12.615 -0.690
R-EWRLS 0.750 -0.815 34.474 53.137 46.095 5.732 16.524 0.347
AF-R-EWRLS 0.751 -0.814 23.766 53.649 45.583 8.028 16.507 0.486
EWR-TSVD 0.635 -0.678 28.369 52.753 46.479 5.058 13.909 0.364
FLS 0.743 -0.784 32.308 52.625 46.607 6.488 16.146 0.402
VAR 0.502 -0.494 12.652 53.265 45.967 10.185 10.195 0.999
NAIVE 0.652 -0.657 12.534 55.186 44.046 17.823 13.880 1.284
MV 0.721 -0.678 19.908 50.960 48.271 10.200 14.133 0.722
R-EWRLS 0.766 -0.791 24.871 52.881 46.351 9.764 16.472 0.593
AF-R-EWRLS 0.764 -0.794 14.825 54.545 44.686 15.697 16.439 0.955
EWR-TSVD 0.647 -0.663 12.631 55.442 43.790 17.300 13.809 1.253
FLS 0.746 -0.780 23.766 53.393 45.839 10.342 16.147 0.640
VAR 0.659 -0.579 11.135 52.369 46.863 18.603 12.649 1.471
NAIVE 0.652 -0.657 12.534 55.186 44.046 17.823 13.880 1.284
MV 0.757 -0.703 29.475 49.296 49.808 5.721 14.691 0.389
R-EWRLS 0.779 -0.767 14.729 54.289 44.814 19.925 16.331 1.220
AF-R-EWRLS 0.766 -0.785 14.740 55.314 43.790 20.196 16.340 1.236
EWR-TSVD 0.649 -0.663 12.678 55.186 43.918 16.918 13.837 1.223
FLS 0.781 -0.757 13.822 53.905 45.198 19.919 16.237 1.227
VAR 0.683 -0.686 11.025 55.57 43.534 20.359 14.005 1.454
NAIVE 0.652 -0.657 12.534 55.186 44.046 17.823 13.880 1.284
Table 7.2: Experimental results obtained using the investment allocation strategies of
Section 7.3.1 on approximately 3-years of the equities data. Each table assumes that the
portfolio weights are rebalanced once every 50, 150 and 250 days respectively. The rows refer
to the different methodologies discussed earlier in the text, and the columns are summarised
as follows: daily percentage gain, daily percentage loss, maximum drawdown in percentage,
percentage of winning trades, percentage of losing trades, annualised percentage return,
annualised percentage volatility of returns, Sharpe ratio.
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Figure 7.6: Snapshot of portfolio weights for our FX dataset. λ is set to 0.99 and both δ,
ν are set to 1. We use k = 1 to generate the low rank approximation of rt. We take W to
be 50 days.
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premium” effect (see Section 2.4 for discussion). However, that is not the case for FX
dataset as an analogous premium is not evident (see Fig. (7.1)).
Second, we observe that the VAR and NAIVE strategies have negative portfolio
returns during the out-of-sample period and have throughout underperformed the R-
EWRLS, AF-R-EWRLS, EWR-TSVD and FLS strategies. The proposed strategies
have produced varying portfolio returns across the different W sizes, and in one
occasion the Sharpe ratio reaches the value of 0.39. The winning trades percentage is
over 50 for all proposed allocation strategies, except AF-R-EWRLS and EWR-TSVD
strategies in the case where W = 50.
Third, the R-EWRLS and AF-R-EWRLS strategies perform similarly across all
three back-tests. It is also important to note that AF-R-EWRLS does not need prior
specification of the forgetting factor λ, an attribute that makes it more attractive as
a data mining tool.
We also note that the frequency of the rebalancing, given the W choices, alters the
Sharpe ratio of the proposed strategies. The performance of the strategies, generally,
increases with increasing window size. However, the performance of the VAR strategy
significantly decreases with increasing window size. The VAR strategy for W = 250
window size produced the worst results across all strategies.
Finally, given that R-EWRLS and AF-R-EWRLS employ a sliding window to
compute the scale estimator, as described in Section 4.2.3, we repeat the analysis of
Section 7.3.2 (methodology section) using a sliding window to rebalance the portfolio
allocation to allow for a direct comparison. In other words, the portfolio allocation
is now rebalanced every day for a given W, for MV, R-EWRLS and AF-R-EWRLS
techniques. The analysis is based on the comparison of the Sharpe ratio over a number
of sliding windows. We initially choose the parameters in the in-sample period. The
parameters are not necessarily chosen to provide the best in-sample performance, but
rather to be of reasonable value. The best Sharpe ratios are achieved for a wide range
of parameters and for risk aversion parameter γ = −1. An intuitive and heuristic
way to interpret negative γ is to consider a mean-reversion trading strategy, similar
Chapter 7. Applications: Portfolio Allocation 181
Jan05
-1
-0.5
0
0.5
1
pw MV
Jan05
-1
-0.5
0
0.5
1
pw R-EWRLS
Jan05
-1
-0.5
0
0.5
1
pw AF-R-EWRLS
Jan05
-1
-0.5
0
0.5
1
pw EWR-TSVD
Jan05
-1
-0.5
0
0.5
1
pw FLS
Jan05
-1
-0.5
0
0.5
1
pw VAR
Figure 7.7: Snapshot of portfolio weights for our equities dataset. λ is set to 0.99 and both
δ, ν are set to 1. We use k = 1 to generate the low rank approximation of rt. We take W
to be 50 days.
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Figure 7.8: Sharpe ratio for FX dataset using a uniformly spaced grid of sliding windows. λ
and λ− is set to 0.99 and 0.9, respectively. The parameter k of the low rank approximation
of rt is set to 3.
to the one described in the previous application Chapter (6), when positive/negative
average returns in the short term may indicate that the price has deviated from the
equilibrium and would likely revert to its equilibrium level (see for example Jorion
and Sweeney [1996] for evidence of mean reversion in foreign exchange rates rates).
The results for out-of-sample, as well as the choice of the parameters, are shown in
Fig. (7.8). The results are particularly good for R-EWRLS and AF-R-EWRLS and
clearly outperform MV allocation strategy for any choice of W .
7.3.5 DJ Euro Stoxx 50 Results and Discussion
In Table (7.2) we summarise the results of equities dataset back-testing for the differ-
ent allocation strategies described in Section 7.3.1. The same choices of parameters,
as in the previous Section 7.3.4, apply here as well.
The numerical results are in line with those reported in DeMiguel et al. [2009].
For the equities dataset, we note that none of the allocation techniques presented
here are consistently better than the NAIVE and VAR allocation strategies. All
strategies appear to exhibit similar performance, with the exception of the MV. The
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disappointing (worst) performance by MV coincides with findings of DeMiguel et al.
[2009] and a number of other authors that MV suffers from estimation error in the
expected returns.
We also note that the proposed strategies exhibit a consistent performance, and
although they use a mean-variance allocation technique, they occasionally produce
similar performance to NAIVE and VAR allocation strategies. The performance of
the proposed strategies increases with increasing window size. It may be concluded
that the additional machinery in the proposed algorithms – low rank approximation
and forgetting mechanisms – produced a beneficial outcome over the MV case.
Finally, we repeat the analysis for MV, R-EWRLS and AF-R-EWRLS over a
sliding window to allow for daily rebalancing, similar to the description of the last
paragraph of previous Section 7.3.4. This is to allow for a direct comparison of MV
against R-EWRLS, AF-R-EWRLS since the latter two algorithms employ a sliding
window to compute the scale estimate. Similarly to the previous section, we choose
the parameters in-sample and run the analysis out-of-sample for a grid of equally
spaced sliding windows. The results are presented in Fig. (7.9).
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Figure 7.9: Sharpe ratio for equities dataset using a uniformly spaced grid of sliding
windows.λ and λ− is set to 0.99 and 0.9, respectively. The parameter k of the low rank
approximation of rt is set to 3.
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7.3.6 Additional Experimental Results
In this analysis, we run all proposed algorithms on the FX and equities datasets using
daily rebalancing, similarly as described in the previous sections. The objective here
is to examine the performance of the algorithms over various low rank approximations
of the data and analyse the dependence of the performance on k. In order to establish
the latter, we run all proposed portfolio allocation algorithms over an equally spaced
grid of k parameters. The highest value of k represents the data itself without any
approximation. We also present the MV approach for comparison purposes, where
the MV weights are computed over a sliding window of W = 100. We note that
this analysis is effectively out-of-sample since the computation of portfolio weights is
incremental and no forward information is used.
We illustrate the FX dataset results in Fig. (7.10). The parameters are displayed
in the figure label and the risk aversion parameter γ is set to −1. The parameter
are chosen in-sample, based on the analysis of Section 7.3.4 (see last paragraph and
Fig. (7.8)). The findings are two-fold: first, the Sharpe ratio seems to decrease as
we increase k. This is consistent with the literature that a few features are sufficient
to capture the variations of financial data of the same asset class. This phenomenon
could result from the effect that fewer features reduce the noise of financial data. The
EWR-TSVD performs rather well; it achieves a Sharpe ratio of over 3 for k = 5.
Second, all proposed algorithms outperform the MV approach substantially.
The results of the equities dataset are illustrated in Fig. (7.11). The same com-
ments from the previous analysis on the FX dataset apply here as well. Moreover,
we note that the decreasing trend of the Sharpe ratio for increasing k parameter is
prominent in this analysis. The Sharpe ratio decreases from a high of around 1 to
about 0, as k decreases. Here as well, the proposed strategies outperform the MV
approach for portfolio allocation.
A profit/loss illustration is shown in Fig. (7.12, 7.13) for the FX and equities
datasets, respectively, using k = 3. A snapshot of the portfolio weights for FX
dataset is shown in Fig. (7.14).
Finally, we also re-affirm the conclusion of our previous finding that our algorithms
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Figure 7.10: Sharpe ratio for FX dataset using a uniformly spaced grid of rank k of the
low rank approximation of log returns. λ (R-EWRLS, EWR-TSVD) is set to 0.99, δ (FLS,
EWR-TSVD) is set to 0.1 and λ− is set to 0.7.
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Figure 7.11: Sharpe ratio for equities dataset using a uniformly spaced grid of rank k of
the low rank approximation of log returns. λ (R-EWRLS, EWR-TSVD) is set to 0.99, δ
(FLS, EWR-TSVD) is set to 0.1 and λ− is set to 0.7.
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Figure 7.12: Profit/Loss for FX dataset for all proposed portfolio allocation strategies. λ
(R-EWRLS, EWR-TSVD) is set to 0.99, δ (FLS, EWR-TSVD) is set to 0.1 and λ− is set
to 0.9. The sliding window for MV (mean-variance approach) is 100 days.
are more efficient than the MV approach of batch OLS (see Table (6.2)), where
our algorithms need approximately 0.01 − 0.02 seconds to compute an iteration. In
addition, we note that results of EWRLS and R-EWRLS are not significantly different
for portfolio allocation purposes given that the simplified daily dataset does not have
any outliers, as was also asserted in the experimental results of Section 5.2.2.
7.4 Conclusion
In this chapter we used the OLS link to mean-variance to compute the mean-variance
portfolio weights for various strategies using real data from the FX and equities as-
set classes. A number of methodologies were developed and experimental results
provided. The results were compared with equivalent results from well documented
portfolio allocation methods and explanatory remarks were given.
We devised four portfolio allocation algorithms (R-EWRLS, AF-R-EWRLS, EWR-
TSVD and FLS), and showed that the performance, as measured by the Sharpe ratio,
was predominantly better than the benchmark methods in the out-of-sample period.
The overperformance of the proposed strategies over the MV strategy was striking,
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Figure 7.13: Profit/Loss for FX dataset for all proposed portfolio allocation strategies. λ
(R-EWRLS, EWR-TSVD) is set to 0.99, δ (FLS, EWR-TSVD) is set to 0.1 and λ− is set
to 0.9. The sliding window for MV (mean-variance approach) is 100 days.
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Figure 7.14: Snapshot of portfolio weights with daily rebalancing for the FX dataset. See
Fig. 7.12 for choice of parameters.
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especially considering that the methodologies of the proposed strategies are based on
the same principles. This favorable performance difference could be attributed to the
additional machinery of the proposed strategies: low rank approximation, forgetting
mechanism and regularisation.
The results have three implications: first, the introduction of the robust regu-
larised iterative portfolio allocation algorithms as opposed to the batch approach
for allocation. These algorithms are especially suited to the low latency techniques
applied in algorithmic trading. Second, we have seen that a lower dimensional trans-
formation of the original data or a regularisation technique has, in a number of cases,
beneficial outcomes as evident in the summary of financial statistics. Third, in the
cases of R-EWRLS and AF-R-EWRLS, the algorithms are capable of “robustifying”
the portfolio weights estimation by penalising outliers.
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Chapter 8
Conclusion
8.1 Discussion
In this thesis we develop a number of incremental regression techniques suitable for
data streams. The development of these techniques is motivated in the context of
algorithmic trading, and in general, portfolio allocation to develop efficient, adaptive
and robust techniques suitable for financial data streams. We use these regression
techniques to explicitly develop portfolio allocation algorithms and apply these us-
ing real datasets. Our approach cross-fertilises techniques from adaptive filtering
and statistics to develop these efficient portfolio allocation algorithms, which to our
knowledge, have not previously been used in the literature in this context. Ideas from
mean-variance portfolio allocation and statistical arbitrage are used, and step-wise
methodologies are detailed. Adaptive mean-variance algorithms are established using
a documented link between least squares and mean-variance portfolio allocation, for
which we provide an alternative proof. These algorithms are recursive in nature and
have the ability to regularise on-line through regularisation mechanisms and low rank
approximation ideas.
In the remainder of this chapter we conclude with the contributions of this thesis
to streaming regression as well as to portfolio allocation , and with a discussion of
future work.
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8.1.1 Streaming Regression
We introduce R-EWRLS as a robust adaptive incremental data stream mining tool
that penalises outliers through the use of a robust cost function, described in Chapter
3. The robust cost function is a by-product of the assumption of a hyperbolic secant
type error distribution of the regression error, which is documented in the literature
as a good approximation of the log-returns distribution. The main implication of
this analysis is the development of a robust recursive regression without resorting to
arbitrary gradient techniques. Our algorithm is derived from first principles, and as
noted in Haykin [1996], RLS algorithms have superior tracking abilities to least mean
squares algorithms. In order to establish robustness, a purpose made simulation
engine is constructed that is capable of simulating correlated non-stationary time
series. A number of empirical studies show that R-EWRLS performs favourably in
the presence of outliers.
The R-EWRLS algorithm is further developed by superimposing a self-tuning
adaptive forgetting factor using a stochastic gradient technique, described in Chapter
4. This results in a flexible data stream mining tool that adapts to the variability
of the underlying, possibly non-stationary environment, and is free from the need
of specifying the forgetting factor. Moreover, the adaptive ability of the forgetting
factor provides an extra tool to prevent the regression problem from becoming ill-
posed, which is to say that the algorithm resorts to larger data estimation window
when there is insufficient information content in the data. The algorithm is also
complemented by a trace normalisation technique that prevents from numerical error
accumulation, a problem documented for RLS algorithms.
The EWR-TSVD algorithm is proposed, an incremental regression algorithm that
allows for on-line regularisation, described in Chapter 3. We take advantage of the
TSVD link to ridge regression, documented in Hansen [1987], to carry out regularised
regression on-line by using an iterative SVD update. The algorithm is complemented
by an exponential weighting factor making it suitable for non-stationary environ-
ments.
Finally, we argue that the FLS method for regression with time-varying coefficients
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lends itself as a useful temporal data mining tool. We derive a clear connection
between FLS and the Kalman filter equations and demonstrate how this link enhances
the interpretation of the smoothing parameter featuring in the cost function that FLS
minimizes, and naturally leads to a more efficient algorithm.
It is worth pointing out that these incremental techniques can potentially be used
in other settings and applications, such as predicting co-evolving data streams with
missing or delayed observations, as in Yi et al. [2000].
8.1.2 Portfolio Allocation
We discuss algorithmic trading and how streaming algorithms can be deployed for
portfolio allocation purposes. Two portfolio allocation techniques are identified,
mean-variance and statistical arbitrage, and their efficient deployment is described,
within the context of algorithmic trading using regression techniques. We offer ex-
amples of pairs trading, the simplest case of co-integrating portfolios, and discuss
how this generalises for more assets. The connection between mean-variance and
OLS is discussed and an alternative proof, based on the consistency of the maximum
likelihood estimator, is offered.
The association of RLS algorithms with mean-variance portfolio optimisation and
statistical arbitrage ideas draws upon a vast amount of tools from filtering and sta-
tistical learning theory that can be readily applied in portfolio allocation estimation.
The introduction of robust, adaptive and efficient algorithms offer computational
advantages over traditional batch approaches and are well suited for data streams.
It is noted though that the equivalence of mean-variance holds only in the case of
OLS, when sample estimates are used for mean-variance. However, the addition of
robust, regularised, time-varying estimation makes the estimation more suitable for
non-stationary environments associated with financial data streams. These algorithm
are especially suited to the low latency techniques applied in algorithmic trading.
Moreover, they “robustify” the portfolio weights estimation either through penalising
outliers or regularisation.
In the first application we showed how the proposed regression techniques can
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be employed as a building-block of an algorithmic trading system. A step-by-step
methodology is presented, using real data, to attempt to find a synthetic asset that
resembles the target asset. We reduced the number of explanatory variables with
a linear combination using an incremental PCA technique. The rationale behind
this is that assets are highly correlated and could lead to a rank deficient problem;
then parameter perturbations would destabilise solutions. Finally, the mispricing is
computed and a forecast predicted to determine the desired portfolio rebalancing.
In the second application we showed that R-EWRLS, AF-R-EWRLS, EWR-TSVD
and FLS methods can be used as on-line mean-variance allocation tools. This allows
us to devise adaptive on-line mean-variance allocations that accommodate on-line
regularisation either directly (FLS and EWR-TSVD since TSVD is equivalent to
ridge regression) or through a low rank approximation of the input data. In many
instances, the new allocation techniques performed better than standard and well
documented allocation techniques deployed as benchmarks.
8.2 Future Work
There are a number of aspects of the incremental regression techniques, described
in Chapter 3, that we could extend and the following discussion points out a few
general directions and related work that could be explored in the future. For instance,
the regularisation parameter δ in EWR-TSVD could be replaced by a time-varying
parameter using an adaptive estimation technique. This could be done either by
superimposing a stochastic gradient technique similar to AF-R-EWRLS or by using
an analysis to detect the rank with a power method similarly to Hua et al. [2001].
Thorpe and Scharf [1995] also develop procedures to shape the rank of least squares
estimators. Such analysis to reveals the rank of the data can help construct an
adaptive regularisation parameter. It can also shed light to the specification of the
µ regularisation parameter of the FLS methodology. It is worth noting that the
regularisation parameter could also be established using a convenient graphical tool,
known as L-curve (see Chapter 4 of Hansen [1996]). The L-curve is explored in
Appendix G, in an portfolio allocation context.
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In addition, an on-line variable selection can improve estimation through a sparse
regression coefficient’s solution. Ideas from regularised regression, such as Least Angle
Regression, Lasso and Elastic Net (see Efron et al. [2004], Tibshirani [1996], Zou
and Hastie [2005], respectively) could be used to allow for variable selection. These
techniques are particularly useful when the number of predictors is much greater than
the number of observations. Algorithms have recently been developed to efficiently
compute these regressions. See for instance Angelosante and Giannakis [2009].
Ultimately, we would like to employ all proposed regression techniques in a unified
framework, similar to the AdaBoost proposed by Freund and Schapire [1995]. Ad-
aBoost uses a multiplicative weight update technique to derive a boosting algorithm.
Boosting refers to the problem of combining a number of predictions to devise a
very accurate prediction rule. The simple strategy results in a dramatic performance
improvement according to Friedman et al. [2000].
There are several aspects of the statistical arbitrage methodology presented in
Section 6.4 that can be further improved upon. The problem of feature selection
is an important one. In Section 6.4 the allocation strategy relies on a set of 432
constituents of the S&P 500 price index under the assumption that they explain
the daily movements in the target asset. These explanatory data streams could be
selected automatically, perhaps even dynamically, from a very large basket of streams,
on the basis of their similarity to the target asset. This line of investigation relates
to the correlation detection problem for data streams, a well studied and recurrent
issue in temporal data mining. For instance, Guha et al. [2003] propose an algorithm
that aims at detecting linear correlation between multiple streams. At the core of
their approach is a technique for approximating the SVD of a large matrix by using
a matrix of smaller size, at a given accuracy level; the SVD is then periodically and
randomly re-computed over time, as more data points arrive. The SPIRIT system
for streaming pattern detection of Papadimitriou et al. [2005] and Sun et al. [2006]
incrementally finds correlations and hidden variables summarising the key trends in
the entire stream collection.
Of course, deciding on what similarity measure to adopt in order to measure how
close explanatory and target assets are is not an easy task, and is indeed a much
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debated issue (see, for instance, Gavrilov et al. [2000]). For instance, Shasha and Zhu
[2004] adopt a sliding window model and an Euclidean distance similarity measure
for streams. Their StatStream system can be used to detect pairs of financial time
series with high correlation, among many available data streams. Cole et al. [2005]
combine several techniques (random projections, grid structures, and others) in order
to compute Pearson correlation coefficients between data streams. Other measures,
such as dynamic time warping, have also been suggested (Capitani and Ciaccia [2005]).
Real-time feature selection can be complemented by feature extraction. In our
portfolio allocation methodology, for instance, we incrementally reduce the original
space of 432 explanatory streams to a handful of dimensions using an on-line version
of PCA. Other dynamic dimensionality reduction models, such as incremental inde-
pendent component analysis (Basalyga and Rattray [2004]) or non-linear manifold
learning (Law et al. [2004]), as well as on-line clustering methods, could potentially
offer useful alternatives. Another candidate would be sparse PCA (Zou et al. [2006]).
Efficient ways to induce PCA sparsity can be achieved using the soft thresholding
technique (see Donoho [1995] for definition of soft thresholding).
Our simulation results have shown gross portfolio returns and we have assumed
that transaction costs are negligible. Better trading rules that explicitly model the
mean-reverting behaviour (or other patterns) of the mispricing data stream and ac-
count for transaction costs, as in Carcano et al. [2005], can be considered. The trading
rule can also be modified so that trades are placed only when the mispricing is, in ab-
solute value, greater than a certain threshold, as in Vidyamurthy [2004]. In a realistic
scenario, rather than trading one asset only, the investor would build a portfolio of
models; the resulting system may be optimised using measures that capture both the
forecasting and financial capabilities of the system, as in Towers and Burgess [2001].
Finally, these adaptive mean-variance allocation techniques can be extended to
account for transaction costs, as this becomes more significant for increasing trading
frequency. Sparse techniques have been recently advocated for portfolio optimisa-
tion by Broadie et al. [2007], D’Aspremont [2007]. Broadie et al. [2007] conjectures
that soft thresholding techniques (see Donoho [1995]) can be used to compute sparse
solutions and reduce the effect of transactions costs.
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Appendix A
Constrained Mean - Variance
Analysis
Recall, that the Markowitz approach is associated to d securities whose portfolio
returns are normally distributed with mean µ ∈ Rd and covariance matrix Σ ∈ Rd×d.
The portfolio weights w are subject to a budget constraint w′1 = 1.
The classic optimisation problem is quadratic with inequality constraints. This
can be solved analytically when the inequalities are replaced by equalities (e.g., Perold
[1984]).
A.1 Mean-Variance Problem with Constraints - A Special
Case
Assume that an investor wishes to compute the optimal weights of his portfolio subject
to linear constraints. These constraints may involve liquidity constraints or simply
risk control restrictions on the position of the ith asset.
Consider the quadratic problem wrt w
minimise
1
2
w′Σw −w′µ
s.t. Aw ≤ γ, γ ∈ Rr
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where A ∈ Rr×d are the portfolio weights constraints matrix and the objective function
can be written as
g(λ) = inf
w∈Rd
(
1
2
w′Σw −w′µ− λ′(Aw − γ)
)
. (A.1)
The necessary and sufficient condition for optimality are
• Aŵ ≤ γ - Primal Feasibility
• λ̂ ≥ 0 - Dual Feasibility
• f(ŵ, λ̂) = minw∈Rd f(w, λ̂) - Lagrangian Optimality
• (λ̂)′(Aw − γ) = 0 - Complimentary Slackness.
By direct calculations, we obtain that
w = Σ−1(µ− A′λ)
and substituting in Eq. (A.1), we obtain
g(λ) = −1
2
λ′AΣ−1A′λ− 1
2
λ′Σ−1λ− λ′(γ − AΣ−1µ). (A.2)
Setting
P = AΣ−1A, ν = (γ − AΣ−1λ).
and ignoring the constant term 1
2
λ′Σ−1λ, and after some direct algebraic manipula-
tions, we obtain the dual representation problem
minimise
1
2
λ′Pλ− λ′ν
s.t. λ ≥ 0
Therefore, the optimal solution to the primal problem is given by
ŵ = Σ−1(µ− A′λ̂), (A.3)
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where λ̂ is the solution of the dual problem.
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Appendix B
Projection Theorem
The following result is found in Aubin [1979].
Lemma B.0.1 Let U be a Hilbert space equipped with the norm ||y||, and let Y be a
subset of the convex set K. Then, the quadratic functional
f(y) =
1
2
||y − u||2, u ∈ K
has a unique minimal solution y ∈ Y .
Proof Define the following minimisation problem
α = inf
y∈Y
f(y)
where f(y) = 1
2
||y − u||2 and notice that the optimal set is given by the level set
S(f, λ) = {y|f(y) ≤ λ}
which is equal to
⋂
λ>α S(f, λ). Define λ = α +
1
n
and let sn = supy,z∈S ||y − z||. In
order to prove y is minimal solution, i.e.
⋂
n S(f, λ) = {y}, it is sufficient to show
that sn → 0. From the following identity, we have
||y − z||2 = 2||y − u||2 + 2||z − u||2 − ||y + z − 2u||2
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= 4
(
f(y) + f(z)− 2f
(
y + z
2
))
.
From convexity of y+z
2
in Y , we have that ||y − z||2 ≤ (λ− α) and thus the diameter
δn of S(f, λ) obeys the following inequality
δn = ||y − z|| ≤ 2
√
2
√
λn − α = 2
√
2
1√
n
which converges to 0.
200
Appendix C
Ill-Posed Problems and Tikhonov
Regularisation
C.1 Ill Problems and Regularisation
The least squares problem is ill-posed. We are given an insufficient amount of in-
formation in the observation matrix X to reconstruct the response y using a vector
of weights β. Insufficient information about the signal is due to the uncertainty the
noise of X presents. Consider the least squares problem
min
β
‖y −Xβ‖22
where the matrix X is possibly rank deficient (see e.g., Hansen [1996]). The singular
values of X decay very fast to zero, and may be rank deficient if they do not satisfy
σj > κ ≥ σj+1, j = 1, . . . , d for sufficiently large κ. The solution to the least squares
problem requires matrix inversion and the inversion of rank deficient matrices leads
to ill-conditioned problems, this is to say that a small perturbation of the inputs leads
to a large change in the solution.
A widely used method to overcome ill-conditioned problems is the Tikhonov regu-
larisation (Hansen [1996]). The latter method introduces a priori knowledge δ‖Bβ‖22
in the objective function and turns the least squares minimisation into a weighted
Appendix C. Ill-Posed Problems and Tikhonov Regularisation 201
sum of two objective functions, namely
‖y −Xβ‖22 + δ‖Bβ‖22 (C.1)
for a suitably chosen matrix B. The term δ is the regularisation parameter. Eq. (C.1)
can be posed as a constrained optimisation problem
min
β
‖y −Xβ‖22
s.t. ‖Bβ‖22 ≤ γ.
In the statistical literature, the solution β̂ to the above problem is called the ridge
estimate (see Bjorck [1996], Hastie et al. [2001]).
C.2 The Effective Number of Parameters
When choosing a regularisation parameter δ in Eq. (C.1), we essentially alter the
accuracy of the prediction. A meaningful quantity to assess the prediction accuracy
with regard to the magnitude of the δ is the number of effective parameters. The
latter quantity is used instead of the actual number of parameters.
A direct formulation of the effective number of parameters is based on the filter
factors (see Bjorck [1996]). Suppose the eigenvalues of the d × d matrix B = X ′X
are given by λ1, . . . , λd, and are ordered in decreasing order. Then, the trace of the
matrix
deff = trace
(
X(B + δId)−1X ′
)
,
or equivalently the sum of the filter factors
deff =
d∑
i=1
λi
λi + δ
,
is called the effective number of parameters.
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Appendix D
Techniques for Dimensionality
Reduction
D.1 Principal Component Analysis
D.1.1 Algebraic Properties
Principal component analysis (PCA) attempts to find a linear combination α that
maximises the covariance matrix Σ of the d-dimensional random variable α′x . In
order to find such combination, we consider maximising Var(α′Σα) subject to the
constraint α′α = 1, where α is a d-dimensional vector. The norm constraint limits
the vector α from growing indefinitely, since the variance depends on both the norm
and the orientation of the vector α.
One aim of the Principal Components (PCs) is to reduce the dimensionality of a
dataset of correlated variables, by projecting onto a subset of new variables that are
orthogonal to each other. These variables are presented in a decreasing order of the
variance fraction they account for, that is
Var(α′1x) ≥ Var(α′1x) ≥ . . . ≥ Var(α′dx).
The use of principal component analysis can be traced back to the papers of Pearson
[1901] and Hotelling [1933], which in turn is based on the singular value decomposi-
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tion (SVD) methodology developed independently, in the 19th century, by a number
of authors (see Jolliffe [1986] for a comprehensive historical discussion). Moreover, a
landmark paper of Rao [1964] sheds light on the interpretation of principal compo-
nents and offers novel ideas for its potential applications.
In order to outline how the principal components are derived, we briefly review
the mathematics around eigenvalues and eigenvectors. For a symmetric matrix, such
as the covariance matrix Σ, an orthogonal basis can be found by computing the
eigenvalues and eigenvectors. The solution to αj, j = 1, . . . , d, known also as
principal directions, is given by the eigenvectors Vj corresponding to the eigenvalues
λj of the covariance matrix Σ, where λ1 ≥ λ2 ≥, . . . ,≥ λd. The eigenvalues λj and
eigenvectors Vj are solutions of the equation
ΣVj = λjVj and V
′
jVj = 1. (D.1)
The eigenvalues can be found as the solutions of the characteristic equation given
by |Σ − λId| = 0, where | · | denotes the determinant and Id the identity matrix of
dimension d.
For a real symmetric matrix, all λj are real and Vj can be chosen to be real. More-
over, the vectors Vi, Vj are orthogonal for any i 6= j (see Jolliffe [1986] for algebraic
properties of population and sample principal components and Rao Radhakrishna
[1973] for eigenvalues and reduction of matrices).
Setting the eigenvalues λ1 ≥ . . . ≥ λd as the elements of the diagonal matrix Λ,
we can rewrite Eq. (D.1) as follows
ΣV = ΛV and V ′V = Id. (D.2)
By direct manipulations, we obtain the following formula as a consequence of the
eigenvectors orthogonality
Σ = V ΛV ′,
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known as the spectral decomposition of Σ
Σ = λ1V1V
′
1 + . . .+ λdVdV
′
d .
The principal component idea is captured by the following property: assume there
is an orthonormal linear transformation A of x such that y = A′x, where y is a k-
dimensional vector and A′ is k× d matrix. Then, tr(Σ) is maximised when A = V1:k,
where V1:k are the first k columns of V . The tr(Σ) is respectively minimised when
A = Vk:d. (see Chapter 2 of Jolliffe [1986] for proofs). The transformation V
′
1:kx is
known as principal components (PCs).
It can be easily shown by the Lagrange technique that the linear combination α′x
that maximises Var(α′x) = α′Σα, subject to the constraint α′α = 1 is given by
(Σ−λId)α = 0, which is simply the characteristic equation of Σ. Hence, we conclude
that the first principal direction α coincides with the eigenvector V1 corresponding to
the largest eigenvalue λ1.
The sample covariance matrix S is commonly used as an estimate of the population
covariance matrix Σ and most of the algebraic properties of the PCs based on Σ are the
same as if they were based on S (see Jolliffe [1986]). In order to ease the notation load
of the chapter, we will use the same notation for the spectral decomposition whether
it refers to the population covariance matrix Σ or the sample covariance matrix S.
For the results of this thesis, the sample covariance matrix is used throughout when
dimensionality reduction is required.
D.1.2 Singular Value Decomposition and Principal Components
The singular value decomposition (SVD) of the n× d observation matrix X is given
by X = UDV ′, where U is a n×d orthonormal matrix spanning the columns of X, V
is a d× d orthonormal matrix spanning the rows of X and D is a d× d diagonal ma-
trix with the singular values as diagonal entries. The observed (centered) covariance
matrix can be written equivalently as 1
n
X ′X = 1
n
V DU ′UDV ′ = 1
n
V D2V ′, which is
simply the spectral decomposition of X ′X, up to a factor 1
n
. Therefore, the columns
of V are the eigenvectors of X ′X and correspond to the principal directions of the ob-
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served covariance matrix, S, up to the proportionality constant 1
n
(for computational
algorithms of SVD, see Golub and Loan [1996], Lawson and Hanson [1974]). The
columns of V are also called the principal directions used to compute the principal
components, as described in the previous section.
D.1.3 Low Rank Matrix Approximation
The low rank approximation of a n × d matrix X is implemented by truncating the
diagonal D matrix of the SVD (Eq. (3.46)) of X, where n denotes the last data point.
In on-line data applications, n denotes the most up to date information of the data
stream.
In particular, we retain the r singular values corresponding to the required r
eigenvectors and set the remaining diagonal elements of D to 0. The truncated
diagonal matrix Dr is given
Dr =
(
K 0
0 0
)
K =

σ1 0 · · ·
0
. . . · · ·
...
... σr

which in turn gives the truncated SVD solution (Hansen [1987])
Xr = UDrV.
D.1.4 PCA/SVD and Least Squares Estimation
The PCA/SVD techniques are often applied in least squares estimation when two
or more regressors exhibit high correlation. Multi-collinearity may result in impre-
cise information about the population regression coefficients (Hastie et al. [2001]).
PCA/SVD alleviate that problem by projecting the dataset to an orthogonal set.
Moreover, PCA/SVD are used in factor analysis, a technique used to describe the
variability of observed variables by using a number of unobserved (latent) variables
called factors. In a follow up chapter, we introduce an iterative least squares algorithm
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that uses SVD to describe the variability of a system. The following text provides
introductory ground of the use of PCA/SVD in least squares estimation.
The PCA/SVD technique is typically used in least squares estimation when, for
instance, the variables are interrelated (multi-collinearity) or when there are more
variables than samples (under-determined systems) and a dimensionality reduction is
needed to alleviate numerical issues. The number of components can be determined
from the magnitude of the eigenvalues. Typically, clustered eigenvalues of small mag-
nitude may point to the fact that a few principal components consist mainly of noise
and the problem may be rank deficient. In practical situations, it is often seen that
the number of variables is reduced before a decomposition is deployed Jolliffe [1972].
It is often useful to discard variables that would potentially complicate the estimation
or provide redundant additional information.
The linear least squares problem ‖y−Xβ‖22 of estimating the response variable y
given values of X, where y is a n× 1 vector, can be written using the singular value
decomposition of X as
ŷ = Xβ̂ = X(X ′X)−1Xy
ŷ = UDV ′(V D2V ′)−1V DU ′y
ŷ = UDV ′V D−2V ′V DU ′y.
But since V ′V = Id due to orthogonality, we deduce
ŷ = Xβ̂ = UU ′y
where U ′y is simply the new co-ordinates of y in the transformed space, characterised
by the basis U .
D.1.5 Principal Components and Subset Selection
In many real data applications, increasing model complexity does not always lead
to a decrease in the training error, where training error is the prediction error of
the sample used to fit the data, known as the training sample. Usually the training
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error is not a good estimate of the test error, the estimated prediction error of an
independent sample. In subset selection, we are interested to find the best subset
of variables that will produce the best test error. Subset selection problems can be
classified as either supervised or unsupervised.
In supervised learning, we are interested in predicting the response measurement
yi given a set of predictor variables xi = {xi1, . . . , xid} over the training sample
(x1, y1), . . . , (xn, yn) where the pair xi and y are known. The supervisor can then
compare the prediction of the “student” against the correct answer and/or provide an
error associated with the prediction given a choice of a loss function.
The PCA, on the other hand, is an unsupervised learning technique. The aim is to
to find low-dimensional manifolds of high dimensional data that provide information
about the association of the variables. This is achieved by least squares minimisation
of the reconstruction error (see Hastie et al. [2001]). Jolliffe [1972, 1973] suggests an
unsupervised PCA method by choosing a subset of principal components based on a
measure of correlation between variables and empirical cut-off points.
Alternatively, a visual representation such as Scree plot (see Jolliffe [1986]) can
be deployed to determine the desired dimension reduction based on an empirical
threshold of the cumulative proportion of variance accounted by the first kth principal
components. The latter technique deploys a property of the spectral decomposition,
which states that the total variation of the covariance matrix S is the sum of the
eigenvalues
d∑
j=1
λj = tr(S),
and that the proportion which is accounted for by the first k components is
k∑
j=1
λj/ tr(S).
On the other side, supervised principal components Bair et al. [2006] analysis is
concerned with finding those predictors that are most associated to y. The associa-
tion is established by computing the univariate regression coefficients of the predictors.
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The predictor is then discarded if the coefficient does not exceed a required threshold
θ estimated by cross-validation. Then, a reduced matrix is constructed consisting
only of those predictors that satisfy the threshold requirement and the principal com-
ponents of the matrix are computed. Finally, the resulting principal components are
used to predict the outcome.
In Golub et al. [1979], the authors examine the method of generalised cross-
validation (GCV) to obtain a good estimate for ridge regression, and show that it
can also be used for subset selection, and truncated SVD methods for regression.
Moreover, they show that GCV asymptotically coincides with the Akaike criterion
(Akaike [1974]). They attribute this observation to a discussion with E. Parzen that
preceded the analysis of Golub et al. [1979]. Additional literature on subset selection
methods using PCA include McCabe [1984] who introduces the principal variables
algorithm and Krzanowski [1987] who describes a form of cross-validation.
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Appendix E
Matrix Inverse
Let A and B be Rd×d matrices. The inverse of A is denoted as A−1 and satisfies
AA−1 = Id, subject to the condition that is not singular. A useful property of the
inverse is that the inverse of the product of two matrices is the reverse product of the
inverses
(AB)−1 = B−1A−1.
Moreover, the inverse of the transpose is the transpose of the inverse
(A′)−1 = (A−1)′.
By direct manipulation, it also follows that the inverse can be written as
A−1 = B−1 − B−1 + A−1
A−1 = B−1 + A−1(Id − AB−1)
A−1 = B−1 − A−1(A− B)B−1.
From the above identity follows the matrix inversion or Sherman-Morrison-Woodbury
lemma that provides a convenient representation of the inverse of
A = B−1 + CD−1C ′
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for C and D being Rd×k and Rk×d matrices, respectively. According to matrix inver-
sion lemma, the inverse of A−1 can be written as
A−1 = B − BC(D + C ′BC)−1C ′B. (E.1)
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Appendix F
Kalman Filter
The Kalman filter (Kalman [1960]) is a powerful method for the estimation of βt in
the linear state-space model of Section 4.3.2. In order to establish the connection
between FLS and KF, we derive an alternative and self-contained proof of the KF
recursions that make no assumptions on the distributions of t and ωt. We have
found related proofs of such recursions that do not rely on probabilistic assumptions,
as in Kalman [1960] and Eubank [2006]. In comparison with these, we believe that
our derivation is simpler and does not involve matrix inversions, which serves our
purposes well.
We start with some definitions and notation. At time t, we denote by β̂t the
estimate of βt and by ŷt+1 = E(yt+1) the one-step forecast of yt+1, where E(.) denotes
expectation. The variance of yt+1 is known as the one-step forecast variance and is
denoted by Qt = Var(yt+1). The one-step forecast error is defined as et = yt −E(yt).
We also define the covariance matrix of βt − β̂t as Pt and the covariance matrix of
βt− β̂t−1 as Rt and we write Cov(βt− β̂t) = Pt and Cov(βt− β̂t−1) = Rt. With these
definitions, and assuming linearity of the system, we can see that, at time t− 1
Rt = Pt−1 + Vω
ŷt = x
′
tβ̂t−1
Qt = x
′
tRtxt + V
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where Pt−1 and β̂t−1 are assumed known. The KF gives recursive updating equations
for Pt and β̂t as functions of Pt−1 and β̂t−1.
Suppose we wish to obtain an estimator of βt that is linear in yt, that is β̂t =
at +Ktyt, for some at and Kt (to be specified later). Then we can write
β̂t = a
∗
t +Ktet (F.1)
with et = yt − x′tβ̂t−1. We will show that for some Kt, if β̂t is required to minimise
the sum of squares
C =
T∑
t=1
(yt − x′tβt)2 (F.2)
then a∗t = β̂t−1. To prove this, write Y = (y1, . . . , yT )
′, X = (x′1, . . . ,x
′
T )
′, B =
(β′1, . . . ,β
′
T )
′, E = (e1, . . . , eT )′ and
K =

K1 0 · · · 0
0 K2 · · · 0
...
...
. . .
...
0 0 · · · KT
 .
Then we can write (F.2) as
C ≡ C(B) = (Y −XB)′(Y −XB)
and B̂ = A∗+KE , where A∗ = ((a∗1)′, . . . , (a∗T )′)′. We will show that A∗ = B∗, where
B∗ = (β̂′0, . . . , β̂
′
T−1)
′. With the above B̂, the sum of squares can be written as
S(B̂) = (Y −XA∗ −XKE)′(Y −XA∗ −XKE)
= (Y −XA∗)′(Y −XA∗)− 2(Y −XA∗)′XKE
+E ′K ′X ′XKE
which is minimised when Y −XA∗ is minimised or when E(Y −XA∗) = 0, leading
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to A∗ = B∗ as required. Thus, a∗t = β̂t−1 and from (F.1) we have
β̂t = β̂t−1 +Ktet (F.3)
for some value of Kt to be defined. From the definition of Pt, we have that
Pt = Cov(βt − (β̂t−1 +Kt(x′tβt + t − x′tβ̂t−1)))
= Cov((Id −Ktx′t)(βt − β̂t−1)−Ktt)
= (Id −Ktx′t)Rt(Id − xtK ′t) + VKtK ′t
= Rt −Ktx′tRt −RtxtK ′t +QtKtK ′t. (F.4)
Now, we can choose Kt that minimises
E
(
(βt − β̂t)′(βt − β̂t)
)
which is the same as minimising the trace of Pt, and thus Kt is the solution of the
matrix equation
∂trace(Pt)
∂Kt
= −2(x′tRt)′ + 2QtKt = 0
where ∂trace(Pt)/∂Kt denotes the partial derivative of the trace of Pt with respect
to Kt. Solving the above equation we obtain Kt = Rtxt/Qt. The quantity Kt, also
known as the Kalman gain, is optimal in the sense that among all linear estimators
β̂t, (F.3) minimises E
(
(βt − β̂t)′(βt − β̂t)
)
. With Kt = Rtxt/Qt, from (F.4) the
minimum covariance matrix Pt becomes
Pt = Rt −QtKtK ′t (F.5)
Appendix F. Kalman Filter 214
The KF consists of equations (F.3) and (F.5), together with
Kt = Rtxt/Qt
Rt = Pt−1 + Vω
Qt = x
′
tRtxt + V
et = yt − x′tβ̂t−1.
Initial values for β̂0 and P0 have to be placed; usually we set β̂0 = 0 and P
−1
0 = 0.
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Appendix G
L-efficient frontier
G.1 The L-curve Method
The L-curve is a graphical tool in the log-scale, that depicts the trade-off between
the log squared error ‖y − Xβ‖22 and the log regularisation term δ‖Bβ‖22, where X
and B are matrices of appropriate size. It is a practical tool for discrete ill-posed
problems that provides information about the bias-variance tradeoff by varying the
regularisation parameter. The continuous L-curve has a characteristic shape that
looks like “L” when the regularisation term is plotted in the y-axis.
The L-curve plays a significant role in the analysis of discrete ill-posed problems.
It defines the feasible region and indicates a choice of regularisation parameter. In
particular, it has been observed (see Vapnik, pg. 532) that a good regularisation
parameter lies at the co-ordinates of the corner point.
G.2 Example
This example makes reference to Chapter 7 and should be read in conjunction. As-
sume an investor who wishes to gain exposure in FX markets listed in Table (H.1)
and wants to investigate the out-of-sample performance of his allocation rule using
the following regularised least squares approach
β̂ = (R′R− δId)−1R′1d.
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The allocation strategy is effectively the sample based mean-variance approach when
δ is 0.
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Figure G.1: The panel above depicts the surface plot between the sample estimates of
the portfolio returns, against the regularisation parameter (see Appendix G). The left plot
(in-sample) refers to the ML estimates of portfolio returns computed using portfolio weights
estimated in the training set, and the right plot refers to ML estimates cross-validated in
the test dataset (out-of sample). The mean and variance estimates are annualised, and in
% format. The efficient frontier is reduced to the SMV approach, when ‖δId‖22 = 0.
The logarithmic returns matrix of the FX dataset, described in Section 7.2, is
arbitrarily split into 10 subsets of the same dimension. We randomise the order of
the subsets, and choose seven subsets that are stacked into a matrix to form the
in-sample period. The remaining three subsets form the out-of-sample period. We
fit the above regression equation (see Fig. (G.4)) to the in-sample data to obtain
the normalised portfolio weights β̂‖β̂‖2 for a grid of δ values. We assume that the
investor retains these weights throughout the out-of-sample period and that there are
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Figure G.2: The above panel refers to the mean-variance efficient frontier using sample
mean-variance estimates for the in-sample and out-of-sample periods (left and right panels,
respectively). The mean and variance estimates are annualised, and in % format.
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Figure G.3: The above panel refers to the Sharpe ratio (using sample mean-variance esti-
mates for the in-sample and out-of-sample periods (left and right plots, respectively). The
Sharpe ratio is annualised, and in % format. Here, we assume that the risk-free rate is 0.
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no transaction costs. The assumption of zero transaction costs is not unrealistic, since
the allocation strategy holds the same allocation weights throughout, as opposed to a
more dynamic allocation strategy that requires frequent rebalancing, hence accruing a
potentially substantial amount of transaction costs. We calculate the portfolio returns
daily as described in Section 1.2.2.
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Figure G.4: The above panel refers to the Tikhonov regularised solution of portfolio weights
of the example (G.2), computed on the in-sample FX data. The graph demonstrates the
flattening effect of portfolio weights as δ increases.
The experimental results are presented in Appendix G. Figures (G.1, G.2, G.3)
clearly display that although the most efficient allocation strategies for the in-sample
period are constructed when ‖δI‖22 → 0, this is evidently not the case on the out-of-
sample period. In contrast, the best allocation strategies are achieved when ‖δI‖22 is
large enough. The results re-assert the conclusion of Best and Grauer [1991] that the
mean-variance portfolio weights are extremely sensitive to changes in the estimation
of the expected returns.
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Appendix H
FX Spot Assets
Acronym Currency
EUR Euro
ARS Argentinian Peso
AUS Australian Dollar
BRL Brazilian Real
GBP British Sterling
CAD Canadian Dollar
CLP Chilean Peso
EGP Egyptian Pound
INR Indian Rupee
JPY Japanese Yen
MXN Mexican Peso
MAD Moroccan Dirham
NZD New Zealand Dollar
NOK Norwegian Kroner
RUB Russian Rouble
ZAR South African Rand
KRW South Korean Won
CHF Swiss Franc
TRL Turkish Lira
Table H.1: List of spot Foreign Exchange (FX) currencies. All currencies are quoted against
USD (American Dollar), e.g., EUR per 1 USD.
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Appendix I
Numerical Results of Simulations
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Figure I.1: See description in Fig. (5.2). Here, we set the fraction f of the number of
outliers with respect to the time points to 1%. Moreover, we increase the volatility σ to 20.
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Figure I.2: See description in Fig. (I.1). Here we use instead the R-EWRLS algorithm to
generate the coefficient dynamics.
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Figure I.3: Histograms of the gross Sharpe ratio for the EWRLS allocation strategy gener-
ated by the simulation engine described in Section 5.1. The simulation represents 100 runs
of 10000 time points (see left panel of Fig. (5.9)) and each of the simulation is repeated for
different noise levels σ ({0, 2, 6, 8, 10}). The vertical red solid line represents the average
Sharpe ratio of the runs. The forgetting factor λ is set to 1.
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Figure I.4: Histograms of the gross Sharpe ratio for the R-EWRLS allocation strategy
generated by the simulation engine described in Section 5.1. The simulation represents 100
runs of 10000 time points (see left panel of Fig. (5.9)) and each of the simulation is repeated
for different noise levels σ ({0, 2, 6, 8, 10}). The vertical red solid line represents the average
Sharpe ratio of the runs. The forgetting factor λ is set to 1.
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Figure I.5: Histograms of the gross out-of-sample Sharpe ratio for the batch SMV alloca-
tion strategy generated by the simulation engine described in Section 5.1. The simulation
represents 100 runs of 10000 time points (see left panel of Fig. (5.9)) and each of the sim-
ulation is repeated for different noise levels σ ({0, 2, 6, 8, 10}). The vertical red solid line
represents the average Sharpe ratio of the runs. The forgetting factor λ is set to 1.
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Figure I.6: Histograms of the gross Sharpe ratio for the EWRLS allocation strategy gener-
ated by the simulation engine described in Section 5.1. The simulated data are subjected to
large random observations/outliers as shown in the right panel of Fig. (5.9). The simulation
represents 100 runs of 10000 time points and each of the simulation is repeated for different
noise levels (σ = {0, 2, 6, 8, 10}). The vertical red solid line represents the average Sharpe
ratio of the runs. The forgetting factor λ is set to 1.
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Figure I.7: Histograms of the gross Sharpe ratio for the R-EWRLS allocation strategy gen-
erated by the simulation engine described in Section 5.1. The simulated data are subjected
to large random observations/outliers as shown in the right panel of Fig. (5.9). The simu-
lation represents 100 runs of 10000 time points and each of the simulation is repeated for
different noise levels (σ = {0, 2, 6, 8, 10}). The vertical red solid line represents the average
Sharpe ratio of the runs. The forgetting factor λ is set to 1.
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Figure I.8: Histograms of the gross out-of-sample Sharpe ratio for the batch SMV allocation
strategy generated by the simulation engine described in Section 5.1. The simulated data
are subjected to large random observations/outliers as shown in the right panel of Fig.
(5.9). The simulation represents 100 runs of 10000 time points and each of the simulation is
repeated for different noise levels (σ = {0, 2, 6, 8, 10}). The vertical red solid line represents
the average Sharpe ratio of the runs. The forgetting factor λ is set to 1.
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Additional Numerical Results of
Applications
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Figure J.1: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
R-EWRLS method for our equities (left plot) and FX (right plot) datasets in the in-sample
period. The parameter λ is the forgetting factor and parameter k is used to provide a low
rank approximation of rt. We set W to 50 days.
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Figure J.2: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
AF-R-EWRLS method for our equities (left plot) and FX (right plot) datasets in the in-
sample period. The parameter λ− is the lower threshold of the forgetting factor and the
parameter k is used to provide a low rank approximation of rt. We set W to 50 days.
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Figure J.3: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
EWR-TSVD method for our equities (left plot) and FX (right plot) datasets in the in-
sample period. The parameter ν is a mapping (Eq. 7.2) of the regularisation parameter δ
and the parameter k is used to provide a low rank approximation of rt. We set λ to 1 and
W to 50 days.
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Figure J.4: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
FLS method for our equities (left plot) and FX (right plot) datasets in the in-sample period.
The parameter δ is the mapping (see Section 3.4) of the regularisation parameter µ and the
parameter k is used to provide a low rank approximation of rt. We set W to 50 days.
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Figure J.5: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
R-EWRLS method for our equities (left plot) and FX (right plot) datasets in the in-sample
period. The parameter λ is the forgetting factor and parameter k is used to provide a low
rank approximation of rt. We set W to 150 days.
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Figure J.6: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
AF-R-EWRLS method for our equities (left plot) and FX (right plot) datasets in the in-
sample period. The parameter λ− is the lower threshold of the forgetting factor and the
parameter k is used to provide a low rank approximation of rt. We set W to 150 days.
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Figure J.7: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
EWR-TSVD method for our equities (left plot) and FX (right plot) datasets in the in-
sample period. The parameter ν is a mapping (Eq. 7.2) of the regularisation parameter δ
and the parameter k is used to provide a low rank approximation of rt. We set λ to 1 and
W to 150 days.
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Figure J.8: Sensitivity of the gross Sharpe ratio to pertubation of the parameters of the
FLS method for our equities (left plot) and FX (right plot) datasets in the in-sample period.
The parameter δ is the mapping (see Section 3.4) of the regularisation parameter µ and the
parameter k is used to provide a low rank approximation of rt. We set W to 150 days.
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