We present an approach for the integrated design of materials, products, and design processes. The approach is based on the use of reusable interaction patterns to model design processes, and the consideration of design process decisions using the value of information metrics. The approach is presented using a multifunctional energetic structural materials (MESM) design example. The design objectives in the example include sufficient strength and energy release capabilities. The design is carried out by using simulation models at different scales that model different aspects of the system. Preliminary results from the application of the approach to the MESM design problem are discussed. In this paper, we show that the integrated design of materials and products can be carried out more efficiently by considering the design of design processes.
1
FRAME OF REFERENCE
Multiscale materials design
Multiscale design involves accounting for all aspects of systems from lower length and time scales to higher scales, throughout the lifecycle in order to make risk informed design decisions at all scales. Materials design is a very interesting example of multiscale design where phenomena at various scales such as quantum scale, micro-scale, and macro-scale influence the performance of both the material and the overall product (also referred to as the system). A distinguishing feature of materials design is that the models at each scale may not be well-developed or have a high degree of uncertainty.
Integrated design of materials and products is increasingly being adopted by designers due to the potential to fulfill requirements that are not possible with material selection only [1] . Design of materials increases a designers' freedom, but also increases the complexity of design processes. Due to the highly coupled nature of these problems, some of the key challenges in multiscale design include uncertainty, design process configuration, evolving simulation models, and design space exploration efficiency. An overview of the challenges in modeling and design of multiscale systems is presented in [2] , with a special emphasis on materials design. We address the general challenges in multiscale design by developing a robust, simulation-based strategy for design of multiscale systems in Refs. [3; 2] . Since the complexity of problem limits robust design exploration, it is important to consider ways to appropriately simplify design processes in a manner that does not affect final product performance. Hence, the fundamental concepts behind our strategy include: a) making decisions that are robust to noise factors, uncertainty in design variables, uncertainty inherent to simulation models, and uncertainty propagated throughout the design process, and b) systematic accounting of design process level decisions, which is also referred to as meta-design. The robust design part of the strategy is discussed in detail in [3] [4] [5] . In this paper, we focus mainly on the second element -meta-design in the context of simulation-based integrated design of materials and products.
Although multiscale design processes are complex due to coupling between decisions and simulation models, not all couplings are critical for a designer interested in making satisficing decisions [6] . Design-process related decisions such as "which couplings between decisions and simulation models are important from a decision making standpoint ?", and " what level of refinement of a simulation model is good enough for design decision making?" play an important role in the design of multiscale systems. In other words, complex multiscale systems should be designed with explicit consideration of such design process related decisions. Hence, designing the design processes (meta-design) is an essential component in the strategy for designing complex multiscale systems, particularly for systems with high degree of nonlinearity, uncertainty and dependence upon initial conditions, as is the case with materials design.
In this paper, we integrate the design of design processes with the design of materials and products. The approach for meta-design consists of two key components: a) use of interaction based patterns for modeling design processes, and b) use of value-of-information based metrics for making design-process level decisions such as determining the right level of simulation model refinement, appropriateness of consideration of couplings in decisions and simulation models. The overall approach is embodied in a Robust Multiscale Design Exploration Method (RMS-DEM) which is detailed in [7] . In this paper, we present preliminary results in the context of a specific problem involving the design of Multifunctional Energetic Structural Materials (MESMs). An overview of the design problem is presented in Section 1.2. The simulation models used to generate information about the material and system behavior are discussed in Section 2. The two components of the strategy and their application to the design problem are discussed in Section 3. The results are discussed in Section 0. Closing thoughts are presented in Section 5.
Multifunctional Energetic Structural Material
Design Example An example of a material design problem is the design of multifunctional materials for energetic applications. Thermite mixtures are multiphase mixtures of metal and metal-oxide or intermetallic powders, often with a binder phase. They represent an effective means to store available energy. When elevated in temperature or subjected to a shock loading environment, this energy can be released with exothermic, self-sustaining reactions. A certain level of porosity in the mixture promotes shock-induced reaction initiation, as dynamic plasticity and void collapse engender substantial local temperature rise (hot spots). In addition to reactivity, strength is desirable for storage of these materials for various energy applications. Accordingly, safe handling of these materials during transportation or storage demands certain multifunctional requirements of combined strength and resistance to reaction initiation, as shown in Figure 1 . We may therefore regard the resulting materials as so-called Multifunctional Energetic Structural Materials (MESMs).
In the design of MESMs, multiscale analytical, experimental and computational tools are employed to engineer the MESMs from micro-to nano-scales and evaluate their performance. Ab initio and molecular dynamics calculations are conducted to estimate the equation of state for the individual constituents and to explore both temperatureand stress-induced initiation of reactions in MESMs. These calculations provide information to mesoscale continuum dynamic simulations of shock wave propagation through energetic material mixtures composed of discrete particles that are characteristic of actual material microstructures. In addition to providing statistics regarding probability of reaction initiation, results of these continuum hydrocode calculations are then homogenized into equivalent nonequilibrium (extended irreversible thermodynamics) models for pressure-and temperature-dependent mechanical behavior, as well as temperature-induced reaction initiation and propagation.
Effectively, bridges between models at multiple length and time scales are created to analyze both energetic materials and energetic structural materials, in close connection with companion experiments. The objective is to achieve desired performance at the system level (e.g., a reinforced MESM). Overall system performance is a function of the reinforced energetic material behavior, which depends on the material properties. Material properties in turn depend on reinforcement strategy, microscale interfaces between the mixture and reinforcement, as well as interfaces between constituent particles in the mixture. Properties at micro-scale interfaces depend on nanoscale interactions of lattices of constituents and at reactant interfaces. This hierarchy must be considered when designing energetic material systems at multiple scales. This results in a greater coupling in the design, thereby increasing problem complexity. Although design complexity is a challenge in multiscale design, the advantage of designing products and materials at multiple scales is increased design freedom (i.e., greater flexibility in configuring the system to achieve desired behavior), which enables designers to achieve better performance. For example, by designing energetic materials concurrently with the containment systems, designers have more options for customizing the containment concept, as well as mass and size of containers, by employing custom-designed MESMs.
The design problem is formulated as a coupled materialsproduct design decision using the compromise Decision Support Problem (cDSP) construct [8; 9] . The cDSP for the problem is shown in Table 1 , and consists of four key blocksa) given, b) find, c) satisfy, and d) minimize. The "given" block captures the information available to designers for decision making, which includes the available simulation models that generate information about the system's behavior at different scales and a designers' preferences for container performance. The preference for the objectives is expressed in terms of utility functions. Different objectives can be considered. For example, we might wish to maximize strength of the storage container and minimize probability of reaction initiation as a lower bound on the loading conditions. On the other hand, we might also ask the complementary question of how severe the loading conditions must be in order to promote full reaction of the MESM. These two scenarios effectively give bounds on behavior. The former problem is not as strongly multiscale as it requires primarily assessments based on discrete particle simulations since there is not reaction propagation to consider. Of more direct interest to this work is the latter scenario in which we set an objective of complete reaction, since it requires both discrete particle simulations and nonequilibrium equivalent continuum models at different length scales to be exercised; it is therefore of strong multiscale character.
Accordingly we assume that the designer's preferences are associated with two functional characteristicsmaximizing a) the strength of the system (container and MESM), and b) the reaction propagation of MESM properties. An indicator of the strength is used in this paper to simplify the design problem. This indicator is the overall deformation achieved by the container system (MESM) in a Taylor impact test (details are provided in Section 2.3). Similarly, an indicator for reaction propagation of MESM is used as a functional response. This indicator is the amount of reaction products (iron, in this material system) accumulated at a specified time after the shock starts. Utility functions are specified for both the responses. These utility functions are ideally generated based on a designer's preferences. In this specific problem, the utility functions are generated based on some assumed performance targets. The actual details of utility values affect the final solution but not the application of design method.
The cDSP shown in Table 1 is based on robust design formulation where, in addition to achieving target performance, the objective is also to minimize the deviation in performance. Hence, in addition to the preferences for target achievement of the two response values, designers also have preferences for the deviation in these target values. These preferences for deviation in performance are important in the design problem due to the need for making decisions that are robust to variation in performance of the material. The variation in performance can be due to various factors such as inherent randomness in material properties, imprecision in simulation models, and the imprecision introduced due to simplification of design processes.
In the "find" section of the cDSP, information about the design variables is captured that designers can control in order to satisfy the design objectives. The design variables are related to both the material and the container being designed. The material related variables include size of aluminum and Fe 2 O 3 particles, size of voids, and the volume fraction of voids. The product related design variable is the amount of MESM stored in the container. This design variable indicates the size of the container. All the other variables associated with the product and the materials are fixed. 
The "satisfy" section in the cDSP captures the information about bounds on design variables, any problem constraints, and the design goals. In this case, the goals are related to achieving targets (=1) for utilities. The "Minimize" section captures the overall objective function to be minimized, which in this case is a weighted combination of the deviation of goals from targets.
Since the design problem involves deciding both the material design variables and the product design variables, the problem involves the integrated design of products and materials. In this problem, the product is the container for MESM. The decisions about products and materials are coupled because both decisions impact the deformation and reaction behaviors of the complete product-material system. Further, both material and product decisions require multiple simulation models that exchange information among each other. The simulation models are also coupled with each other. These couplings between decisions and the simulation models increase the complexity of the complete design problem. However, we reiterate that not all couplings are important from a decision making standpoint. Some couplings have a significant effect on a designer's decisions whereas others have only a small effect. Hence, this problem presents a need for determining which couplings can be eliminated from the design processes such that the information is generated and utilized in an efficient manner, thereby supporting effective decision-making. The efficiency and effectiveness of utilization of information is one of the main aspects of designing design processes. Hence, in addition the problem of integrated decisions about products and materials shown in Figure 2 , designers should also make decisions about the design processes in an integrated manner. We limit our discussion on designing design processes in this paper to determining which couplings (between decisions and simulation models) are important from a decision making standpoint. Having discussed the design problem, we now proceed to discuss the details of simulation models used for solving the design problem. In order to solve the design problem presented in Section 1.2, we rely on three models -particle-level shock simulation (micro-level), non-equilibrium mixture theory model (continuum level), and container level model (system level) as shown in Figure 3 . The particle level shock simulation model is used to model the effect of various material parameters on the overall material properties. The material properties are captured in the Equation Of State (EOS) parameters and the reaction initiation temperature. The EOS parameters are used in the system level model to predict the strength characteristics and the reaction initiation temperature is used in the nonequilibrium theory model to predict the energy release characteristics of the material. The flow of information between these models, the design variables, and the responses are shown in Figure 3 . The details of these three models are discussed in Sections 2.1, 2.2, and 2.3 respectively. The flow of information between these three models is discussed in 2.4. 
Particle Level Shock Simulation Model (PSSM)
The PSSM is a microscale finite element simulation that provides spatial resolution of the coupled thermal, mechanical, and chemical responses at the particle level during shock compaction. The model is developed by Austin and co-authors [10; 11] . The details of the model are adapted from the authors' publications. This model is used to understand the effect of changing size of constituent particles (aluminum and iron-oxide), volume fractions, spatial arrangements or correlations, particle locations in space, and different loading conditions on the overall properties of the material. The model is used to predict the average temperature at hot spots, equation of state properties of the material, the size of hot spots, and the number of reaction sites. The hot spots are regions at the interface of aluminum and iron oxide particles where the reaction initiates. The inputs and outputs of the model are shown in Figure 4 . Some details of the model are discussed next.
The first step in the PSSM is the generation of synthetic microstructures, based on experimental data. Information obtained from microscopy of the material is used to generate size distribution of the particles and voids, for given volume fractions, which is a lognormal distribution [11] . Experimental data is also used to generate nearest-neighborhood distributions of particles. This information about size and particle distributions is used to randomly generate discrete sets of micron-scale particles (aluminum particles, iron oxide agglomerates, and voids). The particle size is controlled based on the mean and variance values of particle sizes observed from the microscopic images and the generation of number of particles is controlled by the prescribed volume fractions of the Statistical Volume Element (SVE) under consideration. The distribution of particles in the SVE is controlled by the nearest neighborhood distributions. Since the 3-D structure is modeled as a 2-D structure with circular particles, a small amount of overlap is permitted. The remaining part of the SVE is filled with epoxy. After the particle structure is generated, the next step is to perform numerical simulation using finite element techniques. In this model, shock waves are propagated through the reactive particle systems to understand the thermo-mechanical conditions that lead to reaction initiation. The simulation is performed using an Eulerian hydrocode Raven developed by Benson [13] . The boundary conditions on the SVE are shown in Figure 5 . The shock propagation phenomenon is idealized as a 1-D shock wave. A compressive shock wave is propagated through the mixture by applying a Lagrangian velocity boundary condition to the left surface of the SVE. The velocity of particle is represented with a symbol 'Up'. Symmetry planes serve as Lagrangian boundary conditions for the top and bottom surface of the model. A fixed Lagrangian boundary condition is imposed on the right hand side surface. The simulation is carried out until the shock wave propagates 95% of the SVE to avoid wave reflections. The material properties are modeled in terms of the hydrostatic and deviatoric components of stress-strain response. The modeling details are discussed in Refs. [10; 12] .
Particle

Non-equilibrium Thermodynamics Mixture
Model (NTMM) In the non-equilibrium thermodynamics mixture model employed here, shock-induced chemical reactions in aluminum and iron-oxide mixtures are modeled in the context of non-equilibrium continuum thermodynamics, in which both thermo-chemical and mechano-chemical processes are accommodated [14] . The discussion in this section is adapted from [15] . The constitutive model and the conservation equation are formulated by introducing a combination of internal state variables and extended irreversible state variables. The internal state variables are mass fractions of reactants and products, and void contents. The extended irreversible state variables include chemical reaction rate, heat flux, and pore collapse flux. The irreversibility of these processes are implied in the nonnegative entropy production rate (i.e., the second law of thermodynamics) and their contribution to the dissipation. Relaxation times during to the duration of the chemical initiation and sustained reactions are in the range of 100-200 nano-seconds. A uniformly blended mixture theory is used to describe the porous mixture. The chemical reaction of the constituents is described as - Conservation equations, constitutive models, and chemical reaction equations are described in detail in [14] . The simulation model is implemented in MATLAB ® . The example is shown in Figure 6 . Top, bottom, and right boundary conditions are fixed and initial loading (σ yy ) is applied on the left boundary. The relevant output of this analysis is the amount of chemical reaction in the material system. In order to assess the amount of chemical reaction, the parameter to be captured is mass fraction of Fe, since it is the product of the chemical reaction. In this study, we calculate the sum of the predicted mass fraction of Fe at all nodes in the finite difference meshes in the non-equilibrium thermodynamic mixture model at 300 nano-seconds after the initial loading. This parameter is called as the accumulated mass fraction of Fe (acFe) in this paper. 
Figure 7 -Inputs and outputs for mixture theory model
As a summary, the simulation model is a non-equilibrium thermodynamic model incorporating shock-induced chemical reactions. In this model, void collapse flux, chemical reaction flux, heat flux and associated relaxation times in the constitutive models are included, which explains the delayed initiation and sustained chemical reaction. However, reaction initiation conditions in the model are assumed and these reaction initiation criteria must be obtained from the micron scale model, microscale discrete particle mixture model. The inputs and outputs for the simulation model are shown in Figure 7 . The discussion of flow of information between the models is presented in Section 2.4. Note that the details of the simulation models are beyond the scope of this paper. The non-equilibrium simulation code is executed for different values of the volume fraction of constituents and average temperature of hot spots. A response surface of accumulated iron is generated as a function of the inputs for the models, and used in the design exploration.
Container-Level Simulation Model (CSM)
The first two material models presented in Sections 2.1 and 2.2 predict the performance of a shocked energetic material. The models facilitate understanding the effects of changing composition and morphology of material on the overall material properties. In contrast to these material level models, the container model is a system level model that allows designers to vary the system level parameters such as system dimensions, impact velocity, container shape, etc. It is noted that the container may be either an external structure encapsulating the energetic material or an integrated reinforcement structure such as a cellular material filled with energetic material. The objective of the container level model is to simulate the effect of these system parameters on the overall system performance. The overall performance constitutes the reaction initiation, propagation and the strength of the system. The reaction initiation behavior of the material is modeled in the particle shock simulation model (see section 2.1) and the reaction propagation behavior is discussed in the context of non-equilibrium mixture model (see section 2.2). In addition to the reaction behavior, another important requirement for the container is the ability to withstand loads that result from impact during transportation or storage. The ability to withstand impact loading is a function of the strength of the overall system, which depends on the dimensions of the container, the amount of MESMs included, the angle of impact, and the material properties. The loads generated during the impact also depend on the properties of the impacting body. Hence, different containers should ideally be designed for different impact scenarios. Since the system level simulation (full container) model is under development at this time, a simplified model, for the purpose of this paper, is developed in LS-DYNA® to incorporate the effect of system level parameters on the strength of the overall system. This simplified model is discussed in this section. 
Figure 8 -Inputs and outputs for container level model
The simplified model developed for this paper is used to simulate a Taylor Impact test [17; 18] , which provides an indication of the container strength, albeit somewhat indirectly, by measuring the degree of permanent deformation and damage upon high velocity normal impact on a rigid anvil. It might represent, for example, a crash scenario. In the Taylor Impact test, a cylindrical container is given an initial velocity and impacted against a rigid wall. Due to the impact, the container with MESM deforms into a 'mushroom' shape. The amount of deformation depends on the material properties, the initial velocity and the container dimensions, and configuration. In the simulation model developed for this paper, the cylindrical container consists of an outer hollow steel shell filled with the MESM material which is to be designed.
The outer diameter of the steel cylinder is fixed at 50mm. The length of the container is fixed at 100 mm. The inner diameter of the steel shell is a design variable and is assumed to vary between [10 46 ] mm. The impact velocity is fixed to 1000 m/sec, an extreme crash velocity for purposes of illustration. This container is impacted against a rigid wall. The impact is simulated using the explicit Finite Element code in LS-DYNA. The deformation of the container is measured after a predefined fixed time (t = 5 µs in this case), since the impact velocity is not varied. The maximum radius of the deformed shape is measured. This maximum radius of the deformed shape is an indicator of the strength of the container. The inputs and outputs for the model are shown in Figure 8 .
The container level model is based on elastic-plastic behavior of steel. The behavior of the MESM material is modeled as a combination of the hydrostatic and deviatoric behavior. The hydrostatic behavior is modeled using a Gruneisen Equation of State (see the description of Gruneisen EOS in Section 2.4.1). The devatoric behavior of the material is modeled using the experimental data reported by Patel [19] . For the Taylor Impact model developed in this paper, the deviatoric behavior of the model is assumed to be the same for different values of material parameters, such as the size of constituent particles, volume fraction of voids, etc. for the sake of simplicity in preliminary design; clearly, deviatoric behavior is strongly sensitive to microstructure and will be modeled in more detail in later work. The variation in material properties is incorporated in the model by considering the changes in material's hydrostatic behavior -i.e., the changes in parameters of the Equation of State. Note that the container level model used in this paper is substantially simplified.
Linkage Between the Three Material
Simulation Models
Linkage between the PSSM and NTMM
The performance of the reactive particle systems is evaluated based on a) the number of sites per unit volume at which reaction initiates during shock propagation, b) the average temperature at the hot spots, and c) the hydrostatic behavior of the overall mixture. Reaction initiation is possible where the reactants are in intimate contact. The initiation of reaction is characterized by unbounded growth of hot spots that develop at reactant interfaces due to the heat liberated by exothermic chemical reactions. The reaction initiation predicted using the shock simulation model is at the microscale level, which differs from reaction propagation, which occurs at a macroscopic level. Reaction propagation is not predicted using the particle shock simulation model. The prediction of reaction initiation conditions is based on the Merzhanov criterion [20] , which determines conditions by which the thermal explosion of hot spots occur when the heat generated by chemical reaction is greater than the heat conduction to the surroundings. The factors affecting the reaction initiation criterion include the temperature at the hot spots, the temperature of the hot spot surroundings, and the size of the hot spots. The maximum number of reaction initiation sites over a statistical volume is calculated along different time steps representing the shock propagation. Two of the outputs of the particle shock simulation are a) the temperature at various points in the domain and b) the size of hot spots. The temperature at various hot spots along with the area of hot spots is used to calculate the area weighted average of the hot spot temperature as follows:
where, n is the number of hot spots, T is temperature of a hot spot, and A is size of a hot spot. It is assumed that the main criterion for determining chemical reaction initiation is temperature. Note that this is an approximation of the reaction initiation criterion. This weighted average of temperature is calculated at the time step when the first reaction starts anywhere in the domain. In Figure 9 , hot spots where reaction is initiated are illustrated in a temperature distribution profile at the time when the first reaction starts. For example, the temperature profile shown in Figure 9 is captured at 0.66 nano-seconds when the first reaction initiation hot spots (i.e., three spots) appear. The critical temperature at which chemical reaction will be initiated is the average of the hot spot temperatures with weighting by the spot sizes; this weighted average temperature is the input parameter in the NTMM as the reaction initiation condition. The average hot spot temperature is used in the non-equilibrium thermodynamic mixture model discussed in Section 2.2. The PSSM is also used to determine the parameters in the constitutive model of the MESM used in the CSM. The constitutive model parameters are functions of microstructure of the particles and represent effective (homogenized) material properties. The constitutive model used here for the mixture is Gruneisen Equation of State (EOS). An equation of state describes the relationship between the pressure, mass density, and internal energy of a material, e.g., P = P(ρ, e) [11] . Since the operating conditions of the material lie in the high pressure range, simple linear elastic relations are unsuitable. In such conditions, Gruneisen EOS is widely used. Due to the complexity, the details of Gruneisen EOS are not presented here. Interested readers are pointed to [11] . The only point of relevance in the discussion of this paper is that the parameters for Gruneisen EOS can be calculated by performing a linear regression on shock wave speed-particle speed data. The slope (S) and intercept (C) of this regression line are used in the Gruneisen EOS model for the material. These two parameters are useful in the material model in container level simulation. As a summary, the inputs and outputs of the simulation code for the sake of design are shown in Figure 4 . The simulation code is executed at various points in the design space using design of experiments techniques. The variation in response due to changing material morphology is captured by generating different particle distributions and executing the model multiple times at a given point in the design space (which is specified by the values of design variables).
In summary, the information flow between the models is shown in Figure 3 . The first model discussed is a particle shock simulation model. The inputs of the simulation model include volume fraction of various constituents (Aluminum, Iron Oxide, Epoxy, and Voids) and the size distribution of these particles. The outputs of this model include the number of reaction sites, the average size of hotspots, average temperature at reaction initiation, and the parameters for Gruneisen EOS of the mixture.
The average temperature of reaction initiation is used as a reaction initiation criterion for the non-equilibrium mixture theory model (see section 2.2). The average hot spot temperature, in association with the volume fraction of constituents is used to predict the amount of accumulated reaction products, which is an indicator of the extent of reaction propagation. The average hot spot temperature is used to account for the changing material parameters and their morphology in the reaction propagation behavior. The Gruneisen EOS, which is an output from the particle shock simulation, is used as an input for the container level simulation for accounting for the evolving material properties in the system level simulation. The output of the container level simulation is the deformation achieved in the Taylor Impact test. Hence, the three models combined together can be used to predict the strength properties (through deformation from the container level model) and the reaction properties (through the accumulated reaction products from the mixture theory model).
DESIGNING THE MATERIAL, PRODUCT AND DESIGN PROCESSES USING THE PROPOSED APPROACH
In this section, we apply the integrated design strategy to the materials design problem. As mentioned in Section 1.1, the two key components of the approach include using interaction patterns for modeling design processes and using value-ofinformation based metrics for making design process decisions. These two aspects of the approach are discussed in Sections 3.1 and 3.2 respectively. The results from this approach are presented in Section 0.
Modeling Design Processes Using Interaction
Patterns One of the two key components in the proposed approach is to model design processes using reusable patterns. Nine interaction patterns developed for modeling simulation-based design processes are shown in Figure 10 . The interaction patterns are based on the flow of information between two simulation models or between two decisions. The patterns are organized in a matrix, whose rows are a) information flow between simulation models, b) information flow between decisions, and c) multifunctional decisions. The columns of the matrix are a) independent interaction, b) dependent interaction, and c) coupled interaction. The interaction patterns are labeled from P1 through P9. In this paper, we consider the interaction patterns that consist of two process elements interacting with each other, but the same principles extend to processes where more than two components interact. For example, the problem discussed in this paper involves three models that exchange information with each other.
Simulation model interaction patterns for the design problem under consideration
The flow of information between the simulation models is highlighted in Figure 3 . Based on this information flow, the interactions between the particle shock simulation and the container level simulation is sequential, i.e., Pattern P2. Similarly, the interaction between the particle level shock simulation and the non equilibrium mixture theory model is also sequential, i.e., Pattern P2. The patterns are highlighted in Figure 11 . 
Figure 11 -Sequential information flow between the simulation-models represented as interaction pattern P2
A sequential interaction pattern can be simplified into an independent interaction pattern if, instead of utilizing the output of the first model into the second model, the input of the second model is set to a constant value. The constant value may be the average value of the output from the first model. For example, in the case of interaction between the particle shock simulation (first model) and the container level model (second model), the output from the first model is a set of parameters for the equation of state of the material. By varying the inputs of the particle shock simulation, the values of the parameters change. These parameters are used in the container level model to model the effect of varying material properties. If the interaction pattern between the two models is changed to an independent interaction pattern, an average set of values for the equation of state parameters are set as the inputs to container level simulation. Hence, the output of the container level simulation (deformation) is only a function of the container level parameters. Physically, this means that the changes in material properties are ignored during the calculation of deformation. The scenario where the interaction between particle shock simulation and the container level simulation is simplified from pattern P2 to pattern P1 is shown in Figure 12 . In the figure, the sequential interaction between particle shock simulation and the non-equilibrium mixture theory model is preserved. Following the same logic, four different combinations of interaction patterns between models can be generated. The scenario where both the interaction patterns are simplified from pattern P2 to pattern P1 is shown in Figure 13 . 
Decision interaction patterns for the design problem under consideration
Analogous to the interaction patterns between simulation models, the decisions about product and material are also associated with interaction patterns (P4 for independent, P5 for sequential and P6 for coupled). Ideally, the decisions about the material and the container should be made in a coupled fashion because the design variables associated with both products and materials affect the overall system performance. Various processes can be used to make decisions in a coupled fashion. One such process is to make decisions individually and iterate until the solution converges to a single design point. The coupled nature of design decisions and the solution using an iterative process is shown in Figure 14 The decision patterns can also be simplified into a sequential interaction pattern where the decision about container (product) level parameters are decided upon first by assuming a set of values for material level design variables. The container level parameters are then utilized for making decisions about the material. This interaction pattern assumes that the effect of material parameters on the container parameters is insignificant but the effect of container level on the material level parameters is significant. This sequential decision making corresponds to the interaction pattern P5 and is shown in Figure 15 . The sequence of decisions can also be reversed by making the material level decision first and then using the information about material level parameters to decide upon the product level parameters. This sequential flow of information also corresponds to pattern P5. Finally, the two decisions can also be made in an independent fashion as shown in Figure 16 . Hence, there are four different configurations in which the decisions about product and material can be made (coupled, sequential with material decision first, sequential with product decision first, and independent decision).
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Meta-Design Decisions Using Value of Information based Metric
Note that in Section 3.1, four interaction patterns for simulation models are shown along with four separate interaction patterns for the simulation models. These interaction patterns for simulation models and decisions can be combined together because the simulation models are used to make decisions. At the design process level, designers need to make two decisions:
a) Which interaction pattern should be used for decisions? b) Which interaction pattern should be used for the simulation models? These two process level decisions are also coupled with each other. The choice of simulation model interactions determines which decision interaction pattern is appropriate and vice versa. Since there are four different types of model interaction patterns and four different types of decision interaction patterns, we have a total of 16 alternatives for the decision related to simplification of design process. These 16 design process related alternatives are labeled A through G in a matrix form in Figure 17 . Each row in the matrix corresponds to a specific model interaction pattern and each column corresponds to a specific decision interaction pattern. Each cell in the matrix corresponds to a unique combination of model and simulation interaction patterns.
In the proposed approach, a value of information metric [2] is used for making design process related decisions. "Value of information" refers to the benefit of additional information due to preserved couplings. This metric quantifies the impact of additional information on a designer's decision making capability and is measured as the difference between maximum payoff that can be achieved using the information and the minimum payoff achieved at the decision point without the information. Higher values of value of information metric indicate that there is a large possibility of improvement in the decision through addition of more information, whereas the values close to zero indicate that there is very little benefit that can be achieved in the quality of decision by adding more information. In the context of this section, addition of information is equivalent to moving from decoupled patterns to coupled patterns. Comparing two patterns (see Figure 10 ) such as P2 (sequential interaction) and P3 (coupled interaction), including the coupling in P3, we are adding information about the system that is not accounted for in P2. If the expected value of this added information is greater than certain threshold value, pattern P3 should be used instead of P2. This metric is used as a basis for making design process related decisions. 
Figure 18 -Conceptual description of value of information in simplified models
Consider a scenario shown in Figure 18 , where the horizontal axis is the value of design variable and the vertical axis is the corresponding payoff that is achieved by selecting the design variable. The design variable can be some physical dimensions that a designer has control over, whereas the payoff represents profit, which depends on system behavior such as performance, strength, and cost. A designer's objective is to maximize the payoff by appropriate selection of the design variable value. The solid line represents the actual system behavior and the dashed line represents the system behavior predicted by the simulation model. The difference in actual and predicted behavior is due to the inaccuracy in the model. In Figure 18 , it is assumed that the decision is characterized by absence of uncertainty, only imprecision due to the inaccuracy in the simulation model.
Referring to Figure 8 , if a designer makes a decision using only the simulation model, the decision point is X2, because it maximizes the payoff based on the predicted behavior. However a designer would have selected decision point -X1 if the actual (real) behavior of the system were known (by using a perfect model). Hence, the value of using the perfect model over simpler model is the difference in payoff actually achieved by using the exact model. It is important to note that the value of information is evaluated using the difference in payoff using the actual system behavior. This value of information metric is used to select appropriate design process patterns. The results are presented in Section 0.
RESULTS USING THE PROPOSED APPROACH
The results from execution of design processes using the different combinations of model and decision interaction patterns are shown in Table 2 , Figure 19 , and Figure 20 are discussed in this section. In Table 2 
Design Variables Material
Utilities Responses Scenario
First, we observe the trend in the value of information metric for making process decisions by focusing on the Figure  19 . The shaded blocks represent process alternatives with a value of information less than 0.1. For interaction between models, this refers to going from pattern P1 P2 P3, whereas for interaction between decisions, this refers to going from pattern P4 P5 P6. Based on the value of information metric for each combination of interaction pattern, we observe that: 1. As designers increase the level of coupling between decisions (from P4 through P6), the value of information metric decreases, which indicates that the possibility of achieving a benefit by increasing the level of coupling between decisions reduces as we move from independent to sequential, and sequential to coupled decisions. This reduction is due to the reduced uncertainty while decision making, and arises from lack of knowledge about other designers' decisions. The value of information metric for the combination 'D' is zero because there is no uncertainty due to simplification in decision interactions or due to simplification of model interactions. The contribution of uncertainty in the overall utility value due to inherent system variability is also zero in this case (which is just a characteristic of the system and may not be true in all cases). The value of information metric for the combination 'M' is the maximum (=0.9992) because it results from both decision decoupling and model decoupling. Note that in combination 'M', the simplest patterns are used for models and decisions. The trend indicates that more complex interaction patterns result in decisions that are less uncertain, which is inline with the expected trend. The same trend is observed as designers improve the interaction patterns between models (from P1 P2). Although the general trend is according to the expectation, more insight into the problem behavior is obtained by looking at the relative values of the value of information metric. The independent decision interaction pattern P4 has the highest value of information and the reduction in value from P4 P5 is significantly higher compared to the reduction from P5 P6 in the case where model pattern P2 is used for deformation calculations. For example, if we fix the model interaction pattern to P2 for deformation and P2 for accumulated iron, a) the reduction in value of information metric from P4 P5 is 0.6724 (0.7428-0.0704 = 0.5496) and b) the reduction in value of information metric from P5 P6 is 0.0704 (0.0704-0.0000 = 0.0704), for the case where material decision is made first. Same is the case when pattern P2 is used for deformation and pattern P1 is used for calculating accumulated iron. From a design process decision making standpoint, this implies that if pattern P2 is used for deformation calculations, the benefit of moving from an independent interaction pattern P4 to sequential model interaction pattern P5 is much more compared to moving from P5 to a coupled interaction pattern P6. This difference in the reduction reduces as we simplify the model interaction patterns.
3. If the decision about design process is based only on the value of information, the sequential decision interaction pattern P5 where product decision is made first is only marginally preferred over the material first decision. 4. Consider the scenarios where decisions are made in a sequential manner (combinations B, C, F, G, J, K, N, and O). In these combinations, the effect of interaction pattern for deformation calculation has a significant impact on the value of information metric. This is indicated by the high values of the metric when pattern P1 is used for deformation (0.3342, 0.3303, 0.9992, and 0.9981) as against the low values when pattern P2 is used (0.0704, 0.0516, 0.2757, and 0.2647). Hence, from a process decision making standpoint, if the decisions are made in a sequential manner, the deformation should be calculated using a sequential pattern for deformation. 5. If maximum value of information metric is the only criterion for meta-level decision making, then designers would choose combinations B,C,D, and L. All these patterns result in a value of information metric of information that is less than 0.100. In other words, the maximum possibility of improvement in the payoff by addition of information is less than 0.100. These seven combinations are highlighted in Figure 19 .
It is important to note that value of information is an important metric to consider while making design process decisions; it is not the only metric. While making design process related decisions, designers should also consider other factors such as design freedom, robustness of process, complexity of the process, cost of executing the process, etc. Due to the scope of this paper, these factors are not included. These factors are avenues for future work. To keep this discussion of the results simple, we look at the achieved utility values only. Conclusions similar to the following discussion can also be derived from achievement and opportunity ratios. The achieved utility values for different combinations of model and decision interaction patterns are shown in Figure 20 and discussed in the following. The overall utility at a decision point reflects how good a design is, and is a direct reflection of the quality of design outcome (that in turn depend on the design process followed). Based on the achieved utility values shown in Figure 20 , where the overall utility is greater than 0.9, we observe that:
1. The utility values increase as the interaction patterns are improved from independent to sequential to coupled. This indicates that by introducing complete information flows between decisions and models, the quality of the final design is better. For example, in the case of a fixed model interaction pattern (P2 for deformation and P2 for accumulated iron), the utility of pattern P6 (0.996) in combination D is better than the utility (0.941) for sequential interaction pattern P5 with product decision made before material decision (combination C), which is in turn higher than the utility achieved using independent interaction pattern P4 (combination A). Similar trend is observed by fixing the decision interaction pattern and varying the model interaction pattern. This is again an intuitive result -better design processes should result in better designs. 2. The maximum utility is equal to 0.996 and is achieved when the decisions are modeled using coupled interaction patterns (P6). The minimum utility of 0.412 is achieved when both decisions and simulation models are modeled using independent interaction pattern (P4 and P1 respectively). 3. The decisions made using sequential decision pattern where the material decision is made before product decision (second column in the matrix) results in the same overall utility as the case where decisions are made independently (first column in the matrix). Such a trend is attributed to the fact that there are four design variables related to the material and only one design variable corresponding to the product. If the material decision is made first, then most of the design freedom is locked. In this specific case, the effect of material design variables on overall utility is significantly greater than the effect of product design variables. Hence, there is not a significant difference between making the product decision independently or with knowledge about material parameters. It is important to note that this trend is valid only in the context of design problem and preferences formulated in Section 1.2. By changing the preferences, design variables, or their ranges may change this observed trend. 4. Based on the first three points, we conclude that the selection of decision interaction pattern is highly dependent on the model interaction pattern used. This is mainly because the type of model interaction pattern used determines the information about interdependencies captured between parameters. It is the interdependencies between parameters that make the decisions coupled, sequential or dependent. 5. If a sequential pattern is used for calculating deformation, decoupling decisions has little impact on the quality of final outcome as compared to the decoupling of simulation models. This is apparent from the fact that the utility values in a given row are close to each other, but they vary significantly in a given column. This implies if a sequential pattern is used for calculating deformation, the simplest pattern can be used for decisions. 6. Based on the values of overall utility obtained in all the combinations, the combinations A, B, C, D, and L result in an overall utility of 0.900 or above. Hence, these combinations are considered good alternatives for the design process decision. The combinations E, F, G, H, I, J, K, and P result in final designs with overall utility values better than 0.65 and the combinations M, N, and O result in an overall utility value of around 0.41. Combining the results for value of information and overall utility for the problem under consideration, • Based on the minimization of value of additional information, the best process options (i.e., the combinations of interaction patterns for decisions and models) include B, C, D, and L.
• Based on the maximization of overall utility, the best process options include A, B, C, D, and L. The common set of process options using both criteria are -B, C, D, and L. The meanings of these process options are -B: Sequential decision with material decision made before the product level decision; sequential interaction patterns for both deformation and accumulated iron C: Sequential decision with product decision made before the material level decision; sequential interaction patterns for both deformation and accumulated iron D: Coupled material and product decisions; sequential interaction patterns for both deformation and accumulated iron L: Coupled material and product decisions; sequential interaction pattern for accumulated iron and an independent interaction pattern for deformation.
Based on the results, we show that the most complicated design process pattern (D) is not required for making design decisions in multiscale systems. Simple design processes (B, C, and L) can result in equally good designs. The proposed approach allows designers to identify those simple design process options. Both value of information and the overall utility indicate the appropriateness of interaction patterns. Hence, both these metrics should be considered for making design process decisions.
Limitations of the proposed approach: Note that these process level decisions are also dependent on the time taken to execute the design process. Time for execution of design process has not been included in this study. The results of this section can be extended by include time considerations by including utility functions for time during the calculation of overall utility value. Further, the reader is cautioned that in this section, the results are presented as if the information about all the interaction patterns is available all at once; and the decision is made about the interaction patterns with the knowledge relating to the outcome from all process options. This approach is adopted in this section to illustrate the tradeoffs between simplification and the quality of decisions made. However, in a real design scenario, a designer starts with a simple interaction pattern, calculates the overall utility and the value of additional information for that decision. Based on these two values, and the resources available to improve the design process, he/she may decide to use that design process option or to use the current process option. The approach presented in this paper helps designers to make conscious decisions about improvement of design process. Note that when a designer is utilizing a particular process option and he/she is not aware of the performance of other options, the metrics guide a designer whether improvement in the process is necessary or not. They do not provide any guidance in terms of how much improvement/refinement is necessary. For example, based on the available information about the simplest interaction pattern combination (M), designers cannot determine whether he/she should choose the combination N, O, J, I, or E. It is only after he/she executes the processes using other combinations that he/she can determine the right level of refinement. This is a limitation of the proposed approach.
CLOSURE
In this paper, we present an example of integrated design of multiscale materials, products, and design processes. The example problem consists of designing containers with predefined strength and energy release requirements. The problem involves design of materials in association with the overall system (i.e., the container). The material behavior is evaluated using simulation models at multiple scales. The information generated and required by these simulation models is coupled with each other, resulting in complex design processes.
The approach presented in this paper allows designers to systematically make decisions about the materials, products, and design processes. These decisions include determining which couplings are important from a decision making standpoint, what level of refinement is necessary in the simulation models, etc. These decisions are critical to the effective and efficient utilization of computational resources and the information generated by simulation models at multiple scales. In this paper, it is shown that by eliminating non-critical couplings between decisions and simulation models, complex design can be carried out more efficiently.
The problem presented in this paper is work in progress. It is currently being extended by refining the system level simulation model, including simulation models at other scales, including experimental data, and extending the design variables considered. The approach is also used separately to decide the appropriate level of refinement of particle shock simulation model in [7] . 
