Abstract: Default probability is a fundamental variable determining the credit worthiness of a firm and equity volatility estimation plays a key role in its evaluation. Assuming a structural credit risk modeling approach, we study the impact of choosing different non parametric equity volatility estimators on default probability evaluation, when market microstructure noise is considered. A general stochastic volatility framework with jumps for the underlying asset dynamics is defined inside a Merton-like structural model. To estimate the volatility risk component of a firm we use high-frequency equity data: market microstructure noise is introduced as a direct effect of observing noisy high-frequency equity prices. A Monte Carlo simulation analysis is conducted to (i) test the performance of alternative non-parametric equity volatility estimators in their capability of filtering out the microstructure noise and backing out the true unobservable asset volatility; (ii) study the effects of different non-parametric estimation techniques on default probability evaluation. The impact of the non-parametric volatility estimators on risk evaluation is not negligible: a sensitivity analysis defined for alternative values of the leverage parameter and average jumps size reveals that the characteristics of the dataset are crucial to determine which is the proper estimator to consider from a credit risk perspective.
Introduction
Many empirical works in the financial literature highlight the poor performance of structural credit risk models for defaultable bonds in predicting default probabilities and credit spreads, especially when considering very short maturities. The classical approach to firm's value models is the one proposed by Merton [1] : a firm's equity and debt are studied as contingent claims partitioning the total value of the firm; the underlying assets value dynamic is defined by a geometric Brownian motion. The empirical evidence indicates that classical standard structural models still have some difficulties in accurately explaining default rates and spreads simultaneously. Estimation or calibration methods provide evidence that predicted credit spreads are far below observed ones [2] , the structural variables explain little of the credit spread variation [3] , pricing error is large for corporate bonds [4] . From an econometric point of view, the calibration of these models on real data is non trivial due to key variables which are not directly observable: the underlying firm's asset value and the volatility of firm's asset value returns. This critical issue concerning the calibration of the underlying asset dynamics becomes even more problematic when one wants to consider also market microstructure effects into the structural modeling framework. The market microstructure literature strongly indicates that trading noises can affect equity prices so that the estimation of equity volatility and other related quantities may become a very difficult task. Observed equity prices can diverge from their equilibrium value due to illiquidity, asymmetric information, price discreteness and other measurement errors. Among many others, the works by [5, 6] study the effects of trading noise on the optimal sampling frequency of observed equity prices since sparse sampling may reduce the bias in volatility measures due to such microstructure effects. The aim is to use as much as possible the information content of high-frequency noisy equity prices and define a procedure to back out the firm's asset volatility.
In the specific context of structural credit risk models, the relationship between the unobservable asset volatility and the observed equity value predicted by the pricing model is masked by trading noise; ignoring microstructure effects could non-trivially inflate estimates for the "true" equity volatility, and this would lead to poor estimates for spreads and default rates. This issue has been analyzed in [7] , where the authors extend [8] to explicitly account for trading noise contamination on equity prices: they devise a particle filter-based maximum likelihood method based solely on the time series of observed equity values, showing its robustness with respect to market microstructure effects. The importance of using high frequency data to back out parameters involved in firm's value dynamics has been highlighted in [9] : the authors propose a novel approach to identify the volatility and jump risks components of individual firms from high-frequency observed equity prices, arguing that these new measures can allow to capture the effects of stochastic volatility and jumps in the firm's underlying asset dynamics ( [3, 10] ). Their analysis suggests that high-frequency-based volatility measures can help to better explain credit spreads, above and beyond what is already captured by the true leverage ratio. However, the highest frequency considered in this paper is the 5-min conservative sampling frequency which allows to filter microstructure effects. Recently, several non-parametric estimators of daily stock volatility have been proposed, allowing to exploit the information content of intra-day high-frequency data without being affected by microstructure effects [5, 6, [11] [12] [13] [14] [15] .
In this paper, we carry on the analysis in [16] considering a structural approach à la Merton (see [1] ) for defaultable corporate bonds in the presence of market microstructure noise and study a class of models for the underlying firm's assets value dynamics allowing for: (i) stochastic asset return volatility; (ii) jump component. This extension to stochastic volatility and jump component for the underlying assets is deemed to be particularly significant from a credit risk modeling perspective: indeed, pricing and hedging issues related to equity markets suggest that stochastic volatility and jumps are crucial in order to improve credit spreads predictions. In addition to this, a negative leverage effect between stock prices and volatility is a typical feature observed in real data: stock prices tend to decrease when volatility rises.
The mathematical framework for a firm's assets value process is defined through, alternatively, Heston [17] and Bates [18] models; as particular cases, the classical Merton model [1] and Merton model with jumps in the underlying asset dynamics [19] can also be derived. We propose a particular econometric approach to structural models calibration based on a non-parametric estimation of equity volatility from high-frequency intra-day equity prices. Market microstructure effect is introduced by assuming equity prices contaminated by trading noise under two different scenarios: (a) trading noise independent log-Gaussian distributed; (b) trading noise correlated with intra-day equity log-returns. From both an econometric and credit risk point of view, the interest of the analysis is concentrated on three key variables: equity volatility, underlying (unobservable) asset volatility, default probability. The aim of the paper is to exploit the information content of intra-day high-frequency prices and compare the performance of alternative non-parametric equity estimators in filtering out microstructure effects, retrieve the underlying asset volatility and thus evaluate the corresponding predicted default probabilities under the historical measure. The estimated underlying asset volatility is obtained as result of a specific calibration procedure matching the actual default probability (for a given maturity) and considering equity volatility estimation as input: this technique allows us to overcome the problem of its non-observability even when dealing with a structural approach. The results of our Monte Carlo simulation analysis highlight that asset volatility and default probabilities are deeply affected by the choice of the non-parametric estimator for equity volatility. From an econometric point of view, the commonly used 5-min Realized Volatility estimator is unable to provide reliable estimates for equity volatility in the presence of market microstructure noise, leading to a significant underestimation of both asset volatility and default probabilities and causing a wrong prediction of the real firm's risk profile. Obviously, the Realized Volatility estimator based on noisy 1-min returns would provide even worse estimates, thus confirming results already discussed in [16] . For this reason, in this paper we discuss full results for the 5-min Realized Volatility estimator providing a more fair benchmark for all the other estimates. The Monte Carlo analysis has been developed for firms belonging to A rating class, revealing that the choice of the non-parametric volatility estimator has a strong influence on risk evaluation. This confirms the results of the analysis in [16] and extends their validity to the case of stochastic volatility models with jump components for the firm's assets.
The paper also provides empirical evidence highlighting the relevance of this study from a practical credit risk perspective: the idea underlying the empirical analysis is to consider high frequency equity prices of a US company and the corresponding time series of credit default swap (CDS) premium as direct measure of a firm's default probability (see also [9] ). A regression analysis between daily CDS quotes and the corresponding volatility measures based on high-frequency intra-day equity prices is performed to show that alternative non parametric equity volatility measures can have a different explanatory power and thus a different impact for a firm default probability evaluation.
The paper is organized as follows: Section 2 describes the alternative non-parametric estimation techniques for equity volatility considered in our paper. Section 3 provides empirical evidence related to the role of equity volatility estimates based on high-frequency equity prices for default probability evaluation. Section 4 defines the structural credit risk model. Section 5 reports the results of our Monte Carlo analysis for backing out assets volatility and evaluating default probabilities. Section 6 analyzes the sensitivity of the asset volatility calibration and default probability estimation w.r.t. increasing levels of the leverage effect and of the jump component. Finally, Section 7 concludes.
Non-Parametric Volatility Estimation under Microstructure Noise
This section describes the approach we follow to estimate the equity volatility Σ s t from high-frequency equity data and gives details about the implementation of the specific volatility measures considered in our analysis. We setp t := log S t , the noisy equity log-price. Time is measured in daily units. We build daily measure of volatility by considering daily windows of n intra-day equity datap t,j , j = 1, . . . , n. Besides the well known Realized Volatility estimator Σ RV t := ∑ n j=1 δ j (p) 2 , where δ j (p) :=p t,j −p t,j−1 is the j-th within-day equity log-return on day t, we consider the following estimators of the volatility process Σ s t : the bias corrected estimator by Hansen and Lunde [12] 
the flat-top realized kernels by [6, 20] 
with kernels of TH 2 type k(x) = sin 2 π 2 (1 − x) 2 . The realized kernels may be considered as unbiased corrections of the Realized Volatility by means of the first H autocovariances of the returns. In particular, when H is selected to be zero the realized kernels become the Realized Volatility. Our analysis includes also the two-scale estimator by [15] 
The two-scale (subsampling) estimator is a bias-adjusted average of lower frequency realized volatility computed on S non-overlapping observation sub-grids G (s) containing n S observations. Recently, [13] proposed a pre-averaging technique as an alternative to sub-sampling in order to reduce the microstructure effects. The idea is that if one averages a number of observed log-prices, one is closer to the latent process p(t). This approach, when well implemented, gives rise to rate optimal estimators of power variations. In particular, a consistent estimator of the integrated volatility can be constructed as
where the pre-averaged return process is given bȳ
. The Fourier-Fejer estimator [14] is given by
where c k (dp n ) =
. Finally, the jump-robust Bipower Variation [21] is defined as
with µ 1 0.7979.
Finite sample MSE-based optimal rules for choosing the parameters employed by these estimators are discussed in [15, [22] [23] [24] . Here, we proceed according to the following rules: a simple approximation of the optimal sampling frequency for the Realized Volatility and Bipower Variation estimators is to choose the number of observations approximately equal to n * = (Q/4E[η 2 ] 2 ) 1/3 , where Q is the integrated quarticity estimated by means of low frequency returns. The optimal number of sub-grids S is given by c * n 2/3 , where c * = (Q/48E[η 2 ] 2 ) −1/3 . For the Kernel estimator, we apply the optimal mean square error bandwidth selection suggested by [23] and get H = c * ξ 4/5 n 3/5 , where
In the case of the Pre-averaging estimator, inspired by [23] , we choose k n = c * ξ 4/5 n 3/5 . Finally, for the Fourier-Fejer estimator, the optimal cutting frequency N can be easily obtained by direct minimization of the estimated MSE given by Theorem 3 in [24] .
Empirical Evidence
The aim of this section is to provide empirical evidence that alternative non parametric equity volatility estimates constructed from high-frequency equity return data may have different impact on a firm default probability evaluation. The idea is to consider high frequency equity prices of a US company and the corresponding time series of CDS quotes. We choose to use the CDS premium as a direct measure of a firm's default probability as already done in [9] . The CDS is one of the most popular instrument in the credit derivatives market. Under a CDS contract, the protection seller promises to buy the reference bond at its par value when a predefined default event occurs. In return, the protection buyer makes periodic payments to the seller until the maturity date of the contract or until a credit event occurs. This periodic payment is called the CDS spread and provides a pure measure of the default risk of the reference entity. Indeed, if compared with corporate bond spreads, CDS spreads provide relatively "pure" pricing of the default risk of the underlying entity and are typically traded on standardized terms. Moreover, bond spreads are more likely to be affected by differences in contractual arrangements, such as differences related to seniority, coupon rates, embedded options, guarantees and liquidity factors, which do not necessarily reflect the "pure" default risk of the underlying asset. Finally, CDS spreads tend to respond more quickly to changes in credit conditions in the short run, which may be partly due to the absence of funding and short-sale restrictions in the derivatives market.
We adopt equity volatility measures as proxies for the time variation in volatility risk of a firm in order to examine the relationship between equity returns and credit spreads. The empirical results in [9] suggest that the volatility risk alone can predict up to 48% of the variation in CDS spread levels, particularly for investment-grade entities. Their analysis was based on a sample of US corporates over the period January 2001-December 2003.
Here we focus on 5-year CDS contracts for the Dow Jones Alcoa company. The sample covers the period from 10 November 2015 to 23 May 2016, for a total of 134 trading days. Our CDS quotes are daily and are provided by Bloomberg. The corresponding equity price sample contains 52,166 observations at a 1-min frequency for a 6.5 h daily trading period. Tables 1 and 2 report, respectively, descriptive statistics of high frequency equity prices and CDS premium in our dataset. High-frequency equity returns are contaminated by transaction costs, bid-ask bounce effects and possibly jumps leading to biases in the variance measures. Figure 1 shows the time plot of the 1-min log-returns and the autocorrelation function. Row data exhibit a strongly significant negative first order autocorrelation and higher order autocorrelations remain significant up to lag 12. Sparse sampling at 5 min frequency eliminates most of the microstructure effects. Figure 2 shows the histogram of the 1-min equity log-returns. We can see that the distribution of returns is far from being normal. Skewness is equal to -1.2078, while kurtosis is 73.1947. Jumps have been identified and measured using the Threshold Bipower Variation method (TBV) of [25] , which is based on the joint use of Bipower variation and threshold estimation. This method provides a powerful test for jump detection, which is employed at the significance level of 99.99%. This procedure allows to identify a total of 25 days with jumps which are removed from the sample. Since the TBV estimator is not robust to microstructure noise, we compute this measure of the integrated volatility in the presence of jumps using sparse sampling.
A first empirical evidence of the correlation between CDS spreads and equity volatility measures can be obtained by visually inspecting Figure 3 , that shows the time plot of the daily 5-years CDS spreads in basis points (bottom panel) and the corresponding equity Realized Volatility (top panel) for our sample of 109 days after jump removal. The final sample covers the period 10 November 2015-23 May 2016. As we can observe from the figure, CDS spreads increased substantially in the middle of the considered period and gradually declined at the end of the sample period. The (annualized) daily return volatility varies between 0.2016 and 1.0838 following a similar pattern. From a statistical point view, the CDS spread and Realized Volatility series are correlated with positive correlation of 61.7% that exactly reflects their common qualitative behavior. In order to examine the explanatory power of the different equity volatility measures introduced in Section 2, for each estimated series of equity integrated volatility, we project the CDS spread on day t on a constant and the corresponding estimated daily volatility measure Σ s t . The Mincer-Zarnowitz evaluation regression takes the form
where t = 1, . . . , 109. The R 2 from these regressions provides a direct assessment of the variability in the CDS premium that is explained by the particular estimates in the regressions. The R 2 can therefore be interpreted as a simple gauge of the explanatory power of the volatility estimate and hence of its potential economic significance. Table 3 shows the OLS estimates from regressions (1) . All the estimators are constructed using 1-min returns. The only exceptions are the Realized Volatility and the Bipower Variation, obtained from sparse sampled 5-min returns. All the estimated coefficients are significant at the 0.1% significance level. The signs of coefficients are correct, since a higher equity volatility estimate raises credit spread, and the magnitudes are sensible: for instance, a volatility shock of 1% in the Realized Volatility estimate raises the credit spread by 4%.
As we can observe from the results reported in Table 3 , a significant portion of the CDS premium can be explained by the equity volatility estimates. This empirical evidence confirms the key role played by high-frequency equity prices in the evaluation of a firm default probability. The general outcome of our empirical study confirms the results already stated by [9] highlighting the key role of the information content of equity volatility and extends them from an econometric point of view, covering a bigger set of equity volatility estimators besides the 5-min Realized Volatility. Regardless of the specific method implemented to estimate the volatility, we show that the portion of CDS premium variability explained by equity volatility is between 36% and 42%. This smaller percentage w.r.t. the 48% found in [9] should be linked to the differences in market conditions between the two samples considered in the empirical case study.
The commonly used 5-min Realized Volatility yields a R 2 of 38%, while estimators robust to microstructure effects can yield higher R 2 using all available data. In particular, the Fourier estimator and the Two-scale estimator provide the highest R 2 results at 42% and 41%, respectively, with a gain of 10% over the Realized Volatility. 
Firm Value Model in the Presence of Market Microstructure Noise
This Section describes our structural modeling framework and the model we use to describe trading noise on high-frequency equity data. We consider a stylized Merton-type [1] structural approach that incorporates stochastic volatility and jumps in the presence of market microstructure noise. Firm's asset value process is defined through a jump-diffusion model, including Bates [18] and Heston [17] models as described in Section 4.1. Market microstructure is considered in our setting through the assumption of equity prices being contaminated by trading noise under two different scenarios: a) independent log-Gaussian distributed noise process, b) trading noise process correlated with intra-day equity log-returns; Section 4.2 gives a full description of market microstructure.
Assets Value Dynamics and Default Assumptions
We assume the structural credit risk modeling approach defined by Merton [1] and follow the intuition of [3] introducing stochastic volatility and jumps in the underlying firm's asset value dynamics as
where A t is firm value, µ is the instantaneous asset return, δ the asset payout ratio. The asset jump component has a Poisson mixing Gaussian distribution, where q t is a Poisson process with intensity λ and log(1 + J t ) are Normally distributed jump sizes in the logarithmic firm value, with expectation log(1 + µ J ) − σ 2 J /2 and variance σ 2 J . The Poisson process q t is independent of the Brownian motions and the jump sizes.The asset return variance, V t , follows a square-root process with long-run mean θ, mean reversion speed k and volatility-of-volatility parameter σ. Finally, ρ is the correlation between Brownian motions W 1 t , W 2 t . This dynamics has been studied in the equity-option price literature ( [18, 26] ), while the general credit risk modeling framework has been analyzed by [10] . The model (2) includes the Heston model [17] , Merton setting with a jump component [19] and also the original Merton framework [1] by assuming V t constant through time (i.e., k, θ, σ = 0). The firm has two classes of outstanding claims: equity and a zero-coupon debt with promised payment B at maturity T. To be suitable for pricing corporate debt, we adopt the following bankruptcy assumptions from the classical setting [1] : (i) there is only one outstanding bond, i.e., a zero-coupon bond with a promised payment B at maturity; (ii) default can occur only at bond maturity with debt face value as default boundary; and (iii) when default occurs, the absolute priority rule prevails. The payoffs to debt holders and equity holders at time T become, respectively
From now on, the focus of our study is concentrated on equity value and default probabilities in order to develop our computational econometric analysis. Using no-arbitrage arguments, equity price, namely S t , can be computed as the price of a European call option written on the underlying asset A t with maturity
where
are the so called risk-neutral probabilities, computed using the corresponding characteristic function (see [17, 18] ).
We apply Itô's lemma and get the following specification for equity price dynamics
where µ t (·) is the instantaneous equity return under the historical probability measure, Ω is the parameter vector. Let Σ s t indicate the instantaneous volatility of log-equity price given by
Notice that the evolution of equity volatility is driven by two time-varying factors, A t and V t , while the underlying asset volatility is only driven by V t . As particular case, if asset volatility is constant (v := √ V), then Equation (4) reduces to the standard Merton (see
The jump size of log-equity price is given by
The firm's probability of default at maturity T is the probability of A T being below the constant barrier represented by the face value of debt B. Under the physical probability measure this can be computed through
where F 2 (A t , V t ; T, B) will be evaluated with the historical drift for asset returns.
Market Microstructure Noise on High-Frequency Equity Prices
Let us consider an individual firm: we can obtain a time series of equity prices {S t j , j = 1, . . . , n}, with a given constant sampling interval h = t j − t j−1 . If one could observe the efficient (i.e., not contaminated by noise) equity price, than equity volatility could be estimated by the well known Realized Volatility estimator [27] at any desired accuracy level using high frequency data. However, as stressed by [7] , the relationship between the unobserved asset and the observed equity value predicted by the pricing formula (3) may be masked by trading noise in reality. Econometric literature suggests that observed equity prices can diverge from their equilibrium value due to illiquidity, asymmetric information, price discreteness and other measurement errors. Thus, the approach used to estimate equity volatility must take into account the presence of trading noise affecting the sample of observations.
In this paper we assume an additive error structure for the trading noise on the logarithmic equity value as follows log S t j = log S t j + η t j ,
where the random shocks η t j , for 0 ≤ j ≤ n are i.i.d. random variables with zero mean and bounded fourth moment and independent from the efficient log-return process. The assumption of independence can be relaxed by considering a particular form of dependent noise, given by [12] , with market microstructure noise that is time-dependent in tick time and correlated with efficient returns
where α is a real constant and η j and η j are the shorten notation for η t j and η t j . The case α = 0 corresponds to the case of independent noise assumption. The basic idea of our paper is that, using suitable volatility estimators, we can infer the volatility process Σ s t of equity returns from noisy high-frequency data. Then, equity volatility estimate can be used to back out the (unobservable) asset volatility v t = √ V t in order to match exactly the 5-years actual default probability given in Equation (5) . The resulting calibrated asset volatility finally allows to compute default probabilities for different maturities.
Equity Volatility Estimation and Default Probability Computation
This section describes in detail our Monte Carlo simulation analysis and gives numerical results about the performance of different equity volatility estimators in their capability of: (i) filtering the microstructure noise and extracting equity volatility correctly; (ii) backing out asset volatility and (iii) predicting default probabilities.
We perform Monte Carlo simulations by generating the underlying asset dynamic according to Heston and Bates models, respectively, taking calibrated parameters from [9] for the base case. The full set of parameters values used in our study is contained in Table 4 .
In order to avoid arbitrage opportunities, all securities written on the underlying firm value A t must have the same Sharpe ratio, see [1] Equation (6) . The same underlying assumption on the Sharpe ratio is made for the asset volatility calibration procedure described in [9] . Therefore, the following equation must be satisfied:
where π a := µ − r + δ is the total asset risk premium, π e is the historical equity risk premium and we replace Σ s t by the valueΣ t , that is any of the equity volatility estimates described in Section 2. Equation (8) is the technical tool we use in order to back out the asset volatility v t := √ V t that exactly fits the 5-years probability of default given in Equation (5) according to the given equity volatility estimate. More precisely, we plug relation (8) into (5) and solve forv t = √ V t . This step enables us to tie down the risk-neutral distribution with the objective distribution without resorting to a certain arbitrary assumption or noisy estimate of the asset return process. Once noisy equity prices are generated, we compare the performance of different volatility estimators in their ability of inferring the "true" equity volatility Σ s
t . Then, we analyze the influence of this results on the underlying asset volatility calibration and default probability computation. In order to understand the influence of alternative equity volatility estimators on both asset volatility calibration and default probability computation, we preliminarily show in Figure 4 the theoretical relationship between these quantities. The idea is to take as base case the pair of parameters Σ s 
(ii) Default Probability Absolute Error Figure 4 . Asset volatility calibration and default probability computation. The plot shows how the estimated equity volatility Σ E t can affect the resulting asset volatility calibration and default probability computation. Subplot (i) reports the underlying asset volatility calibrated for different values of Σ E t ; subplot (ii) shows the absolute error on default probability when a 3y horizon is considered. The base case is Σ s t = 37.21%, v t = 25.01% (red dashed line in Subplot (i)) and the underlying asset volatility is calibrated by matching the 5y default probability to highlight the behaviour of our calibration algorithm. The absolute error on the 3y-default probability is defined through the variable DP AbsErr := DP(Σ E t ) − DP(Σ s t ) and reported in percentage (%).
Equity Volatility Estimation with High-Frequency Data
We perform a Monte Carlo simulation by generating a sample of 1000 trading days and equispaced intra-day data at the frequency h = 1 min (i.e., n = 1440). Once the underlying asset value dynamics is generated by model (2), high-frequency equity prices are obtained through the no arbitrage method given by Equation (3) . Market microstructure noise is considered, alternatively, for both cases described by Equations (6) and (7) . The random shocks η j are i.i.d Gaussian random variables with zero mean and standard deviation equal to 1.4 times the log-equity return standard deviation. We set α = 0.5 in the dependent noise case (7) .
In the case of Bates model, the generated dataset is cleaned for jumps according to the jump removal procedure sketched in Section 3. This procedure allows to eliminate around 7.5%-10% of days from our sample. Nevertheless, some days in the cleaned sample may still exhibit small jumps that can affect volatility estimation. In particular, days in our sample can present different statistical autocorrelation structures. Figure 5 shows the intraday log-returns, normalized to have mean zero and standard deviation one, for the model with Gaussian uncorrelated noise. Panel (A) refers to a day with no jumps and first order autocorrelation structure; panel (B) shows a big spike corresponding to a jump in the equity log-price process, still retaining a first order autocorrelation structure; (C) refers to a day with no jumps and autocorrelation at lags 3, 5, 9 and 15. Next we plot the histograms of the intraday returns of equity log-prices. Figure 6 displays the histogram along with the standard normal density function, which is essentially confined within (−3, 3). Clearly, the histograms display a slightly high peak and asymmetric heavy tails. The distribution in case (B) is leptokurtic, i.e., more outlier-prone than the normal distribution. Moreover, skewness is positive, i.e., the data are spread out more to the right of the mean than to the left and the returns have heavier right tail. Tables 5 and 6 present numerical evidence for each equity volatility estimator introduced in Section 2 and used in our comparison when (a) trading noise is independent of intra-day equity log-returns and (b) trading noise is correlated with intra-day equity log-returns, respectively; both Heston [17] and Bates [18] dynamics are considered. All the estimators are applied on the equity log-price series after jump removal. The only exception is for the jump-robust Bipower Variation which is applied to the original dataset including jumps after optimal sparse sampling. Tables 5 and 6 list the mean squared error (MSE) and bias (BIAS) achieved by the different non-parametric equity volatility estimators. Σ RV t represents the sparse sampled Realized Volatility estimator based on 5-min returns, while Σ RVSS t refers to the sparse sampled Realized Volatility estimator where the sampling frequency is optimized in order to filter the microstructure effects, as explained in Section 2. Our results strongly confirm well known stylized facts documented by the econometric literature and highlighted by [24] : Σ RV t estimates are strongly affected by noise and sparse sampling can only moderately provide efficient estimates. The 5-min Realized Volatility estimator has the worst performance in terms of both MSE and BIAS among all estimators for Heston and Bates settings, with a MSE of order e − 02 and BIAS of order e − 01. This performance can be even worst when considering the 1-min Realized Volatility estimator: results are not reported in the table, but equity volatility estimates are completely swamped by trading noise in such a case. The performance of the Bipower Variation estimator Σ BV t for equity volatility is comparable to the one obtained through the Realized Volatility estimator based on sparse sampling Σ RVSS t . This is particularly relevant in the Bates model simulation of Table 6 . In fact, jumps have been removed from our samples using the procedure sketched in Section 2. Although some of the jumps may still be present after jump removal, this procedure seems to be effective in eliminating the most relevant jumps.
As an alternative to sparse sampling, the first order correction of Σ HL t can reduce the bias due to the spurious first order autocorrelation in equity returns introduced by the trading noise: overall, this estimator performs much better than Σ RVSS t in both models and for both assumptions on the trading noise. However, the BIAS reduction is more effective in the Heston model.
The best results in terms of MSE are obtained when considering the set of estimators specifically designed to handle microstructure effects, i.e., Σ TS t , Σ K t , Σ PA t and Σ F t . If we want to try to rank the estimators according to the noise provision, we can state that both the Two-Scale Σ TS t and the Kernel estimators Σ K t have the best performance in Heston setting, with Σ K t having a smaller BIAS. The performance of the pre-averaging estimator Σ PA t and the Fourier estimator Σ F t are comparable in both models. Note: The table shows mean squared error (MSE) and BIAS for different equity volatility estimators. Panel (a) refers to the trading noise given in Equation (6), panel (b) to Equation (7), with α = 0.5. The underlying dynamics follows Heston [17] model. Note: The table shows mean squared error (MSE) and BIAS for different equity volatility estimators. Panel (a) refers to the trading noise given in Equation (6), panel (b) to Equation (7), with α = 0.5. The underlying dynamics follows [18] model.
Asset Volatility Calibration
This section analyzes how the choice of different volatility estimators affects the calibration of the underlying asset volatility. In order to study the influence of different equity volatility estimators on the default probability predicted by Merton model (see [1] ), we proceed by developing the following calibration exercise for the underlying asset volatility. For each equity volatility estimator, generically denoted by E, and each day t in our sample, we find the corresponding daily asset volatility estimatê v t E by matching the 5-years default probability coming from our equity volatility estimate Σ E t with the one evaluated through the model using the parameter values of Table 4 . This is done for each day in the sample. In this calibration exercise we act as if we did not know the asset values to mimic the real-life estimation situation and we conduct inference only based on observable quantities such as measurable equity volatility and the 5-years default probabilities. Default probabilities are computed, for any maturity, according to Equation (5) . In order to avoid arbitrage opportunities, following [9] , we consider as key assumption that all securities written on the underlying firm value A t must have the same Sharpe ratio, see (8) (cfr. Equation (6) in [1] ). This consideration enables us to express the instantaneous asset return µ as a function of the unknown asset volatility, given each equity volatility estimate Σ E t , and then to solve Equation (5) for the 5-years default probability with respect to the asset volatility, to obtain the corresponding asset volatility estimatev t E . Once asset volatility is known, we can compute default probabilities for any other maturity according to Equation (5). Table 7 shows descriptive statistics of calibrated asset volatility for the Heston model, Table 8 contains statistics for the Bates case. We report results obtained by matching 5-years default probabilities for each equity volatility estimator E. Panel (a) of both tables refers to a trading noise of the form (6); panel (b) refers to results obtained for a trading noise of the form (7). The set of equity volatility estimators represented by Two-scale, Kernel, Fourier and Pre-Average estimators provides the most accurate estimation of the resulting calibrated daily asset volatility for Heston case, showing the smallest standard deviation. The same behavior is confirmed by results under Bates setting in Table 8 . These results are confirmed by statistics for the ratiov t E /v t , where the variable v t is the underlying asset volatility calibrated by considering the model daily equity volatility Σ s t on each day t in the Monte Carlo sample. In particular, it is evident how the high-frequency Realized Volatility procedure largely underestimates the underlying asset volatility:v t RV /v t is strongly biased due to microstructure effects, while the optimizedv t RVSS is less biased, even if a slightly larger variance appears. (6), panel (b) to Equation (7), with α = 0.5. (6), panel (b) to Equation (7), with α = 0.5.
Default Probability Computation
Once asset volatility is calibrated, we can turn to default probability computation. The average (over the daily Monte Carlo replications) default probabilities for different maturities obtained from alternative equity volatility estimation procedures are plotted in Figure 7 for Heston case, Gaussian noise. For each day in the sample and for each volatility estimator E, we use the calibrated asset volatilityv t E in order to compute the default probabilities for any maturity (from 1 to 5 years) through Equation (5). The figure highlights how the Realized Volatility approach based on high frequency noisy data drastically underestimates default probabilities, thus sparse sampling becomes mandatory when equity data are affected by microstructure effects. On the whole, all the other procedures seem to provide sensible results and only a deeper analysis reveals differences among different specific estimators, as shown in Tables 9 and 10 where relative errors are reported. Note: The table shows default probability mean relative error given in Equation (9) for maturities from 1 to 4.5 years. Results are based on 1000 daily Monte Carlo simulations using different equity volatility estimators. Default probability relative errors are in percentage (%). The simulation is based on equi-spaced intra-day data generated on a 1-min frequency. Panel (a) refers to a trading noise defined by Equation (6), panel (b) to Equation (7). 
The table shows default probability mean relative error given in Equation (9) for maturities from 1 to 4.5 years. Due to jumps removal, results are based on a sample of 934 days in case (a) and 901 days in case (b) for our Monte Carlo simulations using different equity volatility estimators. Default probability relative errors are in percentage (%). The simulation is based on equispaced intra-day data generated on a 1-min frequency. Panel (a) refers to a trading noise being defined by Equation (6) .
Comparing the performance of alternative equity volatility estimators on default probabilities is done for different maturities (from 1 to 5 years) through the mean relative error between the estimated default probability and the theoretical one. For each maturity, we consider the following measure
where DP(Σ E t ) is the default probability evaluated through Equation (5) when equity and asset volatility are estimated through a generic couple of estimators Σ E t ,v t E ; DP(Σ s t ) is the corresponding theoretical default probability when equity and asset volatility are, respectively, Σ s t and v t (model daily volatilities). Tables 9 and 10 summarize the corresponding numerical results for both Heston and Bates cases, suggesting that the choice of the volatility estimator largely affects default probabilities. Table 9 highlights that for the Heston model the smallest overall error on default probabilities is provided by the Fourier estimator, followed by the Two-Scales and the Kernel ones. For maturities greater than 2.5 years, even the Σ HL t and Pre-Average estimators give good results. The optimally sampled Bipower Variation Σ BV t provides results that are comparable with Σ RVSS t , underestimating the default risk. The classical 5-min Realized Volatility approach can severely underestimate risk, leading to an error of more than 90% in absolute value for maturities before 1y and around 60%−70% in absolute value for maturities up to 2 years.
A similar ranking among estimators holds in Bates case, as reported in Table 10 . While for maturities greater than 3 years the Kernel estimator has the best performance, i.e., the smallest average error on default probabilities, overall the Fourier estimator reveals to be the more stable one, with relative errors across all maturities being below 5.6% in absolute value. Differently from the Fourier case, all other estimators show a peak in the default probability relative error for the 1y time horizon.
For a better visual insight, Figures 8 and 9 show the mean relative error comparing different calibration procedures for Bates model, with, alternatively, Gaussian (a) and Correlated noise (b). A negative (positive) error reveals that the calibration procedure underestimates (overestimates) default probabilities. What emerges from the reported plots of default probability relative errors is that the Fourier estimator (red line in the Figures) is the most efficient, although it slightly underestimates default probabilities. This is due to the convexity of the non linear relationship between default probability error and asset volatility, as depicted in Figure 4 and discussed in Section 6. All the other estimators produce relative errors on default probabilities that are more inaccurate (and more volatile) as function of the maturity, reaching high absolute values for very short time horizons. The Realized Volatility estimator has a poor performance from 1y to 5y, always providing a significant underestimation of the default probability. This qualitative behavior reflects also results obtained for Heston setting, for both cases of Gaussian and Correlated trading noise and we omit them for brevity. 
Figure 7. Heston model: default probability. The plot reports the average results obtained by computing default probabilities according to Equation (5) . For each day in the sample and for each volatility estimator E we use the asset volatilityv t E , calibrated as explained in the text, in order to compute the default probabilities for any maturity (from 1 to 5 years). Results are based on 1000 daily Monte Carlo simulations; trading noise is defined by Equation (6). Bates model: default probability relative error. The plot shows default probability mean relative error given in Equation (9) for maturities from 1 to 5 years. Results are based on a sample of 934 days for our Monte Carlo simulations (due to jumps removal) and refer to trading noise (6). Bates model: default probability relative error. The plot shows default probability mean relative error given in Equation (9) for maturities from 1 to 5 years. Results are based on a sample of 901 days for our Monte Carlo simulations (due to jumps removal) and refer to trading noise (7).
Sensitivity Analysis
In this Section we study the sensitivity of the asset volatility calibration and default probability estimation w.r.t. different values of the key parameters considered in our stochastic volatility setting: the correlation between volatility and returns (leverage effect) in Heston model, captured by parameter ρ, and the average percentage jump size in Bates model, captured by parameter µ J .
We consider as base case the setting described in the above analysis and define alternative sets of parameters. This is done by keeping unchanged the 5-years default probability PD 5y = 1.37%. The leverage effect is analyzed within Heston model in Section 6.1, while the sensitivity w.r.t. the jump parameter in Bates model is studied in Section 6.2. In both cases we consider a sample of 1000 days for the Monte Carlo simulation and a market microstructure effect described by a Correlated noise given in Equation (7) . The simulations are based on equispaced intra-day data generated on a 1-min frequency. The analysis is conducted by exploring how the performance of different equity volatility estimators changes for different levels of the leverage effect and jump amplitude; then, the impact of equity volatility estimates on calibrated asset volatility and default probability is studied. From a credit risk perspective, this analysis is useful since it can suggest which equity volatility estimator is more appropriate depending on the specificity of the real dataset. The base cases presented below are the same already discussed in the previous section.
Leverage Effect
In this subsection we develop a sensitivity analysis on Heston model by considering alternative values of the correlation parameter ρ which captures the leverage effect. The idea is to quantify the impact of this key variable on both asset volatility calibration and default probability estimation. Table 11 summarizes the results of this analysis: starting from the base case described in the previous section, we compare the results associated to a correlation ρ = −24.02% with those obtained (i) for a higher (in absolute value) negative correlation ρ = −30% and (ii) for the uncorrelated case ρ = 0. As well documented in the econometric literature, the leverage effect is known to be negative in financial markets, that is why we consider ρ = 0 as extreme scenario. The initial asset volatility considered is the one corresponding to a 5-years default probability PD 5y = 1.37% (see Table 11 ). 
Heston
Note: The table summarizes the values considered in the sensitivity analysis for three alternative test cases associated with a 5-years default probability PD 5y = 1.37%. Table 12 reports MSE and BIAS of each equity volatility estimator under different levels of ρ. The outcome of our analysis highlights that the performance of equity volatility estimators is not much affected by the leverage parameter. Changing parameter ρ does not seem to generate a strong and significant directional impact on MSE and BIAS of the considered equity volatility estimators. Nevertheless, Table 12 reveals that the volatility estimators improve slightly their performance in terms of MSE as the negative leverage effect increases in absolute value; the Two-Scales, Kernel, Pre-Average and Fourier estimators give the best performance in terms of MSE, with an order of magnitude of e − 04 in all cases.
As highlighted by Table 13 , the leverage effect impacts the underlying asset volatility calibration: increasing the correlation level enhances the variance of the calibrated asset volatility, as the last column of the table shows. The 5-min Realized volatility estimator worsens its performance when ρ(< 0) increases in absolute value, reaching an average of asset volatility ratio of 71%. The same happens for the Bipower variation estimator and the Realized volatility estimator with sparse sampling: BV worsen its asset volatility mean ratio from 95.2% to 94.1% going from ρ = 0 to ρ = −30%, while the RVSS estimator shows results from 94% to 92.8% in the corresponding case studies. Results are even worst if we consider the 1-min Realized Volatility estimator, completely swamped by trading noise, and reaching less than 40% in terms of mean asset volatility ratio. We recall that results for the 1-min Realized Volatility estimator are not reported to have a more consistent benchmark with all other estimators. In terms of standard deviation, the performance of Σ TS t , Σ HL t , Σ K t , Σ PA t , Σ F t is comparable, going from 4.9% to 6.8% depending on the level of the leverage ratio. Table 14 reports the results for the default probability errors under the three alternative settings associated to different leverage effects: all estimators (except the Fourier one) perform better in the uncorrelated case and get worse as the negative leverage effect increases in absolute value. From a credit risk perspective, this sensitivity analysis suggests that when dealing with a sample characterized by a correlation parameter ρ close to zero, the Kernel estimator should be preferred in order to evaluate the default probability, by reaching PD errors lower than 1.2% for 3y and lower than 0.16% for 4.5y maturity. The Σ TS t , Σ HL t , Σ PA t , Σ F t also provide good estimated for maturities greater than 3.5y; for shorter maturities, the smallest errors are obtained by the Fourier estimator with an error of −1.75% for 1.5y and a maximum of 2.8% for the 1y time horizon, significantly lower than errors obtained for the same short term maturity with all other estimators. At the same time, the Two-Scale, Kernel and Fourier estimators represent the best choice for a sample of data characterized by a more realistic high negative leverage effect: here the extreme case considered is ρ = −30%, and Σ TS t , Σ K t , Σ F t show a good performance. For ρ = −30%, the Fourier estimator still has the smallest volatility of default probability errors if compared with the performance of all other estimators. Note: The table shows mean squared error (MSE) and BIAS for different equity volatility estimators. The panel refers to the trading noise given in Equation (7), with α = 0.5. Alternative values for the correlation ρ are considered, i.e., ρ ∈ {−30%, −24.02%, 0}. The panel refers to the trading noise given in Equation (7), with α = 0.5. Alternative values for the correlation ρ are considered, i.e., ρ ∈ {−30%, −24.02%, 0}.
By looking at asset volatility and equity volatility estimation, we can observe what follows: the performance of the three noise-robust estimators Σ TS t , Σ K t , Σ F t is comparable, and in some cases the Two-Scale and Kernel estimators can even do better than the Fourier one. Nevertheless, in terms of default probability relative error, the Fourier estimator provides better results, in particular for short maturities. The intuition behind the observed behavior is linked to the convexity of the non-linear relationship between default probability error and underlying asset volatility, as depicted in Figure 4 . As we can observe, the relationship between default probability error and equity volatility estimates is non-linear and flattening as the equity volatility estimate increases. The same applies for the relationship between asset volatility and equity volatility. While the Two-Scale and Kernel estimators bring to an average overestimation of the underlying asset volatility, the Fourier estimates reveals an overall underestimation of the asset volatility. As a consequence, Fourier results are associated to a slight underestimation of the default probability while the Two-Scale and Kernel estimators can bring to higher default probability overestimation. This effect is amplified for short maturities, since the target variable to calibrate is the 5-years default probability. Note: The table shows default probability mean relative error given in Equation (9) for maturities from 1 to 4.5 years. Results are based on a sample of 1000 days for our Monte Carlo simulations. Default probability relative errors are in percentage (%). The panel refers to the trading noise given in Equation (7), with α = 0.5. Alternative values for the correlation ρ are considered, i.e., ρ ∈ {−30%, −24.02%, 0}.
Average Jumps Size
This section compares the performance of alternative non-parametric estimators for different values of the average jump size, measuring their sensitivity to parameter µ J . The aim of this analysis is to study how alternative scenarios with a different jump amplitude can affect asset volatility calibration and default probability estimation inside a setting described by the Bates model. Table 15 summarizes the cases we consider in this analysis: starting from the base parameters associated to µ J = 2.35% (as in the previous Section, Table 4), we consider two alternative cases: one with higher average jump size µ J = 3.35%, one with lower average jump amplitude µ J = 1.35%. The initial asset volatility considered in each case is the one associated to a 5-years default probability PD 5y = 1.37% (see Table 15 ). Here we consider a sample of 1000 days for our Monte Carlo simulation and a Correlated trading noise as defined in Equation (7) . The simulation is again based on equispaced intra-day data generated on a 1-min frequency. 
Bates
The table summarizes the values considered in this sensitivity analysis for three alternative test cases associated with a 5-years default probability PD 5y = 1.37%.
Results for the equity volatility estimators are reported in Table 16 : the Two-Scale estimator is the one having the smallest BIAS in the three cases analyzed, with a performance comparable to the Kernel estimator for the case µ J = 3.35. In case µ J = 2.35% or µ J = 1.35%, the Two-Scale estimator still exhibits an order of magnitude on the BIAS of e − 04, while the BIAS for the Kernel goes to e − 03. A subset of estimators, namely
shows an improved performance in terms of MSE when going from µ J = 3.35% to µ J = 1.35%, thus for a decreasing average jumps size.
The jumps amplitude effect on asset volatility calibration is shown in Table 17 : the general outcome is that the average jumps size has a quite negligible effect on asset volatility ratio for all estimators except the Bipower variation, showing the highest standard deviation of more than 15%. The higher jumps amplitude µ J = 3.35% is associated to an average asset volatility ratio for the Bipower variation of 93% with a 15.44% standard deviation. The Σ TS t , Σ HL t , Σ K t , Σ PA t , Σ F t estimators show the best performance: from our results, we cannot say that the jumps amplitude has a strong directional effect on asset volatility calibration. The 5-min Realized volatility estimator has the worst performance among the whole set of estimators, for each value of the jumps amplitude, showing an average asset volatility ratio of around 70%. The performance is even worst if we consider the 1-min Realized volatility, providing estimates below 50% in terms of mean asset volatility ratio for the Bates case. A possible explanation of the observed behavior for all estimators under Bates setting can be related to the fact that we are filtering out days with jumps: if the procedure to remove jumps gives good results for each value of the parameter µ J , this can explain why we do not see a huge impact on calibrated asset volatility. On the contrary, the Bipower variation estimates are computed on the full sample before jump removal and therefore are more sensitive to the jump size.
Finally, from Table 18 we can see the sensitivity of errors on default probability for different levels of the parameter µ J : the 5-min Realized volatility estimator still has a poor performance for each value of µ j , since it always underestimates default probability with errors reaching more than −91% in all cases for short maturities. The Realized volatility estimator with sparse sampling on the contrary improves its performance when µ J increases: this effect is greater for maturities up to 2.5 years.
The Fourier estimator gives the best results for the high average jumps size level µ J = 3.35%. Under this scenario, also the Kernel and Two-Scale estimators perform quite well from 2.5 years onwards, with errors below 2.7%.
From a credit risk perspective, the choice of the volatility estimator is affected by the level of the jumps amplitude: for intermediate and low levels of the average jump amplitude, the best performance in terms of relative errors is given by the Kernel estimator for maturities greater than 2.5 years, while for short maturities the Fourier one has to be preferred. When the dataset is instead characterized by a high average jump size, i.e., µ j = 3.35% in our test case, the Fourier estimator provides the smallest standard deviation of errors on the default probability estimation, thus it seems to be the best choice from a risk management perspective under this scenario. If we consider single time horizons estimates, the Two-Scale and Kernel can have estimates which are better than Fourier, but the overall performance is dominated by the Fourier estimator with errors always below 3% for all maturities. Note: The table shows mean squared error (MSE) and BIAS for different equity volatility estimators. The panel refers to the trading noise given in Equation (7), with α = 0.5. Alternative values for the jump parameter µ J are considered: µ J ∈ {1.35%, 2.35%, 3.35%}. Note: The table shows default probability mean relative error given in Equation (9) for maturities from 1 to 4.5 years. Results are based on a sample of 905, 901, 904 days (due to jumps removal over a sample of 1000 days), respectively, in the three cases depicted below for our Monte Carlo simulations. Default probability relative errors are in percentage (%). The panel refers to a trading noise defined by Equation (7). Alternative values for the jump parameter µ J are considered: µ J ∈ {1.35%, 2.35%, 3.35%}.
Conclusions
In this paper we address the problem of calibrating the underlying asset volatility and estimating the corresponding default probability inside a structural credit risk model. This is done by means of a non-parametric estimation of equity volatility coming from high-frequency intra-day equity prices.
We consider a stylized Merton-type [1] structural model for defaultable bonds that incorporates stochastic volatility and jumps in the presence of market microstructure noise. The model framework for the unlevered firm's assets value process is defined through, alternatively, Bates [18] and Heston [17] models. Two market microstructure assumptions are considered, namely independent Gaussian and Correlated (to equity returns) trading noise.
We show that by exploiting the information content of intra-day high-frequency prices and by filtering out microstructure effects, it is possible to efficiently retrieve the underlying asset volatility and thus evaluate the corresponding default probabilities under the historical measure. The simulation analysis is conducted for bonds with rating A and the calibrated underlying assets volatility is obtained as result of a specific calibration procedure defined by matching the 5y default probability for this rating class and considering equity volatility estimation as input. This technique allows us to overcome the problem of the non-observability of the underlying asset volatility even if working in a structural model.
A regression analysis conducted between CDS daily quotes of a US company and the corresponding series of equity volatility measure extracted from high frequency equity prices highlights that alternative non parametric equity volatility estimators can have a different impact in terms of explanatory power of CDS premium variability and thus on default probability evaluation. These empirical evidences are confirmed by the simulation study under both Heston and Bates settings.
The outcome of our Monte Carlo simulation analysis highlights that asset volatility and default probabilities are deeply affected by the choice of the non-parametric equity volatility estimator. The commonly used Realized Volatility estimator is unable to provide reliable estimates for equity volatility in the presence of market microstructure noise, leading to a significant underestimation of both asset volatility and default probabilities. This confirms the results obtained by [16] and extend their validity to the case of stochastic volatility models with jump components for the firm's assets.
A sensitivity analysis is also provided to evaluate to what extent the choice of the non-parametric estimators for equity volatility affects the calibrated asset volatility and default probabilities when data are characterized by alternative leverage parameters (Heston model) or alternative average jumps size (Bates model). The analysis reveals interesting results from a credit risk point of view, suggesting that (i) the characteristics of the dataset are crucial to determine which is the proper estimator to consider and (ii) the convexity of the non-linear relationship between default probability error and underlying asset volatility plays a key role. As an example, when the dataset is characterized by a high negative leverage effect, the Fourier estimator has a performance which is comparable with other estimators in retrieving the underlying asset volatility but has the best performance in terms of default probability, especially for short maturities, due to the non-linear relationship between default probability error and underlying asset volatility.
