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a b s t r a c t
Re-assembling identical or similar deteriorating systems which are elements of a network
(for example, a network of personal computers) from used and new parts represents a
special case of closed loop supply chains management. Environmental gains may incur,
since the life cycle of used components may be extended by re-using them instead of
putting them into thewaste stream. These benefits are assessed using a case study referring
to personal computers. The problem examined is to find proper re-assembly policies in a
time period, under a limited budget as well as re-assembly and compatibility constraints,
so as to obtain the Pareto optimal solutions for the overall performance and the total
environmental savings.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
A complex system (for example, aircrafts, ships, a network of personal computers) consists of elements such as
subsystems and components, which deteriorate over time. Deterioration may be due to operational degradation, material
wear-and-tear, loss of technological value etc. As a result, the performance as well as the operating value of the whole
system deteriorates. In this case, it may be possible, and effective too, to periodically re-assemble the system’s elements
using used subsystems and components, together with new ones, in order to attain a better overall system’s performance,
under compatibility and cost constraints.
Re-assembling systems’ elements utilizing used subsystems and components, together with new ones, represents a
special case of themanagement of closed loop supply chains, i.e. supply chains involving, among others, the reuse of products
and materials, which are tackled in the recent literature with economic and environmental motivations.
In the area of remanufacturing processes and profitability (economic incentive), Kiesmüller [1] studies a recovery system
for a single product,with a possibility of disposing returned items,where demands are satisfied froma serviceable inventory,
which can be replenished by remanufactured items, being as good as new, or by newproduced items. Inderfurth [2] discusses
how manufacturing and remanufacturing decisions have to be coordinated in order to maximize the total expected profit
in cases of hybrid systems, i.e. systems for simultaneous remanufacturing used products and manufacturing new ones.
Lebreton and Tuma [3] formulate a decision model in order to analyze potential future scenarios concerning the ability of
OEMs to increase remanufacturing rates in the tire industry. Franke et al. [4] present a model for planning remanufacturing
capacities and production schedules applicable to mobile phones. Kim et al. [5] discuss the remanufacturing process of
reusable parts in reverse logistics, in cases where manufacturers have two supplying alternatives: either ordering from
external suppliers or remanufacturing returned products and bringing them back to ‘as new’ conditions, whereas Bayindir
et al. [6] investigate the profitability of the remanufacturing option in the case of segmented markets for manufactured
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and remanufactured products. Chung and Wee [7] focus on products with short life cycles, such as computers, and discuss
an optimal replenishment policy for an integrated supplier–buyer deteriorating inventory model considering multiple JIT
delivery and green supply chain issues. Chung et al. [8] formulate an optimal production and replenishment policy from
the perspectives of the supplier, the manufacturer, the retailer and the third-party recycling dealer, aiming to maximize
the joint profit. Rubio and Corominas [9] propose a model for analyzing the introduction of a reverse logistics system for
remanufacturing used products in a lean production environment.
From the environmental perspective, in the case of a network of computers (a case typically appearing in many working
environments), it is meaningful to analyze the entire life cycle of computer parts from an environmental point of view in
order to identify, evaluate and calculate their potential environmental impacts (Daniel et al. [10]).
Especially, in the case of home computer users, where Do-It-Yourself assembly is very popular, computer subsystems’
reassignment can be very effective (Hendrickson et al. [11]). Throwing away old electronic products ismetwith considerable
unwillingness and, instead, computers are often stockpiled in storerooms. In the absence of a need to upgrade, reuse is a
viable option. Most computers’ subsystems and components are designed to last well beyond the useful life of the overall
computer system. This is awkward, since the whole system often sits idle while its subsystems could be re-assigned with a
much lower cost compared to replacing non-damaged components.
More specifically, most of these subsystems and components are designed to last well beyond the overall system getting
outdated due to technological advances. Provided that the life cycles of high technology components and subsystems
are more or less ‘unexpectedly’ terminated, a reuse policy, along with the obvious financial gains, contributes to a more
sustainable environment. Indeed, while the importance of computers in facilitating modern business requirements is
unquestionable, they are also related to significant health and environmental hazards during their entire life cycle.
Indeed, during their production processes dangerous solvents are released, water and energy are consumed and
hazardous waste is generated, while during their use phase electromagnetic radiation is emitted and energy is consumed.
Finally, there are hazards related to end-of-life treatment, since computer parts contain substances that cause health and
environmental damage if not appropriately treated.
In this paper, a network of n computers is considered. Each computer consists of m components, each one of which is
assigned a performance value, based on its importance and role in the networks’ computers. A controllable removal of a used
component, destined for recycling, yields an environmental saving compared to an uncontrollable one (disposal). A decision-
making model is defined for re-assembling different subsystems and components of a set of computers from used and off-
the-shelf items (either newly purchased or already existing in stock). The objective is to find the proper computer network
restructure policy in a time horizon consisting of N discrete periods, which obtains the Pareto optimal solutions for the
overall performance value of the network and the environmental savings in several impact categories, under compatibility
and budget constraints (multi-objective decision problem). Subsystems re-assembly is possible, while component failures
may take place.
The single objective function problem for maximizing the overall performance value of the network was solved with a
stochastic dynamic programming model in Rachaniotis and Pappis [12]. In the present case, a specific policy is set up with
regard to components’ replacement or rearrangement, by defining a priority systembased on the importance and role of each
component. The network’s overall performance value at any time is represented by the weighted sum of the components
performance values and the uncertainty associated with the overall performance value is calculated. The extraction of
the computer components’ performance value functions takes place via computer benchmarking, which is the process of
evaluating, in terms of a single number that reflects their performance, and comparing computers’ devices using appropriate
software tools. Finally, a full calculation of the environmental savings of each computer component rearrangement or discard
to the environment is conducted. This calculation is based on data used in the Electronics Environmental Benefits Calculator
(EEBC), developed by the University of Tennessee with support from Abt Associates and Dillon Environmental Associates,
under a cooperative agreement with the US Environmental Protection Agency (EPA) (Sokolov et al. [13]). EEBC estimates,
among others, the environmental benefits of electronic equipment’s end-of-life re-use and recycle management practices
in several environmental impact categories.
The remainder of this paper is structured as follows: In Section 2 the problem is described and the formal model
is proposed. In Section 3 the case study’s results for several total environmental savings lower bounds are presented,
including the number of components’ disposals and exchanges, the total environmental savings, and the relative network’s
performance value and total cost. The paper is concluded with Section 4.
2. Problem description, model and solution methodology
Notation
The following notation is introduced:
n: the number of subsystems in the computers’ network.
m: the number of components.
t: the time period, t = 1, 2, . . . ,N .
sik: the k-th component of the i-th computer, i = 1, 2, . . . , n, k = 1, 2, . . . ,m.
xijk(t) = 0, if there is no assignment of the component sik to the j-th computer at time t
1, if component sik is used in the j-th computer at time t
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yik(t) = 0, no replacement of (not damaged) component sik at time t with a new one
1, replacement of (not damaged) component sik at time t with a new one
zik(t) = 0, no replacement of (not damaged) component sik at time t from stock
1, replacement of (not damaged) component sik at time t from stock
oik(t) = 0, no replacement of (damaged) component sik at time t with a new one
1, replacement of (damaged) component sik at time t with a new one
rik(t) = 0, no replacement of (damaged) component sik at time t from stock
1, replacement of (damaged) component sik at time t from stock
dik(t) = 0, no disposal of component sik at time t
1, disposal of component sik at time t
Bt : the budget at period t .
ckt : the purchase cost of an off-the-shelf component of category k, k = 1, 2, . . . ,m at time t .
qkt : the number of components of category k held in stock at time t .
Then
qkt =qkt − 1 if sik is replaced at time t from stock, i.e. zik(t) = 1 or rik(t) = 1
qkt , if sik is not replaced at time t from stock
Qk: the total number of available components of category k. It is Qk =∑Nt=1 qkt
hkt : the cost of using from stock a component of category k, k = 1, 2, . . . ,m at time t .
For the component sik, its age aik, aik = 0, 1, . . . ,N − 1 becomes at period t
aik =
{0, if sik is replaced at time t with a new one, i.e. yik(t) = 1 or oik(t) = 1
t, if sik is replaced at time t with a component from stock, i.e. zik(t) = 1 or rik(t) = 1
aik + 1, if sik is not replaced at time t
Vk(t): the performance value (deteriorating over time) of component k in any computer at time t .
wik: the weight of sik, reflecting its importance in the computer.
G: the number of environmental benefits’ categories.
Rkg : the environmental saving in impact category g, g = 1, . . . ,G from the reassignment of a used component
Dkg : the environmental saving from the controllable disposal (recycling) of a used component.
Pk(0): the probability that component sik does not fail in [t, t + 1)
Pk(1) : the probability that component sik fails once in [t, t + 1) (components appear to be very reliable so that the
probability of two or more failures is considered negligible in a short period of time).
The objective is to find the proper network’s restructure policies in a time horizon consisting ofN discrete periods, which
obtains the Pareto optimal solutions for the overall performance value of the network and the total environmental savings,
under possible subsystems re-assembly and components failures, and compatibility and budget constraints (multi-objective
decision problem).
A specific policy can be set up with regard to components’ replacement or rearrangement, by defining a priority system
based on the importance and role of each component. The following situations may appear:
• Component’s replacement/no permanent damage. This situation appears when higher performance is demanded from
some components or a subsystem’s performance is no longer acceptable.
• Component’s replacement/permanent damage. This situation appears in the case of stochastic wear out or stress failures
(e.g. over voltage, shocks, etc).
When such situations appear the following alternative actions are applicable:
• Exchange one component in a computer with another one from a different computer and install the old component in
another computer (if not totally damaged, inwhich case it is disposed of). It would also be possible to store the exchanged
part and use it in another computer in another period of time (if it is not completely obsolete).
• Replace a component with one in stock. The old part is either installed in a computer or it is disposed.
• A new part is purchased. The old part is either installed in a computer or it is disposed.
A priority system can be the following: If, before any replacement, the component is not permanently damaged, the
option of replacing it with a better one is examined and then the stock is checked for any spare parts (exchange has priority
compared to replacement from stock). If no exchange is possible or there is no new part in stock for replacing the old one,
then the management moves on to the purchase of a brand new item. If the component is completely damaged, then the
stock is checked and, if there is not an available spare component, a new item is purchased. A new part can be purchased
in order to improve the network’s overall performance, even if an exchange or replacement is possible and the budget
constraint allows it.
Assumptions:
• The actions have negligible lead times (exchanges, replacements and purchases are done instantaneously).
• There is no failure dependence between the components (the failure distributions of different components are not
stochastically dependent).
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• There is no structural dependence between a computer’s components, i.e. if a component is replaced with a new one
with a greater value, the other components’ values do not also increase.
• The holding and disposal costs are considered to be negligible.
• During the time horizon of the N periods, there is no need for upgrading any component due to e.g. a need for a higher
performance from some components.
• The probabilities of 2 or more component’s failures occurring in the time interval [t, t + 1) are assumed to be negligible,
since the component is assumed to be very reliable, as it actually is in practice.
• Roadmaps exist for all components, which define deterministically their values in time.
The model:
Since the problem is multi-objective, it is necessary to obtain the Pareto optimal solutions set of the following:
max
Value,

n∑
i,j=1
i6=j
m∑
k=1
(xijk(t)Rkg +dik(t)Dkg), g = 1, 2, . . . ,G

 (1)
s.t.
n∑
i=1
i6=j
xijk(t)+ yjk(t)+ zjk(t)+ rjk(t)+ ojk(t) ≤ 1, ∀j = 1, 2, . . . , n ∀k = 1, 2, . . . ,m (2)
n∑
j=1
j6=i
xijk(t)+ dik(t) ≤ 1, ∀i = 1, 2, . . . , n ∀k = 1, 2, . . . ,m (3)
yik(t)+ zik(t) ≤ dik(t)+
n∑
j=1
j6=i
xijk(t), ∀i = 1, 2, . . . , n ∀k = 1, 2, . . . ,m (4)
rik(t)+ oik(t) ≤ dik(t), ∀i = 1, 2, . . . , n ∀k = 1, 2, . . . ,m (5)
n∑
j=1
j6=i
xijk(t)+ rik(t)+ oik(t) ≤ 1, ∀i = 1, 2, . . . , n ∀k = 1, 2, . . . ,m (6)
n∑
i=1
m∑
k=1
(yik(t)+ oik(t))ckt +
n∑
i=1
m∑
k=1
(zik(t)+ rik(t))hkt ≤ Bt (7)
n∑
i=1
(zik(t)+ rik(t)) ≤ qkt , ∀k = 1, 2, . . . ,m (8)
xijk(t), yjk(t), zjk(t), rjk(t), ojk(t), dik(t) ∈ {0, 1}
where Value is the network’s overall performance value. It is (Rachaniotis and Pappis [12]):
Value =
N∑
t=1
n∑
i=1
m∑
k=1
wik
Pk(0)
 n∑
j=1
j6=i
xjik(t) · Vk(ajk)+ yik(t)Vk(0)+ zik(t)Vk(t)
+
1− n∑
j=1
j6=i
xjik(t)− yik(t)− zik(t)− rik(t)− oik(t)
 Vk(aik)
+ Pk(1)[rik(t)Vk(t)+ oik(t)Vk(0)]
 .
Constraints set (2) ensures that every component can remain in the same computer or be exchanged with a component
of another computer or be replacedwhether it is permanently damaged or not. Constraints set (3) states that if a component
is assigned to another computer it cannot be disposed of. Constraints set (4) ensure that if a component is replaced when it
is not permanently damaged, then it will either be disposed or assigned to another computer. Constraints sets (5) and (6)
ensure that if a component is replaced when it is permanently damaged, it will be disposed and it will not be assigned to
another computer. Constraint (7) is the limited budget constraint. Constraints set (8) states that the components (damaged
or not) replaced from stock at time t must be at most equal to the available stock quantity at time t . Consequently, first the
stock is checked and if there is no spare available then a new itemmay be purchased, if decided. The above policies schemes
are depicted in Fig. 1 (Rachaniotis and Pappis [12]).
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Fig. 1. Flow diagram (Rachaniotis and Pappis [12]).
Solution methodology
The methodology employed for solving the problem is the -constraint approach. According to that approach, one out
of the objective functions is selected for optimization and the remaining ones are set as constraints with a lower bound
g , g = 1, 2, . . . ,G for each one of them. Since the problem in the case examined is a multi-objective one, it is formulated
as follows:
maxValue
s.t.: x∼
∗(t) ∈ X
Additional constraints:
n∑
i,j=1
i6=j
m∑
k=1
(xijk(t)Rkg +dik(t)Dkg) ≥ g , g = 1, 2, . . . ,G
(9)
where: x∼(t) = (xijk (t), yik (t), z ik (t), r ik (t), oik (t), dik(t))
T ∈ {0, 1}n2m+4nm: is the vector of variables.
x∼
∗(t): is the Pareto optimal solution
X : is the feasible region defined by the constraints (2)–(8).
A decision is strict Pareto optimal if there does not exist another decision which yields objective functions’ values greater
than or equal to it, with at least one strict inequality. A decision is weakly Pareto optimal if there is no other decision, which
yields objective functions’ values greater than it.
Theorem (Miettinen [14]). All the solutions of the -constraint problem are weakly Pareto optimal. The solution x∼
∗(t) of the
-constraint problem is strict Pareto optimal if it solves the -constraint problem for every objective function or if it is a unique
solution of the -constraint problem for one objective function, where every time g equals the value of the g-th objective function
for the solution, g = 1, 2, . . . ,G.
A stochastic dynamic programming model is used for the examined bi-objective function problem to obtain and
propagate the Pareto optimal solutions set recursively backward in time. The Principle of Optimality (Li and Haimes [15])
is used, which states that a Pareto optimal strategy has the property that, whatever the initial state and initial decision are,
the remaining decisions must constitute a Pareto optimal strategy with respect to the state resulting from the first decision.
The problem is a dynamic programming one, where each stage t requires the solution of
∏m
k=1(Qk−
∑t−1
T=1
∑n
i=1(rik(T )+
zik(T )))(N − t)nm binary integer programming problems. This determines the computational time of the algorithm. The
problem is considered to be NP-hard in the strong sense.
396 N.P. Rachaniotis et al. / Computers and Mathematics with Applications 59 (2010) 391–398
Table 1
Environmental benefits’ categories from computers’ reusing/recycling.
g Impact category Unit of measurement
1 Energy use kW h
2 Recycled materials kg
3 CO2/Greenhouse gas (GHG) emissions kg of CE, Carbon Equivalent
4 Air emissions kg
5 Water emissions kg
6 Toxic materials kg
7 Municipal solid waste (MSW) generation kg
8 Hazardous waste reduction kg
Table 2
Environmental savings of CPUs, motherboards and hard disks.
Energy Primary material
savings
GHG emissions Air emissions Water
emissions
Toxic
material
MSW Hazardous waste
reduction
Re-use Rkg
CPU 5.5 0.006 0.4 22.6 0.047 7× 10−5 0.006 0.006
Motherboard 546.7 0.595 42.9 2258.9 4.725 8× 10−3 0.595 0.594
HD 4.7 0.187 0.4 19.2 0.04 3× 10−4 0.187 0.027
Recycle Dkg
CPU 0.2 0.006 0.018 1 0.002 7× 10−5 0.006 0.006
Motherboard 23.1 0.595 1.8 95.8 0.2 8× 10−3 0.595 0.594
HD 0.2 0.187 0.016 0.8 0.002 3× 10−4 0.187 0.027
3. Case study
In the case study examined, the network consists of 30 notebooks. 3 major importance components are considered in
each notebook, namely the CPU (k = 1), the motherboard (k = 2) and the hard disc (k = 3). The components weights’
and their approximated value functions were calculated similarly as in (Rachaniotis and Pappis [12]). Almost all computers’
components appear to be very reliable so that the probability of failure is quite low. The problem is to find the proper policies,
as they were described in Section 2, in a number of N periods (a rational assumption for high technology electronic devices,
which become obsolete quite fast, could be to set a period equal to one year), which maximize the overall performance
value of the network and, simultaneously, the total environmental savings, under subsystems (possible) re-assembly and
components possible failures, compatibility and budget constraints (bi-objective decision problem).
Computer parts contain Printed Circuit Boards (PCB) as well as Aluminum and Aluminum alloys. PCBs contain hazardous
materials and plastic parts. After their useful life cycle and assuming that they are not uncontrollably disposed, computers’
parts are smelted in furnaces with very high recycling rates for the metals contained. The energy generated from the
incineration of the plastic parts is exploited for the operation of the furnaces.
In EEBC the environmental benefits from reusing/recycling computers are categorized in G = 8 impact categories
(Table 1):
A major issue arising here is that there is a general lack of reliable and up-to-date data regarding the environmental
impact of computer components. This is due to the fact that manufacturers do not publish data (relevant research works
are occasionally reported, e.g. see Oikawa et al. [16]), whereas different LCA impact assessment methods (e.g. Eco-indicator,
EPS, EDIP, etc.) may yield ambiguous or even contradictory results (Daniel et al. [10]).
In this paper the computers’ components savings in these environmental impact categories are calculated according to
the assumptions and the equivalences made in EEBC (Sokolov et al. [13]) and using data from (Lu et al. [17]). These are
depicted in Table 2:
From Table 2 it becomes obvious that it is much better (from an environmental point of view) to re-assign a computer
part rather than recycling it (even with fully controllable procedures), since for every re-used component it is assumed that
one new is saved (it does not need to be manufactured).
For the calculation of the computer’s stochastic behavior due to its components failures, from empirical studies
(Rachaniotis and Pappis [12]) it can be derived that the total number of these failures in t years follows a Poisson distribution
P(λt) for all major components, where Pk(0) ∈ [0.63, 0.87] and Pk(1) ∈ [0.13, 0.37] approximately, assuming that
Pk(0)+ Pk(1) = 1.
For:
N = 2 (the time horizon is two years)
c1t , h1t ∈ [300, 1500], c2t , h2t ∈ [70, 150], c3t , h3t ∈ [70, 150] (in euros)
Bt = 10,000 (in euros)
Qk = 1, k = 1, 2, 3.
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Table 3
Environmental savings from applying the single objective model.
Energy Primary material
savings
GHG
emissions
Air
emissions
Water
emissions
Toxic
material
MSW Hazardous waste
reduction
Re-use
CPU 38.5 0.042 2.8 158.2 0.329 0.00049 0.042 0.042
Motherboard 2186.8 2.38 171.6 9035.6 18.9 0.032 2.38 2.376
HD 37.6 1.496 3.2 153.6 0.32 0.0024 1.496 0.216
Subtotal Re-use 2262.9 3.918 177.6 9347.4 19.549 0.03489 3.918 2.634
Recycle
CPU 4.6 0.138 0.414 23 0.046 0.00161 0.138 0.138
Motherboard 0 0 0 0 0 0 0 0
HD 4.4 4.114 0.352 17.6 0.044 0.0066 4.114 0.594
Subtotal Recycle 9 4.252 0.766 40.6 0.09 0.00821 4.252 0.732
Total 2,271.9 8.17 178.366 9,388 19.639 0.0431 8.17 3.366
Table 4
Case study’s results from applying the -constraint model.
Disposals Exchanges Total environmental savings RV (%) RC (%)
Energy Primary
material
savings
GHG
emissions
Air
emissions
Water
emissions
Toxic
material
MSW Hazardous
waste
reduction
Mean 23 30 2,798.6 9.18 219.852 11,561.5 24.189 0.057 9.18 4.374 −0.07 −0.9
Max 45 64 16,564.2 23.49 1300.618 68,434.4 143.14 0.24935 23.49 18.66 −0.23 5.82
Min 1 12 0.00 −1.1
In the intermediate stage (t = 1, i.e. one year after the beginning of the planning period), 23 (qkt = 0 or 1, k = 1, 2, 3)
binary integer programming problems with 3060 variables and 463 constraints had to be solved. These were solved with
Premium Solver Platform 8.0 in Excel (MS Office XP) in a 1.4 GHz Centrino Pentium IV with 2 GB RAM. The calculation time
needed for solving each integer programming problem was no more than 40 s.
If the model is applied having as an objective only the expected network’s overall performance value (single objective
model), the total exchanges are 19 (4 motherboards’, 7 CPUs’ and 8 hard disks’ exchanges), whereas the total disposals were
45 (23 CPUs’ and 22 hard disks’ disposals). The results obtained show that, with a relatively small cost (far less than the
one needed for purchasing new notebooks with an average cost of 1000–1200 euros each), the expected network’s value
after two years is quite high (there is a value loss of about 30%), compared to the deterioration rate of the components if
examined separately. Since a budget constraint of 10,000 euros was imposed, it would be impossible to purchase a large
amount of new notebooks (and therefore increase the network’s value), thus this result is quite appealing. The total number
of exchanges (19) indicates that the re-assignment policy can be quite effective in this case. Additionally, when the budget
constraint was not violated, it was always preferable (in terms of maximizing the network’s performance) to purchase a
new component rather than using the one in stock.
Using Table 2 data, the environmental savings from reuse and recycling components, as well as their sum (total savings),
are shown in Table 3:
The results from applying the bi-objective model are presented in Table 4, where the -constraint approach was utilized
for the problem’s solution. For each environmental impact category two threshold lower bounds were set, i.e. g = ν · ∈′g ,
where ′g are the environmental savings that the single objective model yielded (Table 3), g = 1, 2, . . . , 8, and ν = 1 or 2
(since aiming at double environmental savings was considered a reasonable target and it yielded feasible solutions for the
binary integer programming problems). Consequently 28 = 256 instances in total were solved.
Table 4 includes:
a. The mean, maximum and minimum number of components’ disposals (Column 1).
b. The mean, maximum and minimum number of components’ exchanges (Column 2).
c. The mean and maximum total (yielding from re-assigning and recycling computer parts) savings in all 8 environmental
impact categories (Columns 3–10) (the minimum in each category equals ∈′g and it is omitted).
d. The mean, maximum and minimum relative performance value difference RV between this model’s expected
performance value Value2 and the single objective model’s expected performance value Value1 (Column 11):
RV = Value2−Value1Value1 × 100%.
e. The mean, maximum and minimum relative total cost difference RC between this model’s total cost C2 and the single
objective model’s total cost C1 (Column 12):
RC = C2−C1C1 × 100%.
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The results obtained show the following:
a. By increasing the values of the total environmental savings lower bounds, the number of component disposals decreases
in general, whereas the number of exchanges increases, thus yielding increased environmental savings. In several
categories the savings from applying this model were up to almost seven times higher than the ones resulting from
the single objective model.
b. The expected network’s overall performance value does not decrease significantly compared to the one that the single
objective model yields (the maximum difference was 0.23%).
c. The total cost also decreases at a low rate as the environmental savings lower bounds increase. In some case where the
bounds are tight and the respective constraints are binding, the cost slightly increases (around 5%) due to the purchase
of more off-the-shelf components.
4. Conclusion
A decision-making model has been proposed for re-assembling a set of computers in a network from used and new
components deteriorating at different rates. The objectives have been to find the proper policies in a time horizon so as
to obtain the Pareto optimal solutions for the overall network’s performance value and the total environmental savings,
under limited budget and assembly and compatibility constraints. Themodel is based on a stochastic dynamic programming
approach. A case study about notebooks has been presented and the financial benefits from the application of the decision
tool presentedwere assessed alongwith the environmental gains incurred, since the components’ life cycles can be extended
by the re-assembly policy.
A major issue that arises is that the solution procedure of the stochastic dynamic programming problem examined is
computationally intensive and suffers from the curse of dimensionality, as the computational time and storage requirements
increase exponentially in the number of stages and the number of state and control variables. The application of some
dominance rules and the development of sub-optimal solutions providing techniques, such as the approximation through
simulations or heuristic learning schemes (e.g. neuro-dynamic programming) (Sahinidis [18]), might be useful for coping
with extended models (e.g. for longer time horizons or an increased number of stages).
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