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Abstract We discuss the existence of solutions with oblique asymptotes to
a class of second order nonlinear ordinary differential equations by means of
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1 Introduction
Let us consider the following nonlinear ordinary differential equation
x′′ + f
(
t,
x
t
)
= 0, t ≥ t0 ≥ 1, (1)
where the nonlinearity f : [t0,+∞)×R→ R is assumed continuous. Further
smoothness for the function f will be added later. A model for this equation
is provided by the Emden-Fowler like equation
x′′ + A(t)x2n−1 = 0, t ≥ t0, (2)
where n ≥ 1 is an integer.
1
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By an asymptotically linear solution of equation (1) we understand any
C2 real-valued function x(t) that verifies the equation in a neighborhood of
+∞ and can be represented as
x(t) = x1t+ x2 + o(1), x1, x2 ∈ R, (3)
together with its derivative
x′(t) = x1 + o(t
−1) when t→ +∞. (4)
From now on, any C1 function which is defined in a neighborhood of +∞ and
can be developed as in (3), (4) will be referred to as asymptotically linear.
This type of behavior was investigated recently mostly in connection with
the existence of positive solutions to a family of reaction-diffusion equations
in exterior domains of Rm, m ≥ 2, see [6, 1, 2, 7, 9, 14, 13, 3]. Details about
the long time behavior of solutions to the Emden-Fowler equation (2) can be
found in the comprehensive monograph [8].
The investigation of asymptotically linear solutions is performed in the
literature of the last decade usually by means of fixed point theory. In this
respect, several results regarding the equation (1) can be read in [11, 12].
A few studies dealt with the problem of asymptotically linear solutions by
introducing a (Brauer-Trench-Wong type of) comparison technique that leans
upon the existence of a bounded maximal solution to a nonlinear first order
ordinary differential equation, see the presentation in [2, pp. 355, 357].
Our aim in this note is to complement the discussion from [1, 2] with an
analysis of the asymptotically linear solutions of equation (1) by means of
certain Lyapunov functions. To the best of our knowledge, this approach has
not been tried before in the literature though the problem of nonoscillatory
solutions has been studied via Lyapunov functions in several fundamental
contributions, see [4, Theorem 2] or [17, Theorem 2].
2 Preliminaries
Let us start the computations by noticing that the equation (1) can be recast
as a first order nonlinear differential system
u′ = −tf(t, v), v′ = u
t2
, (5)
where (
u
v
)
=
(
t −1
0 1
t
)(
x′
x
)
, t ≥ t0. (6)
Asymptotically linear solutions of ODE’s 3
We notice that the Jacobian of system (6) is 1 which means that working
with the pair (u, v) will be the same as working with the classical (x, x′).
The next lemma is needed in the sequel.
Lemma 1 Assume that the function x : [t0,+∞) → R is C1 and let the
function u be given by (6).
(i) If u is bounded then x(t) = x1t + o(t) and x
′(t) = x1 + o(1) when
t→ +∞ for a certain x1 ∈ R.
(ii) If lim
t→+∞
u(t) = u∞ ∈ R, then x(t) = x1t + x2 + o(1) and x′(t) =
x1 + o(t
−1) when t→ +∞ for a certain x2 ∈ R.
(iii) If x is asymptotically linear then u has a finite limit at +∞.
Proof (i) Introduce an U > 0 such that
|u(t)| ≤ U, t ≥ t0. (7)
We have
|v(T )− v(t)| ≤
∫ T
t
|v′(s)|ds =
∫ T
t
|u(s)|
s2
ds ≤ U
t
,
where T ≥ t ≥ t0. This yields the existence of
lim
t→+∞
v(t) = lim
t→+∞
x(t)
t
= x1 ∈ R.
Following from (7), the double inequality
x(t)− U
t
≤ x′(t) ≤ x(t) + U
t
, t ≥ t0,
leads to lim
t→+∞
x′(t) = x1.
(ii) We also have
x(t) = tv(t) = t
[
v(t0) +
∫ t
t0
u(s)
s2
ds
]
(8)
= t
[
x1 −
∫ +∞
t
u(s)
s2
ds
]
,
where x1 = v(t0) +
∫ +∞
t0
u(s)
s2
ds. Since L’Hoˆpital’s rule implies
lim
t→+∞
t
∫ +∞
t
u(s)
s2
ds = lim
t→+∞
u(t) = u∞,
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we conclude that
x(t) = t
[
x1 − (u∞ + o(1)) · 1
t
]
= x1t+ x2 + o(1) when t→ +∞,
where x2 = −u∞.
Further,
x′(t) = x1 −
∫ +∞
t
u(s)
s2
ds+
u(t)
t
= x1 + t
−1 · ξ(t),
where ξ(t) = u(t)− t ∫ +∞
t
u(s)
s2
ds. Given an ε > 0 there exists a Tε > t0 such
that |u(t)− u(s)| ≤ ε for any s ≥ t ≥ Tε. This yields
|ξ(t)| ≤ t
∫ +∞
t
|u(t)− u(s)|
s2
ds ≤ ε, t ≥ Tε.
(iii) From the relations (3), (4) we get
u(t) = tx′(t)− x(t)
= t[x1 + o(t
−1)]− [x1t + x2 + o(1)]
= −x2 + o(1) when t→ +∞,
that is, lim
t→+∞
u(t) = −x2 ∈ R.
The proof is complete. 
Let x be a solution of the equation (1) with the maximal interval of ex-
istence [t0, T∞) for some T∞ ≤ +∞ and assume that the associated function
u from (6) is bounded on [t0, T∞).
Then, the relation (8) leads to, for any T ∈ (t0, T∞),
|x(t)|+ |x′(t)| ≤ (1 + T )|v(t0)|+ T + 2
t0
· ‖u‖∞, t ∈ [t0, T ],
and respectively to
lim sup
tրT∞
[|x(t)|+ |x′(t)|] < +∞,
which means that the solution x does not “explode” in finite time. Wintner’s
non-local existence theorem implies that this solution x of equation (1) is
defined throughout [t0,+∞).
The heart of our approach consists of two steps. First, we use Lyapunov
like functions to establish that there exist solutions to (5) which are Lagrange
Asymptotically linear solutions of ODE’s 5
stable (bounded near +∞). Lemma 1 (i) shows that it is enough to establish
the boundedness of u in this respect. Second, using a sign condition for f ,
we deduce the eventual monotonicity of u. Lemma 1 (ii) will imply then
that these (Lagrange stable) solutions correspond to asymptotically linear
solutions of (1).
3 Asymptotic integration of equation (1)
The main results of this note are the following theorems, applicable to the
case of equation (2).
Theorem 1 Suppose that the nonlinearity f(t, v) of the equation (1) satisfies
the conditions below
vf(t, v) ≤ 0, ∂f
∂v
(t, v) ≤ 0, (9)
the function ∂f
∂v
(t, v) being continuous in [t0,+∞)× R, and
|f(t, v)| ≤ a(t)g(|v|), t ≥ t0, v ∈ R, (10)
where the functions a : [t0,+∞) → [0,+∞), g : [0,+∞) → [0,+∞) are
continuous, g(α) > 0 for any α > 0, g is monotone nondecreasing and
K =
∫ +∞
t0
ta(t)dt < +∞,
∫ +∞
1
dξ
g(ξ)
< +∞. (11)
Then, for any solution x of equation (1) such that
4
t0
(
K +
c
g(1)
)
<
∫ +∞
1+|v0|
dξ
g(ξ)
, c = 1 +
u20
2
, (12)
where u0 = u(t0), v0 = v(t0), either x(t) = o(t) or x(t) = x1t + x2 + o(1),
with x1 6= 0, when t→ +∞.
Proof. Introduce the function
V (t, u, v) =
u2
2
+ u
∫ t
t0
sf(s, v)ds, t ≥ t0, u, v ∈ R.
Given (u, v) a local solution of the differential system (5), we compute
the total derivative of V with respect to t, that is
d
dt
[V (t, u(t), v(t))] =
∂V
∂t
+
∂V
∂u
u′ +
∂V
∂v
v′
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= u(t)tf(t, v(t)) +
[
u(t) +
∫ t
t0
sf(s, v(t))ds
]
· [−tf(t, v(t))]
+
[
u(t)
∫ t
t0
s
∂f
∂v
(s, v(t))ds
]
· u(t)
t2
= −tf(t, v(t))
∫ t
t0
sf(s, v(t))ds+
[u(t)]2
t2
∫ t
t0
s
∂f
∂v
(s, v(t))ds.
Since f(t, v)f(s, v) ≥ 0 and ∂f
∂v
(s, v) ≤ 0 for any numbers t ≥ s ≥ t0 and
v ∈ R, we conclude that
d
dt
[V (t, u(t), v(t))] ≤ 0 (13)
for as long as the solution exists to the right of t0.
We integrate (13) in order to make the next estimates
|u(t)|2
2
− y(t)|u(t)| ≤ [u(t)]
2
2
+ u(t)
∫ t
t0
sf(s, v(t))ds
≤ V0 = V (t0, u(t0), v(t0)) < |V0|+ 1 = c, (14)
where
y(t) =
∫ t
t0
sa(s)ds · g(|v(t)|).
The quadratic inequality from (14), that is
|u(t)|2 − 2y(t)|u(t)| − 2c ≤ 0,
yields
|u(t)| ≤ |y(t) +
√
[y(t)]2 + 2c|+ |y(t)−
√
[y(t)]2 + 2c|
≤ 4y(t) + 2
√
2c < 4[y(t) + c]. (15)
We also have, by taking into account (6),
y(t) ≤
∫ +∞
t0
τa(τ)dτ · g
(
|v0|+
∫ t
t0
|u(s)|
s2
ds
)
, v0 = v(t0),
and
y(t) ≤ K · g(z(t)), (16)
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where
z(t) = 1 + |v0|+
∫ t
t0
|u(s)|
s2
ds.
By combining (15), (16), we obtain
z′(t) ≤ 4
t2
[Kg(z(t)) + c]
and
∫ z(t)
z(t0)
dξ
g(ξ)
=
∫ t
t0
z′(s)
g(z(s))
ds ≤ 4K
∫ t
t0
ds
s2
+ 4c
∫ t
t0
ds
s2g(z(s))
≤ 4
t0
(
K +
c
g(1)
)
< +∞.
The latter estimate implies, via the second of hypotheses (12), the bound-
edness of z(t), y(t) and u(t).
According to Lemma 1 (i), all the solutions x of equation (1) verify the
asymptotic formula
x(t) = x1t+ o(t) when t→ +∞, x1 ∈ R.
If x1 6= 0 then, since lim
t→+∞
v(t) = x1, the sign of f(t, v(t)) does not change
close to +∞. Consequently, the function u is (non-strictly) monotonic in a
neighborhood of +∞. Since it is bounded, it has a finit limit at +∞. The
conclusion now follows from Lemma 1 (ii). 
Theorem 2 Suppose that ∂f
∂t
(t, v) is continuous in [t0,+∞) × R. Assume
also that
vf(t, v) ≥ 0, v
[
3f(t, v) + t
∂f
∂t
(t, v)
]
≤ 0
for all real numbers t ≥ t0 and v 6= 0.
Then, if x is a solution of equation (1), we have either
x(t) = o(t) or x(t) = x1t+ x2 + o(1), x1 6= 0, when t→ +∞.
Proof. Introduce the function
V (t, u, v) =
u2
2
+ t3
∫ v
0
f(t, s)ds, t ≥ t0, u, v ∈ R.
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Again, the total derivative of V for a local solution (u, v) of the differential
system (5) reads as
d
dt
[V (t, u(t), v(t))] = t2
∫ v(t)
0
[
3f(t, s) + t
∂f
∂t
(t, s)
]
ds ≤ 0
for as long as the solution x of equation (1) exists to the right of t0.
By an integration of this inequality, we deduce that
0 ≤ [u(t)]
2
2
≤ V (t, u(t), v(t)) ≤ V0 = V (t0, u(t0), v(t0)) < +∞.
This estimate implies that
|u(t)| ≤ U =
√
2V0.
The proof is completed by using Lemma 1 and the monotonicity argument
from the final part of the proof of Theorem 1. 
4 The case of equation (2)
Theorem 3 Assume that A(t) ≤ 0 for all t ≥ t0 and∫ +∞
t0
s2n|A(s)|ds < +∞.
Then, for any solution x of (2) such that
4
t0
(
1 +
u20
2
+
∫ +∞
t0
t2n|A(t)|dt
)
≤ 1
2n
· 1
(1 + |v0|)2n , (17)
where
u0 = t0x
′(t0)− x(t0), v0 = x(t0)
t0
,
either x(t) = o(t) or x(t) = x1t+ x2 + o(1), with x1 6= 0, when t→ +∞.
Proof. We apply Theorem 1. Here, f(t, v) = t2n−1A(t) · v2n−1, a(t) =
t2n−1|A(t)| and g(ξ) = ξ2n−1. 
Theorem 4 Assume that A(t) ≥ 0 for all t ≥ t0 and
(2n+ 2)A(t) + tA′(t) ≤ 0, t ≥ t0. (18)
Then, if x is a solution of equation (2), we have either
x(t) = o(t) or x(t) = x1t+ x2 + o(1), x1 6= 0, when t→ +∞. (19)
Proof. We apply Theorem 2. 
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5 Comments
The equation (2), see [11], exhibits both solutions blowing up in finite time
and solutions which are not asymptotically linear. For
−A(t) =


4n(2n− 2)−2, t ∈ [1, 2],
2n(2n− 2)−2(4− t), t ∈ [2, 4],
0, t ≥ 4,
there exists the solution x(t) = (2− t)−1/(n−1) defined in [1, 2) and for A(t) =
−2t2−4n the equation has the solution x(t) = t2, t ≥ t0.
These examples prompt that it is natural to impose restrictions on the
quantities t0, u0, v0, so, conditions like (12), (17) are unavoidable.
The first of conditions (11) is necessary in the investigation of asymp-
totically linear solutions. In this respect, see the argumentation from [10,
Theorem III] and [11, Section 5.2]. In other words, we cannot go further
than the condition (11) when looking for such a particular asymptotic be-
havior and this brings us to our reason for introducing the Lyapunov like
quantity V — that is, to get simpler proofs of the general results of asymp-
totic integration for equation (1). In this respect, a result similar to our
Theorem 1 that relies on a delicate application of fixed point theory can be
worked out from the presentation in [11].
In the case of A(t) ≥ 0, our Theorem 4 cannot cover the most flexible
condition in the literature, see [16],
∫ +∞
t0
s2nA(s)ds < +∞. (20)
It provides nevertheless an interesting complement, with very simple
proof, to the fundamental contribution of Atkinson [4, Theorem 2] which
says that if the coefficient A(t) > 0 verifies the Potter hypothesis (see [15]),
that is
A′(t) ≤ 0, t ≥ t0, (21)
together with the integral restriction
∫ +∞
t0
s2n−1A(s)ds < +∞ (22)
then none of the solutions to (2) oscillates.
The hypothesis (18) implies that
0 ≤ A(t) ≤ ct−(2n+2), t ≥ t0,
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for some positive number c, so, the conditions (20), (21), (22) are verified.
According to Theorem 4, all the solutions of equation (2) are asymptoti-
cally linear and the solutions with x(t) = o(t) when t→ +∞ are nonoscilla-
tory. The latter type of solutions exists always, see [13, Proposition 1].
In the linear subcase (n = 1), Theorem 4 is a variant of a technical result
due to Caligo, see [5].
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