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Resumo – A biodiversidade das espe´cies existentes no riquı´ssimo reino vegetal tornam os modelos tradicionais de taxonomia,
na qual o processo de classificac¸a˜o e´ realizado manualmente, uma tarefa muito complexa e morosa. As dificuldades presentes
nesse processo implicam na existeˆncia de poucas pesquisas de classificac¸a˜o vegetal utilizando me´todos matema´ticos e computa-
cionais. Desta forma, visando contribuir com as te´cnicas de taxonomia manuais ja´ desenvolvidas, esse estudo apresenta uma
nova metodologia computacional de identificac¸a˜o de espe´cies vegetais por meio da ana´lise da textura foliar. O me´todo, chamado
de Fractal Multi-Nı´veis, e´ baseado no ca´lculo da dimensa˜o fractal de imagens bina´rias geradas a partir da textura. Os excelentes
resultados obtidos demonstram como os me´todos computacionais de ana´lise de imagens, em especial ana´lise de textura, podem
contribuir facilitando e agilizando a tarefa de identificac¸a˜o de espe´cies vegetais.
Palavras-chave – Dimensa˜o Fractal, Textura, Folhas, Herba´rio, BoxCounting
Abstract – The diversity of species in the plant kingdom become traditional models of taxonomy, in which the classification
process is performed manually, a very difficult task. The present difficulties in this process imply in the existence of few studies
of plant classification using mathematical and computational methods. Therefore, in order to contribute to the manuals methods
of taxonomy already developed, this study presents a new computational method for identifying plant species through analysis of
leaf texture. The method, called Fractal Multilevel, is based on the calculation of fractal dimension of binary images generated
from the texture. The excellent results show how the computational methods for image analysis, texture analysis in particular,
can help the task of identifying plant species.
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1 INTRODUC¸A˜O
A Taxonomia Vegetal e´ a cieˆncia responsa´vel pela sı´ntese, organizac¸a˜o, classificac¸a˜o e nomenclatura das espe´cies de plantas.
Essencial ao conhecimento da biodiversidade e ao inventa´rio da flora brasileira, fornece tambe´m subsı´dios para outras a´reas
relacionadas a` Botaˆnica (fisiologia vegetal, citologia, paleobotaˆncia, etc.) e a´reas do conhecimento afins (cieˆncias agra´rias,
ecologia, etc.), ale´m de embasar programas de conservac¸a˜o.
Neste contexto, os herba´rios vegetais sa˜o ferramentas imprescindı´veis no trabalho dos taxonomistas na identificac¸a˜o de
espe´cies arbo´reas. Segundo [1], um herba´rio e´ uma colec¸a˜o de plantas mortas, secas e montadas de forma especial, desti-
nadas a servir como documentac¸a˜o para va´rios fins. Os herba´rios abrigam uma grande quantidade de informac¸a˜o e dados sobre
a diversidade vegetal. Pela comparac¸a˜o manual pura e simples com outros espe´cimes da colec¸a˜o herborizada e´ possı´vel realizar,
entre outras tarefas: 1) Identificar material desconhecido; 2) Realizar levantamento da flora de uma determinada a´rea 3) Re-
constituir o clima de uma regia˜o; 4) Avaliar a ac¸a˜o devastadora do homem ou da ac¸a˜o delete´ria da poluic¸a˜o; 5) Reconstituir o
caminho seguido por um botaˆnico coletor.
Contudo, apesar da existeˆncia dos herba´rios e da alta tecnologia hoje existente, todo o trabalho de identificac¸a˜o e caracterizac¸a˜o
continua sendo realizado manualmente [2]. Este processo taxonoˆmico, tradicionalmente realizado sobre ramos fe´rteis, flores e
frutos, acarreta em aferic¸o˜es na˜o ta˜o precisas, pois podem conter erros causados pela manipulac¸a˜o humana, ale´m de na˜o contem-
plar todas as possı´veis informac¸o˜es contidas nas amostras, como por exemplo, caracterı´sticas de textura foliar. Neste aˆmbito o
uso de me´todos de visa˜o artificial e modelos matema´ticos esta´ permitindo o desenvolvimento de te´cnicas de aferic¸a˜o e extrac¸a˜o
de informac¸o˜es de forma automatizada da folha, contribuindo para uma ana´lise mais criteriosa da morfologia, anatomia e ate´
mesmo da fisiologia do vegetal. Em contrapartida, o estudo dos atributos visuais das folhas e´ um problema complexo e auxilia
no aprimoramento dos me´todos matema´ticos utilizados nos problemas de visa˜o computacional.
Visando contribuir com as te´cnicas de taxonomia ja´ desenvolvidas, este estudo objetiva desenvolver e testar uma metodologia
para identificac¸a˜o de espe´cies vegetais por meio da ana´lise de textura foliar utlizando o me´todo de Dimensa˜o Fractal Multi-
nı´veis [3]. Essa abordagem foi adotada em virtude de haver pouquı´ssimos trabalhos na literatura sobre classificac¸a˜o vegetal por
folhas utilizando te´cnicas de visa˜o computacional [4–6] e, dentro desse reduzido conjunto, nenhum faz uso do atributo textura
para identificac¸a˜o.
A dimensa˜o fractal utilizada aqui, e´ uma medida de o qua˜o complexo o objeto e´. Em texturas, esta complexidade e´ carac-
terizada pela organizac¸a˜o dos pixels, i.e., a complexidade e´ relacionada com o aspecto da textura. Assim, a dimensa˜o fractal e´
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uma te´cnica adequada para descrever a textura em termos de sua homogeneidade, tornando assim possı´vel a comparac¸a˜o entre
diferentes texturas [7, 8].
Nas pro´xima apresentaremos o me´todo da Dimensa˜o Fractal Multi-nı´veis. Em sequeˆncia o modelo de experimento proposto
para a ana´lise de textura foliar, bem como os me´todos de ana´lise de textura utilizados para comparac¸a˜o de resultados. Por fim os
resultados e concluso˜es obtidas.
2 DIMENSA˜O FRACTAL MULTI-NI´VEIS
Embora na˜o possua uma definic¸a˜o formal na literatura, o termo complexidade esta´ frequ¨entemente relacionado as mais
diversas caracterı´sticas existentes na imagem como, por exemplo, forma, a´rea ocupada, irregularidade da ocupac¸a˜o do espac¸o,
distribuic¸a˜o e organizac¸a˜o dos pixels e uniformidade da textura [7, 9]. Trata-se de uma caracterı´stica de grande importaˆncia em
processos de reconhecimento de padro˜es, especialmente naqueles que envolvem imagens biolo´gicas.
A complexidade de um objeto pode ser facilmente quantificada utilizando me´todos de estimativa da Dimensa˜o Fractal. A
dimensa˜o fractal representa o nı´vel de complexidade e de ocupac¸a˜o do espac¸o euclidiano por um objeto fractal. Trata-se de uma
caracterı´stica importante dos fractais, uma vez que um nı´vel maior de ocupac¸a˜o do espac¸o implica em uma estrutura fractal mais
complexa.
Essa ligac¸a˜o entre nı´vel de ocupac¸a˜o de espac¸o e complexidade permite a utilizac¸a˜o da dimensa˜o fractal como ferramenta
para ana´lise de complexidade. Trata-se de um me´todo de ana´lise com aplicac¸o˜es nas mais diversas a´reas do conhecimento, em
especial, na a´rea de processamento e ana´lise de imagens [10, 11].
Va´rios sa˜o os me´todo descritos na literatura para se estimar a dimensa˜o fractal, sendo o de Box-Counting um dos mais
utilizados devido, principalmente, a sua simplicidade e facilidade de implementac¸a˜o. Nele, um grid de caixas de aresta r e´
sobreposto a imagemA ∈ R2, sendo a seguir realizada a contagem do nu´mero de quadrados que interceptam essa imagem, N(r)
(Figura 1) [7, 9, 12]. A Dimensa˜o Fractal e´ estimada a partir da relac¸a˜o entre o tamanho da caixa utilizada, r, e o numero de
caixas contadas, N(r), obedecendo a` seguinte equac¸a˜o:
D = − lim
r→0
log(N(r))
log(r)
. (1)
Figura 1: Divisa˜o de uma imagem usando o me´todo de Box-Counting para diferentes valores de r.
Como intuito de aplicar o me´todo de Box-Counting em texturas de origem biolo´gica, a versa˜o multi-nı´veis do me´todo foi
utilizada [3]. Para tanto, diferentes limiares, Li, foram aplicados sobre a textura original A ∈ R2 gerando, para cada limiar, uma
versa˜o binarizada da textura, ALi . Para cada imagem binarizada obtida, a Dimensa˜o Fractal foi calculada:
DLi = − lim
r→0
log(NLi(r))
log(r)
, (2)
Considerando um conjunto de limiares Li, Li ∈ L, e´ possı´vel obter uma assinatura de textura ψ(A)
ψ(A) = [DL1 , . . . ,DLi , . . . ,DLM ] i ∈ 1 . . .M, (3)
onde M e´ o nu´mero de limiares considerados para a caracterizac¸a˜o da textura.
Para se obter uma discriminac¸a˜o eficiente das diferentes classes de imagens, e´ fundamental selecionar um conjunto de limiares
que esteja relacionado de alguma forma com a variac¸a˜o dos nı´veis de cinza das imagens. Desse modo, foi aplicado neste trabalho
o me´todo de Otsu [13, 14], em sua versa˜o multi-nı´veis, sobre o histograma me´dio das imagens para a selec¸a˜o do conjunto de
limiares, de acordo com as seguintes regras:
1. Para cada imagem j considerada no experimento, calcule o seu histograma hj(i);
2. Calcule o histograma me´dio, hj(i) a partir dos histogramas calculados. Esse histograma me´dio representa a distribuic¸a˜o
dos nı´veis de cinza ao longo das amostras;
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Figura 2: Imagem bina´ria obtida para 8 diferentes limiares em 3 diferentes texturas
Figura 3: Assinaturas de 3 diferentes espe´cies obtidas para um dado conjunto de limiares. Observar que cada espe´cie apresenta
descritores bem definidos
3. Utilizando o me´todo de Otsu multi-nı´veis [13, 14], selecione M nı´veis de cinza distintos do histograma me´dio, hj(i),
calculado anteriormente.
A Figura 2 apresenta as imagens bina´rias obtidas para um conjunto de limiares dados pelo me´todo de Otsu multi-nı´veis.
Assim, para cada uma dessas imagens, calcula-se a DF, obtendo-se uma assinatura da forma apresentada na Figura 3.
3 EXPERIMENTOS
Para a realizac¸a˜o desse experimento, foi considerado um conjunto de amostras de folhas contendo 10 espe´cies da flora
brasileira (Figura 4). Para cada espe´cie, treˆs amostras de folhas foram coletadas manualmente, in vivo. As amostras de folhas
foram lavadas para evitar a presenc¸a de impurezas, o que poderia agir como o ruı´do nas amostras. Um scanner com resoluc¸a˜o
de 1200dpi foi utilizado. Durante o processo de digitalizac¸a˜o, cada folha foi orientada de modo a manter o seu eixo central em
posic¸a˜o vertical.
Figura 4: Exemplo de textura cada uma das 10 espe´cie de textura utilizada no experimento.
Um total de cinco amostras de textura de 128× 128 pixels de tamanho foi extraı´do de cada folha, resultando em um conjunto
de 150 amostras de textura agrupados em 10 classes, este processo e´ representado pela Figura 5. A identificac¸a˜o de folhas de
plantas e´ uma tarefa difı´cil devido a` grande variac¸a˜o no padra˜o das suas caracterı´sticas fundamentais. Estas variac¸o˜es sa˜o uma
resposta a diferentes nı´veis de maturidade e de exposic¸a˜o ao sol bem como a outros fatores, como influeˆncia do solo, fungos,
doenc¸as, clima ou mesmo ambiente. Essa variac¸a˜o pode ser percebida pela observac¸a˜o da Figura 6, a qual apresenta 3 texturas
distintas de cada folha (colunas) para 5 espe´cies diferentes. Ale´m da similaridade intraclasses na˜o ser adequada, a similaridade
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Figura 5: Processo de extrac¸a˜o das amostras de textura. Exemplo de janelas de tamanho 128× 128 extraı´das aleato´riamente sem
sobreposic¸a˜o.
Figura 6: Exemplo da variabilidade da textura por classe (colunas). Verifica-se a variabilidade da textura dentro de uma mesma
espe´cie. Esse tipo de comportamento dificulta o processo de classificac¸a˜o uma vez que a obtenc¸a˜o de um modelo me´dio para
cada espe´cie e´ uma tarefa imprecisa.
entre classes e´ consideravelmente alta. Podemos observar ainda na Figura 6 por exemplo, texturas muito similares entre as
espe´cies 1, 3 e 4, e entre as espe´cies 2 e 5. Assim, a extrac¸a˜o de va´rias janelas de textura e´ realizada a fim de diminuir a
amostragem de padro˜es de textura que na˜o representam a real textura daquela espe´cie de folha.
Para cada amostra de textura de folha, uma assinatura foi calculada utilizando o me´todo de Dimensa˜o Fractal Multi-nı´veis.
Essas assinaturas foram avaliadas utilizando o me´todo de classificac¸a˜o estatı´stica supervisionado LDA (Linear Discriminant
Analysis) [15, 16], no esquema de validac¸a˜o cruzada leave-one-out.
De modo a obter uma melhor avaliac¸a˜o do me´todo, uma comparac¸a˜o com me´todos tradicionais na a´rea de ana´lise de texturas
tambe´m foi realizada. Para tanto, os seguintes me´todos foram considerados:
Matrizes de Co-ocorreˆncia: sa˜o matrizes que estimam propriedades de uma imagem relacionadas a` estatı´stica de segunda-
ordem [17]. Cada matriz representa a distribuic¸a˜o de probabilidades entre pares de pixels separados por uma distaˆncia e direc¸a˜o.
Para este trabalho, foram consideradas matrizes na˜o-sime´tricas para as distaˆncias de 1 e 2 pixels e aˆngulos de (−45 ◦, 0 ◦, 45 ◦,
90 ◦), sendo as medidas utilizadas a energia e entropia da distribuic¸a˜o [18].
Descritores de Fourier: a partir da aplicac¸a˜o da Transformada de Fourier sobre uma textura, os descritores de Fourier sa˜o
calculados como sendo um vetor de caracterı´sticas contendo a soma das energias dos 63 coeficientes dispostos a uma distaˆncia
r, r = 1 . . . 63, do centro da imagem (isso depois de ser realizada uma operac¸a˜o de shifting) [19, 20].
Filtros de Gabor: o Filtro de Gabor 2-D e´, basicamente, uma func¸a˜o gaussiana bi-dimensional modulada por uma senoide
orientada na direc¸a˜o θ e frequ¨eˆncia W . Os descritores foram obtidos a partir da convoluc¸a˜o de uma famı´lia de filtros de Gabor
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sobre uma imagem, onde cada filtro representa diferentes escalas e orientac¸o˜es obtidas a partir de uma configurac¸a˜o original
[21–23]. Para este trabalho, foi considerado uma famı´lia de 40 filtros (5 rotac¸o˜es e 8 escalas), com frequ¨eˆncias inferior e superior
de 0.01 e 0.3, respectivamente, sendo a energia calculada de cada imagem resultante [21].
Descritores de Wavelet: a transformada de Wavelet e´ um conjunto de func¸o˜es bases que representa um sinal em diferentes
bandas de frequeˆncias, cada uma com uma escala de resoluc¸a˜o. Essa abordagem permite a ana´lise e representac¸a˜o de uma
imagem de uma maneira multi-escala. Nesse trabalho, quatro nı´veis de decomposic¸a˜o da wavelet foram obtidos para cada
imagem, resultando em 12 componentes de alta frequeˆncia. Os valores de energia e entropia foram obtidos de cada componente
de alta frequeˆncia, totalizando 24 descritores [24, 25].
4 RESULTADOS E DISCUSSA˜O
Os resultados mostram que, dentro do conjunto de me´todos analisados, a Dimensa˜o Fractal Multi-nı´veis e´ o melhor me´todo
para ana´lise de texturas foliares (com probabilidade geral de acerto de 90.67%, ver Tabela 1). As demais medidas (Descritores de
Fourier e Filtros de Gabor) apresentaram resultados inferiores (Tabela 1). Isso se deve principalmente a auseˆncia de caracterı´sticas
direcionais significantes nas texturas (e.g., linhas horizontais, verticais ou diagonais). Como esses me´todos salientam esse tipo
de informac¸a˜o, na˜o e´ possı´vel obter resultados expressivos como os obtidos pela Dimensa˜o Fractal Multi-nı´veis e pelas matrizes
de co-ocorreˆncia.
Diferentemente dos me´todos de filtros de Gabor, descritores de Fourier e matrizes de co-ocorreˆncia, o me´todo de Dimensa˜o
Fractal Multi-nı´veis na˜o possui paraˆmetros a serem escolhidos pelo usua´rio. Os paraˆmetros nele envolvidos (e.g. M limiares)
sa˜o obtidos automaticamente atrave´s do me´todo de Otsu multi-nı´veis considerando o histograma me´dio. Na˜o ha´, portanto,
a necessidade de uma pre´-configurac¸a˜o dos paraˆmetros quando da aplicac¸a˜o em uma base de dados diferente. Para a base
analisada, os melhores resultados sa˜o alcanc¸ados quanto um total de M = 126 descritores sa˜o utilizados, ou seja, o me´todo de
Otsu multi-nı´veis retornou 126 limiares, obtendo-se assim 126 dimenso˜es fractais.
Os bons resultados obtidos com a Dimensa˜o Fractal Multi-nı´veis se devem principalmente a sua capacidade de quantificar
a homogeneidade de uma textura a partir de sua complexidade. Neste caso, avalia-se a complexidade da textura ao longo dos
nı´veis de cinza onde sua homogeneidade se altera. Temos, portanto, que a combinac¸a˜o da Dimensa˜o Fractal de BoxCounting
com o me´todo de Otsu multi-nı´veis permite construir uma assinatura associada as mais relevantes mudanc¸as de complexidade da
textura.
Tendo em vista a utilizac¸a˜o do me´todo de Otsu, alterac¸o˜es no brilho ou contraste da imagem obtida poderia interferir neg-
ativamente nos resultados obtidos. Entretanto salienta-se que, para a aplicac¸a˜o proposta, o processo de aquisic¸a˜o de imagens
e´ controlado, na˜o interferindo significativamente no brilho e/ou contraste. Para demais tipos de aplicac¸o˜es, com aquisic¸a˜o na˜o
controlado, pode-se utilizar a equalizac¸a˜o dos histogramas como forma de atenuar tal tipo de problema.
Me´todo Taxa de acertos (%)
Matriz de Co-ocorreˆncia 86,66
Descritores de Fourier 62,66
Filtros de Gabor 73,33
Descritores de Wavelet 84,67
Dimensa˜o Fractal Multi-nı´veis 90,67
Tabela 1: Comparac¸a˜o dos resultados obtidos para os diferentes me´todos considerados.
A Tabela 2 apresenta a matriz de confusa˜o para o me´todo da Dimensa˜o Fractal Multi-nı´veis. Observamos que, ale´m das boas
taxas de acerto obtidas, todas as classes foram bem discriminadas, na˜o possuindo uma tendeˆncia a erro ou confusa˜o com uma
espe´cie somente. Assim, apesar da similaridade entre as espe´cies, o me´todo se mostra robusto, qualidade deseja´vel em algoritmo
de visa˜o computacional e aprendizado de ma´quina.
classe 1 2 3 4 5 6 7 8 9 10
1 15 0 0 0 0 0 0 0 0 0
2 1 13 0 0 0 0 0 0 0 1
3 0 0 15 0 0 0 0 0 0 0
4 0 0 0 15 0 0 0 0 0 0
5 0 0 0 0 15 0 0 0 0 0
6 1 0 0 0 1 13 0 0 0 0
7 0 0 0 0 1 1 11 0 0 2
8 0 0 0 0 0 0 0 15 0 0
9 0 0 0 0 0 0 0 0 14 1
10 0 3 0 0 1 0 1 0 0 10
Tabela 2: Matriz de confusa˜o obtida para o me´todo da Dimensa˜o Fractal Multi-nı´veis.
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5 CONCLUSO˜ES
A identificac¸a˜o de espe´cies vegetais e´ uma importante, pore´m difı´cil tarefa, principalmente devido a` biodiversidade das
espe´cies. Desde o processo de aquisic¸a˜o do espe´cime ate´ a morosa comparac¸a˜o com as amostras ja´ catalogadas em um herba´rio
exigem um grande esforc¸o dos taxonomistas e/ou profissionais de a´reas correlatas.
Nesse contexto, esta trabalho apresentou como o me´todo de Dimensa˜o Fractal Multi-nı´veis pode contribuir para identificac¸a˜o
de espe´cies vegetais. Tambe´m foi realizada uma comparac¸a˜o entre diferentes abordagens de extrac¸a˜o de caracterı´sticas de textura
foliar. A comparac¸a˜o entre os me´todos foi realizada a partir de experimentos com imagens de texturas, as quais foram extraı´das
da superfı´cie de diferentes espe´cies de folhas da flora brasileira. A ana´lise estatı´stica das caracterı´sticas extraı´das foi realizada
utilizando o me´todo de LDA.
Os melhores resultados de classificac¸a˜o foram obtidos quando aplicado o me´todo de Dimensa˜o Fractal multi-nı´veis sobre as
amostras. Esse me´todo permite descrever uma amostra de textura a partir da variac¸a˜o do nı´vel de complexidade existente nas
diferentes distribuic¸o˜es de nı´veis de cinza da amostra. Os resultados, superiores a me´todos estado da arte (e.g. filtros de Gabor
wavelets), levam a acreditar que esta abordagem pode vir a se tornar uma importante ferramenta na a´rea de visa˜o computacional
e indicam que a ana´lise de complexidade oferece excelentes caracterı´sticas para a caracterizac¸a˜o de uma determinada espe´cie, vi-
abilizando, portanto, a sua identificac¸a˜o. Certamente mais testes, com maiores bases de dados, sa˜o necessa´rios, mas os resultados
aqui obtidos sa˜o encorajadores.
Associado aos me´todos manuais, os bons resultados obtidos pelos me´todo apresentado, pode complementar as metodologias
empregadas pelos taxonomistas, facilitando e agilizando a tarefa de identificac¸a˜o de espe´cies.
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