Automatic Image Labelling by Lukáč, Michal
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVE´ GRAFIKY A MULTIME´DII´
FACULTY OF INFORMATION TECHNOLOGY





AUTOR PRA´CE MICHAL LUKA´Cˇ
AUTHOR




Práca sa zaoberá automatickým označovaním obrázkov do sémantických kategórií. Je po-
písaná teória z klasifikácie a detekcie lokálnych príznakov. Sú vysvetlené základné algo-
ritmy strojového učenia pri označovaní obrázkov a ich učenie pomocou algoritmu Gradient
descent. Je navrhnuté riešenie s hierarchiou pre ImageNet a tagovanie obrázkov atribútmi.
Výpočetný model MapReduce je ukázaný pre učenie na veľkých dátových sadách. V po-
slednej časti je popísaná implementácia, experimentálne a testovacie výsledky.
Abstract
This thesis focuses on automatic image labelling to semantic categories. It describes the
theory of classification and local features detection. It explains fundamental machine lear-
ning models used for image tagging, and how such models can be learned with Gradient
descent. It propose solution with hierarchy for ImageNet and tagging images with attribu-
tes. MapReduce computing model is considered for learning on big data sets. In the last
part it is described implementation, experimental and test results.
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Algoritmy počítačového videnia a strojového učenia sú v dnešnej dobe prítomné od mo-
bilných telefónov, kamerových systémov, robotike po sociálne siete. Firmy ako Google[30],
Flickr[27], Facebook[22] a vedecké inštitúcie sa pokúšajú vytvoriť rozpoznávacie algoritmy,
ktoré by dokázali s čo najvyššou presnosťou zaradiť video alebo obrázok do danej kategórie
prípadne navrhnúť obrázkom kľúčové slová. Ešte pred pár rokmi bolo výzvou vytvorenie
modelov, ktoré by dokázali správne zaradiť tisíce obrázkov. V súčasnosti sú takéto dátové
sady veľmi malé a na natrénovanie rozpoznávacích systémov, ktoré by sa dali uplatniť
v reálnom svete nedostačujúce. Existuje milióny objektov a scén s ktorými si musí takýto
systém poradiť. Každý objekt a každá scéna môže byť zosnímaná z iného uhlu čím sa zvy-
šuje komplexnosť takéhoto problému. Preto je potreba mať veľkú dátovú sadu. Systémy,
ktoré pracujú na menších datasetoch nemusia dávať dostatočne dobré výsledky na veľkých
datasetoch. Ukázuje sa, že pri veľkých datasetoch je narvhnutie takéhoto systému s vysokou
presnosťou obtiažne.[7] Preto Stanfordova univerzita vytvorila dátovú sadu ImageNet, ktorá
obsahuje milióny obrázkov a desaťtisíce kategórií a dokonca medzi jednotlivými kategóriami
je hierarchia postavená na základe WordNetu. Niektoré kategórie obsahujú aj špeciálne prí-
znaky reprezentujúce vlastnosti objektu na danej fotke. Trénovanie klasifikačných systémov
môžeme urýchlit pomocou výpočetného modelu Map-Reduce. Takýto označovací systém by
mohol byť použitý najmä v oblasti bezpečnosti, vyhľadávania a sociálných sietí.
V mojej práci sa zameriavam na učenie klasifikačných systémov s využitím hierarchie
ImageNetu a taktiež učenie, ktoré vyžaduje spracovanie veľkých datasetov. Vytvoril som
algoritmy Neurónovej siete, Logistickej regresie a SVM, ktoré som trénoval pomocou algo-
ritmu Gradient descent. Taktiež som vytvoril systém pre označovanie obrázkov atribútmi.
Kapitola 2 sa zaoberá všeobecnými postupmi pri rozpoznaní obrázku a zaradení do
sémantickej kategórie. Taktiež sú ukázané dátové sady MNIST, Caltech 101 a ImageNet.
V kapitole 3 sú popísané rôzne algoritmy pre klasifikáciu a trénovanie. V 4 kapitole je na-
vrhnuté riešenie systému s hierarchiou a ukázaná možnosť označenia obrázkov atribútmi.





Táto kapitola sa zaoberá základnými postupmi pri automatickom označování obrázkov do
predom danej kategórie. V podkapitole 2.1 je naznačená teória fungovania takéhoto sys-
tému, čo tvorí takýto systém a nakoniec je ukázaný prehľad súčasných metód pri tagovaní.
Podkapitola 2.2 sa zaoberá teoretickými základmi pre získavanie príznakov pričom sú vy-
svetlené pojmy ako obrazový príznak, detektor a deskriptor. Podkapitola 2.3 vysvetľuje
postup pri klasifikácií takéhoto obrázku do danej kategórie. V podkapitole 2.4 sú popísané
niektoré dátové sady na ktorých sa takéto systémy vytvárajú a to MNIST, Caltech 101 a
ImageNet.
2.1 Tagovacie systémy
Automatické označovanie obrázkov(tagovanie) je priradenie obrázku určitú kategóriu, ob-
jekt, popis prípadne vlastnosť ktorý daný obrázok skutočne obsahuje alebo vyjadruje. Nájsť
presnú matematickú formulu ktorá by dokázala povedať, že na tejto fotke je daná kategória
prípadne daný objekt je náročné. A preto sa pri úlohách rozpoznávania kategórií využívajú
algoritmy strojového učenia[18] a počítačového videnia.
Predpokladajme, že máme sadu obrázkov zaradených do dvoch kategórií. Každý obrá-
zok je reprezentovaný na počítačí skrz pixely respektíve obrazové body vyjadrujúcu farbu.
Klasifikátor je program, ktorý dokáže na základe takýchto dát zaradiť obrázok do danej
kategórie. Aby sme našli optimálne parametre takéhoto klasifikátoru, musíme klasifikátor
natrénovať na dátových sadách obsahujúce dané kategórie. Klasifikátor príjma na vstupe
dáta v našom prípade obrázkové príznaky ako je to na obrázku 2.1. Tieto dáta sa získavajú
pomocou extrakcie príznakov. Takéto dáta nazývame príznakový vektor pričom príznakový
vektor nemusí iba reprezentovať pixely ale aj zložitejšie prvky vytvorené z týchto obrazo-
vých bodov.
2.2 Extrakcia príznakov
Ľudia a zvieratá dokážu bez námahy rekonštruovať vlasnosti, tvar, osvetlenie a farbu toho
čo vidia. Podobne sa snažíme dokázať reprezentovať takéto informácie aj na počítači.[28]
Počítačové videnie sa snaží o porozumenie obrazovej informácie. Takáto obrazová informá-
cia môže byť reprezentovaná obrázkom, sekvenciou z videa prípadne rentgenovým snímkom
alebo ďaľšími obrazovými informáciami z rôznych senzorov. Využitie počítačového videnia



















Obrázek 2.1: Obecný systém pre zaradenie obrázku do sémantickej kategórie. Z obrázkov sa
extrahujú príznaky a natrénujú sa klasifikátory. Následne sa nové obrázky môžu vyhodnotiť.
takýchto systémoch sa využívajú techniky pre predspracovanie obrázkov, segmentácie, zí-
skavanie príznakov, detekcie, rekonštrukcie a snímanie. OCR systémy využívajú napríklad
segmentáciu, pretože text nemusí mať pravidelnú formu. V digitálnych fotoaparátoch sa
detekuje tvár človeka pomocou segmentácie a klasifikácie a následne je potreba zaostriť na
túto tvár. Pri detekcií a rozpoznávaní hrajú príznaky kľúčovú rolu.
Častým spôsobom získavania príznakov je rozdeliť tento postup na dve fázy. Prvou je
detekcia pričom sa získava zaujímavá oblasť obrázku a druhou je popis tejto oblasti deskri-
ptormi. Jednou z možností ako reprezentovať príznaky je pomocu Bag of Features v skratke
BoF(v NLP označovaný ako Bag of Words)[11]. BoF reprezentuje obrázky ako kolekciu lo-
kálnych príznakov, respektíve normalizovaný histogram výskytu jednotlivých príznakov.
Najskôr sa získa vizuálny slovník(anglicky visual vocabulary alebo aj codebook) pomocou
klasterizačnej techniky napríklad K-means zo všetkých trénovacích obrázkov. Následne po
vytvorení slovníku sa získa BoF reprezentácia tak, že sa extrahujú príznaky z obrázku a
porovná sa slovník s daným vektorom. Vysledny BoF daného obrázku je počet výskytov




















Obrázek 2.2: Reprezentácia pomocou BoF modelu. Z dátovej sady sú extrahované príznaky
na základe ktorých je pomocou metódy zhlukovania vytvorený vizuálny slovník. Z nového
obrázku získame deskriptory, ktoré porovnáme a dostávame príznakovy vektor reprezento-
vaný ako BoF.
Spatial pyramid[13] je rozšírenie BoF. BoF prehliada informácie o priestorovom rozlo-
žení príznakov, pričom nedokáže zachytiť tvar objektu alebo odlíšiť objekt od jeho pozadia.
Spatial pyramid je efektívna identifikovať celkovú scénu, ale aj kategorizovať obrázky obsa-
hujúce špecifické objekty. Spatial pyramid obsahuje viacero úrovní modelu BoF. Na nultej
úrovní je reprezentovaná celým obrázkom a teda jedná sa v tomto prípade o štandartný
Bag of Features model. Na ďaľších úrovniach sa obrázok rozdelí do zváčšujúceho počtu sa
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sub-regiónov pričom sa nájdu histogramy lokálných príznakov nájdených v týchto regiónov
ako je to na obrázku 2.3. Veľkosť príznakového vektoru je M
∑L
l=0 4
l, kde L je počet úrovni
pyramídy a M vyjadruje počet na ktorom sú kvantizované príznaky.






























Obrázek 2.3: Trojúrovňová spatial pyramid. Na prvej úrovni reprezentovaný BoF. Na ďa-
ľších úrovniach je obrázok rozdelený na menšie časti pričom každú časť reprezentujeme ako
samostatný BoF model respektíve histogram.
2.2.1 Detekcia významných oblastí
Pomocou detektora[28] zisťujeme zaujímavé body/oblasti obrázku. Oblasť okolo zaujíma-
vého bodu obsahuje väčšinou bohatý informačný obsah a preto sa následne popíše deskri-
ptorom. Oblasti ktoré majú veľky kontrast zmien sú ľahšie lokalizovatelné, naproti tomu
beztextúrne oblasti je takmer nemožné lokalizovať. Detektory významných oblastí môžu
byť: invariantné k rotácií, invariantné k posunutiu, invariantné k zmene veľkosti a afínne
invariantné.
Je viacero techník detekcie pričom medzi najjednoduchšie patrí získanie na základe
vzorkovania na mriežke prípadne sa dá použiť náhodné vzorkovanie ako je ukázané na
obrázku 2.4. Medzi často používané patria detektory ako Laplacian of Gaussian(LoG),
Difference of Gaussian(DoG) alebo Maximally stable extremal regions(MSER).
Pri detekcií oblastí môžeme využiť konvolúciu. Konvolúcia je matematická operácia,
ktorá kombinuje dve funkcie. Jej aplikácia sa často využíva v štatistike a spracovaní signálov.
V počítačovej grafike sa taktiež využíva pri spracovaní dvojrozmerného diskrétneho obrazu.
Konvolúcia[31] pre jednorozmerný diskrétny signál je definovaná následovne:
(f ∗ g)(x) =
∞∑
−∞
f [k]g[x− k] (2.1)
Funkciu g nazývame konvolučným jadrom prípadne maskou a funkcia f je v našom
prípade obraz. V spracovaní obrazu sa využíva často konvolúcia pre dvojrozmerný diskrétny
signál:





f [k, l]g[x− k, y − l] (2.2)
Maska môže byť reprezentovaná aj maticou. Týmto spôsobom môžeme získať deriváciu
obrazu a teda vytvoriť hranový detektor. Nasledujúce matice ukazujú rôzne konvolučné
jadrá pre hranové detektory.
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g =
 0 1 01 −4 1
0 1 0
 g =
 1 2 10 0 0
−1 −2 −1
 (2.3)
Matica vľavo je označovaná ako Laplaceov operátor. Matica vpravo je označovaná ako
Sobelov operátor. LoG(anglicky Laplacian of Gaussian) operátor vytvára dvojkrokovú fil-
tráciu. Pomocou gaussovského filtru[31] definovaného ako:






sa obraz vyhladí a následne sa Laplaceovým filtrom s využitím konvolúcie detekujú
hrany. DoG[17] je detektor podobný LoG pričom pre jeden rozmer je DoG definovaný ako:
L(x, y) = G(x, y, σ)−G(x, y,K2σ) (2.5)
Na obrázok sa aplikuje konvolúcia pre gausovské rozostrenie s rôznou hodnotou σ, násle-
dne sa takéto dva obrázky odčítajú.[17] Ďaľšou možnosťou je kombinácia Harris a Laplacian
detektorov[12]. ANMS(Adaptive non-maximal suppression) je detektor ktorý vyberá bod
na základe maxima, pričom toto maximum musí byť väčšie ako ostatné body v polomere r.
DoGVZOR. NA MRIEŽKE NÁHODNÉ VZOR.
Obrázek 2.4: Obrázok vľavo zobrazuje pravidelné vzorkovanie na mriežke. Obrázok vstrede
ukazuje možnosť náhodného nachádzania významných bodov. Obrázok napravo detekuje
významné body pomocou Difference of Gaussians.
Pokiaľ chceme zachovať invariantnosť k rozmeru, môžeme detekovať a porovnávať prí-
znaky na rôznych veľkostiach/rozlíšeniach obrázku. Invariantnosť k rotácií[28] môžeme vy-
riešiť vytvorením histogramu gradientov orientácií v danom okolí bodu a následným spočí-
taním dominantnej orientácií záujímového bodu. Dominantnú orientáciu môžeme spočítať
napríklad ako priemer, prípadne využiť jednoducho najväčšej hodnoty. Afínne invariantné
body sa snažia riešiť situáciu kedy nastáva zmena v perspektíve obrázku. Afínne invariantný
detektor je napríklad MSER.
2.2.2 Popis významných oblastí
Deskriptor[28] nám popisuje okolie zaujímavého bodu. Obľúbeným v počítačovom videní
sa stali Scale Invariant Feature Transform(SIFT), Speeded Up Robust Features(SURF),
GIST, Gradient Location and Orientation Histogram(GLOH), Histogram of Oriented Gra-
dients(HOG). SIFT[17] sú lokálne príznaky invariantné k zväčšovaniu, rotácii a čiastočne
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invariantné k afínnosti a zmenám osvetlenia. Zdieľajú niektoré spoločné vlastnosti so spô-
sobom ako reprezentuje obraz ľudský mozog. Najskôr sa nájdu kľúčové body pomocou de-
tektoru Difference of Gaussians. Body sa získajú ako minimá a maximá výsledku rozdielu
DoG v rôznych zjemnení a prevzorkovaní obrázka. Aby sa detekovalo minimum alebo ma-
ximum musí sa bod porovnať s ôsmimi susedmi v aktuálnom rozlíšení a deviatimi susedmi
v rozlíšení na väčšej a menšej úrovni. Následne sa eliminujú body s nízkym kontrastom
alebo zle lokalizované body na hranách. Z výsledných bodov sa spočíta gradientný rozsah a
orientácia. Tento postup je ukázaný na obrázku 2.5. Typický SIFT deskriptor je zložený zo
sady šestnástich histogramov a každý má 8 rozsahov. Výsledný príznakový vektor má 128
elementov. Existuje viacero implementácií SIFT deskriptorov ako je napríklad PCA-SIFT
alebo RGB-SIFT.
SURF[2] príznaky sú lokálne príznaky podobné SIFT avšak ich výpočet je rýchlejší,
pričom pri výpočte deskriptoru sa používa integrálny obraz. Ďaľšími podobnými príznakmi
ako SIFT sú GLOH. GIST[26] sú narozdiel od SIFT globálnymi príznakmi. Myšlienka GIST
je vytvorenie nízko dimenzionálnej reprezentácie scény, ktorá nevyžaduje žiadnu formu seg-
mentácie. Obrázok je rozdelený do mriežky 4x4 pre ktorú sú spočítané histogramy orientácií.
GIST deskriptor našiel uplatnenie vo vyhľadávaní obrázkov. Existuje mnoho ďaľších prízna-













Obrázek 2.5: Na obrázku je nakreslený postup vytvorenia SIFT deskriptoru. Postup: Nájde-
nie kľúčových bodov, Eliminácia ”nepotrebných”bodov, Výpočet gradientu obrázku, Spo-
čítanie histogramu.
2.3 Klasifikácia obrázkov
Cieľom strojového učenia(anglicky machine learning)[18] je vyvýjanie metodík, ktoré au-
tomaticky detekujú vzory v dátach s následným použitím vzorov získavame predikcie vý-
sledkov. Strojové učenie je odvetvie umelej inteligencie. Napríklad pokiaľ by sme chceli
rozpoznať tvár tak je veľmi zložité nájsť taký matematický popis alebo funkciu, ktorá by
s vysokou presnosťou predikovala, že na danom obrázku je tvár určitého človeka. Pokiaľ
však máme dáta obsahujúca tváre, môžeme takúto funkciu pomocou algoritmov strojového
učenia nájsť. Algoritmy strojového učenia rozdeľujeme na Učenie s učiteľom (z anglického
Supervised learning), Učenie bez učiteľa (z anglického Unsupervised learning), Posilované
učenie (z anglického Reinforcement learning).
Predpokľadajme na chvílu, že riešime úlohu rozpoznania malígných a benígných nádorov
na základe obrazovej informácie. V učení s učiteľom trénovacie dáta sú dopredu označené
o aký typ nádorov ide. Viac o učení s učiteľom je popísané v kapitole 3. V učení bez uči-
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teľa naopak dáta nie sú označené typom nádoru. Medzi učení bez učiteľa patria techniky
zhlukovania. Zhlukovanie[18] je proces spájania podobných objektov dokopy. Veľmi často
je používaný algoritmus K-means v ktorom mapujeme dáta do K zvolených kategórií na
základe prepočítavania centroidov teda bodov vyjadrujúcich ”stred”daného zhluku. V posi-
lovanom učení je systém v tomto prípade nazývaný ako Agent odmeňovaný pozitívne alebo
negatívne za každú akciu, ktorú vykoná vo svojom prostredí.
2.4 Dátové sady
Aby sme mohli dané systémy vytvoriť potrebujeme dáta. Rozpoznávacie systémy sa tré-
nujú na datasetoch. Takéto trénovacie sady sa líšia vo veľkosti a v zámere použitia. Medzi
obrázkové datasety patria napríklad MNIST, Caltech 101, Caltech 256, Imagenet prípadne
datasety z PASCAL VOC Challenge. Úspešnosť dosiahnutá výzkumnými tímami je rôzna
a závisí od použitých postupoch a algoritmoch strojového učenia a počítačového videnia.
V MNIST datasete bola najlepšia úspešnosť dosiahnutá pomocou hlbokej neurónovej siete
od Ciresan[4] pričom testovacia chyba(TER) je 0.23%. Pri dátovej sade Caltech 101 úspe-
šnosť systému závisí od počtu trénovacích a testovacích vzorkov a preto sa výsledky po-
hybujú okolo 70-10%[13]. ILSVRC(ImageNet Large Scale Visual Recognition Challenge) je
každoročná súťaž v označovaní obrázkov na podmnožine ImageNetu. Jedná sa o 1.2 mi-
lióna obrázkov v 1000 kategóriach. Úspešnosť[1] sa pohybuje od 30% do 70%. Na obrázku
2.6 sú ukázané obrázky z troch rôznych datasetov. Niektoré datasety a ich charakteristiky
vyjadruje nasledujúca tabulka:
dataset počet obrázkov počet kategórií využitie
MNIST 70000 10 rozpoznanie číslic
Caltech101 9416 101 klasifikácia, tagovanie
ImageNet > 15 mil. > 15 tis. klasifikácia, tagovanie
LabelMe > 187 tis. > 650 tis. objektov detekcia objektov
UIUC 1050 2 detekcia áut
Tabulka 2.1: V tabuľke sú uvedené dátové sady a ich vlastnosti.
MNIST
MNIST[14] je jednoduchá dátová sada obsahujúca ručne písane číslice. Jednodtlivé ob-
rázky majú rovnakú veľkosť a sú vycentrované na stred. Výhodou tejto databázy je, že sa
nemusíme starať o predspracovanie obrázkov, keďže všetky majú rovnakú veľkosť a tak je
vhodná na vyskúšanie rôznych techník. V tomto datasete je 60000 obrázkov číslic určených
pre trénovanie a 10000 obrázkov na testovanie.
Caltech 101
Caltech 101[9] je dátová sada obsahujúca obrázky vyjadrujúce rôznu sémantiku. Tento
dataset obsahuje 101 kategórií, pričom v každej kategórií je okolo 50 obrázkov. Tento dataset
nie je rozdelený na trénovaciu a testovaciu sadu a preto sa vyberá pre tréning a testovanie
podmnožina obrázkov.
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Obrázek 2.6: Obrázok ukazuje datasety: vľavo MNIST reprezentovaný číslami, vstrede tri
rôzne obrázky z Caltech101 a vpravo z ImageNet sady.
ImageNet
ImageNet[8] je dátová sada vyvýjaná Stanfordskou univerzitou, ktorá má hierarchickú
štruktúru. Táto štruktúra má podobu stromu a je založená na WordNet čo je lexikálna da-
tabáza v anglickom jazyku obsahujúca podstatné mená, slovesá, prídavné mená a príslovky.
WordNet je vyvýjaná na Pricetonskej univerzite a v oblasti počítačových vied sa využíva
najmä v zpracovaní prirodzeného jazyku. ImageNet sada je založená na podstatných me-
nách. Každý uzol v ImageNet je popísaný podstatným menom a obsahuje viac ako päťsto
obrázkov. ImageNet v súčasnej dobe má viac ako 15 miliónov obrázkov a tento dataset
stále rastie. Obrázky sú zaradené do kategórií s technológiou Amazon Mechanical Turk.
Táto technológia umožňuje využiť ľudí na riešenie úloh, ktoré nie je momentálne možné vy-
riešiť programom. V prípade ImageNetu sa participujúcim osobám ukázali obrázky, ktoré





V tejto kapitole sú popísané základné postupy pri klasifikácií obrázkov do semantických
kategórií. V podkapitole 3.1 je naznačené čo robí klasifikátor a ako a prečo sa takýto al-
goritmus musí trénovať. Vysvetlené sú pojmy ako objektívna funkcia(anglicky objective
function), penalizačná funkcia(anglicky loss function), regularizácia a učiaci sa algoritmus
Gradient descent. V podkapitole 3.2 sú vysvetlené tri základné algoritmy Logistická regre-
sia 3.2.1, Support vector machine 3.2.2 a Neurónové siete 3.2.3. Na záver tejto kapitoly je
ukázaný sposob ako narábať s klasifikátormi keď máme veľké dátové sady pomocou techniky
MapReduce 3.3.
3.1 Nájdenie parametrov klasifikácie
Predpokladajme, že máme dataset ktorý je ukázaný na obrázku 3.1. V tomto datasete
vystupujú dve triedy Y {0, 1} označené zelenou a modrou farbou. Naším cieľom je nájsť
deliacu líniu hθ takú ktorá tieto dve triedy rozdelí tak aby keď dostaneme nový prvok,
bol tento prvok zaradený do správnej triedy. Chceme teda naučiť mapovanie funkcie hθ[19]
zadaného vstupu x na výstup y, kde y ∈ {1, ..., C}, kde C predstavuje počet všetkých tried.
Tieto triedy predstavujú kategórie naších obrázkov, prípadne iné kategórie pokiaľ berieme
rozpoznávanie obecne. Pokiaľ je C = 2 hovoríme o binárnej klasifikácií.[18] Pri rozpoznávaní
sa stretávame často ale s viacerímy kategóriami a vtedy sa naskýta možnosť využiť viacero
Obrázek 3.1: Rozdelenie dát klasifikátormi v 2D priestore. Obrázok v strede a vpravo uka-
zuje rozdelenie v ktorom sú všetky body oddelene správne. Deliaca línia vpravo avšak zle
generalizuje klasifikáciu pre nové prvky.
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binárnych klasikátorov. Tento prístup sa označuje one-vs-all. V tomto prístupe označíme
katégoriu pre ktorú sa snažíme naučiť paramere ako Y = {1} a ostatné kategórie ako
Y = {0}. Potom môžeme prvok zaradiť do danej kategórie s najvyššiou hodnotou predikcie.
Pravdepodobnosť, že daný trénovací prvok patrí do kategórie C pri zadaných parametroch
x a θ je daný vzorcom:







Pre jednoduchosť však uvažujme iba binárnú klasifikáciu. Deliaca línia, ktorá oddeľuje
dve triedy je daná vzťahom:
hθ(x) = θ
Tx (3.2)
Pre ujasnenie opäť pripomínam, θ vyjadruje parametre danej línie a x je príznakový





táto funkcia nadobúda hodnoty (0, 1) na celom jej definičnom obore. Preto po dosadení
vzťahu deliacej línie do sigmoidálnej funkcie dostávame:
hθ(x) = g(θ
Tx) (3.4)
Týmto máme predpis, pokiaľ výsledná hodnota hθ(x) je väčšia alebo rovná 0.5, daný
prvok je zaradený do kategórie 1. Naopak pokiaľ je hodnota menšia ako 0.5, prvok je
zaradený do kategórie 0. Dostávame tak jednoduchý klasifikátor.
Uvedomme si, že pokiaľ chceme správne oddeliť dáta od seba, musíme nájsť vhodné pa-
rametre θ. Hľadanie parametrov θ nazývame trénovanie. Z každého obrázku môžeme získať
príznakový vektor. Takýto príznakový vektor môže byť n dimenzionálny. Počet dimenzií θ
sa rovná počtu dimenzií príznakového vektoru.
Nech funkcia J(θ) vyjadruje chybu línie rozdelujúcej náš dataset. Takúto funkciu na-





l(xi, yi, θ) + λR(θ) (3.5)
Objektívna funkcia sa využíva pri trénovaní klasifikátoru. Objektívna funkcia sa skladá
z časti vyjadrujúcej chybu a časti, ktorú nazývame regularizácia. Časť vyjadrujúca chybu
sa nazýva penalizačná funkcia(loss funkcia). Môžeme si všimnúť že v objektívnej funkcií
dochádza k sčítaniu všetkých hodnôt tejto penalizačnej funkcie respektíve všetkých chýb.
Práve preto je často pri hladaní parametrov θ cieľom mať hodnotu objektívnej funkcie čo
najmenšiu. Viac o penalizácií chýb je popísané v podkapitole algoritmu SVM. Regularizácia
rieši problém preučenia alebo aj vysokého rozptylu(z anglického high variance/overfitting).
Opačným problémom je vysoké skreslenie(z anglického high bias/underfitting). Preučenie
spôsobuje to, že náš algoritmus nemusí dobre generalizovať na nových dátach. Naopak
skreslenie vyjadruje, to že algoritmus nie je dostatočne naučený, respektíve nemá dobrú












Obrázek 3.2: Obrázok vľavo vyjadruje rôzne penalizačné funkcie. Obrázok v strede znázor-
ňuje hodnotu objektívnej funkcie na základe parametrov θ. Obrázok vpravo ukazuje učiacu
krivku.
Možné riešenie pretrénovania: získanie ďaľších tréningových príkladov, výskušať menšie
dimenzie príznakov, zväčšenie regularizačnej konštanty λ. Môžné riešenie podtrénovania:
získanie nových príznakov, vytvorenie dodatočných príznakov od stávajúcich, zmenšenie
regularizačnej konštanty λ.
Prevencia proti preučeniu
Pomocou regularizácie sa snažíme vyhnúť preučeniu parametrov a zaviesť tak lepšiu ge-
neralizáciu do klasifikátoru. Preučenie alebo taktiež overfitting je znázornený na obrázku
3.1 vpravo. Preučenie spôsobuje, že klasifikátor bude mať dobrú úspešnosť na trénovacom
datasete ale na testovaciom datasete už není tak úspešný. Nájdenie parametrov tentoraz
parametre algoritmu ako iteračný krok alebo typ regularizácie ako je ukázané v ďalších čas-
tiach tejto kapitoly sa robí napríklad pomocou metódy pokus-omyl. Existuje viacero typov
regularizácií pričom často využívané sú L1, L2 (3.6a) regularizácie:




Výhodou L2 regularizácie je, že takáto funkcia je diferencovateľná a môžeme ju použiť
v gradientných metód hľadania parametrov.
Jednou z techník, ktorá slúži na prevenciu preučenia algoritmu je zavedenie Cross vali-
dáčného testovania. Pomocou Cross validácie sa dataset rozdelí na tri časti a to trénovací
dataset, cross validačný a testovací v pomere približne 80:10:10. Parametre ako učiaci krok
alebo regularizačná konštanta sa vyberá prave podľa cross validačnej sady. Trénovací a cross
validačný dataset sa spoja dokopy a nakoniec sa odtestuje na zvyšnej testovacej množine.
3.1.1 Gradient descent
Predpokladáme, že sa snažíme nájsť také parametre pri ktorej objektivná funkcia J(X,Y, θ)
má čo najmenšiu hodnotu. Existuje viacero spôsobov ako nájsť takéto parametre funkcie
ako napríklad genetické algoritmy, simulované žíhanie, lineárne programovanie a mnoho
ďaľších. Algoritmus Gradient descent patrí medzi gradientné metódy z oblasti optimalizácie
parametrov funkcie. Výhodou algoritmu Gradient descent je jeho jednoduchosť a ľahká
implementácia.
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Algoritmus Gradient descent(gd) je iteratívny algoritmus, pri ktorom od parametrov
z predchádzajúceho kroku odpočíta gradient respektíve pre zjednodušenie derívaciu obje-
ktívnej funkcie ako je to naznačené v nasledujúcej rovnici:




J(θ,X, Y ) (3.7)
kde M je počet trénovacích vzorkov. Nevýhodou tohoto algoritmu je, že musí mať celý
trénovací dataset v pamati pričom jednotlivé váhy a dataset sa násobia ako celok. Existujú
však ďaľšie možnosti ako sa s takýmto problémom vysporiadať. Prvým z nich je Stochas-
tic Gradient descent(sgd)(3.8) ktorý jednotlívé prvky datasetu prechádza po jednom a po
každom tomto kroku sa menia váhy θ:




J(θ, xi, yi) (3.8)
Takýto sposob učenia sa nazýva online učenie. Ďaľšia odnož algoritmu Gradient descent
je Mini-batch Gradient descent(mbgd)(3.9). Je podobný algoritmu sgd, rozdieľ je v tom že sa
bere vždy uživateľom definovaný počet prvkov(N) a tak v podstate predstavuje kompromis
medzi sgd a gd:






J(θ, xn, yn) (3.9)
Nevýhodou pri použití gradientnej métódy je možnosť dostania sa algoritmu do lokál-
neho minima, pričom do globálneho minima vôbec nemusí dojsť. S tým čiastočne súvisí aj
člen α, ktorý nám určuje veľkosť kroku gradientu funkcie J(θ). Výhodou stochastického
učenia je rýchlosť konvergencie. Pokiaľ je α nastavené príliš malé tak algoritmus môže kon-
vergovať k optimálnemu výsledku veľmi pomaly alebo sa zastaviť v lokálnom minime. Pokiaľ
je zas α príliš veľké algoritmus nemusí konvergovať vôbec. Pokiaľ chceme urýchliť učenie
algoritmu a máme viacero typov príznakov teda napríklad príznak x1 nadobúda hodnoty
(0, 1000) a x2 nadobúda hodnoty (0, 3), odporúča sa aplikovať normalizácia príznakových
vektorov[18]. Učením pomocou algoritmu Gradient descent chceme dosiahnuť aby po každej
iterácií sa hodnota objektívnej funkcie postupne zmenšovala. Toto si môžeme ukázať aj na
učiacej krivke obrázok 3.2 vpravo. Pokiaľ takáto krivka ma po piatej iterácií hodnotu me-
nšiu ako po šiestej iterácií, potom je možno vhodné zvoliť menší učiaci krok α. Pseudokód
pre algoritmus sgd je popísaný následovne:
Algorithm 1 Algoritmus pre výpočet stochastického Gradient Descent
1: θ = InicializujParametre;
2: ZamiesajDataset;
3: for i← 1, PocetIteraci do
4: for j ← 1, V ekostDatasetu do





V nasledujúcích sekciach sú popísané základne klasifikačné algoritmy používáne pri roz-
poznávaní obrázkov a detekciu objektov. Jedná sa o Logistickú regresiu, Support Vector
Machine a Neurónové siete.
3.2.1 Logistická regresia
My môžeme generalizovať lineárnu regresiu(3.2) na klasifikáciu zavedením sigmoidálnej
funkcie(3.3) a tak dostávame logistickú regresiu(3.4)[20][18]. V týchto rovniciach predsta-
vuje x vstupný vektor respektíve bod s dvomi hodnotami pre dvojrozmerný priestor. Symbol
θ vyjadruje vektor, ktorý definuje parameter deliacej línie. Sigmoidálna funkcia nadobúda
obor hodnôt (0, 1) pričom g(0) = 0.5. Týmto spôsobom sme dostali jednoduchý algoritmus
pre rozdelenie dvoch tried. Pokiaľ je hθ(x) ≥ 0.5 označíme takýto bod že patrí do kategórie








(i)) + (1− y(i)) log(1− hθ(x(i)))] (3.10)
V objektívnej funkcí vystupuje ako sme si už spomínali, penalizačná funkcia. Penali-
začná funkcia vyjadruje v klasifikácii penalizačnú hodnotu pre chybné zaradenie prvku do
kategórie. Existuje viacero používaných loss funkcií pričom v logistickej regresii najčastejšie
hovoríme o log loss funkcií. Logistická regresia patrí medzi základné algoritmy strojového
učenia pre klasifikáciu.
3.2.2 Support vector machines
Základnou myšlienkou Support Vector Machines(SVM)[21] je nájdenie optimálnej nadro-
viny v separovateľnom probléme. Predpokľadajme, že máme binárnu klasifikáciu. Tento
algoritmus sa však narozdiel od klasickej logistickej regresii, prípadne jednoduchého per-
ceptronu snaží o to aby táto maximálna nadrovina bola vzdialená čo najďalej od týchto
dvoch tried. Teda aby priestor medzi nadrovinou a triedami bol čo najväčší. Takáto nadro-
vina je daná rovnicou:
θx+ b = 0 (3.11)
Uvažujme na chvíľu logistickú regresiu. Predikujeme kategóriu ”1”pokiaľ je hθ(x) >
0.5. Majme pozitívny trénovací prvok. Čím väčším je θTx tým väčšia je pravdepodobnosť
hθ(x) = p(y = 1|x;w, b).[20] V support vector machines označíme tentoraz triedy yi ∈
{1,−1}. Na obrázku 3.3 je deliaca línia D vzdialená od D1 vzťahom |θx+ b|/‖θ‖ = 1/‖θ‖.
Ak chceme maximalizovať túto vzdialenosť potrebujeme minimalizovať hodnotu ‖θ‖. Daný
trénovací prvok zaradíme do kategórie pokiaľ:
y(i)(θTxi + b) ≥ 1 (3.12)
Všimnime si, že už nám nestačí aby rovnica bola iba väčšia ako 0, pretože chceme aby bol
priestor medzi deliacou líniou rozsiahlejší. Dostávame sa tak k minimalizačnému problému,
ktorý je definovaný ako:
minimalizuj ||θ|| podľa yi(θxi + b) ≥ 1, i = 1, ...,m (3.13a)
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Tento optimalizačný problém je veľmi zložité vyriešiť preto sa nahrádza minimalizácia
||θ|| prvkom 12 ||w||2. Pre optimalizačný problém nájdenia parametrov deliacej línie v SVM sa
využíva technika kvadratického programovania s langrangeovými multiplikátormi. Avšak aj
pre normálne veľké dátove sady, vyžaduje kvadratické programovanie maticu o veľkosti m×
m kde m je počet tréningových vzorkov. Takéto riešenie môže byť zbytočn´e komplikované
a vhodnejšie je využiť online učenie pre lineárne SVM ukázané od Bottou[3]:
θj+1 = θj − η(λθj + δl(y(θjx+ b))
δθj
) (3.14)
Jedná sa o stochastický gradient descent algoritmus s niekoľkými optimalizáciami a
učiacim krokom η. V tomto prípade predstavuje učiaci krok η ako η0/(1 +λη0t). Konštanty
η a λ sú nami definované a parameter t vyjadruje číslo trénovacieho prvku. Objektívna








l(yi(θxi + b)) (3.15)
Podporné vektory(support vectors) sú body, ktoré ležia blízko deliacej línie. Preto ne-
musíme narábať so všetkými bodmi ale vybrať iba(podporné vektory) tie ktoré deliacu líniu
definujú. Support vector machines avšak dokáže riešiť aj nelineárne separovatelné problémy
zavedením jadrovej funkcie nazývanej Kernel. Táto funkcia spôsobí to, že sa príznaky nama-
pujú do nového N-dimenzionálneho priestoru v ktorom sa dá takýto problém riešiť. Medzi
jadrové funkcie patrí napríklad polynomiálna alebo gaussovská funkcia.
KERNEL F(X)
D D1D2
Obrázek 3.3: Ukážka jadrovej funkcie, ktorá slúži na prevod príznakov do dimenzie v ktorom
sú dátá lineárne separovatelné. Deliaca línia D znázorňuje novú nadrovinu.
Loss funkcie
Pri SVM využívame často viacero spôsobov ako penalizovať chybové zaradenie do triedy.
Medzi najznámejšie patri Hinge Loss, Log Loss, Squared Hinge Loss:
l(y, f(x)) = max(0, 1− yf(x)) (3.16a)
l(y, f(x)) = log(1 + exp(−yf(x))) (3.16b)
l(y, f(x)) = 1/2 ∗max(0, 1− yf(x))2 (3.16c)
Hinge loss je penalizačná funkcia, ktorá sa najčastejšie používa v algoritme SVM. Pokiaľ
máme trénovací prvok, ktorý sme správne zaradili do kategórie tak v takomto prípade nepe-
nalizujeme vôbec. Naopak v log loss penalizujeme chybu aj pokiaľ sme si sebaistý alebo nie.
Squared Hinge Loss a ostatné sú väčšinou odvodené práve z týchto dvoch predchádzajúcich
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funkcií. Vo vzorci 3.14 online učenia vystupuje derivácia loss funkcie. Preto po zderivovaní
dostávame:
θj+1 = θj − η(λθj + l(y(θjx+ b))yx) (3.17)
3.2.3 Neurónové siete
Neurónové siete[18] sú matematickým modelom pre rozpoznávanie a predikciu založené
na biologickom neuróne. Biologický neurón je špecializovaná bunka schopná zpracovávať
elektrické signály a tak prenášať informácie od neurónu k ďaľším neurónom. Skladá sa
z jadra, dendritov, axónu a axónovými zakončeniami cez ktoré sa šíria vzruchy. Aj naša
matematicky popísaná neurónová sieť má určité vstupy a výstupy cez ktoré sa šíria dáta ako





















Obrázek 3.4: Na obrázku je zobrazená n-vrstvá dopredná neurónová sieť. Vstupná vrstva
reprezentovaná zelenou farbou, skryté vrstvy reprezentované modrou farbou a výstupná
vrstva je reprezentovaná žltou farbou.
Klasicky sa však stretávame s doprednými neurónovými sieťami alebo aj mnohovrstvým
perceptronom. Nevýhodou jednoduchého perceptronu je, že dokáže oddeliť iba lineárne se-
parovateľné dáta. Preto zavádzame ďaľšie neuróny. V takýchto sieťach sú jednotlíve neu-
róny usporiadané vo vrstvách za sebou. Prvú vrstvu, nazývame vstupnou vrstvou, pričom
počet neurónov vo vstupnej vrstve sa rovná veľkosti príznakového vektoru. Posledná vrstva
je výstupná vrstva, ktorá nám udáva jednotlivé klasifikačné výsledky. Počet neurónov vo
výstupnej vrstve sa rovná počtu tried do ktorých klasifikáciu prevádzame. Dopredná neuró-
nová sieť je teda séria modelov Logistických regresií uložených za sebou, kde finálna vrstva
je opäť tvorená Logistickou regresiou alebo Lineárnou regresiou podľa toho či riešime regre-
siu alebo klasifikáciu. Skryté vrstvy slúžia na naučenie nových kombinácií z príznakového
vektoru. Práve preto nie je vhodné využívať v neurónových sieťach modely ako sú BoF ale
radšej využiť napríklad priamo pixely. Neurónová sieť dokáže mapovať funkcie respektíve
dáta, ktoré nie sú lineárne oddeliteľné.
Existuje mnoho architektúr neurónových sietí ako napríklad Dopredné, Rekurentné, Ko-
honenova sieť. Neurónove siete s menším počtom neurónov v skrytej vrstve sú viac náchylne
k podtrénovaniu avšak sú výpočetne jednoduchšie. Naproti tomu sú ”väčšie”neurónové siete
výpočetne zložitejšie a náchylnejšie k pretrénovaniu. Objektívna funkcia neurónovej siete
vychádza z logistickej regresie:
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Opäť riešime problém, kedy chceme nájsť dané parametre pri ktorých objektívna funkcia
bude najmenšia. Pre získavanie gradientov pri trénovaní neuronových sietí môžeme využiť
algoritmu spätnej propagácie(anglicky Backpropagation)[25]. Pri spätnej propagácií sa naj-
prv spočíta výsledok pre daný prvok z trénovacej množiny. Následne sa chyba šíri spätne
do siete a upravia sa váhy parametrov. Pokiaľ máme jednu skrytú vrstvu v neurónovej sieti
spočítame doprednú propagáciu ako:
a(2) = g(XΘ(1)); z(3) = a(2)Θ(2);hθ = g(z
(3)) (3.19)
Vstupnú vrstvu X sme vynásobili s parametrami skrytej vrstve a aplikovali sigmoidálnu
funkciu. Je to opäť logistická regresia s tým rozdieľom, že takto postupujeme až do poslednej
vrstvy. Následne musíme vyhodnotiť chybu a zpätne ju šíriť pomocou algoritmu spätnej
propagácie:
δ(3) = hθ − y; δ(2) = (Θ(2))T δ(3). ∗ g′(z(2)) (3.20)










Predtým než začneme učiť neurónovú sieť musíme náhodne inicializovať všetky váhy Θ.
Pokiaľ by sme toto nespravili, dostali by sme sa do situácie kedy by parametre po naučení
mali rovnaké hodnoty. Je vhodné inicializovať teda tieto váhy na malé hodnoty v rozsahu
(−, ). Pseudokód pre učenie neurónovej siete môžeme zapísať ako:
Algorithm 2 Algoritmus učenia neurónovej siete
1: Θj = Inicializuj;
2: for j ← 1, m do
3: a(1) = x(1); a(2) = g(Θ(1)a(1)); ...
4: δ(L) = a(L) − y; δ(L−1) = (Θ(L−1))T δ(L). ∗ g′(z(L−1)); ...
5: ∆(L) ← ∆(L) + δ(L+1)(a(L))T
6: end for
7: ∆(L) = ∆
(L)
m
8: Θj = Θj − α∆(L) + λΘj
3.3 MapReduce
MapReduce[5][23] je programovací model pre spracovanie a generovanie veľkého datasetu.
Táto technika bola vyvinutá firmou Google. Uživateľ špecifikuje mapovaciu funkciu Map a
redukovaciu funkciu Reduce. V MapReduce vystupujú dve entity ktoré nad dátami pracujú
a to Master a Klienti. Obidve entity môžu byť vyjadrené ako počítačové klastre, jednotlivé
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počítače alebo procesory. Master posiela rozdelený dataset pomocou mapovacej funkcie kli-
entom ktoré prevedú kód v mapovacej funkcie. Následne klienti spravia výpočet a pomocou
redukčnej funkcie sa čiastkové výsledky od klientov spoja v Master do celkového výsledku.
Všetky mapovacie funkcie bežia na klientoch nezávisle na sebe. Príkladom využita systému
MapReduce je vyhľadávanie na internete. Dátá z webov sú uložené vo veľkých klasteroch,
ktoré nezávisle na sebe prehľadávajú svoje dáta. Výhodou takéhoto systému je urýchlenie
vyhľadávania. Jedným z problémom je výpadok klienta alebo dlhá odozva pri distribúcii
mapovacej funkcie. MapReduce môžeme využiť pri metóde Batch Gradient descent. Každý
klient obslúži podobne ako v Minibatch Gradient descent iba podmnožinu z trénovacieho
datasetu. Tento výpočet beží paralelne a následne sa dáta predajú do Master uzlu v ktorom
sa tieto výsledky spoja.
Predpokľadajme, že klasický Batch Gradient descent optimalizuje parametre pre Logis-
tickú regresiu datasetu veľkosti m. Táto optimalizácia[15] sa môže rozdeliť do N klientov












Potom uzol Master dopočíta parameter θ pomocou výpočtu:
θi+1 = θi − α
m
(θt1 + θt2 + ...+ θtn) (3.23)
Teda každý klient spočíta čiastkové gradienty ktoré sa následne v uzlu Master sčítaju a
vynásobia určitou váhou. Iný prístup ukázaný od Keith[10] je kedy Worker uzly asynchró-







Obrázek 3.5: Obecná architektúra systému založeného na MapReduce. Dataset je po čas-
tiach rozdistribuovaný na 1-N klientov. Na klientoch prebehne výpočet a výsledok sa spojí




V tejto kapitole sú popísané navrhnuté systémy pre označovanie obrázkov. V podkapitole
4.1 sú popísané systémy pre tri rôzne dátové sady s troma klasifikačnými algoritmami
uvedených v predchádzajúcej kapitole. Následne je v podkapitole 4.2 navrhnuté riešennie
pre ImageNet využívajúc hierarchiu. V závererečnej podkapitole 4.3 je ukázané využitie
odlišných príznakov reprezentované atribútmy.
4.1 Systémy
Cieľom práce je vytvoriť systémy, ktoré sú schopné rozpoznávať scénu na obrázku. Navr-
hujem vytvorenie viacerých systémov na základe rôznych klasifikačných algoritmov a ná-
sledným porovnaním úspešnosti na datových sadách MNIST, Caltech101, ImageNet. Medzi
klasické klasifikačné algoritmy patria už spomínaná Logistická regresia, Support Vector
Machine a Neurónové siete. Ako príznaky volím jednotlivé pixely a ďalej SIFT príznaky
zaradené do vizuálneho slovníka na vytvorenie BoF. Ďalej navrhujem vytvorenie systému
pre označovanie obrázkov atribútmi a techniku MapReduce pre výpočet algoritmu Gradient
descent pre Logistickú regresiu.
4.2 ImageNet a Hierarchia
Jednotlivé kategórie Imagenetu sú usporiadané v hierarchickej respektíve stromovej štru-
ktúre. Na úplnom vrchu sa nachádza koreňový uzol ImageNet. Tento uzol je rozdelený do
deväť častí a to napríklad zvieratá, rastliny, osoby, veci. Tieto uzly sú rozdelené do ďaľších
a ďaľších podkategórií až kým neprídeme k listom stromu, ktoré obsahujú dané obrázky
špecifickej kategórie. Všetky tieto kategórie vychádzajú zo spoločných vlastností. Naprí-
klad trieda pes sa nachádza v kategóriach chordáty, cicavce, mäsožravce. Takáto stromová
štruktúra, kde sú jednotlivé uzly závislé na sebe sa dá využiť aj pri trénovaní klasifikáto-
rov. Pokiaľ chceme vypočítať podobnosť dvoch kategórií na základe ImageNet hierarchie





Týmto spôsobom vytvoríme podobnostnú maticu pre všetky kategórie, na ktorých chceme
klasifikačný systém natrénovať ako je to na obrázku 4.1. Prvok z podobnostnej matice vy-






















































Obrázek 4.1: Vytvorenie matice podobností na základe hierarchie ImageNetu. Všimnime
si, že kategória Bonsai a Fringe Tree sú v stromovej štruktúre vedľa seba a preto sa ich
hodnota približuje takmer k 1.
dialenejšieho z týchto uzlov. Inými slovami, môžeme povedať že udáva podobnosť medzi
dvomi kategóriami v hierarchii ImageNetu. Každá bunka v podobnostnej matici nadobúda
hodnotu (0, 1 >. Pokiaľ máme dve rovnaké kategórie hodnota podobností je 1. Pokiaľ máme
kategórie ktoré sú v hierarchií blízko pri sebe tak aj koeficient podobností je číslo približuj-
úce sa hodnote 1. Naopak kategórie, ktoré sú v hierarchií ”ďalej”od seba budú mať tento
koeficient menší. Ideálne môžeme takéto koeficienty zaviesť do objektívnej funkci a vyhod-
nocovať tak penalizáciu do nesprávnej kategórie.Týmto spôsobom sa klasifikátory zamerajú
na triedy, ktoré sú bližšie u seba a tak by malo byť menej zámen práve v takýchto triedach.
Pokiaľ zobereme rovnicu 4.1 a aplikujeme následnú modifikáciu:
D′ij = 1−Dij (4.2)
Dostávame tak inverziu prvku Dij podobnostnej matice. Klasifikátory sa v tomto prí-
pade zamerajú viac na kategórie, ktoré sú v hierarchií ďalej od seba. V tomto prípade by
malo byť menej zámen práve v takýchto kategóriach. Riadky podobnostnej matice vyja-
drujú predikovanú triedu a stĺpce skutočnú triedu. Tento prístup som využil v neurónových
sieťach, keďže tento algoritmus sa trénuje po jednotlivých vrstvách. Ďaľším prístupom je
vyjadriť riadky matice pomocou aktuálne trénovanej triedy, tento spôsob som použil v al-
goritmoch Logistickej regresie a SVM, keďže algoritmus trénujeme spôsobom One-Vs-All
po jednotlivých kategóriach. Navrhujem zaviesť tieto koeficienty do penalizačnej funkcie.
Môžem vynásobiť vstup penalizačnej chyby práve s takýmito hodnotami. Takúto loss fun-
kciu môžeme zapísať ako:
l(y,Dijf(x)); (4.3)
4.3 Označovanie obrázkov atribútmy
Naše obrázky nemusia vyjadrovať iba presne danú kategóriu definovanú štruktúrou Image-
Netu. Možeme využiť taktiež atribúty[24] vyjadrujúc vlastnosť objektu. Daný objekt môže
mať vlastnosti ako {Zelená farba, drevenný povrch}. Takéto atribúty poskytuje priamo tým
zodpovedný za dátovú sadu ImageNet. Tento poddataset má 384 kategórií a každá kategória
obsahuje 25 obrázkov. Prvý príznakový vektor obrázku má 25 atribútov. Druhý príznakový
vektor obsahuje model BoF o veľkosti 1550. Hodnota {-1,1} vyjadruje či daný atribút je
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alebo nie je prítomný v obrázku. Hodnota 0 určuje, že nie je jednoznačné či daný atribút
je prítomný v obrázku. V tejto dátovej sade sa nachádzajú atribúty vyjadrujúce farbu =
{čierna, modrá, hnedá, šedá, zelená, oranžová,. . .}, atribúty vyjadrujúce vzor = {bodkovaný,
pruhovaný}, atribúty vyjadrujúce tvar = {dlhý, okruhlý, štvoruholníkový, štvorcový} a atri-
búty vyjadrujúce textúru = {chlpatý, jemný, hrubý, lesklý, metalický, rastlinný, drevený,
mokrý}. Atribúty boli verifikované skrz Amazon Mechanical Turk(AMT) technológiu. Po-
sledným navrhnutým systémom je teda tagovanie obrázkov atribútmy pričom ako označenie
neslúži kategória ale atribúty vyššie uvedené. Tieto atribúty budem chápať ako nové ka-
tegórie, ktoré budú naučené na modeloch BoF. Napríklad pokiaľ máme na vstupe fotku





V tejto kapitole je popísaná implementácia systémov pre označovanie obrázkov. Sú vytvo-
rené systémy pre tri rôzne klasifikačné algoritmy vo výpočetnom programe Matlab a taktiež
skripty pre prípravu dát. Následne je popísaná implementácia programu pre vytvorenia po-
dobnostnej matice z hierarchickej štruktúry ImageNet. V závere kapitoly je implementácia
techniky MapReduce v Matlabe.
Systémy
Systémy boli vytvorené v Matlabe. Matlab je výpočetné prostredie na rozmedzí progra-
movacieho jazyku a aplikácie. Matlab je významný hlavne pre výzkumné výpočty. Používa
sa na analýzu dát ale aj na rýchle prototypovanie algoritmov. Matlab využíva pri výpoč-
toch dátovú štruktúru matice a je priamo optimalizovaný na maticové výpočty. Práve pre
vyššie uvedené informácie som použil tento systém. LIBSVM je používaná knižnica pre
výpočet SVM. Avšak ja takýto balík nepoužijem a vytvorím vlastný klasifikátor. Dôvodom
je experimentovanie s vlastne definovanými penalizačnými funkciami. Pri SVM vychádzam
z implementácií od L. Bottou[3] ktorý implementoval lineárny SVM algoritmus využívajúci
online učenie.
Systémy pre ImageNet nenačítavajú na začiatku programu všetky dáta do pamäti. Dô-
vodom je veľkosť takýchto dát, ktorá by sa nám nemusela zmestiť do pamäti. Preto využijem
funkciu matfile namiesto priameho načíťania dát skrz funkciu load. Tímto získame prístup
k súboru a dáta môžem načítavať rozkúskované.
Vytvoril som programy pre MNIST, Caltech101, ImageNet. Pre každú túto dátovú sadu
som vytvoril tri klasifikačné algoritmy a to Logistická regresia, SVM a Neurónové siete.
Systémy pre MNIST sú označené ako mnist logreg.m, mnist neuralnet.m a mnist svm.m.
Obdobne pre Caltech101 je to caltech X.m a ImageNet imagenet X.m. Pre klasifikačný sys-
tém Logistickej regresie som sa rozhodol implementovať techniku Map-Reduce pre gradient
descent nachádzajúci sa v súbore caltech logreg mr.m. Posledný systém pre označovanie
atribútov je v súbore attributes learning.m.
Príprava dát
V tejto sekcií je popísaná príprava dát. Dataset MNIST je už pripravený na experimenty.
Využívam iba čiernobielej hodnoty pixelov. V datovej sade Caltech101 mi poskytol dáta Mi-
chal Hradiš vo forme BoF reprezentované ako SIFT príznaky. Veľkosť príznakového vektora
slovníka je 4098. Tieto príznaky sú uložené v špecifickom formáte. Na narábanie s týmito
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súbormi som využil súbor TVFeatureVectors.cpp. Aby sme mohli manipulovať s dátami
pomocou TVFeatureVectors.cpp umožňuje matlab preklad takýchto súborov na MEX file
a ich následné spustenie. Do zdrojového súboru sa prídá hlavičkový súbor mex.h. Následné
sa vytvorí funkcia mexFunction v ktorej prečítame časť daného súboru a vrátime výsledok.
Pomocou funkcie mxGetScalar spracujeme vstupný parameter prhs a vytvoríme si maticu
o veľkosti potrebnej dimenzie s funkciou mxCreateDoubleMatrix. Následne ukazateľ na
túto maticu nastavíme na nami požadovaný ukazatel ktorý slúži ako návratová hodnota.
Výhodou datasetu ImageNet je poskytnutie SIFT deskriptorov pre niektoré kategórie. Boli
vytvorené tak, že každému obrázku sa zmenila veľkosť na 300 pixelov. Tieto deskriptory
boli nachádzané na mriežke o hustote 10 pixelov. Následne je obrázok opäť zmenšený a
opäť sú spočítané ďaľšie deskriptory. Na hľadanie SIFT deskriptorov bola použitá imple-
mentácia VLFeat[29]. Súbor imagenet createbow.m slúži na prípravu dát. Všetky príznaky
rozdelené do kategórií sú uložené v súboroch v nami definovanej zložke. Volitelný para-
meter K udáva počet kategórii z ktorých trénovaciu a testovaciu sadu vytvoríme. Súbor
imagenet computebow.m slúži na spočítanie parametrov µ a σ pre neskoršiu normalizáciu
príznakov pomocou funkcie bsxfun. Následný algoritmus ukazuje spôsob využita kódu C++
pre načítanie dát v Matlabe.
Algorithm 3 Ukážka C++ kódu pre načítanie dát v Matlabu.
1: m = mxGetScalar(prhs[0]);
2: RES OUT = mxCreateDoubleMatrix(1,DIM,mxREAL);
3: Y = mxGetPr(RES OUT);
4: Y = OUT DATA;
Podobnostná matica kategórií ImageNetu
Ako už bolo spomenuté, dátová sada ImageNetu ma hierarchickú štruktúru. Táto štruktúra
je uložená v xml súbore structure released.xml. Pre vytvorenie podobnostnej matice som
zvolil skriptovací jazyk Python2.7. Jazyk Python sa vyznačuje svojou jednoduchou syntaxou
a stal sa populárnym hlavne v oblasti spracovania prirodzeného jazyka. Pre prehľadávanie
xml som využil knižnicu xml.dom.minidom. Skript getdistance.py funguje tak že prejde
všetky súbory s triedami. Každý súbor je jedna trieda, pričom súbory sú pomenované podľa
unikátneho identifikátoru v ImageNetu. Tieto súbory sú zoradené podľa abecedy a vypočíta
sa každý s každým podobnostná vzdialenosť D z predchádzajúcej kapitoly. Výsledok sa uloží
do súboru RMAT.txt.
MapReduce v Matlabe
Matlab je systém, ktorý taktiež poskytuje možnosť paralelného počítania. Príkazy matla-
bpool, batch, pmode umožňujú funkcionalitu takýchto výpočtov. Pomocou matlabpool prí-
kazu špecifikujeme počet procesorov participujúcich na výpočte. Prípadne môžeme do vý-
počtu zapojiť klaster počítačov skrz Distribuovaný Výpočetný server(DCS). Najjednodu-
chším využitím paralelizmu v systéme Matlab je cyklus parfor. Pokiaľ spustíme cyklus parfor
napríklad na dvojprocesorovm počítači, potom každý procesor vypočíta rozdielne iterácie.
Nevýhodou tohoto prístupu je, že každy Worker/Klient dostane kópiu pamäti s narábanými
dátami. Pokiaľ sú tieto dáta veľké, môže sa výpočetný systém dostať do problémov s pa-
mäťou. WorkerObjWrapper je navrhnutý práve pre podobné situácie, v ktorých sú veľké
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dáta vyžadované mnohokrát v tele parfor cyklu. Potom sa tieto dáta nemusia kopírovať
niekóľkokrát.
Algorithm 4 Ukážka výpočtu Map-Reduce v Matlabe
1: matlabpool open X;
2: wx ←WorkerObjWrapper(X);
3: wy ←WorkerObjWrapper(Y );
4: for j ← 1, m do
5: result’ = Compute(wx,wy);
6: end for





V tejto kapitole sú predstavené výsledky testovania a experimentov pre označovanie ob-
rázkov. Klasifikačné systémy boli vyhodnotené na troch dátových sadách predstavených
v sekcií 2.4. Jedná sa o MNIST 6.1, Caltech 101 6.2, ImageNet 6.3. Pri dátových sadách
sa jedná o testovanie a porovnanie klasifikačných algoritmov SVM, Neurónové siete a Lo-
gistická regresia. Každá dátová sada bola rozdelená na trénovaciu a testovaciu sadu. Pri
Caltech 101 som vytvoril sadu s počtom prvkov 30 v trénovacej sade. Každý algoritmus
obsahuje nastaviteľný regularizačný parameter λ a učiaci krok α. Pri klasifikácií s neu-
rónovou sieťou som vytvoril siete s jednou a dvomi skrytými vrstvami. Počet neurónov
v každej vrstve je špecifikovaný a líši sa podľa dátovej sady. Pri klasifikácií pomocou algo-
ritmu SVM som využil tri penalizačné funkcie a to Hinge, Log a Smooth Hinge loss. Pri
dátovej sade MNIST je ukázaný algoritmus výpočtu metódy Gradient descent(Logistická
regresia) pomocou Map-Reduce modelu. Pri dátovej sade ImageNet sú predstavené opäť
výsledky pomocou predchádzajúcich klasifikačných algoritmov ale aj porovnanie s taký-
mito algoritmami pokiaľ zavedieme optimalizáciu využívajúcu hierarchiu tohoto datasetu.
Posledným experimentom bolo zistenie schopnosti klasifikátorov využiť BoF príznaky pre
označovanie obrázkov atribútmi predstavené v sekcií 4.3.
Výsledky
Ako metrika vyhodnotenia bola použitá percentuálna úspešnosť klasifikátorov. Ďaľším eva-
luačným kritériom bola matica zámien(anglicky Confusion Matrix). Matica zámien nesie





Tabulka 6.1: V tabulke je ukázaná matica zámien pre dve triedy.
Diagonálne hodnoty A1 a A2 vyjadrujú počet správnych predikcií do kategórie {1,2}.
Hodnota B1 vyjadruje počet nesprávne zaradených prvkov triedy 1. Hodnota B2 vyjadruje
počet nesprévne zaradených prvkov. Matica môže byť vytvorená pre N kategórií. Matica






















Obrázek 6.1: Na obrázku sú zobrazené grafy s výsledkami Logistickej regresie pomocou
SGD, MBGD, Map-Reduce GD po každej iterácií.
6.1 Výsledky pre MNIST
Prvou vyhodnocovanou sadou bol MNIST. Dataset MNIST bol natrénovaný na 60000 ob-
rázkov čísel a následne odtestovaný na desiatich tisíc vzorkov. V nasledujúcej tabuľke sú
ukázané výsledky dané klasifikátormi ktoré som vytvoril:
MNIST Parametre/Poznámka Úspešnosť[%]
linearsvm-logloss λ = 0.1 76.66
linearsvm-hingeloss λ = 0.1 72.07
linearsvm-shingeloss λ = 0.1 68.87
neuralnet 1L1500 93.55
neuralnet2 1L1000, 2L800 93.4
log. reg α = 0.1, λ = 0.1 82.61
Ciresan et al. CVPR 2012 konv. nn 99.77
LeCun et al. 1998 2L300 95.3
LeCun et al. 1998 1L 88
Tabulka 6.2: V tabulke sú uvedené výsledky pre dátovú sadu MNIST. Na spodu tabulky
sú výsledky uvedené na stránke MNIST[14].
Najlepší výsledok dosiahli klasifikačné systémy založené na Neurónových sieťach, ako
druhý v poradí skončila Logistická regresia a za ňou lieneárny SVM algoritmus. Počet
neurónov v skrytej vrstve Neurónovej siete je 1500. Každý algoritmus som spustil s 50
iteráciami Mini-Batch Gradient descent s veľkosťou batch rovnajúcemu sa 100.
6.2 Výsledky pre Caltech 101
Caltech 101 nie je rozdelený na testovaciu a trénovaciu sadu. Preto som sa rozhodol natré-
novať klasifikátory pre 30 obrázkov a zvyšok slúžil pre testovacie účely.Príznakový vektor
tvoril BoF model vytvorený z CSIFT príznakov detekovaných pomocou Harris-Laplacian
detektoru. Výsledky môžeme vidieť v nasledujúcej tabulke:
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BOW16HCSIFTL12 Parametre/Poznámka Úspešnosť[%]
svm-logloss λ = 0.01 40.97
svm-hingeloss λ = 0.01 41.26
svm-shingeloss λ = 0.01 40.93
neuralnet L5000 α = 0.1, λ = 0.1 36.52
neuralnet2 1L4000, 2L4000, α = λ = 0.1 16.45
logisticreg α = 0.01, λ = 0.001 55.10
Lazebnik-SPM L0 41.2
Lazebnik-SPM Pyramid L3 64.6
Lowe CVPR06 56
Tabulka 6.3: Tabulka obsahuje výsledky algoritmov na dátovej sade Caltech 101. Klasifiká-
tory boli natrénované na 30 prvkov.
Najlepší výsledok dosiahol systém založený na logistickej regresií s 55.10 % percentnou
úspešnosťou. Druhým v poradí s okolo 40 percentnou úspešnosťou skončil lineárne SVM.
Najlepšia penalizačná funkcia v tomto prípade je Hinge loss. Klasifikačné systémy založené
na neuronových sietiach neboli veľmi úspešné. Každý algoritmus som spustil s 50 iteráciami
Mini-Batch Gradient descent s veľkosťou batch rovnajúcemu sa 100.
V nasledujúcom experimente som meral čas trénovania algoritmu Logisteckej regre-
sii pomocou Stochastic Gradient descent(SGD), Mini-Batch Gradient descent(MBGD) a
MapReduce Gradient descent. Na obrázku 6.1 sú zobrazené grafy s výsledkami po každej
iterácií. Každý trénovací algoritmus vykonal 15 iterácií. Tento experiment som robil na
dvojjadrovom počítači s Intel Core i3-330M s operačným systémom Windows 8(64bit) a




Map-Reduce GD (2 jadrá) 138 47.01
GD 164 47.01
Tabulka 6.4: V tabulke sú uvedené časy a úspešnosť klasifikátoru Logistickej regresie po 15
iteráciach.
Najrýchlejší v mojom prípade bol algoritmus MBGD(batch = 100) a najpomalší SGD,
keďže SGD prechádza trénovaciu sadu po jednom prvku. Algoritmus SGD však rýchlej-
šie(počet iterácií) konverguje ku optimálnemu riešeniu. Po prvej iterácií bola úspešnosť
SGD na testovacej sade 49.93% pri MapReduce GD iba 38.15% a MBGD 40.83%. MapRe-
duce zrýchluje klasický Gradient descent na uvedenej konfigurácií počítača približne o 1.2
krát.
6.3 Výsledky pre ImageNet
Pri vyhodnotení ImageNetu môžeme uvažovať dve evaluačné kritéria. A to je čístá chyba
teda za správne ohodnotenie obrázku 0 a za zlé zaradenie 1. Druhou možnosťou je hierar-
chická chyba a to 0 za správnu kategóriu a hĺbka spoločnéj cesty za zlé ohodnotenie. Pri
vyhodnocení som počítal s čistou chybou.
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Obrázek 6.2: Na obrázku sú matice zámien pre Logistickú regresiu s tromi rôznymi penali-
začnými funkciami.
Prvým experimentom chcem zistiť či zavedením hierarchie do penalizačnej funkcie zle-
pším výsledok klasifikátoru. Vytvoril som sadu so siedmimi kategóriami. Pri trénovaní som
využil prvých 100 obrázkov z každej kategórie. Zvyšok datovej sady slúžil pre testovacie
účely. Týchto sedem kategórií môžem zaradiť do troch skupín. V každej tejto skupine sú
v rámci hierarchie kategórie veľmi podobné, teda ležia blízko u seba. Jednotlivé kategórie
su ukázané v nasledujúcej tabulke:
Skupina Kategória
1 Australian terrier, English setter, Kit fox
2 Acoustic Guitar, Electric Guitar
3 Fringe tree, Alder tree
Prvé tri kategórie môžem zaradiť do skupiny reprezentujúce rasy psov. Štvrtá a piata
kategória patria do skupiny 2 a posledné dve do skupiny 3.
Výsledky klasifikátorov s tromi podobami loss funkcií navrhnutých z prechádzajúcej
kapitoly sú v nasledujúcej tabulke:
Klasifikátor Poznámka l(y, f(x))[%] l(y,Df(x))[%] l(y, (1−D)f(x))[%]
logreg α=0.01,λ=0.01 41.07 46.35 46.57
svm-logloss α=0.1,λ=0.01 35.37 35.14 34.95
svm-hingeloss α=0.1,λ=0.01 35.01 35.55 34.45
svm-shingeloss α=0.1,λ=0.01 34.98 34.18 34.39
neuralnet L1500 49.08 50.86 52.21
neuralnet2 1L4000 2L4000 50.2 50.35 49.94
Tabulka 6.5: Výsledky pre 7 kategórií z ImageNet bez hierarchie, s hierarchiou D a 1-D.
Z uvedených výsledkov vyplýva že algortimus logistickej regresie klasifikoval testovaciu
datovú sadu s najlepšou úspešnosťou. Na obrázku 6.2 vidíme matice zámien pre klasifikátor
založený na logistickej regresie pre tieto loss funkcie. Matica zámien ukazuje, že pokiaľ
využijeme loss funkciu s využitím penalizácie 1−Dij , učenie sa zameria práve na kategórie
ďalej od seba. Tieto kategórie sú pre klasifikátor lepšie rozlíšitelné avšak je viac falošne
zaradených kategórií, ktoré sú blízko pri sebe. Využitím penalizácie s Dij môžeme vidieť, že
počet zámen v jednotlivých skupinách sa znížil oproti klasifikátoru nevyužívajúci hierarchie
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Obrázek 6.3: Na obrázku sú matice zámien pre Neurónovú sieť s tromi rôznymi penalizač-
nými funkciami.
ImageNetu.
Na obrázku 6.3 sú maticé zámien pre Neurónovú sieť. V tomto prípade je podobnostná
matica chápaná ako predpovedaná trieda voči predikovanej triede. Jednotlivé zmeny v ma-
ticiach s využitím hierarchie sú minimálne. Úspešnosť neuronovej siete sa pohybuje okolo
50%.
Zatiaľ čo, predchádzajúci experiment bol robený na sade vytvorenej tak aby kategórie
patrili do troch skupín. V nasledujúcom experimente sú kategórie vyberané náhodne. Názvy
kategórií sú uložené v súbore Kategorie.txt. V nasledujúcej tabulke sú ukázané výsledky pre
10 kategórií, počet trénovacích položiek je 100:
Klasifikátor Poznámka l(y, f(x))[%] l(y,Df(x))[%] l(y, (1−D)f(x))[%]
logreg α=0.01, λ=0.01 25.85 26.94 29.30
svm-logloss α=0.1, λ=0.01 27.89 27.89 27.96
svm-hingeloss α=0.1, λ=0.01 27.88 27.89 27.91
svm-shingeloss α=0.1, λ=0.01 27.89 27.87 27.97
neuralnet L1500 26.27 26.18 27.23
neuralnet2 1L4000 2L4000 25.71 25.93 26.83
Tabulka 6.6: Výsledky pre 10 kategórií z ImageNet sady bez hierarchie, s hierarchiou D a
1-D.
Výsledky pre 15 kategórií:
Klasifikátor Poznámka l(y, f(x))[%] l(y,Df(x))[%] l(y, (1−D)f(x))[%]
logreg α=0.01, λ=0.01 18.64 19.08 20.26
svm-logloss α=0.1,λ=0.01 18.84 18.83 19.00
svm-hingeloss α=0.1,λ=0.01 18.47 18.50 18.49
svm-shingeloss α=0.1,λ=0.01 18.47 18.51 18.57
neuralnet 1L1000 2L1500 18.87 18.6 19.74
neuralnet2 1L4000 2L4000 17.43 17.58 19.28
Tabulka 6.7: Výsledky pre 15 kategórií z ImageNet sady bez hierarchie, s hierarchiou D a
1-D.


































Obrázek 6.4: Na obrázku sú zobrazené matice zámien pre Logistickú regresiu s tromi rô-











Obrázek 6.5: Na obrázku(grafe) sú zobrazené výsledky klasifikátorov s penalizáciou l(y, (1−
D)f(x)) na základe počtu kategórií.
Klasifikátor Poznámka l(y, f(x))[%] l(y,Df(x))[%] l(y, (1−D)f(x))[%]
logreg α=0.01, λ=0.01 10.54 10.86 11.26
svm-logloss α=0.1,λ=0.01 8.99 9.04 9.04
svm-hingeloss α=0.1,λ=0.01 8.35 8.56 8.61
svm-shingeloss α=0.1,λ=0.01 8.35 8.39 8.49
neuralnet 1L1000 2L1500 12.28 11.78 12.80
neuralnet2 1L4000 2L4000 11.01 11.55 12.30
Tabulka 6.8: Výsledky pre 30 kategórií z ImageNet sady bez hierarchie, s hierarchiou D a
1-D.
Väčšina systémov malo veľmi podobné výsledky. Zavedenie podobnostnej matice zlepšilo
úspešnosť takýchto systémov len minimálne(0-1%). Hierarchia ovplyvnila najviac výsledky
logistickej regresií. Modely s BoF o veľkosti príznakového vektoru 1000 nestačia na dobré
výsledky klasifikátoru. Zatiaľ čo pre 10 kategórií sa úspešnosť pohybovalo okolo 30%, pre




Posledným experimentom bolo zaradenie atribútu k danej kategórií. Využil som algoritmus
logistickej regresie. 376 kategórií som využil na trénovanie klasifikátoru a 8 kategórií pre
testovanie. Počet hľadaných atribútov v kategóriach je 25. Veľkosť príznakového vektoru
je 1550. Ako príznaky boli použité viaceré modely s BoF. Prvý je reprezentovaný SIFT
príznakmi kde slovník je veľký 1000, druhý histogramom príznakov kde veľkosť slovníka je
500 a histogramom farieb o veľkosti 50. Všetky príznakové vektory sú normalizované a spo-
jené do jedného príznakového vektoru. V nasledujúcej tabulke sú ukázané 4 najvýraznejšie
atribúty, pre jednotlivé kategórie:
Kategória Atribúty
puppy(animal) čierna 0.7, kožušinový 0.69, biela 0.65, fialová 0.59
frog,toad(animal) kožušinový 0.69, zelený 0.66, škvrnitý 0.65 , ružová 0.64
green lizard(animal) zelená 0.82, dlhý 0.71, šedá 0.66, hladký 0.66
barn spider(animal) metalický 0.71, hrubý 0.7, zelený 0.67, svetlý 0.67
sunflower(plant) žltá 0.94, oranžová 0.81, zelená 0.80, okruhlý 0.80
grass(plant) zelená 0.88, pravouhlý 0.77, spotted 0.75, modrá 0.75
acorn(fruit) zelená 0.80, svetlý 0.76, okruhlý 0.73, modrá 0.69
bonsai(plant) zelená 0.63, škvrnitý 0.58, štvorcový 0.57, metalický 0.56
Tabulka 6.9: V tabulke sú naznačené navrhnuté tagy pre jednotlivé kategórie obrázkov.
Uvedené čísla k atribútom odpovedajú dôvere, že skutočne daný atribút patrí k danej
kategórií. Je to zpriemerovaný výsledok klasifikátoru logistickej regresie kde hodnota nad
0.5 určuje že daná trieda sa vyskytuje v testovaciom prvku. Pokiaľ sú hodnoty nad 0.8
dané atribúty skutočne odpovedajú kategóriam. Čím je však hodnota menšia tým je viac





Cieľom mojej bakalárskej práce bolo naštudovanie oblasti strojového učenia a počítačového
videnia pre automatické označovanie obrázkov. Preštudoval som detekciu a popis význam-
ných oblastí obrázkov a trénovanie klasifikačných systémov. Naštudované poznatky viedli
k implementácií rozpoznávacích algoritmov pre zaradenie obrázkov do predom daných kate-
górií. Pri označovaní obrázkov ma zaujalo využitie hierarchickej štruktúry pri dátovej sade
ImageNet(kapitola 2.4 a kapitola 4.2) a taktiež ma zaujímalo označovanie atribútmi teda
vlastnosťami obrázkov. Taktiež som preštudoval možnosť implementácie algoritmu Gradi-
ent descent(kapitola 3.3) pomocou techniky MapReduce pre spracovanie veľkých dátových
sád obrázkov.
Výsledkom mojej práce sú klasifikačné algoritmy pre Logistickú regresiu, Neurónové
siete a Support Vector Machine. Pre každý tento algoritmus bol vytvorený systém ako
s hierarchiou pre sadu ImageNet tak bez nej. Algoritmy boli najprv odtestované na dá-
tových sadách MNIST a Caltech 101. Taktiež som implementoval systém pre označovanie
obrázkov atribútmy. Ako posledná bola naprogramovaná technika MapReduce pre trénova-
nie klasifikátoru Logistickej regresie. Vytvoril som plagát v ktorom je zhrnutá bakalárska
práca s výsledkami.
Výsledky testovania sú nasledujúce. Najlepšiu úspešnosť na dátovej sade MNIST je
93.55% s algoritmom Neurónovej sieti. Najlepšia úspešnosť na sade Caltech 101 mala Lo-
gistická regresia a to 55.10%. Výsledky experimetnov ukazujú že zavedením hierarchie do
penalizačnej funkcie trénovacieho algoritmu ako to je ukázané v kapitole 4 ovplyvní úspe-
šnosť systému minimálne. Najviac ovplyvnila hierarchia úspešnosť Logistickej regresie. Pre
30 kategórií bola úspešnosť 10.54%, 10.86%, 11.26%(bez hierarchie, s hierarchiou D, s hie-
rarchiou 1-D). Väčší rozdiel ale stále nie výrazný je v maticiach zámien. Podobný systém
ako som implementoval pre označovanie obrázkov atribútmy by mohol byť reálne použitý
pre návrh tagov na webovej službe Flickr. Map-Reduce urýchlil algoritmus Batch Gradient
descent približne o 1.2 krát na počítači s dvomi jadrami.
V oblasti označovania obrázkov sa ukazujú ďaľšie možnosti pre budúci vývoj takýchto
systémov. Jedným z riešení je využitie detektorov objektov a detektorov atribútov s ná-
sledným rozpoznaním kategórie na základe výskytu objektu a atribútu podobne ako je to
ukázané v práci od Li-Jia[16]. Taktiež by som mohol vylepšiť systémy s využitím Spatial-
Pyramid ukázané v kapitole 2.1. Pre nedostatok času som neimplementoval do trénova-
cieho algoritmu krížové testovanie(anglicky Cross Validation). Pre ImageNet by som mohol
preskúmať úspešnosť s rôznymi príznakmi a navrhnúť ďaľšie môžnosti využitia hierarchie
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Priložené CD obsahuje tieto adresáre a súbory:
• Data
– Caltech 101 : dátová sada Caltech 101
– ImageNet : dátová sada ImageNet
– MNIST : dátová sada MNIST obsahujúca číslice
• Misc
– getdistance.py : program pre získavanie podobnostnej matice
– kategorie.txt : kategórie použité v sýstémoch pre dátovú sadu ImageNet
– structure released.html.xml : hierarchia dátovej sady ImageNet uložená v
XML súbore
– poster.pdf : plagát v ktorom prezentujem túto prácu
– Readme.txt : v súbore ukazujem ako narábať so systémami
• Systems : adresár ktorý obsahuje všetky zdrojové súbory
• Thesis
– Latex : Latexové zdrojové súbory







VEDÚCI PRÁCE: Ing. MICHAL HRADIŠ VUT FIT 2013
MAPREDUCE A GRADIENT 
DESCENT
IMAGENET






























































Logistická Regresia                     25.85%                  26.94%          29.30%
Support Vector Machine           27.89%                  27.89%          27.96%
Neurónová sieť                             26.27%                  26.18%          27.23%
IMAGENET je dateset ktorý obsahuje viac ako 
10000 kategórií a 15 miliónov obrázkov. Jednotlivé 
kategórie sú usporiadané v hierarchickej štruktúre.
Využitie hierarchie je možné pri trénovaní 
klasikátoru. Vytvoríme podobnostnú maticu D a 
túto maticu použijeme v penalizačnej funkcií 
gradientnej metódy hladania parametrov.
MapReduce je výpočetný model pre spracovanie veľkých 
datasetov. Je to technika v ktorej sa spracujú dáta paralelne. 
Jednou z možností je použiť MapReduce na algoritmus gradient 
Descent. Gradient Descent je iteratívny algoritmus pre hladanie 
parametrov klasikátoru.
L(D)L L(1-D)
Najviac ovplyvňuje hierarchia výsledky algoritmu Logistickej regresie. 
Pokiaľ trénujeme s penalizačnou funkciou L(1-D) algoritmus sa 
zameriava na kategórie, ktoré sú v hierarchii ďalej od seba. Pokiaľ 













 res = res + ComputeGradient(Wd);
end







Obrázky nemusíme tagovať iba presne danou kategóriou ImageNetu ale môžeme 









čierna 0.7, kožušinový 0.69, biela 0.65, alová 0.59
kožušinový 0.69, zelený 0.66, škvrnitý 0.65 , ružová 0.64
zelená 0.82, dlhý 0.71, šedá 0.66, hladký 0.66
metalický 0.71, hrubý 0.7, zelený 0.67, svetlý 0.67
žltá 0.94, oranžová 0.81, zelená 0.80, okruhlý 0.80
zelená 0.88, pravouhlý 0.77,  bodkovaný 0.75, modrá 0.75
zelená 0.80, svetlý 0.76, okruhlý 0.73, modrá 0.69







algoritmus LOGREG, Caltech 101          čas
SGD                                                            1108s
MBGD(batch 100)                                    190s
BGD                                                              164s
MapReduce BGD (2 cores)                    138s
BAKALÁRSKA PRÁCA
MNIST
Log. regresia                82.61 %
1L Neurónová s.         93.55 %
2L Neurónová s.         93.4 %
SVM - Hinge loss        72.07 %
CALTECH 101
Log. regresia                55.10%
1L Neurónová s.          36.52%
2L Neurónová s.          16.45%
SVM - Hinge loss         41.26%
Le Cunn et al 98          88%
Ciresan 2012                99.77 %
MNIST je dataset obsahujúci
60 000 obrázkov číslic pre 
trénovanie a 10 000 obrázkov 
pre testovanie. Uvedené 
výsledky sú dosiahnuté 
pomocou algoritmu MBGD s 
50 iteráciami.
Caltech 101 je dataset 
obsahujúci obrázky zaradené 
do 101 kategórií. Uvedené 
výsledky sú dosiahnuté 
pomocou MBGD. Bolo 
použitých 30 obrázkov z 
každej kategórie pre 
trénovanie klasikátoru.
Lazebnik-SPM  L3        64.6%
Lazebnik-SPM L1        41.2%
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