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Abstract
Using a regularization with the properties of dimensional regular-
ization, higher order local consistency conditions on one loop anoma-
lies and divergent counterterms are given. They are derived without
any a priori assumption on the form of the BRST cohomology and
can be summarized by the statements that (i) the antibracket involv-
ing the first order divergent counterterms, respectively the first order
anomaly, with any BRST cocycle is BRST exact, (ii) the first order
divergent counterterms can be completed into a local deformation of
the solution of the master equation and (iii) the first order anomaly
can be deformed into a local cocycle of the deformed solution.
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Cohomological techniques in renormalization theory have attracted a lot
of interest since their introduction in the pioneering work by Becchi, Rouet
and Stora [1] in the context of Yang-Mills theories, because they allow to
address general problems of perturbative quantum field theories, like the
form of anomalies or of divergent counterterms by purely algebraic means
(see [2] for a recent review). The BRST construction and the formulation of
Zinn-Justin thereof in terms of the generating functional for vertex functions
[3] has then been generalized to theories with general local symmetries by
Batalin and Vilkovisky [4].
In this more general setting, one loop anomalies are constrained by the
cohomology groups in ghost number 1 of the BRST differential generated by
a solution to the master equation [5, 6]. This represents the generalization of
the Wess-Zumino consistency condition [7] for the case of the gauge anomaly.
The cohomological restrictions on the one loop divergent counterterms, in-
volving the ghost number 0 group, have been discussed in [8, 9], where it is
stressed that these techniques are valid in the power counting non renormal-
izable case or for the case of higher dimensional operators (see also [10]) and
hence apply to effective field theories [11].
These works only needed the first order consistency conditions following
from the quantum action principle mainly for the following reason. One can
show [12] that for semi-simple Yang-Mills theory or gravity, the cohomology
groups in ghost number 0 and 1 can be described independently of the anti-
fields, so that all higher order constraints to be found below turn out to be
trivial. This is however not the case in general, where the form of the BRST
cohomology groups in ghost number 0 and 1 can be more involved. In this
case, higher order considerations will be relevant.
The purpose of this letter is to give a purely cohomological description in
the space of local functionals of the higher order restrictions on the one loop
anomalies and counterterms in terms of deformation theory. To derive these
conditions, we assume that there is a regularization scheme with the prop-
erties of dimensional regularization as used in [13], although we expect the
cohomological restrictions to be independent of the regularization method.
Notational conventions for the Batalin-Vilkovisky formalism will be those
of the reviews [14, 15]. The analysis applies to local and rigid symmetries
if we understand the master equation to be the generalized master equa-
tion discussed in [16]. In this letter, only the cocyle condition is considered.
More details including a discussion on the coboundary conditions will appear
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elsewhere [17].
A different, but related issue is the problem of cohomological restrictions
on anomalies and counterterms at higher loops. Such considerations have
appeared in the recent literature [18, 13, 19] from various points of view, and
in particular, the form of the consistency conditions at higher loops has been
discussed in [20] in the context of non local regularization. These issues will
be adressed in the set-up of this letter in [17].
1 Regularization
We will assume that there is a regularization with the properties of dimen-
sional regularization as explained in reference [13], i.e.,
• the regularized action Sτ = Σn=0τ
nSn is a polynomial or a power series
in τ , the τ independent part corresponding to the starting point action
S0 = S,
• if the renormalization has been carried out up to n − 1 loops, the
divergences of the effective action at n loops are poles in τ up to the
order n with residues that are local functionals, and
• the regularized quantum action principle holds [21].
Let S˜ = Sτ + ρ
∗θτ , with θτ =
1
2τ
(Sτ , Sτ ), so that θ0 = (S, S1), and ρ
∗
a global source in ghost number −1. On the classical level, we have, using
(ρ∗)2 = 0,
1
2
(S˜, S˜) = τ
∂S˜
∂ρ∗
, (1.1)
(S˜,
∂S˜
∂ρ∗
) = 0, (1.2)
which translates, according to the quantum action principle, into the corre-
sponding equations for the regularized generating functional for 1PI vertex
functions:
1
2
(Γ˜, Γ˜) = τ
∂Γ˜
∂ρ∗
, (1.3)
(Γ˜,
∂Γ˜
∂ρ∗
) = 0. (1.4)
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Using (ρ∗)2 = 0, these equations reduce to
1
2
(Γ,Γ) = τ
∂Γ˜
∂ρ∗
, (1.5)
(Γ,
∂Γ˜
∂ρ∗
) = 0. (1.6)
At one loop, we get
(Sτ ,Γ
(1)) = τθ(1), (1.7)
(Sτ , θ
(1)) + (Γ(1), θτ ) = 0, (1.8)
where Γ(1) and θ(1) are respectively the one loop contributions of Γ and
∂Γ˜/∂ρ∗. By assumption, we have
Γ(1) =
∑
n=−1
τnΓ(1)n, (1.9)
θ(1) =
∑
n=−1
τnθ(1)n, (1.10)
where Γ(1)−1 and θ(1)−1 are local functionals.
2 Lowest order cohomological restrictions
At 1/τ , equations (1.7) and (1.8) give
(S,Γ(1)−1) = 0, (2.1)
(S, θ(1)−1) + (Γ(1)−1, θ0) = 0. (2.2)
Using θ0 = (S, S1) and equation (2.1), equation (2.2) reduces to
(S, θ(1)−1 − (S1,Γ
(1)−1)) = 0. (2.3)
In addition, we get, from the term independent of τ in equation (1.7),
(S,Γ(1)0) = θ(1)−1 − (S1,Γ
(1)−1). (2.4)
The term linear in τ gives
(S,Γ(1)1) = θ(1)0 − (S1,Γ
(1)0)− (S2,Γ
(1)−1). (2.5)
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The one loop renormalized effective action is Γ1R = S+h¯Γ
(1)0+O(h¯2, τ), where
the notation O(h¯2, τ) means that those terms which are not of order at least
two in h¯ are of order at least one in τ and vanish when the regularization is
removed (τ −→ 0), so that
1
2
(Γ1R,Γ
1
R) = h¯A1 +O(h¯
2, τ), (2.6)
with, using equation (2.4),
A1 = θ
(1)−1 − (S1,Γ
(1)−1), (2.7)
and the consistency conditions for local functionals
(S,Γ(1)−1) = 0 =⇒ Γ(1)−1 = ci1Ci + (S,Ξ1), (2.8)
(S,A1) = 0 =⇒ A1 = a
i
1Ai + (S,Σ1), (2.9)
where Ci and Ai are respectively a basis of representatives for H
0(s) and
H1(s).
3 First order cohomological restrictions
Let D be a BRST cocycle in any ghost number g and consider Sj = S+ jD,
where the source j is of ghost number −g. The regularized action is Sjτ =
Sτ + jDτ , with D a polynomial in τ starting with D. If S˜
j = Sjτ + ρ
∗θjτ ,
where θjτ =
1
2τ
(Sτ , Sτ ) +
1
τ
(jDτ , Sτ ), we have
1
2
(S˜j , S˜j) = τ
∂S˜j
∂ρ∗
+O(j2), (3.1)
and the corresponding equation for the regularized generating functional Γ˜j
1
2
(Γ˜j, Γ˜j) = τ
∂Γ˜j
∂ρ∗
+O(j2). (3.2)
At one loop, we get for the term independent of ρ∗,
(Γ
(1)
j , S
j
τ) = τθ
(1)
j +O(j
2). (3.3)
The term linear in j of order 1
τ
gives
(D(1)−1, S) + (D,Γ(1)−1) = 0, (3.4)
with D(1)−1 = (∂Γ
(1)−1
j /∂j)|j=0. This gives our first theorem.
4
Theorem 3.1 The antibracket of the divergent one loop part Γ(1)−1, which
is BRST closed and local, with any local BRST cocycle is BRST exact in the
space of local functionals.
The theorem can be reformulated by saying that the antibracket map (in-
duced in the local BRST cohomology groups by the antibracket, see ref. [22])
([Γ(1)−1], [D]) = [0] (3.5)
for all [D] ∈ Hg(s). This equation represents a cohomological restriction
on the coefficients ci1 that can appear ; it can be calculated classically from
the knowledge of H0(s) and the antibracket map from H0(s) × Hg(s) to
Hg+1(s). According to the previous section, the theorem holds in particular
when D = Γ(1)−1 or D = A1.
In the same way, the consistency condition is
(Γj ,
∂Γ˜j
∂ρ∗
) +O(j2) = 0, (3.6)
and gives at one loop,
(Γ
(1)
j , θ
j
τ ) + (S
j
τ , θ
(1)
j ) + O(j
2) = 0. (3.7)
The term linear in j of order 1
τ
gives
(D(1)−1, θ0)−

 ∂θj0
∂j
∣∣∣∣∣
j=0
,Γ(1)−1


+(D, θ(1)−1)−

 ∂θ
(1)−1
j
∂j
∣∣∣∣∣∣
j=0
, S

 = 0. (3.8)
Using θ0 = (S, S1), ∂θ
j
0/∂j|j=0 = (D1, S)+(D,S1), equations (2.1), (2.7) and
(3.4), we get
(D,A1)−

 ∂θ
(1)−1
j
∂j
∣∣∣∣∣∣
j=0
− (D1,Γ
(1)−1)− (D(1)−1, S1), S

 = 0. (3.9)
This gives our second result.
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Theorem 3.2 The antibracket of the BRST closed first order anomaly A1
with any local BRST cocycle is BRST exact in the space of local functionals.
The theorem can again be reformulated by saying that the antibracket
map
([A1], [D]) = [0] (3.10)
for all [D] ∈ Hg(s) ; it represents a classical cohomological restriction on the
coefficients ai1 that can appear.
4 Higher orders
Let B0 = S and B1 = Γ(1)−1. We have the following theorem.
Theorem 4.3 The first order counterterms can be completed into a local
deformation of S, i.e., there exist local functionals Bn such that
1
2
(Sj
∞
, Sj
∞
) = 0, (4.1)
Sj
∞
= S +
∑
n=1
jnBn. (4.2)
The higher order cohomological restrictions of such an equation in terms of
Lie-Massey brackets is briefly discussed in [22]. More details will be given in
[17].
Proof. The theorem is true for j0, j1 and j2, if we take D = Γ(1)−1 = B1
in (3.4) and B2 = 1/2(∂Γ
(1)−1
j /∂j)|j=0. Suppose the theorem true at order
jk i.e., we have
1
2
(Sj
k
, Sj
k
) = O(jk+1),
Sj
k
= S +
k∑
n=1
jnBn.
and
Bn =
1
n
(∂n−1Γ
(1)−1
jn−1 /∂j
n−1)|j=0.
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At the regularized level, consider the action
Sj
k
τ = Sτ +
k∑
n=1
jnBnτ
and S˜j
k
= Sj
k
τ + ρ
∗θj
k
τ , with θ
jk
τ =
1
2τ
(Sj
k
τ , S
jk
τ ) +O(j
k+1), so that
1
2
(S˜j
k
, S˜j
k
) = τ
∂S˜j
k
∂ρ∗
+O(jk+1).
The corresponding equation for Γ˜jk based on the action S˜
jk is
1
2
(Γ˜jk , Γ˜jk) = τ
∂Γ˜jk
∂ρ∗
+O(jk+1).
At one loop, we get, for the part independent of ρ∗,
(Sj
k
τ ,Γ
(1)
jk ) = τθ
(1)
jk +O(j
k+1).
At order jk, this equation gives

Sτ , ∂
kΓ
(1)
jk
∂jk
∣∣∣∣∣∣
j=0

+

B1τ , ∂
k−1Γ
(1)
jk
∂jk−1
∣∣∣∣∣∣
j=0

+ . . .
+
(
Bkτ , Γ
(1)
jk
∣∣∣
j=0
)
= τ
∂kθ
(1)
jk
∂jk
∣∣∣∣∣∣
j=0
.
At order 1/τ , we get, using
∂n−1Γ
(1)−1
jk
∂jn−1
∣∣∣∣∣∣
j=0
=
∂n−1Γ
(1)−1
jn−1
∂jn−1
∣∣∣∣∣∣
j=0
= nBn,
for n = 1, . . . , k − 1 and defining
∂kΓ
(1)−1
jk
∂jk
∣∣∣∣∣
j=0
= (k + 1)Bk+1, the relation
(S, (k + 1)Bk+1) + (B1, kBk) + . . .+ (Bk, B1) = 0,
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or equivalently
0 =
k∑
m=0
(Bm, (k + 1−m)Bk+1−m) =
(k + 1)
2
k+1∑
m=0
(Bm, Bk+1−m), (4.3)
which proves the theorem.
Let E0 = A1 = θ
(1)−1 − (B1, S1).
Theorem 4.4 The lowest order contribution to the anomaly E0 can be ex-
tended to a local cocycle of the deformed solution of the master equation Sj
∞
,
i.e., there exist local functionals Em such that
(Sj
∞
, Ej
∞
) = 0, (4.4)
Ej
∞
=
∑
m=0
jmEm. (4.5)
Proof. The theorem holds for j0 and j1 by taking in (3.9) D = B1, and
defining
E1 =
∂θ
(1)−1
j
∂j
∣∣∣∣∣∣
j=0
− (D1,Γ
(1)−1)− (D(1)−1, S1)
=
∂θ
(1)−1
j
∂j
∣∣∣∣∣∣
j=0
− (B1, B
1
1)− (2B
2, S1).
Let us define
Em =
∂mθ
(1)−1
jm
∂jm
∣∣∣∣∣∣
j=0
−
m∑
n=0
((n+ 1)Bn+1, Bm−n1 ). (4.6)
The consistency condition is
(Γjk ,
∂Γ˜jk
∂ρ∗
) = O(jk+1).
At one loop, we have,
(Γ
(1)
jk , θ
jk
τ ) + (S
jk
τ , θ
(1)
jk ) = O(j
k+1).
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The term of order jk of this equation gives
k∑
m=0



 ∂mΓ
(1)
jk
∂jm
∣∣∣∣∣∣
j=0
,
∂k−mθj
k
τ
∂jk−m
∣∣∣∣∣
j=0

+

Bmτ , ∂
k−mθ
(1)
jk
∂jk−m
∣∣∣∣∣∣
j=0



 = 0.
At order 1/τ , we get
k∑
m=0
[(
(m+ 1)Bm+1,
k−m∑
l=0
(Bl, Bk−m−l1 )
)
+

Bm, ∂k−mθ
(1)−1
jk
∂jk−m
∣∣∣∣∣∣
j=0


]
= 0. (4.7)
Using the Jacobi identity, the first term is given by
k∑
m=0
k−m∑
l=0
[((
(m+ 1)Bm+1, Bk−m−l
)
, Bl1
)
−
(
Bl,
(
(m+ 1)Bm+1, Bk−m−l1
))]
.
Changing the sum
∑k
m=0
∑k−m
l=0 to the equivalent sum
∑k
l=0
∑k−l
m=0, the first
term of this equation vanishes on account of (4.3), while the second term,
using the definition (4.6), combines with the second term of (4.7) to give
k∑
m=0
(Bm, Ek−m) = 0,
which proves the theorem.
The investigation in this letters is a first step in order to analyze the
cohomological restrictions on anomalies and counterterms at higher orders
in h¯. To see this, we note that if we put j = (−h¯/τ), the action S(−h¯/τ)
∞
satisfies the (deformed) master equation 1/2(S(−h¯/τ)
∞
, S(−h¯/τ)
∞
) = 0, while
the correponding effective action is finite at order h¯. Its divergences at order
h¯2 are poles up to order 2 in τ with residues that are local functionals. A
systematic analysis of the substraction procedure at higher orders in h¯ will
be presented in [17].
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