We solve the satisfiability problem for a three-sorted fragment of set theory (denoted 3LQST 0 R ), which admits a restricted form of quantification over individual and set variables and the finite enumeration operator {-, -, . . . , -} over individual variables, by showing that it enjoys a small model property, i.e., any satisfiable formula ψ of 3LQST 0 R has a finite model whose size depends solely on the length of ψ itself. Several set-theoretic constructs are expressible by 3LQST 0 R -formulae, such as some variants of the power set operator and the unordered Cartesian product. In particular, concerning the unordered Cartesian product, we show that when finite enumerations are used to represent the construct, the resulting formula is exponentially shorter than the one that can be constructed without resorting to such terms.
Introduction
Computable set theory is a research field studying the decidability of the satisfiability problem for collections of set-theoretic formulae (also called syllogistics).
The main results in computable set theory up to 2001 have been collected in [8, 13] . We also mention that the most efficient decision procedures have been implemented in the proof verifier AEtnaNova [16] and form its inferential core.
Most of the decidability results established in computable set theory regard onesorted multi-level syllogistics, namely collections of formulae involving variables of one type only, ranging over the von Neumann universe of sets. On the other hand, few decidability results have been proved for multi-sorted stratified syllogistics, admitting variables of several types. This, despite of the fact that in many fields of computer science and mathematics often one deals with multi-sorted languages.
An efficient decision procedure for the satisfiability of the Two-Level Syllogistic language (2LS), a fragment admitting variables of two sorts for individuals and sets of individuals, basic set-theoretic operators such as ∪, ∩, \, the relators =, ∈, ⊆, and propositional connectives, has been presented in [14] . Subsequently, in [3] , the extension of 2LS with the singleton operator and the Cartesian product operator has been proved decidable. Tarski's and Presburger's arithmetics extended with sets have been studied in [5] . The three-sorted language 3LSSPU (Three-Level Syllogistic with Singleton, Powerset, and general Union), allowing three types of variables, and the singleton, powerset, and general union operators, in addition to the operators and predicates already contained in 2LS, has been proved decidable in [4] . More recently, in [10] , the three-level quantified syllogistic 3LQS
R , involving variables of three sorts has been shown to have a decidable satisfiability problem. Later, in [11] , the satisfiability problem for 4LQS R , a four-level quantified syllogistic admitting variables of four sorts has been proved to be decidable. The latter result has been exploited in [9] to prove that DL 4LQS R (D), an expressive description logic, has the consistency problem for its knowledge bases decidable.
In this paper we present a decidability result for the satisfiability problem of the set-theoretic language 3LQST 0 R (Three-Level Quantified Syllogistic with Finite Enumerations and Restricted quantifiers), which is a three-sorted quantified syllogistic involving individual variables, set variables, and collection variables, ranging respectively over the elements of a given nonempty universe D, over the subsets of D, and over the collections of subsets of D. The language of 3LQST 0 R admits the predicate symbols = and ∈ and a restricted form of quantification over individual and set variables. 3LQST 0 R extends the fragment 3LQS R presented in [10] since it admits the finite enumeration operator {-, -, . . . , -} over individual variables. In spite of its simplicity, 3LQST 0 R allows one to express several constructs of set theory. Among them, the most comprehensive one is the set former, which in turn allows one to express other set-theoretic operators like several variants of the powerset and the unordered Cartesian product. We will present two different 3LQST 0 R representations of the latter construct: the first, more straightforward one involves finite enumerations and has linear length in the size of the unordered Cartesian product, the second one does not involve finite enumerations, is exponentially longer than the first representation, and is expressible also in 3LQS
R .
We will prove that 3LQST 0 R enjoys a small model property by showing how to extract, out of a given model satisfying a 3LQST 0 R -formula ψ, another model of ψ but of bounded finite cardinality.
The paper is organized as follows. In Section 2, we describe the syntax and semantics of a more general language, denoted 3LQST 0 , which contains 3LQST 0 R as a proper fragment. Subsequently, in Section 3 the machinery needed to prove our main decidability result is provided. In Section 4, the small model property for 3LQST 0 R is established, thus solving the satisfiability problem for 3LQST 0 R . Then, in Section 5, we show how 3LQST 0 R can be used to express several set theoretical operators. Finally, in Section 6, we draw our conclusions.
2 The language 3LQST 0 and its subfragment 3LQST 0
R
We begin by defining the syntax and the semantics of the more general three-level quantified language 3LQST 0 . Then, in Section 2.1, we show how to characterize 3LQST 0 R -formulae by suitable restrictions on the usage of quantifiers in formulae of 3LQST 0 .
The three-level quantified language 3LQST 0 involves (i) a collection V 0 of individual or sort 0 variables, denoted by x, y, z, . . .;
(ii) a collection V 1 of set or sort 1 variables, denoted by X, Y, Z, . . .;
(iii) a collection V 2 of collection or sort 2 variables, denoted by A, B, C, . . ..
In addition to variables 3LQST 0 involves also finite enumerations of type {x 1 , . . . , x k }, with x 1 , . . . , x k ∈ V 0 , k > 0. 3LQST 0 -quantifier-free atomic formulae are classified as:
3LQST 0 purely universal formulae are classified as: Finally, the formulae of 3LQST 0 are all the propositional combinations of quantifierfree atomic formulae and of purely universal formulae of levels 0 and 1. A 3LQST 0 -interpretation is a pair M = (D, M ), where D is any nonempty collection of objects, called the domain or universe of M, and M is an assignment over the variables of 3LQST 0 such that
(we recall that pow(s) denotes the powerset of s)
Finally, compound formulae are evaluated according to the standard rules of propositional logic. Let ψ be a 3LQST 0 -formula. If M |= ψ (i.e., M satisfies ψ), then M is said to be a 3LQST 0 -model for ψ. A 3LQST 0 -formula is said to be satisfiable if it has a 3LQST 0 -model. A 3LQST 0 -formula is valid if it is satisfied by all 3LQST 0 -interpretations.
Characterizing the restricted fragment
R is the collection of the 3LQST 0 -formulae ψ such that, for every purely universal formula (∀Z 1 ) . . . (∀Z m )ϕ 1 of level 1 occurring in ψ and every purely universal formula (∀z 1 ) . . . (∀z n )ϕ 0 of level 0 occurring in ϕ 1 , the condition
is a valid 3LQST 0 -formula (in this case we say that the purely universal formula (∀z 1 ) . . . (∀z n )ϕ 0 is linked to the variables Z 1 , . . . , Z m ). Condition (1) guarantees that, if a given interpretation assigns to z 1 , . . . , z n elements of the domain that make ϕ 0 false, then all such values must be contained as elements in the intersection of the sets assigned to Z 1 , . . . , Z m . This fact is used in the proof of Lemma 3.8 to make sure that satisfiability is preserved in the finite model. As the examples in Section 5 will illustrate, condition (1) is not particularly restrictive.
The following question arises: how one can establish whether a given 3LQST 0 -formula is a 3LQST 0 R -formula? Observe that neither quantification nor collection variables are involved in condition (1) . Indeed, it turns out that (1) is a 2LS-formula and therefore one could use the decision procedures in [14] to test its validity, as 3LQST 0 is a conservative extension of 2LS. We mention also that in most cases of interest, as will be shown in detail in Section 5, condition (1) is just an instance of the simple propositional tautology ¬(p → q) → p, and therefore its validity can follow just by inspection.
Small models of satisfiable 3LQST 0 R -formulae will be expressed in terms of relativized interpretations with respect to a suitable domain.
For ease of notation, we will often omit the reference to the element d * ∈ D * and write simply Rel(M,
Our goal is to show that any given satisfiable 3LQST 0 R -formula ψ is satisfied by a small model of the form Rel(M,
is a model of ψ and D * is a suitable subset of D of bounded finite size.
At first, we state a slightly stronger result for 3LQST 0 R -formulae which are propositional combinations of quantifier-free atomic formulae of levels 0 and 1.
be, respectively, a 3LQST 0 -interpretation and the relativized interpretation of M with respect to
, and l > 0. Furthermore, let ψ 0 be a level 0 quantifier-free atomic formula of the form x = y or x ∈ X, with x, y ∈ V 0 and X ∈ V 1 , let ψ ′ 0 be a level 0 quantifier-free atomic formula of the form {x 1 , . . . , x k } = X or {x 1 , . . . , x k } ∈ A, with x 1 , . . . , x k ∈ V 0 , X ∈ V 1 , A ∈ V 2 , k l, and let ψ 1 be a level 1 quantifier-free atomic formula of the form X = Y or X ∈ A, with X, Y ∈ V ′ 1 , and A ∈ V 2 . Then we have:
Proof. Let us prove case (a) first. Assume For what concerns case (b), let us assume first that
. . , M x k } = M X and, since k l, |M X| l and therefore M * X = M X. Moreover M x 1 , . . . , M x k ∈ D * and thus, by Definition 3.1, M x i = M * x i , for i = 1, . . . , k. Thus, if {M x 1 , . . . , M x k } = M X, it holds that {M * x 1 , . . . , M * x k } = M * X, and finally that M * |= {x 1 , . . . , x k } = X, as we wished to prove. Conversely, assume that M |= {x 1 , . . . ,
. . , x k } = X and the thesis follows. Finally, if |M X| > l, |M * X| > l and thus |M * X| > k. As a consequence, it follows that {M * x 1 , . . . , M * x k } = M * X and thus M * |= {x 1 , . . . , x k } = X, as we wished to prove. Next, assume that
Hence, even in this case the thesis holds.
∈ M * A only in one of the following two cases. The first case is:
On the other hand, if
Finally, let us prove case (c). Let
In the first case, since |M * X| l, by (c1) it holds that M * X = M X and thus M X ∈ M A, absurd. In the other case, since M Z ∈ M A it holds that M X = M Z, and thus, by (c2),
By propositional logic, Lemma 3.2 implies at once the following corollary.
, and l > 0. Furthermore, let ψ be a propositional combination of quantifier-free atomic formulae of the types
• k l;
• X ∈ V ′ 1 , for every level 1 variable X in quantifier-free atomic formulae of level 1 (namely of the form X = Y or X ∈ A) occurring in ψ;
The preceding corollary yields at once a small model property for the collection 3LST 0 of propositional combinations of quantifier-free atomic formulae of the types
Indeed, let ψ be a satisfiable 3LST 0 -formula and let M = (D, M ) be a model for it and let l be the maximal length of finite enumerations {x 1 , . . . , x k } occurring in ψ. Let V ψ 0 and V ψ 1 be respectively the collections of variables of sort 0 and of sort 1 occurring in ψ.
• For each pair of variables X, Y ∈ V
. Also, let d * be an arbitrarily chosen element of D * . Then, from Corollary 3.3 it follows that the relativized interpretation
In fact, it can be shown that the elements d XY in the symmetric differences M X ∆ M Y can be selected in such a way that [6] ). Summing up, the following result holds: Lemma 3.4 (Small model property for 3LST 0 -formulae) Let ψ be a 3LST 0 -formula, i.e., a propositional combination of quantifier-free atomic formulae of the following forms 
Since the 3LQST 0 -interpretations over a bounded domain are finitely many and can be effectively generated, the decidability of the satisfiability problem for 3LST 0 -formulae follows.
Relativized interpretations and quantified atomic formulae
To state the main results on quantified formulae, namely that the relativized in-
, and l (Lemmas 3.7 and 3.8 below), it is convenient to introduce the following abbreviations:
z, * and M * ,z coincide, as stated in the following lemma, whose proof is routine and is omitted for brevity.
Likewise, under some conditions, the 3LQST 0 -interpretations M Z, * and M * ,Z coincide too, as stated in the following lemma.
We are now ready to prove the main result of the present section, namely that if M = (D, M ) satisfies a purely universal 3LQST 0 R -formula ψ of level 0 or 1, then, under suitable conditions, the relativized interpretation
This will be done in the following two lemmas.
(ii) Each occurrence of finite enumeration {x 1 , . . . , x k } in ψ, with x i ∈ V 0 , for every i ∈ {1, . . . , k}, is such that k l;
Proof. Let M and M * be as in the lemma, and assume that M |=
By (i) and by the definition of M z , it is easy to see that M z x ∈ D * , for every x ∈ V 0 occurring in ϕ 0 . Moreover, by (ii) each occurrence of finite enumeration {x 1 , . . . , x k } in ϕ 0 , with x i ∈ V 0 , for every i ∈ {1, . . . , k}, is such that k l. Finally, since M z X = M X and M z, * X = M * ,z X = M * X, for every variable X ∈ V 1 , it can be checked that
• M z, * X = M z X, for every variable X of level 1 occurring in ψ such that X ∈ V 1 \ V ′ 1 (by (iv)), and
l and |M z, * X| > l otherwise, for every X ∈ V ′ 1 (because M * X = M X, if |M X| l and |M * X| > l otherwise, for every X ∈ V ′ 1 ). Thus, by Lemma 3.2 (a) and (b) we have M z |= ϕ 0 , which yields M |= (∀z 1 ) . . . (∀z n )ϕ 0 , a contradiction.
vi) each occurrence of finite enumeration {x 1 , . . . , x k } in ϕ 1 , with x i ∈ V 0 , for every i ∈ {1, . . . , k}, is such that k l;
(vii) for every purely universal formula (∀z 1 ) . . . (∀z n )ϕ 0 of level 0 occurring in ϕ 1 and variables
Proof. Let M, M * , and (∀Z 1 ) . . . (∀Z m )ϕ 1 be as in the lemma, and assume that
Without loss of generality, we may assume that there exists 0 h m such that
(i.e.,φ 1 is the formula obtained by simultaneously substituting Z 1 , . . . , Z h with X 1 , . . . , X h in ϕ 1 ) and let
Our plan is to show that M
holds. Then, since (3) readily implies
where
and (4) Thus, in what follows we will just show that (2) • x = y, x ∈ X (with x, y ∈ V 0 and X ∈ V 1 ),
• {x 1 , . . . , x k } = X, {x 1 , . . . , x k } ∈ A (with x 1 , . . . , x k ∈ V 0 , X ∈ V 1 , and A ∈ V 2 ), and
• X = Y , X ∈ A (with X, Y ∈ V ′ 1 and A ∈ V 2 ). Thus, to complete the proof, we are only left with showing that M Z − , * and M Z − coincide also on the propositional components ofφ 1 of the remaining types, namely those of the form:
. . , Z m }, A ∈ V 2 , and h + 1 j m), and • level 0 purely universal formulae.
For propositional components ofφ 1 of type Z j = X (with X ∈ V 1 \ {Z 1 , . . . , Z h } and h + 1 j m), we have:
Analogously, for propositional components ofφ 1 of type X = Z j , with X ∈ V 1 \ {Z 1 , . . . , Z h } and h + 1 j m. For propositional components ofφ 1 of type Z j ∈ A (with A ∈ V 2 and h + 1 j m), we have:
Finally, let (∀z 1 ) . . . (∀z n )ϕ 0 be a propositional component of ϕ 1 and letφ 0 = Def (ϕ 0 )
Let us first assume that
but, by way of contradiction, that
We will distinguish two cases, according to whether h < m (i.e., {U 1 , . . . , U m } ⊆ {M * X :
Recalling that by definition of 3LQST 0 R -formulae (cf. Section 2.1) the formula (∀z 1 ) . . . (∀z n )ϕ 0 must be linked to the variables Z 1 , . . . , Z m , then we have
Thus, by (8) ,
Therefore, for i = 1, . . . , n,
In view of (9) and by conditions (ii), (iii), (iv), (v), (vi), and (viii) of this lemma, we can apply Corollary 3.3 and Lemma 3.5 in the deductions which follow: Therefore M Z − , * |= (∀z 1 ) . . . (∀z n )φ 0 , which contradicts our assumption (6). Thus, even the current case h = m can not arise. Since in any case we get a contradiction, we have the following implication:
To complete the proof of (5), we need to establish also the converse implication. But this follows at once, by observing that if M This concludes the proof of the lemma.
4 The satisfiability problem for 3LQST 0 R -formulae
We will solve the satisfiability problem for 3LQST 0 R , i.e., the problem of establishing for any given formula of 3LQST 0 R whether it is satisfiable or not, as follows:
(a) firstly, we will reduce effectively the satisfiability problem for 3LQST 0 Rformulae to the same problem for normalized 3LQST 0 R -conjunctions (these will be defined precisely below); (b) secondly, we will prove that the collection of normalized 3LQST 0 R -conjunctions enjoys a small model property.
From (a) and (b), the solvability of the satisfiability problem for 3LQST 0 R will follow immediately. In fact, by further elaborating on point (a), it could easily be shown that the whole collection of 3LQST 0 R -formulae enjoys a small model property.
Normalized 3LQST 0 R -conjunctions
Let ψ be a formula of 3LQST 0 R and let ψ DNF be a disjunctive normal form of ψ. We observe that the disjuncts of ψ DNF are conjunctions of 3LQST 0 R -literals, namely quantifier-free atomic formulae of levels 0 and 1, or their negations, and of purely universal formulae of levels 0 and 1, or their negations, satisfying the linkedness condition (1) .
By a suitable renaming of variables, we can assume that no bound variable can occur in more than one quantifier in the same disjunct of ψ DNF and that no variable can have both bound and free occurrences in the same disjunct.
Without disrupting satisfiability, we replace negative literals of the form ¬(∀z 1 ) . . . Let ψ ′ DNF be the formula so obtained. Observe that all the above steps preserve satisfiability, so that our initial formula ψ is satisfiable if so is ψ ′ DNF . In addition, the formula ψ ′ DNF is satisfiable if and only if so is at least one of its disjuncts. It is an easy matter to check the each disjunct of ψ ′ DNF is a conjunction of 3LQST 0 R -literals of the following types:
where x, y, x 1 , . . . , x k ∈ V 0 , X, Y ∈ V 1 , and A ∈ V 2 ;
where n > 0 and ϕ 0 is a propositional combination of quantifier-free level 0 atoms; and
where m > 0 and ϕ 1 is a propositional combination of quantifier-free atomic formulae of any level and of purely universal formulae of level 0, where the propositional components in ϕ 1 of type (∀z 1 ) . . . (∀z n )ϕ 0 are linked to the bound variables Z 1 , . . . , Z m . We call such formulae normalized 3LQST 0 R -conjunctions.
The above discussion can then be summarized in the following lemma.
Lemma 4.1 The satisfiability problem for 3LQST 0 R -formulae can be effectively reduced to the satisfiability problem for 3LQST 0 R -conjunctions.
A small model property for normalized 3LQST 0 R -conjunctions
Let ψ be a normalized 3LQST 0 R -conjunction and assume that M = (D, M ) is a model for ψ. We show how to construct, out of M, a finite "small" 3LQST 0 -interpretation M * = (D * , M * ) which is a model of ψ. We proceed as follows. First we outline a procedure to build a nonempty finite universe D * ⊆ D whose size depends solely on ψ and can be computed a priori. Then, following Definition 3.1, we construct a relativized 3LQST 0 -interpretation M * = (D * , M * ) with respect to suitable collections V ′ 0 and V ′ 1 of variables, and to a positive number l, and show that M * satisfies ψ.
Construction of the universe
, and V ψ 2 be the collections of the variables of sort 0, 1, and 2 occurring in ψ, respectivelyand, an let l ψ be smallest number such that k l ψ , for every finite enumeration {x 1 , . . . , x k } occurring in ψ. We compute D * by means of the procedure below.
Let ψ 1 , . . . , ψ h be the conjuncts of ψ of the form (III). To each such conjunct ψ i ≡ (∀Z i1 ) . . . (∀Z im i )ϕ i , we associate the collection ϕ i1 , . . . , ϕ iℓ i of the propositional components of its matrix ϕ i and call the variables Z i1 , . . . , Z im i the arguments of ϕ i1 , . . . , ϕ iℓ i . Then we put Φ = Def {ϕ ij : 1 i h and 1 j ℓ i }.
By applying the procedure Distinguish described in [6] to the collection {M X : 
From the previous construction it follows easily that
where M and N are, respectauto.ively, the maximal number of quantifiers in purely universal formulae of level 1 occurring in |Φ| and the maximal number of quantifiers in purely universal formulae of level 0 occurring in purely universal formulae of level 1 in |Φ|. Thus, in general, the domain of the small model D * is exponential in the size of the input formula ψ.
Correctness of the relativization.
Let us put Proof. We have to prove that M * |= ψ ′ , for every conjunct ψ ′ in ψ. Each conjunct ψ ′ is of one of the three types (I), (II), and (III) introduced in Section 4.1. By applying Lemmas 3.2, 3.7, or 3.8 to every ψ ′ in ψ (according to the type of ψ ′ ) we obtain the thesis.
Notice that the hypotheses of Lemmas 3.2, 3.7, and 3.8 are fulfilled by the construction of D * outlined above. Indeed,
(vi) each occurrence of finite enumeration {x 1 , . . . , x k } in ψ, with x i ∈ V 0 , for every i ∈ {1, . . . , k}, is such that k l ψ ;
(vii) for every purely universal formula (∀z 1 ) . . . (∀z n )ϕ 0 of level 0 occurring in a purely universal formula of level 1, and variables
From the above reduction and relativization steps, it is not hard to derive the following result:
R enjoys a small model property (and therefore its satisfiability problem is solvable).
Reasoning as in [11] , it is possible to define a class of subtheories (3LQST 0 R ) h of 3LQST 0 R , whose formulae have quantifier prefixes of length bounded by the constant h 2 and satisfy certain syntactic constraints, having an NP-complete satisfiability problem. Such subtheories are quite expressive, in fact several settheoretic constructs treated in Section 5 such as, for instance, some variants of the powerset operator can be represented in them. Moreover, it can be shown that the modal logic S5 can be represented in (3LQST 0 R ) 3 .
5 Expressiveness of the language 3LQST 0 R Several constructs of elementary set theory are easily expressible within the language 3LQST 0 R . In particular, it is possible to express with 3LQST 0 R -formulae a restricted variant of the set former, which in turn allows one to express other significant set operators such as binary union, intersection, set difference, set complementation, the powerset operator and some of its variants, etc.
More specifically, a set former of the form X = {z : ϕ(z)} can be expressed in 3LQST 0 R by the formula (∀z)(z ∈ X ↔ ϕ(z)) ,
(in which case it is called an admissible set former of level 0 for 3LQST 0 R ) provided that after transforming it into prenex normal form one obtains a formula satisfying the syntactic constraints of 3LQST 0 R . This, in particular, is always the case whenever ϕ(z) is a quantifier-free formula of 3LQST 0 R .
In 1 some examples of formulae expressible by admissible set formers of level 0 for 3LQST 0 R are reported, where 0 and 1 stand respectively for the empty set and for the domain of the discourse, and is the complementation operator with respect to the domain of the discourse. The formulae in the first column of 1 are the allowed atoms in the fragment 2LS (Two-Level Syllogistic) which has been proved decidable in [14] . Since {x 1 , . . . , x k } = X is a level 0 quantifier-free atomic formula in 3LQST 0 R , 2LS with finite enumerations turns out to be expressible by 3LQST 0 R -formulae.
In addition to the formulae in 1 the following literals
are also expressible by 3LQST 0 R -formulae of level 0, where |·| denotes the cardinality operator and h stands for a nonnegative integer constant (cf. 2). In fact, it turns out that all literals (13) can be expressed by level 0 purely universal 3LQST 0 Rformulae which are linked to the variable Z, so that they can freely be used in the matrix ϕ(Z) of a level 1 universal formula of the form (∀Z)ϕ(Z). Let us consider, admissible set formers for 3LQST 0 R of level 0 Table 1 Some literals expressible by admissible set formers of level 0 for 3LQS R .
3LQST 0 R -formulae for instance, the formula
which expresses the literal |Z| h. The linkedness condition for it relative to the variable Z is
which is plainly a valid 3LQST 0 R -formula since it is an instance of the propositional tautology ¬(p → q) → p, showing that (14) is linked to the variable Z. Similarly, one can show that the remaining formulae in (13) can also be expressed by level 0 purely universal 3LQST 0 R -formulae which are linked to the variable Z.
Similar remarks apply also to the set former of the form A = {Z : ϕ(Z)}. This can be expressed by the 3LQST 0 R -formula
(in which case it is called an admissible set former of level 1 for 3LQST 0 R ) provided that ϕ(Z) does not contain any quantifier over variables of sort 1, and all quantified variables of sort 0 in ϕ(Z) are linked to the variable Z as specified in condition (1) .
Some examples of formulae expressible by admissible set formers of level 1 for 3LQST 0 R are reported in 3. In this case the symbol 1 stands for the powerset of the domain of the discourse. The meaning of the overloaded symbol 1 can always admissible set formers of level 1 for 3LQST 0 be correctly disambiguated from the context. In view of the fact that, as already remarked, the literals (13) can be expressed by level 0 purely universal 3LQST 0 Rformulae which are linked to the variable Z, it follows that all set formers in 3 are indeed admissible.
The propositional combination of the following literals
present in the first column of 3 form the proper fragment 3LSSP of the theory 3LSSPU (Three-Level Syllogistic with Singleton, Powerset, and Unionset) whose decision problem has been solved in [4] . We recall that in addition to the formulae in (16), 3LSSPU involves also unionset clauses of the form X = A, with X a variable of sort 1 and A a variable of sort 2, which, however, are not expressible by 3LQST 0 R -formulae.
Besides the ordinary powerset operator, 3LQST 0 R -formulae allow one also to express the variants pow h (X), pow =h (X), and pow h (X) reported in 3, which denote respectively the collection of all the subsets of X with at most h distinct elements, with exactly h elements, and with at least h distinct elements. It is interesting to observe that the satisfiability problem for the propositional combination of literals of the forms x ∈ y, x = y ∪ z, x = y ∩ z, x = y \ z, involving also one occurrence of literals of the form y = pow =1 (x), has been proved to be decidable in [7] , when sets are interpreted in the standard von Neumann hierarchy (cf. [15] ).
Another interesting variant of the powerset operator is the pow * operator introduced in [2, 12] in the solution to the satisfiability problem for the extension of MLS with the powerset and singleton operators. We recall that given sets X 1 , . . . , X k , pow * (X 1 , . . . , X k ) denotes the collection of all subsets of k i=1 X i which have nonempty intersection with each set X i , for i = 1, . . . , k. In symbols,
From the latter expression, it readily follows that the literal A = pow * (X 1 , . . . , X k ) can be expressed by a 3LQST 0 R -formula.
Given sets X 1 , . . . , X n , the unordered Cartesian product X 1 ⊗ . . . ⊗ X n is the set
Then, the literal
where A stands for a variable of level 2 and X 1 , . . . , X n here stand for variables of level 1, can be expressed by the 3LQST 0 R -formula
In what follows, we show that (18) can be expressed without making use of the finite enumeration operator. When the sets X 1 , . . . , X n are pairwise disjoint or, on the opposite side, when they all coincide, we can readily express the literal (17) by a 3LQS R -formula. For instance, if the sets X 1 , . . . , X n are pairwise disjoint, then Z ∈ X 1 ⊗ . . . ⊗ X n if and only if (i) |Z| = n, and (ii) there exist x 1 ∈ X 1 , . . . , x n ∈ X n such that x 1 ∈ Z, . . . , x n ∈ Z .
The above conditions can be used to express the literal (17) by the following 3LQS Rformula
as is easy to check, where
(notice that |Z| n is linked to the variable Z). When X 1 = . . . = X n , then Z ∈ X 1 ⊗. . .⊗X n if and only if |Z| n and Z ⊆ X 1 . Thus, in this particular case, the literal (17) can be expressed by the 3LQS R -formula
However, if we make no assumption on the sets X 1 , . . . , X n , in order to characterize the sets Z belonging to X 1 ⊗ . . . ⊗ X n by a 3LQS R -formula, we have to consider separately the cases in which |Z| = n, |Z| = n − 1, etc., listing explicitly, for each of them, all the allowed membership configurations of the members of Z. For instance, if n = 2, we have Z ∈ X 1 ⊗ X 2 if and only if
• |Z| = 2 and there exist distinct x 1 ∈ X 1 and x 2 ∈ X 2 s. t. x 1 , x 2 ∈ Z; or • |Z| = 1 and the intersection X 1 ∩ X 2 ∩ Z is nonempty.
Thus the following 3LQS
R -formula expresses the literal A = X 1 ⊗ X 2 :
(∀Z) Z ∈ A ←→ |Z| = 2 ∧ (∃x 1 )(∃x 2 )
Likewise, in the case n = 3, we have Z ∈ X 1 ⊗ X 2 ⊗ X 3 if and only if
• |Z| = 3 and there exist pairwise distinct x 1 ∈ X 1 , x 2 ∈ X 2 , and x 3 ∈ X 3 such that x 1 , x 2 , x 3 ∈ Z; or
• |Z| = 2 and there exist distinct x 1 and x 2 such that either · x 1 ∈ X 1 ∩ X 2 and x 2 ∈ X 3 , or · x 1 ∈ X 1 ∩ X 3 and x 2 ∈ X 2 , or · x 1 ∈ X 2 ∩ X 3 and x 2 ∈ X 1 , and such that x 1 , x 2 ∈ Z; or • |Z| = 1 and the intersection X 1 ∩ X 2 ∩ X 3 ∩ Z is nonempty.
Lemma 5.1 Let X 1 , . . . , X n be given sets. Then Z ∈ X 1 ⊗ . . . ⊗ X n if and only there exists a partition P of the set {1, . . . , n} and a bijection σ : Z → P such that if i ∈ σ(x), then x ∈ X i , for x ∈ Z and i ∈ {1, . . . , n}.
Proof. Let Z ∈ X 1 ⊗ . . . ⊗ X n . Then Z = {x 1 , . . . , x n }, for some x 1 ∈ X 1 , . . . , x n ∈ X n . For x ∈ Z, let us put σ(x) = Def {i : x = x i } .
Then it is an easy matter to check that P = Def {σ(x) : x ∈ X} is a partition of {1, . . . , n} and σ is a bijection from Z into P which satisfies (19). Conversely, assume that σ : Z → P is a bijection satisfying (19), for a partition P of {1, . . . , n} and a set Z, and put
where P i is the block of P containing i. Then it plainly follows that x i ∈ X i , for i = 1, . . . , n and that Z = {x 1 , . . . , x n }, proving that Z ∈ X 1 ⊗ . . . ⊗ X n .
Let P n be the collection of all partitions of the set {1, . . . , n}. For any partition P ∈ P n , we will assume that the blocks b 1 (P ), . . . , b |P | (P ) of P are ordered by a total order ≺ in such a way that 
Let ℓ n be the length of the formula (20). Then the following bounds on ℓ n hold:
where B n = |P n | is the nth Bell's number. Using the bounds on B n by Berend and Tassa (cf. [1] ) n e ln n n < B n < 
Conclusions and future work
We have presented a three-sorted stratified set-theoretic fragment, 3LQST 0 R , and given a decision procedure for its satisfiability problem. The fragment turns out to be quite expressive since it allows to represent several set-theoretic construct such as variants of the powerset operator and the unordered Cartesian product. Thanks to the presence of the finite enumeration operator, 3LQST 0 R allows to represent the unordered Cartesian product by means of a formula which is linear in the size of the product. Another representation of the latter construct is possible without resorting to the finite enumeration operator, but is this case the formula turns out to be exponentially longer.
Proceeding as in [11] it is possible to single out a family {(3LQST 0 R ) h } h 2 of sublanguages of 3LQST 0 R , characterized by imposing further constraints in the construction of the formulae, such that each language in the family has the satisfiability problem NP-complete, and to show that the modal logic S5 can be formalized in (3LQST 0 R ) 3 . We further intend to study the possibility of formulating non-classical logics in the context of well-founded set theory constructing suitable extensions of the 3LQST 0 R fragment.
We also plan to extend the language so as it can express the set theoretical construct of general union, thus being able to subsume the theory 3LSSPU.
