The analysis of di usion processes in nancial models is crucially dependent on the form of the drift and di usion coe cient functions. A methodology is proposed for estimating and testing coe cient functions for ergodic di usions that are not directly observable. It is based on semiparametric and nonparametric estimates. The testing is performed via the wild bootstrap resampling technique. The method is illustrated on S&P 500 index data. JEL classi cation: C51, C52, G22
Introduction
The analysis of time series and di usion models with stochastic variance and covariance has been very intense in the last decade. In particular, the research o n stochastic volatility models in nance has been driven in several directions, see Ghysels, Harvey & Renault 1996 and Frey 1997 for a survey. One direction is related to modern continuous time nance, see Genon-Catalot, Jeantheau & Lar edo 2000, where one has realized the necessity to relate empirically observed volatility or implied volatility data to theoretically derived stochastic volatility models. Another direction focuses on time series models for asset price and volatility which provide a well established framework for testing and modeling nonlinear variance structures in nance, see Engle & Bollerslev 1986. As shown by Nelson 1990 and Duan 1997 , standard time series models, such as ARCH, GARCH etc., converge for vanishing time step size between observations towards corresponding di usion models. These di usion models are fully characterized by their drift and di usion coe cient functions. The particular choice of the time discretization is not essential for a discrete time approximation of a di usion process as long as the maximum time step size is small enough. Since real data are very frequently observed it is natural to interpret these as values of a discretely observed di usion process or those of a corresponding discrete time approximation of a di usion. The main statistical task in such a di usion approach is the identi cation of the underlying drift and di usion coe cient functions.
To handle this task in standard situations, a well developed statistical theory is now a vailable. Parameter estimation methods for discretely observed stationary di usion processes have been derived, for instance, by Bibby & S rensen 1995 , Hansen & Scheinkman 1995 , Ait-Sahalia 1996 and Kessler & Soerensen 1999 . Hansen, Scheinkman & Touzi 1998 consider a nonparametric method based on the spectral decomposition of the conditional expectation operator to identify the drift and di usion coe cients. A crucial assumptions for most of the developed estimation techniques is that a stationary di usion is directly observed. Unfortunately, in reality this assumption is often not ful lled. For instance, Genon-Catalot et al. 2000 consider a stochastic volatility model where the observed stock price depends on a hidden volatility process, which i s itself a stationary di usion.
We study here a case where a non-stationary di usion process, an index, is observed. To be able to apply methods that rely on ergodicity w e express the observed process as the product of an ergodic process and a smooth function of time. This smooth function is interpreted as average growth of the index. Due to the unknown impact of the average growth on the observed data, the ergodic part of our model is not directly observable. The proposed methodology combines recently developed nonparametric and parametric methods in order to estimate and probe the drift and di usion coe cients of the ergodic process.
To illustrate our methodology we concentrate here on the empirical analysis of a particular stock market index, the S&P 500. The statistical analysis of stock prices, exchange rates etc. is similar but not in the focus of this paper. We concentrate here on the case where an index is modeled by a scalar di usion process.
The framework of Platen 2000 fully characterizes a nancial market by the speci cation of the di erent denominations of the, so called, best benchmark portfolio. The stock index and the index benchmarked stock prices can be interpreted as denominations of the best benchmark portfolio. As a consequence, exchange prices are ratios of corresponding denominations of the best benchmark portfolio. Furthermore, this portfolio represents the optimal growth portfolio, see Karatzas & Shreve 1998 . A well diversi ed market index, as the S&P 500, comes close to the optimal growth portfolio. For this reason, the inference for the index is also the rst step in the statistical analysis of an exchange rate or stock price.
We assume that an appropriately normalized index process X = fXt; t 0g can be interpreted as an ergodic process. Based on this assumption we focus on the inference of this normalized process X instead of the index S = fSt; t 0g itself. This allows us to direct our attention towards the identi cation of the drift and di usion coe cient functions of an ergodic di usion. In Figure   1 we plot the S&P 500 index S with daily data from 1977 to 1997 together with some average index S = f St; t 0g. Such an average index S can be obtained in di erent ways. For instance, it could be exogenously given by a function of economic and nancial quantities, i.e. in ation rate, growth rate of the domestic product, interest rate, etc.. It could also be derived by a k ernel smoothing procedure, with an appropriate bandwidth or lter length h. This is the choice which w e will study in this paper.
We construct the normalized index X by dividing the original index S by the above described average index S, that is Xt = St St 1.1 for t 0. The resulting normalized index X, derived via a kernel smoother, is shown in Figure 1 . Its path resembles that of a stationary di usion process. Note in the middle of our plot the sudden decline caused by the 1987 crash, which w e do not remove from our sample. process. This helps us to remove the average deterministic growth in 1.2. For the analysis of the resulting normalized index we h a ve to take i n to account that the residuals ln S , ln S are corrupted by the smoother. This will be shown in detail later on. It means, that the normalized index X is not a di usion and in particular it does not equal the di usion Z. For this reason we cannot directly apply estimation methods for discretely observed di usions. From the statistical point of view we are faced with a nonparametric regression model with error terms that are not independent and identically distributed but are the discrete observations of a di usion process. The analysis of these error terms and the clari cation of their relationship to Z is a main task in this paper.
We remark, that the index process S is itself a di usion. When Z is speci ed according to 1.4 with an Ornstein-Uhlenbeck process U, Itô In Section 2.1 we i n troduce the parametric model for Z. The kernel smoothing and the computation of X is described in Section 2.2. The choice of the kernel and bandwidth and its in uence on the average index is discussed in Section 2.3 together with the corresponding parameter estimation methods. Section 2.4 introduces discrete time approximations of di usion processes and Section 2.5 describes the nonparametric estimation of drift and di usion coe cient functions. In Section 2.6, a parametric model is tested versus a purely nonparametric alternative. This test is carried out by the bootstrap technique described in Appendix A.3. In Section 3 and 4 we apply the introduced methodology to S&P 500 data and also in a simulation study.
We remark that the proposed methodology applies directly to situations, where normalized data can be modeled by an ergodic di usion process. Emphasis is here given to the case of an Ornstein-Uhlenbeck process, and results on the in uence of the kernel smoother are included for this case.
2 Statistical Methodology for a Normalized Diffusion
Parametric Models
As discussed in the introduction, one can, in principle, use various parametric ergodic di usion models. Let us mention two examples. Both of them have mean reverting drift coe cients. In the case where the squared di usion coe cient has the form 2 z = 2 z; z 0; We obtain a second example for an ergodic di usion by de ning Z as in 1.4, where U denotes the well-known Ornstein-Uhlenbeck process with dUt = , Utdt + d Wt:
2.4 for t 0. Since U uctuates about its reference level 0 and is ergodic, Z as given in 1.4 is an ergodic, positive di usion process uctuating about 1.
Kernel Smoothing
Denote by K h a smoother with a kernel K and a bandwidth h. The smoothing of any process is denoted by a convolution operator . As mentioned before, the normalized index Xt in 1.1 can be de ned by the exponential of the Here we arrive at a delicate point of our study. If we w ant to remove e ciently the deterministic growth rate in 1.2, then the value h should be chosen relatively small. Indeed, smaller values for h reduce the bias. On the other hand, the smaller the value of h is chosen, the more X is corrupted by K h L in 2.6. The smoother K h L is di erentiable for di erentiable kernels K and thus of bounded variation. Due to the smoothing procedure K h L involves also future information about L. Thus X is not a di usion process. For this reason, we cannot treat ln Xt in 2.6 as the logarithm of a square root process or as an Ornstein-Uhlenbeck process. A more detailed analysis of X has therefore to be performed. This is the objective of the next section. However note, in the case when S is obtained exogenously and not by a smoothing procedure, X might still be a di usion.
Estimation of Parameters
In this section we assume that the only observations available are those of ln Xt = Lt , K h Lt 2.7 in 2.6 and that L is the Ornstein-Uhlenbeck process U given in 2.4. The estimation problem that we n o w consider is that for the parameters and in 2.4. In principle the value of can be restored from the quadratic variation of either Zt o r Lt. For di erentiable kernels K h in 2.6, the process K h Lt is also di erentiable. For this reason it holds that
for n = T = t. Here d L t denotes the di erential of the quadratic variation of the process L at time t. Empirical results con rm that the quadratic variation is not sensitive t o t h e choice of h. For more details on that see Table 1 . The following formula provides a stable estimate of 2 in the form
To estimate the speed of adjustment parameter in 2.4 we could use the well-known form of the stationary variance of the Ornstein-Uhlenbeck process L. Along with 2.9 this would result in a rst estimator of witĥ 1 = 2 =2 V a r L :
Unfortunately, the substitution of V a r L b y V a r ln X makes^ 1 strongly dependent o n h. Indeed, the variance V a r ln X = V a r L , K h L 2.11 increases as h grows, and only for very large values of h we can expect that V a r ln X V a r L :
It is not just the variance of the random process ln X that changes with h. Also its autocorrelation function depends on the bandwidth h. The correlation between the values of the process ln X, distant b y a constant time length 0, diminishes as h decreases. For this reason we propose a selection method for h based on the simultaneous estimation of from the variance and from the autocorrelation function of the process ln X. The idea is simple, if for each v alue of h there are two di erent estimates of the same parameter , then the best choice of h is considered to be that, which brings these estimates as close as possible to each other. After h is chosen, we have to restore the process L, which is needed in the remaining nonparametric and parametric analysis. From 2.6, proceeding formally, one arrives at the following iterative formula:
= ln X + K h ln X + K h K h ln X + : : : : 2.21
The justi cation for the restoration formula 2.21 comes from the fact that if one neglects the boundary e ects, the smoothing operator K h is a contracting operator in L 2 , as shown in Appendix A.1. In the practical application of 2.21, we rely on the fact that the smoother of the original process L is close to the smoother of L,K h L. In practice, only one or two convolutions are meaningful.
After the restoration process is completed, the parameter can be estimated directly from L by 2.10.
We w ere able to establish in this paper the above correction terms for the Ornstein-Uhlenbeck process. One could, in principle, estimate parameters also under the assumption that X itself is a square root process or another ergodic di usion. However, if the average index S is calculated via a smoothing procedure, a similar bandwidth selection method has to be developed. At that stage this is left for future research.
Discrete Time Approximation of a Di usion
We interpret the process Zt, which appears in 1.2, as a positive ergodic scalar di usion process that is the solution of the SDE 1.3. The drift m : 0; 1 7 ! ,1; 1 and the di usion coe cient : 0 ; 1 7 ! 0; 1 in 1.3 are assumed to be su ciently regular, such that a unique solution of 1.3 exists.
For the existence of an ergodic solution of 1.3 the drift and the di usion coe cient must satisfy some ergodicity conditions, see for instance Bibby & S rensen 1995. The most important condition is that the stationary Kolmogorov forward equation 1 2 @ @ z 2 zp 0 z , mzp 0 z = 0 must have a solution p 0 z which is then up to a constant the stationary probability density.
In particular, the above conditions hold for the exponential of an OrnsteinUhlenbeck process with a log normal stationary distribution and for the square root process which has a Gamma-distribution as stationary distribution.
Let us assume that the di usion process Z is observed at discrete times t i = i; i = 1 ; 2; : : : , with a time step size 0. Here we suppose that is small or, more precisely, will tend to zero asymptotically. Under rather weak assumptions, see Kloeden & Platen 1999 , on the functions m and 2 , i t c a n be shown that the Euler approximation From now on, we assume that a discrete time approximation Z exists in the form of 2.22, and that the convergence property 2.23 holds. For the purposes of this paper, will always be considered to be small enough so that one can substitute Z by Z without any major error in our interpretation of the observed data. The concrete choice of does not matter since all the relevant information about the model is contained in the drift m and di usion coe cient . As the estimates of moments of higher order terms in the case of the daily observed S&P 500 show, the step size corresponding to the given daily observations is small enough so that the di erence between Z t i and Zt i is indeed negligible. The application of the above methodology to the data Z yields corresponding nonparametric estimates with an estimated squared di usion coecient function as well as a drift coe cient function along with corresponding con dence bands as we demonstrate below.
Testing the Parametric Model
We construct tests to compare the nonparametric estimates of Section 2.5 for mf:g and 2 f:g to parametric forms, for example the coe cients of an OrnsteinUhlenbeck process. while the alternative is nonparametric. We construct con dence bands with the bootstrap method. The idea is to bootstrap the original discrete time series and estimate each time the drift and squared di usion coe cients nonparametrically as described in Section 2.5. With these estimates one can then construct con dence bands for the two functions.
We c hoose the bootstrap method because it leads to better coverage probabilities than, for instance, a Gaussian approximation. In Neumann & Kreiss 1996 it was shown for a time series similar to 2.25 that the coverage probability is of order On ,q for some q 0, where n is the number of observations. A Gaussian approximation, see Hall 1985 , leads to a coverage probability o f order O1= lnn. The bootstrap method is described in Appendix A.3. The asymptotic results for the 1 , con dence bands K B m and K B 2 , that is P fmz 2 K B mg ! 1 , and P 2 z 2 K B 2 ! 1 , respectively, are proved in Franke, Kreiss, Mammen & Neumann 1998. 3 Empirical Analysis of the S&P 500
We apply the methods introduced in Section 2 to daily observations of the S&P 500 index from 31.12.1976 to 31.12.1997 5479 observations. The data are obtained from Thomson Financial Datastream.
For the kernel smoothing of S we choose the Epanechnikov kernel. The constant c K that appears in the correction terms in 2.18 and 2.19 are known for this particular kernel, see Appendix A.1.
As already mentioned in Section 2.3 the estimates for the parameter calculated from formula 2.9 are small relative to 1 and do not change signi cantly with h. The next step in our analysis is the choice of h. Due to the long range of observations we apply a exible bandwidth to the data. This exible bandwidth was calculated by splitting the data in overlapping subintervals of di erent lengths and calculating an optimal xed bandwidth for every subinterval. The bandwidth is chosen to be optimal with respect to the balance equation 2.20. To get a continuous optimal bandwidth function h opt t w e i n terpolate the resulting values. The function t 7 ! h opt t is shown in Figure 2 . The - Table 2 : Estimated values for for di erent xed bandwidths h.
estimate the parameters. We get the following estimates from the restored patĥ 1 = 0 :01003;^ 2 = 0 :0093294; 1 =^ 2 = 1 :0751;^ = 0 :0092454:
To nish the empirical analysis we apply the test procedure described in Section 2.6. Figure 3 Both parametric functions are surely inside the con dence bands. Thus the null hypothesis of the geometric Ornstein Uhlenbeck process cannot be rejected.
Simulation Study
We perform now a simulation study by applying the estimation methods introduced in Section 2.3 to simulated trajectories of the Ornstein-Uhlenbeck process U. The drift and di usion parameters and in 2.4 are estimated directly from the observations of U as well as from the residual of a kernel smoothing procedure.
It is well known that the transition probability of an Ornstein-Uhlenbeck process is normal with conditional mean E U t+ jU t = u = ue , and conditional variance V a r U t+ jU t = u = 2 ,2 , e ,2 , 1 :
Using this Gaussian transition probability w e simulate 100 paths of the process U with time step size = 1. The true parameters are set to = 0:01 and = 0:01, which correspond approximately to the empirical estimates for the S&P 500 index in Section 3.
For the analysis of the directly observed process U we apply three estimators for the speed of adjustment parameter . Besides^ 1 and^ 2 introduced in 2.10 and 2.13, we use also the estimator The rst row of Table 3 shows the means of the corresponding estimated values. In the second row the variance of the estimates are shown. We emphasis, the results are based on a directly observed simulated di usion. 1.067e-08 0.00248 Table 3 : Estimated parameters.
Furthermore, we simulate the logarithm of the index in 1.2 ln S as the sum of a linear function and U. In a second step we calculate ln X as in 2.6 with the Epanechnikov k ernel, see Appendix A.1. We then estimate from the simulated data the parameters and of U by the methods in 2.18, 2.19 and 2.9. This gives us an idea about the xed sample behavior of this estimation methods when the residuals of a kernel smoothing procedure are observed instead of those of an Ornstein-Uhlenbeck process itself.
The estimated values calculated from the simulated trajectories of ln X are shown in the third and fourth row o f T ables 3. The results clearly demonstrate that the correction terms in 2.18 and 2.19 are necessary to obtain a reasonable estimated values. In the situation considered here, the correction terms equal each other and have approximately the value c k =h 0:0061, see Appendix A.1. Since the correction terms for^ 3 are not considered, we h a ve not to report them in Table 3 .
The table also shows the mean and the variance of the ratio^ 1 =^ 2 used to select the bandwidth h, see 2.20. The mean of the selected bandwidth h, which brings this ratio as close as possible to one, is given in the last column.
The second part of the simulation study treats the bootstrap procedure. We apply the bootstrap methodology as introduced in Appendix A.3 to a simulated path of an Ornstein-Uhlenbeck process U following the dynamics in 2.4 with parameters = 0:01, = 0:01 and = 1. The values of the parameters are reasonable with respect to the empirical results for the S&P 500. The number of observations is 5000 and the number of the bootstrapped series for the con dence bands is 160. The two plots in Figure 4 show the nonparametric estimators for the drift and squared di usion coe cient together with their 90 con dence bands constructed by the bootstrap procedure. The plots also show the true parametric functions for the drift and di usion coe cient. The dotted vertical lines are the empirical 0:005 and 0:995 quantiles of the stationary distribution of expU. If we only consider the range between this quantiles, i.e. the range where 99 of the data reside, then both of the parametric functions remain inside the con dence bands. This means, the null hypotheses H 0 m and H 0 2 as in Section 2.6 cannot be rejected for data in this range. 
Conclusion
In this paper we modeled an index as the product of an ergodic di usion and a deterministic growth process. In the rst part we proposed a methodology that allows us to separate the estimation of the average growth of the index and that of the parameters of the ergodic di usion. The general methodology was carried out for the particular case of an Ornstein-Uhlenbeck process. A c hallenge for future research is to establish similar estimation methods for parameters of a square root process and other ergodic di usions. The derivation of the corresponding correction terms will be the key problem in such an approach.
In the second part of the paper we developed a semiparametric testing procedure for the drift and di usion coe cient functions of an ergodic di usion. The test is based on a comparison of the parametric forms of these functions to their nonparametric estimators. Finally, an empirical analysis of the S&P 500 stock market index and a simulation study completed the paper. To the proof of Proposition 3. The Fourier transformation for the rectangle kernel isKz = sin z=z, and for the Epanechnikov k ernel isKz = 3sin z , z cos z=z 3 with unique maximum value 1 at z = 0 . Thus, for the n-th iterative convolution, kK n k 2 ! 0 a s n ! 1 . This con rms the result.
A.2 Asymptotic Properties of LLP
The asymptotic properties of local polynomial estimates are studied in Fan Here 2 K is the second moment of the kernel K and kKk 2 is its L 2 norm.
Furthermore p 0 z denotes the stationary density o f Z as given in Section 2.4.
A.3 The Bootstrap Procedure
The con dence bands in Section 2.6 for the nonparametric estimator are constructed by the following bootstrap method :
1. Choose a bandwidth g, which is larger than the optimal h 1 in order to have o versmoothing. Estimate then nonparametrically m: and 2 : and obtain the residual estimated errors :
" i = Y i , m g Z t i p ~ g Z t i
:
Since we make the assumption that the " i has zero-mean, we subtract the sample mean of" i . 
