In order to model time series exhibiting the features of long memory, conditional heteroscedasticity and heavy tails, a least absolute deviation approach is considered to estimate fractionally autoregressive integrated moving average models with conditional heteroscedasticity. The time series generated by this model is short memory or long memory, stationary or nonstationary, depending on whether the fractional differencing parameter d ∈ (−1/2, 0) or (0, ∞), (−1/2, 1/2) or (1/2, ∞) respectively. Using a unified approach, the asymptotic properties of the least absolute deviation estimation are established. This article also derives the large sample distribution of residual autocorrelations and absolute residual autocorrelations and these results lead to two useful diagnostic tools for checking the adequacy of the fitted models. Some Monte Carlo experiments were conducted to examine the performance of the theoretical results in finite sample cases. As an illustration, the process of modeling the absolute return of the daily closing Dow Jones Industrial
Introduction
The phenomenon of long range dependence has been observed in diverse fields of statistical application long before suitable stochastic models are available. Developing appropriate statistical models to explain the long memory property in time series has attracted the attention of many statisticians since the pioneering work of Mandelbrot (1977 Mandelbrot ( , 1983 and several long memory models have been established since then, see Beran (1994) and the reference therein. As a most popular long memory model and a natural extension of the classical ARIMA models, the fractionally integrated autoregressive moving average (ARFIMA) process played an important role in this literature and has been widely applied in the fields of hydrology, economics and finance. This model was proposed by McLeod and Hipel (1978) , Granger and Joyeux (1980) and Hosking (1981) and has the form of sequence of independent and identically distributed random variables with mean zero and finite variance. When d ∈ (−1/2, 1/2), the process {Y t } generated by model ( 1.1) is stationary and exhibits the short memory property for the case d ∈ (−1/2, 0) or the long memory property for the case d ∈ (0, 1/2). Many procedures of estimation for this case have been developed, e.g. the regression approach based on periodogram in Geweke and Porter-Hudak (1983) , maximum likelihood estimations in Fox and Taqqu (1986) , Yajima (1988) , Sowell (1992) , Li and McLeod (1986) and Chan and Palma (1998) . When d ∈ (1/2, ∞), the stationarity condition of the process {Y t } is not satisfied but model (1.1) is still invertible. Beran (1995) proposed a conditional maximum likelihood estimation for model (1.1) and obtained the asymptotic prop-erties for not only the stationary case but also the nonstationary case. The above procedures are all based on the condition that ε t is normally distributed or at least has finite fourth moment. However, more and more empirical evidence recently has suggested that financial time series can be very heavy-tailed (Mittnik et al., 1998 and Mittnik, 2000) . The least absolute deviation, known as a robust method,
is not sensitive to outlier and therefore may be useful in estimating heavy-tailed time series. Under second-order moment of the error sequence, Davis and Dunsmuir (1997) proposed a least absolute deviation estimation for ARMA models. However, how to perform robust estimation for fractional ARIMA models is still an open problem.
Since Engle's seminal work, the fact that many financial and economic time series have a time varying conditional variance has been widely accepted by most economists and statisticians. In the process of attempting to model this feature, Bollerslev (1986) extended the autoregressive conditional heteroscedasticity (ARCH) model (Engle, 1982) , and proposed the generalized autoregressive conditional het-
where c > 0, a i 0 and b i 0 are unknown parameters, and {u t } are independent and identically distributed with mean zero and variance one. Given the recent interests in time series with long memory and changing conditional variance, it is natural to combine both the fractional ARIMA and conditional heteroscedastic models. applied ARFIMA models directly to the the absolute return of several stock indices which obviously has a time varying conditional variance. Baillie et al. (1995) countries. These provided direct empirical evidences of long memory with conditional heteroscedasticity and a complete statistical inference methodology was first developed by Ling and Li (1997) . Under the normality of ε t , they studied the statistical properties of the general ARFIMA-GARCH model and proposed a maximum likelihood estimation. Two portmanteau tests for checking the adequacy of the fitted model were also constructed. As an extension of Ling and Li (1997) , Beran and Feng (2001) considered the local polynomial estimation of semiparameteric models with an ARFIMA-GARCH error but the condition, Eε 4 t < ∞, was also required. For pure GARCH models, Hall and Yao (2003) showed that the asymptotic distribution of the quasi maximum likelihood estimation may not be normal, when the error sequence are heavy-tailed with an infinite fourth moment. It is natural to expect that the same results also hold for the ARFIMA-GARCH models. Furthermore, as is well known, the quasi maximum likelihood estimation is sensitive to heavy-tailed time series. For this case, in order to obtain a good estimate, outliers will generally be removed before estimation, see Ling and Li (1997) and . This gives rise to another problem: how to estimate an ARFIMA-GARCH model for very heavy-tailed time series without losing the information included in the outliers. Peng and Yao (2003) considered a least absolute deviation estimation for the pure GARCH models under a finite second-order moment of u t only. Motivated by Ling and Li (1997) and Peng and Yao (2003) , this article considers a least absolute deviation estimation for general ARFIMA-GARCH models and the asymptotic behavior of the estimators is also derived. The result depends only on the existence of the second order moment of u t and is therefore robust under heavy-tailed distributions.
Model estimation is only one of three stages in the Box-Jenkins approach to time series modelling, and the next stage is to check whether or not the fitted model is adequate. Based on the asymptotic distribution of the residual autocorrelations, Box and Pierce (1970) first derived tests for individual residual autocorrelations and also an overall portmanteau statistic for model diagnostic checking. For the asymptotic distribution of the residual autocorrelations for general time series models, see Li (1992) .
When performing diagnostic checking for ARMA models, McLeod and Li (1983) first considered the squared residual autocorrelations instead of residual autocorrelations. Li and Mak (1994) used the squared residual autocorrelations to devise some useful diagnostic tools for time series models with changing conditional variance. Li and Li (2005) first considered a portmanteau test with absolute residual autocorrelations for the pure GARCH models fitted by a least absolute deviation approach. Note that a finite fourth moment of errors is required for the existence of squared residual autocorrelations. This article derives the asymptotic distributions of the autocorrelations of residuals and absolute residuals from an ARFIMA-GARCH model fitted by the least absolute deviation approach. These results allow us to construct two portmanteau tests that are useful in checking whether or not the fitted models is adequate. This article is organized as follows. Section 2 gives the definition of a least absolute deviation estimation and discusses the asymptotic properties of the estimators.
Section 3 derives the asymptotic distribution of residual autocorrelations and absolute residual autocorrelations and hence two portmanteau tests. Several simulation experiments are presented in Sections 4 and 5. Section 6 reports the process of modeling the absolute return of the daily closing Dow Jones Industrial Average Index (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) . Proofs of theorems and lemmas in sections 2 and 3 are given in the Appendix.
2 Least absolute deviation estimation of ARFIMA-
GARCH models
This section considers a least absolute deviation estimator to the ARFIMA-GARCH model which combines (1.1) and (1.2). The asymptotic properties of this estimator are also derived.
Suppose that Y 1 , ..., Y n are generated by the following ARFIMA(p, d, q)-GARCH(r, s)
where {u t } is an independent and identically distributed sequence with mean zero and a finite variance σ 2 . In order to pursue the theoretical properties of the least absolute deviation estimator in this section, as in Peng and Yao (2003) , further conditions on the distribution of u t are required.
Assumption 1: The median of u t is equal to zero, E|u t | = 1 and the probability density function f (x) of u t is continuous at the origin.
Note that, from Assumption 1, we have σ 2 = E|u t | 2 > 1 which is different from the requirement for model (1.2). For this case, it is not difficult to obtain that σ 2 r i=1 α i + s j=1 β j < 1 is the necessary and sufficient condition for {ε t } in (2.1) to exist as a unique strictly stationary sequence with a finite second order moment.
Let l = p + q + r + s + 2 and denote the parameter vector of model (2.1) by
λ is a l-dimension vector. Assume that the parameter space Θ is a compact set of R l , the true parameter vector λ 0 is an interior point of Θ and each λ in Θ satisfies the following assumptions.
Assumption 2: d ∈ ∪ J=0 (J − 1/2, J + 1/2), where J is a non-negative integer. All roots of the polynomials φ(z) = 1 − p i=1 φ i z i and ψ(z) = 1 + q j=1 ψ j z j lie outside the unit circle, φ p = 0, ψ q = 0 and there is also no common factor between φ(z) and ψ(z).
Note that the restrictions on φ(z) and ψ(z) in Assumption 2 are typical for the estimation of ARFIMA models. Furthermore, the cases that d = J + 1/2 with integer J 0 are excluded by Assumption 2. Whether or not the conclusion of this article applies for these cases remains an interesting topic for future possible research. In
Assumption 3, we assume that α 1 , ..., α r , β 1 , ..., β s are not equal to zero. In fact this is necessary to obtain the asymptotic normality of the estimators, see Remark 2.7 of Francq and Zakoian (2004) . Finally, because of the compactness of Θ, there exists a lower bound a 0 > 0 for the parameter α 0 .
Under Assumptions 2 and 3, the process {Y t } is invertible, that is, ε t can be written as
see Ling and Li (1997) . When the true parameters in (2.2) are replaced by λ ∈ Θ, ε t can be considered as a function on Θ and hence can be denoted as ε t (λ). Similarly, the function h t (λ) can be defined iteratively as
Based on these two functions, we can consider the least absolute deviation estimator for model (2.1).
First recall the definition of quasi maximum likelihood estimation for ARFIMA-GARCH models. The standard normal distribution is assumed temporarily on the model error u t and then, by maximizing the joint conditional density function of the random variables Y 1 , ..., Y n , we can obtain the following quasi maximum likelihood estimator,
Under a finite fourth moment of the errors, all theoretical results of Ling and Li (1997) also hold for λ M LE since the normality of u t can be removed from the proof. Similarly, the least absolute deviation approach usually can be considered as maximum likelihood estimation when the model error follows a Laplace distribution, f (x) = a/2e
−a|x| with a > 0. This idea can be found in the linear regression model by Bassett and Koenker (1978) , the autoregressive models by Bloomfield and Steiger (1983, Ch. 3) and the ARMA models by Davis and Dunsmuir (1997) . Now we use the same idea to define a least absolute deviation estimator for ARFIMA-GARCH models. Assuming that the error of model (2.1) follows a Laplace distribution and then maximizing the joint conditional density function of Y 1 , ..., Y n , we can define a least absolute deviation estimator as follows,
Note that the score function for λ LAD can be differentiated to any order when model (2.1) degenerates to the pure GARCH case. This special case has been mentioned by Peng and Yao (2003) and discussed by Berkes and Horvath (2003) .
For pure GARCH models, Peng and Yao (2003) proposed three least absolute deviation estimators by rewriting the model in the form of regression. We can consider the best of these three for the ARFIMA-GARCH case, namely,
Unfortunately, λ P Y has an asymptotical bias, which can be shown to be equal to E{1/|u t |}E{(1/ √ h t )(∂ε t /∂λ)}, and simulation results also showed λ P Y has poor performance. For the other two least absolute deviation estimators, a finite fourth moment seems unavoidable in obtaining asymptotic normality under the ARFIMA-GARCH models. Hence, this article did not pursue this direction and focused only on the estimator λ LAD . Without confusion, we denote λ LAD by λ n , and the corresponding score function by
Next, we study the asymptotic properties of the least absolute deviation estimator λ n for the stationary and the nonstationary cases respectively.
When |d| < 1/2, under Assumptions 2 and 3, the process {Y t } generated by (2.1) is stationary, see Ling and Li (1997) . To state the asymptotic behavior of λ n for this case, the following first-order derivatives of the functions, ε t (λ) and h t (λ), are first considered,
Note that in application only n observations are available, however, ε t (λ), h t (λ), ∂ε t (λ)/∂γ, ∂h t (λ)/∂γ and ∂h t (λ)∂δ all depend on the theoretically infinite past history of {Y t } or {ε t }. For simplicity, we set the initial values of {Y t } and {ε t } to zero and replace h t and ε
i . This will not affect asymptotic efficiency and other asymptotic properties, see Bollerslev (1986) and Weiss (1986) .
Denote the matrices
and
where Ω 1 and Ω 2 are l × l and Ω ε is (p + q + 1) × (p + q + 1). The existence of these three matrices comes from Lemma B.1 of Ling (2003) . Similar to the proof of Lemmas 3.1-3.3 in Weiss (1986) , we can show that Ω ε and Ω 2 are positive definite matrices and then the matrix c 1 Ω 1 + c 2 Ω 2 is also positive definite, where c 1 and c 2 are two arbitrary but fixed positive number. Hence, we can state the asymptotic properties of λ n for the stationary ARFIMA-GARCH models as follows.
Theorem 2.1. Suppose that {Y t } and {ε t } are generated by (2.1). Under Assumptions 1-3, if |d| < 1/2, there exists a sequence of local minimizers
in distribution, where the covariance matrix
is the value of the probability density function f (·) at zero.
Denote the asymptotic covariance of γ n and δ n by Σ 12 , where
In fact Σ 12 is the (p + q + 1) × (r + s + 1) upper right-hand part of the matrix Σ. Note that, unlike Ling and Li (1997) , this submatrix of Σ may not be equal to zero. Hence, it is not suitable to perform the above least absolute deviation estimation for γ and δ separately.
When model (2.1) degenerates to a pure GARCH process, the covariance matrix Σ is equal to σ
2 . Berkes and Horvath (2003) considered this special case and obtained the corresponding asymptotic distribution.
For the stationary case, the process {Y t } generated by model (2.1) may include an unknown mean µ, that is, instead of the first equation in model (2.1), the following model
is involved, see Li and McLeod (1986) , Beran (1995) and Ling and Li (1997) . For this case, we can center the observed series by the sample mean first and then perform the procedure of the least absolute deviation estimation in the above. The simulation results in section 4 imply that the estimators obtained by this method are very close to those obtained when the mean is known.
When d > 1/2, the process {Y t } generated by model (1.1) is nonstationary, so is the model (2.1). It is often difficult to perform estimation for nonstationary time series directly or discuss its asymptotic properties in the field of time series analysis.
This problem can be overcome by following Beran (1995) and Ling and Li (1997) .
) and m is a positive integer. The first equation in (2.1) can be rewritten as
where ε t is the same as in model (2.1). It means that, after taking mth order differencing for the nonstationary process {Y t } generated by model (2.1), the resulting series is a stationary ARFIMA( T . Then λ n is a local least absolute deviation estimator for the original sequence {Y t } and has the same asymptotic distribution as λ * n . According to the definition of the function ε t (γ), since d > −1/2, we have
where these a k (γ) are continuously differentiable with respect to γ. On the other hand, by (2.5), ε t also has the following representation,
where theseã k (γ * ) are continuously differentiable with respect to γ * . Note that
are also equal. It is easy to show that
and Ω * 2 = Ω 2 , where the matrices Ω * ε , Ω * 1 and Ω * 2 are defined by replacing Y t and λ by U t and λ * respectively. Based on the above argument, we can state the asymptotic properties of λ n for the nonstationary ARFIMA-GARCH models as follows.
Theorem 2.2. Suppose that {Y t } and {ε t } are generated by (2.1). Under Assump-
in distribution, where the covariance matrix Σ is defined in Theorem 2.1.
In the proof of Theorem 2.2, we need to know the exact value of m for the differencing parameter d. However, in practice, it is unnecessary to specify m before estimation and this argument is supported by the simulation results in section 4.
Similar to the stationary case, when d = m + d f , m ≥ 1, the following process is considered,
where µ is unknown. We can deal with this case by following Beran (1995) and Ling and Li (1997) . Let U t = (1 − B) m Y t and then estimate µ by the sample mean of U t .
After removing the sample mean by centralizing the sequence {U t }, then Theorem 2.1 can be applied to this case. Obviously, for this method, we need to know the value of m before estimation.
When h t is a constant, that is, model (2.1) reduces to a pure ARFIMA case, Theorem 2.1 and Theorem 2.2 are also satisfied. Hence, this article also provides a robust estimate procedure for the pure ARFIMA models.
Statistics for diagnostic checking
There are three stages in the Box-Jenkins approach to time series modelling: identification, estimation and diagnostic checking. In this section, two portmanteau statistics, based on the residual autocorrelations and absolute residual autocorrelations respectively, are constructed for the third stage and can be used to check whether or not a FARIMA-GARCH model fitted with least absolute deviation method is adequate.
The asymptotic distribution of the residual autocorrelations is considered first.
Let ε t and h t be the corresponding values when the parameter vector λ in functions ε t (λ) and h t (λ) is replaced by λ n , the local minimizer obtained in Theorem 2.1. Hence we can define the lag-k standardized residual autocorrelation as
and n is the sample size. Generally it is more difficult to discuss the asymptotic behavior ofr k . However, if the model is correct, it can be shown thatε converges to zero in probability. Hence we consider r k instead ofr k , where
andε inr k is replaced by zero.
where M is a fixed positive integer. Denote the matrices
Under the assumption of Theorems 2.1 and 2.2, following Li (1992) , it is easy to show that (3.1)
in distribution, where the variance matrix
From the above, we can obtain the correct asymptotic standard errors for the residual autocorrelations. Note that the matrix (f (0)Ω 1 + 0.
In particular, when u t is symmetrically distributed, we have that κ = 0. Furthermore,
)Ω 2 is equal to 0.1553Ω 1 + 0.1332Ω 2 , or 0.1103Ω 1 + 0.2874Ω 2 or 0.0683Ω 1 + 0.3573Ω 2 , when u t follows a t-distribution with 3 or 5 degrees of freedom, or a normal distribution respectively. Hence, the asymptotic standard errors are generally less than 1/ √ n, which is usually regarded as a crude standard error in diagnostic checking. Our result implies that the test, using simply 1.96/ √ n, could be too conservative. These results are typical and consistent with the classical results, see Box and Pierce (1970) and Li and Mak (1994) . Furthermore, when model (2.1) degenerates to a pure GARCH model, the matrix X is equal to zero and the asymptotic variance matrix of √ n R is an identity matrix, that is, the quantity 1/ √ n is just the standard error for r k , k = 1, ..., M .
Next we consider the asymptotic distribution of the absolute residual autocorrelations. The lag-k standardized absolute residual autocorrelation are defined as
t . Note thatε converges to E|u t | = 1 in probability, if the model is correct. Hence, for the same reason as that for the residual autocorrelations, we consider ρ k instead, where
2) is replaced by one.
We note that, if the model is correct, the item n −1
converges to the constant σ 2 |u| = var(|u t |) in probability. Hence, for ρ k , we need only consider the asymptotic distribution of
T , where C k is the corresponding value when λ in C k is replaced by the true parameter vector λ 0 . Similarly define
T . Then, we have the following relationship between the vectors C and C.
Lemma 3.1. If Assumptions 1-3 are satisfied, then
where the matrix H = (H 1 , ..., H M ) T and
For the vector C on the right hand side of (3.4), applying Theorem 2.8.1 in Lehmann (1998) directly, we can obtain that
in distribution, where I is the M × M identity matrix. Furthermore, based on the proof of Theorem 2.1, as in Li and Li (2005) , it can be shown that
where
Based on the approximation of (3.6), we can obtained the asymptotic covariance matrix between √ n( λ n − λ 0 ) and √ nC as follows,
where H k is defined in Lemma 3.1.
Hence, by applying the Mann-Wald device, the martingale central limit theorem and (3.4) to (3.7), we know that √ n C is asymptotically normally distributed with mean zero and covariance σ 4 |u| V 2 . Furthermore,
in distribution, where
The above provides the correct asymptotic standard errors for the absolute residual autocorrelations. Similarly, the matrix σ
The quantity σ 2 |u| f (0) − 1/4 is equal to 0.3447 or 0.0565 when u t follows from a tdistribution with 3 or 5 degrees of freedom respectively. Hence, for heavy-tailed error sequence in model (2.1), the asymptotic standard errors of absolute residual autocorrelations are also smaller than 1/ √ n, as in the case of residual autocorrelations. Note that the quantity σ 2 |u| f (0) − 1/4 is negative, -0.0683, when u t is normally distributed. However, for this case, the simulation results in Table 2 imply that the asymptotic standard errors are also less than 1/ √ n.
In general, the matrices V 1 and V 2 are not idempotent, and then n R T R and n ρ T ρ do not follow an asymptotic χ 2 distribution. However, by (3.1) and (3.8), the statistics,
will be asymptotically distributed as χ 2 (M ) if the model is correct. These two quantities should be useful as portmanteau statistics for checking the adequacy of the ARFIMA-GARCH models estimated by the least absolute deviation approach. In practice, we can obtain the exact values of σ 2 , σ 2 |u| and f (0) in the definitions of matrices V 1 and V 2 if the distribution of u t is known. Otherwise, we can use n −1 ε 2 t / h t to replace σ 2 and n −1
t } is first supposed to be independent identically distributed and then some nonparametric methods, such as kernel estimation, can be applied to fit the density function f (x). Finally, we can use f (0) to replace f (0). The entries of X, Z, H, Ω ε and Ω 2 can be replaced by the corresponding sample averages as in Li and Mak (1994) . Tse and Zuo (1997) considered the optimal choice of M for portmanteau tests proposed in Li and Mak (1994) .
The simulation results in section 5 imply that the combination of Q r (M ) and Q a (M ) can be used to check whether or not the fitted ARFIMA-GARCH models is adequate. It can be seen that the portmanteau test Q r (M ) is not sensitive to the misspecification in conditional variances while Q a (M ) is not sensitive to the misspecification in conditional means. In fact, Wong and Ling (2005) observed the same phenomenon for the residual autocorrelations and squared residual autocorrelations and proposed a combined portmanteau test based on both the residual autocorrelations and squared residual autocorrelations. Hence, it is also an interesting topic to construct a combined portmanteau test, based on the asymptotic joint distribution of residual autocorrelations and absolute residual autocorrelations, in checking the adequacy of ARFIMA-GARCH models fitted by the least absolute deviation approach.
However, this method is more complex and we leave it for future research.
Simulation results for the least absolute deviation estimation
The first experiment is considered to compare numerically the least absolute deviation estimate in section 2 with the conditional quasi maximum likelihood estimate in Ling and Li (1997) and the following ARFIMA(0,d,0)-GARCH(1,1) process was involved,
t , h t = 0.5 + 0.2ε deviation estimation performs much better when u t follows t-distribution with 3 degrees of freedom. This may reflect the fact that the heavier are the tails, the slower is the convergence rate of the maximum likelihood estimation, see Hall and Yao (2003) .
Note that the t-distribution with 5 degrees of freedom has a finite fourth moment so that the quasi maximum likelihood estimators λ M LE will enjoy the √ n convergence rate (Ling and Li, 1997) . For this case, the least absolute deviation estimator λ LAD also performs better. When the error is normally distributed, of course, the quasi maximum likelihood estimation is the better choice. However, the performance of the least absolute deviation estimation is also comparable.
The next experiment is designed to examine the performance of the least absolute deviation estimation in finite sample cases. The generating process (4.1) with d = 0.3 was employed again and the errors follow a normal distribution, a t-distribution with 3 or 5 degrees of freedom respectively. Note that the series {Y t } has long memory property. The sample size is set to be 300 or 400. We drew 500 independent replications for each combination of the sample size and the error distribution and the least absolute deviation estimation in section 2 was considered for each replication. Table   1 presents the estimated biases, the empirical root mean squared errors ( √ MSE) of the estimates and the root mean asymptotic variance ( √ MAV). From this table, we see that the biases are all small and the root mean asymptotic variances are very close to the empirical root mean squared errors. All biases, empirical root mean squared errors and root mean asymptotic variance change little when the series is centered by the sample mean and decrease as the sample size increases. The empirical root mean squared errors and the root mean asymptotic variance become much closer when the sample size is larger, n = 400. We also considered different differencing parameters and found very similar results.
Numerical performance of the goodness-of-fit tests
In this section, we performed two simulation experiments to demonstrate the usefulness of the two portmanteau test obtained in section 3. In the first experiment, we
t , h t = 0.5 + 0.3ε
where {u t } follows a standard normal distribution or a standard t-distribution with 3 or 5 degrees of freedom. For these three models, we considered two different sample sizes, n = 300 and 500, and there were 500 independent replications for each combination of models and sample sizes. The asymptotic standard deviations A i , i = 1, ..., 6, of the absolute residual autocorrelations, ρ = ( ρ 1 , ..., ρ 6 ) T , and the residual autocorrelations, r = ( r 1 , ..., r 6 ) T , were computed according to the results in section 3. The empirical standard deviations S i of ρ and r were also obtained and were taken to be the 'true' standard deviations. Table 2 presents the empirical standard deviations and the averages of the asymptotic standard deviations. It can be seen that the asymptotic results for both absolute residual and residual autocorrelations match the 'true' values satisfactorily for n as small as 300 and quite well for n = 500. Note that the generating process in this experiment is nonstationary since the differencing parameter d = 0.7. The results for the different parameter vectors, including some stationary models, are similar to those in Table 2 and hence are not presented here.
In the second experiment, we considered the empirical size and power of the test statistics Q a (M ) and Q r (M ). Three different generating processes were involved: the
t , h t = 0.3 + 0.3ε 2 t−1 + 0.3h t−1 , was used to check the empirical sizes. The ARFIMA(0,d,0)-GARCH(3,1) process,
t , h t = 0.3 + 0.3ε 2 t−1 + 0.3ε 2 t−3 + 0.3h t−1 , was used to check the sensitivity for the misspecification of conditional variance (we call this Type I power) and the ARFIMA(2,d,0)-GARCH(1,1) process,
t , h t = 0.3 + 0.3ε 2 t−1 + 0.3h t−1 , was used to check the sensitivity for the misspecification of conditional mean (we call this Type II power). The sequence {u t } in the above three generating processes came from a t-distribution with 3 or 5 degrees of freedom or a normal distribution respectively and was standardized to be mean zero and variance one. The differencing parameter d was taken to be -0.3, 0.3 or 0.7 resulting in series with the short memory, long memory or nonstationary property respectively. Two different sample sizes n = 400 and n = 600 were considered and there were 1000 replications for each combination of the differencing parameter d, sample size n, and the error distribution.
We estimated all the simulated data with the ARFIMA(0,d,0)-GARCH(1,1) model by the least absolute deviation approach and computed the values of Q a (M ) and Q r (M ) with the methods in section 3. Table 3 displays the proportions of rejections based on the upper 5th percentile of the corresponding asymptotic χ 2 6 distribution. All the sizes of Q a (M ) and Q r (M ) in Table 3 are very close to 0.05 especially for the cases with n = 600. Type I powers of Q a (M ) and Type II powers of Q r (M ) are all greater than 0.5 when the sample size n is as large as 600. It means that the two goodness-of-tests, Q a (M ) and Q r (M ), can be used to check respectively whether or not the conditional variance part and conditional mean part of the fitted model is misspecified. Note that, as expected, Type I powers of Q r (M ) and Type II powers of Q a (M ) are no more than 0.15 and can not be used in real application. Hence, only the combination of Q a (M ) and Q r (M ) forms a complete test which can be used to check whether or not the fitted ARFIMA-GARCH model by least absolute deviation approach is adequate.
An illustrative example
Suppose r t is the return from a speculative asset such as a stock. From an axiomatic argument, Luce (1980) had shown that |r t | θ was an appropriate class of risk-measures where the value of θ is under the choice of the individual investor. In particular, Granger and Ding (1995) and Granger and Sin (2000) treated the observed absolute return |r t | as a measure of risk which is compared with the unobserved variance or standard deviation of the returns. It is well known that there is little serial correlations in the returns which is consistent with the efficient market theory. However, Taylor (1986) found that the absolute return |r t | has significant autocorrelations over long lags. This property is characterized to be 'long-memory', see Ding et al. (1993) , and Tsay (2002) . In fact, applied the fractional ARIMA models to several price indices and obtain their long-memory properties. Many absolute return series appear to have the properties of both long-memory and conditional heteroscedasticity. Hence, the ARFIMA-GARCH model should be a good choice for modeling the absolute returns. Furthermore, many financial time series are heavy-tailed and existing estimation procedures for ARFIMA or ARFIMA-GARCH models are not robust. Consequently, in order to obtain a good estimate, outliers are often removed before estimation, see Ling and Li (1997) and . However, these outliers may include much useful information, see Embrechts et al. (1997) . Hence, a more robust method, such as the least absolute deviation estimation in this article, should be employed to obtain good estimates.
The data set we analyze in this section is the absolute return, as a percentage, suggesting the presence of long memory (Tsay, 2002) . The ARFIMA-GARCH models were considered for the observed series {y t } and the least absolute deviation method was used to find the estimates.
We considered four models to fit the absolute return series {y t }:
The methodology for least absolute deviation estimation and diagnostic checking in sections 2 and 3 was applied to these four models. We set M to be 15 and the values of σ 2 , σ 2 |u| and f (0) were estimated with the methods mentioned in section 3. The bandwidth was set to be 0.05. The modeling results are as follows:
t , h t = 0.0242 + 0.0973ε 
t , h t = 0.0229 + 0.1011ε 
Conclusions
In this article we proposed a least absolute deviation estimator for the ARFIMA-GARCH processes and established its asymptotic properties. Two portmanteau tests are also designed based on the asymptotic distributions of residual autocorrelations and absolute residual autocorrelations. Simulation results show that the proposed least absolute deviation method behaves well for series with heavy-tailed noise component and the diagnostic tool consisting of the two portmanteau tests could be useful in checking the adequacy of the ARFIMA-GARCH models estimated by the least absolute deviation method. The modeling process for the absolute returns of the daily closing Dow Jones Industrial Average Index (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) illustrates that the properties of long memory and conditional heteroscedasticity may exist simultaneously in the absolute returns of a financial series, which is also known to be heavy-tailed. The robust methodology proposed in this article should be useful in modeling such time series that exhibit simultaneously the features of long memory, conditional heteroscedasticity and heavy tails.
Appendix: Proofs of Theorem 2.1 and Lemma 3.1
Proofs of Theorem 2.1 and Lemma 3.1 are presented in this section. To complete the proof of Theorem 2.1, we first state four lemmas, Lemmas A.1-A.4.
Lemma A.1. Suppose the stochastic process {X t , t = 1, ..., n} have an identical marginal distribution with E|X t | 2 < ∞, then
Proof. The result is obvious, since for any ε > 0,
Lemma A.2. If Assumptions 2 and 3 hold, then there exists a constant c 0 small enough such that
Proof. It is not difficult to complete the proof from Lemma B.1 of Ling (2003) .
where v is an arbitrary but fixed vector in the space R l .
Proof. We can rewrite (A.1) as follows, by Taylor expansion,
where {λ * nt } is a sequence of vectors between λ 0 and λ 0 +n −1/2 v and vector v 1 ∈ R p+q+1 includes the first p + q + 1 elements of v. From the following inequalities,
where the set V c 0 is defined in Lemma A.2, by (C1), (C3), (C5), (C6), Lemma A.1 and the ergodic theorem, we have
Hence we only need consider A2. It holds that, for x = 0,
see Knight (1998) . Note that the inequality,
is always satisfied. Then the item A2 can be rewritten as, omitting the constant
is independent and identically distributed. However, by (C2), (C5), the Schwarz inequality, the ergodic theorem and the fact that
Furthermore, by (A.3), we have the inequality,
and A2 = o p (1) will be implied by n t=1 Z nt (v 1 ) = O p (1). Next we consider the asymptotic behavior of the summation n t=1 Z nt (v 1 ). Because of the continuity of the density function f at zero, there exist a η 1 > 0 and a
where F is the cumulative distribution function of u t and the last line above converges to zero as η → 0. Hence,
which implies that
However,
where the approximation holds on the set {|n −1/2 ξ t (v 1 )| < η * }, for η * small enough.
Note that, from Lemma A.1 and by the ergodic theorem respectively,
in probability. Hence we have
This completes the proof.
Proof. We employ Taylor expansion to rewrite the summation in (A.7) as follows,
where λ * is a vector between λ 0 and λ 0 + n −1/2 v. Note that, by (C4) and Lemma A.1,
is satisfied. Combining (A.8) and (C5), we have
However, the item {(v T /h t (λ * ))(∂h t (λ * )/∂λ)} 2 in the above equation has the following Taylor expansion,
where each element in v abs is equal to the absolute value of the corresponding element in v and λ * * is a vector between λ * and λ 0 . Hence by (C5), (C6), Lemma A.1 and the ergodic theorem,
is satisfied. Similarly, by (C6), (A.8) and Assumption 3, we have
Proof of Theorem 2.1.
By Lemmas A.3 and A.4, we know that
see also (A.4) and (A.5). By (A.6), we have that
As in Davis and Dunsmuir (1997) , by (C2), the sequence {S
(1) n (v)} has the same limit as {L n (v)}. Let
where v = 0. Then it is easy to show that s n is a martingale with (1/n)Es
|u| Ω 2 )v > 0. From the strict stationarity and ergodicity of {Y t } and {ε t }, [(1/n)Es
→ 1. Using the central limit theorem of Stout (1974) ,
where W is a multivariate normal vector with mean 0 and covariance
|u| Ω 2 . Hence,
Following Lemma 2.2 and Remark 1 of Davis et al. (1992) , we complete the proof of Theorem 2.1.
Proof of Lemma 3.1. For any v ∈ R l , denote
where k = 1, ..., M . Next we want to show that, for any but fixed positive number
In fact, the item
Note that, for v N 0 , the vector λ 0 + n −1/2 v will be an interior point of set V c 0 for large enough n. Hence, in the remainder of the proof, we assume this to be always satisfied. By Taylor expansion, (A.8), (C5), (C6) and Lemma A.1, we have
where u t = |ε t (λ 0 )|/ h t (λ 0 ). By Taylor expansion, (C3), Lemma A.1 and ergodic theorem, we also have
Furthermore, it holds that, by (C2), (A.2), (A.6), (A.8), Lemma A.1 and the ergodic theorem,
where sgn(x) = I(x > 0) − I(x < 0). Hence, by (A.11) and (A.12) the
term in E1 can be replaced by ε t (λ 0 ), up to o p (1), and by (A.10) we have shown that (A.13) sup
By a proof similar to E1, we can obtain that (A.14) sup
where λ * and λ * * are two vectors between λ 0 and λ 0 + n −1/2 v. A similar result holds when t is replaced by t − k and hence it is not difficult to show that
Hence, by (A.13), (A.14) and (A. 
