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Abstrat
For a direted polymer in a random medium lying on an innite ylin-
der, that is in 1 + 1 dimensions with nite width and periodi boundary
onditions on the transverse diretion, the winding number is simply the
algebrai number of turns the polymer does around the ylinder. This pa-
per presents exat expressions of the utuations of this winding number
due to, rst, the thermal noise of the system and, seond, the dierent
realizations of the disorder in the medium.
PACS numbers: 05.40.a, 36.20.r, 64.60.Cn, 71.55.Jv
Introdution
A direted polymer in a randommedium is one of the most simple non-trivial dis-
ordered system and is, as suh, of speial theoretial importane. Indeed, several
exat results on direted polymers with strong disorder have been obtained[1,
2, 3, 4, 5℄, so that general approximation shemes developed to takle more
ompliated disordered systems suh as spin glasses ould be tested within the
direted polymer ontext. The direted polymer is also relevant in the ontext of
nonequilibrium phenomena, as it is related, through simple hanges of variables,
to growth models governed by the Kardar-Parisi-Zhang (KPZ) equation[6, 7℄
and to non-turbulent ows suh as the Astmmetri exlusion proess (ASEP)
model[2, 7℄.
The objetive of this paper is to study the winding of a direted polymer lying
on the surfae of a ylinder. The algebrai number of turnsW the polymer does
around the ylinder is a random variable whih depends on the realization of the
disorder and whih utuates beause of the thermal noise. The statistis of the
winding number of a polymer in an homogeneous medium in 2 + 1 dimensions
around a ylinder goes bak to the work of Spitzer[8℄ and is relevant for the
physis of vorties in type II superondutors[9, 10, 11℄. In physial situations,
the system is, however, usually disordered; the eet of olumnar defets has
been studied analytially[11℄, and the winding number around a ylinder of a
polymer in a randommedium with point-like disorder in 2+1 dimension has been
explored numerially[9, 10℄. When there is an attrative interation between
the polymer and the winding enter, the polymer an be onned around the
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ylinder and the system an be regarded as a polymer in the 1 + 1 dimension
with periodi boundary onditions. In that situation, the present work gives
exat expressions for the statistis of the winding number.
The direted polymer on a ylinder is also related to the lassial limit of
strongly orrelated fermions in one dimension with disorder (Luttinger liquids):
the x position of the direted polymer orresponds to the phase of the fermions,
and the phase has, of ourse, periodi boundary onditions. The winding num-
ber of the polymer orresponds to the density of fermions. Disorder, while
periodi in both ases, does not have exatly the same orrelations, but the
models are suiently similar to hope for some universality[12, 13℄.
A rst result of the present paper states that the thermal utuations of
the winding number are simply equal to what one would obtain for a direted
polymer in a homogeneous medium; disorder is simply averaged out. A se-
ond result onerns the thermal-averaged winding number W . Beause of the
randomness of the medium, this quantity is not zero and the expression of its
variane
〈
W
2〉
averaged over disorder is obtained.
The present paper is organized as follows: the rst setion is a brief reall of
how the direted polymer in a random medium an be mapped to a quantum
mehanial problem of interating bosons using the replia method, and how this
quantum mehanial problem an be solved with the Bethe Ansatz[1, 14, 2, 3, 4℄.
In a seond setion, the winding number is introdued and dened and the two
main results of this paper are stated in equations (19) and (21). Setion three
gives the main lines of the derivation, and, nally, tehnial points are developed
in the three appendixes.
1 Denition, notations and free energy of a di-
reted polymer
Let us onsider a direted polymer in 1 + 1 dimensions where the dimension
in whih the polymer is direted (the time dimension) is taken to be very
large and the transverse dimension (the spae dimension) has width 1 and
periodi boundary onditions. As it is direted, the polymer an be desribed
by a single-valued funtion y(t) and the partition funtion of a direted polymer
of length t ending at position x is given by
Z(x, t) =
∫
y(t)=x
Dy(s) exp
(
−
∫ t
0
ds
[
1
2
(
dy
ds
)2
+ η
(
y(s), s
)])
, (1)
where η(x, t) is the ontribution by the random medium to the energy of the sys-
tem. Disorder in the medium is assumed to be haraterized by an unorrelated
Gaussian noise of variane γ:〈
η(x, t)
〉
= 0,
〈
η(x, t)η(x′, t′)
〉
= γδ(x− x′)δ(t− t′), (2)
where the brakets 〈 〉 represent the average over disorder.
It is a well known result[1, 14, 2, 3, 4℄ that this system an be suessfully
mapped to a quantum mehanial problem using the replia method; indeed, if
we dene
ψ(~x; t) = ψ(x1, . . . , xn; t) =
〈
Z(x1, t) . . . Z(xn, t)
〉
〈
Z(t)
〉n , (3)
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where
Z(t) =
∫
dxZ(x, t) (4)
is the full partition funtion, then (1) and (2) imply
∂ψ
∂t
=
1
2
n∑
i=1
∂2ψ
∂x2i
+ γ
∑
i<j
δ(xi − xj)ψ, (5)
with periodi boundary onditions on all the spae variables xi:
ψ(. . . , xi = 0, . . . ; t) = ψ(. . . , xi = 1, . . . ; t). (6)
The normalization by 〈Z〉n in (3) is just a simple way to get rid of a low-sale
divergene introdued by the ontinuous desription (1) of the system. In other
words, without this normalization, there would be a trivial extra term in (5)
involving the lattie size of an underlying disrete formulation of the problem.
For an innitely long polymer, that is, in the large t limit, the amplitude of
ψ(~x; t) is given by the fastest growing mode of (5, 6). In quantum mehanial
language, we have
lim
t→∞
logψ(~x; t)
t
= lim
t→∞
log
∫
dx1 . . . dxn ψ(~x; t)
t
= lim
t→∞
log
〈
Z(t)n
〉− n log 〈Z(t)〉
t
= −E(n, γ),
(7)
where E(n, γ) is the ground-state energy of the Hamiltonian
H = −1
2
n∑
i=1
∂2
∂x2i
− γ
∑
i<j
δ(xi − xj), (8)
whih desribes n partiles with attrative delta-interations on a ring of size 1.
The same Hamiltonian with a negative value of γ (that is, with a repulsive
delta-interation) has been muh studied to determine the spetrum of a gas of
bosons[15, 16, 17, 18, 19, 20℄. In that ontext, using the Bethe Ansatz[21℄, it
was shown that the ground-state energy of (8) an be written as
E(n, γ) = −1
2
n∑
α=1
λ2α, (9)
where the {λα} are solutions of
eλα =
∏
1≤β≤n
β 6=α
λα − λβ + γ
λα − λβ − γ , with limγ→0λα = 0. (10)
Of ourse, this expression obtained for γ < 0 remains valid in the direted
polymer ontext where γ > 0.
In the quantum mehanial problem (8), the ground state energy E(n, γ) is
well dened only for integral n; after all, n is the number of partiles. However,
for the direted polymer,
〈
Zn
〉
, whih is related to E(n, γ) through (7), an
3
be dened for arbitrary values of n. The small-n limit is of speial importane
here: as the direted polymer is a disordered system, the free energy is a random
variable and
〈
Zn
〉
is the generating funtion of this free energy. Indeed, we have
log
〈
Zn
〉
t
= n
〈
logZ
〉
t
+
n2
2
〈
log2 Z
〉
c
t
+
n3
6
〈
log3 Z
〉
c
t
+O(n4), (11)
where
〈
logZ
〉
/t,
〈
log2 Z
〉
c
/t =
(〈
log2 Z
〉−〈 logZ〉2)/t, et. are the umulants
of the free energy per unit-length of the direted polymer. Thus, if we an
generalize equations (9, 10) to arbitrary values of n, the expansion of E(n, γ)
for small n gives, using (7), the distribution of the free energy of the direted
polymer[22℄.
This method was used[1℄ for the direted polymer on a spae of innite width
in the x-diretion. The Bethe Ansatz equations are then muh simpler than (10)
and one obtains[23, 1℄, when n is an integer, E(n, γ) = γ2(n − n3)/24. This
result was used to argue that only the two umulants
〈
logZ
〉
/t and
〈
log3 Z
〉
c
/t
do not vanish in the large t limit and that, therefore, the utuations of logZ
sale like t1/3[24, 25, 26℄.
When spae has nite width, however, it is easy to see that the free energy
is an extensive funtion and that all its umulants sale like t. In two previous
papers[3, 4℄, we solved the Bethe Ansatz equations (10) and omputed the three
rst terms of the small n expansion of E(n, γ). Up to the order n2, the result
is
E(n, γ) = n
(
γ
2
+
γ2
24
)
− n
2γ3/2
4
√
2
∫ +∞
0
dλ
λ2e−λ
2/2
tanh
λ
√
γ
2
√
2
+O(n3), (12)
so that, using (7):
lim
t→∞
〈
logZ
〉− log 〈Z〉
t
= −
(
γ
2
+
γ2
24
)
, (13)
lim
t→∞
〈
log2 Z
〉
c
t
=
γ3/2
2
√
2
∫ +∞
0
dλ
λ2e−λ
2/2
tanh
λ
√
γ
2
√
2
= γ +
γ2
12
− γ
3
360
+
γ4
5040
+O(γ5) for small γ,
=
√
πγ3/2
4
+ 4ζ(3) +O
(
1
γ
)
for large γ,
(14)
where ζ(3) =
∑
k−3 ≈ 1.20206.
2 Winding number of the direted polymer
An important topologial property of a direted polymer is its winding num-
ber W , that is the algebrai number of full turns the polymer makes around the
ylinder on whih it lays. One way to dene this winding number is to inrease
W by one for eah time t where the x oordinate of the polymer goes from 1−
to 0+ and derease W by one when x goes from 0+ to 1−. Another way is to
unroll the x-oordinate and set W =
∫
x˙ dt. Of ourse, the dierenes between
those two denitions smear out in the large t limit.
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As for any quantity in a disordered system at nite temperature, the winding
number W utuates for two distint reasons. One is the thermal utuations:
for a given realization of the disorder and at nite temperature, the direted
polymer utuates around the path with the lowest energy, and those utu-
ations may hange the winding number of the polymer. The other soure of
utuations is the quenhed disorder on the medium.
In this work, a horizontal bar is used to denote the thermal average, that
is the average omputed over all the possible direted polymers ounted with
their Boltzmann weights. The umulants are noted with an extra c subsript:
W : thermal average of W ,
(W k)c : k-th thermal umulant of W ,
with (W 2)c = W
2−W 2, (W 3)c = W 3− 3W W 2+2W
3
, et. These thermal av-
erages and umulants are alulated for a given, xed, realization of the disorder
and usually depend on that realization.
The average and umulants of a quantityQ omputed over all the realizations
of the disorder are written with brakets:〈Q〉 : average of Q omputed over all realizations of the disorder,〈Qk〉
c
: k-th disorder umulant of Q.
It is worth noting that, for a given realization of the disorder, the thermal
averageW of the winding number is not zero; the disorder breaks the symmetry
and may favor one orientation over the other. However, W is an extensive
quantity and, if we imagine that we ut an extremely long polymer in many very
long setions, all the setions are nearly independent and W may be regarded
as the sum of unorrelated random variables. Therefore,
lim
t→∞
W
t
= lim
t→∞
〈
W
〉
t
= 0. (15)
This property that W approahes
〈
W
〉
in the large t limit is known as autoav-
eraging. Likewise, all the thermal umulants of W (whih are also extensive
quantities) share the same property:
lim
t→∞
(W k)c
t
= lim
t→∞
〈
(W k)c
〉
t
, (16)
Those umulants, whih haraterize the thermal utuations of a direted poly-
mer's winding number, depend on the realization of the disorder only when the
length t of the polymer is nite.
Other quantities of interest are the disorder umulants of the thermal-avera-
ge of the winding number of the polymer. Indeed, the quantity W depends on
the realization of the disorder, and its utuations are haraterized by another
series of umulants:
lim
t→∞
〈
W
k〉
c
t
, (17)
with
〈
W
2〉
c
=
〈
W
2〉−〈W〉2, et. Atually, we might be interested in omputing
many quantities haraterizing the winding number, suh as
lim
t→∞
〈
W 2
2〉− 〈W 2〉2
t
, (18)
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whih represents the utuations due to the disorder of the thermal-mean square
of the winding number, per unit length.
A rst result of the present paper is
lim
t→∞
〈
(W 2)c
〉
t
= 1 and lim
t→∞
〈
(W k)c
〉
t
= 0 for k 6= 2. (19)
In other words, thermal utuations of the winding numbers are Gaussian and
independent of the disorder γ. For an innitely long polymer, the thermal
utuations of the winding number of the polymer behave as if the direted
polymer was simply doing a random walk in a disorder-less environment.
A seond result of the present paper is
lim
t→∞
〈
W
2〉
c
t
= lim
n→0
[
2
n2
(
∂E(n, γ)
∂γ
− 2
γ
E(n, γ)
)
+
1
n
− 1
]
,
= −1 +
(
2
γ
− ∂
∂γ
)
lim
t→∞
〈
log2 Z
〉
c
t
.
(20)
where E(n, γ) is the ground state energy of the quantum problem omputed
in [3, 4℄ and given in (12). Therefore:
lim
t→∞
〈
W
2〉
c
t
=
√
γ√
2

∫ +∞
0
dλ
λ2e−λ
2/2
tanh
λ
√
γ
2
√
2
− 1
4
∫ +∞
0
dλ
λ4e−λ
2/2
tanh
λ
√
γ
2
√
2

− 1,
=
√
πγ
8
− 1 + 8ζ(3)
γ
+O(γ−2) for large γ,
=
γ2
360
− γ
3
2520
+
γ4
16800
+O(γ5) for small γ.
(21)
(where ζ(3) =
∑
k−3 ≈ 1.20206.)
The expression (1) of the direted polymer's free energy is written with
dimensionless variables. If we expliitly put bak physial onstants and use the
following expression instead of (1):
Z(x, t) =
∫
y(t)=x
Dy(s) exp
(
−β
∫ t
0
ds
[
κ
2
(
dy
ds
)2
+ η
(
y(s), s
)])
, (22)
where β = (kBT )
−1
is the inverse of temperature, κ is the rigidity modulus
of the line and where the spatial dimension x has nite width w and periodi
boundary onditions, then (19) and (21) beome:
lim
t→∞
〈
(W 2)c
〉
t
=
1
βκw2
and lim
t→∞
〈
(W k)c
〉
t
= 0 for k 6= 2,
lim
t→∞
〈
W
2〉
c
t
=
1
βκw2
F (β3κwγ),
(23)
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where F (γ) is the saling funtion given in (21). We obtain the following ex-
pansions:
lim
t→∞
〈
W
2〉
c
t
≈
√
πβγ
8
√
κw3/2
at low temperature,
≈ β
5κγ2
360
at high temperature.
(24)
3 Derivation of (19) and (20)
3.1 Equivalene to a quantum mehanial problem
To obtain both results (19) and (20), we dene a new partition funtion Zz(x, t),
the purpose of whih is to ount the winding number of the polymer:
Zz(x, t) =
∫
y(t)=x
Dy(s) e−
(
energy of path y(s)
)
+z
(
winding number of that path
)
. (25)
The sum is made over all the direted polymers ending in x, and the energy of
a path is the same as in (1).
Clearly, Zz(t) =
∫
Zz(x, t) dx is related to the winding number W by
Zz(t) = Z0(t)ezW . (26)
If we dene the winding number W as an integer that hanges by ±1 eah
time the direted polymer wraps around the domain by rossing the x = 0
or x = 1 boundary, then the boundary onditions for Zz is:
Zz(0, t) = e
zZz(1, t). (27)
Apart from that, the equations satised by Zz(x, t) are the same as the equations
satised by Z(x, t). In partiular, if we dene
ψz1,...,zn(x1, . . . , xn; t) =
〈
Zz1(x1, t) . . . Zzn(xn, t)
〉
〈
Z0(t)
〉n , (28)
this new wavefuntion ψ is also a solution of (5); only the boundary onditions
are hanged: instead of (6), the new onditions read:
ψz1,...,zn(x1, . . . , xi = 0, . . . , xn; t) = e
ziψz1,...,zn(x1, . . . , xi = 1, . . . , xn; t). (29)
Thus, as in (7), the long time t behavior of Zz(t) is given by
lim
t→∞
log
〈
Zz1 . . . Zzn
〉− n log 〈Z0〉
t
= −E(n, γ; z1, . . . , zn), (30)
where E(n, γ; z1, . . . , zn) is the ground state energy of the same Hamiltonian (8)
as before, but with the new boundary onditions (29).
This new ground state energy E ontains all the information on the winding
number W . For instane, from (26), and by denition of the umulants, we
have, for k > 0,
(W k)c =
∂k
∂zk
logZz(t)
∣∣∣∣
z=0
. (31)
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〈
logZz
〉
is easily obtained from (30): we set all the {zi} to one single value z,
make a small n expansion, and retain only the rst order. We get:
lim
t→∞
〈
(W k)c
〉
t
= − lim
n→0
∂k
∂zk
∂
∂n
E(n, γ; z, . . . , z)
∣∣∣∣
z=0
. (32)
GettingW
2
is more triky. We would need (∂ logZz/∂z)
2
, but that quantity
an only be obtained from (30) if the parameters {zi} take at least two dierent
values. For example, we have
lim
n→0
〈
Zz1Z
n−1
z
〉
=
〈
Z0
(
1 + z1W +O(z
2
1)
)
Z0
(
1 + zW +O(z2)
)
〉
,
= 1 + (z1 − z)
〈
W
〉− zz1〈W 2〉+O(z21) +O(z2),
(33)
and
lim
n→0
log
〈
Zz1Z
n−1
z
〉
= (z1−z)
〈
W
〉−zz1(〈W 2〉−〈W〉2)+O(z21)+O(z2). (34)
Therefore, putting all the piees together,
lim
t→∞
〈
W
2〉− 〈W〉2
t
= lim
n→0
∂2
∂z∂z1
E(n, γ; z1, z, . . . , z)
∣∣∣∣
z=0
z1=0
. (35)
Finally, to obtain the results announed, we need to omputeE(n, γ; z, . . . , z)
and, to the rst order in z and z1, E(n, γ; z1, z, . . . , z).
3.2 Determination of E(n, γ; z, . . . , z).
When all the parameters {zi} are equal to one single value z, the problem is
easy: all the replia play a symmetri role, so that the ground state eigen-
vetor ψz,...,z(x1, . . . , xn) of the Hamiltonian (8) is a symmetri funtion of all
the {xi}. As shown in appendix A, the standard Bethe Ansatz derivation gives
the result. Instead of (9, 10), we get
E(n, γ; z, . . . , z) = −1
2
n∑
α=1
λ2α (36)
where the {λα} are solutions of
eλα+z =
∏
1≤β≤n
β 6=α
λα − λβ + γ
λα − λβ − γ with limγ→0
z→0
λα = 0. (37)
If we dene
λ˜α = λα + z, (38)
then the {λ˜α} are learly solutions of the standard Bethe Ansatz equations (10).
Using (36), we obtain
E(n, γ; z, . . . , z) = E(n, γ)− n
2
z2. (39)
8
E(n, γ) = E(n, γ; 0, . . . , 0) is the ground state energy (12) before introdution of
the {zi}. We have used
∑
λ˜α = 0, whih an be easily dedued[3, 4℄ from (10).
Using (32), the result (19) on the thermal umulants of the winding number
is then immediate.
This method, based on a Bethe Ansatz, is not the simplest way to ob-
tain (19). Indeed, the result ould be obtained using the statistial tilt symme-
try [27, 28℄ of the problem; we dene the winding number W of a path y(s) as
being simply the unrolled oordinate:
W =
∫ t
0
ds
dy
ds
. (40)
(This new denition is, of ourse, equivalent to the previous one in the large t
limit.) The hange of variable y(s) = y˜(s)+ zs in the denition (25) of Zz gives
then:
Zz(t) = e
z2
2
∫
Dy˜(s) exp
(
−
∫ t
0
ds
[
1
2
(
dy˜
ds
)2
+ η
(
y˜(s) + zs, s
)])
. (41)
Clearly η
(
y˜(s)+ zs, s
)
have the same statistial properties of η
(
y˜(s), s
)
and one
gets 〈
logZz(t)
〉
=
z2
2
+
〈
logZ0(t)
〉
, (42)
from whih the result (19) is straightforward. The rst derivation with the
Bethe Ansatz was inluded here as it demonstrates part of the method used
to obtain the seond result (20), whih annot be derived from a statistial tilt
symmetry argument
3.3 Determination of E(n, γ; z1, z, . . . , z).
When the parameters {zi} are not idential, the wave funtion ψ is no longer
a symmetri funtion of the {xi} and the problem is muh more ompliated.
Therefore, the standard bosoni Bethe Ansatz used in the previous ase will not
work. However, as shown in appendix B, using a more general Bethe Ansatz
that was rst introdued to deal with non-bosoni partiles[29, 30, 31℄, we get
the following result:
E(n, γ; z1, z, . . . , z) = −1
2
n∑
α=1
λ2α, (43)
where the {λα} are solutions of
eλα+ζα =
∏
1≤β≤n
β 6=α
λα − λβ + γ
λα − λβ − γ with limγ→0
z→0
λα = 0, (44)
and where the {ζα} are suh that
ez
n∏
β=1
[
eζα +
λα − λβ
γ
(
ez − eζα)] = ez1 n∏
β=1
[
ez +
λα − λβ
γ
(
ez − eζα)] ,
lim
{zi}→0
ζα = 0.
(45)
9
When z1 = z, we reover ζα = z, the result of the previous setion.
To determine the utuation
〈
W
2〉
of the winding number of the polymer,
we only need to ompute E(n, γ; z1, z, . . . , z) to the seond order in the {zi}.
From (45), we easily get
ζα =
z1 + (n− 1)z
n
− nλα −
∑n
k=1 λk
γn3
(z1 − z)2 +O({zi}3). (46)
We dene, for all α,
λ˜α = λα + ζα,
= λα
(
1− (z1 − z)
2
γn2
)
+
z1 + (n− 1)z
n
+
∑n
k=1 λk
γn3
(z1 − z)2,
(47)
and
γ˜ = γ
(
1− (z1 − z)
2
γn2
)
. (48)
Using those new variables into (44), we obtain the familiar Bethe Ansatz equa-
tions:
eλ˜α =
∏
1≤β≤n
β 6=α
λ˜α − λ˜β + γ˜
λ˜α − λ˜β − γ˜
+O({zi}3), (49)
so that[3, 4℄, using the ground state energy E(n, γ) given by (12),
n∑
α=1
λ˜2α = −2E(n, γ˜) +O({zi}3) and
n∑
α=1
λ˜α = O({zi}3). (50)
From there, using (47), one an write
∑
λ2α. We nally get
E(n, γ; z1, z, . . . , z) = E(n, γ)− 1
2
[
z1 + (n− 1)z
]2
n
+
1
n2
[
2
γ
E(n, γ)− ∂E(n, γ)
∂γ
]
(z1 − z)2 +O({zi}3).
(51)
Then, nally, from (35), we get the announed result (20).
Conlusion
Using the replia method with the direted polymer, one obtains a bosoni
quantum mehanial problem whih an be solved by the Bethe Ansatz. By ex-
tending this method and using a more general Bethe Ansatz that was introdued
to deal with non-bosoni partiles[29℄, it has been shown how the dierent quan-
tities haraterizing the utuations of the direted polymer's winding number
an be omputed using new Bethe Ansatz equations. Building upon a previous
work[3, 4℄, those equations were expliitly solved in two ases giving the re-
sults (19) and (2021). The seond result is partiularly interesting as it simply
relates through equation (20) the utuations of the thermal-averaged winding
number and the utuations of the free energy of the direted polymer. It would
be interesting to understand this relation in a more diret way.
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In priniple, the method presented in the present paper should allow to
ompute more umulants of the winding number and, eventually, its omplete
probability distribution. For that, however, one needs, as a rst step, to gen-
eralize (51) and write the expansion of E(n, γ; z1, z, . . . , z) to higher orders in
the {zi}. Indeed, one an show that, for example,
lim
t→∞
〈
W 3 W
〉− 3〈W 2〉〈W 2〉
t
= lim
n→0
∂4
∂z∂z31
E(n, γ; z1, z, . . . , z)
∣∣∣∣
z=0
z1=0
. (52)
Obtaining E(n, γ; z1, z, . . . , z) to the fourth order in the {zi} is not, however,
an easy task, as the trik used in (47) would not work at that order.
As a seond step, to ompute more ompliated umulants of the wind-
ing number suh as
〈
W
4〉 − 3〈W 2〉2, one needs to generalize (4345) to the
ase where the {zi} take at least four dierent values. Higher order umu-
lants would require, of ourse, the energy of the system with more dierent
values of the {zi}. A matrix approah suh as the one developed in the present
paper ould lead to the result. Another possibility might be to try an ap-
proah similar to the Nested Bethe Ansatz method developed by Yang and
Sutherland[29, 30, 31, 1, 5℄ to ompute the ground-state energy of the system
desribed by the Hamiltonian (8) with dierent types of partiles and symmetry
relations whih depend on the type of partiles. Their results are not diretly
appliable to the direted polymer's winding number as all the partiles have
the same symmetry relations but dierent boundary onditions, but it might be
worth investigating if the nested Bethe Ansatz ould be adapted.
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A Bethe Ansatz equations when all the zi have
the same value z
When all the {zi} are equal to z, all the partiles have symmetri roles and
the standard bosoni Bethe Ansatz leads to the result. To reall the standard
derivation[15, 17℄, we look for solutions of the following form:
ψz,...,z(x1, . . . , xn) =
∑
σ
a(σ)e
∑n
i=1 λσ(i)xτ(i) , (A1)
where the sum is made over the n! permutations σ of {1, . . . , n} and where τ is
the permutation dened by
xτ(1) < xτ(2) < · · · < xτ(n). (A2)
The n! amplitudes {a(σ)} and the n pseudo-wave-numbers {λα} are unknown
variables to be determined.
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We use this expression of ψ in Hψ = Eψ, where H is the Hamiltonian (8).
In the regions where all the {xi} are dierent, it is straightforward to get
E(n, γ; z, . . . , z) = −1
2
n∑
α=1
λ2α, (A3)
so that we only need to determine the {λα}. At eah rossing of two partiles, we
have to ensure the orret disontinuities in the derivatives of ψ to ompensate
for the δ-funtions in H. This gives the following onditions, for all σ and
all 1 ≤ k < n:
a(σ ◦ Tk) =
λσ(k) − λσ(k+1) − γ
λσ(k) − λσ(k+1) + γ
a(σ), (A4)
where Tk is the permutation that swaps k and k + 1 and leaves all the other
integers unhanged.
As any permutation σ an be written as a produt of the elementary per-
mutations Tk, one an use (A4) to write all the {a(σ)} up to an arbitrary
multipliative fator. However, as the deomposition of a permutation σ as a
produt of Tk is not unique, one must hek that the (n− 1)n! equations (A4)
are self onsistent. The best way to do that is to write down expliitly the
solution:
a(σ) =
∏
1≤α<β≤n
λσ(α) − λσ(β) + γ
λσ(α) − λσ(β)
. (A5)
It is easily heked that this is indeed the solution of all the equations (A4).
So, for any set of values {λα}, the wave funtion (A1) where the {a(σ)} are
given by (A5) is an eigenvetor of the Hamiltonian (8). The values of the {λα}
an then be obtained from the boundary onditions (29). One gets:
a(σ) = ez+λσ(1)a(σ ◦ C), (A6)
where C is the irular permutation C(1) = 2, C(2) = 3,. . . , C(n − 1) = n,
C(n) = 1. Using (A5), we easily get the new Bethe Ansatz equations. For all α,
eλα+z =
∏
1≤β≤n
β 6=α
λα − λβ + γ
λα − λβ − γ . (A7)
We are only interested in the ground-state solution. By ontinuity of this
ground state, we get the last ondition
lim
z→0
γ→0
λα = 0. (A8)
B Bethe Ansatz equations when all the {zi} ex-
ept z1 have the same value z
When the parameters {zi} do not take the same value z, the omputation of
the energy E is more ompliated; indeed the wave funtion ψ is no longer a
symmetri funtion of the {xi} and there is no way that the standard Bethe
Ansatz (A1) might lead to the result.
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However, in order to study the Hamiltonian (8) for fermioni partiles or,
more generally, for partiles with arbitrary symmetries and anti-symmetries,
a more general Ansatz than (A1) has been proposed[29, 30, 1, 5℄: in (A1)
and (A2), the permutation τ is only introdued as a onvenient way to get
the oordinates {xi} of the n partiles sorted from the leftmost partile to the
rightmost in the expression of the wave funtion. An easy way to break the
symmetry of ψ is to make the parameters {a(σ)} expliitly dependent on the
permutation τ :
ψz1,...,zn(x1, . . . , xn) =
∑
σ
a(τ, σ)e
∑
n
i=1 λσ(i)xτ(i) , (B1)
where the permutation τ is, as before, dened by (A2).
As shown below, the solution to our problem with the unusual boundary
onditions (29) an also be written using (B1). We rst begin with the most
general ase where all the {zi} are dierent and, at some point, speialize to the
simpler ase where all the {zi} exept z1 are idential.
B.1 General Bethe Ansatz equations for arbitrary {zi}.
Using the Ansatz (B1) in Hψ = Eψ where H the Hamiltonian (8), we have, as
usual:
E(n, γ; z1, . . . , zn) = −1
2
n∑
α=1
λ2α. (B2)
The new equations for the parameters {a(τ, σ)} are more ompliated than (A4):
a(τ, σ ◦ Tk) =
(
λσ(k) − λσ(k+1)
)
a(τ ◦ Tk, σ)− γa(τ, σ)
λσ(k) − λσ(k+1) + γ
, (B3)
for any permutations τ and σ and for any integer 1 ≤ k < n.
A onvenient way to write the (n!)2 parameters {a(τ, σ)} is using n! vetors
indexed by σ, eah vetor having n! omponents:
~a(σ) =
∣∣∣∣∣∣∣∣∣
a(τ1, σ)
a(τ2, σ)
.
.
.
a(τn!, σ)
, (B4)
where τ1, . . . , τn! are the n! permutations of {1, . . . , n} sorted in an arbitrary
way hosen one for all. (The order must, of ourse, be the same for all values
of σ.) We now introdue the matries Mk dened by∣∣∣∣∣∣∣∣∣
a(τ1 ◦ Tk, σ)
a(τ2 ◦ Tk, σ)
.
.
.
a(τn! ◦ Tk, σ)
= Mk~a(σ). (B5)
Those matries Mk just shue the omponents of the vetor ~a(σ); there is thus
exatly one 1 per raw and per olumn and all the other omponents are 0.
In a onise way, we an write Mk as
(Mk)i,j = δ
τj◦Tk
τi . (B6)
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The matriesMk are a representation of the permutations Tk. As suh, they
have the same standard ommutation properties as the permutations:
M2k = I, MkMk+1Mk = Mk+1MkMk+1,
MkMk′ = Mk′Mk if |k − k′| > 1.
(B7)
(I being the identity matrix.) Equation (B3) is then simply written as
~a(σ ◦ Tk) = Y σ(k),σ(k+1)k ~a(σ), (B8)
where Y i,jk is the Yang-Baxter operator dened[29℄ by
Y i,jk =
(
λi − λj
)
Mk − γI
λi − λj + γ . (B9)
It is lear from (B8) that any vetor ~a(σ) an be obtained from the knowledge of
one of them. However, as in the symmetri ase, one has to hek that the result
does not depend on the way the permutations are deomposed as a produt of
the elementary permutations Tk. There are no expliit formula[32℄ suh as (A5)
of ~a(σ), but one an hek that the (n − 1)n! relations (B8) are indeed self
ompatible. This is implied by the following Yang Baxter relations[29℄
Y i,jk Y
j,i
k = I,
Y i,jk Y
i′,j′
k′ = Y
i′,j′
k′ Y
i,j
k if |k − k′| > 1,
Y i,jk Y
i,l
k+1Y
j,l
k = Y
j,l
k+1Y
i,l
k Y
i,j
k+1,
(B10)
whih an be easily heked using (B7) and (B9). With the rst of those three
relations, using (B8) twie to ompute ~a(σ ◦ Tk ◦ Tk) gives orretly ~a(σ). The
seond relation implies ~a(σ ◦Tk ◦Tk′) = ~a(σ ◦Tk′ ◦Tk) if |k−k′| > 1 and, nally,
the third relation gives ~a(σ ◦Tk ◦Tk+1 ◦Tk) = ~a(σ ◦Tk+1 ◦Tk ◦Tk+1). It is a well
known property of the symmetri group that those three neessary onditions
are atually suient to ensure that the relations (B8) are self onsistent.
One still needs to write the boundary onditions (29) with the parame-
ters {a(τ, σ)}. From (B1), one gets
a(τ, σ) = exp(zτ(1) + λσ(1))a(τ ◦ C, σ ◦ C). (B11)
where C is, as in (A6), the irular permutation.
As C = T1◦T2◦· · ·◦Tn−1, the matrix that shues the lines of the vetors ~a(σ)
aording to the permutation C is simply the produt of the matriesMk. Thus,
we have
~a(σ) = exp(λσ(1))ZM1M2 . . .Mn−1~a(σ ◦ C), (B12)
where Z is the diagonal matrix dened by
(Z)i,j = δ
j
i exp(zτi(1)). (B13)
Moreover, using several times (B8), we get, from the denition of C,
~a(σ ◦ C) = Y σ(1),σ(n)n−1 Y σ(1),σ(n−1)n−2 . . . Y σ(1),σ(2)1 ~a(σ). (B14)
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Putting together (B12) and (B14), we see that ~a(σ) must be, for eah σ, the
eigenvetor of some operator.
exp(λσ(1))ZM1 . . .Mn−1Y
σ(1),σ(n)
n−1 . . . Y
σ(1),σ(2)
1 ~a(σ) = ~a(σ). (B15)
There exists a non-zero ~a(σ) suh as (B15) holds only for ertain values of
the {λα}. However, as the n! vetors {~a(σ)} are not independent variables,
we need to hek that the n! relations (B15) are ompatible: they must hold
simultaneously for the same values of the {λα}. As explained in appendix C,
this is the ase. To obtain the values of the {λα} we are looking for, we use (B15)
when σ is the idential permutation. A non-zero ~a(σ) exists if and only if
det
(
I − exp(λ1)ZM1 . . .Mn−1Y 1,nn−1Y 1,n−1n−2 . . . Y 1,21
)
= 0, (B16)
or, using the properties (B10) of the operators Y ,
det
(
Y 2,11 Y
3,1
2 . . . Y
n,1
n−1 − exp(λ1)ZM1 . . .Mn−1
)
= 0, (B17)
or, using the denition (B9) of the operators Y ,
det
(
n−1∏
α=1
(λ1 − λα+1)Mα + γI
λ1 + λα+1 − γ − exp(λ1)Z
n−1∏
α=1
Mα
)
= 0. (B18)
That last equation relates exp(λ1) to the {λα}. There are n− 1 other equations
giving all the exp(λk) whih we an obtain either by using (B15) with dier-
ent permutations σ either, as they play symmetri roles, by shuing the {λα}
in (B18).
Finally, the wave funtion (B1) introdued is indeed an eigenvetor of the
Hamiltonian (8) with the boundary onditions (29), provided that the {λα} are
suh that (B18) and the n− 1 other relations obtained by symmetry hold.
Note that the new Bethe Ansatz equation (B18) an be regarded as a poly-
nomial of degree n! in exp(λ1), so that we have not one value of exp(λ1) as a
funtion of the {λα}, but n!. This ould be expeted, as the method we have
used is known to generate, when zi = 0, not only the bosoni solution, but
all the eigenvalues of (8) for arbitrary symmetry relations between the parti-
les. So, if we write from (B18) the n! possible expressions of exp(λ1) and make
the {zi} go to zero, we will reover the usual bosoni Bethe Ansatz solution (10),
but also the fermioni solution exp(λα) = 1 and all the intermediate ases. In
our problem, we are looking for the ground state energy of disernible partiles
and it is known, in this situation, that the ground state is given by the bosoni
solution.
To sum up, what remains to be done is to single out from (B18) the ex-
pression of exp(λ1) whih goes to the standard bosoni equations (10) when
the {zi} vanish, to write by symmetry the n− 1 remaining equations giving all
the {exp(λα)} as funtions of the {λα}, to solve those non-algebrai equations
in order to write the ground state energy E = −(1/2)∑λ2α, and, nally, to
take the limit n→ 0 and various derivatives with respet to the zi to obtain the
dierent quantities haraterizing the winding number of the polymer.
As this seems to be a diult task in the general ase, we will go through
this program only when all the {zi} have the same value z exept for z1.
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B.2 Simpliation when all the {zi} are equal exept for z1.
When all the {zi} are set to zero, the matrix Z is the identity matrix and one of
the solutions of (B18) must be the standard bosoni Bethe Ansatz equation (10).
One way to see it is to notie that, when (10) holds, the vetor whih anels
the matrix in (B18) is simply (1, . . . , 1). Another way to see it is to notie
that to derive (B18), we never atually used the matrix representation of Mk,
Y i,jk , et., but only the ommutation properties of those matries. If we were
to hoose other representations of those matries having the same ommutation
properties, relation (B18) would still be valid with those representations. For
example, when all the {zi} are zero, the bosoni solution is obtained from (B18)
by hoosing the trivial representationMk = 1. The fermioni solution exp(λα) =
1 is obtained by hoosing Mk = −1, et.
In the situation where zi = z for i ≥ 2, with only z1 dierent from z, we
an make a similar simpliation. Indeed, in that ase, the partiles x2, . . . , xn
play symmetri roles. Thus, the ground state solution must be symmetri in
those variables. Bak to the wave funtion (B1), this means that the parame-
ters a(τ1, σ) and a(τ2, σ) must be equal if τ
−1
1 (1) = τ
−1
2 (1). In other words, the
parameters a(τ, σ) do not depend on the whole shuing τ of the partiles {xi},
but only on the position of x1 relatively to the other; for eah σ, there is one
value of a(τ, σ) orresponding to the rst partile being the leftmost, another
value when the rst partile is the seond leftmost, et.
This suggests that equation (B18) an be written in that situation with a
representation of the Mk as matries of size n × n instead of n! × n!. Indeed,
we write the new vetor ~a(σ) as
~a(σ) =
∣∣∣∣∣∣∣∣∣
a(τ, σ) suh that τ(1) = 1 (x1 is the leftmost partile)
a(τ, σ) suh that τ(2) = 1 (x1 is the seond leftmost partile)
.
.
.
a(τ, σ) suh that τ(n) = 1 (x1 is the rightmost partile)
(B19)
Then, the matrix Mk that swithes the k-th and k + 1-th partiles is given by
(Mk)i,j =


δk+1j if i = k,
δkj if i = k + 1,
δji otherwise,
(B20)
that is:
M1 =


0 1 0 0 . . .
1 0 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
. . . . . . . . . . .
.
.
.

 , M2 =


1 0 0 0 . . .
0 0 1 0 . . .
0 1 0 0 . . .
0 0 0 1 . . .
. . . . . . . . . . .
.
.
.

 , (B21)
et. With all the {zi} but z1 equal to z, we an also write the new matrix Z in
this representation. It is a diagonal matrix, on the rst line we have exp(z1) as
x1 is then the leftmost partile, and, on the other lines, we do not know whih
partile is the leftmost, but it is of no importane as we know it is not x1 and
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as all the other partiles have the same parameter z. Thus, we have:
Z =


ez1 0 0 . . .
0 ez 0 . . .
0 0 ez . . .
. . . . . . . . . . .
.
.
.

 . (B22)
Of ourse, the new matriesMk have the orret ommutation relations (B7)
and the nal result (B18) is still valid with the new matries Mk and Z.
B.3 Expliit expression of the determinant
When zi = z for i ≥ 2, using the new matries Mk and Z, we an ompute the
determinant in (B18) by indution. First, we normalize exp(λ1) by the standard
Bethe Ansatz expression and write
eλ1+ζ1 =
n∏
α=2
λ1 − λα + γ
λ1 − λα − γ , (B23)
where ζ1 is the quantity we are trying to determine.
Using this new variable, we write the determinant in (B18), up to a multi-
pliative prefator, as
dn = det
(
An − exp(−ζ1)Bn
)
, (B24)
where
An =
n−1∏
α=1
(λ1 − λα+1)Mα + γ
λ1 − λα+1 + γ (B25)
and, as an easily be seen,
Bn = Z
n−1∏
α=1
Mα =


0 0 . . . 0 ez1
ez 0 . . . 0 0
0 ez . . . 0 0
. . . . . .
.
.
. . . . . . . .
0 0 . . . ez 0

 . (B26)
As ez1 appears only one in the matrix, the determinant dn an be written as
dn = αn − ez1βn, (B27)
where αn and βn do not depend on z1.
Going from An to An+1 is easy enough; singling out the last term in the
produt (B25), one has
An+1 =


An
.
.
.
0
.
.
.
. . . 0 . . . 1

 ·


1
.
.
. (0)
1
(0) µn+1 1− µn+1
1− µn+1 µn+1

 , (B28)
17
with
µn+1 =
γ
λ1 − λn+1 + γ . (B29)
Doing this last multipliation, we see that the rst n−1 olumns of An+1 are the
rst olumns of An padded with one nal zero, and that the n-th and n+ 1-th
olumns of An+1 are the n-th olumn of An with dierent multipliative fators
(respetively µn+1 and 1− µn+1) and dierent paddings (respetively 1− µn+1
and µn+1.) Thus, if we develop dn+1 over the last line, there are only two terms
whih look very muh like dn. The only dierenes are that the last olumn
is multiplied by some fator and that the term ez1 is either missing or not
multiplied by the numerial fator that aets its olumn. Finally, using (B27),
one an get
dn+1 = µn+1
(
µn+1αn
)− (1− µn+1 − ez−ζ1)((1− µn+1)αn − βnez1), (B30)
or
αn+1 =
(
2µn+1 − 1 + (1− µn+1)ez−ζ1
)
αn, βn+1 = −
(
1− µn+1 − ez−ζ1
)
βn
(B31)
with α1 = 1 and β1 = exp(−ζ1). It is now easy to ompute αn and βn:
αn =
n∏
i=2
(λ1 − λi)(ez−ζ1 − 1) + γ
λ1 − λi + γ ,
βn = e
−ζ1
n∏
i=2
(λ1 − λi)(ez−ζ1 − 1) + γez−ζ1
λ1 − λi + γ ,
(B32)
and, nally, the ondition that the determinant (B18) is zero gives the following
result:
ez
n∏
i=1
[
1 +
λ1 − λi
γ
(
ez−ζ1 − 1)] = ez1 n∏
i=1
[
ez−ζ1 +
λ1 − λi
γ
(
ez−ζ1 − 1)] .
(B33)
As all the {λα} play symmetri roles, this is exatly the result announed (45).
C Proof equation (B15) an be satised simulta-
neously for all permutations σ.
To prove that equations (B15) are indeed ompatible, we start by assuming that
the {~a(σ)} are suh that (B8) holds for any σ and k. As a onsequene, (B14)
is true for any permutation and (B15) is equivalent to (B12).
Furthermore, we assume that (B15) (or (B12)) is true for a given permuta-
tion σ. To show that it is also true for any other permutation, it is suient,
by indution, to prove that (B15) (or (B12)) holds for σ ◦ Tk with 1 ≤ k < n.
It is neessary to distinguish the two ases k 6= 1 and k = 1:
• When 1 < k < n
When k 6= 1, we have the following properties:
Tk ◦ C = C ◦ Tk−1, Y i,jk Z = ZY i,jk ,
Y i,jk M1M2 . . .Mn−1 = M1M2 . . .Mn−1Y
i,j
k−1.
(C1)
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The rst relation is a basi property of permutations, the seond relation omes
from the fat that Y i,jk does not hange the value of τ(1), and the third one,
onsidering the denition (B9) of Yk, is a rewriting of the rst relation in the
matrix representation.
We an now show that (B12) and, therefore, (B15) holds for σ ◦ Tk:
~a(σ ◦ Tk) = Y σ(k),σ(k+1)k ~a(σ)
= Y
σ(k),σ(k+1)
k exp(λσ(1))ZM1M2 . . .Mn−1~a(σ ◦ C),
= exp(λσ(1))ZM1M2 . . .Mn−1Y
σ(k),σ(k+1)
k−1 ~a(σ ◦ C),
= exp(λσ(1))ZM1M2 . . .Mn−1~a(σ ◦ C ◦ Tk−1)
= exp(λσ(1))ZM1M2 . . .Mn−1~a(σ ◦ Tk ◦ C).
(C2)
As σ(1) = σ◦Tk(1) for k 6= 1, this is indeed (B12) applied to the permutation σ◦
Tk.
• When k = 1
Equation (B15) express that ~a(σ) is an eigenvetor of
A = ZM1 . . .Mn−1Y
σ(1),σ(n)
n−1 Y
σ(1),σ(n−1)
n−2 . . . Y
σ(1),σ(3)
2 Y
σ(1),σ(2)
1 , (C3)
and we want to prove that ~a(σ ◦ T1) is also an eigenvetor of
ZM1 . . .Mn−1Y
σ(2),σ(n)
n−1 Y
σ(2),σ(n−1)
n−2 . . . Y
σ(2),σ(3)
2 Y
σ(2),σ(1)
1 . (C4)
As ~a(σ ◦ T1) = Y σ(1),σ(2)1 ~a(σ), this is equivalent to prove that ~a(σ) is an eigen-
vetor of
B = Y
σ(2),σ(1)
1 ZM1 . . .Mn−1Y
σ(2),σ(n)
n−1 Y
σ(2),σ(n−1)
n−2 . . . Y
σ(2),σ(3)
2 . (C5)
(The relation Y i,jk Y
j,i
k = I has been used twie.)
To onlude, we presently show that AB = BA, whih implies that A et B
have the same eigenvetors.
First, we dene another diagonal matrix Z2 by
(Z2)i,j = δ
j
i exp(zτi(2)). (C6)
(Compare with (B13).) Clearly, we have
M1Z = Z2M1 and M1Z2 = ZM1. (C7)
Moreover, as a onsequene, the produt ZZ2 = Z2Z ommutes withM1 and Y1.
When omputing AB, two matries Y1 anel out. The matrix Z ommutes
with all the the Yk and all the Mk exept Y1 and M1, so that we an move
the seond Z to the left and obtain
AB = Z(
∏
Mi)Y
σ(1),σ(n)
n−1 . . . Y
σ(1),σ(3)
2 Z(
∏
Mi)Y
σ(2),σ(n)
n−1 . . . Y
σ(2),σ(3)
2 ,
= ZZ2(
∏
Mi)Y
σ(1),σ(n)
n−1 . . . Y
σ(1),σ(3)
2 (
∏
Mi)Y
σ(2),σ(n)
n−1 . . . Y
σ(2),σ(3)
2 .
(C8)
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When omputing BA, the seond matrix Z an also travel to the left; we get:
BA = Y
σ(2),σ(1)
1 Z(
∏
Mi)Y
σ(2),σ(n)
n−1 . . . Y
σ(2),σ(3)
2 Z(
∏
Mi)
× Y σ(1),σ(n)n−1 . . . Y σ(1),σ(2)1
= Y
σ(2),σ(1)
1 ZZ2(
∏
Mi)Y
σ(2),σ(n)
n−1 . . . Y
σ(2),σ(3)
2 (
∏
Mi)Yn−1 . . .
= ZZ2Y
σ(2),σ(1)
1 (
∏
Mi)Y
σ(2),σ(n)
n−1 . . . Y
σ(2),σ(3)
2 (
∏
Mi)Yn−1 . . .
(C9)
Thus, the produts AB and BA share the same prefator ZZ2, so that if
AB = BA is true when zi = 0 (the ase studied by Yang[29℄), then AB = BA
is true for arbitrary values of the {zi}. As it is a well known fat that the
operators ommute in Yang's ase, we ould stop the proof here. However, for
ompleteness, let us properly nish it.
We ontinue the simpliation of AB; using (C1), we an have the whole
rst group of matries Yk in AB go to the right through the seond prod-
ut M1 . . .Mn−1. We get
AB = ZZ2(
∏
Mi)
2Y
σ(1),σ(n)
n−2 . . . Y
σ(1),σ(3)
1 Y
σ(2),σ(n)
n−1 . . . Y
σ(2),σ(3)
2 . (C10)
We do the same for the produt BA:
BA = ZZ2Y
σ(2),σ(1)
1 (
∏
Mi)
2Y
σ(2),σ(n)
n−2 . . . Y
σ(2),σ(3)
1 Y
σ(1),σ(n)
n−1 . . . Y
σ(1),σ(2)
1 .
(C11)
Using
Y i,j1 (M1 . . .Mn−1)
2 = (M1 . . .Mn−1)2Y
i,j
n−1, (C12)
whih an be dedued from the properties (B7) of the matries Mk, we get
BA = ZZ2(
∏
Mi)
2Y
σ(2),σ(1)
n−1 Y
σ(2),σ(n)
n−2 . . . Y
σ(2),σ(3)
1 Y
σ(1),σ(n)
n−1 . . . Y
σ(1),σ(2)
1 .
(C13)
AB and BA have the same prefatorZZ2(
∏
Mi)
2
; we need to show that the
two produts of matries Yk are equal. We proeed by indution: It is lear
for n = 1 (or n = 2) and we assume it is true for n− 1. In both produts, we
move the matries Yn−1 to the left. We get:
AB = ZZ2(
∏
Mi)
2Y
σ(1),σ(n)
n−2 Y
σ(2),σ(n)
n−1 Y
σ(1),σ(n−1)
n−3 . . . Y
σ(1),σ(3)
1
× Y σ(2),σ(n−1)n−2 . . . Y σ(2),σ(3)2
(C14)
and, using (B10),
BA = ZZ2(
∏
Mi)
2Y
σ(2),σ(1)
n−1 Y
σ(2),σ(n)
n−2 Y
σ(1),σ(n)
n−1 Y
σ(2),σ(n−1)
n−3 . . . Y
σ(2),σ(3)
1
× Y σ(1),σ(n−1)n−2 . . . Y σ(1),σ(2)1 ,
= ZZ2(
∏
Mi)
2Y
σ(1),σ(n)
n−2 Y
σ(2),σ(n)
n−1 Y
σ(2),σ(1)
n−2 Y
σ(2),σ(n−1)
n−3 . . . Y
σ(2),σ(3)
1
× Y σ(1),σ(n−1)n−2 . . . Y σ(1),σ(2)1 .
(C15)
Leaving aside the ommon prex ZZ2(
∏
Mi)
2
, the produts AB and BA start
with the same two Y matries, and what remains are the produts of Y matries
in the expressions of AB and BA at order n − 1. This, by indution, proves
that AB = BA.
20
Finally, putting everything together, we have shown that the n! proper-
ties (B12) obtained from the boundary onditions are self ompatible.
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