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CHAPTER 1: INTRODUCTION 
The purpose of this study is to use synchrotron radiation photoelectron 
spectroscopy to investigate single crystals of MnBi and GdNi2Ge2. Photoelectron 
spectroscopy is a tool which allows us to examine the electronic states (both core levels 
and valence band) of materials. Using angle resolved photoelectron spectroscopy, we are 
even able to map band structures of crystals. The electronic structure of materials, 
especially that of the outer orbitals, accounts for most of their physical properties. 
Knowledge of the electronic structure allows for a better understanding of the systems 
and lends itself to the understanding and discovery of other novel materials. Using 
synchrotron radiation as the light source gives photoelectron spectroscopy even more 
flexibility in studying the electronic states. 
MnBi 
Photoemission was used to explore both the valence band and the shallow core 
levels of MnBi. In the past, numerous papers have been written investigating thin films 
of MnBi due to its potential for magneto-optic recording [1,2,3]. This is due, in part, to 
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a large Kerr rotation in both visible and ultraviolet (UV) light (see appendix A for a short 
description of the Kerr effect). While MnBi itself has proved less than adequate for this 
purpose, compounds of MnBi doped with other atoms, as well as with different 
stoichiometrics, have proven to be closer to the ideal material [4]. Recently, several 
calculations of the electronic structure of the MnBi single crystal (as well as other MnBi 
and Mn-pnictide compounds) have been made to theoretically predict the Kerr rotation 
and other aspects of the system [4, 5,6]. Some of these calculations have differing 
results, further meriting an experimental study of the electronic structure. 
GdNi2Ge2 
Photoemission was used to explore the valence band and shallow core levels of 
GdNi2Ge2. The ternary rare-earth intermetallic compounds with the ThCr2Si2 structure 
are known for their wide variety of magnetic properties [7]. Specifically, GdNi2Ge2 
shows two magnetic transitions at low temperature [8]. The first transition is a 
paramagnetic to antiferromagnetic (AF) transition and occurs at a Néel temperature of TN 
= 27.1 K, while the second transition (to another anti ferromagnetic phase) occurs at a 
temperature of T, = 16.8 K. The AF Néel transition is reported to be driven by strong 
Fermi surface nesting [8], This nesting is responsible for the incommensurate magnetic 
modulation of q = (0,0,0.793), or a spin density wave (SDW). For a brief discussion on 
spin density waves and Fermi surface nesting, please see appendix B. A generalized 
susceptibility calculation was made (Z. Islam) [8] using the tight-binding linear-muffin-
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tin-orbital (Tb-LMTO) method with the atomic sphere approximation (ASA) to prove the 
nesting to be responsible for the incommensurate structure. In the calculation, the Gd 4f 
electrons were treated as part of the atomic core. Here, we successfully tested the 
calculated band structure. An attempt was made to detect the SOW in GdNi2Ge2, but it 
was unsuccessful. 
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CHAPTER 2: PHOTOELECTRON SPECTROSCOPY 
Photoelectron spectroscopy (PES) is an old experimental technique still in 
extensive use [9], It has become increasingly powerful with the flexibility provided by 
synchrotron radiation. The phenomenon of photoemission was first detected by Hertz in 
1887 [10]. In a photoemission event, a photon impinges on a sample, and, via the 
photoelectric effect (the ejection of an electron when an atom is placed in a radiation 
field) an electron is liberated, which then escapes into the vacuum. In 1905, Einstein was 
able to explain the photoelectric effect by using the quantum nature of light: 
^Am.max = hv-Q , (2.1) 
where Ekjn>max is the maximum electron kinetic energy, hv is the energy of the photon, and 
O is the work function of the sample [11]. 
In general, the photoemission experiment consists initially of exciting electrons 
via the photoelectron effect. These electrons are then analyzed by measuring their kinetic 
energy Ekjn and their momentum p (wave vector p/ h ) in an electrostatic analyzer. 
Knowing the energy of the light (hv) and the work function O, one can determine the 
binding energy of the electrons via the following equation: 
£to,=6i'-4>-|£'il|. (2.2) 
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This is just an extension of (2.1) to include electrons of all binding energies EB. The 
momentum p of the outgoing electron is determined by 
= 
' |P| = V2m' • (2 3) 
The direction of pI h is obtained from 0 and (p which are the polar and azimuthal angles 
at which the electrons leave the sample surface. 
Figure 2.1 shows how the energy levels in a solid relate to the energy distribution 
of the photoemitted electrons [12]. N(E) represents the number of states at a given 
energy. The sample is shown to have core levels and a valence band. The Fermi energy 
Ep runs through the valence band, so this sample is a metal. Evac represents the vacuum 
level, and is the reference point for the spectra. If the photoemission takes place from a 
core level of binding energy EB (EB = 0 at EF) the photoelectrons can be detected with 
kinetic energy Ekjn = hv - <D - |EB| in the vacuum (Note that EF is the reference in the 
solid, but in the vacuum everything is measured with respect to E^., though one typically 
does not plot Ekin, but EB instead). 
In PES experiments, photons can be in the ultraviolet region (5 to 100 eV, UPS), 
the soft x-ray region (100 to 1000 eV, SXPS), or the x-ray region ( > 1000 eV, XPS). In 
our experiments, UPS is predominantly used. It is ideal to study valence bands and 
shallow core levels (due to higher resolution) and ^-conserving ("direct") transitions (due 
to the small momentum of the photon). 
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FIG. 2.1 Relation between the energy levels in a solid and the electron energy 
distribution produced by photons of energy hv [12]. 
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The 3-step Model 
To interpret the photoemission spectra, the model most commonly used is the 
three-step model (see Fig. 2.2) [13]. In the three-step model the PES experiment is 
broken up into three distinct processes: 
1) Optical excitation of the electron in the solid. 
2) Transport of the electron to the surface. 
3) Escape of the electron into the vacuum. 
The culmination of these three processes results in the intensity spectra N(E). Note that 
the three-step process is purely a phenomenological approach, yet it is descriptive and 
very successful in explaining the essence of photoemission. 
In the photoexcitation of the electron (step 1), the solid is initially in its ground 
state, described by a Hamiltonian H0. The incident photon beam will introduce a small 
perturbation 
H' = — (A-p + p-A) (2.4) 
2mc 
where p is the momentum operator, and A is the vector potential of the incident light. 
The internal energy distribution of photoexcitations Nint(E, hv), where E is the 
final kinetic energy and hv is the photon energy, is given by 
N m t  (  E , h  v )  ac £  \ ( f  IA. p| i f  S ( E f  (kz  ) -  (k, ) -  h  v ) ô ( E  ~ [ E f (  kz ) - <D]) (2.5) 
fi 
8 
E, •/\/\/NV 
(2) 
(1) 
hv 
FIG. 2.2 The three-step process in PES. It consists of (1) photoexcitation of an 
electron, (2) its travel to the surface, and (3) its transmission through 
the surface into the vacuum [13]. 
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where | i )  and }/) are the initial and final state wavefunctions, respectively, and the 
Ef(kf) and Ej(k,) are the energies of final and initial states, respectively. The first delta 
function imposes energy conservation and the second delta function ensures that the 
kinetic energy measured outside the sample equals the final state energy inside, minus the 
work function. The conservation of momentum is implicit in the matrix element 
(/|A p|z) and is given by 
k y = k, + G (2.6) 
where G is a reciprocal lattice vector. Equation (2.6) represents a "direct" transition, 
treating the photon momentum as equal to 0. Band structures are usually plotted in the 
reduced zone scheme which means that the bands outside the first Brillouin zone are 
folded back into the first Brillouin zone by adding the appropriate reciprocal lattice vector 
G. Figure 2.3 shows a direct optical transition between two bands (the final state Ef 
being above the vacuum level Ev), as well as the resulting kinetic energy Ekin of the 
photoelectron as a function of its wavevector p / h after emission into the vacuum. 
After excitation, the electrons must travel to the surface of the solid (step 2). 
Some of the electrons will be scattered by other electrons or excitations like phonons and 
plasmons. In the case of inelastic scattering, they will lose part of their energy and 
change momentum. These photoelectrons are then detected as satellite peaks or 
background emission in the spectrum. To quantify this effect, we assume that the 
scattering frequency 1/T (T = lifetime) is isotropic and depends only on E. Then the 
inelastic mean free path X(E,k) is given by 
10 
kinetic energy of 
kin photoelectron 
Energy l 
E = E 
wave vector in vacuum 
work 
function 
reduced wave vector k 
in the crystal 
FIG. 2.3 Energy versus momentum shown for a "direct" or "vertical" transition 
between two energy bands. The left axis shows the photoelectron states 
in the crystal and the right axis shows its state after emission into the 
vacuum. 
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X { E , k )  =  r v g = ~  (2.7) 
8 ft d k  
where vg is the group velocity of the final state. We assume that, on average, a 
photoelectron can travel over a mean free path before being scattered. Figure 2.4 shows a 
plot of scattering lengths of various elements at different energies [14]. Note that it 
follows a "universal curve". For UPS, the mean free path can be seen to be 2-20Â. 
It is obvious, then, that UPS is surface sensitive due to the short mean free path of the 
photoelectrons. The expression for the transport can then be written as 
d ( E , k)s-^- , (2.8) 
1  +  a X  
where a is the optical absorption coefficient of the light (a'slOO - 1000A) [15]. d ( E ,  k) 
describes the fraction of the total number of photoelectrons created within one mean free 
path X from the surface. 
After transport to the surface, the photoexcited electrons may be transmitted to the 
vacuum (step 3). This problem is treated classically: if an electron approaches the 
surface with an energy E > Ev - E0 normal to the surface (where Ev is the vacuum level 
and E0 is the bottom of the valence band, see Fig. 2.5a), then it will escape into the 
vacuum. This ignores the possibility of quantum reflection at the potential step (Ev - E0) 
of the surface. 
In Fig. 2.5a, we use the "free-electron final-state model". In this common model, 
we assume that the final state is that of a free electron. The final-state wavevector can 
then be obtained by the intersection of the free-electron parabola with its zero at the 
bottom of the valence band (E0 < 0) and the final state energy Ef: 
12 
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FIG. 2.4 The "universal curve" showing the photoelectron scattering length or 
mean free path as a function of its kinetic energy [14]. 
*n 
vacuum 
surface 
solid 
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FIG. 2.5 a) A schematic of the "free electron final state model", b) The escape condition for (a) [13]. 
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E f  -
2 m  
(k + G)2  (2.9) 
where m is the effective mass (typically taken to be equal to the electron mass), and the 
energies are measured with respect to the Feimi energy EF. 
In its escape to the vacuum, the wavevector parallel to the surface kfy/ = p,/h, is 
conserved. The wavevector perpendicular to the surface kf-J_ is not conserved due to the 
surface potential step. The photoelectron trajectory then forms an "escape cone" shown 
in Fig. 2.5b. 
The external and internal escape cones in Fig. 2.5b have radii \p\/h = const, and 
|k^ = const, respectively. One can see from the figure how, due to the loss of energy 
normal to the surface, the direction of the photoelectron makes a larger angle with the 
surface normal in the vacuum than in the solid. Therefore, for every final state energy 
Ef (6 < n/2) there is a maximum angle (0'^ < rc/2) inside the sample for which escape is 
possible, given by: 
COS#™ = 
V l k / l  y 
\ 1/2 
Ef ~ Eo) 
(2.10) 
The escape function T(E), the fraction of electrons that escape the solid, can then be 
written as 
T ( E )  =  1  1- for E f -  E 0  >  E v  -  E 0 ,  and 
F(£) = 0 fbrEf- E „ < E v - E „ .  ( 2 . 1 1 )  
The 1/2 is present because only electrons traveling toward the surface are counted. 
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The final expression for the photoelectron energy spectrum N(E,hv) is then 
N ( E , h  v )  oc |(/1A • p|i)|2S ( E f  (k z )  -  E t (k f  )  -  h v ) ô { E  -  [ E f  ( k f  )  -  <D]) 
fi 
x d ( E ,  k) x T ( E ) .  (2.12) 
Note that d(E,k) and T(E) are smooth functions, so any structure in the spectrum is due to 
the optical excitation process. 
The resulting spectrum of N(E), at photon energy hv is called an energy 
distribution curve (EDC). At a given photon energy, the photoemitted electron kinetic 
energy is scanned, giving an output of intensity vs. electron kinetic energy. The 
maximum kinetic energy is usually subtracted from the x-axis in order to zero the Fermi 
energy EF. EDCs are not the only type of data that can be taken. Constant initial state 
(CIS) and constant final state (CFS) scans are also possible. A CIS involves scanning 
both photon energy and kinetic energy at the same time. If they are scanned at the same 
rate, the photoelectrons detected will always be from the same initial state in the sample. 
A CFS involves scanning the photon energy and measuring intensity at a constant Ekin. 
The CFS technique is typically used to perform low Ekin partial yield spectroscopy, which 
is structurally equivalent to the absorption coefficient. A diagram showing the different 
scans (EDC, CIS, and CFS) is given in Fig. 2.6 [16]. In our experiments, EDCs are most 
common while CIS scans were taken occasionally to utilize resonant photoemission 
(described later). 
The geometry of a general photoemission experiment is shown in Fig. 2.7. In the 
figure, A is the vector potential of the incoming radiation which has an incidence angle of 
EDC CIS CFS 
E3 "" 
E2 
E -
hv = const. 
E, = const. 
DOS DOS 
E, = const. ... -
vacuum level Ev 
hv, 
DOS 
FIG. 2.6 Schematics of an energy distribution curve (EDC), a constant initial state scan (CIS), and 
a constant final state scan (CFS) [16]. 
ox 
aperture AO 
outgoing photoelectrons incoming photons hv \ 
with vector potential A 
single crystal surface 
FIG. 2.7 Schematic of the external geometry of a photoemission experiment. 
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Y with the sample surface normal. The emitted electrons are detected in a solid angle AD 
(the detector's acceptance angle) in the direction given by 9 and 6 where <p is the 
azimuthal detection angle and 0 is the polar detection angle with respect to the crystal 
axes. 
There are generally two different ways the emitted electrons are measured. There 
are angle-resolved measurements, and angle-integrated measurements. Angle-resolved 
photoelectron spectroscopy (ARPES) refers to the case where single crystal samples are 
used and the solid angle of detection is small (Afi preferably < 2° x 2°). One is then able 
to use k-conservation by detecting the electrons in a small k-interval. When used with 
photon energies in the ultraviolet range, it is known as ARUPS (angle resolved ultraviolet 
photoelectron spectroscopy), and is capable of mapping the band-structures of materials 
(detailed later). 
Angle integrated photoelectron spectroscopy (AIPES) refers to the case where the 
solid angle of collection by the detector is large so that the k-information is blurred by 
integration over all outgoing wave vectors. These measurements can be performed on 
single crystal surfaces, but are usually used with polycrystalline samples. AIPES can 
represent the joint density of states (JDOS) of a material. The JDOS gives the total 
number of direct transitions that are possible for a particular photon energy. 
19 
Energy Band Mapping 
Often, it is possible to use the EDCs from ARUPS to map the band structure of a 
single-crystal sample [17]. The goal is to obtain the initial and final state energies (E, and 
E() and wavevectors (kj = kf for direct transitions) of the emitted photoelectrons. These 
quantities are obtained from the measured quantities of the kinetic energy Ekm, and the 
horizontal and vertical angles of detection <p and 0. Knowing the work function <t>, E, and 
Ef are easy to acquire through the conservation of energy: 
The determination of the final-state wave vectors kf is more difficult. Since k„ is 
conserved, we know 
so k„ is easily attainable. However, k is not conserved normal to the surface, so we have 
no expressions that include kx. 
One way to overcome this problem is by assuming a free electron final state 
(described earlier in Fig. 2.5a). This is the simplest, most economical, and most-used 
method. We recall equation 2.9 
giving an expression that includes kf. Now, the only parameter we need to determine is 
E f = E k i n + ® '  E f  =  E , + h œ  (2.13) 
(2.14) 
(2.9) 
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the inner potential V0 = Ev + |E0| = |E0| + O. One method to obtain V0 is by looking for 
symmetries in the E(kJ curves, as symmetries often indicate the crossing of a Brillouin 
zone. We can then find kf from (2.9) and obtain k via 
k f  = 7 k ±  - k , .  (2.15) 
Figure 2.8 shows a schematic of the process, using an EDC measured from the (111) 
plane of an fee crystal at normal emission [17]. The kinetic energies of the peaks are 
mapped onto the free electron parabola with its "0" at E0 to give ka. The energy is then 
mapped from Ef to E, by subtracting hv. Finally, we map the kfl into the first Brillouin 
zone with G(111) to obtain kjx. 
Core-levels 
One can also take spectra of the shallow core levels using UPS. Core-level 
spectra can be useful for identifying atoms of the sample near the surface, as well as 
giving some information of the bonding involved. An equation describing the general 
line shape of a core level was developed by Doniach and Sunjic [18]. It was the result of 
convoluting a l/(o0 - to)1"® singularity with a Lorentzian of lifetime width 2y, and is given 
by: 
f ( e o )  =  
eo0-a> F(l-a)cos — + (1-a) arctan 
2 V  y  
( (û> 0 -û>) 2 -y 2 )  
(W)/2 (2.16) 
where f is the f-function and ©0 is the x-ray frequency at the absorption threshold, a 
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FIG. 2.8 Schematic of band structure determination using a free-electron parabola for 
normal emission from the (111) plane of an fee crystal [17]. 
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is an asymmetry parameter which causes an asymmetric line shape. It originates from the 
core hole (from the photoemitted electron) acting as a potential which scatters the 
conduction electrons. This leads to a "tail" in the PES spectrum. When a is zero, f((o) 
becomes a Lorentzian. 
Besides the skewed PES peak of the core level, there may be many other features 
accompanying the main peak. These extra peaks are known as satellites. They can be 
caused intrinsically or extrinsically. Intrinsic satellites are caused by the photoemission 
process itself. Since the electrons interact with each other, the emission of one electron 
will lead to excitations of the system. These excitations require energy and thus lead to 
signals with a larger binding energy. Extrinsic satellites are caused when the 
photoelectron travels through the solid and has a possibility of exciting other electrons, 
plasmons, etc., thus losing energy and appearing as a satellite. 
Resonant Photoemission 
Resonant Photoemission (RPES) is an extremely useful tool for investigating 
valence band features in solids. The "resonance" may occur when we perform 
photoemission with photons of energy hv very close to the absorption threshold of a core 
level. Electrons of that core level may then be excited into an empty state of the valence 
band. If the resulting excited system then decays via a super Koster-Kronig process, it 
will emit an Auger CW-electron which can interfere with electrons from direct 
photoemission of the valence band [19]. 
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Typically, RPES occurs for transitions in which the angular momentum selection 
rule f-»(f+l) permits the transition to a final state of a partially filled inner core, e.g. 
3p-»3d, 4d->4f, and 5d-»5f. An example for the case of a transition metal is given by: 
3p63dn^3p53dn + i  -> 3p63d"' le k . (2.17) 
hv CVV 
where ek represents the emitted electron. Since photoemission occurs by the direct 
process 
3p63dn-+3p63dn- l£ k ,  (2.18) hv 
ending in the same final state, interference occurs between the two processes. 
If a series of EDCs are taken with changing photon energies that pass through the 
core-absorption threshold, the emission from the resonating state is greatly increased due 
to the resonance. This can allow one to identify the character of specific features in the 
EDCs. CFSs and CISs are also used to detect resonances. CFSs will give the photon 
absorption spectrum of the resonance. CISs measure the cross section of the RPES 
lineshape at a given initial state. They can then be indicative of the character of that 
initial state. The lineshape is the Auger emission and direct PES overlap and is called the 
Fano lineshape [20], given by: 
<219) 
where hVj is the photon energy at the core-excitation threshold, q is a parameter involving 
the transition matrix elements and the matrix element of the Auger process, and A(hvj) is 
the width (FWHM) of the core level. 
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CHAPTER 3: LIGHT SOURCE 
An ideal photon source for photoemission is synchrotron radiation. Synchrotron 
radiation is the electromagnetic radiation emitted by electrons or positrons moving at 
relativistic velocities along a curved trajectory with a large radius of curvature. Our 
experiments were performed at the Aladdin electron storage ring [21] at the Synchrotron 
Radiation Center in Stoughton, WI. 
Synchrotron radiation has several properties which make it an ideal tool for 
photoemission. Among these are the broad frequency distribution that ranges from 
visible light through the x-ray region, natural collimation, high intensity, and a high 
polarization. 
At Aladdin, the electrons travel along a path with a circumference of 88.9 m (see 
Fig. 3.1 ). After the 108 MeV micro tron (located in the south side of the ring) injects the 
electrons into the storage ring, the rf cavity (located on the North side) quickly increases 
the energy to 800 MeV -1 GeV. The electrons are grouped in 15 bunches around the 
ring. The bunches are replenished in energy by the rf cavity, which has a frequency of 
50.582 Mhz. There are twelve bending magnets around the ring, each one bending the 
beam with a magnetic radius of 2.083 m. The bending magnets are the source of the 
synchrotron radiation for our experiments. 
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BENDING MAGNETS 
FIG. 3.1 Top view of the Aladdin electron storage ring at the Synchrotron Radiation 
Center in Stoughton, WI [21]. Each of the twelve bending magnets can 
support up to three beam lines. Beam line #053 is the Iowa State/Montana 
State beamline where we performed our experiments. It is detailed later in 
the chapter. 
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Synchrotron Radiation 
A charged particle, when accelerated (by a bending magnet, for instance), emits 
radiation known as "synchrotron radiation". With a velocity small compared to the speed 
of light, a charged particle that is accelerated will emit radiation as 
dP 
dCl 4/rc 
y |v| sin 0 [22]. (3.1) 
This is the expression for the power radiated per unit solid angle, where v is the 
acceleration and 6 is the angle between the point of observation and the acceleration. It 
has a dipole pattern, as shown in Fig. 3.2a. 
When the particle has a velocity p = v/c s 1, the power radiated per unit solid 
angle becomes strongly dependent on the velocity. Thus the dipole pattern is strongly 
distorted into the forward direction (see Fig. 3.2b). 
For a relativistic particle in instantaneously circular motion (see Fig. 3.3), as in a 
synchrotron, the equation for the energy radiated per unit frequency interval per unit solid 
angle is 
d2I 
doxiQ. 3 k zc (l/ r ' )  +  o  
(3.2) 
where 
5 = cap 
3c —T ^ \Y 
3/2 
and y = —r [22]. 
mc~ 
FIG. 3.2 Angular intensity distribution of slow (a) and relativistic (b) electrons on a circular orbit. 
vt/p 
X 
FIG. 3.3 Coordinate system for a relativistic particle in instantaneously circular motion. 
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K.2/3 and K,/3 are modified Bessel functions, p is the radius of curvature of the path, and 9 
is the angle of observation above the plane of the path (only for very small 9 will there be 
any appreciable radiation). In the figure, v is the velocity of the particle, 
p is the instantaneous radius of curvature, m is the unit vector in the direction of 
observation, and are the perpendicular and parallel components of the radiation, 
respectively. The first term in brackets in (3.2) corresponds to polarization parallel to the 
orbital plane, and the second to perpendicular polarization. When integrating over all 
angles, there is seven times as much energy radiated with parallel polarization as with 
perpendicular polarization. Thus, the radiation is almost completely polarized in the 
plane of motion of the particle. 
While equation 3.2 may be rather intangible, we can use it to analyze other 
characteristics of synchrotron radiation as well. Firstly, note that one property of the 
modified Bessel functions, KV(Ç) is that they become negligible for Ç > 1. From the 
definition of we can see that this will occur at large angles and large frequencies. The 
radiation, then, is most intense at about 9 = 0. But if the frequency g> gets too large, Ç 
will be large at any angle. So, there is some cutoff frequency coe above which the 
radiation drops off. 
We now will quantify Eq. 3.2 a bit to give a feel for the angles and frequencies 
involved. Looking at the frequency distribution first, we evaluate Eq. 3.2 for 9 = 0. If 
we say the frequency cutoff point occurs for £, > 1, we find 
(3.3) 
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For to <e <ac, we find: 
d2I 
doxlQ. I
II 
1 fN
|rn Iz
T
 
e=o c i t  '(ste (3.4) 
and for © » tû„ 
d2 l  
dadÇl 0=0 
= — — y2 — e-2<o/a>c 
2n c aj r  
(3.5) 
Eq. 3.4 shows that for low frequencies, the radiation intensity increases as to273. It reaches 
some maximum around coc, then, according to Eq. 3.5, drops exponentially to zero for 
higher frequencies. One can compare this with the photon flux curve of the 800 MeV 
beam at the SRC, where the bending magnets form a magnetic radius of approximately p 
= 2 m (see Fig. 3.4). 
To quantify the collimation of the beam, we estimate the spread in angle for a 
particular frequency. We define the angle 0C, beyond which the radiation quickly drops 
off, by 
#.) = #)•! • (36) 
Now for a low frequency, to c coc, 4(0) will be negligible so Ç(6C) = 1. Thus, 
(3.7) 
.ap) y\  co 
For UV radiation of 22 eV, 0C would then be approximately 3 mrad. 
For the higher frequencies, to > coc, ^(0) will be large compared to unity and the 
intensity will fall off with angle approximately as 
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Flux curves for a 200 mA beam current at Aladdin. The bending magnet plots are for 10 mrad horizontally [23]. 
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If we define the critical angle by the 1/e point, we have 
9. C (3.9) 
Comparing this to the low-frequency 6C, we note the intensity drops off quicker with 
angle as we go higher in frequency. So the limit to the height of the beam of light is 
about 3 mrads. 
In order to select the photons from the synchrotron source to a specific energy, 
one uses a monochromator. All of the photoemission measurements in our experiments 
were performed on the Ames/Montana ERG/Seya combined monochromator beamline at 
the SRC. The ERG/Seya beamline was built by Dr. C.G. Olson [24]. 
The ERG and the Seya monochromators are configured so that they use the same 
final refocusing mirror. Light from either monochromator will then be incident on the 
sample from the same direction and focused at the same spot. Transfer between the two 
monochromators is accomplished by a cooled photon shutter at the front end of the 
beamline. The layout of the two monochromators is given in Fig. 3.5. 
At the core of the monochromator is the grating. The gratings diffract the incident 
radiation, dispersing its component wavelengths. Both the ERG and the Seya utilize 
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FIG. 3.5 Schematic layout of the Ames/Montana ERG/Seya combined monochromator beamline (after [24]). 
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spherical gratings. Spherical gratings have an advantage over plane gratings due to their 
focusing properties. If a spherical grating is placed tangentially to a circle of a diameter 
equal to the radius of curvature of the grating such that the grating center lies on the 
circumference, the spectrum of an illuminated point lying on the circle will be focused 
tangentially (in the plane of reflection) on this circle (see Fig. 3.6). The circle is called 
the Rowland circle after Prof. H. A. Rowland who conceived the idea of the spherical 
grating in 1882 [25]. The sagittal focus (normal to the reflection plane) of the spectrum 
will be on a straight line tangent to the Rowland circle at the normal to the grating (as 
seen in Fig. 3.6). 
The ERG, or Extended Range Grasshopper, uses a constant-deviation Rowland-
circle geometry at extreme grazing incidence [26]. Its extended range comes from having 
two interchangeable gratings, with two and five meter radii of curvature. The basic 
geometry of the ERG is shown in Fig. 3.7. It is designed to move so that the exit slit is 
always on the Rowland circle, allowing one to change the wavelength while retaining a 
focused beam and constant direction. The figure shows two positions of the 
monochromator, one at zero order, and the other giving a wavelength of X. The grazing 
angles are exaggerated for clarity. Y is the exit angle (a constant, as is a), r is the radius 
of the Rowland circle, M0 and M, are cylindrical mirrors, S, and S2 are the entrance and 
exit slits, respectively, and G is the location of the gratings when being used. 
The first mirror, M0 collects and focuses the beam onto the exit slit in the 
horizontal plane. The mirror Mt focuses the beam onto the entrance slit with a 
demagnification of 7 to 9. This allows greater flux to pass through the slit, as well as a 
Grating (radius of curvature R) 
Rowland circle diameter R 
(tangential focus) 
sagittal focus line 
FIG. 3.6 The Rowland circle. Radiation from the point E is dispersed and focused by the grating at X,, X2, etc. 
a and p are the angles of incidence and diffraction, respectively. Diffracted radiation is focused tangentially 
on the Rowland circle, and sagittally on the line tangent to the circle at the normal to the grating. 
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FIG. 3.7 Basic geometry of the ERG shown for zero order and some wavelength X. G is one of two possible 
gratings (a 2 meter and 5 meter). 
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better resolution due to having more rulings illuminated. In scanning the 
monochromator, the Rowland circle rotates about S2 to give a constant exit beam 
direction. The grating is mounted on an arm SG which pivots about St and together with 
M,, translates horizontally along L. S, pivots through half the angle that G rotates in 
order to keep a, and thus ij/, constant. The grating refocuses the beam from M, in the 
vertical plane onto the exit slit. We thus end up with a stigmatic image at S2. 
The Seya's scanning mechanism is much simpler than the ERG's. It consists of 
rotating the grating about an axis through the plane of the grating (normal to the plane of 
reflection). Normally, this would give an unfocused spot as one scanned wavelengths 
with fixed entrance and exit slits. However, in 1952, Seya [27] analyzed the focusing 
conditions for a simple rotation of the grating and found that a good focus could be 
obtained over a large spectral range if the slits subtended an angle of about 70° at the 
grating. The basic geometry of the Ames/Montana Seya is shown in Fig. 3.8 at zero 
order. To obtain a stigmatic image at the exit slit, S2, the beam is allowed to expand 
continually in the sagittal direction from the source to the grating G. It is then focused by 
G onto S2. The cylindrical mirror M focuses the beam onto the entrance slit S, in the 
tangential direction. The Ames/Montana Seya contains a grating-changing mechanism 
which hold four gratings that differ in ruling density. Changing the ruling density 
changes the wavelength associated with scan angle, so the Seya can maintain high 
resolution at the shorter wavelengths. 
After being focused into a stigmatic image on the exit slits, beam from both the 
Seya and the ERG impinge upon the refocusing mirror (Fig. 3.5). When the Seya is 
Cylindrical 
Xmirror 
G(0) 
FIG. 3.8 The basic geometry of the Ames/Montana Seya for zero order. 
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illuminated, an intercept mirror is put in place to image the Seya's exit slit onto that of 
the ERG's. The refocusing mirror then focuses the exit slit onto the sample. 
The photon energy range covered by the two gratings of the ERG is 38 eV to 
about 1000 eV and overlaps with the range of the Seya which is from 5 eV to 40 eV. 
Figure 3.9 shows the range and dispersion of all the possible beamline gratings. The 
resolutions indicated correspond to 10 micron slits for the ERG, and 200 micron slits for 
the Seya. The tick marks indicate the optimum range for each grating. The flux from the 
Seya gratings is given in Fig. 3.10. 
Electron Energy Analyzer 
After ejection, the photoelectrons are detected by an electron energy analyzer. In 
our experiments, a VSW (Vacuum Science Workshop) Model HA50 hemispherical 
electron energy analyzer [28] was used. This analyzer is mounted on a goniometer which 
allows rotation in both the horizontal and vertical planes. 
The analyzer itself consists of retarding lenses at the entrance aperture, two 
concentric hemisphere deflectors of mean radius R* to disperse the electrons, and a 
single-channel electron multiplier at the exit of the deflectors (see Fig. 3.11). An 
incoming photoelectron will first be retarded to the given pass energy E„ by the retarding 
lenses. It then enters the deflectors. A potential is applied between the surfaces so that 
the outer surface is negative and the inner is positive with respect to the median 
equipotential surface between the hemispheres. A photoelectron will then be selected if 
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FIG. 3.9 Spectral range of the possible beamline gratings. The indicated resolutions correspond to 10 urn slits for the ERG, 
and 100 |im slits for the Seya [24]. 
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FIG. 3.10 Spectral output of the Seya. The intensities of the three higher gratings have been normalized to the bandpass of 
the 600 I/mm grating [24]. 
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FIG. 3.11 Schematic Diagram of the Concentric Hemispherical Analyzer. In the left figure, 1) denotes the entrance lenses, 
2) denotes the hemisphere deflectors, and 3) denotes the channeltron. The right figure is a more detailed view 
of the hemisphere deflectors. 
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the following relation is true: 
(%-%) 
where e is the charge of an electron, V is the potential difference between the outer and 
inner hemispheres (the band pass), R, is the radius of the inner sphere, and R2 is the 
radius of the outer sphere. 
The energy resolution of the analyzer is given approximately by 
A£ = £„ 
v2R0* 4 
where d is the slit width, R^ is the mean radius of the hemispheres, and a is the full angle 
of electrons entering the analyzer (at the entrance slit), a is the angular resolution of the 
experiment, and in our case is equal to 2°. 
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CHAPTER 4: RESULTS AND DISCUSSION 
Photoemission Study of MnBi 
Originally, this experiment intended to utilize angle resolved photoelectron 
spectroscopy (ARPES) to determine the band structure of single-crystal MnBi samples 
and compare the experimental results to the theoretical results of the publications listed in 
the introductory chapter. Complications arose when cleaving the samples to obtain a 
clean surface. Cleaves were anticipated to be smooth cleaves of the (0001) surface. 
Instead, while cleaves were still oriented parallel to the (0001) plane, they were glassy 
and resulted in mountainous surfaces. 
Although the surfaces were not ideal, we believe that the photoemission spectra 
taken are representative of bulk MnBi. This is after the work of L.C. Davis [29] who 
showed that for copper, the effect of stepped surfaces on the bulk band structure 
measured by photoemission was negligible. As our sample was not a smooth, prepared 
stepped surface, but rather, can be looked upon as a conglomeration of a great many 
stepped surfaces of no regularity, we expected there to be inelastic scattering at the 
surface. 
We do report seeing a large inelastic scattering intensity in the valence band 
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spectra (detailed later). This background intensity made it very difficult to see the 
dispersion of the photoelectron intensities. We were, consequently, unable to find any 
symmetry in the kg directions (making it impossible to compare complete 
bandstructures). Symmetry was found in the normal direction, however. Thus, we were 
able to utilize ARPES in the normal direction. For the other measurements, we continued 
the experiment as AIPES, which gives a more complete sampling of momentum space. 
In the following, we shall examine the valence band of MnBi with AIPES and 
ARPES using synchrotron radiation. We can determine the shape and features of the DOS 
and compare them to calculations. Resonant photoemission will be used to distinguish 
the general character of the valence band. Normal-emission scans with varying photon 
energies will be analyzed. Lastly we will examine the shallow core levels with AIPES. 
MnBi crystallizes in the hexagonal NiAs structure and is shown in Fig. 4.1. The 
experimental lattice parameters are a = 4.170Â and c = 6.126Â [4]. Single crystals of 
MnBi were provided by Ian Fisher and Paul Canfield of the Ames Laboratory (DOE). 
The crystals were grown out of a binary melt with 10 atomic percent Mn and 90 atomic 
percent Bi. The binary melt was slow cooled from 410 to 212° C, with the excess liquid 
being decanted at the lower temperature (see Fig. 4.2 for the binary phase diagram). Note 
in the binary phase diagram that there is no width of formation for aMnBi, this, and the 
fact that we found no stoichiometry issues in the literature, lead us to believe that the 
composition of the crystals does not deviate significantly from the expected 1:1 ratio. 
Before mounting the crystals in the vacuum chamber, Laue diffraction patterns 
were taken to determine the crystals' orientation. Figure 4.3 shows the Laue diffraction 
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FIG. 4.1 Crystal structure of MnBi. The white balls represent the Mn atoms 
and the black balls represent the Bi atoms. 
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FIG. 4.3 Laue diffraction pattern of MnBi along the [0001] direction. 
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pattern of MnBi, revealing that the [0001 ] direction (c-axis) is the surface normal. The 6-
fold symmetry is clearly visible. During the experiment, crystalline Bi inclusions were 
found to exist inside the MnBi samples. After their discovery, however, they were easily 
detectable and avoided. Details on this will be given later. 
The MnBi samples were mounted on aluminum posts with Torr-Seal epoxy. 
These posts were then attached to the end of the copper cold finger of a closed-cycle 
helium refrigerator. Electrical contact was made by applying a thin layer of Aqua-Dag 
over the Torr-Seal epoxy. Clean surfaces were produced by cleaving the samples in the 
sample chamber under a pressure of lower than 4 x 10'" Torr, and at a temperature of less 
than 20 K. The experiments were also conducted with a pressure of lower than 4 x 10'" 
Torr. The temperature of the samples was measured with a Chrome 1-CuFe thermocouple. 
During the experiment, the temperature was kept under 20 K. At this temperature the 
sample is ferromagnetic. 
Figure 4.4a shows a 15 eV wide scan of the valence band with the background 
subtracted out, taken with a photon energy of hv = 85 eV (with a resolution of 0.36 eV). 
Calculations show the majority of the intensity is due to the Mn-3d states, especially in 
the largest peak [5] (see Fig. 4.5). MnBi is clearly metallic by noting the large intensity 
at the Fermi edge. The width of the valence band is approximately 12 eV. At these high 
energies, the scans varied little with photon energy. Thus, we can assume that final state 
effects are minimal, and that Fig. 4.4a has the general shape of the total density of states 
(DOS). Figure 4.4b shows the calculated spin-projected density of states for MnBi [5] 
(the total DOS is the sum of the spin-up and spin-down densities of states). Our 
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FIG. 4.4 Comparison of photoemission spectra of the MnBi valence band (a), and the spin-projected total density of states (b) 
[5], Part (c) shows spectra with better resolution than (a), but are not good representations of the density of states. 
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measurement compares very well with the calculation, especially in the location of the 
largest peak at 2.5 eV binding energy (BE). The experimental scan shows a much greater 
intensity at the Fermi edge, however. Also, while the DOS in Fig. 4.4b approaches zero 
at about 6.5 eV, there is no absence of intensity in Fig. 4.4a. We expect that some of this 
intensity is due to inelastic scattering of the photoelectrons from the rough surface (as 
mentioned earlier). The resolution of the scan in Fig. 4.4a is 360 meV. To compare to 
higher-resolution scans, figure 4.4c contains two 8 eV wide scans of the valence band 
with resolutions of 100 meV. Note that a direct comparison of intensities is not possible, 
as the 4.4c scans do not represent the DOS since they only sample a small part of the 
Brillouin zone. 
We now take a look at the orbital character of the valence band. To look for Mn-
3d character, we utilize resonant photoelectron spectroscopy (RPES). We expect to see 
resonant behavior as we vary the photon energy through the Mn 3p->3d core-absorption 
threshold (hv = 47 eV). Figure 4.6 shows four scans, one at an energy below threshold 
(hv = 45 eV), and three above (hv = 51,53, and 55 eV). We do, indeed, see a large 
resonance, and the fact that the scans above threshold are so greatly enhanced shows that 
there is a great deal of Mn-3d character throughout the valence band. In the top three 
scans, the vertical lines show the MVV Auger peak (due to ejection of a valence electron 
into the vacuum and simultaneous de-excitation of a valence electron to the M atomic 
shell) as it moves through the valence band spectra with changing photon energy. 
Figure 4.7 shows four CIS scans taken at different states through the valence band 
with the photon energy passing through the Mn 3p-»3d threshold (hv = 47 eV). All of 
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FIG. 4.6 Using resonant photoemission to identify Mn-3d character within the valence 
band. The bottom scan is taken at a photon energy below the Mn 3p - 3d core 
absorption threshold, while the top three scans are taken at energies above 
threshold. The vertical lines indicate the position of the MW Auger peak as 
it moves through the valence band. 
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FIG. 4.7 Constant initial-energy (CIS) scans taken at different locations 
throughout the valence band. The Fano lineshapes [31] in the 
scans indicate resonance due to Mn 3p - 3d transitions, thus 
showing Mn-3d character is present in the valence band. Extra 
intensity indicated in a few of the peaks is caused by the Auger 
electrons. 
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the scans show the Fano line shape [31] signifying the existence of the Mn 3d resonance. 
The relative size of the enhancement at 0.5 eV BE suggests that there is much less 3d 
character here than elsewhere in the valence band. As one would expect, the largest 
strength is at a BE of 2.5 eV (the location of the largest 3d derived peak in the DOS). As 
we move to higher binding energies, the intensity slowly increases, though even as far out 
as 10.5 eV there is still much more intensity than at 0.5 eV. Again, although this is 
contrary to what was expected from calculations, which show the PDOS of Mn 3-d to be 
much less at 10.5 eV than at 0.5 eV (see Fig. 4.5), much of this intensity at higher binding 
energy could be due to scattered photoelectrons. 
The shaded intensity in the 5.5- and 10.5-eV scans is due to the Mn MVV Auger 
peak. This additional intensity can be confusing, as it appears that the Fano line shape 
shifts as the initial states are changed, which will not occur. 
Figure 4.8 shows 16 scans of the valence band using increasing photon energies 
(the scans have been normalized to the Fermi edge to show relative changes in structure 
and intensity). Each has three features that stand out: A broad feature around 2.75 eV 
(peak c), another feature around 0.9 eV (peak b), and a feature at the Fermi edge (peak a). 
Before looking at the individual peaks, note that with the increase in photon 
energy there is an almost constant change in intensity between the states below and above 
about 2 eV binding energy. At BEs greater than 2 eV, the intensity continually increases 
with respect to the intensity at BEs less than 2 eV (keep in mind that the overall intensity 
is decreasing due to less photon flux). A consistent change like this over a broad range of 
photon energies is not characteristic of final-state effects. Much more, it is due to the 
FIG. 4.8 A set of scans at normal emission with changing photon energy hv (T ->A 
symmetry line). Three features stand out, labeled a, b, and c. Symmetry seen 
in peaks a and b indicate the location of the symmetry points F and A shown 
to the right of the figure. A is shown using BE's of both 0 and 1 eV. 
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photoionization cross sections. From the cross sections for Mn-3d and Bi-6p subshells 
listed in Yeh and Lindau [32], the Mn-3d cross section monotonically increases from 10 
eV to 40 eV, while the Bi-6p cross section monotonically decreases over the same range. 
This would explain the change in intensities over such a broad range. It also supports the 
CIS findings that there is much less Mn-3d character near the Fermi edge, as well as 
establishes Bi-6p character close to the Fermi edge. 
Looking at the 2.75 eV feature (peak c), we can see that it does not disperse, yet it 
changes shape quite often. The changes in shape can be due to electric-dipole matrix 
element effects, especially since we are changing the photon energy (the energies are 
much lower than earlier, so final states are much less free-electron like), as well as the 
dispersion of individual bands within the feature. The fact that the feature stays localized 
around 2.75 eV shows that any dispersion is small. This is expected from d-character 
bands, which dominate this region of the valence band. Looking at the band structure 
calculations shown in Fig. 4.9, we can see that there are a large number of bands in this 
area, and, as expected, most of them are relatively flat. 
Peak b is narrower and we are able to see that it definitely disperses at low photon 
energies. The dashed line in the figure traces out the general movement of the peak. The 
width of the band is about 300 meV. There seems to be some symmetry as it curves 
towards and away from the Fermi edge at lower energies. Taking the symmetry to 
indicate the crossing of a Brillouin zone boundary, we calculate the inner potential V0 
(defined on page 20) to be approximately 14 eV. This puts the A symmetry point at 
about 16 eV photon energy with a binding energy of 1 eV (shown to the right in Fig. 4.8). 
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FIG. 4.9 Results of theoretical band structure calculations 
performed by (a) Ravindran [5] and (b) Kohler [4]. 
The hollow diamonds indicate the experimental 
points of peak b in figure 4.7. 
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Peak b is most likely due to the Bi-6p bands instead of Mn-3d. For one, as seen 
in the CIS scans, there is less 3-d character in this range than at greater binding energies. 
Second, the peak itself continuously loses intensity from low to high photon energy, 
furthering the case that it indeed has Bi-6p character (due to the cross sections described 
above). We compare the dispersion of peak b with the calculated band structures in Fig. 
4.9. The increase in bonding energy appears to be consistent with the calculations of both 
Ravindran [5] and Kôhler [4], while the main intensity around 1 eV is more consistent 
with Kôhler. 
Finally, the scans in Fig. 4.8 show a peak very near the Fermi edge. Its intensity 
and shape change often, possibly signifying Fermi-surface crossings. It is interesting to 
note that with the inner potential of 14 eV, the symmetry point f, for the Fermi energy 
Ep lands approximately between the 26- and 27-eV scans. Here, peak a shows symmetry 
with a possible Fermi-surface crossing shown by the tick marks in the figure. At 26 and 
27 eV, feature a is peaked right at the Fermi edge, signifying a band starting to cross. At 
25 and 28 eV, the feature has moved in from the Fermi edge slightly, and by 24 and 30 
eV, the feature has disappeared, losing intensity due to final-state effects or changing its 
character. Because peak b continuously decreases in intensity with respect to peak a, we 
expect peak a could be of Mn-3d character. From the calculations [4,5,6], the peak 
appears to be due to the Mn-3d minority states, most of which lie above the Fermi 
energy. 
We now look at the Bi-5d core levels in Fig. 4.10. The 2D5/2 and 2D3/2 peaks are 
located at binding energies of 23.60 eV and 26.65 eV respectively. The 2D5/2 peak is 
400 
300 
200 
c 100 
0 
15 20 25 30 35 
Binding Energy (eV) 
FIG. 4.10 Photoemission scan of the Bi-5d core levels using a photon energy of hv = 70eV 
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approximately 3/2 times larger than the 2D3/2 peak, in agreement with the degeneracies of 
the emitting orbitals (2J, + 1)/(2J2 + 1) = 3/2. The peaks were fitted with Lorentzian 
curves using the least-squares method. The FWHM of the peaks were 0.665 eV for the 
2D5/2 peak and 0.726 eV for the 2D3/2 peak. The resolution of the measurement, measured 
from Fermi edge, was 0.383 eV. Even using the bare eye, one can see the symmetric 
shapes of the peaks. The symmetric peaks, and the fact that we don't see any satellites, 
indicate weakly correlated electrons [33]. We expect, then, that the one-electron 
approximation can be used here. The symmetric peaks also indicate a lack of Bi 
character at the Fermi level, reinforcing the view that the feature there is due to Mn-3d 
states. 
We now address the crystalline Bi inclusions that occurred within the MnBi 
crystals. Several of the samples, instead of cleaving in the bulk MnBi crystals, cleaved 
along sites of single-crystal Bi. Initially, this caused confusion. Once discovered, 
however, the inclusions were easily detected. Upon cleaving, the samples that cleaved 
along an inclusion would show a dull surface instead of a shiny surface. Spectra from 
these surfaces showed a great deal of dispersion with angle as well as photon energy, 
showing that they were indeed from a single crystal. The inclusion spectra resembled, 
very well, angular resolved photoemission spectra of single crystal Bi [34]. When using 
resonant photoemission, Mn character was completely undetectable, while the Bi core 
levels remained strong. Figure 4.1 la shows valence-band scans taken of a Bi impurity at 
photon energies below and above the Mn 3p—>3d threshold. Note the total lack of 
enhancement of the 55-eV peak, signifying lack of Mn. Were the surface of MnBi, we 
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FIG. 4.11 (a) Resonant photoemission showing a lack of Mn signal in a Bi inclusion. With the 
MnBi sample, a large enhancement would be seen as the photon energy passed 
the Mn 3p-3d threshold (hv ~ 47eV). 
(b) Photoemission of a good MnBi cleave and a cleave with a Bi inclusion. Both scans 
were taken above the Mn 3p-3d threshhold. 
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would have seen a large increase in intensity as in Fig. 4.6. Figure 4.1 lb shows two 
scans taken at a photon energy of 70 eV. One scan is of a good cleave of MnBi and the 
other is of a cleave along a Bi inclusion. We can see in both situations the Bi cores are 
strong, yet in the Bi inclusion scan, the valence band intensity has diminished greatly. 
It appears, then, that since the crystals were grown in a Bi flux, small single 
crystals of Bi were occasionally included in the MnBi single crystals. Data were only 
taken on a crystal if the whole surface showed no Bi inclusion character. We are 
confident that all the above data are from single crystal MnBi surfaces. Laue diffraction 
patterns were taken of the samples after finishing the measurements to affirm that the 
crystal orientation had not changed. As a note, future ARPES experiments may be 
successful on a polished sample, if, when subsequently sputtered and annealed in UHV, it 
produces a clean surface of correct stoichiometry. 
Photoemission Study of GdNi2Ge2 
In this experiment, we examine the valence band of GdNi2Ge2 with ARPES, using 
synchrotron radiation. We also examine the shallow core levels with AIPES using 
synchrotron radiation as the radiation source. We attempt to identify the Gd-4f electrons 
and justify their treatment in the calculations as core levels. Lastly, we take high-
resolution scans of the Fermi edge to find evidence of the SDW and Fermi-surface 
nesting that was reported. 
The crystal structure of GdNi2Ge2 is the body-centered tetragonal (BCT) ThCr2Si2 
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structure (see Fig. 4.12). For GdNi2Ge2, the room temperature lattice constants are: c = 
9.783 Â, and a = 4.063 Â [35]. High-quality single crystals were provided by Dr. Paul 
Canfield of the Ames Laboratory (DOE). These crystals were grown using a high-
temperature-solution-growth technique detailed by Canfield and Fisk [36]. 
Before mounting the crystals in the vacuum chamber, Laue diffraction patterns 
were taken to determine their orientation. Figure 4.13 shows the Laue diffraction pattern 
of GdNi2Ge2, revealing that the [001] direction (c-axis) is the surface normal. The <100> 
directions can be distinguished from the <110> directions by the former's greater number 
of spots. Figure 4.14 shows the first Brillouin zone for the BCT structure with labeled 
symmetry points. 
The experiment was prepared and performed in the same manner as with the 
MnBi samples. Temperature was adjusted via a small resistor imbedded in the cold 
finger. Unless otherwise noted, the temperature at which the following scans were taken 
was kept at 37 K. At this temperature, the sample is paramagnetic and above the SDW 
transition. 
Figures 4.15 and 4.16 show angle-resolved photoemission scans of the valence 
band at different photon energies along the [110] and [100] directions (in the FXUZ and 
1TNZ planes), respectively. The figures show at which angle the scans cross the BZ 
boundary for BE = 0 eV. Figure 4.17 shows ARPES scans in the [001] direction (T to Z), 
normal to the surface. Many peaks can be seen to come and go in the scans. This is a 
result of the myriad of bands that exist, as evidenced by the calculated band structure (see 
Fig. 4.18), making it next to impossible to identify individual bands. However there are a 
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FIG. 4.12 A conventional unit cell of a GdNi2Ge2 crystal. The large black circles 
denote Gd atoms, the small shaded circles represent Ni atoms, and the 
white circles represent Ge atoms. 
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FIG. 4.13 Laue diffraction pattern of GdNi2Gc2 along the [001] direction. 
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FIG. 4.14 Brillouin zone for a body-centered tetragonal (BCT) lattice with labeled symmetry points. 
The upper left figure illustrates how the unit cells stack in the (kz,ky) plane. 
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FIG. 4.15 EDCs taken with photon energies of a) 24 eV, and b) 28 eV from a (001) 
surface while changing angle in the [110] direction (in the FXUZ plane). 
Zero degrees is normal to the surface. The dashed lines qualitatively follow 
the major features of the scans. The angles of the Brillouin zone boundary 
are approximately 29° for hv = 24eV and 26° for hv = 28eV. 
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FIG. 4.16 EDCs taken with photon energies of a) 31 eV, b) 24 eV, and c) 20 eV from a (001) surface while changing angle 
in the [010] direction (in the ITNZ plane). Zero degrees is normal to the surface. The dashed lines qualitatively 
follow the major features of the scans. The angles of the Brillouin zone boundary are 20° for hv = 31eV, 24° for 
hv = 24eV and 26° for hv = 20eV. 
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FIG. 4.17 EDCs at normal emission from the (001) surface (F - Z direction) taken with 
increasing photon energy. Although several features are present, we see no 
dispersion. This is most likely due to weak binding in the [001] direction. 
FIG. 4.18 Band structure of GdNi2Ge2 shown along selected high symmetry lines (see Fig. 4.14 for details). The band 
structure is the result of a tight-binding linear-muffin-tin-orbital calculation using the atomic-sphere 
approximation [37]. 
GdNijGe, LDA-TB-LMTO-ASA Bands 01-01-99 
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few strong features that stand out amidst the background intensity that allow us to follow 
the general structure of the bands. Dashed lines following the path of the features are 
included to help guide the eye, and are not meant to specify peak positions quantitatively. 
Examining Figs. 4.15,16 and 17, one can see that the region of greatest intensity 
occurs between -0.7-0.8 eV and ~2.5 eV below the Fermi level. This is consistent with 
Fig. 4.18, where the greatest density of bands occurs in this same region. Note also the 
consistency in the width of the bands. Both calculation and experiment (Figs. 4.15 and 
16 only) show typical dispersions to range from ~ 0.15 eV to ~ 0.9 eV. This is to be 
expected as well, as d-bands typically do not disperse much. We do note, however, the 
almost complete lack of dispersion in the direction normal to the surface (Fig. 4.17). 
And, though there is no dispersion, there is a great deal of intensity change. This could 
be attributed to a one-dimensional density-of-states (IDDOS) effect, where the very small 
escape depth of the electrons causes a lack of the kx selection rule. This then smears out 
the final states giving us contributions from the whole Brillouin zone in the kL direction 
at a certain kj. It may, however, just be a result of weaker bonding in the normal 
direction, which would be consistent with the cleavage plane being along the c axis. 
Later results suggest the latter to be the case. 
The region with BE larger than -2.5 eV is relatively featureless. Due to this, 
scans shown are limited to a width of 4 eV. The scans in Fig. 4.15, however, do show a 
feature that comes in to 3.2 eV at 16° and is gone by 36° in both frames. Figure 4.18 
shows several bands in the region where the BE is greater than 2.5 eV, though they are 
much more diffuse than those above. This causes a difficulty in resolving any features at 
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all, and for this reason, as well as time constraints, most of our valence band scans were 
no more than 4 eV wide. 
The final region (~ 0.8 eV to 0 eV) shows a nearly constant intensity in Figs. 4.16 
and 17, though Fig. 4.15 shows quite a prominent Fermi-surface crossing. This crossing 
is also accompanied by one of lesser intensity (as shown by the dotted lines). At first 
glance, it seems to form an electron pocket. Looking at the band calculation in Fig. 4.18, 
there are indeed several Fermi-edge crossings, one of which is in the [110] direction (f to 
X). It is surprising, however, that only crossings in this area of the Brillouin zone were 
detected. In Fig. 4.18, one can see several Fermi-edge crossings in different directions, 
including the [100] (F -1 - Z) and [001] (FA-Z). As seen in Figs. 4.16 and 17, 
however, no obvious crossings can be detected in these directions experimentally, 
although in Fig. 4.16(a), which is the closest approximation to the F-Z-Z line, we see 
slightly more intensity changes around the Fermi-level region than in either (b), (c) or 
Fig. 4.17. 
The Fermi-edge crossing in Fig. 4.15 is strong enough that we were able to map it 
through k-space and use its symmetry to locate the Brillouin zone boundaries in the [001] 
direction (c-direction). Thus, we were able to find the inner potential to be V0 « 13.5 eV 
and locate the F and Z symmetry points as shown in Fig. 4.17. Figure 4.19 shows the 
location of the Fermi-edge crossing at different points mapped onto the FXPZ plane 
using the periodic zone scheme. One can see how it effectively maps the Fermi surface in 
this plane. The curved line through the data points was created via a least squares fit 
using an empirical (sin2 + sin6) expression. We see then, that the Fermi surface forms an 
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FIG. 4.19 Fermi Surface mapped in the TXPZ plane using a periodic zone scheme. Black dots indicate 
the experimental data, while the curve is a least-squares fit using a (sin2 + sin6) expression. 
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electron pocket in the (001) plane (a-b plane), but an open orbit along the c axis. The fact 
that we can see a very large curvature in the Fermi-surface in the [001] direction using 
photoemission reinforces the position that the lack of dispersion of peaks in this direction 
is not due to 1DDOS effects, and that we should not use the 1DDOS to analyze these 
data. 
If we compare this experimental section of the Fermi surface with the theoretical 
Fermi surface, we see a striking difference (see Fig. 4.20). While both surfaces have 
similar oscillating patterns through the BZ (a broad peak at the maximum k[l 10] value 
and a narrow peak at the minimum k[l 10] value), the patterns are offset by half a BZ. 
The theoretical Fermi surface has its minimum k[l 10] value (0.48 Â"1) at k[001] = F and 
its maximum k[l 10] value (0.79 À'1) at k[001] = Z. The experimental k[l 10]'s are just 
the opposite, with the minimum at k[001] = Z and maximum at k[001] = F (min. and 
max. experimental values are 0.38 Â*1 and 0.80 Â"1 respectively). One should also note 
the close correspondence of the theoretical and experimental k values. 
Due to the general shape of the Fermi surfaces being so similar (except for the 
half-BZ shift), we considered human error being a possible cause of this discrepancy. In 
order to discount human error, our data points and their locations in the BZ were checked 
several times. Our calculations of the reciprocal lattice for the BCT lattice were also 
checked. 
It would be possible to match the experimental and theoretical curves by using an 
inner potential other than 13.5 eV. However, the closest inner potentials possible would 
be 2.5 eV and 28 eV, both of which would be absurd, as inner potentials typically range 
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Fig. 4.20 Fermi Surface mapped in the FXPZ plane using a periodic zone scheme. Black circles indicate 
the experimental data. Hollow circles indicate the theoretical Fermi surface. 
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between 10 and 14 eV. Other explanations, such as a change of the lattice constant due to 
residual magnetization, would only change the scale of the Fermi surface and not actually 
shift it. This, of course, rules out looking for typical factor-of-2 errors that commonly 
occur. In discussions with the person who performed the theoretical calculations, Z. Islam 
[37], we were unable to find any reason for the discrepancy. As it stands, this issue is 
unresolved, though we believe the experimental data to be correct. 
It is interesting to look again at how, in the normal emission spectra, even though 
there is no visible dispersion, there is a great deal of intensity change, especially in the 
two peaks at BE = 1.25 and 2.20 eV. If we continue to change the photon energy, a 
pattern emerges. The intensities of the peaks alternate between the peak at BE = 1.25 eV 
being dominant in intensity, and the two peaks having approximately the same intensity 
(see Fig. 4.21). Using the Brillouin zone lattice constant Iq. = 1.285À"1 and the inner 
potential of V0 = 13.5 eV, the photon energies needed to obtain spectra of the alternating 
F and Z points can be calculated using this equation similar to (2.9): 
^ktn ~ \ 2mj  
(k f  +G) 2  -v0 ,  (4.1) 
where, after equation (2.2), 
Ekm = ho) - <&-\EB\ (4.2) 
(Here, <D = work function ~ 4.3 eV and EB = BE « 1.5 eV). The results have the f points 
located at hv = 17.5,49.0,93.0, and 149.7 eV, and the Z points at hv = 32.7,69.5, and 
119.8 eV. These energies have been marked on figure 4.20 and one can see how well 
they match the change in intensities, with the F point associated with the dominant 
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FIG. 4.21 EDCs taken at normal emission over a large range of photon energies. 
The high-symmetry points F and Z are indicated to the right of the figure. 
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1.25 eV BE peak, and the Z point associated with both peaks having comparative 
intensities. This change in intensity is most likely due to dispersing bands that are not 
resolved. With the extended range of photon energies, we are even able to see that the 
features themselves do disperse slightly. If we refer to the F -A-Z direction in the band 
structure (Fig. 4.18), we see that there is a group of bands at approximately 1.25 and 
another at approximately 2.2 eV BE. At the F point there are more bands in the 1.25 eV 
group, which can be assumed to result in the larger intensity peak. But as we scan to the 
Z point individual bands disperse out of this group, one even dispersing to the 2.2 eV 
group, making the intensity of the two peaks comparable. Note that this agreement 
between the theoretical and experimental F and Z points is contrary to the disagreement 
shown in the Fermi surface comparison. Presently, we cannot explain this. 
According to the calculation, the valence band is mostly of Ni 3d character. We 
expect, then, to be able to see resonant behavior between the nickel 3p levels and the 
valence band. Figure 4.22 shows 10-eV wide scans of the valence band with the photon 
energies varying through the Ni 3p-»3d core-absorption threshold (hv ~ 66 eV). The 
scans show the full valence band as well as the Gd-4f levels at ~ 8 eV BE. We expect to 
see a resonant enhancement of the Ni-d satellite which is located about 6 eV below the 
Ni-d bands [38]. Figure 4.22 shows no such resonance. We can see a slight enhancement 
around 5 eV BE due to the MW Auger peak in the hv = 67 eV scan. The vertical lines 
show the expected location of the Auger peak. 
To be more thorough, CIS scans were taken at various energies throughout the 
valence band and the expected Ni-satellite location (Fig. 4.23). The results are 
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FIG. 4.22 EDCs taken at varying photon energies in an attempt to observe resonance 
of the Ni-3d satellite. The Ni 3p-3d core-absorption threshold is ~ 66eV. 
Arrows indicate the expected location of the MW Auger peak. 
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FIG. 4.23 Constant initial energy (CIS) scans taken at different binding energies 
throughout the valence band and the expected location of the 6eV Ni-d 
satellite. 
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characteristic of strong Ni character. The scans at 0.50,1.45, and 1.95 eV show the 
expected line shape of the anti-resonance (specifically, the change in slope) that should 
occur in the Ni-character bands (due to the reduction of the number of photons available 
for direct photoemission [39] ), while the scans at 6.50, 7.95, and 8.10 eV show the 
expected line shape of the resonance of the Ni-3d satellite (The Fano line shape may be 
obtained by subtracting a background from each scan) [40]. We thus conclude that 
although an enhancement of the EDCs is not large, there is apparent strong Ni-d character 
throughout the valence band. 
We now switch our attention to the shallow core levels. Figure 4.24 shows a 40-
eV wide energy scan both off (12a) and on (12b) resonance for the Gd-4f levels. The 
scans were taken with photon energies of a) 135 eV, and b) 149 eV, with the Gd 4d->4f 
core-absorption threshold at hv ~ 142.6 eV. We can immediately notice the strong 
enhancement of the Gd 4f peak at a binding energy of 8.25 eV. The peak is a Lorentzian 
with a FWHM of 1.42 eV. One can see that the peak is isolated from the valence band, 
and the valence band itself is unaffected by the resonance. To further investigate whether 
there is any Gd 4f character in the valence band we took CIS scans of both the Gd-4f 
peak and the valence band (see Fig. 4.25). The very large resonance seen at 8.2 eV BE 
and the absence of resonance at 1.7 and 0.3 eV BE show, very well, the lack of Gd-4f 
character in the valence band. We can thus conclude that the treatment of the Gd 4f states 
as core states in calculations is justified. The weak resonances in the 8.2 eV scan of Fig. 
4.25, result from the transitions 4dl04fN -> 4d94fN+l and are characteristic of Gd. The 
strong overlap of the Gd-4d and Gd~4f orbitals results in an exchange interaction that 
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FIG. 4.24 EDCs taken off (a) and on (b) resonance for the Gd-4f peak. 
The core-absorption threshold for the Gd 4d-4f transition 
is ~ 142.6eV. The arrows in (b) indicate the enhancement of 
the Gd-5p and -6s orbitals as well. 
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FIG. 4.25 CIS scans taken at the Gd-4f peak (BE = 8.2eV) and the valence band (BE = 1.7 and 0.3eV). 
The lack of signal in the valence band indicates lack of Gd-4f character. The fine structure in 
the 8.2 eV scan is characteristic of Gd. 
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splits the 4d94fN+l configuration over a very broad range of energy. In doing so, some of 
the energy levels are forced below threshold [41]. 
The resonant effect shown in Fig. 4.24 is strong enough that we can see other 
enhancements as well (marked by arrows). The broad Gd-5p orbitals can be seen at BE = 
21.6 and 27.2 eV. One can nearly make out the fine structure of the broad peaks. Also 
enhanced is the Gd-6s band at ~ 4.9 eV. Calculations corroborate this observation as the 
bands near this energy were calculated to be of Gd-6s character (see Fig. 4.18) [37]. 
Lastly noted in Fig. 4.24 are the split Ge-3d core levels (also fit with Lorentzians). They 
are located at BE = 28.4 and 29.0 eV. 
We now describe the attempt to find evidence of the SDW. We expect evidence 
to present itself in the form of a decrease of intensity at the Fermi edge when the crystal 
temperature passes below TN = 27.1 K and transitions from paramagnetic to 
anti ferromagnetic. This would be the effect of the band splitting described in the 
appendix. 
Our experimental procedure is as follows. A total of 27 high-resolution scans 
were taken of the Fermi-edge in both the paramagnetic (T held at 50 K) and anti-
ferromagnetic (T held at 20 K) phases. Resolution at these temperatures was determined 
to be 53 meV and 48 meV at 50 K and 20 K respectively. These scans were taken around 
the expected location of the nested Fermi surfaces. These lie at = 0.19 and 0.28 in 
units of 27t/a. At each of these % values, the area between qx, qy = 0.13 and q%, qy = 0.17 
(units of 2%/a) is the area of nesting (see Fig. 4.26). 
Analyzing the resulting scans, there was no observed change between the two 
o° b» ky [010] 
FIG. 4.26 Expected location of the fermi-surface nesting outlined by solid lines within the BCT Brillouin zone. 
Dotted lines extend back to the (001), (010), and (100) planes to give perspective. Note that this 
region is shown in only one quadrant, but, by symmetry, exists in all quadrants. 
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magnetic phases (except for the temperature-broadened Fermi edge). Thus, we were 
unable to find any experimental evidence of a SDW. One reason for this could be that the 
change is too subtle to pick up with our present resolution (angular resolution of 2°). 
Note that broadening of the Fermi-edge due to temperature is most likely low enough to 
not have adverse effects. Future experiments on higher resolution beamlines may be 
enlightening. Other future experiments may involve a more thorough mapping of the 
band structure in both magnetic phases. 
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CHAPTER 5: SUMMARY 
We have performed ARPES and AIPES on crystalline samples of MnBi and 
GdNi2Ge2. The purpose was to investigate the valence band and the shallow core levels 
of both samples. 
In MnBi, the valence band was found to be approximately 12 eV wide. The 
majority of the photoemission intensity was due to the Mn-3d states. Evidence of Bi-6p 
states within approximately 1 eV of the Fermi edge was also found. The peak at the 
Fermi edge is believed to be of Mn-3d character. The location of the most intense peak at 
BE = 2.5 eV agreed very well with calculations, though a large number of counts with BE 
> 6.5 eV may be due to inelastic scattering from the roughly cleaved surfaces. Dispersion 
of two photoemission features was found along the normal (0001) direction. The 
symmetry seen in the dispersion lead to a determination of the inner potential V0 to be 14 
eV. Bi-5d core levels showed no signs of satellites or inelastic tails, indicating lack of Bi 
character at the Fermi edge. 
In GdNi2Ge2, dispersion of photoemission peaks in the valence band was found in 
the rXUZ and FENZ planes of the Brillouin zone. Feature locations and dispersion 
matched that of the calculation well. The valence band was determined to consist of 
mostly Ni-3d character. An inner potential of 13.5 eV was found by mapping the Fermi 
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surface in the normal direction. A large discrepancy between experiment and calculation 
was noted in what looked to be a half-BZ shift between the two. However, there is no 
shift seen when comparing the normal scans (F->Z direction) to the calculated band 
structure. This discrepancy is still unresolved. The lack of dispersion along the normal 
indicated weak bonding in this direction, though intensity changes were still seen to 
coincide with the extended Brillouin zone. 
Resonance of the Gd-4f states showed them to be localized at 8.25 eV BE. When 
crossing the Gd 4d->4f core-absorption threshold, resonance of the Gd-5p and Gd-6s 
states was also seen. No evidence of a SDW was found, though this just indicates a need 
for better resolution. 
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APPENDIX A: THE KERR EFFECT 
A plane-polarized beam of light, when incident on a ferromagnetic body 
magnetized in a direction parallel to the light propagation, splits into transmitted and 
reflected beams. These beams become elliptically polarized with their major axes rotated 
with respect to the plane of polarization of the incident beam. This phenomenon, when it 
refers to the transmitted beam, is known as the Faraday effect; when it refers to the 
reflected beam, it is known as the polar Kerr effect (see Fig. A. la). Other Kerr effects, 
known as transverse and longitudinal, refer to situations where the magnetization is not 
parallel to the beam. These, and the Faraday effect, are not discussed here. 
One can picture how the Kerr effect works by viewing plane- (or linearly-) 
polarized light as the combination of left-handed and right-handed circularly polarized 
light (LCP and RCP) (see Fig. A.lb). When propagating along the z-axis, LCP and RCP 
are described by the electric-field vector 
E± = Re{£0exp{/(û* - 2m±z / A0)}(e, ± zey)} (A.1) 
where (+) and (-) refer to right- and left- handed circular polarization, Xq is the 
wavelength in vacuum, n± is the complex index of refraction for the two states of 
polarization, and ex and 6y are unit vectors in the x- and y-directions respectively. Here, 
the sign convention has the E vector of RCP rotating in a clockwise sense at a given point 
(a) (b) 
- - - - -, sample 
B 
FIG. A.l a) Scheme to illustrate the transmission and reflection of the Faraday and Kerr effects, respectively. The curved line 
represents the motion of the electric field vector for right-handed circularly polarized light (rep) as it propagates along 
the z axis, b) Shows how a beam of linearly polarized (Ip) light can be resolved into two beams of circular light. The 
E field of the (lp) light (C), is the addition of the rep light (B) and the left-handed circurlarly polarized light (lep) (A). 
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in space when viewed in the direction of propagation (see Fig. A.l). Upon reflection, and 
depending on the direction of the magnetization, one of these components (RCP or LCP) 
is absorbed more than the other. This dichroic effect then results in elliptical polarization 
with a rotation of the major axis. 
With the magnetization in the [0001] direction (for a hexagonal crystal), the form 
of the optical conductivity tensor is (from [42]) 
a a 0 
XX 
-a cr 0 
XX 
0 0 cr 1Z> 
The difference in the absorption rate of LCP and RCP is proportional to the absorptive 
part of the off-diagonal optical conductivity tenser, Im(cyxy). This is given for spin up 
electrons by (from [42]) 
lm(<v)=^^Z{l^tlrlt")l: -")• (A-3> 
Note that | /? Î) and 11 aj in the above expression are the spin-up crystal wave functions 
for the unoccupied and occupied states, respectively. They are normalized in the sample 
volume V. Also in the above expression, n * =kx± Jry are linear combinations of the 
kinetic-momentum operator defined by 
jr = p + (A / 4mc2)d,x VK(r), 
p being the momentum operator and the ffxVK(r) term represents a spin-orbit 
contribution. ô(coapt - co) is the condition for total energy conservation. The expression 
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for spin-down states is formally identical to (A.3) with spin-down states substituted for 
spin-up ones. 
The Kerr rotation angle (0K) and ellipticity (TJK) depend on the conductivity in the 
following way (note: here, a positive Kerr rotation is a clockwise rotation of the 
polarization ellipse as viewed when looking in the direction of propagation of the light): 
l  +  tan(7A , )  2i0„ ( l  +  / i .Xl-n  )  
—e K  = ± — (A4) 
1- tan(7j^) (l-*+)(l + /i_) 
where n are the complex indices of refraction for RCP(+) and LCP(-), given by: 
"± = 1+£*r<<T»±i<V- <A-5> 
For small Kerr angles, the above can be simplified [44] to 
&kr + i T l r =  1 X y .  (A.6) 
Note how the Kerr angle can be enhanced by a larger off-diagonal conductivity and a 
smaller diagonal part. 
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APPENDIX B: SPIN DENSITY WAVES 
Fermi surface nesting is the existence of nearly parallel planes of Fermi surface 
which can be strongly perturbed by a periodic lattice distortion. A periodic lattice 
distortion can come about in several ways. One such way is known as a charge density 
wave (CDW). A one dimensional example is shown in Fig. B. 1. Suppose the periodic 
chain of atoms of periodicity a (Fig. B.la), has the dispersion relation shown in the left 
frame of Fig. B.lb, with the Fermi surface crossing through it to form a metal. A simple 
view of Peierls' theorem is that to lower the system's energy, the lattice will distort, 
forming a new 'superlattice' with periodicity a ' (shown in the lower portion of Fig. 
B.la). The periodicity a ' will be of such a length as to form a band gap where the Fermi 
surface crossed the original band (n/ a), thus lowering the energy of the electrons, a ' 
may or  may not  be  commensurate  wi th  the  under lying la t t ice  constant  a ( in  Fig .  B. l ,  a ' i s  
equal to 3a). The charge density wave, results from electrons accumulating in the areas 
of extra bonding character around the larger atomic core density [45]. 
Spin density waves (SDW) can come about in a way similar to CDWs. In this 
case, the periodicity is changed by having an alternating excess of spin-up and spin-down 
electron density. If this alternation coincides with the atom positions (which does not 
have to be the case), a simple antiferromagnet is formed. A crude view of the SDW is 
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(a) 
Lattice Spacing a' 
• • e • • 
* a' 
(b) 
UJ 
0 x/a 
k k 
FIG. B. 1 Example of a periodic distortion of a chain of atoms (a), along with its 
effect on the band structure (b). New band gaps will occur at k = rc/a' 
where a' is the periodicity of the distortion (and also at multiples of this 
value of k, which are not shown here) [45]. 
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having two CDWs, one for the 'spin-up' and one for the 'spin-down' sub-bands [46]. 
This is shown in Fig. B.2a. Here, the wavelength of the SDW is 7t/kF, where kF is the 
Fermi wavevector, and p indicates the spin-up and -down electron densities. Figure B.2b 
shows the energy gap opening up at ±kF, the location of the Fermi energy. The gap at the 
Fermi level will open up in both spin subbands. 
Of course, the above works very nicely for a one-dimensional metal, whose Fermi 
surface is just 2 parallel planes - perfectly nested (see Fig. B.3a). Then, the new zone 
boundaries, created by a change in the periodicity of the lattice, affects the maximum 
number of states, making it energetically favorable for the transition to take place. 
However, for two- and three-dimensional Fermi surfaces, strong Fermi surface nesting is 
not so common. In the two-dimensional example in Figs. B.3b) and c), a Fermi surface 
with poor nesting and one with good nesting are shown. The dashed lines represent the 
new zone boundaries originating from the change in periodicity. One can see how, in the 
poorly nested Fermi surface, only a few states are affected by the change, so we would 
not expect a CDW here. In the Fermi surface with good nesting, however, many states 
are affected, and the result may end up being energetically favorable [45]. 
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k = "/kF 
(b) 
i e(k) 
kF 0 
FIG. B.2 The dispersion relation and charge and spin density wave modulation 
for the two spin subbands in the spin density wave ground state [46]. 
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FIG. B.3 a)Fermi surface for a ID free electron gas. The arrows indicate pairs 
of states that differ by the wavevector q = 2kp where is the 
Fermi wavevector. b)&c) Fermi-surface nesting in two dimensions 
shown for two different topographies. The dashed lines represent 
new zone boundaries that might be introduced by a periodic lattice 
distortion. In (b), only a few states close to the Fermi surface are 
strongly perturbed, while in surface (c), which shows strong nesting, 
many states are perturbed, and the distortion may be energetically 
favorable [45]. 
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