Abstract. We give an algorithm that computes the closest pair in a set of n points in k-dimensional space on-line, in O(n log n) time. The algorithm only uses algebraic functions and, therefore, is optimal.
1. Introduction. The closest-pair problem is one of the classical problems in computational geometry. In this problem we have to compute the closest pair--or its distance--in a set of n points in k-dimensional space. Distances are measured in an arbitrary, but fixed, Lcmetric. Let p = (Pl ..... Pk) and q = (ql ..... qk) be two points in k-dimensional space. Then the Lt-distance dr( p, q) between p and q is defined by if l___t<~, and, for t = 0% it is defined by
d~o(p, q):= max ]Pi -q,]. l <_i<_k
We observe, as many other researchers have observed, that if we are satisfied with computing a closest pair without knowing their exact distance we can compare tth powers of distances to avoid the computation of the tth root. If t is an integer or o% then these comparisons can be performed using algebraic functions. In this paper we fix t and measure all distances in the Lrmetric. We write d(p, q) for dr ( p, q) .
In the off-line version of the problem, the complete set of points is known at the start of the algorithm. This version of the problem has been solved optimally for a long time. In 1975 Shamos and Hoey [10] gave an O(n log n) algorithm for the planar case. One year later, Bentley and Shamos [1] gave an O(n log n) algorithm for the k-dimensional case. See also the paper by Vaidya [15] , who solved the all-nearest-neighbors problem within the same time bound. All these algorithms can be implemented in the algebraic decision tree model, for which an ~(n log n) lower bound holds. See [7] .
In this paper we consider the on-line closest-pair problem. Here, the points arrive one after another. After a point arrives, we have to update the current closest pair. This version of the problem has only been studied recently.
In [12] , an algorithm is given that computes the closest pair on-line, in O(nOog n) k-l) time. This algorithm only uses algebraic functions. Therefore, it is optimal for the planar case. Smid [12] and Schwarz and Smid [9] give algorithms that run in O(n(log n)2/log log n) and in O(n log n log log n) time, respectively, for any fixed dimension k. These algorithms, however, use the nonalgebraic floor function. If, additionally, the functions EXP and LOG are available at unit-cost, the running time of the algorithm in [9] can be improved to O(n log n). In this paper we give an O(n log n) algorithm for any fixed dimension k that uses only algebraic functions. Hence, the algorithm is optimal. More precisely, we give a data structure that maintains the closest pair in O(log n) amortized time per insertion. Our structure can also solve the problem of maintaining on-line the closest pair that existed over the history of a fully dynamic point set in O(log n) amortized time per insertion or deletion. Note that recently there has been much interest in the dynamic closest-pair problem. For the case where only deletions are allowed, see [14] . For the fully dynamic case, see [11] , [13] , [8] , and [3] .
The algorithm in this paper is based on the algorithm of [12] . To update the closest pair when a point is inserted, that algorithm makes some queries into a data structure for the k-dimensional rectangular point-location problem. In this data structure one query takes O((log n) k-1) time, which causes the entire algorithm to have an amortized insertion time of O((log n) k-1).
In this paper we also use a data structure for the rectangular point-location problem. The subdivisions of k-space that arise, however, are regular enough to allow point-location queries to be solved in logarithmic time. The data structure for these queries is implemented using centroids and tree decompositions. Chazelle [2] introduced such decompositions to computational geometry with his polygon cutting theorem. Guibas et al. [4] gave a procedure to compute them in linear time.
In Section 2 we give the basic algorithm for maintaining the closest pair under insertions. We define the subdivision that is used during this algorithm, and give an initial data structure that implements the insertion operation using point location.
In Section 3 we use centroids for the implementation of point location. In this way, the time for one query is improved to O(log n). (In Section 2 this time could be linear.) In order to maintain this improved data structure, we use the partial rebuilding technique. (See [6] .)
In Section 4 we apply our solution to computing the closest pair in history and give some concluding remarks.
2. The Basic Algorithm. In this section we give a data structure that maintains the closest pair in a point set under insertions of points. The basic idea is the same as in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . We give all details, however, to keep the paper self-contained.
The algorithm maintains a subdivision of k-space into axis-parallel hyperrectangles, called k-boxes for short. Formally, a k-box has the form
where ai~ R w {-~}, bit It~ u {~}, and a i < b i for i = 1, ..., k.
We say that a point p = (Pl, P2,...,Pk) is contained in the above k-box, if a~ < p~ < bi for all i. In this way, even if a point lies on the boundary of many k-boxes, the notion of containment is uniquely defined.
The Data Structure. The essential component of the closest-pair data structure is a hierarchical subdivision of space into k-boxes. Let V be the current set of points, and let n be its cardinality. The data structure stores the following information:
9 A pair of points (P, Q) that are a closest pair in V and a variable 6 whose value is the distance d(P, Q). 9 A binary tree T representing the current subdivision of k-space, which is called the subdivision Z. The nodes of T store k-boxes, where the k-boxes stored in the leaves form the subdivision Z. For each nonleaf node v, the k-box stored in it is equal to the union of the two k-boxes that are stored in the two children of v. 9 With each leaf of T, we store a list of all points in V that are contained in the k-box stored in this leaf. (These points are stored in an arbitrary order.)
The k-boxes stored at the leaves, which form the subdivision Z, have some additional constraints that we enforce:
(1) Each leaf k-box has sides of length at least 6, where 6 is the distance of the closest pair in K (2) Each leaf k-box contains at least one and at most (2k + 2) k points of V. (3) All leaf k-boxes are nonoverlapping and together they partition the entire k-space.
Initializing the Structure. Suppose that we start with a set V of size two. Then the initial subdivision Z of k-space consists of one k-box, namely, the entire space. The binary tree T consists of one leaf node, whose k-box is the only box in the subdivision. With this leaf, we store a list containing the two points. The pair (P, Q) stores the two points, and the value of 6 is equal to their distance.
Clearly, after the initialization, the subdivision Z and the data structure satisfy the above constraints.
Our algorithm to insert a new point uses point location as a subroutine. Thus, before giving the algorithm we describe a simple-minded method to use the binary tree T to answer point-location queries in linear time. In Section 3 we improve point location to logarithmic time.
Point Location. Let p be a point in k-space. In a point-location query we have to locate the k-box in the subdivision Z that contains p. This query is answered as follows. Starting in the root of the tree T, we visit the nodes of T on the path to the leaf whose k-box contains p. We maintain as an invariant that p is contained in the k-box that is stored in the current node. Suppose we have reached the nonleaf node v. Point p is contained in exactly one of the k-boxes that are stored in the two children of v. The search proceeds in the child storing this k-box.
The procedure ends when we reach a leaf. By the invariant, the k-box stored in this leaf contains the query point p.
The Insertion Algorithm. Let p = (Pl ..... Pk) be the point to be inserted. The algorithm makes two steps. The first step updates the closest pair; the second updates the rest of the data structure.
Update the Closest Pair.
We denote by Bt(p, 6) the Lt-ball of radius 6 centered at p, i.e., the set of points in Rk having Lcdistance at most 6 to p. By definition, only boxes intersecting B~(p, 6) can contain points q such that d(p, q) < 6. Therefore, we first identify these boxes. For this purpose, we perform 3 k point-location queries, with query points (plnt-el,...,pkq-ek) for e 1 ..... ek~ {--6, O, 0}.
Then, for each k-box that is located, we walk through its list of points. For each point q that is in one of these lists, if d(p, q) < 6, we set (P, Q).'= (p, q) and 6 := d(p, q).
Update the Rest of the Data Structure.
In the previous step we have located the leaf v of the binary tree T whose k-box contains point p. We insert p into the list that is stored with v.
If afterward this list contains at most (2k + 2) k points, the algorithm is finished. That is, the subdivision Z is not changed.
Otherwise, if it contains 1 + (2k + 2) k points, we perform a split operation on the k-box stored in v. This split operation is defined as follows.
Suppose In the tree T the leaf v corresponding to B gets two children, one child for the k-box B 1 and one for the k-box B r. The list that is stored with v is removed, and it is split in two lists for the new leaves.
This concludes the insertion algorithm. First we prove a sparseness result that is needed in the proof of Lemma 2. PROOF. Partition the cube into (2k + 2) k subcubes with sides of length 6/(k + 1). Now assume that the cube contains at least (2k + 2) k + 1 points of K Then one of the subcubes contains at least two points of V. These two points have a distance that is at most equal to the Lt-diameter of this subcube. This diameter, however, is at most k. 6/(k + 1) < 6. This contradicts the fact that the minimal distance of Vis 6. []
In the next 1emma we show that the index i that is used in the split operation indeed exists. It remains to show that the new subdivision satisfies the invariants (1)-(3) . Consider a k-box of Z that is not split during the insertion. Since the value of 8 can only decrease, the side lengths of this box remain at least equal to 8. Clearly, if the box contains at least one point before the insertion, so it does afterward. Also, the box still contains at most (2k + 2) k points.
If a k-box is split, then Lemma 3 guarantees that the new k-boxes have sides of length at least 8, and that they contain at least one and at most (2k + 2) k points. Finally, it is clear that the k-boxes that are not split, together with the two new k-boxes, are nonoverlapping and partition k-space.
[] The central operations of the insertion algorithm are point location and splitting a k-box. The following theorem expresses the running time of the algorithm in terms of the cost of these two operations.
THEOREM 1. Let Q(n) be the time for one point-location query and let S(n) be the time for one split operation. The given data structure has linear size and maintains the closest pair of the set V in O(Q(n) + S(n)) time per insertion.
PROOF. The binary tree T has at most n leaves, because each leaf corresponds to a nonempty k-box. Therefore, T has linear size. Since any point is stored in exactly one list, all these lists together also have linear size. This proves the space bound.
Consider the insertion algorithm. We need o(3kQ(n)) time for all point-location queries. Then we walk through at most 3 k lists, each of which has size at most (2k + 2) k. This takes time o(3k(2k + 2)k).
In case no split operation is necessary, the data structure needs O(1) time to update the rest of the data structure. Otherwise, we need S(n) time for the split operation.
It follows that the overall insertion time is bounded by
O(3kQ(n) + 3k(2k + 2) k + S(n)), which is O(Q(n) + S(n)), because k is a constant.
[] Let h denote the height of the binary tree T. Then, clearly, it takes O(h) time to solve one point-location query. Since h can be linear in n, it follows that Q(n) can be | Consider a split operation. First, it takes O(k(2k + 2) k) time to find the index i. Then the operation can be completed within the same time bound. Hence, since k is a constant, S(n) = O(1). Therefore, an insertion takes O(n) time in the worst-case.
In the next section we build an additional search structure on T that improves the point-location time, Q(n), to O(log n). The work that we have to perform in order to maintain the search structure increases the split time, S(n), to O(log n) in the amortized sense. Hence, it follows from Theorem 1 that the insertion algorithm needs O(log n) amortized time for one insertion.
3. Point Location Using Tree Decomposition. In the previous section the pointlocation algorithm started in the root of the tree T and followed a path until it reached a leaf. We observe, however, that it is not necessary to start in the root; the algorithm can start in an arbitrary node: Suppose we start in node v. Let By be the k-box that is stored with v. If the query point p is contained in By, the search continues in one of the two subtrees rooted at the children of v. Otherwise, if p is not contained in By, the search continues in the tree that is obtained by removing the subtree rooted at v. These searches proceed recursively, i.e., again they do not necessarily start in the root of the subtree. If we choose our initial node v such that the different parts of the tree where the search can continue have roughly equal size and repeat choosing nodes in this way for the recursive searches, then we get a logarithmic search time.
In the rest of this section we do three things. First, we define the//-decomposition tree Tp on the nodes of the tree T. A procedure of Guibas et al. [4] can be used to compute//-decomposition trees suitable for our purpose. Second, we define our new data structure that uses the tree decomposition. Third, with this new data structure, we implement the two central operations of our on-line closest pair algorithm (see the remark preceding Theorem 1): We show how to do logarithmictime point location in the subdivision Z, and we show how to do a split operation on a leaf of the tree representing Z.
We 
(v).
From the decomposition scheme, we have . To find such an edge of T, the algorithm of [4] always finds a node that is a ( 89 (A detailed description of this algorithm can be found in the Ph.D. thesis of Hershberger [53.) It is therefore straightforward to modify their algorithm to compute a ( 89 tree T1/2 for T in linear time. What remains to be changed in the algorithm of [4] is the actual decomposition which is no longer according to a centroid edge but according to a ( 89 node.
The Improved Data Structure. As in Section 2, the data structure comprises the closest pair and a tree T storing a subdivision of k-space into k-boxes, whose leaves store the subdivision Z and satisfy (1)- (3). Each internal node v stores the union of the k-boxes stored in the leaves of the subtree rooted at v. For each leaf x, there is a list of the points of V lying in the k-box stored at x. We also maintain a ternary fl-decomposition tree T~ of T, where fl = ~-i As described above, C(v), the component of v, consists of the nodes in the subtree of Tp rooted at v. With each node v e Tp, we store the size of C(v).
Point Location. The fl-decomposition tree Tp guides point location in the tree T that represents the subdivision Z.
Let p be a point in k-space, and let s be the unique leaf in T whose k-box contains p. Our task is to find s. The algorithm consecutively checks nodes v, starting in the root of the decomposition tree Tp. We maintain the invariant that if v is the current node, then s E C(v). At the start of the algorithm, when v is the root of T~, the invariant is trivially true, since in this case all nodes are in C(v). Now let v be the current node. By induction, we assume that the invariant holds for v, which means that s E C(v). If v is a leaf of T, then the invariant implies that v = s, and we are done. If v is not a leaf of T, then v ~ s. Since s ~ C(v) by the invariant, we have I C(v)l > 1 in this case. This means that the subtree of v in Ta has more than one node, which in turn implies that v is not a leaf in Tp. Let x = left(v), y = right(v), and z = up(v) be the children of v in Tp. We know that at least one of the nodes x, y, z exists.
We examine v as follows: In constant time we check whether point p is inside B v, the k-box corresponding to v. If p is inside By, then we check which one of the two k-boxes of children of v in T also contains p. With this knowledge, we can choose the correct child of v in Tp to continue the search: If p lies in the box stored in the left child of v in T, then s must be in the left subtree in T. In this case we choose x to be the new current node. Since the only part of C(v) which lies in the left subtree of v in T is C(x), we have s ~ C(x). The case that p lies in the right subtree of v in T is symmetric. It remains to consider the case p r B~. Here, we choose z to be the new current node. Since p ~ By, we know that s ~ C(x) and s r C(y), which implies s ~ C(z).
The search proceeds via edges of Ta and ends in a leaf of Tp. From our invariant, this leaf must be s. Therefore we have the following lemma. From the definition of the improved data structure, we have fl = 3, and it follows that Q(n)= 0(log n). Next we discuss how to maintain the tree T~ when split operations are performed. We show that the improved data structure can be correctly maintained, and that S(n)= O(log n) amortized. We start with some definitions needed for the amortized analysis. To maintain the improved data structure, the following actions are performed in a Split Operation. Let x be a leaf of T and suppose that we perform a split operation on the k-box stored in x. Then x is turned into an internal node and is given two new children xl, x2, in T as well as in Tp. (The third child of T~ is an empty tree.)
Updates gradually unbalance the r-decomposition tree Ta; we want to maintain the balance condition of Tp in amortized logarithmic time. For each node w ~ T~, we store the size of C(w), as prescribed in the definition of the improved data structure. Note that I C(w)l = I Tp(w)l. When we add leaves to T, the nodes of T~ whose counts change are those on the search path to the leaves--we can update these counts in time proportional to the height of Tp, which is 0(log~l/p~ n)= O(log n). Therefore the actual cost caused by this action is a constant plus the number of subtree sizes [ Ta(w) [ that have to be updated, and this is O(log n).
Note that the nodes w in Tp for which Aw can change are exactly the nodes for which I Ta(w) r changes. Since the change of Aw is at most one for each such node, the increase of 9 caused by adding a leaf is also bounded by the height of Ta, which is O(log n). So, the amortized cost--the sum of actual cost and increase of 9 --of adding a leaf of T in the improved data structure is O(log n).
It remains to rebalance Tp: During the updates of the subtree sizes on the path from x to the root of Tp, we determine the highest node, say v, in T~ that is no longer a ( 88 and rebuild its subtree Tp(v). Using the algorithm of In summary, the first part of maintaining the improved data structure in a split operation (adding a leaf and update the counts of the subtree sizes) has amortized cost O(log n), and the second part (rebuilding the structure if a node has become out of balance) has amortized cost at most zero. Therefore, we have the following lemma.
LEMMA 6. The amortized cost of a split operation is O(log n).
From Lemma 5 and Lemma 6, we have point-location cost Q(n) = O(log n) and split cost S(n)= O(log n) amortized. Combining this with Theorem 1 gives the following result. 
4.
The "Closest Pair in History" and Open Problems. We have given an optimal solution to the problem of maintaining a closest pair as points are inserted on-line. It is natural to ask about fully dynamic point sets in which points can be inserted and deleted.
Our algorithm cannot be used to maintain the closest pair under on-line insertions and deletions. We can, however, solve the problem of recording the closest pair in history: We start with an empty set V and perform a sequence of on-line insertions and deletions. Each update creates a new version of the set V. After each update, we want to know two points that were both present in some version of V, and that are closest among all such pairs. PROOF. We use the improved data structure with the insertion operation specified above. To delete a point p, we locate the leaf node v whose k-box By contains p. We delete p from v's point list in constant time. If some points remain in By, then we are done--the invariants still hold. (Note that 6 can only decrease, so there is no problem with the side lengths of the k-boxes.)
Otherwise, we must delete the node v and contract the parent and sibling of v into one node. As in the splitting algorithm, we update the component counts that change in T~, in O(log n) time. Then we can rebuild the subtree of the highest node in T~ that is no longer a ( 88 To analyze the cost of this algorithm, we use the same potential function (I) as in the previous section. The actual cost of a deletion, as well as the change of (I), are the same as in the case of insertions. Thus, deletion costs also amortize to O(log n) per deletion.
[] Other open problems remain. In some applications, we would like to change the amortized time bounds for insertions to worst-case bounds. Algorithms using floors, randomness, or other models of computation may have o(n log n) running times.
