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? 1 ???? (??????)
???? WSD ???? BERT
Ward 1.446 1.211 1.169 1.088
k-means 1.446 1.337 1.222 1.101
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MeCab ? BERT Juman++ ? BERT
Ward 1.088 1.122
k-means 1.101 1.158
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