Short text is one of the predominant forms of communication with unique characteristics such as short length, high sparsity, and lack of shared context and word co-occurrence. These characteristics distinguish short text from general text and make short text classification a challenging task. Term weighting is an important pre-processing step for text classification in the vector space model. In this paper, we propose three modifications to existing state-of-the-art term weighting schemes: ifn-tp-icf, RFR and modOR and a new term weighting scheme: ifn-modRF. We compare the proposed schemes with ten existing unsupervised and supervised schemes using three datasets of informally written short text: a self-labelled dataset of real-world events from Twitter, a Yahoo! questions dataset and a dataset of product reviews. Based on the experimental results using three popular classifiers, we observe that the proposed scheme ifn-modRF achieves the best F1-scores on the Twitter dataset, while the proposed modification modOR is a consistent performer with the best scores in most of the experiments. The proposed modification ifn-tp-icf also outperform the original scheme in most experiments.
I. INTRODUCTION
With the advent of platforms such as social media, users have become publishers of a huge volume of short text containing opinions, discussions, queries and facts. This has made short text a predominant form of communication. Examples of short text are microblogs such as Twitter, 1 online product reviews and status updates on social media. Apart from being short that results in it containing less information, other characteristics of short text that distinguish it from the general text are its focussed content and sparsity.
Twitter is one of the most popular microblogging platforms with millions of users publishing more than a hundred million messages (called tweets) every day [1] . Twitter messages are short text messages limited in length by characters that can be published at one time. Apart from personal tweets, users also publish messages about real-world events happening around the world. An event is discussed on Twitter in near real-time as it happens. Nowadays, many events are first reported on Twitter. With an explosion in the volume, tweets have been used by researchers in domains such as earthquake prediction
The associate editor coordinating the review of this manuscript and approving it for publication was Biju Issac . 1 http://twitter.com by Sakaki et al. [2] , riots prediction by Alsaedi et al. [3] and sporting event summarization by Nichols et al. [4] .
Research has also been done in open domain event identification (see Becker et al. [5] , Cheng and Wicks [6] ). A Twitter based news service was proposed in the research by Sankaranarayanan et al. [7] . Tweets classification (categorization) is an active area of research. Tweets are short text and many steps used for general text classification apply to short text classification. An example of tweets classification is the task of classifying tweets about a political party into one of the positive, negative or neutral class. Another example is the task of classifying event-related tweets into different categories such as sports, science, disasters, etc. Significant amount of research has been performed in the area of tweets classification (see Sriram et al. [8] , Cutotta [9] , Jiang et al. [10] ). Table 1 displays examples of event tweets from three different categories. The tweets contain the event information and Twitter-specific hashtags (denoted by a word or combinations of words beginning with a #). Many other such notations are used by users in Twitter such as mentions (begins with @ followed by the user name) to notify a user and retweets (begins with RT) to repost a tweet to share with more people, etc. Term weighting schemes are one of the most popular preprocessing steps for text classification. While many studies in the past used term frequency-inverse document frequency (tf-idf, see Section II-A) based term weighting for text classification (see Joachims [11] , Yang and Liu [12] ), idf was found to be insufficient to reflect the importance of categoryspecific terms. So, term weighting schemes were devised for text classification that use category information such as information gain (IG) (see Debole and Sebastiani [13] ). Since then many researchers have studied term weighting schemes for short text classification. For example, Quan et al. [14] noted that term frequency (tf) plays limited role in question classification and proposed iqf-qf-icf scheme that was found to be effective for Yahoo! questions classification. They found that tf degrades the performance of question categorization and instead used binary weighting (see Section II-A). Ghosh and Desarkar [15] proposed tf-idf-NE that used normalized entropy to boost tf-idf generated term weights to improve disaster-related tweets classification. Wang et al. [16] proposed bdc scheme and observed good accuracy on short text.
Most of these term weighting schemes were found to perform equally well on general text classification (see [14] , [16] ). Paraphrasing Quan et al. [14] , ''short text classification is not an entirely different but a particular text/document classification task in which both the training and testing documents are shorter than full-length documents''. Other than text classification, term weighting schemes have also been used in tasks such as text clustering (see Reed et al. [17] ).
Many studies have observed that the lack of word co-occurrence and shared context result in low accuracy of traditional classification based on term weighting schemes (e.g. see [18] - [20] ). Many other techniques have been studied for short text classification. For example, graph-based techniques where the features derived from graphs are used were studied in [21] and [22] ). Topic modelling techniques Latent Semantic Analysis (LSA) and Latent Dirichlet Allocation (LDA) were used in [18] and [19] , respectively. Recently, deep learning based short text classification has become popular (see [23] , [24] ).
Term weighting schemes are important due to many reasons. An advantage of term weighting schemes over alternative techniques is the intuitiveness that makes term weighting schemes easier to analyse. It is common for researchers to describe the proposed term weighting schemes with the help of a small table (for example, see [14] , [16] and [25] ). Another advantage is that these schemes do not require huge datasets for training. As studies involving advanced techniques such as deep learning compare results with traditional methods (see [26] - [28] ), an improvement in term weighting schemes may provide more effective baselines.
In traditional text classification, a document is converted into a suitable representation such as bag-of-words (BoW) (a word could be a unigram or n-gram, see [29] ) in which the text is represented as a vector of words (Vector Space Model, see [16] , [30] ). The length of the vector is equal to the size of the vocabulary. There are two popular unsupervised term weighting schemes to generate feature vectors from text: tf and tf-idf. These schemes do not consider category information during weight assignment. We discuss many variations of these schemes in Section II-A. In text classification tasks, the weights of the terms are generally enhanced by applying supervised term weighting schemes that use category-specific information (for example, see [13] , [31] ). The weighted vectors and category labels are used to train a classifier. Fig. 1 shows the process of event classification as a text classification task. The labelled training dataset is first converted into a term-document matrix and a term weighting scheme assigns weights to words. The weights and the termdocument matrix are used to create a classification model. The classifier can categorize unseen text into predefined category labels. Any other source of short text can be used in place of event tweets and remaining part of the categorization process will remain the same. For example, we use Yahoo! questions and user reviews as two other sources of short-text in this paper.
In this research, we ask the following questions: 1) Are the existing term weighting schemes effective for event tweets classification? 2) Can we propose new schemes or modify existing schemes to improve event classification? 3) How do these schemes compare on other types of short text? To investigate the answer to these questions, we make the following contributions in this research:
• We investigate ten well known unsupervised and supervised term weighting schemes on a self-labelled realworld tweet event dataset using three popular classifiers.
• We propose four supervised term weighting schemes. One of the schemes is new and three are variants of existing state-of-the-art schemes. On comparing the proposed term weighting schemes with the existing schemes, the proposed scheme ifn-modRF achieves the overall highest scores on the event dataset, while a proposed modification modOR has the best scores on two out of three classifiers.
• We use two existing short text datasets: a Yahoo! dataset by Zhang et al. [27] and Opinosis by Ganesan et al. [32] to compare the proposed term weighting schemes with the ten existing schemes. The Yahoo! dataset contains short questions while the Opinosis dataset contains short product reviews by users. These datasets are similar to event tweets as they consist of informally written short texts. Unlike tweets dataset, the text in these datasets generally follows standard English. As we will see in Section V-B, the proposed modifications outperform the original schemes in most of the experiments. One of the proposed schemes modOR achieves the highest F1-scores. The remaining paper is organized as follows. We discuss many existing term weighting schemes in Section II. We propose four term weighting schemes in Section III. The datasets and the experimental setup are discussed in Section IV. The results obtained are presented in Section V, followed by discussion in Section VI and conclusion in Section VII.
II. REVIEW OF TERM WEIGHTING SCHEMES
Term weighting schemes are divided into two categories depending on whether they consider category information for weight assignment or not. We first discuss the existing unsupervised term weighting schemes.
A. UNSUPERVISED TERM WEIGHTING SCHEMES
The first category of schemes is called unsupervised as these schemes do not consider the category information of a term for weight assignment. We will first discuss the terminology and assumptions. The number of times a term is present in a document is called its term frequency (tf), while the number of documents in which the term occurs (at least once) is its document frequency (df). We assume that there are a total of N documents.
We use the notation w d i ,t j to denote the weight assigned by a term weighting scheme to term t j in document d i . In its most basic form, w d i ,t j is simply tf, binary weight (1 if term is present, 0 if absent), or some other variation of tf. While many studies have used variations of tf (see [14] , [25] , [33] ), binary scheme has also been successfully used for text classification (see [14] ).
The most successful unsupervised term weighting scheme is tf-idf (term frequency-inverse document frequency). It has been used for measuring the importance of terms to documents in a text collection (corpus). It has also been found to be an effective term weighting scheme in text classification (see [13] ). It is a popular baseline term weighting scheme for text classification.
We list a few unsupervised term weighting schemes to compute w d i ,t j below.
• term frequency:
• binary weighting:
• logarithmically scaled tf:
• tf-idf:
Note that in (4), any variation of tf can be used (for example, we use logarithmically scaled tf in this paper). We always mean log 2 whenever we write log in this paper. While tf-idf is very effective in Information Retrieval (IR), it may assign inadequate weights when text classification is performed. As an example, it penalizes words that are present in a greater number of documents without considering the category information. While this may be desirable in IR, the scenario is different in text classification. Multiple documents within a category may contain a word that may be a good category discriminator. Such words should be assigned a higher weight, but tf-idf ends up assigning them a lower weight. We will explain the issue in more detail in Section III-A. 
B. SUPERVISED TERM WEIGHTING SCHEMES
The second category of term weighting schemes uses the category information of a term from the training data. An example of category information is the number of positive category documents in which the term is present. Examples of supervised term weighting schemes are IG, GR and χ2 (see [13] for explanation). We summarize the notations used by these schemes in Table 2 .
We now describe some of the existing supervised term weighting schemes. It should be noted that a vector is generated from text using one of the unsupervised schemes before a supervised scheme is applied. As the vector is common for all supervised schemes, we do not write it explicitly as part of the equations.
1) SCHEMES FROM INFORMATION RETRIEVAL
We first discuss the term weighting schemes for general text categorization.
IG, GR and χ2: Debole and Sebastiani [13] proposed these three supervised term weighting schemes from IR domain -Information gain (IG), Gain Ratio (GR) and χ2 (see [34] )to be used for text classification. Originally used for feature selection, these were successfully used in text classification. Since then, many researchers have used these schemes to compare against their proposed schemes (see [25] , [30] , [35] ). These schemes replace the idf part in tf-idf with IG, GR or χ2.
IG, GR, and χ2 use (5), (6) and (7) , respectively, to compute the weight of a term.
The researchers observed that on the popular Reuters dataset [36] , these schemes were not always able to outperform tf-idf (see [13] for more details). CC: Ng et al. [37] proposed correlation coefficient (CC) scheme to fix an issue with χ2. They noted that χ2 picks words indicative of non-membership in addition to the words that are indicative of category membership. This causes χ2 to assign inadequate weights. CC scheme computes term weight as the square root of χ 2 as shown in (8) . In their experiments, it was found to perform better than χ 2. CC was proposed for feature selection that selects the most relevant terms. It has also been used as a term weighting scheme for text classification (see [30] , [38] ).
The supervised schemes discussed so far have been used successfully for feature selection. In text classification tasks, these schemes have given mixed results compared to tf-idf (see [13] ). We now discuss the state-of-the-art supervised term weighting schemes that have been proposed specifically for text classification. OR: A supervised term weighting scheme that is found to be quite effective in text classification research is the Odds Ratio (OR) scheme [14] shown in (9) . In this scheme, the ratio tp/fn of the number of documents containing a term in positive and negative categories is given equal importance to the ratio tn/fp of the documents not containing the term in negative and positive categories. We will discuss a potential issue with this ratio and propose a modification in Section III-D.
RF: Lan et al. [25] proposed Relevance Frequency (RF) scheme (10) . They argued that only the ratio of the number of positive category documents containing the word to the number of negative category documents containing the word (called relevance frequency) is important.
We will discuss a potential issue with this scheme for imbalanced datasets and propose a modification to improve its performance in Section III-C. bdc: Wang et al. [16] proposed an entropy-based scheme balanced distributional concentration (bdc). The scheme (11) measures the discriminating power of term t based on its distribution in different categories (c i ).
Using Support Vector Machines (SVM) and k-Nearest Neighbours (k-NN) classifiers on a short text dataset and a long text dataset, they found that bdc achieves the best F1-scores. iqf-qf-icf: Quan et al. [14] proposed iqf-qf-icf (inverse question frequency-question frequency-inverse category frequency) for Yahoo! question categorization. In contrast to the other schemes, this scheme was proposed specifically for short text classification. The researchers compared the proposed scheme with many state-of-the art schemes on short text datasets using k-NN and SVM classifiers. In this scheme, iqf is another name of idf and qf is nothing but another name for tp. This scheme uses (12) for weight assignment.
We identify a potential issue with this scheme and propose a modification to improve its accuracy in Section III-B. SW: Alsmadi and Hoon [33] proposed a term weighting scheme (13) for short text classification. In (13) , term j is present in document i that contains |T | terms, and tf ij is its term frequency.
The proposed scheme was evaluated on an existing and a self-labelled dataset and was reported to achieve the highest scores. Among the supervised schemes, IR-based schemes and RF were used for comparison with the proposed scheme. IGM: Chen et al. [30] proposed Inverse Gravity Moment (IGM) to compute weight w(t i ) of term t i as shown in (14) .
where λ is empirically selected, and
The idea behind IGM is to consider f ir as a class-specific gravity. Now, as f i1 ≥ f i2 ≥ . . . ≥ f iK , the centre of gravity of the overall inter-class distribution will be biased to the left (towards f i1 ) if elements are concentrated towards the left. On the other hand, the centre of gravity will be centred only if the inter-class distribution of the term is uniform (f i1 = f i2 = . . . = f iK ). They argued that the position of the gravity centre reflects the inter-class distribution concentration of a term (refer [30] for more details). They evaluated IGM on three general text categorization datasets using SVM and k-NN and found it to perform the best.
RE: Another term weighting scheme called regularized entropy (RE) was proposed by Wu et al. [39] shown in (15) .
,
RE uses entropy to measure term distribution and aims to find a balance between over-weighting and under-weighting of term weights. Based on the experiments using SVM on four datasets, RE achieved the highest F1-scores.
C. EXISTING SCHEMES USED IN THIS PAPER
In this paper, we investigate many of the existing term weighting schemes that have been used previously by many researchers. Specifically, we will use two unsupervised schemes: tf and tf-idf, and eight popular supervised schemes: IG, GR, χ 2, CC, OR, RF, bdc and iqf-qf-icf.
The RE and IGM schemes need dataset-specific parameters to be calculated. The RE scheme has a bias parameter b and the IGM scheme has λ coefficient to be found empirically. For this reason, we do not consider these schemes.
III. PROPOSED SCHEMES
We now discuss the proposed term weighting schemes.
A. IFN-MODRF
We first define a supervised counterpart to tf-idf. The tf component of tf-idf assigns a weight to a word in a document by considering the occurrence of the word locally within the document. The idf balances it by considering the number of occurrences of the word globally. It does so by penalizing words that are present in many documents. This mechanism works fine in information retrieval where the task is to find the importance of a word to a document. In term weighting schemes, the task is to find the importance of a word within a category, but the penalty factor idf makes no distinction between a document in the positive category from a document in the negative category. Table 3 shows an example dataset containing a total of 100 documents out of which 20 are in the positive category and 80 are in the negative category. It contains a document that has (among others) three words t1, t2 and t3 each occurring exactly once. The word t2 is present in the greatest number of positive category documents (tp) and it should be assigned the highest weight. Similarly, t3 should be assigned the lowest weight as it is not present in any positive category document. The tf-idf counter-intuitively has assigned the same weight 3.1987 to each word as it does not distinguish between positive category and negative category. We recall that idf component works as a penalty factor without considering the category information. We fix the penalty factor by proposing ifn (inverse fn) that computes the weight of a word using (16) . ifn is used to penalize the weight of a word only if it is present in negative category documents. It does not penalize the weight based on its occurrence in positive category documents. The weights assigned using tf-ifn are shown in the last column of Table 3 . Now, tf-ifn properly assigns the highest weight to t2 and the lowest weight to t3.
In the text classification task, with all other conditions remaining the same, a word that is present in more positive category documents should be assigned higher weight. There are cases in which tp is high, but so is fn. This has an issue if we use only tp to compute the weight of a word (for example, as log(tp + 1)).
In Table 3 , word t4 is present in 10 positive category documents (tp) and 10 negative category documents (fn). Using only tp in weight calculation will result in t4 getting an equal weight to t2. This is not correct since the term t4 is also present in an equal number of negative category documents. Another problem is that ifn assigns t4 the same weight as t3.
To fix these problems, we divide tp by fn. To avoid zero division, we perform add-one smoothing. The result is shown in (17) .
We call (17) as modRF since it is a modified form of RF.
Combining ifn and modRF, we get the term weighting scheme ifn-modRF as shown in (18) .
We propose a modified version of iqf-qf-icf (see (12) ) that uses ifn in place of iqf. Due to idf component in (12) , the weight assigned to words starts to decrease beyond a threshold value of tp. This behaviour is counter-intuitive as we expect the weight to increase with increase in tp. Fig. 2 shows this behaviour for a few different values of fn. Substituting idf with ifn fixes this problem. Now, with other variables unchanged, the weight assigned to words keeps on increasing with an increase in tp, as expected.
The third proposed scheme is a variant of RF. Note that the relevance frequency of a word is the ratio of tp to fn. As shown in Table 4 , for imbalanced datasets, the maximum possible value of tp is higher for bigger categories. Similarly, the maximum value possible for fn is lower for such categories. Hence, the words important to bigger categories are more likely to be assigned higher weights than equally important words for the smaller categories. We explain the scheme with the help of an example. In Table 4 , the collection has a total of 1000 documents and many categories. Let us consider three categories from the collection. The first category has 200 documents, the second has 50, and the third category has only 40. Word t1 that belongs to the first category has tp = 40, fn = 5. Word t2 in a document of second category has tp = 10, fn = 5. We assume that the words have tf = 1. RF assigns higher weight to t1. This is counter-intuitive as the proportion of tp to the size of the respective positive categories is the same for both the words (40/200 = 10/50 = 1/5). In fact, since t2 is present in less fraction of negative category documents (5/950 < 5/800), it should get a higher weight. The word t3 from the third category is assigned the least weight by RF even though it has the same proportional distributions as t1 (1/5 in the positive category and 1/160 in the negative category).
To fix such problems, we divide tp by positive category size and fn by the negative category size. The new formula for weight computation is given in (20) that stands for relevance frequency ratio (RFR).
In the example shown in Table 4 , RFR assigns equal weights to t1 and t3 as the two words have the same ratios in positive and negative categories. The term t2 is assigned higher weight, as expected.
D. MODOR
The final scheme we propose is a variant of OR. We observe that fp and tn represent the absence of a word in the positive and negative categories. Hence, these should contribute less significantly towards the weight as compared to tp and fn that represent the presence of the word. In OR, the ratio tn/fp contributes equally to ratio tp/fn. We observe that tn represents those documents in negative category that do not contain the concerned word. The number of documents in the negative category is much higher than the number of documents in the positive category. Due to these reasons, the ratio tn/fp tends to overwhelm ratio tp/fn in the scheme OR. We explain it with an example dataset with a total of 10000 documents, out of which 1000 documents are in the positive category and 9000 in the negative category. Let all words have tf = 1. Table 5 shows terms t1, t2 and t3 and the weights assigned to them by OR. Each word has the same ratio of tp to fn. Hence, the weights of the words should ideally not vary much with the variation in fp and tn. Using OR, the percentage difference between t1 and t2 is 29%. While an increase in tp is expected to cause an increase in weight, for the word t3, fn has also increased by an equal number. Thus, there should be a constrained increase in weight between t1 and t3. We observe that the increase is a drastic 235%.
To fix the problem, we propose a term weighting scheme modOR (modified OR) where we take the log of the ratio tn/fp to suppress their contribution. The term weight is computed using (21) .
Using modOR, the difference between the weights of t1 and t2 is 22%, while the difference between the weights of t1 and t3 has come down to a reasonable 88% from 235%.
IV. DATASETS AND EXPERIMENTAL SETUP A. DATASETS
We use three short text datasets with a common attribute that they contain informally written short text by users. The text consists of event discussions, product reviews and questions. We now discuss the datasets in more details.
1) TWITTER EVENT DATASET
We use a Twitter event dataset created by Kalyanam et al. [40] . It comprises of more than 5000 groups of event tweets posted from a period of one year. Each group contains multiple tweets related to a single event. After removing duplicate and related events, we select 1306 events (Events1306) from the dataset. We label them and manually extract an event representative tweet (event tweet) for each real-world event. We use seven of the eight category labels from McMinn et al. [41] . The category misc is not well defined and has few events, so we do not consider it in our experiments. Fig. 3 shows the number of tweets per category. It is an imbalanced dataset with the category law being the most popular on Twitter and sci the least. Examples of tweets from each category are shown in Table 6 . The average length of an event tweet (in words) after pre-processing (see Section IV-B3) and removing extremely rare words (that occur in only one document) in the dataset is 8.
We create multiple sub-datasets from Events1306 by taking the top n categories containing the greatest number of events (for n = 4, 5, 6). The sub-datasets help in determining the consistency of results with a change in the number of categories.
2) OPINOSIS DATASET
The Opinosis dataset [32] contains short product reviews by users. There are 51 categories with an average of 100 reviews per category. We select the categories that contain more than 100 reviews after stemming. As a result, 20 categories with 3652 reviews are selected. After pre-processing (see Section IV-B3), the average length of a review (in words) is 11.
3) YAHOO! QUESTIONS DATASET
The third dataset we use is the Yahoo! question answers dataset from Zhang et al. [27] that has questions divided into 10 categories. We use the question title and content fields together as one document. For the experiments, we randomly select 5000 questions from the pre-processed dataset in a stratified manner.
For more extensive experiments, we create three subdatasets based on the presence of words in a minimum of 2, 5, or 10 questions (Yahoo2, Yahoo5 and Yahoo10, respectively). The sub-datasets contain the same 5000 questions but different sets of overlapping vocabularies. Yahoo2 has the most words in the vocabulary but many words will be present in a few documents. On the other hand, Yahoo10 has the fewest words in the vocabulary but those words have high document frequencies. After pre-processing (see Section IV-B3), the average length of questions (in words) of Yahoo2, Yahoo5 and Yahoo10 is 15, 13, and 12, respectively.
4) COMPARISON OF DATASETS
We compare the three datasets in terms of the similarity of messages within their respective categories. For this, we first compute the centroid of the text [42] in each category. Then, the cosine similarity of each text (tweet or question) with the centroid is calculated. Fig. 4 displays the results for the three datasets. Events1306 and Opinosis are both imbalanced datasets and have similar distributions. Unlike Events1306 and Opinosis, there is very little imbalance in the size of the Yahoo! categories as most categories contain around 500 questions. The little difference in the size has arisen due to the pre-processing (see Section IV-B3). Fig. 5 depicts the similarity of 100 most similar (top) and 100 least similar (bottom) messages. We observe that among the most similar messages, more tweets and reviews have high similarity with the centroid as compared to Yahoo! questions. For example, there are more reviews than Yahoo! questions with similarity higher than 0.5. This fact is also evident from the least similar 100 messages where the majority of tweets and reviews have similarity higher than 0.1.
B. EXPERIMENTAL SETUP 1) POLICIES
Two policies can be used to assign weight vectors: local and global. In the local policy, each category has a local weight vector. In the global policy, a common weight vector is used for every category. The common weight vector is derived from the local weight vectors. For example, it could be the maximum (MAX) or average (AVG) of the local weights of the terms in the local vectors. We use the MAX global policy as it has been reported to perform the best in previous research [13] , [14] . The MAX global vector is computed using (22) , where w j c i is the weight of word j in category c i , n is the size of the vocabulary, and K is the number of categories.
2) EVALUATION METRICS
We use F1-score (micro-averaged (micro) and macroaveraged (macro)) as it has been the most popular metric in the text categorization research [14] . Micro F1-score is harmonic mean of micro precision and micro recall that are defined in (23) and (24), respectively.
Here, TP = True Positive, FP = False Positive, FN = False Negative. Macro-averaged (macro) F1-score is harmonic mean of macro precision and macro recall that are defined in (25) and (26) , respectively. F m (where m is micro or macro) is computed using 27.
We also report accuracy as the proportion of correctly classified examples from the positive category.
3) PRE-PROCESSING AND NORMALIZATION
As pre-processing steps, we remove all punctuations, hashtags, mentions, numbers and hyperlinks from tweets. This is followed by converting words to lowercase and stop words 2 removal. We apply the Porter stemmer [43] to the remaining words. Table 7 shows an example of tweet pre-processing.
The pre-processing steps on the Opinosis and Yahoo! questions dataset comprises involves removing the punctuations, numbers and hyperlinks, followed by lowercasing and stemming. Additionally, we remove any review or question that has less than 5 words.
To remove bias of longer texts, we perform L2 normalization defined by (28) .
, where t j are words in document d (28)
4) CLASSIFIERS
Classifiers such as Naive Bayes, Decision Trees, Logistic Regression (LR), SVM and k-NN have been used in previous research on text classification (see [12] , [13] , [33] , [35] ). Among these, we use SVM, k-NN and LR as they have given the best performance in previous studies (see [14] , [25] , [33] ). We use the scikit-learn machine learning library [44] for all the experiments.
V. EXPERIMENTAL RESULTS

A. EVALUATION ON TWITTER EVENTS1306 DATASET 1) SELECTING THE BEST SVM KERNEL
We conducted the first experiment on Events1306 to find the best performing SVM kernel among the radial basis function (rbf), sigmoid and linear. Fig 6 shows the average macroF1 scores of the supervised term weighting schemes (from the IR-based schemes, we show scores of only χ 2 and CC; the scores of all the other schemes were worse). Clearly, the linear kernel has given the best scores. Similar results were reported in earlier research in text classification [14] , [25] . Due to these results, we select the SVM with the linear 2 we used the list of stop words available online at http://ir.dcs.gla.ac.uk/resources/linguistic_utils/stop_words kernel (SVM from now onwards) for all the experiments in this research.
2) ONE-VS-REST VS. MULTI-CLASS MODEL FOR K-NN
Two classification models can be used for k-NN: one-vs-rest and multi-class. In one-vs-rest classification model, a separate binary classifier is learned for each class. On the other hand, k-NN is inherently multi-class and a single classifier can learn multiple classes. Fig. 7 compares the macroF1 scores on Events1306 using 10-fold crossvalidation using the two models. As all the term weighting schemes have given better scores with the one-vs-rest model, we use it for the k-NN classifier in all the experiments.
3) EVALUATION ON FULL EVENTS1306
We use both tf and tf-idf vectors where applicable in the experiments. Note that tf-idf vector is not applicable to ifntp-icf and ifn-modRF as these schemes use ifn in place of idf component. The scheme iqf-qf-icf contains idf as a part of its definition. The bdc scheme was reported to give the best accuracy with tf vector in [16] . So, we use only tf vector with these schemes. We use the macroF1 score as the basis to select the best hyperparameters for the classifiers using grid search. For SVM, penalty parameter C = 10 gives the best scores, and for k-NN, the best results are achieved with k = 3. For LR classifiers, we select the regularization strength parameter as 10.
Since the number of events in the self-labelled dataset is not huge, we repeated 10-fold cross-validation ten times with different sets of folds. For each scheme, we report the mean of the scores along with the standard deviation inside the parentheses. Table 8 , Table 9 and Table 10 show scores using SVM, k-NN and LR classifiers, respectively. The tf and tf-idf subscripts to a scheme's name signifies the vectors used. Note that the log(tf + 1) vectors are found to perform better than tf (as we will see in Section V-A4), so we have used it instead of tf for vector generation. In other words, whenever tf vectors are mentioned in the experiments, it should be understood as log(tf +1) vectors (except in Section V-A4 where we actually compare the different variants of tf).
From the results, the SVM classifier has given better scores for the IR-based schemes, while k-NN classifier has performed better for the other schemes. With SVM, the proposed variant modOR is the best performer. Another proposed scheme, ifn-tp-icf has also performed better than the other schemes with tf vectors.
The proposed scheme ifn-modRF has given the best scores on Events1306 with k-NN classifier. Other schemes with good scores are ifn-tp-icf, RF and modOR.
modOR has the highest scores with LR classifier. The scores of the term weighting schemes using LR are the worst among the three classifiers.
From the results, the tf-idf vectors have given slightly better results than tf. The IR-based schemes IG, GR and χ2 are the weakest performers. The bdc scheme has higher scores than the IR-based schemes, but lower than other state-of-the-art schemes. The unsupervised schemes tf and tf-idf have low scores, but tf-idf scheme has been able to outperform the IRschemes in some experiments. This observation matches with the results obtained in previous research [13] .
The proposed variants have mostly performed better than the original schemes in this experiment.
4) COMPARISON OF BINARY, log(tf + 1) AND tf VECTORS
We compare the performance of binary, log(tf + 1) and tf in order to find the best variant of tf for vector generation from text. We use the k-NN classifier and the top five schemes from earlier experiment (see Table 9 ). Fig. 8 displays the macroF1 scores from a 10-fold cross-validation run. Clearly, log(tf + 1) vectors manage to give better scores than binary and tf.
The results obtained in this experiment match with the results reported in previous research by [14] in which the performance of iqf-qf-icf using tf vectors was worse than binary vectors. However, the study did not investigate log(tf + 1) vectors that have achieved the best scores in our experiments. log(tf +1) dampens the effect of higher term counts in tf. Note that even though it is rare for a word to be present more than once in a short text document, a word with such occurrence is given a higher weight (unlike binary weighting). As a result, log(tf + 1) scores better than binary and tf. Fig. 9 depicts the scores when the different number of categories in the dataset are used. This experiment is performed to evaluate the consistency of the better performing term weighting schemes (from Section V-A3) with a varying number of categories in the dataset. We use the best performing k-NN classifier and sub-datasets of Events1306 with 4, 5, and 6 categories with the greatest number of events.
5) EVALUATION ON CATEGORY-BASED TWITTER SUB-DATASETS
In Fig. 9 , tf and tf-idf schemes are shown only for comparison. The proposed variant ifn-modRF has consistently achieved the best microF1 and macroF1 scores for all the categories. The unsupervised tf-idf scheme has better scores than tf, but it has consistently been outperformed by the supervised schemes.
B. EVALUATION ON OPINOSIS AND YAHOO! QUESTIONS DATASETS
We conduct this set of experiments to investigate the performance of term weighting schemes on other types of short text datasets. We select Opinosis and Yahoo question datasets. The Opinosis dataset consists of 20 categories of short product reviews, while the Yahoo dataset consists of 10 categories of short questions asked by users on Yahoo! website (see Sections IV-A2 and IV-A3 for more details of these datasets). For this experiment, we use k-NN and SVM, the two best performing classifiers from the experiments in the last section.
1) RESULTS USING K-NN CLASSIFIER
The k-NN classifier, unlike its performance on Events1306, has performed worse than SVM on Opinosis and Yahoo! datasets. In Fig. 10 , we display an example of the results that have been observed using the k-NN classifier. It shows the scores on Yahoo10 using tf (left) and tf-idf (right) for different values of k. We only show the better performing schemes from the earlier experiments that use both tf and tf-idf vectors. Even though the use of tf-idf vectors results in an improvement of scores over tf, these scores are less than the scores achieved by using the SVM classifier that we discuss next.
2) RESULTS USING SVM CLASSIFIER Table 11 shows the classification results using SVM (C = 1). The accuracy scores follow the same order as the displayed results (microF1 and macroF1) and are not shown for clarity. On Yahoo datasets, the scores decrease from Yahoo2 to Yahoo10 (as the size of the vocabulary decrease). On the Opinosis dataset, there is no clear winner, but OR, modOR, ifn-tp-icf and RFR have comparable scores.
Overall, modOR has the best performance on these datasets. The bdc scheme is very competitive on Yahoo5 and Yahoo10. The RF scheme has lower scores than other state-of-the-art schemes but iqf-qf-icf has performed better. Using ifn in place of iqf (idf) has improved the score of ifntp-icf tf . The three proposed variants have better scores than the original term weighting schemes. The IR-based schemes, yet again, are the worst performers. Surprisingly, ifn-modRF scheme, that has the best scores on Events1306, is not among the best performers on these datasets.
3) TEST FOR STATISTICAL SIGNIFICANCE
We use Mcnemar's test [45] to measure the statistical significance of the difference between the predictions of various classifiers. For statistical significance, we need to use a large dataset. Since Yahoo2 is the largest among Events1306, Opinosis and Yahoo datasets with about 5000 questions in 10 categories, we use it for this test. We measure the statistic in all folds (cv) of a 10-fold cross-validation experiment.
We compare only the best performing scheme modOR with OR and two other better-performing schemes: ifn-modRF and ifn-tp-icf (see Yahoo2 column in Table 11 ). The results are shown in Table 12 . All folds (except cv-7 in modOR vs OR) have a p-value less than 0.05 showing a significant difference at that level. From this result, the predictions by these schemes on Yahoo2 are statistically significant.
C. COMPARISON OF WEIGHTS ASSIGNED
We compare the weights computed by the proposed term weighting schemes in Fig. 11 . Note that the weights are computed using global policy as explained in Section IV-B1. There is a positive correlation between weights assigned by modOR to ifn-modRF, ifn-tp-icf and RFR on the three datasets. Among the three datasets, they are well separated and distinct on Events1306. This observation coincides with the fact that these schemes achieved the best scores on Events1306. On Opinosis and Yahoo2, the weights are more concentrated towards the lower values.
A comparison of weights assigned using tf and tf-idf vectors (normalized) to term weighting schemes is depicted Fig. 12 . As the term weights assigned by the vectors vary in different documents, we show the maximum weight of a term among all the documents. Among the proposed schemes, modOR and RFR are used as tf-idf is applicable only on these schemes (ifn-modRF and ifn-tp-icf use tf-ifn instead of tf-idf). It can be seen that there is a positive correlation between tf and tf-idf vectors in all the three datasets. The values are quite spread out signifying that the weights assigned using tf and tfidf vectors differ considerably.
VI. DISCUSSION
The previous research with bdc and RF (see [16] , [25] ) considered that all variants of tf vectors had similar performance based on a study by Lan et al. [46] on general text classification. The study showed that there is no significant difference among the different variants of tf. In our experiments, FIGURE 12. Comparison of weights assigned by using tf and tf-idf vectors on the three datasets. Each point depicts the maximum weight of a term across all documents in the corresponding dataset. On all the three datasets, the weights assigned using the two vectors have positive correlation.
log(tf + 1) generally achieved slightly better scores than binary and tf vectors (see Fig. 8 ). The study by Quan et al. [14] found that binary vectors give better scores than tf, but they did not consider log(tf + 1). Note that when the assumption in the study [14] that tf for all terms is 1 is actually true, the value of log(tf + 1) is also 1. In other words, both binary and log(tf + 1) vectors will be same if the assumption is always true. But the vectors differ whenever a document contains a term with tf greater than 1. In such cases, log(tf + 1) gives more importance to the term and assigns it a higher value as compared to binary that still assigns it a value of 1.
Another interesting observation from the results is that for many schemes, we need to consider both tf and tf-idf vectors to achieve the best performance. Using tf-idf vectors often improves the classification scores over tf ( Fig. 10 supports this observation). The iqf-qf-icf scheme, in fact, contains idf as a part of the weight computation (iqf in the equation is nothing but idf). As can be seen in Table 8 , iqf-qf-icf has better scores than modOR when tf vectors are used, but the use of tf-idf vectors significantly improves the score of modOR. From the experiments, we observed that a term weighting scheme may need combination with a particular vector generation scheme to achieve the best performance. Such carefully selected combination may provide a stronger baseline for other advanced techniques such as deep learning based text classification.
From the experiments, we observed that the relative performance of the term weighting schemes varies with datasets and classifiers. The proposed scheme modOR has been observed to be the most consistent performer and in most experiments it achieved the best scores across the datasets. It could be the term weighting scheme of choice for other text datasets. Among the remaining schemes, ifn-modRF performed well on Events1306, while RF, ifn-tp-icf and bdc have comparable performance.
A limitation of the study is the use of only three short text datasets and three classifiers for the experiments. The experimental results obtained in the experiments are encouraging and the proposed term weighting schemes have improved the scores of the original schemes, but further research needs to be conducted to find if the results can generalize to other types of short text. A point worth noting is that even though we have evaluated the term weighting schemes on short text collections, they are also applicable to general text collections. We leave the investigation on the suitability of the proposed schemes for general text classification as future work.
VII. CONCLUSION
Term weighting is an important step for text classification and various unsupervised and supervised term weighting schemes have been proposed by researchers. In this work, we proposed four term weighting schemes and used ten existing schemes in combination with variants of tf and tf-idf vectors to investigate their performance on short text datasets. We conclude by answering the questions we asked at the beginning of this paper:
1) How good are the existing term weighting schemes for event tweets classification? We observed that unsupervised schemes were the worst performers and IR-based schemes achieved the least scores among the supervised schemes. Among the existing supervised schemes, OR, RF, iqf-qf-icf and bdc have comparable scores on Events1306. 2) Can we propose new schemes or variants of existing schemes to improve event classification? We proposed four supervised term weighting schemes. The proposed schemes ifn-modRF and modOR were the best performers on tweets datasets, while the other proposed variants also performed better than the original schemes in most experiments. 3) How do these schemes compare on other types of informal short text? On two other short text datasets, modOR achieved the highest scores while other proposed modifications outperformed the original schemes. Overall, the proposed scheme modOR exhibited consistently good performance and could be a good alternative to existing state-of-the-art term weighting schemes. The proposed modification ifn-tp-icf also improves the performance of the original scheme.
