A common metric of speed for DSP systems is their throughput. Algorithm transformations are the key to obtaining high throughput ASIC as well as software implementations. However, increasingly DSP subsystems are being used in systems such as "signal processing servers" and embedded controllers where both throughput and latency are important, and independent, metrics of speed. For example, the subsystem implementing the control law in a robot controller is part of a feedback loop so that not only does it have to process the inputs arriving at a rate determined by the sample period of the control loop, but it also has to produce the output corresponding to an input sample within a specified latency constraint.
Although throughput alone can be arbitrarily improved for several classes of systems using previously published techniques, none of those approaches are effective when latency constraints are considered. After formally establishing the relationship between latency and throughput in general computation, we explore the effect of pipelining on latency, and establish necessary and sufficient conditions under which pipelining does not alter latency.
Many systems are either linear, or have subsystems that are linear. For such cases we have used a state-space based approach that treats various transformations in an integrated fashion, and answers analytically whether it is possible to simultaneously meet any given combination of constraints on latency and throughput. The analytic approach is constructive in nature, and produces a complete implementation when feasibility conditions are fulfilled. We also present a sub-optimal but hardware efficient heuristic approach for the special case of initially-relaxed single-input single-output linear time-invariant computations. A novel software platform consisting of a high-level synthesis system coupled to a symbolic algebra system was used to implement the proposed algorithm transformations.
Instead of optimizing to improve throughput and latency, our transformations can also be used to increase the implementation efficiency while achieving the same latency and throughput as the original design -we obtained large improvements in area and power on many examples when using the proposed transformations in this alternate role. embedded systems, we use the following well-established definitions from areas such as control theory and digital signal processing. Latency is the physical (wall-clock) time needed to deliver the output data from the moment of arrival of the corresponding input data. Throughput of an embedded system is the highest rate at which it can receive and process the input data. The inverse of throughput is called Sample Period. In Section 3.0 we will recast these definitions in standard high level synthesis and system level design terminology.
Previous Work
Algorithm transformations are the most powerful algorithm optimization technique in a number of scientific and engineering areas. We will limit our overview to theoretical computer science, VLSI DSP and control theory applications, and compiler and high level synthesis domains -the areas which are most relevant and closely related to our work.
Transformations have been widely used by theoretical computer science researchers in the areas of algorithm design and computer algebra. In algorithm design the emphasis has been on using transformations for the development of generic and powerful parallelization techniques, such as doubling, parallel prefix computation, segmented scan and pointer jumping [4] , which can be used for the parallelization of a large variety of important problems. The theoretical study of transformations in computer algebra [5, 6] has mainly concentrated on the development of highly optimized parallel or compact (which use few operations) algorithms for important and popular tasks such as FFT and polynomial computations. On the practical side, several computer algebra manipulation systems that make extensive use of algebraic transformations [7, 8] are in wide use. Example systems include MACSYMA [9] , Derive, Reduce [10] , Mathematica [11] , Maple [12] , and Axiom (Scratchpad) [13] .
The use of transformations in compiler research and practice [14] has shifted from optimization for vector machines to addressing memory hierarchy access, and superscalar and superpipelined architectures, while preserving short compilation time as one of the most important criteria. Although a variety of transformations has been proposed [15] , their interaction has been explored only marginally.
Transformations have long been used in control theory and DSP to derive a variety of functionally equivalent, but structurally different, computation schemes for generic tasks such as filtering [16, 17] . More recently, influenced by the dominance of performance as the key design metric, a significant importance has been placed on unfolding techniques coupled with various algebraic transformations [18, 19, 20, 21 ] to achieve an arbitrarily high level of throughput at the expense of additional hardware cost, but without taking latency into consideration.
Transformations have also gained importance in the high level synthesis of custom VLSIs where they have been used not only for improving conventional design metrics like area and performance [22, 23, 24, 25, 26, 27] , but also for newer metrics such as power [28] , and fault tolerance [29] . Sophisticated transformations have also been presented for functional [30] and software [31, 32] pipelining.
What is New?
We have developed rigorous graph theoretic definitions of latency and throughput for general synchronous computation that also expose the interdependence between these two metrics of speed. Since throughput alone has been extensively treated in literature, we first establish the properties of latency in isolation by studying its exact relationship to pipelining, and by developing a generic state-space based approach to latency minimization that efficiently employs retiming, pipelining, and all algebraic and redundancy manipulation transformations.
Next we study throughput and latency together while paying special attention to the widely used class of Linear Time-Invariant (LTI) systems. For this class of systems we have developed a novel transformation technique that restructures the initial computation algorithm to one that has provably optimal latency and throughput, even when no assumption are made about the initial state and values of the coefficients. Until now all approaches which were able to improve throughput to an arbitrary extent were based on a combination of unfolding of the computation with block processing or interleaving [33, 21, 34] . However, this comes at the expense of a proportional degradation in latency. This long-standing Latency and Sample Period Bottleneck is broken by employing a novel combination of unfolding with "On-Arrival Processing" where input samples are processed as soon as they arrive, and a provably optimal latency minimization technique. For the special case of single-input LTI systems with zero initial state, we also present cost efficient transformation techniques that produce optimal, or close to optimal, combinations of latency and throughput -these special case techniques, however, are numerically not as well behaved as the general technique, and also produce a point solution as opposed to the range of solutions corresponding to different optimal combinations of latency and throughput that can be produced by the general technique.
Our transformation techniques for latency and throughput optimization can be used in two distinct fashion in a design environment. First, and the obvious, use is to transform an initial algorithm that, even given any amount of hardware resources, cannot meet constraints on latency and throughput to a new algorithm that can satisfy the constraints. The second, and equally useful, application of these transformations is to improve the implementation cost even when the initial algorithm can meet the constraints on throughput and latency. In this scenario the transformations are used to obtain a new algorithm with even better latency and throughput characteristics (shorter critical paths) and without increasing the amount of computation and storage too much. This new algorithm gives the scheduler more flexibility in meeting the timing constraints, which can often result in better resource utilization and lower implementation cost (area and power).
In addition to the above theoretical results, the power of coordinated use of high level synthesis tools and symbolic algebraic manipulation systems is demonstrated in the software platform that we developed to implement our techniques. The effectiveness of new concepts, algorithms, and software platform is shown on a variety of real-life examples.
CDFG and State-Space Representations

System Representation by CDFG
The systems that we are interested in have multiple inputs, multiple outputs, and finite state. They accept streams of samples on each of the inputs, and produce streams of samples on each of the output ports. We represent an algorithm for a system by a hierarchical directed controldataflow graph (CDFG). In a CDFG the nodes represent data operators or sub-graphs, data edges represent the flow of data between nodes, and control edges represent sequencing and timing constraints between nodes.
We restrict ourselves to operators that are synchronous in that they consume at every input, and produce at every output, a fixed number of samples on every execution. This restriction has two interesting ramifications. First, the operators, and hence the system, are determinate in that a given set of input samples always results in the same outputs independent of the execution times. Second, the system is well behaved in that the data sample rate at any given data edge in the CDFG is independent of the inputs, and the ratio between any two data sample rates will be a statically known rational number [35] . Mathematically, such a synchronous CDFG is equivalent to a continuous function over streams of data samples [36, 37] . Since CDFGs are of course causal, this means that they are equivalent to a function that expresses the i-th set of output samples in terms of the i-th and earlier sets of input samples.
The system state is represented in a CDFG by special delay operator nodes which are initialized to a user specified value. A delay operator node (often referred to as just delay or state in this paper) delays by one sample the stream of data on its sole input port. Intuitively, one can think of delay operators as representing registers holding states, and the other operators as combinational logic.
A system 1 is completely represented by a CDFG and the initial values for all the delays in the CDFG. We further restrict ourselves to single-rate systems where the data rate is identical on all the inputs, and also assume that the i-th samples on all inputs arrive simultaneously, aligned to a "sample clock". In the rest of the paper we use just the term CDFG to refer to such a "singlerate synchronous CDFG". Figure 1 shows an example CDFG.
System Representation in State-Space
A CDFG corresponds to an algorithm for computing the outputs and the new state (i.e. the new values of the delay nodes in the CDFG) given the inputs and the old state. An analytically powerful expression of such a CDFG is as a discrete-time finite-dimensional state-space system. An important thing to note is that there exists a discrete-time finite-dimensional state-space representation for every CDFG, and every such discrete-time finite-dimensional state-space system can be represented by infinitely many CDFGs. Some properties of the system are better analyzed in a state-space formulation, while others are better analyzed in the CDFG formulation. The state-space formulation is particularly powerful for analysis when the system behavior exhibits linearity, in part because of the well developed theory in that area. We will concern ourselves with the common case of real valued data.
A P-input, Q-output, R-state real-valued CDFG with real-valued data can be equivalently expressed by the following discrete-time finite-dimensional state-space system [38] where is the input vector, is the state vector, is the output vector, is the state-transition mapping, is the output mapping, and is the time index. , the initial state when the system starts operating at time 0, is known.
(EQ 1)
Special Case: Linear Time-Invariant Systems
A large fraction of systems are either linear, or have subsystems that are linear, over field F, additive operator ⊕, and multiplicative operator ⊗. Typically, F is the field over real numbers ℜ, ⊕ is arithmetic addition +, and ⊗ is arithmetic multiplication *, as is the case in linear filters in DSP, linear process controllers etc. It is important to note that linearity is not restricted to arithmetic + and *. For example, many useful systems, such as in fuzzy control theory, exhibit 
linearity over min or max as the additive operator, and arithmetic addition + as the multiplicative operator.
A system is linear if it can be realized by a CDFG such that at any time instant , the output samples and next state values are computed by linear combinations of input samples and previous state values. Equivalently, all the operators in the CDFG are either addition of two variables, or addition of a variable and a coefficient, or multiplication of a variable and a coefficient, where coefficients are known functions of , and independent of the inputs.
An important sub-class of linear systems are linear time-invariant systems, which correspond to all the coefficients in the CDFG being constants, i.e. independent of . In the state space formalism of (EQ 1), linear time-invariance implies that the state-transition mapping , and the output mapping are both time-invariant, and linear in as well as at all . It is well known that this implies that at a given can be characterized by constant coefficient matrices and , and at a given can be characterized by constant coefficient matrices and as below:
A further sub-case of the linear time-invariant systems are those systems where the initial state of the system, , is zero. Such initially relaxed systems have a well developed theory, and in fact most DSP and control systems fall in this category, e.g. the popular 5th order elliptical filter benchmark. These systems are equivalent to linear input-output systems where the value of an output sample can be expressed as a linear combination of the current input sample, and the past values of the input and output samples. Many alternate algorithms (CDFG structures) for these systems are described in the literature and, as discussed in Section 7.0, some of these algorithms achieve excellent latency and throughput. Further, such initially relaxed systems are also amenable to frequency domain analysis -one can characterize them by a Z-transform -and thus optimizations like pole-zero cancellation can also be performed to reduce the computation complexity.
Metrics of Speed -Throughput and Latency
There are two independent metrics of speed, and a user may specify constraints on both of them as part of the system specification. The two metrics are Throughput, and Latency [39, 2] .
Throughput of a system implementation is the maximum rate at which it can accept and process the data samples. The inverse of throughput is the Sample Period, T S , which is the minimum required time between the arrival of successive input samples.
Latency, T L , of an output in a system implementation is the delay between the arrival of a set of input samples, and the production of the corresponding output as defined by the specification. Figure 2 shows T S and T L pictorially. It is important to realize that T S and T L are really independent quantities, and may have independent constraints specified on them. T L may be less than, equal to, or greater than T S .
An important point to be noted is that latency is defined in terms of a correspondence between input sample(s) and an output sample. For us this correspondence is defined by the initial CDFG given by the user to specify the system -latency of an output in the initial CDFG is the delay between the arrival of the n-th set of input samples, and the production of the n-th sample at the output. Transforming the initial CDFG by adding (or removing) pipeline stages changes the correspondence between the input and output samples. For example, if one were to add one level of pipelining to the initial CDFG, then the latency will be defined in terms of the (n-1)-th set of input samples, and the n-th output sample. Similarly, if the initial CDFG was already pipelined, then removing one level of pipelining will mean that the latency will be defined in terms of the (n+1)-th set of input samples, and the n-th output sample. There is nothing fallacious about this second scenario -if the initial CDFG was already pipelined then it is obvious that the i-th output sample had no causal relationship to the i-th set of input samples.
Throughput and Latency Achieved by a CDFG
The preceding definitions of latency and throughput (sample period) can be recast in standard high level synthesis and system level design terminology. In particular, the definitions can be used to find the latency and sample period that can be achieved by a particular CDFG (no transformations allowed to the CDFG) given any amount of hardware resources and using any implementation technique. We will show that in the general case the latency and sample period that can be achieved by a CDFG forms a range of solutions that is parameterized by certain To get an intuitive feeling, let us first consider the simple case where the implementation is restricted to those where, in terminology of the state-space representation of (EQ 1), the elements of the n-th input vector and the elements of the corresponding previous state vector are all available at the same time -in other words, there is no time skew between them. These elements are used to calculate the n-th output vector and the n-th state vector
. While this implementation model may sound restrictive, it is in fact the one that is assumed by the scheduler in most of the popular high-level synthesis tools such as HYPER [24] . Latency T L of a particular primary output is the number of control steps that are needed to generate an output sample since the arrival of corresponding input samples. In our restrictive implementation model where the previous set of state values is available at the same time as the arrival of the new set of input values, latency T L will be equivalent to kT S + the length of the longest computation path from any primary input or state to the primary output. The path lengths are measured in control steps, and k is the number of pipeline stages that have been added (or removed if k is negative) to the initial specification. In a similar vein, T S is the length of the longest computation path measured in control steps from any primary input or state to any state. One may wonder why T S is not dependent on computation paths that go from primary inputs or states to primary outputs. The reason is that if the computation delay in any of these paths is greater than T S , an implementation can always use parallel or pipelined hardware to overlap computation corresponding more than one successive output samples, and achieve a sample period of T S . This will become clearer in Section 4.0 where the relationship between latency and pipelining is explored. Figure 1 illustrates the longest paths corresponding to latency and sample period for a biquad filter.
Having gained an intuitive understanding of latency and sample period achieved by a CDFG under a simple implementation model, we will now develop exact expressions for achievable latency and sample period under a more general implementation model where we remove the restriction that all the elements of and are available at the same time.
Consider a CDFG with P inputs, Q outputs, and R state nodes. Using the same notation as in (EQ 1), let:
P IS (i,j) = length of the path (in control steps) from the i-th primary input node to the j-th state node P IO (i,j) = length of the path (in control steps) from the i-th primary input node to the jth primary output node P SS (i,j) = length of the path (in control steps) from the i-th state node to the j-th state node P SO (i,j) = length of the path (in control steps) from the i-th state node to the j-th primary output node
= number of pipeline stages that have been added (or removed if k<0) to the initial CDFG that was given by the user as a specification, and from which the current CDFG under consideration was obtained after some transformations T IA (i) = skew in the arrival of the i-th element of (n-th sample at the i-th input) relative to arrival of the 1-st element of (n-th sample at the 1-st input). Note that by definition T IA (1)=0.
T SA (i) = skew in the arrival of the i-th element of ((n-1)-th value at the i-th state node) relative to arrival of the 1-st element of (n-th sample at the 1-st input)
T S = sample period T L (i,j) = latency from i-th input node to the j-th output node
Note that the input arrival time skews, T IA (i) ∀ i∈1..P, are usually timing constraints that are in general specified by the user. On the other hand, the skews in state arrival, T SA (i) ∀ i∈1..R, are parameters that an implementation is free to choose so as to satisfy design constraints while optimizing design cost metrics.
A little thought shows that:
The above expressions clearly show that the achievable values of T S and T L (i,j) are coupled in general -choosing some may place constraints on the achievable values of the remainder.
As mentioned earlier, most high level synthesis systems, such as HYPER [24] , assume an implementation model where T IA (i)=0 ∀ i∈1..P, and T SA (i)=0 ∀ i∈1..R. Under such a model the above expressions for T S and T L (i,j) get simplified to the following expressions that are equivalent to the intuitive expressions that we derived earlier (note that T L (i,j) is now independent of i):
To avoid the analysis from becoming complicated, we also do not use the general implementation model where T IA (i) ∀ i∈1..P, and T SA (i) ∀ i∈1..R are allowed to hold completely arbitrary values. While in some places we do use the more common and restricted model T IA (i)=0 ∀ i∈1..P, and T SA (i)=0 ∀ i∈1..R, in most of the paper we use a more permissive implementation model where T IA (i)=0 ∀ i∈1..P, T SA (i)=T SA ∀ i∈1..R, and T SA is a single implementation timing parameter 2 . Intuitively, in this relaxed model it is assumed that the i-th sample arrives at the same time for all the inputs, and the previously state values arrive at the 2. The parameter Tj used in analysis later in the paper (Section 6.0 in particular) is similar to the parameter T SA here.
same time for all the state nodes, and that the arrival of the state values is skewed with respect to the arrival of the input values by the time interval T SA . We found that the ability to choose the state arrival skew T SA (as opposed to assuming it to be 0 as the more common model does) is of enormous help -it enables combinations of latency and throughput to be achieved that are otherwise not possible. As later sections will show, this parameter plays a key role in our techniques in Section 6.3. For this model the expressions for T S and T L (i,j) get simplified to (note that T L (i,j) is independent of i in this case too): [33, 40] , and in high level synthesis to [30, 41] . We will use the following definition of pipelining: Pipelining with k pipeline stages on a CDFG is a special form of retiming where on each primary output (or input) k new delays are introduced, and only those delays can be moved.
The widespread treatment and use of pipelining is a consequence of its extraordinary power in improving throughput of designs. In particular, it is effective, when feedback constraints are not present [42] . However, more detailed analysis shows that pipelining also has side-effects which can drastically deteriorate quality of design. For example, it has been observed that pipelining often significantly increases the register requirements [41] . Increased latency is the most often quoted as an unavoidable harmful side effect of pipelining. However, as we will demonstrate in the rest of this section, if pipelining is done in a particular manner (so that a set of simple, easy to satisfy, timing constraints are satisfied), this effect can be fully avoided.
We assume that the user wants to introduce k delays, which will partition the CDFG into k+1 pipeline stage. The length of the longest path that is relevant for latency calculation (i.e., the longest path from any of the delay nodes or primary inputs to the output) is denoted by T L . Let T S be the sample period. The following theorem establishes conditions under which pipelining can be done without altering latency: 
condition is also a sufficient one.
Proof:
The latency T LP of the pipelined CDFG will be at least . If the condition specified in the theorem does not hold, i.e. if (note: that k is an integer), then , which contradicts the hypothesis that latency will not increase.
In the case of operators that can be pipelined at a fine grain, as well as in the case of operators with identical delays, the following placement of pipeline delays (latches) will maintain the latency. Introduce the k pipeline delays one by one such that the i-th delay,
, is placed at a distance of from the input -in other words, the pipeline delays are placed separated by at . This placement of pipeline delays will result in a latency of because it takes time for an input sample to travel to the k-th pipeline delay, and a further time of to travel from the k-th pipeline delay to the output. Such a placement is always feasible if fine-grained pipelining of operators is allowed, or if all operators have equal delays (in which case will be a multiple of operator delay). On the other hand if neither of these prerequisites are not met then one may not be able to place the pipeline delays such that they are separated exactly by . Observe that one cannot place adjacent pipeline delays at a distance greater than because that will increase the sample period, and one should not place them at a distance smaller than because a time interval of is always devoted to the computation between adjacent pipeline delays -placing adjacent delays closer than will therefore result in an increase in the latency.
We end this section with the observation that in the case of CDFGs that correspond to linear digital signal processing and control systems, pipelining with k delays is equivalent to introducing k poles at the origin in the transfer function of the system. If such a system is embedded in a feedback path of a larger system then the addition of these extra poles due to pipelining can have an effect on the stability and functionality of the larger system. Therefore, in such cases, the use of pipelining requires caution.
Techniques to Reduce Latency of a System
Recall from Section 3.0 that the latency that can be achieved by a CDFG is determined by the length of the longest combinational path that originates at a state (delay node) or at a primary input, and ends at the primary output of interest. Therefore, intuitively, to minimize latency one should try to reduce the length of such paths by suitably transforming the initial CDFG.
To reduce the length of any computation path going from a primary input to a primary output, transformations based on algebraic properties such as associativity, commutativity, and distributivity can help. For example, a chain of n adders that adds n+1 variables can be transformed into a maximally balanced binary tree of adders of depth . Retiming
cannot help in reducing such input-output paths because they do not have any delay nodes to begin with, and no amount of retiming will change that. Introduction of pipeline stages is possible but this can never reduce the length of these computation paths, although, as shown in Section 4.0, it is not necessary that this will increase the latency either.
More options are available to reduce the length of computation paths that originate at state nodes and end at primary outputs. Algebraic transformations will of course help, but another technique that helps is to retime such that the state nodes are moved closer to the primary outputs. Intuitively this means that we precalculate as much of the contribution of the previous state values to a primary output as possible. However, retiming and algebraic transformations effect each other mutually so that this is not a straightforward optimization. Further, retiming to minimize latency may result in the sample period getting worse because computation paths originating at primary inputs or at state nodes, and ending at state nodes, may be elongated.
Fortunately, in certain special but important cases an analysis in the state space framework offers more insight than the CDFG framework. This is because in the state space framework, as shown in (EQ 1), all the algebraic properties are encapsulated into two functions -the statetransition mapping , and the output mapping . Retiming can be viewed in the state space as mapping the old state vector in to a new one such that there is no change in the behavior of the system observable at the outputs. This mapping of state vector results in new and being defined. One can thus analyze the effects of retiming and algebraic transformations in an integrated fashion.
For example, consider the case where is separable such that and where the time taken to calculate and in sequence is less than that taken to calculate alone. Then one can retime such that the term is available as a state, and as a result the latency is reduced. The new state equations will then be:
However, this can increase the sample period because the time taken to calculate will in general be greater than that taken to calculate alone.
Many important systems have that exhibit such separability. For example, polynomial filters such as Volterra filters have which is a multivariate polynomial of states and primary inputs, and is therefore separable as above. Linear systems, where is characterized by matrices, also exhibit this separability. However, because is also linear in such systems, the sample period is not increased when the system is transformed as above to minimize latency. In fact, as shown in
the next section, one can go a step further and simultaneously apply algorithm transformations such as unfolding that reduce the sample period.
Latency and Sample Period for Linear Time-Invariant Systems
CDFGs that are composed of variable-variable additions and variable-constant multiplications correspond to linear time-invariant systems. Although much work has been done towards algorithms for these systems that achieve low sample periods (high throughput), no work has been directed towards reducing both latency and sample period. In fact, some of the techniques used for improving the sample period end up making the latency worse. In this section we analyze linear time-invariant systems from the perspective of both latency and sample period, and present transformations that simultaneously address these two metrics.
Latency and Sample Period of a Linear Time-Invariant CDFG
Consider a CDFG with P primary inputs, Q primary outputs, R state nodes, and composed of additions of two variables, and multiplications of variables with constant coefficients. Its statespace representation is as shown in (EQ 2) where is the current value of primary inputs in a vector form, is the vector corresponding to the state values from the previous time step, and and are the values of the output vector and state vector calculated in the current time step. Further, we assume the restricted implementation model (see discussion in Section 3.1) where all the elements of and are available at the same time.
A key advantage of the state-space representation is that the specific organization of linear computation in the CDFG is abstracted by the two linear equations, (called the state update equation) and (called the output equation), which encapsulate all the algebraic information. From the definitions of sample period T S and latency T L in Section 3.0, it follows that T S is decided by the time taken to compute , and T L is decided by the time taken to compute . These matrix equations are equivalent to a set of equations where the right hand sides are linear combinations of the P primary inputs and the R state values.
Noting that one of the maximally fast ways to evaluate a linear combination is by first doing the constant-variable multiplications in parallel, and then organizing the additions as a maximally balanced binary tree, we get the following expressions for the best sample period and latency that can be achieved when the four constant coefficient matrices are non-trivial (i.e., if we do not assume that any elements may be 0 or 1 or -1):
where we assume that the time for an addition is and the time for a multiplication is 3 . These expressions, however, can in general be quite pessimistic because the four coefficient
matrices often have many elements that are 0 or 1 or -1, in which case one can take advantage of such coefficients to reduce the number of adders and multipliers that are required. If we define and to be the number of elements that have magnitude and respectively in the row of matrix , then the following exact expressions for best achievable latency and sample period are obtained 4 :
Since the number of inputs and number of outputs are fixed, the goal of an algorithm transformation that optimizes latency and sample period will intuitively be to reduce and increase the number of 0, 1, and -1 valued entries across all rows of the coefficient matrices.
Transforming a Linear Time-Invariant CDFG for Minimum Latency
From the state-space representation of a LTI CDFG it becomes obvious that no amount of retiming and algebraic transformations will ever change the matrix . Retiming has no effect because corresponds to paths in the LTI CDFG that go from input nodes to output nodes without passing through state nodes -there are no state nodes to retime with. Algebraic transformations have no effect because is the matrix representation of the set of linear expressions that is implied by those input-output paths, and the matrix representation of a set of linear expressions is unique and unaffected by the application of commutativity, distributivity, associativity etc. Therefore, from (EQ 4) for T L it follows that if one is able to transform the algorithm such that every row of the transformed version of matrix has one entry with value 1 and all other entries with value 0, then the value of T L is the minimum possible. Intuitively, the new algorithm will be such that each output depends on one and only one state variable, and that too through a coefficient of 1. We show below that any LTI CDFG can indeed be transformed to such a minimum latency realization. Note that this solution is not unique, and is not necessarily the most efficient one either, because there exist infinitely many other solutions with minimum latency. For example, one can obtain other solutions with minimum latency by first applying some arbitrary state space transformation (a different state encoding) such that one still has R state values (infinitely many such transformations are possible because such a transformation is equivalent to an invertible RxR matrix; please refer to any linear systems books, such as [38] ), and then apply the outlined algorithm.
Consider a transformation of the original algorithm such that not only do we have the original state variables, but also linear combinations of those state variables that are obtained by taking the inner product of the original state vector with the rows of matrix . If these new states are denoted by , then the following state space representation is obtained which is equivalent to the original system in input-output behavior, and is a minimum latency realization because each output depends on one and only one state via a coefficient of value 1:
In the general case where the initial coefficient matrices are non-trivial, i.e. the matrix elements are not trivially 0 or 1, the above transformation guarantees that given enough hardware one can always achieve the following sample period and latency:
where the time for an addition is and the time for a multiplication is . For example, using this minimum latency transformation on a single input system, a sample period better than and a latency better than time units can always be achieved.
Transforming a Linear Time-Invariant CDFG to Jointly Improve Latency & Sample Period
Previous research [18, 21] has shown that one can use unfolding, look-ahead, and blockprocessing techniques to arbitrarily improve the sample period of LTI systems. On the other hand we just showed that one can always transform LTI systems to attain the minimum possible latency . Can we combine the two techniques to arbitrarily improve the sample period and simultaneously achieve the minimum latency? Unfortunately, the answer turns out to be no in the general case -for any given sample period there is a limit on the best latency that can be achieved, and this limit depends on the number of primary inputs. In the following discussion, we not only find the bounds, but in the process also generate a new CDFG, i.e. a new algorithm, that achieves the bound. This new CDFG can then be used as a starting point for scheduling and resource allocation.
In the following analysis we make two reasonable assumptions. First, time is taken to be an integer, and is measured in units of adder delay. The delay for a multiplication is a multiple
where:
of the adder delay. In effect we assume that addition takes one clock cycle, and multiplication takes one or more clock cycles. Second, the system is assumed to be arbitrary and non-trivial in the sense that no assumption is made about the values of the elements of the four coefficient matrices in the state space representation -in particular, we do not exploit coefficients that are 0 or 1. This makes the mathematics tractable, and the results conservative, at the expense of not being able to generate an analytic expression for the exact amount of hardware resources that are needed. However, this is not a problem because scheduling and allocation for a CDFG can be performed efficiently by various high-level synthesis systems.
Using Unfolding with Block Processing to Arbitrarily Improve the Sample Period
All algorithm transformations that can arbitrarily improve sample period are based on variants of unfolding where several input samples are processed together to produce one or several output samples. The computation overhead is amortized over several samples, and thus the effective sample rate is lowered. Further, the next state is now calculated in steps of the block size. Block processing [43] is one technique based on this theme where several samples are buffered, and then processed together as a block to produce the corresponding outputs. We use an adaptation of this idea for simultaneous improvement in latency and sample period, and therefore it is illustrative to look at how block processing works. Figure 3 shows the idea behind block processing. In the original CDFG, and are used to compute and . In block processing, consecutive input samples are collected in a buffer, and used together with to compute the corresponding output samples and the new state . The output samples are put in a buffer and shifted out at the sample rate. Here is the blocking size. The state space formalism again provides the means to calculate the sample period and latency that are achieved by block processing. Following are the equations for and in terms of and as obtained by unfolding the original state equations: Unfolded LTI Corresponding to (EQ 7)
Input Vector Samples
Output Vector Samples
Noting that the buffering delays at the input and the output affect the latency, and that the effective sample period is the block processing time divided by the block size, one obtains the following expressions for the latency and sample period for such a block processing algorithm:
These expressions are obtained by organizing the computation of the various linear combinations as maximally balanced binary trees of adders, preceded by multiplications in parallel. As is obvious from these expression, , and , so that throughput can be improved arbitrarily by increasing the amount of unfolding, but always at the cost of increased latency. This is a result of the buffering done at the input and the output.
As a side note, it is important to note that unfolding does not hurt numerical properties -in fact, as shown in [43] there is actually an improvement in round-off errors and other finite precision arithmetic effects.
Using Unfolding with On-Arrival Processing and Minimum Latency Transformation to Simultaneously Optimize Latency and Sample Period
We have found that the key to simultaneously improving sample period and latency is to combine the minimum latency transformation from Section 6.2 with unfolding. However instead of using block processing, which always degrades the latency, the samples are no longer buffered, but are processed as they arrive. Intuitively this makes sense too -if latency is a concern, there is no point in idle buffering of input samples.
One strategy for bringing the unfolded system into a minimum latency form is the same as that we adopted for the system which was not unfolded -new states are introduced such that all the outputs are dependent on one and only one state variable. A quick look at the unfolded system equations shows that if the linear combinations , , , of the original state vector are added as new, though redundant, states then one can express all the outputs such that they depend on one and only one previous state value, and that too through a multiplicative coefficient of 1. The number of states increases to . However, since the dimension of state space is not more than , it is possible to delete some of the original states such that the
remaining states continue to form a basis set for the state space. To keep the analysis simple, we avoid doing this optimization as the only effect of it will be to reduce the amount of hardware resources that will be needed -the critical paths in computation will remain unchanged. Using this strategy of combining unfolding and minimum latency transformation we get the following system equations:
Since we are interested in finding the limits to which the sample period and latency can be improved simultaneously, our task is essentially one of scheduling the above computation such that we get minimum latency for a given sample period. Such a schedule, while requiring much hardware, will be the fastest. If T S be the sample period (an integer >= 1), then the arrival time of input samples are . This computation is not a one shot computation in the sense that computation for one set of samples is followed by the computation of the next set of samples, so that one can overlap these computations under the constraint that the state value needed by one set of computations is produced in the 
preceding set. To put it another way, the time at which is available is also a parameter. Let the arrival of be skewed by T j with respect to the arrival of , or equivalently, let be available at . Since a similar computation needs to be done for the next block of samples, it follows that has to be available by . This is pictorially depicted in Figure 4 . Note that T j may even be negative, although since depends on , T j obviously cannot be less than -T S ; in fact as later results in the paper show, this is not a sufficient condition for the implementation to be feasible.
From the preceding discussion it is clear that for a given LTI system with sample period T S , these two parameters -the amount of unfolding , and the skew T j in the computation of state vector -together span the range of possible realizations obtained as a result of unfolding. However, the constraint that has to be computed by may not be met for all values of these two parameters, even if there is no constraint on the amount of hardware resources. Further, it is intuitively obvious that if T j is too large, then latency will get hurt because the computation of output values will wait for the state values to be available. We analyze the effect of these two parameters and the sample period on the feasibility of an LTI system (i.e. existence of a schedule), and in case the system is feasible, we calculate the best latency that can be obtained. These results enable one to answer whether a given pair of constraints on T S and T L can be met, and also construct a transformed algorithm or CDFG that will meet the constraints. where is the number of inputs, is the number of states in the initial CDFG before unfolding and the minimum latency transformation. The adder delay is 1 and the multiplier delay is .
Proof:
The problem of feasibility occurs because one has to ensure that can be computed by time from that arrive at time instances , and that arrives at time . To show that can be computed by this deadline, it is sufficient to show that a maximally fast schedule, where one starts making use of the data values as soon as they arrive, will succeed.
The update equation for each of the elements in the state vector is a linear combination of the original elements of the state vector, and input elements for each of the samples. Each of these linear expressions can be evaluated independently in parallel so that it suffices to consider the computation time of just one of them. The fastest way to evaluate such linear
combinations is to multiply each of the variables with the corresponding coefficient as soon as the variable arrives, and simultaneously do maximally parallel pair-wise addition of all terms whose variable-coefficient multiplication is finished. This process will continue until all the input vectors and the previous state vector have arrived, multiplied with the corresponding coefficient vectors, and the resulting terms all added. At the beginning there are no terms available to add. At every sample period, , an input sample vector with elements is received, and time units later the elements would have been multiplied with coefficients and ready for addition. Also, at time an additional elements will be available (only out of elements of contribute to the state update equations), and become ready for addition time units later. Let denote the number of terms available to be added at time in the maximally fast schedule described above for evaluating the linear expression corresponding to the case where elements arrive at each of the time instances , and elements arrive at time . Then:
It can be shown that:
Using the above expression the feasibility requirement can be reduced to:
Note that the logical relations and are always true because one cannot avoid multiplying with coefficients, and that because cannot be computed until at least a multiplier delay after the arrival of at time . The above equality can then be simplified to the desired form of the feasibility condition in the theorem statement. 
Observations: 1. If no schedule is feasible for the given set of parameters, one can adopt any of the following remedies:
X n [ ] …X n i + [ ] S n 1 - [ ] kT S k n…n i + } { ∈ ∀ P m P nT S T j + R R R iQ + S n 1 - [ ] m α T T S T j P R k 1 k 2 m , , , , , , , ( ) T P kT S k k 1 …k 2 } ,k 1 k 2 ≤ { ∈ ∀ R T j Feasibility thatS n i + [ ] be computed by n i 1 + + ( ) T S T j + α i 1 + ( ) T S T j + T S T j P R 0 i m , , , , , , , ( ) 1 = ⇔ α T T S T j P R k 1 k 2 m , , , , , , , ( ) T m - T j ≥ ( ) 2 T j R ( ) T m - k 1 T S ≥ ( ) 2 1 min k 2 T m - T S ------------- , ( ) +     T S 2 k 1 T S - 2 T S 1 - -----------------------------------------------------------------------P           + 2 T m - --------------------------------------------------------------------------------------------------------------------------------------------------------------------------------- = α i 1 + ( ) T S T j + T S T j P R 0 i m , , , , , , ,( ) 1= i 1 + ( ) T S m ≥ ( ) 2 T j R ( ) i 1 + ( ) T S T j + m ≥ ( ) 2 1 min i i 1 + ( ) T S T j + ( ) m - T S ---------------------------------------------------- , ( ) +     T S 1 - 2
T S 1 ------------------------------------------------------------------------------------------P
          + 2 i 1 + ( ) T S T j + ( ) m -
----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
1 = i 1 + ( ) T S m ≥ i 1 + ( ) T S T j + m ≥ min i i 1 + ( ) T S T j + ( ) m - ( ) T S ⁄ , ( ) i = S n i + [ ] m X n i + [ ] iT
The LTI system is feasible for some finite unfolding factor if and only if: (EQ 12)
The equivalence between the statement "LTI system is feasible for some finite unfolding factor " and the inequality follows from the fact that the second factor on the right hand side of (EQ 10) 
is less than 1 for any finite i, takes its minimum value at , and monotonically converges to 1 as . The equivalence between the two inequalities in (EQ 12) follows from simple algebraic manipulation, and the facts that T j is an integer, and that
for all real and integer .
If (EQ 12) holds, then for given T S and T j the unfolding factor i must satisfy the following for the system to be feasible:
(EQ 13)
(EQ 13) follows directly from (EQ 10) in the statement of the Feasibility Theorem by solving (EQ 10) for , and making use of the fact that is an integer.
For given sample period T S , and unfolding factor i, the skew in state arrival T j must satisfy:
(EQ 14)
(EQ 14) follows from (EQ 10) by recasting the inequality in (EQ 10) in terms of T j , and making use of the fact that T j is an integer.
Latency Theorem: If an LTI system with non-trivial coefficient matrices, which has been unfolded times, has a sample period T S , and a skew in the arrival of previous state value of T j , is feasible, then it can achieve a latency of:
Note that the latency is independent of unfolding .
Proof: Latency varies from sample to sample, i.e. the time taken for output samples to be calculated since the arrival of the corresponding input sample is in general different for each of the samples. Let be the latency for the sample . We define the system latency to be .
From (EQ 9) it is clear that is a linear combination of the elements of the previous state vector that arrive at time , and elements in each of the vectors that arrive at time instants . The fastest way to evaluate such a linear combination, using the same strategy as we adopted in the proof of the feasibility theorem, is to multiply each of the variable elements by its corresponding coefficient as soon as it arrives, and simultaneously do maximally parallel pair-wise additions of all terms whose variable-coefficient multiplication is finished. This works because addition is associative and commutative. The process continues until all elements have arrived, multiplied, and been added so that a single term remains. One thing to note from the state-space output equations obtained after unfolding and minimum latency transformation is that of the elements of , one element has a coefficient of 1, and the others have coefficients 0. So in effect contributes only one variable to each output, and that too with a coefficient of 1 so that no multiplication is needed.
Using such a maximally fast schedule, one can express as below using the function that we defined earlier: and using the expression for from (EQ 11), one can simplify the above expression to:
From (EQ 16) together with the feasibility theorem one can show that which means that the latency associated with is at least as high as latencies for
. From this one immediately gets the following which proves the theorem: 
Observations
A necessary and sufficient condition for a feasible system to achieve latency is:
(EQ 17)
The observation follows from (EQ 15).
A necessary and sufficient condition for a feasible system to achieve the minimum latency, i.e. , is:
(EQ 18)
(EQ 18) is obtained by plugging into (EQ 17).
For a given sample period T S , the best latency that can be achieved by a feasible system is:
(EQ 19)
From (EQ 15) it follows that the best latency is obtained for the smallest T j such that the system is still feasible for the specified T S at some finite unfolding factor i. Making use of the fact that T j is an integer, from (EQ 12) it is obvious that this smallest T j is given by . (EQ 19) then follows trivially by plugging this value of T j back into (EQ 15).
The minimum sample period for a feasible system that achieves the minimum latency, i.e. , is:
(EQ 20) 
To derive (EQ 20) we first note that the feasibility condition for LTI systems at some finite unfolding factor, as implied by (EQ 12), is equivalent to . Since T S is an integer, it follows that the minimum sample period at a given T j for a system that is feasible for some finite unfolding factor
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Algorithm for Simultaneous Optimization of Latency and Sample Period
We have used the analytic results presented above to construct an algorithm which, if feasible, transforms an arbitrary LTI CDFG to satisfy user specified constraints on latency , and sample period .
Step 1: Transform the given LTI CDFG into state space equations characterized by , , , , , , and .
Step 2: From (EQ 4), if , and, then just the maximally fast computation of the linear expressions will suffice -STOP.
Step 3: If, in accordance with (EQ 6), and, , then apply the minimum latency transformation from (EQ 5) to the state space equations -STOP.
Step 4: We need to apply techniques from Section 6.3.2. If , then our
method can never find a feasible system because is the minimum latency that can be achieved for a input LTI system with arbitrary coefficients -STOP.
Step 5: Use (EQ 17) to find the upper bound on the parameter so that latency is .
(EQ 21)
Step 6: Use (EQ 12) to find lower bound on such that the system is feasible for finite .
(EQ 22)
Step 7: If , we cannot find a feasible system which satisfies the constraints on sample period and latency -STOP.
Step 8: Since unfolding is an expensive operation, we would like to keep as small as possible. Therefore we initially pick the largest allowable , i.e. , and use (EQ 13) to calculate the minimum unfolding factor for which a feasible system satisfies the constraints on latency and sample period. 
All (TL,TS) combinations that lie on, or to the right and top, of the curve for a specific value of P are guaranteed 1. P is the number of primary inputs and m is the multiplier delay to be achieved by our optimization technique
As a digression, we would like to note that unfolding is not an expensive operation from the point of view of number of operations -in fact, it can be shown that for LTI systems the average number of operations needed to process a sample is actually smaller with unfolding than without unfolding, unless the unfolding factor is very large. The reason unfolding is an expensive operation is that the number of constant coefficients that are needed grows with increased unfolding, and the resulting coefficient storage requirements often turn out to be very expensive -this, however, is in part depends on the target architecture model that one is using.
Step 9: Use (EQ 14) to find a new lower bound on such that the system is feasible for the above .
(EQ 24)
Step 10: Using from (EQ 23), and a from (EQ 21) and (EQ 24), generate the CDFG corresponding to the maximally fast schedule as described in Section 6.3.2. This CDFG corresponds to a new algorithm that satisfies the constraints on latency and sample period.
Latency-Throughput Optimization Technique in Action -An Example
While we will present the results achieved by our techniques on various benchmarks later in the paper, here we illustrate the technique described in the previous section by discussing in detail the application of the technique to a specific example -a 5-th order low pass elliptical wave digital IIR filter. Figure 6 shows the initial CDFG for the example, which has P=1, Q=1, and R=5. Using the definitions in Section 3.1 it can be shown that if hardware was no constraint, this CDFG (without applying any transformations) can achieve the following combinations of latency and sample period:
and .
As mentioned previously, for P=1 the technique for this section guarantees that one can achieve for all , and a latency of at -several factors of improvement over latency and throughput achieved by the initial CDFG. We demonstrate the use of the algorithm Section 6.3.3 to transform the CDFG in Figure 6 to achieve and . All the steps of the algorithm have been completely automated using the software platform described in Section 8.0.
Step 1: The CDFG is converted to the state-space equations: 
Step 2: Use (EQ 4) to calculate the latency and sample period that can be achieved by the above state space equations taking into account coefficients with magnitude 0 and 1. We obtain and -these values do not meet the requirements, therefore we continue.
Step 3: Next we apply the Minimum Latency transformation of Section 6.2 and check whether the resulting system, shown below, meets the latency and sample period requirements.
The above system has and -these values do not meet our requirements.
Step 4: Check that the required latency is greater than or equal to the best latency that the algorithm guarantees -since this is indeed the case, we continue.
Step 5: Calculate the upper bound on :
(EQ 25)
Step 6: Calculate the lower bound on :
(EQ 26)
Step 7: Check that -the condition is satisfied in this example. We continue because the algorithm can find a solution.
Step 8: Calculate the unfolding factor:
where we had to pick a value for the multiplier delay , and we assumed . This implies that the final system will achieve and .
Step 9: Calculate the new lower bound on :
(EQ 28)
Step 10: Unfold the system times, and then apply the Minimum Latency Transformation of Section 6.2 -the resulting system can achieve the required and (for ). Schedule the resulting state space equations, that are show below, using maximally fast computation of the linear expressions and on-arrival processing with , and noting that arrives at , arrives at , arrives at , is needed by , is needed by , and is needed by . The results of Section 6.3 guarantee that such a schedule is always feasible.
It is worth noting that the improvement in latency and throughput is at the expense of the number of coefficients increasing from 6 in the original CDFG to 38 in the final equations, and the number of state elements increasing from 5 to 7. In addition, of course, more adders and multipliers will be needed. This extra hardware results in the original latency and sample period improving from and respectively to and .
Optimizing Latency and Sample Period for the Special Case of Single-Input LTI Systems with Zero Initial State
In the previous section we described a technique to transform a LTI CDFG to satisfy, if feasible, simultaneous constraints on latency and throughput. While on the one hand the technique is completely general in that it produces guaranteed results and is applicable to any LTI CDFG, on the other hand the technique, and the theory behind it, do not make use of the values of the coefficients in the initial state-space equation -the four coefficient matrices , , , and in (EQ 2) were assumed to be absolutely arbitrary. It is obvious that better results are possible if one were to take advantage of the coefficient values. In particular, coefficients that are 0 need not be considered, and coefficients that have magnitude 1 need not be multiplied. Consequently, it may indeed be possible to achieve combinations of T S and T L that the technique in the previous section fails to achieve. More importantly, the knowledge about 0 and 1 coefficients may also be used to obtain more cost efficient implementations -for example, it may be possible to achieve a combination of T S and T L with a smaller unfolding factor than is predicted by the algorithm in Section 6.3.3, or it may be possible to use simpler transformations.
Taking advantage of coefficients with values 0 and 1 is, unfortunately, extremely difficult -the mathematical analysis becomes intractable -unless there is some regularity and mathematical structure to the location of these coefficients in the matrices , , , and . Of course there is no such regularity or structure in the general case of a LTI CDFG. However it is well known in DSP and Linear System Theory that a special case of these LTI CDFGs, namely LTI CDFGs with single-input and zero initial state can always be transformed to certain standard (canonical) CDFG structures [44] . Since throughput and implementation cost (area, number of operations) have been the more popular metrics in traditional DSP, these standard CDFG structures have been developed and analyzed with those two metrics in mind -latency has been overlooked. We noticed that some of these standard forms either have good latency and throughput characteristics at low cost, or are good starting points to apply some of the techniques of the previous section, such as algebraic transformation, unfolding, on-arrival processing, maximally fast computation, and skew between the arrival of the input and the state, to obtain solutions with low latency and high throughput at a low cost.
In this section we describe some techniques that are based on the approach of first converting a single-input single-output LTI CDFG with zero initial state (a single-input multiple-output
CDFG can be treated as a collection of multiple single-input single-output CDFGs) into one of the standard forms, and then applying a fixed sequence of transformations to yield cost efficient solutions with good (often optimal) throughput and latency characteristics. Since a large fraction of applications (e.g. many filters and controllers) are single-input, these techniques can indeed be useful in a variety of designs.
Before describing them, we would like to describe some differences between the special case techniques of this section and the general technique of the previous section. The first crucial difference is that some of the standard forms used by the techniques in this section often do not have good numerical accuracy which may lead to a larger number of bits being required. In contrast, the technique in the previous section by and large preserves the numerical accuracy of the original CDFG. A second important difference is that these special case techniques yield point solutions -a single combination of T S and T L -whereas, the technique of the previous section yielded a whole range of optimal combinations of T S and T L .
Technique #1: Modified Direct Form II
We begin by describing a technique that is based on the well known standard form: Direct Form II. Any single-input single-output LTI CDFG with zero initial state can be transformed to the Direct Form II (shown in Figure 7 (a)) using the following steps:
Step 1: Transform the given single-input single-output zero initial state LTI CDFG into state space equations, as in (EQ 2), characterized by P=1, Q=1, R, A, B, C, and D.
Step 2: Taking the Z-Transform of the two state space equations, calculate the Transfer Function H(z) = Y(z)/X(z). The zero initial state condition is required for this step.
(EQ 29)
It is clear that H(z) will be a ratio of two polynomials in z, and can be expressed as:
(EQ 30)
Step 3: Taking Inverse Z-Transform, the time-domain equations corresponding to (EQ 30) are:
Comparing (EQ 31) to the CDFG for the Direct Form II structure in Figure 7 (a) it follows that the
coefficients in the Direct Form II structure can be expressed in terms of the coefficients of the numerator and denominator polynomials of H(z) as below:
The Direct Form II structure is widely recognized as a low-throughput, high-latency, high-cost structure, and does not appear to be particularly useful -in the general case of arbitrary coefficients this structure has latency and sample period . However, we found that a simple and fixed sequence of transformation steps can yield a modified structure that has latency and sample period . By way of comparison, the general technique of Section 6.3 can achieve for all , and at for the single-input case. The algorithm to modify the Direct Form II structure is as below.
Step 1: If the coefficient b0 in Figure 7 (a) is not equal to 0, we first apply a coefficient scaling 
transformation to obtain the CDFG in Figure 7(b) , and then apply a sequence of retiming steps that move the delay nodes in the middle branch of the CDFG to two sides as in Figure 7 (c).
If the coefficient b0 in Figure 7 (a) is equal to 0, we remove the corresponding multiplication node and directly apply a sequence of retiming steps to move the delay nodes in the middle branch of the CDFG to the two sides as shown in Figure 7 (d).
Step 2: We convert the CDFG obtained in Step 1 into the state space representation. The state space equations for the case are:
and, the state space equations for the case are:
(EQ 34)
Step 3: Apply maximally fast linear computation transformation [34] -according to (EQ 4) the resulting latency and sample period will be and for the case , and and for the case .
Note that most multiplications in the structures in Figure 7 (c) (for ) and in Figure 7 (d) (for ) are of different constant coefficients with the same variable. By transforming those
multiplications to the bit-level, and assuming that word length is W, the multiplications with the various coefficients can all be done using only W shifts regardless of the values of the coefficients. Therefore this structure provides an effective answer to the important problem of minimizing the number of shifts in LTI systems (the number of shifts dominates the implementation cost in bit-serial systems [45] ) which has recently received significant attention [45] . Even when the number of states is arbitrarily high, the LTI system can be transformed by our approach such that the number of shifts is a small constant which depends only on the word length requirements. This provides results that are far superior to all previously published approaches. Notice that unlike earlier approaches, this structure does not incur any penalty on either latency or throughput, which, on the contrary, are actually much improved. While simulated annealing based optimization takes between several seconds and few minutes for optimization, optimizing the direct form takes a negligible time. The following table shows the improvement over the initial and the best previously published results on four examples (mat -1 input 3-state controller; ellip -1-input 4-state controller; lin4 and lin5 -1-input 5-state controllers) for 8, 16 and 32 bit designs. The average improvement compared to the initial design is x9.92, and compared to designs optimized using simulated annealing is x7.41, thus clearly demonstrating the importance of coordinated consideration of retiming, algebraic transformations, common sub-expression and multiplication substitution by shift-and-adds. This is an extension to technique #1 where we unfold once the system obtained in technique #1, and then use maximally fast computation, on-arrival processing, and state arrival skew T j =0 to get and . Following are the steps corresponding to this technique:
Step 1: Unfold once the modified Direct Form II structure that was obtained in technique 1. We consider only the case to illustrate this technique, and obtain the following state space representation of the once unfolded system using (EQ 31): I  SA  N   mat  12  6  39  38  6  83  74  14  152  130  25  ellip  20  8  77  56  8  136  87  16  240  198  32  lin4  30  10  92  57  8  212  128  16  383  279  26  lin5  28  10  81  66  8  191  117  16  348  313 26 [45] (I -Initial Design; SA -design optimized using simulated annealing as reported in [45] ; N -design based on our new structure)
Step 2: Now use a combination of maximally fast linear expression computation and on-arrival processing in a fashion similar to that we employed in Section 6.3. Note that and arrive at , arrives at , must be calculated by , must be calculated by , and must be calculated by . Using (EQ 31) it is easy to show that the smallest sample period at which this system is feasible are , and that the corresponding latency is (which, according to Section 6.2, is the minimum latency for a general 1-input system). As a comparison, recall that the general technique of Section 6.3 can achieve for all , and at for the single-input case.
Compared to technique #1, this technique reduces the sample period by 1, achieves the same latency, and has (8N+4) coefficients as opposed to (4N+1) for approximately x2 increase in coefficient memory.
Technique #3: Transposed Direct Form II
This technique is based on the observation that another standard form known as Transposed Direct Form II (also known as the Companion Form) has good latency throughput characteristics. This form is shown in Figure 8 , and has sample period and latency (which is equal to the minimum latency for a general single-input system). The coefficient matrices for the corresponding state space representation are also shown in the figure. The coefficients in Figure 8 for Transposed Direct Form II are equal to the corresponding coefficients in Figure 7 (a) for Direct Form II, and can therefore be calculated for any single-input single-output zero initial state LTI CDFG using (EQ 31) under technique #1. The advantage of this structure over that obtained in technique #1 is that there are only N state nodes, as opposed to 2N. Same throughput and latency is obtained as in technique #1 with x2 savings in number of registers
used to store state variables, and only 2N+1 coefficients being required as opposed to 4N+1 resulting in an almost x2 savings in coefficient memory as well. Figure 8 is unfolded by 1, and then implemented using on-arrival processing and maximally fast linear computation. We omit the details since they are similar to those of technique #2. However, this technique has only N state nodes and (4N+2) coefficients, for a x2 advantage in both the number of states and the size of coefficient memory over technique #2 for the same latency and sample period.
Other Special Case Techniques for Single-Input Single-Output LTI CDFGs with Zero Initial State
Many single-input single-output LTI systems with zero initial states can be transformed into what is known as the Diagonal Form, shown in Figure 9 . This form has and . More importantly though, the matrix in the state-space representation is diagonal so that the number of multiplications and additions is substantially reduced in the state update equation. This can be of benefit in implementations where the cost is dominated by 
multiplication cost, as is often the case in programmable DSPs and microcontrollers. An even larger class of LTI systems with zero initial state can be transformed into the so called Jordan Form where the resulting matrix has a non-zero diagonal together with some elements that are 1 in the super-diagonal that runs parallel to and just above the main diagonal. This form retains the nice attributes of the diagonal form except that the achievable sample period degrades slightly to . Unfortunately, the process of finding the diagonal and Jordan forms is often numerically unstable, and caution needs to be exercised in using them.
Software Platform -HYPER 2.1 + Maple V
The approach presented here imposes a number of demanding requirements of very distinct and different nature on the synthesis process. The requirements include simulation which addresses word-length trade-offs after transformations, manipulation of computations in both the CDFG and the state-space domains using both numeric and symbolic techniques, rapid estimation of quantitative performances of proposed solutions, and a software platform which supports a large number of transformations.
Both modern algebra manipulation systems and state-of-the-art high level synthesis systems are implemented using several hundred thousand lines of code (for example, just the kernel of Mathematica has more than 330,000 lines of code) and still fail to fulfill all the requirements. Therefore developing an integrated system which will provide all the outlined capabilities is not a cost and time effective solution. However, by interfacing computer algebra and high level synthesis tools which are readily available, a simple and effective solution was created by us which satisfies our requirements, required limited software effort, and allows different tasks to be done using tools best suited for them.
We coupled Maple V, a computer algebra system originally from University of Waterloo [12] , with HYPER 2.1 [24] , a high level synthesis system from University of California, Berkeley. Maple allows symbolic as well as numerical manipulations in a mixed functional and procedural paradigm. Various packages in Maple enable the representation and manipulation of a variety of mathematical structures such as those found in linear algebra, group theory etc. HYPER on the other hand provides the capability to input a design described in the applicative language SILAGE, translate it into a CDFG, and perform high-level synthesis tasks such as module selection, various transformations, scheduling, and allocation. The final result is implemented using a variety of cell libraries and physical design tools. Figure 10 shows a typical flow of synthesis for joint latency/throughput optimization using the techniques described in this paper through HYPER and Maple. The user describes the algorithm in SILAGE, and HYPER translates it into the CDFG format and does the initial simulation. An interface program then translates the CDFG into Maple equations, and uses a Maple script to A T S m 2 + = perform various transformations (such as unfolding, minimum latency transformation, conversion to standard forms) in the state space and to derive a structure which satisfies the constraints on both latency and throughput. The result is then fed back to HYPER, which then estimates the implementation cost and performs bit level simulation. HYPER can also be used for further optimizations. For example multiplications with constants can be replaced by shiftand-adds which often significantly reduces cost of implementation, particularly in the case of linear computations.
Experimental Results
Using the HYPER+Maple based software platform described in the previous section, we tested the effectiveness of the optimal transformation technique of Section 6.0 and the special case heuristic techniques (for single-input systems) of Section 7.0 on a number of examples. As mentioned in Section 1.3, the latency-throughput transformation techniques can be used for two distinct purposes: to transform a CDFG to meet joint constraints on latency and throughput, and to transform a CDFG so as to improve the cost of implementation at the same latency and throughput as that of the initial CDFG. We tested our techniques in both these modes, and the results are reported later in this section. Since we are not aware of any previous work on algorithm transformations that simultaneously addresses latency and throughput, we are unable to compare our results when using our transformations in the first mode, i.e. to meet constraints on latency and throughput. When using the transformations in the second mode -to improve the cost of implementation for unchanged latency and throughput requirements -we compare the cost of implementing the initial design and the final design using the HYPER synthesis system.
The characteristics of the examples that we tested our techniques on are shown in Table 2 . All . The area numbers were obtained using the HYPER [24] synthesis system which implements the designs as a custom chip made using a set of communicating word-parallel dedicated datapaths that are controlled by a central finitestate machine controller. HYPER generates the physical layout of the chips by using the LAGER silicon compilation system [46] at the backend -datapaths are generated using the datapath compiler in LAGER, the FSM controller using the logic synthesis and tiling tools in LAGER, the datapath control logic using standard cells, and the overall chip using the macro-cell place-androute and pad ring generator tools that are part of LAGER. We used a 1.2 micron feature size technology for the examples presented in this paper. Table 3 : Improvements in latency and throughput of the initial design using the heuristic techniques of Section 7.0, and the optimum technique of Section 6.3 used in the first mode mentioned above -to simultaneously reduce latency and sample period. The table contains the latency, sample period, and chip area for the initial CDFG as given by the user, and the corresponding numbers obtained by the four heuristic techniques of Section 7.0 (only in the case of single-input examples) and the optimum technique of Section 6.3. The optimum technique can give a range of latency and sample period values -the table contains the numbers corresponding to the following two cases: at the minimum latency that can be guaranteed by the algorithm ( for a P-input system), and at the minimum sample period that can be guaranteed by the algorithm (1 for all systems) . The results show that the techniques are successful at achieving many factors of improvement in latency and throughput, although often at an increased implementation cost. The optimum technique always surpasses the heuristic technique in the latency and throughput that is achieved -in fact the difference would be even more pronounced if the multiplier delay was . Unfortunately, these better latency and throughput characteristics that are achieved by the optimum technique come at a higher implementation cost due to the algorithm unfolding used by the optimum technique. Also, note that the heuristic techniques are not applicable to the three multi-input examples in our benchmark set (dist, chemical, and aircraft). Table 4 presents the data obtained when the transformation techniques were used in the second mode: to improve the cost of implementation for the same latency and throughput requirements as for the original CDFG. Again, the data is presented for the four special-case heuristic techniques, and for two extreme cases of the optimum technique. The data shows that substantial reduction in the area is obtained in many cases. For example when we compare the initial implementation and the implementations under the same initial timing constraints using technique H3, the area of all benchmark design was reduced. The average and the median reduction in area were by factors 2.93 and 2.26 respectively. When the approach H4 is used, then the average and median improvements were by factors 2.15 and 1.91 respectively. With the optimum technique the results are not consistent -some examples show improvement in area a. For each example the first set of numbers corresponds to the case when the optimum technique of Section 6.3 is used to achieve a minimum latency system; the second set of number corresponds to the case when it is used to achieve a maximum throughput system. b. The for sets of numbers for each example correspond to the four special-case heuristic techniques #1, #2, #3, and #4 respectively of Section 7.0 whereas the others show a degradation. To a large part this is also due to the fact that implementations in HYPER use regular register files to store the constant coefficients too -this makes the unfolding operation used by the optimum technique very expensive.
As the data in Table 3 (where the transformed designs are scheduled under the new, and significantly stricter, latency and throughput constraints) suggests, a large reduction in the latency and sample period of designs is often achieved simultaneously with reduction, or a very limited increase, in the number of operations and the size of final implementation. An intuitive generalization of the results of [28] to the case where both throughput and latency are constrained suggests that the preceding set of conditions is sufficient for power reduction. Table  5 shows the reduction in power between the initial designs and designs obtained using the H4 technique. The power was reduced in all the examples. The highest reduction was for the lin5 linear controller by factor of 16.8 times, while the smallest improvement was for the iir6 filter, by 86%. The average and the median reduction in power were by factors 6.15 and 3.58 times. Although the average increase in area was by 88.8%, this number is biased by the sharp increase in areas for a few examples -in more than half the examples both area and power were simultaneously reduced, resulting in an overall median decrease in area by 1.3%.
a. O1 corresponds to the case when the optimum technique of Section 6.3 is used to achieve a minimum latency system; O2 corresponds to the case when it is used to achieve a maximum throughput system. b. H1, H2, H3, and H4 correspond to techniques #1, #2, #3, and #4 respectively of Section 7.0. Table 4 : Improvements in area over the initial design using the heuristic techniques of Section 7.0, and the optimum technique of Section 6.3 when the transformed design is scheduled for the same latency and throughput as the original design (using )
For the three multiple input examples the technique H4 is not applicable. However, even in those three cases power can be reduced by using the optimum technique O2. In that case the power reduction for dist, chemical and aircraft controller were by factors 7.36 (from 157 nJ to 21.3 nJ), 9.32 (from 123 nJ to 13.2 nJ), and 3.95 (117 nJ to 29.6 nJ) respectively.
Conclusion
Meeting simultaneous constraints on throughput and latency while synthesizing from a highlevel description is an important unsolved problem. Based on our conviction that algorithm transformations are effective in solving this problem, we first presented a generic technique to optimize latency by using retiming, pipelining, and all algebraic and redundancy manipulation transformations. Building on insights conveniently offered by both state-space and CDFG representation of linear time-invariant systems, we combined this latency minimization technique with unfolding and on-arrival processing to optimally address the latency-sample period product bottleneck for LTI systems. We also presented techniques that transform a large class of linear computations such that not only are the latency and throughput competitive, though sub-optimal, but at the same time a dramatic reduction in power consumption, area of implementation, and the number of operations is obtained. Furthermore, we presented a set of sufficient and necessary conditions for pipelining without degrading latency. On all benchmarked examples the new approaches yielded improvements in latency and throughput when the goal was to improve the latency and throughput characteristics, and in many cases resulted in substantial reductions in chip area when the goal was to reduce the implementation cost for unchanged latency and throughput requirements. Table 5 : Improvements in energy per sample over the initial design using H4, the technique #4 of Section 7.0
