Abstract. This paper investigated two end-to-end approaches for the identification of spoken language from webcast sources. Long short-term memory (LSTM) and self-attention mechanism architectures are adopted and compared against a deep convolution network baseline model. These methods focused on the performance of spoken language identification (LID) on variable length utterance. The dataset used for experimental evaluation contains five language data collected from webcast (Webcast-5) and ten Chinese dialect language datasets from IFLYTEK (IFLYTEK-10). The end-to-end LID system was trained using five kinds of acoustic features: Mel-frequency cepstral coefficients (MFCCs), shifted delta cepstral coefficients (SDC), Perceptual Linear Prediction (PLP), log Mel-scale filter bank energies (Fbank) and spectrogram energies. The best model using a single feature set achieves an accuracy of 79.6% and a C avg of 10.87%.
Introduction
Automatic language identification (LID) refers to the task of correctly determining the language of a given speech utterance [1] . LID is an enabling preprocessing technology for multilingual speech processing applications, such as automatic machine translation, multilingual speech recognition, voice-operated device and so forth. A major problem in LID is how to design a specific and effective language to represent speech utterances. It is challenging due to the obvious variations introduced relating to different speech content, speakers, channels and background noise [2] , especially when deal with webcast speech signals.
During the last two decades, enormous efforts have been dedicated to developing methods for automatically identifying language from speech signals. Language identification systems are usually categorized by the representations they use, such as acoustics, phonetics, phonotactics, presodic information and lexical knowledge [3] . Most of the state-of-the-art LID systems rely on various advanced acoustic modelling. Driven by the development in speaker recognition or verification, one of the most widely used techniques is i-vector front-end features with conventional classifiers, such as, Gaussian Mixture Model (GMM) and probabilistic linear discriminant analysis (PLDA) [4, 5] . The major drawback of the i-vector approach is that the performance will degrade dramatically on shorter utterance [6] . Deep bottleneck features (DBF) extracted from a DNN trained model was used by Jiang [2] and Richardson [7] for automatic speech recognition (ASR). Although DNF-based systems provide the best LID performance, the ASR must be trained first, which requires a large volume of phoneme labeling data. Recently, end-to-end approaches with recurrent neural networks (RNN), convolutional neural networks, and attention-based neural networks have been investigated on LID tasks [8, 9] .
In this paper, we focus on the identification of variable length utterance spoken language from webcast using LSTM-based and self-attention [11] CNN end-to-end approaches [9, 10] . We explore the LID models based on global average pooling. We examine five representations based on MFCCs, SDC, PLP, Fbank and spectrogram energies. The experiments solve the problem of training and recognition with variable length utterances, and use CNN self-attention mechanism for LID tasks. All this development was done by using Python and PyTorch.
Investigated Approaches

Acoustic Features Used
Five different types of feature vectors were extracted within all of the following experiments: 39 dimensional MFCCs (13-dimensional with delta and acceleration), 62 dimensional MFCC-SDC (13-dimensional MFCCs with 49-dimensional SDC features in a 7-1-3-7 configuration), 39 dimensional PLP (13-dimensional with delta and acceleration), Fbank (64-dimensional with delta and acceleration) and spectrogram energies. All the features were computed using 25ms frames of the signal with frame shifts of 10ms. Finally, we normalized the input to have zero mean and unit variance for each coefficient over the whole data set. The voice activity detector (VAD) was not used in this work.
Baseline CNN Approach
In order to have a baseline to compare with, an end-to-end DCNN based system was evaluated on the same test dataset. The architecture of DCNN system is similar to Various residual convolution network (ResNet-like) [10] . At the training stage, the input is replaced by Fbank with a 3-dimensional matrix of dimensions (3, 64, 220), corresponding with a given speech segment of 2.2 seconds.
Model Architecture
To ensure the LID system is flexible against utterance duration, two approaches are investigated: 1) truncate the variable length utterances into multiple fixed segments, and apply the model developed for fixed-length input; 2) modify the network architecture such that the end-to-end system can process variable length utterances. LSTM-based architecture. Because classical Recurrent Neural Networks (RNNs) have two major problems: Weight constraints, Exploding and vanishing gradients. In this work, we present an efficient LSTM-based system for LID, and LSTM are explicitly designed to avoid these problems. Fig. 1 shows an example of structure used in the experimental part of this work. We used L2-Norm [12] to make sure that the model is as simple as possible and avoid over-fitting. In the training stage, the input data is based on the longest frame number in a batch of data, and the insufficient zero-padding is achieved. At the same time, the frame number Mask of the data is got for frame-level recognition. In the testing stage, the batch size is set to 1. The effect of zero padding is removed according to the Mask.
Self-Attention CNN-based architecture. Table 1 shows the details of the baseline system and Self-Attention CNN-based architecture. As described in Fig. 2 , the SABlock is used in Self-Attention CNN-based (SANet). We adopt the simplest average pooling layer to extract the utterance-level mean statistics. Therefore, given input data sequence of shape (64, L), where L denotes variable-length data frames, we finally get 256-dimensional utterance-level representation. The SANet and ResNet-like both use four convolutional layers, where each layer is followed by the Batch Normalization and ReLU activation function. The kernel sizes, strides and number of filters for each convolutional layer are (5*5, 2, 32), (5*5, 2, 64), (5*5, 2, 128), (3*3, 1, 256), respectively. The Softmax output is used to compute similarity scores of each language for identification. Table 1 . Architecture of ResNet-like and Self-Attention. A bracket describes the structure of a SABlock as shown in Fig. 2 .
ResNet-like SANet
Conv32 + Res32 Conv32
Conv64 + Res64 Conv64
Conv128 + Res128 Conv128
Adaptive average pool
Linear(512, classes) Figure 2 . The self-attention mechanism. The ⊗ and ⊕ denote matrix multiplication.
Datasets and Evaluation Metrics
To investigate the performance of LID systems, we run experiments on two different datasets: Webcast-5 and IFLYTEK-10 [13]. The Webcast-5 was collected from the webcast, and it include five languages (Lao, Mandarin, Myanmar, Thai and Vietnamese). Data recordings were carried out at 16kHz, mono channel and segmented to avoid speaker overlap. Webcast-5 contains three parts: training, development and test set. The training set has 1,800 sentences in each language, including 18 speakers, 9 males and 9 females, each speaker has 100 utterances; the development set has 500 utterances in each language, including 10 speakers, 5 males and 5 females, each speaker has 50 utterances. The test set has 600 utterances in each language, including 6 speakers, 3 males and 3 females, each speaker has 100 utterances. The audio files are on average around 3 seconds. The IFLYTEK-10 has 10 dialects, which are derived from the ten dialect areas, namely: Minnan, Nanchang, Kejia, Changsha, Shanghai, Hebei, Hefei, Shanxi, Sichuan and Ningxia. The data was collected by various models of smartphones, and the recording environment includes quiet and noisy environment. The data is stored in a PCM format with sampling rate of 16 KHz and 16 bits. IFLYTEK-10 contains two parts: training set, and test set. The training set has 6,000 utterances in each dialect, including 30 speakers, 15 males and 15 females, each speaker has 200 utterances. The test set contain 5 speakers in each dialect, among which the collection consists of 2 females and 3 males. Thus, we perform a close-set task, without out-of-set test utterances. The performance of the systems was evaluated according to two different metrics. The first one is accuracy. Because the test data is equally distributed to each language, the accuracy rate is used. The second metric is cost measure C avg , detailed information about this closed set multilanguage cost function and its definition can be found in the NIST LRE15 plan [14] .
Experiments
In this section, experiments were conducted to evaluate the effectiveness of the proposed approaches. All structures are described in Section 2. The Adam learning rate was 0.001. ReLUs were used for activation nonlinearities. Dropout was used to avoid overfitting. To train the network, we have adopted two strategies, the first one is to use the maximum number of frames in a single batch of speech features as the benchmark and zero-padding on the shorter utterances, of which the disadvantage is the consumption of memory. The second is to select the fixed number of feature frames according to the average length of the dataset. In the training phase, the audio features of 220 frames obtain by random intercepting is used as the network input, which will give rise to an effect of data extension. During the testing phase, the input of network is the feature of utterance. A comparison of the performance of different approaches and features is shown in Table 2 . It can be observed that, the SANet shows reasonably good performance with spectrogram and Fbank (static, delta and acceleration) similar to the red, green, blue (RGB) image representation. Fig. 3 shows the accuracy measurement of the LID systems on Webcast-5 dataset. The confusion matrix for SANet (static, delta and acceleration) on Webcast-5 can be seen in Fig. 4 . We also compare the approaches on two datasets in Table 3 . The results show that the proposed methods are effective for improving the performance of identification of Spoken Language with variable length utterances.
Summary
In this paper, we describe two end-to-end spoken language identification approaches for the identification of spoken language from webcast. We investigated several acoustic features on two datasets. Experiments on Webcast-5 datasets show that the best single system achieves 79.6% accuracy and 10.87% C avg , and the SANet is an effective method for variable length utterance LID tasks. In the future work, we will consider how to integrate the identification approaches to a FM broadcast monitoring system for automatic identification of the spoken language, and analyze the influence of SNR on identification rate.
