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Abstract
Motivated by economic dispatch and linearly-constrained resource allocation problems, this paper proposes a class of novel
distributed approx-Newton algorithms that approximate the standard Newton optimization method. We first develop the
notion of an optimal edge weighting for the communication graph over which agents implement the second-order algorithm,
and propose a convex approximation for the nonconvex weight design problem. We next build on the optimal weight design to
develop a discrete distributed approx-Newton algorithm which converges linearly to the optimal solution for economic
dispatch problems with unknown cost functions and relaxed local box constraints. For the full box-constrained problem, we
develop a continuous distributed approx-Newton algorithm which is inspired by first-order saddle-point methods and
rigorously prove its convergence to the primal and dual optimizers. A main property of each of these distributed algorithms is
that they only require agents to exchange constant-size communication messages, which lends itself to scalable implementations.
Simulations demonstrate that the distributed approx-Newton algorithms with our weight design have superior convergence
properties compared to existing weighting strategies for first-order saddle-point and gradient descent methods.
Key words: distributed optimization; multi-agent systems; resource allocation; networked systems; second-order methods.
1 Introduction
Motivation. Networked systems endowed with dis-
tributed, multi-agent intelligence are becoming perva-
sive in modern infrastructure systems such as power,
traffic, and large-scale distribution networks. However,
these advancements lead to new challenges in the coor-
dination of the multiple agents operating the network,
which are mindful of the network dynamics, and subject
to partial information and communication constraints.
To this end, distributed convex optimization is a rapidly
emerging field which seeks to develop useful algorithms
to manage network resources in a scalable manner. Mo-
tivated by the rapid emergence of distributed energy
resources, a problem that has recently gained large at-
tention is that of economic dispatch. In this problem, a
total net load constraint must be satisfied by a set of gen-
erators which each have an associated cost of producing
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electricity. However, the existing distributed techniques
to solve this problem are often limited by rate of conver-
gence. Motivated by this, here we investigate the design
of topology weighting strategies that build on the New-
ton method and lead to improved convergence rates.
Literature Review. The Newton method for minimiz-
ing a real-valued multivariate objective function is well
characterized for centralized contexts in [3]. Another
centralized method for solving general constrained con-
vex problems by seeking the saddle-point of the asso-
ciated Lagrangian is developed in [7]. This method,
which implements a saddle-point dynamics is attractive
because its convergence properties can be established.
Other first-order or primal-dual based methods for ap-
proaching distributed optimization include [4, 8, 10, 14].
However, these methods typically do not incorporate
second-order information of the cost function, which
compromises convergence speeds. The notion of com-
puting an approximate Newton direction in distributed
contexts has gained popularity recently, such as [15]
and [23, 24]. In the former work, the authors propose
a method which uses the Taylor series expansion for
inverting matrices. However, it assumes that each agent
keeps an estimate of the entire decision variable, which
does not scale well in problems where this variable di-
mension is equal to the number of agents in the network.
Additionally, the optimization is unconstrained, which
helps to keep the problem decoupled but is narrower in
scope. The latter works pose a separable optimization
with an equality constraint characterized by the inci-
dence matrix. The proposed method may be not directly
applied to networks with constraints that involve the in-
formation of all agents. The papers [5,12,26] incorporate
multi-timescaled dynamics together with a dynamic
consensus step to speed up the convergence of the agree-
ment subroutine. These works only consider uniform
edge weights, while sophisticated design of the weight-
ing may improve the convergence. In [25], the Laplacian
weight design problem for separable resource allocation
is approached from a distributed gradient descent
perspective. Solution post-scaling is also presented,
which can be found similarly in [16] and [19] for improv-
ing the convergence of the Taylor series expression for
matrix inverses. In [20], the authors consider edge weight
design to minimize the spectrum of Laplacian matrices.
However, in the Newton descent framework, the weight
design problem formulates as a nonconvex bilinear prob-
lem, which is challenging to solve. Overall, the current
weight-design techniques that are computable in poly-
nomial time are only mindful of first-order algorithm
dynamics. A second-order approach has its challenges,
which manifest themselves in a bilinear design prob-
lem and more demanding communication requirements,
but using second-order information is more heedful of
the problem geometry and leads to faster convergence
speeds.
Statement of Contributions. In this paper, we propose a
novel framework to design a weighted Laplacian matrix
that is used in the solution to a multi-agent optimization
problem via sparse approximated Newton algorithms.
Motivated by economic dispatch, we start by formulat-
ing a separable resource allocation problem subject to
a global linear constraint and local box constraints, and
then derive an equivalent form without the global con-
straint by means of a Laplacian matrix, which is well
suited for a distributed framework. We use this to mo-
tivate weighting design of the elements of the Laplacian
matrix and formulate this problem as a bilinear opti-
mization. We develop a convex approximation of this
problem whose solution can be computed offline in poly-
nomial time. A bound on the best-case solution of the
original bilinear problem is also given.
We aim to bridge the gap between classic Newton and
distributed approx-Newton methods. To do this,
we first relax the box constraints and develop a class of
constant step-size discrete-time algorithms. The New-
ton step associated with the unconstrained optimization
problem do not inherit the same sparsity as the dis-
tributed communication network. To address this issue,
we consider approximations based on a Taylor series ex-
pansion, where the first few terms inherit certain level
of sparsity as prescribed by the Laplacian matrix. We
analyze the approximate algorithms and show their con-
vergence for any truncation of the series expansion.
We next study the original problem with local box con-
straints, which has never been considered in the frame-
work of a distributed Newton method, and present a
novel continuous-time distributed approx-Newton
algorithm. The convergence of this algorithm to the
optimizer is rigorously studied and we give an inter-
pretation of the convergence in the Lyapunov function
sense. Furthermore, through a formal statement of the
proposed distributed approx-Newton algorithm
(or DANA), we find several interesting insights on
second-order distributed methods. We compare the re-
sults of our design and algorithm to a generic weighting
design of distributed gradient descent (DGD)
implementations in simulation. Our weighting design
shows superior convergence to DGD.
Organization. The rest of the paper is organized as fol-
lows. Section 2 introduces the notations and fundamen-
tals used in this paper. We formulate the optimal re-
source allocation problem in Section 3. Section 4 pro-
poses the optimal graph weighting design for a second
order method and develops a convex approximation to
compute a satisfactory solution. In Section 5, we propose
a distributed algorithm that approximates the Newton
step in solving the optimization. Section 7 demonstrates
the effectiveness of the proposed algorithm.We conclude
the paper in Section 8.
2 Preliminaries
This section compiles notation and presents a few results
that will be used in the sequel.
2.1 Notation
Let R and R+ denote the set of real and positive real
numbers, respectively, and let N denote the set of natu-
ral numbers. For a vector x ∈ Rn, we denote by xi the
ith entry of x. For a matrix A ∈ Rn×m, we write Ai
as the ith row of A and Aij as the element in the i
th
row and jth column of A. Discrete time-indexed vari-
ables are written as xk, where k denotes the current
time step. The transpose of a vector or matrix is de-
noted by x⊤ andA⊤, respectively. We use the shorthand
notations 1n = [1, . . . , 1]
⊤ ∈ Rn, 0n = [0, . . . , 0]⊤ ∈ Rn,
and In to denote the n× n identity matrix. The stan-
dard inner product of two vectors x, y ∈ Rn is written
〈x, y〉, and x ⊥ y indicates 〈x, y〉 = 0. For a real-valued
function f : Rn → R, the gradient vector of f with re-
spect to x is denoted by ∇xf(x) and the Hessian ma-
trix with respect to x by ∇xxf(x). The positive (semi)
definiteness and negative (semi) definiteness of a matrix
A ∈ Rn×n is indicated by A ≻ 0 and A ≺ 0 (resp. A  0
andA  0). The same symbols are used to indicate com-
ponentwise inequalities on vectors of equal sizes. The set
of eigenvalues of a symmetric matrix A ∈ Rn×n is or-
dered as µ1(A) ≤ · · · ≤ µn(A) with associated eigenvec-
tors v1, . . . , vn ∈ Rn. An orthogonal matrix T ∈ Rn×n
has the property T⊤T = TT⊤ = In and T
⊤ = T−1. For
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a finite set S, |S| is the cardinality of the set. The uni-
form distribution on the interval [a, b] is indicated by
U [a, b]. We define the projection
[u]
+
v :=
{
u, v > 0,
max{0, u}, v ≤ 0.
2.2 Graph Theory
A network of agents is represented by a graph
G = (N , E), assumed undirected, with a node set
N = {1, . . . , n} and edge set E ⊆ N ×N . The edge set
E has elements (i, j) ∈ E for j ∈ N i, where N i ⊂ N
is the set of neighbors of agent i ∈ N . The union of
neighbors to each agent j ∈ N i are the 2-hop neighbors
of agent i, and denoted by N 2i . More generally, N pi , or
set of p-hop neighbors of i, is the union of neighbors
of agents in N p−1i . We consider weighted edges for the
sake of defining the graph Laplacian; the role of edge
weightings and the associated design problem in this
paper is described in Section 4. The graph G then has a
weighted Laplacian L ∈ Rn×n defined as
Lij =

−wij , j ∈ N i, j 6= i,
wii, j = i,
0, otherwise,
with weights wij = wji > 0, ∀j 6= i, and total incident
weight wii on i ∈ N , wii =
∑
j∈N i
wij . Evidently, L has
an eigenvector v1 = 1n with an associated eigenvalue
µ1 = 0, and L = L
⊤  0. The graph is connected i.f.f. 0
is a simple eigenvalue, i.e. 0 = µ1 < µ2 ≤ · · · ≤ µn.
The Laplacian L can be written via its incidence matrix
E ∈ {−1, 0, 1}|E|×n and a diagonal matrix X ∈ R|E|×|E|+
whose entries areweightswij . Each row ofE is associated
with an edge (i, j) whose ith element is 1, jth element is
−1, and all other elements zero. Then, L = E⊤XE.
2.3 Schur Complement
The following lemma will be used in the sequel.
Lemma 1. [27](Matrix Definiteness via Schur
Complement). Consider a symmetric matrixM of the
form
M =
[
A B
B⊤ C
]
.
If C is invertible, then the following properties hold:
(1) M ≻ 0 if and only if C ≻ 0 and A−BC−1B⊤ ≻ 0.
(2) IfC ≻ 0, thenM  0 if and only ifA−BC−1B⊤  0.
2.4 Taylor Series Expansion for Matrix Inverses
A full-rank matrix A ∈ Rn×n has a matrix inverse, A−1,
which is characterized by the relation AA−1 = In. In
principle, it is not straightforward to compute this in-
verse via a distributed algorithm. However, if the eigen-
values of A satisfy |1− µi(A)| < 1, ∀ i ∈ N , then we can
employ the Taylor expansion to compute its inverse [21]:
A−1 =
∞∑
p=0
(In −A)p.
To quickly see this holds, substitute B = In −A, multi-
ply both sides by In−B and reason with limp→∞. Note
that, if the sparsity structure of A represents a network
topology, then traditional matrix inversion techniques
such as Gauss-Jordan elimination still necessitate all-to-
all communication. However, agents can communicate
and compute locally to obtain each term in the previous
expansion. If A is normal, it can be seen via the diago-
nalization of In − A that the terms of the sum become
small as p increases due to the assumption on the eigen-
values of A [9]. The convergence of these terms is ex-
ponential and limited by the slowest converging mode,
i.e. max |1− µi(A)|.
We can compute an approximation of A−1 in finite
steps by computing and summing the terms up to
the qth power. We refer to this approximation as a
q-approximation of A−1.
3 Problem Statement
Motivated by the economic dispatch problem, in this
section we pose the separable resource allocation prob-
lem that we aim to solve distributively. We reformulate
it as an unconstrained optimization problem whose de-
cision variable is in the span of the graph Laplacian, and
motivate the characterization of a second-order Newton-
inspired method.
Consider a group of agents N , indexed by i ∈ N , and a
communication topology given by G. Each agent is as-
sociated with a local convex cost function fi : R → R.
These agents can be thought of as generators in an elec-
tricity market, where each function argument xi ∈ R,
i ∈ N represents the power that agent i produces at a
cost characterized by fi. The economic dispatch prob-
lem aims to satisfy a global load-balancing constraint∑n
i=1 xi = d for minimal global cost f : R
n → R, where
d is the total demand. In addition, each agent is subject
to a local linear box constraint on its decision variable
given by the interval [xi, xi]. Then, the economic dis-
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patch optimization problem is stated as:
P1 : min
x
f(x) =
n∑
i=1
fi(xi) (1a)
subject to
n∑
i=1
xi = d, (1b)
xi ≤ xi ≤ xi, i = {1, . . . , n}. (1c)
Distributed optimization algorithms based on a gra-
dient descent approach to solve P1 are available [28].
However, by only taking into account first-order in-
formation of the cost functions, these methods tend
to be inherently slow. As for a Newton (second-order)
method, the constraints make the computation of the
descent direction non-distributed. To see this, consider
only (1a)–(1b). Recall the unconstrainted Newton step
defined as xnt := −∇xxf(x)−1∇xf(x), see e.g. [3]. In
this context, the equality constraint can be eliminated
by imposing xn = d−
∑n−1
i=1 xi. Then, (1a) becomes
f(x) =
∑n−1
i=1 fi(xi) + fn(d−
∑n−1
i=1 xi). In general, the
resulting Hessian ∇xxf(x) is fully populated and its in-
verse requires all-to-all communication among agents in
order to compute the second-order descent direction. If
we additionally consider (1c), interior point methods are
often employed, such as introducing a log-barrier func-
tion to the cost in (1a) [3]. The value of the log-barrier
parameter is updated online to converge to a feasible so-
lution, which exacerbates the non-distributed nature of
this approach. This motivates the design of distributed
Newton-like methods which are cognizant of (1b)–(1c).
We eliminate (1b) by introducing a network topology as
encoded by a Laplacian matrix L associated with G and
an initial condition x0 ∈ Rn with some assumptions.
Assumption 1. (Undirected and Connected
Graph). The weighted graph characterized by L is undi-
rected and connected, i.e. L = L⊤ and 0 is a simple
eigenvalue of L.
Assumption 2. (Feasible Initial Condition). The
initial state x0 satisfies (1b), i.e.
n∑
i=1
x0i = d.
If the problem context does not lend itself well to sat-
isfying Assumption 2, there is a distributed algorithmic
solution to rectify this via dynamic consensus that can
be found in [6] which could be modified for a Newton-like
method. Given these assumptions, P1 is equivalent to:
P2 : min
z
f(x0 + Lz) =
n∑
i=1
fi(x
0
i + Liz) (2a)
subject to x− x0 − Lz  0n, (2b)
x0 + Lz − x  0n. (2c)
Using the property that 1n is an eigenvector of L associ-
atedwith the eigenvalue 0, we have that 1⊤n (x
0+Lz) = d.
Newton descent for centralized solvers is given in [3]; in
our distributed framework, the row space of the Lapla-
cian is a useful property to address (1b).
Remark 1. (Relaxing Assumption 2). The assump-
tion on the initial condition can render the formulation
vulnerable to implementation errors and cannot easily
accommodate packet drops in a distributed algorithm. A
potential workaround for this is outlined here. Consider,
instead of (1b) in P1, the n linear constraints:
x+ Lz = d, (3)
where d ∈ Rn,1⊤n d = d and (1b) can be recovered by
multiplying (3) from the left by 1n. (As an aside, it may
be desirable to impose sparsity on d so that only some
agents need access to global problem data). Both x ∈ Rn
and z ∈ Rn become decision variables, and agent i can
verify the ith component of (3) with one-hop neighbor in-
formation. Further, a distributed saddle-point algorithm
can be obtained by assigning a dual variable to (3) and
proceeding as in [7].
We provide a simulation justification for this approach in
Section 7.4, although the analysis of robustness to pertur-
bations and packet drops is ongoing and outside the scope
of this paper. For now we strictly impose Assumption 2.
We aim to leverage the freedom given by the elements of
L in order to compute an approximate Newton direction
to P2. To this end, we adopt the following assumption.
Assumption 3. (Cost Functions). The local costs fi
are twice continuously differentiable and strongly convex
with bounded second-derivatives given by
0 < δi ≤ ∂
2fi
∂x2i
≤ ∆i,
for every i ∈ N with given δi,∆i ∈ R+.
This assumption is common in other distributed New-
ton or Newton-like methods, e.g. [12,15] and in classical
convex optimization [3, 17]. Assumption 3 is necessary
to attain convergence in our computation of the Newton
step/direction and to construct the notion of an optimal
edge weighting L. We adopt the shorthands H(x) :=
∇xxf(x), Hδ := diag(δ), and H∆ := diag(∆) as the di-
agonal matrices with elements given by ∂2fi(xi)/∂x
2
i ,
δi, and ∆i, respectively.
Next, for the purpose of developing a distributed
Newton-like method, wemust slightly rethink the idea of
inverting a Hessian matrix. By application of the chain
rule, we have that ∇zzf(x0 + Lz) = LH(x0 + Lz)L.
Clearly,∇zzf is non-invertible due to the smallest eigen-
value of L fixed at zero, a manifestation of the equality
constraint in the original problem P1. We instead focus
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on the n− 1 nonfixed eigenvalues of ∇zzf to employ the
Taylor expansion outlined in Section 2.4. To this end,
we project LH(x0 + Lz)L to the R(n−1)×(n−1) space
with a coordinate transformation; the justification for
this and relation to the traditional Newton method
are made explicitly clear in Section 5. We seek a ma-
trix T ∈ Rn×n satisfying T⊤T = In − 1n1⊤n /n [9]; the
particular matrix T we employ is given as
T=

n−1 +√n −1 · · · −1 1√
n
−1 . . . · · · ...
...
. . . −1 ...
−1 · · · −1 n−1 +√n
−1−√n · · · · · · −1−√n 1√
n

diag(
[
ρ
1
]
),
where ρ =
√
n(n+ 1 + 2
√
n)
−1
1n−1. This choice of T
has the effect of projecting the null-space of the Hessian
onto the nth row and nth column, which is demonstrated
by defining M(x) := JT⊤LH(x)LTJ⊤ ∈ R(n−1)×(n−1),
where J =
[
In−1 0n−1
]
. The matrix M(x) shares its
n− 1 eigenvalues with the n− 1 nonzero eigenvalues of
LH(x)L at each x, and M(x)−1 is well defined, which
provides us with a concrete notion of an inverse Hessian.
We now adopt the following assumption.
Assumption4. (Convergent Eigenvalues). For any
x, the eigenvalues of In−1 −M(x), corresponding to the
n−1 smallest eigenvalues of In−LH(x)L, are contained
in the unit ball, i.e. ∃ ε < 1 such that
−εIn−1  In−1 −M(x)  εIn−1.
Technically speaking, we are only concerned with ar-
guments of M belonging to the n − 1 dimensional hy-
perplane {x0 + Lz | z ∈ Rn}, although we consider all
x ∈ Rn for simplicity. In the following section, we ad-
dress Assumption 4 (Convergent Eigenvalues) by min-
imizing ε via weight design of the Laplacian. By doing
this, we aim to obtain a good approximation of M−1
from the Taylor expansion with small q, which lends it-
self well to the convergence of the distributed algorithms
in Sections 5 and 6.
4 Weight Design of the Laplacian
In this section, we pose the nonconvex weight design
problem on the elements of L, which formulates as a
bilinear optimization to be solved by a central author-
ity. To make this problem tractable, we develop a con-
vex approximation and demonstrate that the solution is
guaranteed to satisfy Assumption 4. Next, we provide a
lower bound on the solution to the nonconvex problem.
This gives a measure of performance for evaluating our
approximation.
4.1 Formulation and Convex Approximation
Our approach hearkens to the intuition on the rate of
convergence of the q-approximation of M(x)−1. We de-
sign a weighting scheme for a communication topology
characterized by L which lends itself to a scalable, fast
approximation of a Newton-like direction. To this end,
we minimize max
i,x
|1− µi(M(x))|:
P3 : min
ε,L
ε (4a)
s.t. − εIn−1  In−1 −M(x)  εIn−1, ∀x, (4b)
L1n = 0n, L  0, L = L⊤, (4c)
Lij ≤ 0, j ∈ N i, Lij = 0, j /∈ N i . (4d)
Naturally, P3 must be solved offline by a central author-
ity because it requires complete information about the
local Hessians embedded in M(x), in addition to being
a semidefinite program for which distributed solvers are
not mature. Even for a centralized solver P3 is hard for
a few reasons, the first being that (4b) is a function over
all possible x ∈ Rn. To reconcile with this, we invoke
Assumption 3 on the cost functions and write Mδ =
JT⊤LHδLTJ
⊤ andM∆ = JT
⊤LH∆LTJ
⊤. Then, (4b)
is equivalent to
−(ε− + 1)In−1 +Mδ  0, (5a)
(1 − ε+)In−1 −M∆  0, (5b)
ε− = ε+, (5c)
where the purpose of introducing ε− and ε+ will become
clear in the discussion that follows.
The other difficult element of P3 is the nonconvexity
stemming from (5a)–(5b) being bilinear in L. There
are path-following techniques available to solve bilinear
problems of this form [11], but simulation results do not
produce satisfactory solutions for problems of the form
P3. Instead, we aim to develop a convex approxima-
tion of P3 which exploits its structure. Consider (5a)
and (5b) separately by relaxing (5c). In fact, (5a) may
be rewritten in a convex manner. To do this, write L as
a weighted product of its incidence matrix, L = E⊤XE.
Applying Lemma 1 makes the constraint become[
(ε− + 1)In−1 JT
⊤E⊤XE
E⊤XETJ⊤ H−1δ
]
 0. (6)
As for (5b), consider the approximation LH∆L ≈(√
H∆L+ L
√
H∆
2
)2
. This approximation can be
thought of as a rough completion of squares, which
lends itself well to our approach of convexifying (5b).
One should not expect the approximation to be reliably
“better” or “worse” than the BMI; rather, it is only
intended to reflect the original constraint more than a
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simple linearization. To this end, substitute this in M∆
to get
1
4
JT⊤(
√
H∆L+ L
√
H∆)
2TJ⊤  (1 − ε+)In−1
1
2
JT⊤(
√
H∆L+ L
√
H∆)TJ
⊤ 
√
(1− ε+)In−1
1
2
JT⊤(
√
H∆L+ L
√
H∆)TJ
⊤
(1− ε+
2
+
ε2+
8
+O(ε3+))In−1,
where the second line uses the property that TJ⊤JT⊤ =
In − 1n1⊤n /n is idempotent and that(
1
2
JT⊤(
√
H∆L+ L
√
H∆)TJ
⊤
)2
 (1− ε+)In−1
 0
⇔ 1
2
JT⊤(
√
H∆L+ L
√
H∆)TJ
⊤ √1− ε+In−1  0,
see [22]. The third line expresses the right-hand side as
a Taylor expansion about ε+ = 0. Neglecting the higher
order terms O(ε3+) and applying Lemma 1 gives •
1√
8
ε+In−1
1√
8
ε+In−1 In−1
  0, (7)
with • = 1
2
JT⊤(
√
H∆L+ L
√
H∆)TJ
⊤−(1− 1
2
ε+)In−1.
Returning to P3, note that the latter three constraints
are satisfied by L = E⊤XE. Then, the approximate
reformulation of P3 can be written as
P4 : min
ε
−
,ε+,X
max(ε−, ε+)
s.t. ε− ≥ 0, ε+ ≥ 0,
X  0, (6), (7).
This is a convex problem in X and solvable in polyno-
mial time. To improve the solution, we perform some
post-scaling. Take L⋆0 = E
⊤X⋆0E, where X
⋆
0 is the so-
lution to P4, and let M⋆∆0 = JT⊤L⋆0H∆L⋆0TJ⊤,M⋆δ0 =
JT⊤L⋆0HδL
⋆
0TJ
⊤. Then, consider
β =
√
2
µ1(M⋆δ0) + µn−1(M
⋆
∆0)
,
and take L⋆ = βL⋆0. This shifts the eigenvalues of
M⋆0 (x) to M
⋆(x) (defined similarly via L⋆) such that
1 − µ1(M⋆δ ) = −(1 − µn−1(M⋆∆)), which shrinks
max
i,x
(|1 − µi(M⋆(x))|). We refer to this metric as
εL⋆ := max
i,x
(|1−µi(M⋆(x))|), and it can be verified that
this post-scaling satisfies Assumption 4 with regard to
εL⋆ . To see this, first consider scaling L by an arbi-
trarily small constant, which places the eigenvalues of
In−1−M(x) very close to 1 and satisfies Assumption 4.
Then, consider gradually increasing this constant until
the lower bound on the minimum eigenvalue and upper
bound on the maximum eigenvalue of In−1 −M(x) are
equal in magnitude. This is precisely the scaling pro-
duced by β. Then, the solution to P4 followed by a post
scaling by β given by L⋆ is an approximation of the
solution to the nonconvex problem P3 with the sparsity
structure preserved.
Remark 2. (Unknown Local Hessian Bounds).
It may be the case that a central entity tasked with
computing some L⋆ does not have access to the local
bounds δi,∆i, ∀i. In this case, globally known bounds
δ ≤ δi,∆i ≤ ∆, ∀i can be substituted in place of the local
values in the formulation of P4. It can be verified that
this will result in a more conservative formulation, and
that the resulting L⋆ will still satisfy Assumption 4 at
the expense of possibly larger ε.
4.2 A Bound on Performance
We are motivated to find a “best-case scenario” for our
solution given the structural constraints of the network.
Instead of solving P3 for L, we solve it for some A where
Aij = 0 for j /∈ N 2i , i.e. the two-hop neighbor structure
of the network and sparsity structure of LH(x)L. Define
MA := JT
⊤ATJ⊤. This problem is:
P5 : min
ε,A
ε
s.t. − εIn−1  In−1 −MA  εIn−1,
A1n = 0n, A  0,
Aij = 0, j /∈ N 2i .
This problem is convex in A and produces a solution
εA, which serves as a lower bound for the solution to
P3. It should not be expected that this lower bound is
tight or achievable by “reverse engineering” an L⋆ with
the desired sparsity from the solution A⋆ to P5, rather,
εL⋆ − εA gives just a rough indication of how close εL⋆
is to the conservative lower bound of P3.
5 Discrete Time Algorithm for Relaxed Eco-
nomic Dispatch
In this section, we focus on a relaxed version of P2 to
develop a direct relation between traditional discrete-
time Newton descent and our distributed, approximate
method. First, we state the relaxed problem and de-
fine the approximate Newton step. We then state the
discrete distributed approx-Newton algorithm
and provide a rigorous study of its convergence proper-
ties.
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5.1 Characterization of the Approximate Newton Step
Even the traditional centralized Newton method is not
well-suited to solve P1 due to the box constraints (1c).
For this reason, for now we focus on the relaxed problem
P6 : min
x
f(x) =
n∑
i=1
fi(xi), (8a)
subject to
n∑
i=1
xi = d. (8b)
The equivalent unconstrained problem in z is
P7 : min
z
g(z) := f(x0 +Lz) =
n∑
i=1
fi(x
0
i +Liz). (9)
Remark 3. (Nonuniqueness of Solution). Given a
z⋆ which solves P7, the set of solutions can be character-
ized by {z⋆′ | z⋆′ = z⋆ + γ1n γ ∈ R}. The fact that z⋆′
is a solution is due to null (L) = span (1n), and the fact
that this characterizes the entire set of solutions is due
to null (∇zzg(z)) = span (1n).
To solve P6, we aim to implement a descent method in
x via the dynamics
x+ = x+ αLz˜nt, (10)
where z˜nt is the approximate Newton step that we seek
to compute distributively, and α > 0 is a fixed step size.
It is true that P7 is unconstrained with respect to z, al-
though we have already alluded to the fact that the Hes-
sian matrix ∇zzg(z) = LH(x + Lz)L is rank-deficient
stemming from (8b). We now reconcile this by deriving a
well defined Newton step in a reduced variable zˆ ∈ Rn−1.
Consider a change of coordinates by the orthogonal ma-
trix T defined in Section 3 and write z = TJ⊤zˆ. Taking
the gradient and Hessian of g(z) with respect to zˆ gives
∇zˆg(z) = JT⊤∇zg(z) = JT⊤L∇xf(x+ LTJ⊤zˆ)
∇zˆzˆg(z) = JT⊤LH(x+ LTJ⊤zˆ)LTJ⊤
=M(x+ LTJ⊤zˆ).
Notice that the zero eigenvalue of ∇zzg(z) is eliminated
by this projection and the other eigenvalues are pre-
served. Evaluating at x+ LTJ⊤zˆ
∣∣
zˆ=0
, the Newton step
in zˆ is now well defined as zˆnt := −∇zˆzˆg(0)−1∇zˆg(0) =
−M(x)−1JT⊤L∇xf(x).
Consider now a q-approximation of M(x)−1 given by∑q
p=0(In−1 −M(x))p and return to the original coordi-
nates to obtain the approximate Newton direction Lz˜nt:
Lz˜nt = −LTJ⊤
q∑
p=0
(In−1 −M(x))pJT⊤L∇xf(x).
With the property that LTJ⊤JT⊤L = L2, rewrite Lz˜nt:
Lz˜nt = −L
q∑
p=0
(In − LH(x)L)pL∇xf(x). (11)
It can be seen via eigendecomposition of In−LHL, which
is normal, and application of Assumption 4 that the
terms L(In−LHL)p become small with p→∞ at a rate
dictated by ε. Note that there is a nonconverging mode
of the sum corresponding to the eigenspace spanned by
1n, but this is mapped to zero by left multiplication by
L. This expression can be computed distributively: each
multiplication by L encodes a communication with the
neighbor set of each agent, and we utilize recursion to
perform the computation efficiently, which is formally
described in Algorithm 1.
5.2 The distributed approx-Newton Algorithm
We now have the tools to introduce the
discrete distributed approx-Newton algorithm,
or DANA-D.
Algorithm 1 DANA-Di
Require: Lij for j ∈ {i}∪N i and communication with
nodes j ∈ N i ∪N 2i
1: procedure Newtoni(x
0
i , Li, fi, q)
2: Initialize xi ← x0i
3: loop
4: Compute
∂fi
∂xi
,
∂2fi
∂x2i
; send to j ∈ N i, N 2i
5: yi ← Lii ∂fi
∂xi
+
∑
j∈N i
Lij
∂fj
∂xj
6: zi ← −yi
7: pi ← 1
8: while pi ≤ q do
9: Acquire yj from j ∈ N 2i
10: wi = (In − LH(x)L)iy
11: yi ← wi
12: zi ← zi − yi
13: pi ← pi + 1
14: end while
15: Acquire zj for j ∈ N i
16: xi ← xi + α
(
Liizi +
∑
j∈N i
Lijzj
)
17: end loop
18: return xi
19: end procedure
The algorithm is constructed directly from (10) and (11).
The L∇xf(xk) factor of (11) is computed first in the
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loop starting on line 4. Then, each additional term of
the sum is computed recursively in the loop starting on
line 8, where y implicitly embeds the exponentiation by
p indicated in (11), z accumulates each term of the sum-
mation of (11), w is used as an intermediate variable,
and pi is used as a simple counter. We introduce some
abuse of notation by switching to vector and matrix rep-
resentations of local variables in line 10; this is done for
compactness and to avoid undue clutter. Note that the
diagonal elements of H(x) are given by ∂2fj/∂x
2
j and
the matrix and vector operations can be implemented
locally for each agent using the corresponding elements
yj, Lij , and L
2
ij . The one-hop and two-hop communi-
cations of the algorithm are contained in lines 4 and 9,
where line 4 calls upon local evaluations of the gradient
and Hessian. (In principle, Hessian information could be
acquired along with yj in the first iteration of the inner
loop to utilize one fewer two-hop communication, but it
need only be acquired once per outer loop.) The informa-
tion is utilized in local computations indicated the next
line in each case. It is understood that agents perform
communications and computations synchronously.
The outer loop of the algorithm corresponding to (10) is
performed starting on line 15. If only one-hop communi-
cations are available, each outer loop of the algorithm re-
quires 2q+1 communications. The process repeats until
desired accuracy is achieved. If q is increased, it requires
additional communications, but the step approximation
gains accuracy.
5.3 Convergence Analysis
This section establishes convergence properties of the
DANA-D algorithm for problems of the form P6. For
the sake of cleaner analysis, we will reframe the algo-
rithm as solving P7 via
z+ = z − αAq(z)∇zg(z), (12)
whereAq(z) :=
∑q
p=0(In−LH(x0+Lz)L)p. Then, note
that the solution z⋆ to P7 solves P6 by x⋆ = x0 + Lz⋆
and that (12) is equivalent to (10)-(11) and Algorithm 1.
Remark 4. (Initial Condition,Trajectories,&So-
lution). Consider an initial condition z(0) ∈ Rn with
1⊤n z(0) = ω. Due to Aq(z)∇zg(z) ⊥ 1n, the trajec-
tories under (12) are contained in the set {z | z =
z˜+(ω/n)1n, z˜ ⊥ 1n}. The solution x⋆ = x0+Lz⋆ to P6
is agnostic to (ω/n)1n due to null (L) = span (1n), so we
consider the solution z⋆ uniquely satisfying 1⊤n z
⋆ = ω.
Theorem 1. (Convergence ofDANA-D). Given an
initial condition z(0) ∈ Rn, if Assumption 1, on the bidi-
rectional connected graph, Assumption 2, on the feasi-
bility of the initial condition, Assumption 3, on bounded
Hessians, and Assumption 4, on convergent eigenval-
ues, hold, then the DANA-D dynamics (12) converge
asymptotically to an optimal solution z⋆ of P7 uniquely
satisfying 1⊤n z
⋆ = 1⊤n z(0) for any q ∈ N and α <
2(1− ε)
(n− 1)(1 + ε)(1− εq+1) .
Proof. Consider the discrete-time Lyapunov function
V (z) = g(z)− g(z⋆)
defined on the domain dom (V ) = {z | 1⊤n z = 1⊤n z(0)}.
From the theorem statement and in consideration of Re-
mark 4, the trajectories of z under (12) are contained in
the domain of V , and V (z) > 0, ∀z ∈ dom (V ), z 6= z⋆.
To prove convergence to z⋆, we must show negativity of
V (z+)− V (z) = g(z+)− g(z). (13)
From the weight design of L (Assumption 4), we have
∇zzg(z)  (1 + ε)In, ε ∈ [0, 1). This implies
g(z+) = g(z) +∇zg(z)⊤(z+ − z)
+
1
2
(z+ − z)⊤∇zzg(z′)(z+ − z)
≤ g(z) +∇zg(z)⊤(z+ − z) + 1 + ε
2
‖z+ − z‖22,
which employs the standard quadratic expansion of con-
vex functions via some z′ in the segment extending from
z to z+ (see e.g. §9.1.2 of [3]). Substituting (12) gives
g(z+) ≤ g(z)− α∇zg(z)⊤Aq(z)∇zg(z)
+
(1 + ε)α2
2
‖Aq(z)∇zg(z)‖22.
(14)
We now show Aq(z) ≻ 0 by computing its eigenvalues.
Note µi(In−LH(x0+Lz)L) ∈ [−ε, ε]∪{1}. Let µi(In−
LH(x0 + Lz)L) = ηi(z) for i ∈ {1, . . . , n − 1}. The
terms of Aq(z) commute and it is normal, so it can be
diagonalized as
Aq(z) = W (z)

. . .
1− ηi(z)q+1
1− ηi(z)
. . .
q + 1

W (z)⊤,
where the columns of W (z) are the eigenvectors of
Aq(z) ≻ 0, the last column being 1n, and the terms of
the diagonal matrix are its eigenvalues computed by a
geometric series.
For now, we only use the fact that Aq(z) ≻ 0 to justify
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the existence of Aq(z)
1/2. Returning to (14),
g(z+) ≤ g(z)− α
(
‖Aq(z)1/2∇zg(z)‖22
− (1 + ε)α
2
‖Aq(z)∇zg(z)‖22
)
.
(15)
Recall ∇zg(z) ⊥ 1n and that 1n is an eigenvector of
Aq(z) associated with the eigenvalue q + 1. Consider a
matrix A˜q(z) whose rows are projected onto the sub-
space spanning the orthogonal complement of 1n. More
precisely, writing A˜q(z) via its diagonalization gives
A˜q(z) = W (z)

. . .
1− ηi(z)q+1
1− ηi(z)
. . .
0

W (z)⊤,
(16a)
A˜q(z)∇zg(z) = Aq(z)∇zg(z), (16b)
A˜q(z)
1/2∇zg(z) = Aq(z)1/2∇zg(z). (16c)
Combining (15)–(16) gives the sufficient condition on α:
α <
2‖A˜q(z)1/2∇zg(z)‖22
(1 + ε)‖A˜q(z)∇zg(z)‖22
. (17)
Multiply the top and bottom of the righthand side of (17)
by ‖A˜q(z)1/2‖22 and apply submultiplicativity of ‖ · ‖22:
2
(1 + ε)‖A˜q(z)1/2‖22
≤ 2‖A˜q(z)
1/2∇zg(z)‖22
(1 + ε)‖A˜q(z)∇zg(z)‖22
. (18)
Finally, we bound the lefthand side of (18) from below
by substituting ηi(z) with ε:
‖A˜q(z)1/2‖22 =
n−1∑
i
1− ηi(z)q+1
1− ηi(z)
≤ (n− 1)1− ε
q+1
1− ε , ∀z ∈ R
n.
(19)
Combining (19) with (18) gives the condition on α in
the theorem statement and completes the proof.
In practice, we find this to be a very conservative bound
on α due to the employment of many inequalities which
simplify the analysis. We note that designing L effec-
tively such that ε is close to zero allows for more flexi-
bility in choosing α large, which intuitively indicates the
Taylor approximation of the Hessian inverse converging
with greater accuracy in fewer terms q.
Theorem 2. (Linear Convergence of DANA-D).
Given an initial condition z(0) ∈ Rn and step size α =
(1− ε)
(n− 1)(1 + ε)(1− εq+1) , if Assumption 1, on the bidi-
rectional connected graph, Assumption 2, on the feasi-
bility of the initial condition, Assumption 3, on bounded
Hessians, and Assumption 4, on convergent eigenval-
ues, hold, the DANA-D dynamics (12) converge lin-
early to an optimal solution z⋆ of P7 uniquely satisfy-
ing 1⊤n z
⋆ = 1⊤n z(0) in the sense that g(z
+) − g(z) ≤
− (1− ε)
4(1 + ε(−ε)q)2‖z − z⋆‖22
2(n− 1)2(1 + ε)3(1− ε2(q+1)) for any q ∈ N.
Proof. Define
c1(z) = ‖A˜q(z)1/2∇zg(z)‖22,
c2(z) =
(1 + ε)
2
‖A˜q(z)∇zg(z)‖22,
with A˜q(z) defined as in (16a). Recalling (15)–(16),
consider α¯ = 2α as the smallest step size such that
−α¯c1(z) + α¯2c2(z) is not strictly negative for all z,
which is obtained from the result of Theorem 1. Then,
−α¯c1(z) + α¯2c2(z) ≤ 0⇒
−αc1(z) + α2c2(z) ≤ −α2c2(z).
(20)
The second line is obtained from the first by substi-
tuting α¯ = 2α. We now consider an implementation of
DANA-Dwith α. From (15) and substituting via (16b)–
(16c), we obtain g(z+)−g(z) ≤ −αc1(z)+α2c2(z). Com-
bining this with the second line of (20),
g(z+)− g(z) ≤ −α2c2(z). (21)
We seek a lower bound for A˜q(z). Consider its defini-
tion (16a), where a lower bound can be obtained by sub-
stituting each ηi(z) by −ε. Then,
A˜q(z)  1 + ε(−ε)
q
1 + ε
(
In − 1n1
⊤
n
n
)
.
Returning to (21) and applying the definition of c2(z),
g(z+)− g(z) ≤ −α
2(1 + ε(−ε)q)2
2(1 + ε)
‖∇zg(z)‖22, (22)
due to null(In−1n1⊤n /n) = span(1n) and ∇zg(z) ⊥ 1n.
Next, we bound ‖∇zg(z)‖22. Apply the Fundamental
Theorem of Calculus to compute ∇zg(z) via a line
integral. Let z(s) = sz + (1 − s)z⋆. Then,
∇zg(z) =
∫ 1
0
∇zzg(z(s))(z − z⋆)ds. (23)
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Applying Assumption 4 (convergent eigenvalues) gives a
lower bound on the Hessian of g, implying a lower bound
on its line integral:
∇zzg(z)  (1− ε)(I − 1n1⊤n /n)⇒∫ 1
0
∇zzg(z(s))ds  (1− ε)(I − 1n1⊤n /n).
(24)
Factoring out z − z⋆ from (23) and applying the second
line of (24) gives the lower bound
‖∇zg(z)‖22 ≥ (1 − ε)2‖z − z⋆‖22, (25)
due to null(In − 1n1⊤n /n) = span(1n) and z − z⋆ ⊥ 1n.
Combining (25) with (22) and substituting α:
g(z+)− g(z) ≤ − (1− ε)
4(1 + ε(−ε)q)2‖z − z⋆‖22
2(n− 1)2(1 + ε)3(1− ε2(q+1)) .
In principle, this result can be extended to any α which
is compliant with Theorem 1; we have chosen this par-
ticular α for simplicity. The methods we employ to ar-
rive at the results of Theorems 1 and 2 are necessarily
conservative. However, in practice, we find that choos-
ing substantially larger α generally converges to the so-
lution faster. Additionally, we find clear-cut improved
convergence properties for larger q (more accurate step
approximation) and smaller ε (more effective weight de-
sign). Simulations confirm this in Section 7.
6 Continuous Time Distributed Approximate
Newton Algorithm
In this section, we develop a continuous-time Newton-
like algorithm to distributively solve P2 for quadratic
cost functions. Our method borrows from and expands
upon known results of gradient-based saddle-point dy-
namics [7]. We provide a rigorous proof of convergence
and an interpretation of the convergence result for vari-
ous parameters of the proposed algorithm.
6.1 Formulation of Continuous Time Dynamics
First, we adopt a stronger version of Assumption 3:
Assumption 5. (Quadratic Cost Functions). The
local costs fi are strongly convex and quadratic, i.e. they
take the form
fi(xi) =
1
2
aix
2
i + bixi, i ∈ {1, . . . , n}.
Note that the Hessian of f with respect to x is now con-
stant, so we omit the arguments of H and Aq for the re-
mainder of this section. The dynamics we intend to use to
solve P2 are substantially more complex than those for
the problem with no box constraints, which makes this
simplification necessary. In fact, the quadratic model is
very commonly used for generator costs in power grid
operation [1].
We aim to solve P2 by finding a saddle point of the
associated Lagrangian L. Introduce the dual variable
λ ∈ R2n corresponding to (2b)–(2c), and define P (z) as
P (z) =
[
P (z)
P (z)
]
=
[
x− x0 − Lz
x0 + Lz − x
]
∈ R2n.
The Lagrangian of P2 is given by
L(z, λ) = g(z) + λ⊤P (z). (26)
We aim to design distributed dynamics which converge
to a saddle point (z⋆, λ⋆) of (26), which solves P2. A
saddle point has the property
L(z⋆, λ) ≤ L(z⋆, λ⋆) ≤ L(z, λ⋆), ∀z ∈ Rn, λ ∈ Rn≥0.
To solve this, consider Newton-like descent dynamics in
the primal variable z and gradient ascent dynamics in the
dual variable λ (Newton dynamics are not well defined
for linear functions). First, we state some equivalencies:
∇z L(z, λ) = ∇zg(z) +
[
−L L
]
λ,
∇λL(z, λ) = P (z),
∇zz L(z, λ) = LHL,
∇λλ L(z, λ) = 02n×2n,
∇λz L(z, λ) = ∇zλL(z, λ)⊤ =
[
−L L
]
.
(27)
The continuous distributed approx-Newton, or
DANA-C, dynamics are given by
z˙ = −Aq∇z L(z, λ),
λ˙ = [∇λL(z, λ)]+λ .
(28)
The descent in the primal variable z is the approxi-
mate Newton direction as (10), augmented with dual
ascent dynamics in λ (one-hop communication) and im-
plemented in continuous time. The projection on the dy-
namics in λ ensures that if λi(t0) ≥ 0 then λi(t) ≥ 0 for
all t ≥ t0.
Define Zq : R
n × R2n≥0 → Rn × R2n as the map in (28)
implemented by DANA-C. We now make the following
assumptions on initial conditions and the feasibility set.
Assumption 6. (Initial Dual Feasibility). The ini-
tial condition λ(0) is dual feasible, i.e. λ(0)  0.
Assumption 7. (Nontrivial Primal Feasibility).
The feasibility set of P2 is such that ∃z with P (z) ≺ 0.
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The dynamics Zq are not well suited to handle λ infeasi-
ble, so Assumption 6 is necessary. As for Assumption 7,
if it does not hold, then either d =
∑
x or d =
∑
x or
P1 is infeasible, which are trivial cases. Assuming it does
hold, Slater’s condition is satisfied and KKT conditions
are necessary and sufficient for solving P2.
Due to the structure of L, z˙ is computed using only
(2q+1)-hop neighbor information. In practice, the quan-
tityAq∇zL(z, λ) may be computed recursively overmul-
tiple one-hop or two-hop rounds of communication, with
a discrete step taken in the direction indicated by (z˙, λ˙).
Note that a table statement of this discretized algorithm
would be quite similar to Algorithm 1 (with the addition
of one-hop dynamics in λ), so we omit it here for brevity.
Discrete-time algorithms to solve this problem do exist,
see e.g. [18] in which the authors achieve convergence to
a ball around the optimizer whose radius is a function
of the step size. However, the analysis of discrete-time
algorithms to solve P2 via a Newton-like method is out-
side the scope of this work.
6.2 Convergence Analysis
This section provides a rigorous proof of convergence of
the distributed dynamics Zq to the optimizer (z
⋆, λ⋆) of
P2. The solution x⋆ to P1 may then be computed via a
one-hop neighbor communication by x⋆ = x0 + Lz⋆.
Theorem 3. (Convergence of Continuous Dy-
namics Zq). If Assumption 1, on the undirected and
connected graph, Assumption 2, on the feasible initial
condition, Assumption 4, on convergent eigenvalues, As-
sumption 5, on quadratic cost functions, Assumption 6,
on the feasible dual initial condition, and Assumption 7,
on nontrivial primal feasibility, hold, then the solution
trajectories under Zq assymptotically converge to an
optimal point (z⋆, λ⋆) of P2, where z⋆ uniquely satisfies
1⊤n z
⋆ = 1⊤n z(0).
Proof. Consider Q =
[
A−1q 0
0 I2n
]
≻ 0 and define the
Lyapunov function
VQ(z, λ) :=
1
2
[
z − z⋆
λ− λ⋆
]⊤
Q
[
z − z⋆
λ− λ⋆
]
=
1
2
(
‖A−1/2q (z − z⋆)‖22 + ‖(λ− λ⋆)‖22
)
.
(29)
The time derivative of VQ along the trajectories of Zq is
V˙Q(z, λ) =
[
z − z⋆
λ− λ⋆
]⊤
Q
[
z˙
λ˙
]
= −(z − z⋆)⊤A−1q Aq∇z L(z, λ)
+ (λ− λ⋆)⊤ [∇λL(z, λ)]+λ
(a)
≤ −(z − z⋆)⊤∇z L(z, λ) + (λ− λ⋆)⊤∇λ L(z, λ)
(b)
= −(z − z⋆)⊤LHL(z − z⋆)
− (z − z⋆)⊤
[
−L L
]
(λ− λ⋆)
+ (λ− λ⋆)⊤
[
−L L
]⊤
(z − z⋆)
= −‖H1/2L(z − z⋆)‖22
(c)
< 0, z 6= z⋆.
(30)
The inequality (a) follows from the componentwise re-
lation (λi − λ⋆i )([∇λi L]+λi − ∇λi L) ≤ 0. To see this, if
λi > 0, the projection is inactive and this term equals
zero. If λi = 0, then the inequality follows from λ
⋆
i ≥ 0
and [∇λi L]+λi −∇λi L ≥ 0. The equality (b) is obtained
from an application of the Fundamental Theorem of
Calculus and computing the line integral along the line
(z(s), λ(s)) = s(z, λ) + (1− s)(z⋆, λ⋆) as follows:
∇z L(z, λ) =
∫ 1
0
(
∇zz L(z(s), λ(s))(z − z⋆)
+∇λz L(z(s), λ(s))(λ − λ⋆)
)
ds
= ∇zz L(z, λ)(z − z⋆) +∇λz L(z, λ)(λ − λ⋆),
∇λ L(z, λ) =
∫ 1
0
(
∇λλ L(z(s), λ(s)(λ − λ⋆)
+∇zλ L(z(s), λ(s))(z − z⋆)
)
ds
= ∇zλ L(z, λ)(z − z⋆),
where the integrals can be simplified due to ∇zz L and
∇λz L constant, as per (27). Recalling Remark 4, which
applies similarly here, and noticing z˙ ⊥ 1n, it follows
from the theorem statement that (z − z⋆) ⊥ 1n. Addi-
tionally, zero is a simple eigenvalue of H1/2L with a cor-
responding right eigenvector 1n, implying that (c), the
last line of (30), is strict for z 6= z⋆.
Let S :=
{
(z, λ) | z = z⋆, λ  0
}
be an asymptoti-
cally stable set under the dynamics Zq defined in (28).
We aim to show the largest invariant set contained in
S is the optimizer {(z⋆, λ⋆)}, so we reason with KKT
conditions to complete the convergence argument for λ.
For (z, λ) ∈ S, clearly primal feasibility is satisfied. As-
sumption 6 gives feasibility of λ(0), which is maintained
along the trajectories of Zq. The stationarity condition
∇z L(z⋆, λ⋆) = 0 is also satisfied for (z, λ) ∈ S: ex-
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amine the dynamics z˙(t) = −Aq∇z L(z, λ) ≡ 0. It fol-
lows that ∇z L(z, λ)(z,λ)∈S = 0 due to Aq being full
rank. Then, each KKT condition has been satisfied for
(z, λ) ∈ S except complementary slackness: Pi(z)λi = 0
for i ∈ {1, . . . , 2n}. We now address this.
Notice the relation z˙ ≡ 0 implies
λ(t) = λˆ+ φλ(t)
[
1n
0n
]
+ φλ(t)
[
0n
1n
]
(31)
for some constant λˆ ∈ R2n and possibly time varying
φλ(t), φλ(t) ∈ R. This is due to nullL = span {1n} and
inferring from z˙ ≡ 0 that
[
−L L
]
λ(t) must be con-
stant. Additionally, we may infer from the map Zq that
φλ(t), φλ(t) are continuous and piecewise smooth. The
dynamics λ˙ and differentiating (31) in time gives
λ˙ = [∇λ L(z⋆, λ)]+λ = [P (z⋆)]+λ
∈ ∂φλ(t)
[
1n
0n
]
+ ∂φλ(t)
[
0n
1n
]
,
(32)
where ∂φλ(t) and ∂φλ(t) are subdifferentials with re-
spect to time of φλ(t) and φλ(t), respectively. Then,
φλ(t) and φλ(t) are additionally piecewise linear due to
P (z⋆) constant. We now state two cases for P (z⋆) to
prove λ(t)→ λ⋆.
Case 1: P i(z
⋆) = 0 for at least one i ∈ {1, . . . , n}.
Then, λ˙i = 0 and from (32) this implies λ˙ = 0n. Rea-
soning from the projection dynamics, this implies either
λj = 0 or P j(z
⋆) = 0 for each j, which satisfies the
complementary slackness condition λ⋆jP j(z
⋆) = 0 for
every j ∈ {1, . . . , n}, and we conclude that λ = λ⋆ for
(z, λ) ∈ S.
Case 2: P (z⋆) ≺ 0. Complementary slackness states
λ⋆iP i(z
⋆) = 0 for each i ∈ {1, . . . , n}, implying λ⋆ = 0n.
The dynamics preserve λ(t)  0, so the quantity λi−λ⋆i
is strictly positive for any λi 6= λ⋆i . Applying this to the
term (λ − λ⋆)⊤[∇λ L(z, λ)]+λ obtained from the second
equality (third line) of (30), and also applying P (z⋆) =
∇λL(z⋆, λ) ≺ 0, we obtain V˙Q < 0 for z = z⋆, λ 6= λ⋆.
The inferences of Case 1 (satisfying complemen-
tary slackness) and Case 2 (reasoning with V˙Q)
hold similarly for λ. Then, we have shown that
V˙Q(z, λ) < 0, ∀(z, λ) ∈ S \ {(z⋆, λ⋆)}. Asymptotic con-
vergence to the primal and dual optimizers of P2 follows
from the LaSalle Invariance Principle [13].
6.3 Interpretation of the Convergence Result
For fast convergence, it is desirable for the ra-
tio V˙Q/VQ < 0 to be large in magnitude for any
(z, λ) ∈ Rn ×R2n+ . Recall the diagonalization of Aq and
use this to compute A−1q :
Aq = W

1− ηq+11
1− η1
. . .
1− ηq+1n−1
1− ηn−1
q + 1

W⊤,
A−1q = W

1− η1
1− ηq+11
. . .
1− ηn−1
1− ηq+1n−1
(q + 1)−1

W⊤.
Next, write z−z⋆ = ζ1w1+· · ·+ζn−1wn−1 as a weighted
sum of the eigenvectorswi of In−LHL. Note that we do
not need wn = 1n for this representation due to z−z⋆ ⊥
wn. Then, VQ =
∑n−1
i=1 ζ
2
i (1−ηi)/(1−ηq+1i )+Vλ, where
Vλ := ||λ−λ⋆||22. Additionally, note that LHL and A−1q
share eigenvectors, so V˙Q ≤ −
∑n−1
i=1 ζ
2
i (1− ηi). Toward
this end, we can write
V˙Q
VQ
≤ −
∑n−1
i=1 ζ
2
i (1− ηi)∑n−1
i=1 ζ
2
i
(
1− ηi
1− ηq+1i
)
+ Vλ
.
To interpret this, first reason with the values of q. Con-
sider q = 0, which is analogous to a gradient-based
method. Then, the rational in the sum contained in the
denominator is equal to one and there is no weighting,
in a sense, to the step direction. In other words, if the
value of ζi happens to be large in magnitude correspond-
ing to the eigenvector wi of ∇zzL whose corresponding
eigenvalue (1−ηi) is small in magnitude, then that term
does not appropriately dominate the numerator relative
to each other term and the quantity V˙Q/VQ is small in
magnitude. On the other hand, if q is large, then the
quantity 1−ηq+1i is close to 1, and the terms of the sums
in the numerator and denominator have the effect of
“cancelling” one another, which provides more uniform
convergence on the trajectories of z. In addition, if the
values of ηi are small in magnitude, i.e. our weight de-
sign on L was relatively successful, the quantity 1−ηq+1i
approaches 1 more quickly and the effect of a particular
ζi being large relative to the other terms in the sum is
diminished for any particular q.
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Note that, although we have framed this argument as an
improvement over the gradient technique, it may be the
case that for a particular time t the decomposition on
z(t) may have a large ζi corresponding to 1 − ηi large.
This actually provides superior momentary convergence
compared to a Newton-like method. However, we con-
tend that the oscillatory nature of the trajectories over
the entire time horizon gives way to improved conver-
gence from the Newton flavor of our algorithm. This is
confirmed in simulation.
Finally, it is apparent that choosing q even is (generally
speaking) superior to q odd: the quantity 1− ηq+1i may
take values in
[
1− εq+1, 1 + εq+1], as opposed to odd
q for which 1 − ηq+1i takes values in
[
1− εq+1, 1]. We
would like this quantity to be large so the magnitude of
V˙Q/VQ is large. This observation of choosing even q to
prompt superior convergence is confirmed in simulation.
This discussion neglects the Vλ term which may be large
for arbitrarily ”bad” initial conditions λ(0)  0. How-
ever, the ascent direction in λ is clearly more effective
for z nearly optimal, so this term is “cooperative” in the
sense that its decay roughly corresponds to the decay of
the Lyapunov term in z.
To summarize, gradient methods neglect the curvature
of the underlying cost function, which dictates the con-
vergence properties of descent algorithms. By weighting
the descent direction by Aq, we elegantly capture this
curvature in a distributed fashion and the solution tra-
jectory reflects this property. We now provide a remark
on convergence of the algorithm for nonquadratic costs
that are well approximated by quadratic functions.
Remark 5. (Convergence of DANA-C for Ap-
proximately Quadratic Costs). Instead of Assump-
tion 5 (quadratic costs), let Assumption 3 (general costs)
hold and consider the dynamics
z˙ = −Aq(z)∇z L(z, λ),
λ˙ = [∇λ L(z, λ)]+λ .
(33)
LetH ′ :=
H∆ +Hδ
2
andA′q :=
∑q
p=0(In−LH ′L)p. In a
sense, these matrices are obtained from quadratic approx-
imations of the nonquadratic costs fi, i.e.
∣∣∣∣∂2fi∂x2i −H ′ii
∣∣∣∣ ≤
∆i − δi
2
. Use Q =
[
A′−1q 0
0 I2n
]
to define the quadratic
Lyapunov function VQ(z, λ) as in (29). Differentiating
along the trajectories of (33) now gives
V˙Q(z, λ) = V˙
′
Q(z, λ) + U(e, z, λ),
where e gives some measure of how much the functions
deviate from quadratic and U(0, z, λ) = 0. The V˙ ′Q(z, λ)
is obtained by decomposing the dynamics (33) as
z˙ = −A′q∇z L(z, λ) + u(e, z, λ),
λ˙ = [∇λ L(z, λ)]+λ .
and including only the terms without u(e, z, λ), where the
remaining terms are captured by U(e, z, λ). U and u are
continuous functions of e, and u(0, z, λ) = 0. Applying
the convergence argument of Theorem 3 to V ′Q(z, λ), the
continuity of U and u imply V˙ ′Q(z, λ) < −U(e¯, z, λ) for
sufficiently small e¯. Therefore, V˙Q(z, λ) < 0 for functions
that are well approximated by quadratic functions.
7 Simulations and Discussion
In this section, we implement our weight design and ver-
ify the convergence of the distributed approx-Newton
algorithm in each of the discrete-time (relaxed) and
continuous-time (box-constrained) settings.
7.1 Weight Design
To evaluate the weight design posed in Section 4 we
use quadratic costs in accordance with Assumption 5,
i.e. δi = ∆i = ai, ∀i. We do this in order to isolate the
other parameters for this part of the study. Consider
the following metrics: the solution to P4 followed by
the post-scaling by β gives εL⋆ := max(|1 − µi(M⋆)|);
this metric represents the convergence speed of
distributed approx-Newton when applying our
proposed weight design of L. Using the same topology
(N , E), the solution to P5 gives the metric εA. Note
that εA is a best-case estimate of the weight design
problem; however, “reverse engineering” an L⋆ from
the solution A⋆ to P5 is both intractable and generally
likely to be infeasible. With this in mind, the metric
εA is a very conservative lower bound, whereas εL⋆ is
the metric for which we can compute a feasible L⋆. The
objective of each problem is to minimize the associated
ε; to this end, we aim to characterize the relationship
between network parameters and these metrics. We
ran 100 trials on each of 16 test cases which encap-
sulate a variety of parameter cases: two cases for the
cost coefficients, a tight distribution ai ∈ U [0.8, 1.2]
and a wide distribution ai ∈ U [0.2, 5]. For topologies,
we randomly generated connected graphs with network
size n ∈ {10, 20, 30, 40, 50}, a linearly scaled number
of edges |E| = 3n, and a quadratically scaled number
of edges |E| = 0.16n2 for n ∈ {30, 40, 50}. The linearly
scaled connectivity case corresponds to keeping the
average degree of a node constant for increasing net-
work sizes, while the quadratically scaled case roughly
preserves the proportion of connected edges to total
possible edges, which is a quadratic function of n and
equal to n(n − 1)/2 for an undirected network. The
results are depicted in Table 1, where the quadratically
scaled cases are indicated by boldface. This gives the
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Table 1
Laplacian Design. Quadratically-scaled number-of-edge
cases are indicated by boldface.
ai ∈ U [0.8, 1.2]
bi ∈ U [0, 1]
Σ(εL⋆) σ(εL⋆) Σ(εL⋆ − εA) σ(εL⋆ − εA)
n = 10
|E| = 30
0.6343 0.0599 0.2767 0.0186
n = 20
|E| = 60
0.8655 0.0383 0.2879 0.0217
n = 30
|E| = 90
0.9100 0.0250 0.2666 0.0233
n = 40
|E| = 120
0.9303 0.0201 0.2501 0.0264
n = 50
|E| = 150
0.9422 0.0175 0.2375 0.0264
n = 30
|E| = 144
0.7266 0.0324 0.2973 0.0070
n = 40
|E| = 256
0.6528 0.0366 0.2829 0.0091
n = 50
|E| = 400
0.5840 0.0281 0.2641 0.0101
ai ∈ U [0.2, 5]
bi ∈ U [0, 1]
Σ(εL⋆) σ(εL⋆) Σ(εL⋆ − εA) σ(εL⋆ − εA)
n = 10
|E| = 30
0.6885 0.0831 0.3288 0.0769
n = 20
|E| = 60
0.8965 0.0410 0.3241 0.0437
n = 30
|E| = 90
0.9389 0.0254 0.2878 0.0395
n = 40
|E| = 120
0.9539 0.0189 0.2830 0.0355
n = 50
|E| = 150
0.9628 0.0168 0.2590 0.0335
n = 30
|E| = 144
0.7997 0.0520 0.3587 0.0524
n = 40
|E| = 256
0.7339 0.0550 0.3688 0.0569
n = 50
|E| = 400
0.6741 0.0487 0.3543 0.0425
mean Σ and standard deviation σ of the distributions
for performance εL⋆ and performance gap εL⋆ − εA.
From these results, first note that the tightly dis-
tributed coefficients ai result in improved εL⋆ across
the board compared to the widely distributed co-
efficients. We attribute this to the approximation
LHL ≈
(√
HL+ L
√
H
2
)2
being more accurate for
roughly homogeneous H = diag(ai). Next, it is clear
that in the cases with linearly scaled edges, εL⋆ worsens
as network size increases. This is intuitive: the pro-
portion of connected edges in the graph decreases as
network size increases in these cases. This also mani-
fests itself in the performance gap εL⋆ − εA shrinking,
indicating the best-case solution εA (for which a valid
L does not necessarily exist) degrades even quicker as
a function of network size than our solution εL⋆ . On
the other hand, εL⋆ substantially improves as network
size increases in the quadratically scaled cases, with a
roughly constant performance gap εL⋆ − εA. Consider-
ing this relationship between the linear and quadratic
scalings on |E| and the metrics εL⋆ and εA, we get the
impression that both proportion of connectedness and
average node degree play a role in both the effectiveness
of our weight-designed solution L⋆ and the best-case
solution. For this reason, we postulate that εL⋆ remains
roughly constant in large-scale applications if the num-
ber of edges is scaled subquadratically as a function of
network size; equivalently, the convergence properties
of distributed approx-Newton algorithm remain
relatively unchanged when using our proposed weight
design and growing the number of communications per
agent sublinearly as a function of n.
7.2 Discrete-Time Distributed Approx-Newton
Consider solving P6 with DANA-D for a network of
n = 100 generators and |E| = 250 communication links.
The local computations required of each generator are
simple vector operations whose dimension scales linearly
with the network size, which can be implemented on a
microprocessor. The graph topology is plotted in Fig-
ure 1. The problem parameters are given by
fi(xi) =
1
2
aix
2
i + bixi + ci sin (xi + θi),
ai ∈ U [2, 4], bi ∈ U [−1, 1],
ci ∈ U [0, 1], θi ∈ U [0, 2pi],
d = 200, x0 = (d/n)1n.
Note that 0 < ai− ci ≤ ∂
2fi
∂x2i
≤ ai+ ci satisfies Assump-
tion 3. We compare to the DGD and weight design poli-
cies for resource allocation described in [25], along with
an “unweighted” version of [25] in the sense that L is
taken to be the degree matrix minus the adjacency ma-
trix of the graph, followed by the post-scaling described
in Section 4.1 to guarantee convergence. The results are
given in Figure 2, which show linear convergence to the
optimal value as the number of iterations increases, with
fewer iterations needed for larger q. We note a substan-
tially improved convergence over the DGD methods,
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even for the q = 0 case which utilizes an equal number
of agent-to-agent communications asDGD. This can be
attributed in-part to the superior weight design of our
method, which is cognizant of second-order information.
In addition, in Figure 2 we plot convergence of DGD,
weighted by the one-sided design scheme in [25], com-
pared to our two-sided design with q = 0, for cases in
which only a universal bound on δi, ∆i is known (namely,
using δ ≤ δi,∆i ≤ ∆, ∀i, as in Remark 2). We note an
improved convergence in each case for the locally known
bounds versus the universal bound, while the locally
weighted DGD method outperforms our q = 0 two-sided
globally weighted method by a slight margin.
Figure 1. Communication topology used for discrete-time
numerical study; n = 100, | E | = 250.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
104
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DGD unw.
DGD w.
q = 0
q = 1
q = 2
q = 3
q = 4
q = 5
q = 6
DGD glob-w
q=0 glob-w
Figure 2. Comparison of weighted and unweightedDGD ver-
sus discrete distributed approx-Newton with various
q for solving P6; n = 100, | E | = 250.
7.3 Continuous-Time Distributed Approx-Newton
We now study DANA-C for solving P1 for a simple 3
node network with two edges E = {{1, 2}, {2, 3}} for the
sake of visualizing trajectories. The problem parameters
are given by
f1(x1) =
1
4
x21 +
1
2
x1,
f2(x2) =
3
4
x22 +
1
2
x2,
f3(x3) = 2x
2
3 +
1
2
x3,
x =
[
0.2 2.5 1.5
]⊤
, x =
[
1 6 4
]⊤
, d = 6,
x0 =
[
5 −1 2
]⊤
, z(0) = 03,
λ(0) =
[
1.5 .5 0
]
, λ(0) =
[
0 2 1
]
Note that x0 is infeasible with respect to x, x; all that
we require is it satisfies Assumption 2 (feasible with re-
spect to d). We plot the trajectories of the 3-dimensional
state projected onto the plane orthogonal to 13 under
various q. Figure 3 shows this, with a zoomed look at
the optimizer in Figure 4.
Figure 3. Three node case: projection of x0+Lz(t) ∈ R3 onto
the 2-dimensional plane {x |
∑
i
xi = d}. Markers plotted
for t = 0, 0.2, 0.4, . . . , 5 seconds. Dashed line ellipses indicate
intersection of ellipsoid level sets with the plane; dotted lines
indicate intersection of box constraints with the plane.
It is clear that choosing q even versus q odd has a quali-
tative effect on the shape of the trajectories, as noted in
Section 6.3. Looking at Figure 3, it seems the trajectories
are intially pulled toward the unconstrained optimizer
(center of the level sets) with some bias due to λ(0) 6= 06.
As λ is given time to evolve, these trajectories are pulled
back toward satisfying the box constraints indicated by
the dotted quadrilateral, i.e. the intersection of the box
constraints and the plane defined by {x | ∑i xi = d}.
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Figure 4. Three node case: trajectories zoomed closer to the
optimizer. Markers plotted in 0.2s increments up to t = 5s.
For a quantitative comparison, we consider n = 40
generators with | E | = 156 communication links whose
graph is given by Figure 5 and the following parameters.
fi(xi) =
1
2
aix
2
i + bixi, ai ∈ U [0.5, 3], bi ∈ U [−2, 2],
xi ∈ U [1.5, 3], xi ∈ U [3, 4.5], i ∈ {1, . . . , 100},
d = 120, x0 = 3 ∗ 140, z(0) = 040, λ(0) = 080.
Figure 5. Communication graph for continuous-time numer-
ical study: 40 nodes and 156 edges.
Note from Figure 6 that convergence with respect to
‖x0 + Lz(t) − x⋆‖ + ‖λ(t) − λ⋆‖ is not monotonic for
some q. This is resolved in Figure 7 by examining VQ as
defined by (29). We also note the phenomenon of faster
convergence for even q over odd q+1; the reason for this
is related to the modes of In − LHL and was discussed
0 10 20 30 40 50 60 70 80 90 100
10 -3
10 -2
10 -1
100
101
102
q = 0
q = 1
q = 2
q = 3
q = 4
q = 5
q = 6
Figure 6. Error in the primal and dual state variables versus
time for various q; n = 40, | E | = 156.
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Figure 7. Value of the Lyapunov function VQ versus time for
various q; n = 40, | E | = 156.
in Section 6.3. However, increasing q on a whole lends
itself to superior convergence compared to smaller q. As
for the metric g(z) − g(z⋆) in Figure 8, note that these
values become significantly negative before eventually
stabilizing around zero. The reason for this is simple: in
order for the Zq dynamics (28) in λ to “activate,” the
primal variable must become infeasible with respect to
the box constraints. In this sense, the stabilization to
zero of the plots in Figure 8 represents the trajectories
converging to feasible points of P2.
7.4 Robust DANA Implementation
Lastly, we provide a simulation justification for relaxing
Assumption 2 via the method described in Remark 1.
Figure 9 plots the error in the primal and dual states
over time of the modified “robust” method, which tends
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Figure 8. Value of the objective function versus time for
various q; n = 40, | E | = 156.
to approach zero for all observed values of q, and Fig-
ure 10 demonstrates that the violation of the equality
constraint stablizes to zero very quickly. Noisy state per-
turbations are injected at t = 25, 50, 75, and we observe
a rapid re-approach to the plane satisfying the equality
constraint. However, even though the algorithmpresents
a faster convergence than gradient methods, here do not
observe as clear of a relationship between performance
and increased q as in previous settings. The investigation
of the properties of this algorithm is left as future work.
Figure 9. Error in the primal and dual states for a robust im-
plementation of DANA; n = 20, | E | = 40. Initialization does
not satisfy Assumption 2, and perturbations are injected at
t = 25, 50, 75.
8 Conclusion and Future Work
Motivated by economic dispatch problems and separable
resource allocation problems in general, this work pro-
posed a class of novel distributed approx-Newton
Figure 10. Violation of the resource constraint over time for
robust DANA; n = 20, | E | = 40. Perturbations are injected
at t = 25, 50, 75.
algorithms. We first posed the topology design proplem
and provided an effective method for designing commu-
nication weightings. The weight design we propose is
more cognizant of the problem geometry, and it outper-
forms the current literature on network weight design
even when applied to a gradient-like method. Our con-
tribution on the second-order weight design approach is
novel but is limited in scope to the given problem for-
mulation. Distributed second-order methods are quite
immature in the present literature, so an emphasis of
future work is to generalize this weight design notion to
a broader class of problems. Ongoing work also includes
generalizing the cost functions for box-constrained set-
tings and discretizing the continuous-time algorithm.
In addition, we aim to develop distributed Newton-like
methods suited to handle more general constraints and
design for robustness under uncertain parameters or
lossy communications. Another point of interest is to
further study methods for solving bilinear problems
and apply these to weight design within the Newton
framework.
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