Abstract. We propose a series of randomized greedy construction schemes for the hypergraph partitioning problem. While the nal results are inferior to those obtained by recent multi-level methods, the advantages of our greedy schemes are their simplicity and low computational complexity. The best greedy algorithms considered obtain low cut values and large standard deviations of the results. Therefore, when independent repetitions are considered, the quality of the best solution greatly improves and, in some cases, it is superior to the variable-depth Fiduccia-Mattheyses (FM) algorithm, for smaller CPU times. Furthermore, the algorithms can be used as building blocks in more complex schemes. For example, we successfully employ our greedy schemes to produce initial partitions for improvement-based heuristics. In particular, if FM is run starting from partitions generated by our greedy schemes, instead of random initial solutions, a signi cant improvement of the average solution quality is achieved for comparable computation times.
Introduction
The hypergraph partitioning problem is de ned as follows (in this paper we consider only the case of partitioning into two sets, also called bisection). Let H(V; E) be an hypergraph, that is a set V of nodes plus a set E of subsets of V called hyperedges (or simply edges), see also Fig. 1 . One is required to partition the nodes in V into two sets, say Set 0 and Set 1 , aiming at minimizing the number of broken edges, i.e, edges in E containing nodes on both sides of the partition, while obeying a constraint on the smallest possible sizes (min size) of Set 0 and Set 1 . Equivalently, one is given a percentage value, for example 45%, and is required to return a partition in which the cardinalities of Set 0 and Set 1 both exceed 0:45 jV j. Because of its physical realization (nodes are modules and a hyperedge is an electrical network connecting a set of modules) one often uses the term \circuit partitioning."
Hypergraph partitioning has recently emerged as a central issue in VLSI design 1, 9] . First of all, in VLSI placement, a divide and conquer approach is taken where the circuit is hierarchically divided into smaller components using hyper- In the last years one has observed a blossoming of graph and hypergraph partitioning algorithms and software packages (METIS, MELO, Paraboli, SCOTCH). The solution quality and reliability improvements which have come along is remarkable and would have been unpredictable only a few years ago 1, 9, 5, 6] . We refer to 1] for a recent survey of the problem and for detailed references.
Because graph bisection is a special case of hypergraph bisection and is NPhard, hypergraph bisection is NP-hard as well. However, because of the importance of the problem, many heuristic algorithms have been developed 1]. A widely used class of iterative improvement partitioning algorithms start by randomly generating an initial partition and then attempt to progressively reduce the cut value of the partition by repeatedly moving vertices between the two parts of the partition.
The most used among these algorithms is the Fiduccia-Mattheyses 7, 8] (FM) algorithm, derived from the seminal Kernighan-Lin algorithm for graph partitioning 10]. In the FM algorithm a vertex (that is not locked) is moved that results in the greatest reduction in the edge-cuts, which is also called the gain for moving the vertex. Because more nodes can have the same gain, Krishnamurty 11] proposed to look ahead up to r levels of gains before making moves as a tie breaking rule to be used when more nodes achieve the same reduction of the edge-cuts, a frequent case of real-world partitioning problems.
In this paper we analyze the performance of greedy strategies in the context of hypergraph bisection. The basic motivation of our research is to investigate whether one could extend to hypergraphs the successful performance of greedy schemes previously obtained on graphs 2]. The results obtained are not competitive with state-of-the-art multi-level algorithms 9] . Nonetheless, our analysis shows greedy schemes to be a practical and viable choice for applications characterized by strong trade-o s between solution quality and computation time, like for example declustering data in parallel databases and other applications in parallel computing. Moreover, our schemes can be used as building blocks of more complex schemes. For example, we compared the classical improvement-based Fiduccia-Mattheyses heuristic, starting from a random initial solution, against the same heuristic, but starting from solutions produced by a greedy scheme. While the computation time of the two algorithms is comparable, the improvement in terms of average solution quality is signi cant.
The following part of this paper is organized as follows. The benchmark graphs considered for the VLSI applications are described in Sec. 2, some simple greedy approaches are presented in Sec. 3, while the more e ective Likelihood Greedy algorithm is presented in Sec. 4 . The results obtained when Fiduccia-Mattheyses starts from our greedy solutions are discussed in Sec. 5. Finally, the implementation details, computational complexity, and measured CPU times are presented in Sec. 6.
Benchmarks
The computational tests in this paper are executed on the collection of hypergraphs (nets) proposed as benchmarks for the hypergraph partitioning problem by Chuck Alpert 1 . All nets are in netlist format.
The nets are collected into three major groups:
Cheng's nets, made available by C.K. Cheng at UCSD. VPNR nets, obtained by translating in netlist format some instances rst represented in VPNR format.
Large nets, made available by Lars Hagen (lars@cadence.com).
The characteristics of these hypergraphs are shown in Table 1 . The column labeled \Best" lists the heuristically best value from Table 7 of 9]. Most of these results are obtained with a nely tuned multi-level algorithms (hMETIS) that is considered the state of the art for hypergraph problems of interest in the VLSI community. The two additional columns list quantities involved in the computational complexity of some greedy schemes (jhj is the cardinality of hyperarc h), see Sec 6. Chuck Alpert has made available an e cient implementation of the FiducciaMattheyses Algorithm 2 . The implementation uses a LIFO (last-in-rst-out) bucket structure which many researchers discovered to be signi cantly more e ective than either FIFO ( rst-in-rst-out) or random bucket structures 8]. This FM implementation provides a standard and basic benchmark against which other partitioning codes can be measured in terms of runtimes and solution quality.
We have run our Greedy algorithms 100 times on each single net. In the tables one reports the minimum value found among all runs (Min), the average values obtained (Ave) and the standard deviation of the values (Sdev). The standard 1 These nets are publically available on the \Circuit Partitioning Page" at URL http://vlsicad.cs.ucla.edu/~cheese/benchmarks.html . with maximum optimization In this preliminary investigation, the focus of attention is on the average results and standard deviations obtained by the di erent approaches and on their computational complexity more than on the the obtained computing times. Nonetheless, CPU times for the given machines are reported in Sec. 6.3. The standard deviation is of interest when independent repetitions of the algorithms are considered and the minimum is returned.
Simple greedy approaches
Motivated by the previous success of some greedy heuristics for the graph partitioning problem 3, 2], we investigate in this paper the behavior of a greedy approach for the hypergraphs partitioning problem.
Our general scheme is the following: At the beginning both Set 0 and Set 1 are empty and all nodes are marked as free. Then free nodes are inserted one by one into either Set 0 or Set 1 . Insertions are de nitive: once a node has been added to Set i (i = 0; 1) it will stay there until the end of the algorithm. A node inserted into Set i is no longer free but xed to i.
To ease the comparisons among di erent strategies, we have adopted the following rule. First, nodes are added alternately to Set 0 and Set 1 until the sizes of both sets reach the min size value. Finally, the remaining free nodes are inserted one by one into either set, aiming at obtaining the smallest increase of newly broken edges.
The algorithms considered in this paper correspond to the above scheme, di ering only in the way they choose the next node to be inserted. Each greedy scheme can be described with the help of a gain function which expresses the pricing policy of the heuristic. For each node v, gain(v; 0) is the heuristic's estimate of the advantage of assigning v to Set 0 . Similarly gain(v; 1) is the gain for assigning v to Set 1 . At each move the scheme greedily strives to maximize the gain.
All nodes of a certain gain are stored into a list and the following criterion 8] is used for inserting and deleting nodes. When the gain of a node is increased the node is inserted at the beginning of the corresponding list. When the gain of a node is decreased the node is inserted at the end. At each move the greedy scheme chooses the rst node in the list of nodes of maximum gain.
A common characteristic of the schemes considered here is that the gain of node v is the sum of many terms, one for every hyperedge containing v:
A scheme is de ned by specifying g h (v; i) for a generic hyperedge h. When g(v; 0) = ?g(v; 1) for each node v, the scheme is said consistent. Consistent schemes turned out to be most e ective. When a scheme is consistent we can de ne the gain of a node as an absolute value (not depending on a speci c side of the bipartition), precisely as g(v) = g(v; 1). When choosing a node to be inserted into Set 1 , the heuristic strives to maximize the gain. When searching for a node to be inserted into Set 0 , a node of minimum gain is chosen. More precisely, all consistent schemes obey the following rules: (i) when we seek for a node to be inserted into Set 1 , then we choose randomly and with uniform probability a node of maximum gain. (ii) when we seek for a node to be inserted into Set 0 then we choose randomly and with uniform probability a node of minimum gain. (iii) Assume we have to choose a node to be inserted in whichever set of the partition. If max gain > ? min gain then we decide to insert into Set 1 and go to (ii). If max gain = ? min gain then we choose at random and with equal probability whether to insert into Set 1 and go to (ii) or to insert into Set 0 and go to (i). Otherwise we decide to insert into Set 0 and go to (i). We are interested in heuristics which are robust and can be executed repeatedly to improve the solution quality. Therefore randomization is desirable in our greedy schemes. At the beginning, when all nodes are still free and all gains are zero, all nodes are inserted into the zero-gain list in a random order. The experiments show that this source of randomness su ces to derive a robust heuristic. The standard deviation of the cut value returned for a given input hypergraph is signi cant, so that much better results can be achieved by repeating the greedy construction with a di erent random seed.
Let us now describe how the gains are calculated in the di erent schemes.
3.1. f Greedy. The method is the most straightforward greedy approach, based only on the consideration of the function to be minimized. In each step of the algorithm, let f be the number of broken edges. At termination f is the value of the partition obtained. An edge is said to be broken when it contains nodes both xed to 0 and xed to 1. The idea behind the f Greedy algorithm is to choose randomly between those nodes which produce the smallest possible increase of the number of broken edges (the value of f) when they are added to the current partition.
Let we search for a free node v which maximizes gain(v; i). When i is not given, that is, when jSet 0 j min size and jSet 1 j min size, then one maximizes the gain both over v and over i 2 f0; 1g. If there are ties, a random choice among the winning nodes is executed. The implementation uses a standard \buckets" structure.
As expected, and as noted independently by many previous researchers, the results obtained by this immediate greedy algorithm are very unsatisfactory, see Table 2 . The problem is caused by the large number of ties that are present during the greedy construction: the algorithm is forced to make a \blind" choice among a very large set of winning nodes.
3.2. Critical Edges Greedy. In our previous work about graph partitioning 2] a greedy approach with a gain function given by the di erence between connections of node v to Set 0 and connections of node v to Set 1 was the most successful option. Therefore we were motivated to modify the method for the case of hypergraphs.
The modi cations must take into account the fact that di erent hyperedges h containing a node v should not be given the same weight when deciding about an addition. In particular, if h contains already nodes in both sets (see situation (a) in Fig. 2 ) it should not be considered: there is no way to undo its cut. If at least two nodes of h are free (situations (b) and (c) in Fig. 2 ) and all other nodes, if any, are xed to the same set, then one cannot decide the fate of h during a single addition. For example, in situation (c), even if node u is added to Set 0 , node v may be added to Set 1 in the future steps, therefore breaking the hyperedge. The cases in which the fate can be decided in one step are those corresponding to situation (d), where only one node is free and all other nodes have been added to the same set. If the free node is added to the same set, h is not broken, otherwise it is. An edge is said 0-critical when all of its nodes are xed to 0, except for a single free node. An edge is 1-critical when all of its nodes are xed to 1, except for a single free node.
Critical Edges Greedy is our rst example of a consistent scheme resulting from the adaptation of the Di erential-Greedy algorithm 2] to hypergraphs. In each step of the algorithm, the gain of a free node v is de ned as the number of 1-critical edges containing v minus the number of 0-critical edges containing v. The implementation uses the \buckets" data structure.
When the results are compared with those of f Greedy, see Table 2 , one observes a much better performance for most graphs. In particular, macroscopic The last column in Table 2 presents the results obtained by the Weighted Greedy algorithm. A notable improvement is obtained with respect to the Critical Edges Greedy. In particular, both the average and the minimum results become roughly comparable to those obtained by FM. In some cases FM results are beaten (these cases are written in boldface in the table). In the other cases the di erence is often small.
The Likelihood Greedy algorithm
Weighted Greedy clearly outperforms all competitors examined in Table 2 . Critical Edges Greedy su ers from the following weakness: only critical edges play a role in the choices of the algorithm. Our rst attempt to consider non-critical edges was represented by the Weighted Greedy algorithm. However the policy of Weighted Greedy can be ameliorated. In particular the gain calculation can be (and no node in Set 0 ). The contribution to the gain from h 1 and from h 2 will be equal, while h 1 is a critical edge and the addition of the single remaining free node to Set 1 should be preferred to the addition of a free node in h 2 , with the danger of a subsequent cut of h 2 when its second node is added. In other words, the number of nodes already added to hyperedge should not in uence the addition of the remaining nodes. Our rst greedy approaches have been modi ed to take these comments into account and the experimental results obtained con rm the intuitive expectations. Likelihood Greedy is a consistent scheme. Let v be a free node and h an hyperedge. The rationale for such a choice of gains is the following. Let u be any free node of h. The a priori probability of node u being assigned to Set 0 is 1 2 and it is the same as the probability of node u being assigned to Set 1 . Let us assume that jhj 1 > 0 and jhj 0 = 0. If v is assigned to Set 0 then hyperedge h gets broken.
To favor additions to Set 1 the gain g h (v) is positive. However, assigning node v to Set 1 is not su cient to guarantee that h will not be in the nal cut set Table 3 . Di erent versions of the Likelihood Greedy scheme returned by the algorithm. In fact, this will require that each free node of h is assigned to Set 1 . Therefore, if node v is assigned to Set 1 , then the probability of h not being broken is 1 2 jhj f ?1 , in the crude assumption that each node has equal probability of being added to either set and that the individual additions are done independently. In fact, let x h be a random variable associated to our random heuristic and whose value is 1 if edge h is in the nal cutset returned by the algorithm and 0 otherwise. This greedy scheme is not to be confused with the probability-based approach proposed by Dutt and Deng 5] in the framework of iterative-improvement methods.
It is of interest to observe that rough estimates of probabilities to end up in the di erent sets are useful in both algorithms to greatly improve the performance.
In order to consider in more detail the e ect of this probabilistic strategy we consider also a version called (k)-Likelihood Greedy, in which the gain is set to zero if the number of free nodes in an hyperedge is greater than k.
In Table 3 the three columns in addition to that for FM (that is always reported to ease the comparison) list the results obtained by the (3)-Likelihood Greedy, (10)-Likelihood Greedy, and the Likelihood Greedy without limitations on the size of the hyperarcs. When k increases in (k)-Likelihood Greedy the performance improves rapidly at the beginning (k = 2; 3) and then reaches a \performance plateau", explained by the fact that hyperedges with large number of nodes are rare in the benchmark. When one considers the average values, the performance of the Likelihood Greedy scheme without limitations is in general better than that Table 3 a bold value indicates that FM results are beaten or duplicated. Let us note that the performance is particularly signi cant if one considers that the CPU times requires by the Likelihood Greedy scheme are less than those required by FM, in some cases by a large factor, see Table 5 .
Fiduccia-Mattheyses starting from our greedy solutions
Because greedy schemes are quite e ective and fast, it is worth considering the solution quality obtained if one runs the Fiduccia-Mattheyses algorithm starting from a solution generated by a greedy scheme instead that from a random partition. Table 4 displays the results obtained by executing the Fiduccia-Mattheyses procedure starting from a solution generated by the Likelihood Greedy heuristic. In addition, the last column shows the \performance ratio" of the combination, de ned as the \Min" value (obtained in the 100 runs) divided by the \Best" heuristic value of Table 1. 6. Implementation and computational complexity A main contribution of Fiduccia and Mattheyses 7] was the use of the now standard buckets data structure: nodes with a same gain are collected into the same bucket, so that the nodes with maximum (or minimum) gain values are immediately available. Motivated by the results in 8], our buckets are implemented as doubly linked lists and we con rmed experimentally that the following policy is most convenient: when g(v; i) increases then v is inserted at the beginning of the bucket corresponding to the new value; when g(v; i) decreases then v is inserted at the end of the new bucket. When we are extracting a node of maximum gain (for insertion into Set 0 or Set 1 ) then we take the rst node in the corresponding bucket. For a consistent scheme the above policy translates as follows: when g(v) is increasing then v is inserted at the beginning of the bucket corresponding to the new value; when g(v) is decreasing then v is inserted at the end of the new bucket. When we are extracting a node of maximum gain (for insertion into Set 1 ) then we take the rst node in the bucket of maximum gain; when we extract a node of minimum gain (for insertion into Set 0 ) then we take the last node in the bucket of minimum gain nodes. As suggested in 8], the randomization is introduced by permuting the nodes randomly at the beginning of the algorithm, just before insertion into the buckets. The remaining steps of the algorithms are deterministic with only one exception: when both sides of the partition contain at least min size nodes and the maximum gains achievable by inserting into Set 0 and into Set 1 are the same, then we choose at random and with equal probability whether to perform the next insertion into Set 0 or into Set 1 .
For the additional implementational details it is convenient to distinguish between the various schemes considered, as it is done in the next two subsections.
6.1. f Greedy and Critical Edges Greedy. Given an hypergraph H(V; E), the cardinality jej of an edge e 2 E is the number of nodes contained in e. We denote by card(H) the maximum cardinality of an edge in E. Let p denote the number of pins in the hypergraph, that is p = P e2E jej. The degree of node v is the number of hyperedges containing v. We denote by deg(H) the maximum degree of a node in H. Storing an hypergraph requires an amount of memory which is linear in p, the number of pins. The time needed to input the hypergraph is hence (p). We will show that f and Critical Edges Greedy require (p) time to return a partition together with its cut value. One cannot ask for more, because computing the cut value of a given partition requires (p) time on its own.
Let us denote by the range of di erent possible gain values during execution. Let us note that the value of depends on the single greedy scheme under consideration. In particular, both in f Greedy and Critical Edges Greedy, the gain of node v is an integer with absolute value bounded by the degree of node v, hence 2 deg(H) + 1. This allows for the standard buckets data structure, . This ensemble can be thought of as a two-coordinate system which results in an e cient (constant time) implementation of the needed operations. We refer to 7, 8, 2] and 1] for a detailed introduction to the standard use of buckets. Let us only mention that the data structure permits to update the gains of the nodes in constant time while keeping the buckets of minimum and maximum gains always at disposal. In particular, choosing the next node to be xed (the rst or last node into the minimum or maximum gain bucket) is a constant time operation whose cost can be considered as O(jV j) for the overall execution. Therefore it remains to bound the complexity of updating the gains. As we said above the gain of node v can be seen as the sum of many terms, one for every hyperedge containing v:
Moreover, let us note that g h (v 1 ) and g h (v 2 ) have the same value for any two free nodes v 1 ; v 2 2 h. When this common value g h (:) changes, we say that edge h changes status. Each time a node is xed we must look at all edges h containing v and check if they change their status. If this happens then the gain values of all free nodes in h must be updated. In detail, the following operations are executed:
1. for each node v 2.
x v either to 0 or 1 3.
for each edge h containing v 4.
if h changes status by xing v then 5.
update the gain of each free node in h.
In the case of f Greedy each edge h undergoes one or two status changes: when a rst node of h is xed (either to 0 or 1) and when h gets eventually broken. Thus the total number of gain updates is (p).
In the case of Critical Edges Greedy each edge h undergoes at most one status change, if it eventually becomes 0-critical or 1-critical. However when this happens h contains precisely one free node and hence the total number of gain updates is O(jEj).
Let us now consider the computational complexity cause by the control struc- either 0 or 1 ( f Greedy). We can also check if h becomes critical (Critical Edges Greedy). We conclude that testing \if h changes status" requires constant time in all three schemes. The cost caused by the control structure of lines 1. | 4. is therefore (p). To summarize, the complexity of f and Critical Edges Greedy is (p). The above asymptotic complexity analysis is complemented by the measured average PU times of the di erent greedy schemes in Table 5 , where the e ects of non-asymptotic terms is also visible.
6.2. Weighted Greedy and Likelihood Greedy. The situation is significantly di erent when considering Weighted Greedy and Likelihood Greedy. In fact, standard buckets permit to update the gains of the nodes in constant time if the gain values are integers of bounded value. If this is not the case, then binary heaps can be used to store the gain values. Our implementation of Weighted and Likelihood Greedy employs a binary heap structure. In particular, the binary heap template \sortseq" from LEDA 17] has been used. Here, the amortized time cost for a single bucket operation (node update, extract max or min) is O(log b), where b is the maximum number of buckets ever contained in the list. Obviously b jV j. The complexity of these greedy schemes is therefore O( P h2E(H) jhj 2 log jV j).
6.3. CPU times. The above described computational complexities agree in a qualitative way with the measured CPU times, although the non-asymptotic terms in the complexity functions are still observable for the small size problems. In particular, the terms proportional to jV j, the number of nodes, are not negligible with respect to the higher order terms. When one analyzes the computation times, see Table 6 .3, one observes a roughly comparable (and in some cases smaller) average computation times for the combined option (Likelihood Greedy followed by Fiduccia-Mattheyses) than for MF starting from random solutions, especially for the larger graphs. This phenomenon is due to the fact that, while our greedy schemes are not much more expensive than what is required for a random assignment and function evaluation, the time subsequently spent in the Fiduccia-Mattheyses re nement phase tends to be smaller if one starts from a reasonably good initial partition. Let us remember that, when the average and minimum values of the combined option are considered, the results are better than those of FM in most cases, as it is shown in Table 4 .
Conclusions
Motivated by a previous success with some greedy heuristics for the graph partitioning problem 3, 2], we investigated in this paper the behavior of a greedy approach to the hypergraph partitioning problem.
The conclusions to be derived from our experimental tests are that these techniques are not competitive with the state of the art, that is given by multi-level algorithms especially tuned to the hypergraph partitioning instances of interest for VLSI applications. The best values obtained are in most cases within 20-30% but in some cases up to two times larger than the best heuristic values.
Nonetheless, two advantages of our greedy schemes against more sophisticated methods are simplicity and low computational complexity. More surprisingly, if we look at the quality of the best solution over independent repetitions and within a same amount of allotted CPU time, some of our greedy schemes compare well against heuristics which have been the state of the art until some years ago, in particular the Fiduccia-Mattheyses algorithm. The use of independent repetitions is also at the basis of the popular \greedy randomized adaptive search procedure" (GRASP) approach 15]. The algorithms considered in this paper are simpler, because no criteria for the construction of candidate lists is considered, beyond the criterion given by having the same gain values (ties). Even the average quality of solutions returned after a single run could be of interest for some applications, considering that the time requirements are in some cases comparable with those required for a random assignment plus objective function (cut value) evaluation. Moreover, our schemes can be employed to produce initial partitions for improvement-based heuristics. For example, we compared the classical Fiduccia-Mattheyses heuristic, starting from a random initial solution, against the same heuristic, but starting from solutions produced by a greedy scheme. While the computation time of the two algorithms is roughly the same, the improvement in terms of solution quality is signi cant.
Of course, the present work is a preliminary investigation. The next step is to integrate our proposed greedy techniques into state-of-the-art multi-level techniques.
