As thus defined a<t) is a generalized covariant derivative of the covariant vector a¿. It is understood in what follows that a subscript or subscripts preceded by a comma denote generalized covariant derivatives of the first or higher order according to the number of these subscripts. In particular, (1.11) BÏfi+Bxi+Bli^O , which are consequences of (1.7). When we express the conditions of integrability of equations (1.9) by means of (1.6), we obtain (1.12) a>,(Bkii,i -Biij,k)+ah,p(5iBkii-5kBiij+5jBiki -8iBjki) =0 , where (1.13) i?=lor0, according as p=l or p^l. If (1.2) is to be a first integral, the functions a< must satisfy (1.3), (1.9) and (1.12), so that in general such a first integral does not exist. By means of (1.9) the second and higher derivatives of the a's are expressible linearly in terms of the a's and their first derivatives.
There are n(n+l) of these quantities, and they are subject to the n(n+l)/2 conditions (1.3). Hence the solutions of the equations (1.3) and (1.9) involve at most »(w+l)/2 arbitrary constants, and this number only in case equations (1.12) are satisfied identically. It is our purpose to determine the character and properties of spaces for which the number of constants is n(«+l)/2.
In Riemannian where ba and <Pa denote the symmetric and skew-symmetric parts of the tensor Ba, and that <pa can be shown to be the curl of a vector <p,-, that is,
In order that equations (1.12) be satisfied identically in consequence of (1.3), it is necessary that
Contracting for p and / in equations (2.5), we obtain, in consequence of (1.10), (1.11), (2.1) and (2.2), (2.6) Bki,=-(SjBik-5iBjk+25k<pij) .
n-1
When these equations are contracted for h and j, we get 2ipik (2.7) Bki-Biic=-.
Comparing this equation with (2.1), we have that <pik = 0, that is, <pt in (2.3) is a gradient and the tensor Fi; is symmetric. Also (2.6) reduces to
Equations (2.5) are satisfied identically by (2.8), and (2.4) are reducible by (2.8) to (2.9) Ba.i-Bit.u = 0 .
When the expressions from (2.8) are substituted in the identities* Bkij,i+Bkii,i+Bku,j=0
we obtain 5,(Bik,i-Bik,i) + 5i(Bjk,i -Bik,j) + Si(Bik,j-Bjk,i) =0 .
Contracting for h and /, we obtain (n-2)(Bik,i-Blk,i) = 0 .
Hence when n^2 equations (2.8) and that Bi, be symmetric are necessary and sufficient conditions of the problem, and equations (2.9) when w = 2, since in the latter case (2.8) are satisfied identically. 3. If a geometry of paths is defined by a given set of equations (1.1) and we define a set of functions r*t by the equations 
where ypi,,-is the covariant derivative of ypi with respect to the r's. Contracting (3.4) for h and ¿ and for h and », we have (3.5) Bii = Bii+nPij-ypi,i-(n-l)y¡,iypj , [April and fik = <{>ik+\(n+\)(^i,k-^k.,) (3.6) , . /#/ cty* «*,+ *<»+.)(---).
The quantities T*t determine a definition of infinitesimal parallelism in the sense of Levi-Civita and Weyl. Hence the same set of paths lead to different affine connections, according to the choice of the vector \pi. Those properties of the space which depend only upon the paths constitute a projective geometry of paths, and those depending upon a particular choice of \¡/i an affine geometry of paths.
It is readily shown, as was first pointed out by Weyl,* that the tensor The affine connection of a given geometry of paths can be chosen so that the tensor Ba is symmetric.Ŵ hen Bijis symmetric, equations (3.7) reduce to (3.8) Whiik = Bhiik+-(*)_»«-¿fl«) .
Comparing this equation with (2.8), we have the following theorem:
A necessary and sufficient condition that the equations of the paths of a space Snfor n>2 admit n(n+l)/2 independent linear first integrals is that the tensor Wijt vanish and the tensor F,-, be symmetric.
4. Weyl has shownj that for « > 2 the vanishing of the tensor Whijt is a necessary and sufficient condition that a vector \J/i can be chosen so that for the new affine connection the curvature tensor Bt]k is a zero tensor and that the vanishing of the latter tensor is a necessary and sufficient condition that a coordinate system exist, which we call cartesian, for which all of the r's are zero. He has called a space satisfying the former conditions projeclive plane.
Weyl has shown* also that when n = 2 the tensor WhiJK vanishes identically and that equations (2.9) are necessary and sufficient conditions that the space be projective plane. Hence we have A necessary and sufficient condition that the équations of Ute paths of any space admit n(n + l)/2 independent linear first integrals is that the space be projective plane and that the tensor Ba be symmetric.
From the results of Weyl it follows that a vector ypi can be chosen so that Bi, is a zero tensor, and from (3.5) that this vector is a gradient, if Ba is symmetric.
In the coordinate system for which the f's are zero, we have from (3.1) (4.1) ri--(*if.* + «U.f).
Conversely, when we take the r's in the form (4.1), where \p is an arbitrary function, we have When the expressions (4.3) are substituted, we find that (2.9) are satisfied.
Hence we have
The most general geometries of paths for which the equations of the paths admit n(n + l)/2 linear] first integrals are defined by (4.1) in which yp,, is the gradient of an arbitrary function \f>. 6. Let Sn be a space for which P¡, is symmetric and also conditions (2.8) and (2.9) are satisfied; and consider the equations n-1 J n-1
Since these conditions are satisfied identically in consequence of (2.8) and (2.9), equations (6.2) are completely integrable and a solution is determined by arbitrary values of the n+1 quantities 6 and 6}i for initial values of the x's, that is, the complete solution of (6.2) involves n + 1 arbitrary constants. is different from zero and the matrix of the first n columns is of rank n. Hence the jacobian of the equations (6.4)
is different from zero, and these equations define a transformation of coordinates in a space S"+i.
We define an affine connection in the S"+i in coordinates x" by taking for Tjt(i,j, k = l, ■ ■ ■ , n) the expressions for these functions for the given i addition n+i 1 « at c /i,j=l, ■ ■ ■ ,n ;\ r.j =--Bif#**, r"+lj= --, r"+1"+1=o( ).
n-l xn+1 \a=l, ■ ■ ■ ,w+l/ Sn and in addition (6.5)
If f^7 denote the coefficients of the affine connection in the y's we have (a,ß,p,v=l, ■ ■ ■ , »+1). d2f -a dy" dy ß ay"
T ifiv = I ßy dxßdxi dxß dxy dx"
From these equations we have in consequence of (6.1), (6.4) and (6.5) _" dy" dy (6.6) 1 pv dx13 dxy = 0
Since the jacobian of the transformation (6.4) is different from zero, equations (6.6) are equivalent to r"" = 0. Consequently S»+i as defined is a euclidean or flat space and the y's are cartesian coordinates.
From the definition of the affine connection of S"+i it follows that the affine connection induced in the hypersurface xn+l = l, that is, (6.7) y = (<pax,1... ,*-)
is that of the given S". Consequently we have A space Sn whose equations of the paths admit n(n+l)/2 independent linear first integrals is a hy persurf ace of a flat-space of n+1 dimensions.
When the coordinates x{ in Sn are such that the T's have the form (4.1), equations (6.1) are reducible in consequence of (4.3) to d2(de+.) -'■--= 0. dx'dx'
Hence the equations (6.7) in this coordinate system are (6.8) ya = e~<t>(a1xi+ba) ,
where the a's and ¿>'s are arbitrary constants subject to the condition that the rank of the jacobian matrix | |âya/dx'| | is n and the determinant (6.3) is different from zero.
