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1 This quotation reflects a semantic confusion that ran throughout the hearings and regulatory proceedings associated with the ECOA. in much testimony on the ECOA, the distinction between ',economic discrimination," based on relative credit risks and returns, and discrimination based on prejudice was not finely made. Thus, allegations were often made, as in Adams' speech (1973) , that creditors "discriminated against" women in the granting of credit, even when the basis for such discriminated might have been "economic" rather than "prejudicial." The ECOA tried to resolve this issue by stating that its purpose was to make credit available to all "creditworthy" borrowers without regard to sex or marital status. Such terminology could have justified the banning of only "prejudicial" discrimination without implying that the credit markets should provide a subsidy to protected classes of individuals to compensate for possible job or social discrimination that affected default probabilities. However, the initial drafters of Regulation B ignored this distinction. As a result, the ECOA as implemented by Regulation B, interferes with the making of economically efficient credit judgments because it limits the amount of information that can be used in making such judgments (Chandler and Ewert, 1976) .
In credit markets, as in insurance markets, a certain amount of "economic discrimination" must take place-based on each credit applicant's potential risk. Economically, discrimination between good and bad risks is essential if a creditor wishes to avoid excessive credit losses. For that reason, this article uses the term "discrimination" to refer solely to "prejudicial discrimination." "Prejudicial discrimination" or "uneconomic discrimination" systematically causes the expected present value of loans made to members of one group to exceed the expected present value of equivalent loans made to other groups.
At the time the ECOA was enacted, only anecdotal evidence existed to suggest that sex discrimination was a serious problem in the credit markets. By random chance, however, since markets do not always work perfectly, one would always expect some members of one sex to be treated either more or less advantageously relative to equivalently situated individuals of the opposite sex. Thus, one should expect to find anecdotes that show discrimination against either sex. Consequently because of the costliness of the ECOA (Board of Governors of the Federal Reserve System, 1978; Smith, 1977) , careful statistical work should have been conducted before the ECOA's enactment to determine the potential magnitude of the problems to be solved.
The major purpose of this article is to test for the existence of systematic prejudicial discrimination in the credit markets. This study is organized as follows. First, it develops a model of credit market discrimination and derives its implications. Second, it argues that the discrimination model does not apply to banks. Third, it uses data on bank loans to test whether the nondiscrimination hypothesis, as the null hypothesis, should be rejected in favor of the alternative, credit discrimination, hypothesis. Finally, it suggests that potentially costly regulations, such as the ECOA or its proposed extensions that assume firms do not act as profit maximizers should be subjected to statistical scrutiny before they are enacted.
A model of bank credit discrimination
In the absence of discrimination, we would expect a profit-maximizing creditor to make any loan for which the expected present value, PV, was nonnegative. However, if individuals who have a "taste to discriminate" adjust perceived prices or wages as posited by Becker (1971) , the expected present value that such a lender requires to make a loan would be adjusted by a discrimination coefficient. Thus, for a potential discriminator, the decision criterion for granting a loan would be that the expected "adjusted present value," APV, be non-negative, where, for any type of loan, the APV is defined as follows: 2 probability of loss (p) -as most factors that reduce the potential loss to the bank concomitantly increase the potential loss to the consumer, and thereby reduce the probability that a consumer will default.
However, credit markets differ from the work environment that Becker (1971) envisioned, where contact between prejudicially discriminating parties and recipients of discrimination is frequent. In the credit market the usual contact between the lender (the potential discriminator) and the borrower is limited to the brief period when the loan application is made. Thus, discrimination (DC f or DC m ) resulting from an employee's aversion to contact with members of another group is likely to be much lower in a credit transaction than in a work environment.
It is potentially costly for bank loan officers to justify rejections of loan applications from good credit risk females. Regardless of the sex of the borrower, good loans would raise the performance record of the portfolio for which each loan officer was held responsible. Even if a loan officer were inclined to discriminate, profit-maximizing behavior would call for management to induce loan officers to negotiate and grant all loans possible for which PV ≥ 0, and to behave as if DC f = DC m = 0 when doing so.
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"discrimination" hypothesis, one must find empirical evidence to support one of the discriminatory lending patterns summarized in Table 1 .
Empirical tests
This study conducted empirical tests to determine whether there were any significant sex-related differences in (i) the ratio of losses to the amount of loans (Lj), (ii) the probability of loss (pj), and (iii) rates of charge (Gj) on (otherwise similar) direct bank consumer loans that were consistent with any of the patterns of discrimination described in Table 1 . It considered seven major types of direct loans-auto loans secured by new cars, auto loans secured by used cars, other auto loans, loans to purchase household goods, home improvement loans, debt consolidation loans, and all other consumer loans (except those used for business purposes or to purchase a plane, boat, or mobile home)-as well as the total for all the aforementioned categories.
The data used in the study were obtained from 30 banks in five regions of the country. Each sample region consisted of a major metropolitan area plus surrounding environs. The data were collected by the Federal Reserve System over the period [1966] [1967] [1968] [1969] [1970] [1971] . In the Federal Reserve survey, sample banks reported thorough information on the loan characteristics and the socioeconomic characteristics of the borrower on 100% of the loans they charged-off (i.e., wrote off their books because of nonpayment). They reported similar information on randomly selected samples of 10% of their paid-off and new loans. Because the purpose of the Federal Reserve study was to investigate cyclical changes in credit availability, and sex discrimination in lending was not an issue at the time the data were collected, it is unlikely that the data were biased in any manner related to sex discrimination.
Data on approximately 3,000 charged-off loans were available for use in this study. From information on the amount charged-off and the amount of loan, ratios of charged-off loan balances to loan amounts were tabulated for each of the loan types studied. The results of those tallies are shown in Table 2 . They are presented in two forms. On the left-hand side they are presented as averages of charge-off/loan amount ratios for each of the various types of loan. In particular, for all N j loans of type j, if CO ij equals the amount charged-off and L ij equals the amount of loan for each loan i, the left-hand-side statistics are calculated as [∑ i C0 ij /L ij ]/N j . On the right-hand side the loan-loss ratios are calculated as ∑ i Co ij /∑iL ij for each loan type j. Thus, those statistics measure average values of total charge-offs for each sex and loan type relative to the total value of loans in each sex and loan type category. We assume these statistics are distributed normally according to the Central Limit theorem. Standard deviations were constructed for each statistic and used in t-tests to determine whether there were significant differences in mean charge-off rates for loans made to males versus loans made to females. In the left-hand columns, variances and standard deviations were calculated on a per loan basis. In the right-hand columns, variances and standard deviations were calculated on a per dollar of loan extensions basis (i.e., in calculating standard deviations, the loss ratio for the kth loan was weighted by L kj /∑ i L ij , or the size of the loan relative to the total value of all loans in that loan category).
The statistics presented in Table 2 show that charge-off-to-loan-value ratios for males and females are practically identical. Further, even where they are substantially different, as is the case with home improvement loans, the variance in charge-off ratios is sufficiently great that no difference (as measured by t statistics) is even close to being significant. Thus, these tests provide no evidence that the null hypothesis Ho: L f/j = L m/j should be rejected either for any major type of direct bank consumer loan or for direct bank consumer loans in general.
of either sex will get credit because of management review of loan officers and their loan portfolios. Thus, all credit applicants with a nonnegative APV will be provided with credit, even if DC j < 0, because such loans enhance the performance of a loan officers portfolio sufficiently to offset his propensity to discriminate.
If top credit risk customers of both sexes received credit, a loan officer with a taste for prejudicial discrimination would grant loans less freely to marginal risk credit applicants against whom he was inclined to discriminate. That is, if a loan's PV were small, the APV could more easily (and less conspicuously) be negative. Further, as the PV became smaller owing to higher chances of default, for a given discrimination coefficient, the probability of rejection would rise with the chance of default. As a result, if bank loan officers were to limit credit to only the best credit applicants of one sex, while giving preferential treatment to borderline credit applicants of the other sex, one would expect to find that the probability of default was significantly lower for borrowers of the sex discriminated against than for borrowers of the favored sex.
Systematic discrimination of this type implies that members of the sex discriminated against will be disproportionately represented among a sample of all "good" loans relative to a sample of "bad" loans made by discriminatory commercial banks. Provided that risk distributions of accepted applicants are similar (see Section 4), if significant sex-related differences in proportions of "good" and "bad" borrowers were found, it would be tantamount to showing that the probability of default was lower for accepted members of the less favored group than for those of the more favored group (Peterson and Peterson, 1978) .
In the subsequent analysis, we used data from the Federal Reserve samples of charged-off and paid-off bank consumer loans. Exact default probabilities could not be calculated from these samples because they were collected with different sampling techniques and frequencies. However, it is possible to test whether loans to either sex were disproportionately represented in either sample. If either sex were discriminated against, the percentage representation of that sex in the sample of charged-off loans would be lower than its percentage representation in the sample of good paid-off loans. Table 3 presents data on the number of good and bad loans of various types made to males and females. In addition, the proportions of good and bad loans made to males are recorded. The right-hand column presents t-statistics that can be used to test for the significance of differences in the proportions of loans made to males (or females, with a change in sign) in the two samples. The t-statistics were calculated on the assumption that for relatively large numbers of observations (Ostle, 1963, pp. 76-78) a binomial distribution can be approximated by a normal distribution.
Analysis of the t-statistics and of the proportions of males and females represented among all "good" and charged-off direct bank consumer loans recorded in Table 3 shows that no significant differences (at the 95%, two-tailed level) existed in the proportionate representation of each sex either for any particular type of consumer loan or for all bank direct consumer loans in total.
4 These results are consistent with the null hypothesis that for direct consumer loans, p f/t = p m/j for all j.
Tests of differences in returns (loan rates) by sex (H O : G m/j = G f/j vs. H A : G m/j ≠G f/j ). Sample banks reported detailed information on loan characteristics, and the socioeconomic characteristics of borrowers for a random sample of 10% of their new consumer loans.
5 Reported data on the amount of the loan, the number and amount of monthly payments, and the amount of the final payment were used to calculate the (implied) interest rate applicable to each loan.
After eliminating (1) loans with inadequate information to compute loan rates, (2) loans with calculated rates below 3% or above 51% (as such figures were assumed to be either unrealistically low or high, possibly because of incorrect data), and (3) loans for any maturity that was not an even multiple of six months, 6 approximately 13,500 new bank direct loans remained in the sample. These were divided alternately. The first half of the sample was used to experiment with alternative specifications to explain how loan terms and differences in socioeconomic characteristics affected bank loan rates. The second half of the sample was held out and used only to generate the final regression results reported in Table 4 .
Four basic models of the determinants of bank loan rates were tested. First, for each major type of consumer loan, the loan rate was regressed solely upon the sex of the borrower. In this construction, Model 1, any differences in loan rates related to differences in loan amounts, maturities, collateral, income, or other attributes potentially related to a borrower's sex would be reflected in the sex coefficient. Thus, this model would be most likely to show a sex-related difference in loan rates even if such a result were spurious. For instance, women have lower average incomes than men. As a result, they may obtain smaller loans. Since rates often are higher on smaller loans, a significant rate difference might reflect differences in job market opportunities and loan sizes by sex, rather than credit discrimination per se. +In these cases, insufficient observations exist for the normal approximation to be reliable. In particular, Ostle (1963, p.78 ) notes that "we should realize that, for a given n, the normal curve gives a better approximation when p is lose to ½ than when p is close to O or 1. On the other hand, if n is large enough (say 100 or more), the [normal] approximation will be satisfactory for most values for p." Ostle goes on to note that, when the sample size exceeds 100, only when p is very close to 0 or1, as in "Reliability work," the normal approximation may not be satisfactory.
The second model for loan rate determination used all objective factors relating to the terms of a loan (its size, maturity, collateral, year and metropolitan region in which it was originated, trade-in, cosigner, and down payment requirements) in addition to a sex-related dummy variable in an attempt to determine bank loan rates. This model tested whether members of one sex paid more or less to borrow once all objective factors related to the characteristics of the loan had been taken into account. It excluded all socioeconomic data related to the borrower except for the single variable, sex.
As a variation of the second model, the third model recognized that certain cross elasticity of demand considerations exist that might affect loan rates in addition to the objective factors related to a loan. Such factors, which frequently are taken into account by banks in establishing their loan policies, include: (1) whether a loan customer is a depositor of the bank, (2) whether the loan customer is an employee of the bank, and (3) whether a loan customer has engaged in previous financial transactions with the bank. In general, one would expect rates to be lower if any of these circumstances existed. Reportedly, many banks give preferred loan terms to depositors and customers, while less uncertainty should exist about the potential credit performance of previous customers.
The final model, Model 4, used all available socioeconomic information, including data on the borrower's sex, age, occupation, employment source, job longevity, address stability, marital status, number of dependents, home ownership, phone ownership, debt ratio, income, and credit references in addition to all independent variables used in Models 2 and 3 to explain bank loan rates. In this model possible collinearity among variables could reduce the significance of the sex-related dummy variable. Thus, if that variable were to remain significant in Model 4, a strong case could be made that the sex-variable was significantly related to rates charged by banks on new loans. Table 4 summarizes the results of these tests for all major types of consumer loans.
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The data summarized in Table 4 show that in only one case, household goods loans, was the sex variable significant in both the weakest (Model 1) and the strongest (Model 4) tests of its impact on loan rates. The negative sign of the sex variable (which equaled one for loans made to females) indicates that women paid significantly less for household goods credit at banks than men. Hence, if anything, it shows rate discrimination against men. In all other cases -with the sole exception of Model 2 for the "all other" loan category, where women again paid less-there was no significant difference between rates charged males and females on any type of consumer loan in any of the models tested.
Overall, the results of our tests show that the null hypothesis (H O : G m/j = G f/j is rejected for only one of seven types of consumer loans. That type was household goods loans, for which men apparently paid significantly higher rates than women. This finding could have resulted from a loan composition problem. For instance, men may typically purchase different types of household goods on credit than women, and rates may vary with the types of goods financed. However, insufficient information exists to test this hypothesis.
Limitations of the analysis
M The statistical analysis in the preceding section depends on several key assumptions that should be made explicit. First, equation (1) indicates that the ex ante probability of default for the marginal borrower of either sex should be equal if no discrimination occurs. However, the statistical tests of Section 3 were based on ex post average probabilities of default. These tests were justified on the assumption that risk distributions of accepted borrowers from each group were "similar." This assumption was necessary because only ex post average probabilities of default were observed.
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Whenever the risk distributions of two pools of credit applicants are similar, the finding that ex post average default probabilities are equal implies that ex ante marginal default probabilities are also equal -provided that ex ante default probabilities are realized and that all the best credit applicants are granted credit. This is illustrated by equations (2) and (3) and Figure 1 . Equation (2) is 7 Greater detail on these regressions can be obtained from the author upon request. 8 Credit evaluation methodologies and applicant characteristics differ among firms. Thus, the only way a priori risk could be measured uniformly would be to have access to the credit decision criteria used by each sample bank. That information was not available in this study. However, if a study were made of a single firm that used a credit-scoring model, objective measures of that firm's assessment of borrowers' relative risk would be available. In that case, possible discriminatory bias could be investigated by using data on the treatment and loss performance of credit applicants that fell into the marginal zone of the credit-scoring model. sufficiently similar, one expects that their average default rates will be equal whenever creditors impose equivalent credit acceptance criteria.
Nonetheless, the assumption that credit applicant risk characteristics are similar is a strong assumption. Figure 1 illustrates that that assumption may not in every case. In particular, in Figure 1 , frequency distributions F 1 and F 2 are highly similar since F 2 =(1/2)F 1 from 0 to the maximum risk cutoff point, A. Thus, their average default rates will be the same. However, frequency distribution F 3 represents a group with proportionately more very low risk credit applicants than the other two distribution. Thus, ex post, the average default rate for the group represented by that distribution will be below that of the other groups even if the acceptance criterion, A, were the same for each group. Consequently, equal average loss rates for groups 1,2, and 3 could exist only if lower marginal credit acceptance standards, A', were imposed for group 3 than for groups 1 and 2; but that would imply that the marginal risk members of groups 1 and 2 were discriminated against relative to the marginal risk members of group 3. Thus, if the (plausible) assumption that a priori risk distributions are similar for male and female credit applicants is not correct, then discrimination against one group could exist even if average default rates were equal for both groups.
A second important assumption was also made in Section 3. That was the assumption that all discrimination would occur at the margin -and above that margin all qualified applicants would be accepted while, below that margin all higher-risk applicants would be rejected. This assumption allows us to integrated from O to A m/j or A f/j , as the case may be, to calculated average default risk in equations (2) and (3). It also is necessary to eliminate the possibility of random discrimination (i.e. discrimination unrelated to credit worthiness in general). However, it is possible that some creditors could practice discrimination in general, yet engage in sufficient random behavior that their discriminatory practices were not obvious. For instance, a creditor could discriminate against females in general by not making loans to low, or even marginal risk, credit applicants unless they were beautiful. However, loans to beautiful women could cause sufficient losses that the pooled data would not indicate that any discrimination had occurred-when, in fact, both men and nonbeautiful women were discriminated against relative to beautiful women, and nonbeautiful women were discriminated against relative to men. While it is highly probable that creditors will not behave as posited in this example, it is not certain. Thus, the assumption that all discrimination is related to credit risk is also important to the results obtained in Section 3.
Finally, the statistical analysis may be affected by the fact that data were obtained from numerous banks in several regions of the country. Conceivably, in the pooled data, discriminatory practices by one bank could either be masked by the opposite behavior of other banks or diluted by the weight given other banks in the sample. This would particularly be true if banks determined loan rates differently.
However, diluted data would still be expected to provide evidence of discrimination, if it existed. In particular, if even one bank discriminated, the mean values of the pooled data would still reflect its discriminatory practices even if, because of data pooling, regression variances were large and coefficients were not statistically significant. Thus, by analyzing mean differences in coefficient values, it may be possible to discern discriminatory practices that otherwise might be masked by high variance.
A review of the available data does not indicate that any hidden sex discrimination against females existed that was masked by high variances. An analysis of all tests conducted on seven types of loan categories (new auto, used auto, other auto, total household goods, home improvement, debt consolidation, and "all other" loans) and presented in Tables 2, 3 and 4 indicates that (ignoring variances altogether) observed differences in means suggest that discrimination against females is possibly indicated in only 20 of 49 tests, while discrimination against males is possibly indicated in the other 29 tests. Further, in no case where all seven separate tests were conducted (two on loss ratios, one on probabilities of loss, and four on interest rates) were more than five of the tests consistent with the hypothesis of discrimination against either males or females. Thus, even if variances are ignored, comparisons of means alone do not indicate that any systematic patterns of discrimination existed in bank lending.
Overall, then, the statistical analysis presented in this article has several limitations. Those limitations occur because several strong (but not implausible) assumptions must be made to relate the statistical tests to the theoretical model. In addition, the use of data obtained from many banks may increase estimated variances, thereby reducing the significance of various statistical tests. However, analysis of mean differences without regard to variances does not suggest that systematic patterns of discrimination existed against either sex.
Conclusions and implications
A number of tests were conducted to determine whether commercial banks systematically engaged in prejudicial credit discrimination before the enactment of the ECOA. Overall, the tests provided extensive evidence that commercial banks did not systematically discriminate against potential borrowers based upon their sex before ECOA was passed.
These findings are important because they suggest that legislation based on anecdotal evidence may be misdirected. That is particularly likely to be the case if the legislation is based on the premise (as both the ECOA and proposed extensions to the ECOA are) that firms are not profit-maximizing institutions. While such legislation may still provide clear benefits, the benefits may be less extensive than expected and the costs of compliance may be higher than would be the case if specific problem areas had been better defined before regulators moved to rectify them.
The ECOA was a costly piece of legislation. It imposed substantial compliance costs (Board of Governors of the Federal Reserve System, 1978; Smith, 1977) and limited creditors' abilities to use certain information in credit evaluation. This reduced the efficiency of credit evaluation systems-with possible adverse effects on the intended beneficiaries (Chandler and Ewert, 1976) .
The ECOA also provided a number of benefits. It stopped, more quickly than market forces were doing, the offensive practice of some creditors of refusing to provide working married women with credit accounts in their own name. Relatedly, it prevented creditors from canceling women's' accounts, but not men's, just because they married. It also prevented creditors from asking offensive questions regarding women credit applicants' fertility, birth control and child-bearing plans, and it made it possible for married women to establish their own credit record. Further, it provided for substantial fines to be levied upon creditors who were found to be engaging in "discriminatory" behavior.
However, some of the ECOA's presumed benefits may have been overstated. The results of this article find no systematic credit discrimination before the enactment of the ECOA. These findings also suggest that ECOA regulations could have been designed so they achieved their objectives in a less costly manner. Since creditors, as a group, apparently avoid prejudicial discrimination, ECOA enforcement efforts likely would be less costly if they were focused only on creditors alleged to discriminate, rather than on all creditors. Such creditors could be subjected to intense statistical scrutiny (possibly of the sort proposed in this article) 10 to test for prejudicial discrimination. If the statistical tests confirmed discrimination, substantial penalties could be imposed. If the penalties were large enough, creditors would modify their behavior to avoid them. Meanwhile, creditors that did not discriminate would not bear substantial compliance costs.
