apparently arbitrary adjustment was justified can be difficult, and can lead to possible contention within the organization employing the forecast.
Combination
An alternative approach, as Blattberg and Hoch (1990) , Webby and O'Connor (1996) , Lawrence et al. (2006) , and Franses (2008) discuss, is to originate statistical and judgmental forecasts independently and use a mechanical procedure to combine them. This builds upon work on forecast combination, which began with Bates and Granger (1969) , and which Clemen (1989) and Timmermann (2006) survey. Combination is generally effected by taking a weighted sum of the values of the constituent forecasts in each period. Many methods have been proposed to estimate the combination weights: Granger and Ramanathan (1984) suggest least-squares regression; Bates and Granger (1969) compute weights based on the forecast errors of the constituent forecasts, and Diebold and Pauly (1990) use Bayesian shrinkage regression. In practice, a simple unweighted average of the component forecasts, as Blattberg and Hoch (1990) and Armstrong (2001a) note, performs consistently well. Timmermann (2006) lists several factors that recommend forecast combination: It synthesizes the information sets used to produce the component forecasts, it dilutes bias in individual forecasts, and it increases robustness with respect to model misspecification and structural breaks. Set against this, Timmermann also notes that estimated combination weights can be very unstable in practice, which helps explain the remarkably good relative performance of the simple average. In principle, concludes Diebold (1989) , where the information sets underlying the component forecasts are available, it is always preferable to construct a single encompassing forecast model, rather than simply to combine the forecasts.
Correction
Rather than combining a statistical and a judgmental forecast, some authors, including Theil (1971) , Ahlburg (1984) , Moriarty (1985) , Elgers et al. (1995) , and Goodwin (1996 Goodwin ( , 2000 , have explored statistical methods for correcting judgmental forecasts in the light of observed outcomes. Generally, such methods are based on Theil's (1971) "optimal linear correction," which involves regressing observed outcomes on forecasts, using the estimated regression coefficients to produce a revised prediction from new forecasts; Goodwin (1997) accommodates time-varying coefficients using a weighted regression.
A technique related to statistical correction originates with Lindley (1983) , and is applied explicitly to time-series forecasting by West and Harrison (1997, sec. 16.3.2) . Lindley's methodology is an example the supra-Bayesian approach to the reconciliation of expert opinion developed by Pankoff and Roberts (1968) and Morris (1974 Morris ( , 1983 . Here, the value of a judgmental forecast is construed as a linear function of the actual value, and Bayesian updating is used to produce a revised forecast.
Judgmental Bootstrapping
Researchers, particularly in psychology, have long sought to capture judgmental reasoning in a tractable mathematical form. Efforts centering on linear models date back at least to Hughes (1917); Meehl (1957) , Hammond et al. (1964) , Hursch et al. (1964), and Tucker (1964) also made important contributions. Surveying this work, Dawes (1971) coined the term bootstrapping to describe the process by which an expert's judgment is modeled by a linear expression involving the environmental factors (usually referred to as cues) that the expert considers. Recent authors of works that explore the application of such a process to judgment-based forecasting, including Armstrong (2001b) , O'Connor et al. (2005) , and Batchelor and Kwan (2007) , use the qualified term judgmental bootstrapping to avoid confusion with the (quite distinct) statistical bootstrap technique that Efron (1979) developed in the late 1970s. Armstrong (2001b) also applies the term to models that go beyond simple linear combination of cues. We use the qualified form "judgmental bootstrapping" in this paper-more distinctive alternative terms, such as "the statistical approach," "actuarial modeling" (both of which appear in the clinical literature) or the (mildly grandiloquent) "paramorphic representation" of Hoffman (1960) would doubtless invite even greater confusion.
Evidence for the efficacy of judgmental bootstrapping in forecasting is mixed: Ashton et al. (1994) find a bootstrap model outperformed by a statistical forecasting model, and Åstebro and Elhedhli (2006) and Batchelor and Kwan (2007) cannot conclude that a bootstrap model forecasts more accurately than the experts it represents. Lawrence and O'Connor (1996) and Fildes et al. (2009) assert that bootstrapping is less effective in the context of time-series extrapolation, where cue information tends to be autocorrelated; the "error bootstrapping" technique developed in response by Fildes (1991) seeks to model the errors in a judgmental forecast, much like the forecast correction approach described above.
Bayesian Methods
The Bayesian paradigm of statistical inference (Gelman et al. 2003) , with its incorporation of subjective information in the form of prior distributions, seems a natural means of combining judgmental and statistical elements in forecasting. Indeed, a substantial number of Bayesian models have been devised for product demand, both at the inventory level (Silver 1965 , Hill 1997 , Dolgui and Pashkevich 2008a and in the aggregate (Lenk and Rao 1990 , Montgomery 1997 , Moe and Fader 2002 , Neelamegham and Chintagunta 1999 , van Heerde et al. 2004 , Neelamegham and Chintagunta 2004 , Lee et al. 2008 )-among many others. Sales applications also feature prominently in the seminal work of Pole et al. (1994) and West and Harrison (1997) on Bayesian forecasting. Bunn and Wright (1991) note that despite the apparent attractions of Bayesian modeling, and research literature that dates back several decades, few Bayesian models with judgmental priors are used routinely in forecast applications. They suggest that the chief impediment is the expense (in time and effort) of repeatedly eliciting subjective priors of sufficient quality-a point reinforced by researchers, such as Wright and Ayton (1986) , who highlight the difficulties involved in obtaining reliable judgmental priors. Many of the models cited in the previous paragraph circumvent the need for informative priors by relying on a hierarchical (Gelman and Hill 2006) structure to pool information from analogous historical situations to produce forecasts.
Forecast Performance
To demonstrate the efficacy of the SLFS, we compare its performance with that of alternative forecasting methods, using the demand histories of a sample of Sun's products.
Setup
We conduct the test using 32 products, representing a cross section of Sun's recent product lines. Of these products, we randomly select 27 as "training data" to calibrate the forecasting methods, and produce forecasts for the remaining 5 (the latter so-called holdout products are excluded from the training data). The relatively large number of products in the training data collection is necessary to ensure reliable operation of forecast methods Sys, DLM, and CJudg, which require a representative set of products from each of Sun's product groups. We prepare point forecasts at horizons of one, two, and three quarters for each quarter of the holdout products' demand histories, yielding 77 forecast values for each method at each horizon. Four forecast methods are compared in the test:
Sys
This forecasting method relies on posterior predictive distributions of sales calculated by the SLFS, the standard approach to forecasting with Bayesian models Chintagunta 1999, 2004) . Formally, the posterior distribution of the sales y t+h at horizon h is the conditional distribution p(y t+h |D t ), where D t denotes the data (i.e., demand histories and judgmental forecasts) available at time t. As Albert (2008) demonstrates, this conditional distribution is readily approximated using a Gibbs sampler such as that specified in the appendix, which implements the Bayesian updating step of Figure 2 by simulating from the joint distribution of the parameters in the model in light of the available data. For the point forecastŷ t+h|t (the forecast for y t+h made in period t), we use the mean of the posterior predictive distribution of y t+h .
DLM This method is a straightforward implementation of a univariate dynamic linear model (W&H, chap. 5-8) . Following W&H's prescription, the model comprises a second-order polynomial ("local level with trend") and four-period seasonal component. As Gardner and McKenzie (1989) suggest, to improve forecasts at over longer horizons, the trend in the polynomial component is damped, so that it decays over time; the design and evolution matrices necessary to accomplish this are adapted from analogous structures described for the closely related single source of error (SSOE) structural time-series models (Hyndman et al. 2008, p. 48) .
Formulae for updating and forecasting with this DLM are standard: We use the "unknown, constant variance" results (W&H, p. 111), which incorporate the estimation of a time-invariant observation noise variance in Equation (1a). Multiple discount factors are used to specify the evolution noise component in Equation (1b) (c.f. op. cit. pp. 196-198 for details). Discount and damping factors are derived using a grid search based on forecast accuracy for a sample of the calibration set, and initial conditions are set from the same corrected priors used for the Sys method, using a procedure similar to that described by Hyndman et al. (2008) . All components in the state are uncorrelated in the prior, so that the matrix C 0 in Equation (1c) is diagonal.
Judg This method simply reproduces the company's judgmental forecast, from which the priors for methods Sys and DLM are derived.
CJudg For this method, the company's judgmental forecast is "corrected" using Theil's (1971) optimal linear correction. This involves regressing actual sales on predicted sales for products in the calibration set, using the estimated coefficients to compute revised prediction from forecasts in the holdout set; Theil (1971, p. 34) and Goodwin (2000) provide detailed discussions. Separate regressions are calculated for each forecast horizon and each product category identified for prior correction.
Test Results
Table EC-1 summarizes the performance of the candidate methods in the forecasting test. We have used the mean absolute scaled error (MASE) of Hyndman and Koehler (2006) as a performance metric; the appendix defines the MASE, and sets out the considerations that lead to its adoption. MASEs are given for each method at each forecast horizon-a smaller entry indicates better performance. As the table shows, the forecast system consistently exhibits superior overall performance, with the purely statistical DLM method generally turning in the worst performance, and the corrected judgmental forecast also consistently outperforming its uncorrected counterpart. The MASE is defined such that a value less than 1.00 indicates a performance better (on average) than that of the "naïve" randomwalk forecast, which simply uses the most recent observation to produce a forecast. Thus, according to the table, only the Sys method consistently improves on the benchmark. For a more detailed perspective, Figure EC -1 is a box-and-whisker plot (Tukey 1977 ) of the distribution of absolute scaled errors (ASEs) of the forecast methods at each forecast horizon. Although the distributions of the ASEs are clearly skewed, the plot broadly confirms the superiority of the Sys method established by the MASEs.
Appendix

Measures of Forecast Accuracy
As a way of measuring the quadratic loss criterion that pervades statistical inquiry, the mean square error and its related metric, the root mean square error (we refer to both metrics jointly as the (R)MSE) have long been a staple of academic research in forecasting (Granger and Newbold 1973) . Unfortunately, although the (root) mean square error is analytically attractive, researchers, such as Armstrong and Collopy (1992) , point to a number of practical problems with its use: (1) Performance with respect to the (R)MSE may be significantly affected by outliers. Such problems may be ameliorated by eliminating outliers, although this might draw the objectivity of the procedure into question. (2) More seriously, the (R)MSE is inherently scale dependent, in that its magnitude depends not only on forecast accuracy, but also on the level of the underlying series; ceteris paribus, a forecast 10 percent in excess of an actual value of 1,000,000 will result in a substantially greater (R)MSE than one 10 percent above an actual of 1,000. This largely invalidates sum- mary measures based on the (R)MSE of performance across a heterogeneous collection of series; Chatfield (1988) , for example, points out that Zellner's (1986) analysis was unduly affected by the outsized contribution to summary MSE metrics of only 5 out of 1,001 test series. Because the series in this test described in the paper vary in maximum between 200 and 4,000, the (R)MSE is unsuited to this application. The mean absolute percentage error (MAPE) favored by practitioners, which expresses error as a fraction of the associated actual value, avoids the scale dependency of the (R)MSE. However, the MAPE also has disadvantages. (1) In contradistinction to the (R)MSE, summary MAPE measures may be skewed by small actuals; indeed, the MAPE is infinite for an actual value of 0. Some researchers, such as Coleman and Swanson (2007) , have suggested taking logarithms as a way of mitigating the problem, although this makes the resulting metric more difficult to interpret. (2) The MAPE exhibits a counterintuitive asymmetry; a forecast of 5 units on an actual of 10 produces an absolute percentage error of 50 percent, whereas a forecast of 10 units on an actual of 5 gives an APE of 100 percent. Attempts to amend the MAPE to overcome this problem (Makridakis 1993) have had limited success (Koehler 2001) .
In light of these problems, some authors, including Fildes (1992) and Armstrong and Collopy (1992) , have proposed using metrics based on relative absolute errors (RAEs). These are absolute forecast errors divided by the corresponding error from a benchmark method (normally the "naïve" or "random walk" method, which simply repeat the last observation). However, Hyndman and Koehler (2006) point out that RAE-based metrics suffer from some of the same problems as the (R)MSE and MAPE: They are sensitive to outliers, and may be skewed by small benchmark forecast errors (again, the RAE is infinite if the forecast error is 0); remedies involving outlier elimination and log transformation are also subject to the same criticisms. Hyndman and Koehler (2006) propose the MASE as a robust, scale-independent metric that largely avoids the problems set out above. Formally, for series y 1 , . . . , y T , and denoting byŷ t+h|t the forecast for y t+h made in period t, the absolute scaled error ASE th is defined:
t =1 |y t +h − y t | Then the mean absolute scaled error, MASE h at horizon h for the entire series is simply the mean T −1 ∑ T t=1 ASE th , and a summary metric for a collection of series may be calculated by taking the mean of the ASEs across all the series. In recommending the MASE, Hyndman and Koehler (2006) note that normalization with respect to the benchmark forecast error confers scale independence, while use of the in-sample aggregate in the denominator of scaled errors makes the MASE metric more stable than those based on relative errors. 
