The brain consists of many interconnected networks with time-varying activity. There 12 are multiple sources of noise and variation yet activity has to eventually converge to a 13 stable state for its computations to make sense. We approached this from a control-14 theory perspective by applying contraction analysis to recurrent neural networks. This 15 allowed us to find mechanisms for achieving stability in multiple connected networks 16 with biologically realistic dynamics, including synaptic plasticity and time-varying inputs.
: Cartoon demonstrating the contraction property. In a network with neural units and dynamic synaptic weights, the network activity can be described a trajectory over time in an ( + )-dimensional space. In a contracting system all such trajectories will converge exponentially towards each other over time, regardless of initial conditions. In other words, the distance between any two trajectories shrinks to zero.
plastic RNNs to examine how networks can perform functionally relevant computations 71 in the presence of noise and disturbance. These computations included context-72 dependent sensory integration and retaining stimuli in working memory. Thus, we 73 uncovered principles for achieving and maintaining stability in complex, modular and 74 plastic networks. 75 3 Results 76 We used two main quantitative tools to characterize contraction. One is the contraction 77 rate, indicating how fast trajectories reconvene following a perturbation. Another is a 78 network's Jacobian. The Jacobian of a dynamical system is a matrix essentially 79 Figure 2 : Contracting dynamics of neural and synaptic activity. Euclidean distances between synaptic and neural trajectories demonstrate exponential shrinkage over time. The top row of panels shows the distance in synaptic (teal) and activity (grey) space across simulations with distinct, randomized starting conditions. The bottom row shows the activation of a randomly selected neural unit (black) and synapse (blue) across two simulations (dotted and solid line). Panel A): Simulations of a contracting system where only starting conditions differ over simulations. B): the same as in A) but with an additional random pulse perturbation in one of the two simulations indicated by a lightning bolt symbol. C): the same as B) but with additional sustained noise, unique to each simulation. describing the local 'traffic laws' of nearby trajectories of the system in its state space. 80 More formally, it is the matrix of partial derivatives describing how a change in any 81 system variable impacts the rate of change of every other variable in the system. It was 82 shown in (Lohmiller and Slotine 1998 ) that if the matrix measure-also known as the 83 logarithmic norm (Söderlind 2006)of the Jacobian is negative, then all nearby 84 trajectories are funneled towards one another (see S.I 1.2 for technical details) which, in 85 turn, implies that all trajectories are funneled towards one another. The term ̇≡ denotes the change in the activation of neuron as a function of time. 96 The term ℎ( ) captures the 'self-dynamics' of neuron -the dynamics it would have in 97 the absence of input from other neurons. The term being summed represents the 98 weighted contribution of all the neurons in the network on the activity of neuron . 99 Finally, the term ( ) represents external input into neuron . 100 To ensure our results would be applicable to many different networks, we did not 101 constrain the inputs into the RNN (except that they were not infinite), and we did not ( Figure 2 and Figure 3 ). In particular, we found that even if an RNN is initially not 117 contracting, it will become contracting when subject to anti-Hebbian plasticity (Figure 3 ).
118
The red trace of Figure 3 .a shows that this is not simply due to the weights decaying to 119 0. Thus, anti-Hebbian plasticity is not only contraction preserving, it is contracting 120 ensuring. 
130
To consider how anti-Hebbian plasticity works to produce contraction across a whole 131 network, we needed to deal with the network in a holistic fashion, not by analyzing the 132 dynamics of single neurons. To do so, we conceptualized RNNs with dynamic synapses 133 as a single system formed by combining two subsystems-a neural subsystem and a 134 synaptic subsystem. Contraction analysis of the overall system then boiled down to 135 examining the interactions between these subsystems (Slotine 2003).
136
We found that anti-Hebbian plasticity works like an interface between these systems,
137
producing several distinct effects that push networks toward contraction. First, it makes 138 the synaptic weight matrix symmetric ( Figure 3A , red trace). This means that the weight 139 between neuron to is the same as to . We show this by using the fact that every Jacobian of the overall system is block diagonal B) If one of the systems is connected to the other in a 157 feedforward manner, the fixed point of the 'bottom' system will change, will the fixed point of the top 158 system remains the same. The Jacobian of the overall system is block-triangular. C) If the systems are 159 reciprocally connected, both systems fixed-points will change. The Jacobian is a 2 x 2 block matrix. 160 (2 * 10 10 )(2 * 10 10 ) ≈ 10 −17 ). Even in 166 local patches of cortex, such as we model here, connectivity is far from all-to-all. Our 167 analyses revealed that sparse connectivity helps produce network contraction.
Sparse Connectivity Pushes Networks toward Contraction

168
To account for the possibility that some synapses may have much slower dynamics 169 than others, and can thus be treated as constants, we make a distinction between the 170 total number of synapses and the total number of dynamic synapses. By dynamic 171 synapse we mean a synapse whose dynamics unfold on a timescale comparable to 172 neural dynamics. By neural dynamics we mean the change in neural activity as a satisfied for every neuron, then the overall network is contracting:
Where is the maximum gain of any neuron in the network (see S.I section 4).
194
Because is a positive number, it is always possible to decrease to the point where 195 this equation is satisfied. Since increasing the sparsity of a network has the effect of 196 decreasing , we may conclude that increasing the sparsity of connections pushes the 
E-I Balance Leads to Contraction in Static RNNs
201
Apart from making connections sparse, one way to ensure contraction is to make 202 synaptic weights small. This can be seen for the case with static synapses by setting 203 = 0 in the section above. Intuitively, this is because very small weights mean that 204 neurons cannot exert much influence on one another. If the neurons are stable before 205 interconnection, they will remain so. Since strong synaptic weights are commonly 206 observed in the brain, we were more interested in studying when contraction can arise Fig 1A) . Assume that the overall weight matrix has the following structure:
When taking that symmetric part of this matrix, the off-diagonal elements cancel out- There are at least two ways to control neural operating points in a contracting system: . 299 We also found that if a time-varying stimulus is then presented on top of a tonic input, 300 the resulting neural dynamics will be contained in a sphere around the new operating 301 point (see S.I section 6 for derivation of the radius of this sphere). This is a 302 manifestation of the fact that a contracting system remains contracting for any (non-303 infinite) input.
304
Another way to control the neural operating point is by varying the connection strength 305 between coupled contracting networks ( Figure 4) . We leverage the fact that it is Figure 6A ). In other words, it is not 330 strictly necessary to change the properties of the neurons to get longer time constants-331 it may arise from the global connectivity scheme. We therefore investigated if controlling 332 connectivity could flexibly control the time-scale neural integration. 333 First, suppose that a number of contracting subsystems are connected hierarchically.
334
By hierarchically, we mean that while the connections within a subsystem can be 335 recurrent, the connections between subsystems remain strictly feedforward. Our only 336 restriction on the feedforward connectivity is that it is upper bounded in magnitude.
337
Denote the number of subsystems as . We found that the integration time of this Consider a contracting neural network with dynamic synapses, as outlined in section 400 3.1. Recall that there can be separate decay constants for synapses vs neurons. Now 401 present an input to the system. After transients, the system settles down to a new 402 equilibrium state different from that before the input. Imagine that the weights are frozen 403 at this new equilibrium (or the synaptic decay is much slower than the neural decay). In Here, we construct a contracting network combining features discussed in the previous 418 sections. We show that it can exhibit context-dependent behavior, a hallmark of 419 cognition. Context-dependent means that behavior can change depending on the 420 situation. We behave differently at a jazz show vs a punk show. 421 We combined two contracting networks: A "dynamic" network with changing synaptic 422 weights (as discussed in section 3.7) and a "static" sensory network (Figure 8 ). The 423 dynamic network was identical to the one used in Figure 7 . The sensory network was 424 set up in order to be contracting but entailed no further tweaking beyond that. We 425 simulated the following task. At the beginning of the trial, the dynamic network was 426 presented with one of two transient cues that instruct whether to attend to color or 427 motion. Following a brief memory delay, the sensory network was then presented with a 428 combined noisy color and motion stimulus and has to make a decision about the cued 429 modality (i.e. report either the color or motion of the dots). The output of the network 430 was a linear readout taken from the sensory network, trained to minimize the error 431 between desired output and network output.
432
The combined networks solved the task by holding the cued modality in the network We studied a fundamental question in neuroscience: how distributed neural circuits successes of understand neural circuits as dynamical systems . 517 We used the anti-Hebbian plasticity to build a working memory network where inputs 518 were retained at a time-scale much longer than the contraction rate. The outcome of the 519 plastic changes induced by a stimulus were frozen into the network and forced the 520 network to converge towards a new trajectory unique to that input. As a result, activity 521 was highly dynamic during input but stabilized exponentially and reached a stable The combination properties of these systems allowed us to combine the functionalities 531 of local neural circuits in simple ways to solve various simulated cognitive tasks with 532 essentially no fine-tuning. In particular, we combined all the above properties to 533 construct a modular network that solved a context-dependent sensory integration task.
534
The network was noise tolerant and required no tuning, illustrating the ease with which 535 one can build up complex functionalities from simpler ones using contracting networks. controlled by cognitive processes such as attention.
554
Experimental neuroscience is moving in the direction of studying many interacting 555 neural circuits simultaneously. We therefore anticipate that the presented work can 556 provide a useful foundation for how cognition in noisy and distributed computational 557 networks can be understood. 
