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1. INTRODUCTION
Classical inverse eigenvalue problems ask for the determination of the
real-valued potential qx from the eigenvalues of one or more boundary
value problems of the form
− y ′′ + qxy = λy ay0 + by ′0 = 0 cy1 + dy ′1 = 0 (1)
or, alternatively, with the periodic boundary conditions y0 = y1, y ′0 =
y ′1. These inverse eigenvalue problems found unanticipated application in
the analysis of the Korteweg de Vries equation (KdV) and related soliton
equations, particularly in the periodic case. Some references for inverse
eigenvalue problems are [10, 13, 14].
The Sturm–Liouville problems (1), their periodic cousins, and KdV all
have matrix versions. The eigenvalue equation becomes
− Y ′′ +QxY = λY Y ∈ K 0 ≤ x ≤ 1 (2)
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where Qx is a K × K self-adjoint matrix. Although some aspects of the
spectral theory related to (2) have been studied (see [1, 3–7, 15]), appropri-
ate generalizations of the inverse eigenvalue problems have been missing.
This work proposes such a generalization and provides a uniqueness theo-
rem for the inverse problem.
Deﬁne K × K matrix solutions Cx λ and Sx λ of (2) by specifying
the matrix version of the usual initial conditions
C0 λ = IK S0 λ = 0K
C ′0 λ = 0K S′0 λ = IK
(3)
Our “spectral data” will consist of the matrix functions C1 λ and S1 λ.
Recall that when (2) is viewed as a periodic problem on the line with poten-
tial of period 1, the Floquet matrix representing translation by 1 on the
vector space of solutions of (2) is(
C1 λ S1 λ
C ′1 λ S′1 λ
)

so these data arise quite naturally in the question of whether the Floquet
matrix determines the potential.
The functions also arise naturally when considering the Sturm–Liouville
boundary conditions
Y 0 λ = 0k Y 1 λ = 0k (4)
and
Y ′0 λ = 0k Y 1 λ = 0k (5)
Equation (2) with boundary conditions (4) (respectively (5)) has an eigen-
value at λ if and only if detS1 λ = 0 (respectively detC1 λ = 0). In
the scalar case there is a tighter linkage between the eigenvalues and the
entire functions C1 λ and S1 λ since the Hadamard factorization the-
orem allows us to recover the functions, up to a scalar multiple, from their
roots.
The main result is the following uniqueness theorem.
Theorem 1.1. If Q1x and Q2x are integrable self-adjoint K × K
matrix functions deﬁned on 
0 1 and if C1 λQ1 = C1 λQ2 and
S1 λQ1 = S1 λQ2 for all λ ∈ , then Q1x = Q2x almost every-
where.
The main ideas of the proof are borrowed from Levinson [9] who found
an alternative method for establishing Borg’s result [2] that the spectra of
certain pairs of scalar Sturm–Liouville problems were enough to uniquely
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determine the real integrable potential. The techniques involve eigen-
function expansions computed using contour integration of the resolvent.
Estimates for solutions of (2) allow the development of unusual expansion
formulas when the hypotheses of Theorem 1.1 are satisﬁed. A comparison
of these expansion formulas leads to the conclusion that Q1 = Q2.
Rather different techniques have been used in the scalar case to recover
the potential qx from a column of the Floquet matrix [11]. These tech-
niques have been applied to ﬁrst-order systems of equations in [12].
2. ESTIMATES AND IDENTITIES
We begin with some notational conventions. The function Qx is K ×K
matrix valued, with integrable complex entries Qjkx ∈ L1
0 1. For λ ∈
 let ω = √λ, where the square root is chosen continuously for −π <
argλ ≤ π and positive for λ > 0 unless otherwise stated. Denote by ω
the imaginary part of ω. A vector Y ∈ K is given the Euclidean norm
Y  =
[
K∑
k=1
yk2
]1/2
 Y =
 y1
yK
 
while a K ×K matrix Q is given the operator norm
Q = sup
Y =1
QY 
The K ×K identity and zero matrices are IK and 0K , respectively.
This section extends some results related to (2) from the scalar case to
the matrix case. Estimates on the growth of solutions are considered ﬁrst.
Then, after establishing the Wronskian identity, formulas for the Green’s
function for (2) with Dirichlet boundary conditions are considered.
2.1. Growth of Solutions
Solutions to the initial value problem for (2) may be estimated using
techniques familiar from the scalar case. The model equation −Y ′′ = λY
has a basis of 2K solutions which are the columns of the K ×K diagonal
matrix-valued functions cosωxIK , ω−1sinωxIK . By using the variation of
parameters formula, a solution of (2) satisfying Y 0 λ = α, Y ′0 λ = β,
with αβ ∈ K , may be written as a solution of the integral equation
Y x λ = cosωxα+ sinωx
ω
β
+
∫ x
0
sinω
x− t
ω
QtY t λdt (6)
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Begin with the estimates
 sinωx  cosωx ≤ eωx
ω−1 sinωx =
∣∣∣∫ x
0
cosωtdt
∣∣∣ ≤ xeωx
In case β = 0 and 0 ≤ x ≤ 1, the integral equation (6) gives
e−ωxY x λ ≤ α +
∫ x
0
Qt e−ωtY t λdt
By Gronwall’s inequality
e−ωxY x λ ≤ α exp
(∫ x
0
Qtdt
)

Thus (6) implies that
Y x λ − cosωxα ≤ α ω−1eωx
∫ x
0
Qt exp
(∫ t
0
Qsds
)
dt
= α ω−1eωx
[
exp
( ∫ x
0
Qtdt
)
− 1
]

There is a similar inequality for Y x λ when instead α = 0, and differ-
entiation of (6) leads to inequalities for Y ′. The following result [9, 14]
expresses these inequalities for the matrix functions Cx λ and Sx λ.
Lemma 2.1. Let
CQx = K1/2
[
exp
(∫ x
0
Qtdt
)
− 1
]

For 0 ≤ x ≤ 1 the K ×K matrix solutions Cx λ and Sx λ of (2) satisfy
Cx λ − cosωxIk ≤ ω−1eωxCQx
C ′x λ +ω sinωxIK ≤ eωxCQx
Sx λ −ω−1 sinωxIK ≤ ω−2eωxCQx
S′x λ − cosωxIK ≤ ω−1eωxCQx
2.2. Wronskian Identities
The well-known Wronskian identity for pairs of solutions to (2) in the
scalar case has an extension to the matrix case. Given a K × K matrix
function Qx, suppose that Y1 and Y2 are K ×K matrix solutions of the
equations
−Y ′′1 +QxY1 = λY1 −Y ′′2 + Y2Qx = λY2
568 robert carlson
Deﬁne the Wronskian to be
W Y1 Y2 = Y ′2Y1 − Y2Y ′1
Differentiation yields
W Y1 Y2′ = Y ′′2 Y1 − Y2Y ′′1 = Y2Q− λY1 − Y2Q− λY1 = 0
and so W Y1 Y2 is a constant K ×K matrix.
Lemma 2.2. When Qx = Q∗x the following matrix identity holds, for
all x ∈ 
0 1 and all λ ∈ ,( S∗′x λ¯ −S∗x λ¯
−C∗′x λ¯ C∗x λ¯
)(
Cx λ Sx λ
C ′x λ S′x λ
)
=
(
IK 0K
0K IK
)

Proof. For this application the role of Y1 will be played by the K ×K
matrix functions Cx λ and Sx λ. With Qx = Q∗x their adjoints
C∗x λ and S∗x λ satisfy −Y ∗1 ′′ + Y ∗1Qx = λ¯Y ∗1 , so the functions
C∗x λ¯ and S∗x λ¯ may be used for Y2. The K ×K block entries of the
product in the statement of the lemma are Wronskians, so are constants
equal to their values at x = 0.
2.3. The Green’s Function
The proof of Theorem 1.1 will involve a close examination of the Green’s
function for the eigenvalue problem (2) with the Dirichlet boundary condi-
tions Y 0 = 0 = Y 1. After casting the equation
− Y ′′ + 
Qx − λIKY = Fx Y x λ Fx ∈ K (7)
as the ﬁrst-order system(
Y1
Y2
)′
−
(
0K IK
Qx − λIK 0K
)(
Y1
Y2
)
=
(
0K
−Fx
)

variation of parameters gives(
Y
Y ′
)
=  x λ
(
α
β
)
+ x λ
∫ x
0
 −1t λ
(
0k
Ft
)
dt αβ ∈ K
where
 x λ =
(
Cx λ Sx λ
C ′x λ S′x λ
)

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and, by Lemma 2.2,
 −1x λ =
( S∗′x λ¯ −S∗x λ¯
−C∗′x λ¯ C∗x λ¯
)

This leads to the representation of the solution Y x λ of (7) satisfying
Y 0 = 0 = Y 1 by means of the Green’s operator
Y x λ =
∫ 1
0
Rx t λFtdt (8)
Using the abbreviations
Cλ = C1 λ Sλ = S1 λ
the Green’s function has the form
Rx t λ
=
{
Sx λS−1λCλS∗t λ¯ − Cx λS∗t λ¯ t ≤ x,
Sx λS−1λCλS∗t λ¯ − Sx λC∗t λ¯ t ≥ x. (9)
The Green’s function may be rewritten as
Rx t λ
=
{

Sx λS−1λ − Cx λC−1λCλS∗t λ¯ t ≤ x,
Sx λS−1λ
CλS∗t λ¯ − SλC∗t λ¯ t ≥ x.
The function Z1x λ = 
Sx λS−1λ − Cx λC−1λ is a solution
of (2) satisfying Z11 λ = 0K . The function Z2t λ = CλS∗t λ¯ −
SλC∗t λ¯ is a solution of −Y ′′ + YQ = λY . Reversing the order of the
matrix factors in Lemma 2.2 leads to the identity Z21 λ = 0K . Introduce
the matrix solutions Ux λ and V x λ of (2) which satisfy
U1 λ = IK V 1 λ = 0K
U ′1 λ = 0K V ′1 λ = IK
Making use of these functions, there are then matrix functions E0λ and
E1λ such that
Rx t λ =
{
V x λE0λS∗t λ¯ t ≤ x,
Sx λE1λV ∗t λ¯ t ≥ x.
The form of the Green’s function (9) gives
E0λ = S′1 λS−1λCλ − C ′1 λ
and
E1λ = S−1λCλS∗′1 λ¯ − C∗′1 λ¯
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From Lemma 2.2 we obtain V x λ = Sx λC∗λ¯ − Cx λS∗λ¯, and
E1λ = S−1λ. Multiplying E0λ by S∗λ¯ and using Lemma 2.2 again
give E0λ = S∗−1λ¯.
Thus
Rx t λ =
{
V x λS∗−1λ¯S∗t λ¯ t ≤ x,
Sx λS−1λV ∗t λ¯ t ≥ x. (10)
The estimates of Lemma 2.1 show that Sλ is invertible except for the
discrete set of eigenvalues λn for (2) subject to Y 0 = 0 = Y 1. From the
formula (10) we may conclude that the Green’s operator is a self-adjoint
compact (Hilbert–Schmidt) operator on ⊕KL2
0 1 as long as λ ∈  is
not an eigenvalue and, in fact, is the resolvent for the self-adjoint operator
−D2 + Q. More details concerning such operators may be found in [8,
pp. 343–346].
3. PROOF OF THE THEOREM
Since the operator L = −D2 + Q with Dirichlet boundary condi-
tions is self-adjoint with compact resolvent on ⊕nL2
0 1, the function∫ 1
0 Rx t λFtdt is meromorphic in the whole plane. The poles are at
the eigenvalues λn, and an expansion in eigenfunctions of L may be devel-
oped by expressing a contour integral of the resolvent in terms of residues.
In particular, since the Dirichlet eigenvalues lie close to the values n2π2,
F = lim
n→∞
i
2π
∫
γn
∫ 1
0
Rx t λFtdt dλ (11)
where the convergence is in ⊕nL2
0 1 and γn is a simple counterclockwise
circular contour centered at 0 with radius n+ 1/22π2.
At this point it is desirable to use subscripts to distinguish between solu-
tions of (2) with coefﬁcients Q1x and Q2x. The Green’s function already
constructed is assumed to be associated with Q1x. Deﬁne a second kernel
function
R˜x t λ
=
{
S1x λS−1λCλS∗2t λ¯ − C1x λS∗2t λ¯ t ≤ x,
S1x λS−1λCλS∗2t λ¯ − S1x λC∗2 t λ¯ t ≥ x.
(12)
As in the case of the Green’s function, this kernel function may be writ-
ten as
R˜x t λ =
{
V1x λS∗−1λ¯S∗2t λ¯ t ≤ x,
S1x λS−1λV ∗2 t λ¯ t ≥ x.
(13)
As Levinson noted [9], the similarity of the growth estimates for the
functions S1x λ and S2x λ leads to alternate forms of the eigenfunction
expansion.
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Lemma 3.1. Suppose that F ∈ ⊕KL2
0 1. With the hypotheses of Theo-
rem 11,
F = lim
n→∞
i
2π
∫
γn
∫ 1
0
R˜x t λFtdt dλ (14)
with convergence in ⊕KL2
0 1.
Proof. The difference of the kernels has the form

R− R˜x t λ = V1x λS∗−1λ¯
[
S∗1t λ¯ − S∗2t λ¯
]
 t ≤ x
and

R− R˜x t λ = S1x λS−1λ
[
V ∗1 t λ¯ − V ∗2 t λ¯
]
 t ≥ x
There is a corresponding decomposition∫ 1
0

R− R˜x t λFtdt = I1x λ + I2x λ
with
I1x λ =
∫ x
0

R− R˜x t λFtdt
I2x λ =
∫ 1
x

R− R˜x t λFtdt
We will concentrate on I1; the estimates for I2 are similar. Lemma 2.1 gives
S∗1t λ¯ − S∗2t λ¯≤Cω−2eωt 
V1x λ≤Cω−1eω1−x
(15)
On the circles γn we also have [14, p. 27]
 sinω > expω/4 (16)
so that, for n large enough,
S∗−1λ¯ ≤ C ω sinω  λ ∈ γn
Again, for n large enough, this gives
I1x λ ≤ Cω−2
expω1− x
 sinω
∫ x
0
expωtFtdt λ ∈ γn
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The Cauchy–Schwarz inequality gives∫ x
0
expωtFtdt ≤ F2
[∫ x
0
exp2ωtdt
]1/2
= F2

exp2ωx − 11/2

2ω1/2
≤ F2
expωx
ω1/2 
When ω is small we will use the alternate estimate∫ x
0
expωtFtdt ≤ expωxFt2
Using the polar representation λ = r expiθ for −π < θ ≤ π on the
circle γn, we have ω = n + 1/2 sinθ/2. If  sinθ/2 ≥ n−1/2, then
ω ≥ n1/2. Thus on γn we have∫ x
0
expωtFtdt ≤
{
F2n−1/4 expωx sinθ/2 ≥ n−1/2,
KF2 expωx sinθ/2 ≤ n−1/2.
Combining these estimates with (16) shows that, for n sufﬁciently large,
I1x λ ≤
{
Cn+ 1/2−2n−1/4F2 sinθ/2 ≥ n−1/2,
Cn+ 1/2−2F2 sinθ/2 ≤ n−1/2,
λ ∈ γn
Since the radius of γn is n+ 1/22π2,
lim
n→∞
i
2π
∫
γn
I1x λdλ = 0
Together with similar estimates for I2x λ, this shows that
lim
n→∞
i
2π
∫
γn
∫ 1
0

R− R˜x t λFtdt dλ = 0
completing the proof.
Since the matrix functions Sλ and Cλ have entire entries and
detSλ is not identically 0, the matrix function S−1λCλ has mero-
morphic entries. We observed earlier that poles can only occur at the
points λn, the Dirichlet eigenvalues.
Lemma 3.2. The entries of S−1λCλ have poles of order at most 1 at
each λn.
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Proof. Pick an orthonormal basis ψnk of eigenfunctions with eigenvalue
λn. Since Rx t λ is the kernel of a compact resolvent on ⊕KL2
0 1, we
may write
Rx t λ = ∑
n k
ψnkx ⊗ ψ∗n kt
λ− λn
 (17)
the series converging strongly as an operator on ⊕KL2
0 1. If F and G
are K ×K matrix functions whose columns are in ⊕KL2
0 1, then denote
by MnFG the K ×K matrix
MnFG =
∑
k
∫ 1
0
F∗x
∫ 1
0
ψnkx ⊗ ψ∗n ktGtdt dx
The functions Cx λS∗x λ¯ and Sx λC∗x λ¯ appearing in (9) are
entire, so they do not contribute to the residue of the resolvent at λn in the
expansion (17). Thus
MnFG = lim
λ→λn
λ− λn
∫ 1
0
F∗x
∫ 1
0
Rx t λGtdt dx
= lim
λ→λn
λ− λn
∫ 1
0
F∗x
×
∫ 1
0
S1x λS−1λCλS∗1t λ¯Gtdt dx
For / > 0 take
Fx = Gx =
{
IK 0 ≤ x ≤ /,
0K otherwise.
Since S′10 λ = IK we have
S1x λ = IKx+ ox
uniformly for λ in a neighborhood of λn. With these choices for F and G,
we ﬁnd that
MnFG = lim
λ→λn
λ− λn
∫ /
0
∫ /
0
xIK + oxS−1λ
×CλtIK + otdt dx
= /2/22IK + o1 lim
λ→λn
λ− λnS−1λCλ
as / → 0+. Since /2/22IK + o1 is invertible, limλ→λnλ − λnS−1λ
Cλ exists.
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We now consider the evaluation of the contour integrals (11) of the resol-
vent and (14) of the modiﬁed resolvent by residues. The formulas (9) and
(12) for the integral kernels show that the residues at λn agree with those
for the kernels
S1x λS−1λCλS∗1t λ¯ and S1x λS−1λCλS∗2t λ¯
respectively.
By the previous lemma, in a small neighborhood of λn the matrix function
S−1λCλ may be written in the form
S−1λCλ = Aλ− λn−1 +Hλ
where the K×K matrix A is constant and Hλ is analytic. For the singular
part of the resolvent kernel at λn, we have the alternate form∑
k
ψnkx ⊗ ψ∗n kt
λ− λn

where k indexes a set of orthonormal eigenfunctions with eigenvalue λn. If
σn is a small simple counterclockwise contour about λn, the range of the
projection operator
Pn F →
i
2π
∫
σn
∫ 1
0
Rx t λFtdt dλ
is precisely the span of the eigenfunctions at λn.
Since the functions S∗1t λ¯ and S∗2t λ¯ have, for each λ, rows which
are linearly independent functions of t, there are K × K matrix functions
B1t B2t such that∫ 1
0
S∗1t λ¯B1tdt = IK =
∫ 1
0
S∗2t λ¯B2tdt
This implies that the range of both operators
i
2π
∫
σn
∫ 1
0
Rx t λFtdt dλ and i
2π
∫
σn
∫ 1
0
R˜x t λFtdt dλ
is the span of the columns of S1x λnA. This span is the same as the span
of the eigenfunctions ψnk with eigenvalue λn.
Lemma 3.1 now implies that there are two eigenfunction expansions,
coming from R and R˜, of the form
F =∑ cn kψnk =∑dnkψnk
Since the eigenfunctions ψnk are a complete orthonormal set, the coefﬁ-
cients must be the same.
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The residue calculation shows that the coefﬁcients dnk may be computed
by integration against linear combinations of the rows of S∗2t λ¯. Since the
computed coefﬁcients agree for all ⊕L2 functions, it follows that every
eigenfunction ψnk of −D2 + Q1 is in the span of the solutions S2t λn
and, in fact, is also an eigenfunction for −D2 +Q2 (with Dirichlet boundary
conditions). The formula (17) expressing the resolvent in terms of eigen-
functions now applies equally well for both −D2 + Q2 and −D2 + Q1, so
these must be the same operators, and so Q1 = Q2 almost everywhere.
This completes the proof of Theorem 1.1.
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