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Abstract
We study adaptive data-dependent dimensionality reduction in the context of supervised
learning in general metric spaces. Our main statistical contribution is a generalization bound
for Lipschitz functions in metric spaces that are doubling, or nearly doubling. On the algorith-
mic front, we describe an analogue of PCA for metric spaces: namely an efficient procedure that
approximates the data’s intrinsic dimension, which is often much lower than the ambient dimen-
sion. Our approach thus leverages the dual benefits of low dimensionality: (1) more efficient
algorithms, e.g., for proximity search, and (2) more optimistic generalization bounds.
1 Introduction
Linear classifiers play a central role in supervised learning, with a rich and elegant theory. This
setting assumes data is represented as points in a Hilbert space, either explicitly as feature vectors
or implicitly via a kernel. A significant strength of the Hilbert-space model is its inner-product
structure, which has been exploited statistically and algorithmically by sophisticated techniques
from geometric and functional analysis, placing the celebrated hyperplane methods on a solid
foundation. However, the success of the Hilbert-space model obscures its limitations — perhaps
the most significant of which is that it cannot represent many norms and distance functions that
arise naturally in applications. Formally, metrics such as L1, earthmover, and edit distance cannot
be embedded into a Hilbert space without distorting distances by a large factor [14, 40, 1]. Indeed,
the last decade has seen a growing interest and success in extending the theory of linear classifiers
to Banach spaces and even to general metric spaces, see e.g. [37, 49, 21, 12, 53].
A key factor in the performance of learning is the dimensionality of the data, which is known to
control the learner’s efficiency, both statistically, i.e. sample complexity [45], and algorithmically,
i.e. computational runtime [32]. This dependence on dimension is true not only for Hilbertian
spaces, but also for general metric spaces, where both the sample complexity and the algorithmic
runtime can be bounded in terms of the covering number or the doubling dimension [49, 17, 16].
In this paper, we demonstrate that the learner’s statistical and algorithmic efficiency can be
controlled by the data’s intrinsic dimensionality, rather than its ambient dimension (e.g., the
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representation dimension). This provides rigorous confirmation for the informal insight that real-
life data (e.g., visual or acoustic signals) can often be learned efficiently because it tends to lie
close to low-dimensional manifolds, even when represented in a high-dimensional feature space.
Our simple and general framework quantifies what it means for data to be approximately low-
dimensional, and shows how to leverage this for computational and statistical gain.
Most generalization bounds depend on the intrinsic dimension, rather than the ambient one,
when the training sample lies exactly on a low-dimensional subspace. This phenomenon is indeed
immediate in generalization bounds obtained via the empirical Rademacher complexity [3, 26], but
we are not aware of rigorous analysis that specifies such bounds to the case where the sample is
“close” to a low-dimensional subspace.
Our contribution. We present learning algorithms and generalization bounds that adapt to
the intrinsic dimensionality of the data, and can exploit a training set that is close to being low-
dimensional for improved runtime complexity and statistical accuracy.
We start with the scenario of a Hilbertian space, which is technically simpler. Let the observed
sample be (x1, y1), . . . , (xn, yn) ∈ RN × {−1, 1}, and suppose that {x1, . . . , xn} is close to a low-
dimensional linear subspace T ⊂ RN , in the sense that its distortion η = 1n
∑
i ‖xi − PT (xi)‖22 is
small, where PT : R
N → T denotes orthogonal projection onto T . We prove in Section 3 that when
dim(T ) and the distortion η are small, a linear classifier generalizes well regardless of the ambient
dimension N or the separation margin. Implicit in our result is a statistical tradeoff between
the reduced dimension and the distortion, which can be optimized (for the sample at-hand) by
performing PCA; see Corollary 3.2.
Our approach quantifies the statistical effect of using PCA, which is commonly done to denoise
or improve algorithmic runtime, prior to constructing a linear classifier. We show that for low
intrinsic dimension and when the PCA cutoff value is chosen properly, a linear classifier trained on
points produced by PCA incurs only a small loss in generalization bounds; see Equation (6).1
We then develop this approach significantly beyond the Euclidean case, to the much richer
setting of general metric spaces. A completely new challenge that arises here is the algorithmic
part, because no metric analogue to dimension reduction via PCA is known. Let the observed
sample be (x1, y1), . . . , (xn, yn) ∈ X × {−1, 1}, where (X , ρ) is some metric space. The statistical
framework proposed by von Luxburg and Bousquet [49], where classifiers are realized by Lipschitz
functions, was extended by Gottlieb et al. [17] to obtain generalization bounds and algorithmic
runtime that depend on the metric’s doubling dimension, denoted ddim(X ) (see Section 2 for
definitions). The present work makes a considerably less restrictive assumption — that the sample
points lie close to some low-dimensional set.
We establish in Section 4 new generalization bounds for the scenario where there exists some
multiset S˜ = {x˜1, . . . , x˜n} of low doubling dimension, whose distortion η = 1n
∑
i ρ(xi, x˜i) is small.
In this case, the Lipschitz-extension classifier will generalize well, regardless of the ambient di-
mension ddim(X ); see Theorem 4.5. These generalization bounds feature a tradeoff between the
intrinsic dimension and the distortion, which is separate from the tradeoff between the classifier’s
empirical loss and its smoothness (Lipschitz constant). Here, the first tradeoff must be optimized
before addressing the second one.
Hence, we address in Section 5 the computational problem of finding (in polynomial time) a near-
optimal point set S˜, given a bound on η. Formally, we devise an algorithm that achieves a bicriteria
1However, our bounds do not explain some reports of empirical improvements achieved by PCA preprocessing.
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approximation, meaning that ddim(S˜) and η of the reported solution exceed the values of a target
low-dimensional solution by at most a constant factor; see Theorem 5.1. Using this algorithm, one
can optimize the dimension-distortion tradeoff (for the sample at-hand) within a constant factor.
Having determined these values, one can compute a Lipschitz classifier that optimizes the tradeoff
between empirical loss and smoothness (in the generalization bound), by running the algorithm of
Gottlieb et al. [17] on the sample. One may instead run this algorithm on the modified training set
(low-dimensional S˜), and then the runtime of constructing the classifier and evaluating it on new
points will depend on the intrinsic dimension instead of the ambient dimension. We show that this
incurs only a small loss in the generalization bound; see Equation (8).
Related Work. The topic of dimensionality reduction, even restricted to learning theory, is far
too vast to adequately survey within the scope of this paper (for recent surveys, see e.g. [34, 10]). We
are only aware of dimensionality results with provable guarantees for the Euclidean case — mainly
in the context of improving algorithmic runtimes — achieved by projecting data onto a random
low-dimensional subspace, see e.g. [2, 42, 47, 41]. On the other hand, data-dependent dimension-
ality reduction techniques have been observed empirically to improve and speed up classification
performance. For instance, PCA may be applied as a preprocessing step before learning algorithms
such as SVM, or the two can be put together into a combined algorithm, see e.g. [4, 15, 23, 48].
There is little existing rigorous work on dimension reduction in general metric spaces. One
heuristic approach is Multi-Dimensional Scaling (MDS), which may be viewed as a generalization
of PCA [9]. Given a finite metric space X and a target dimension d, MDS attempts to find a
low-distortion embedding of X into Rd. Thus, its usefulness is limited to metrics that are “nearly”
Euclidean, and it will not be effective in general on inherently non-Eucliean metrics such as L1,
earthmover, and edit distance. Furthermore, MDS optimizes a highly non-convex function, and we
are not aware of any performance guarantees for this algorithm — even for input metrics that are
nearly Euclidean. A different metric dimension reduction problem was considered in [19]: removing
from an input set S as few points as possible, with the goal of retaining a large subset of low
doubling dimension. While close in spirit, their objective is technically different from ours, and the
problem seems to require rather different techniques.
Algorithmic questions aside, there is the issue statistical benefits gained by reducing the dimen-
sionality — or merely by realizing that the data is effectively low-dimensional, or nearly so. Here
again, previous work has mainly addressed statistical efficiency in Hilbertian spaces. For SVM
classification, a large body of work derives generalization bounds from the empirical properties of
the kernel integral operator — its spectrum, entropy numbers of its range on the unit ball, and
other measures of “effective dimension” [44, 51, 35, 6, 22]. Recently, various geometric notions
of “low intrinsic dimensionality” were proposed by Sabato et al. [43] for the purpose of providing
improved bounds on the sample complexity of large-margin learning. In addition to “passively”
benefitting from low intrinsic dimensionality, one could actively seek to reduce the data-dimension,
and some attempts to quantify the resulting statistical benefits have been made [7, 39]. In the
context of regression, [5] and the series of works cited therein observe that “identifying intrinsic low
dimensional structure from a seemingly high dimensional source” yields more optimistic minimax
rates.
In general metric spaces, Dasgupta, Kpotufe and coauthors have observed in a series of works
that various k-NN methods automatically adapt to low data dimensionality [28, 29, 30, 31]. The
analysis assumes that the data lies exactly (or almost so) on a low-dimensional subset, and is
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not amenable to the sort of dimension-distortion tradeoff we study in this paper. Furthermore, the
classifier we employ here is based on Lipschitz-extension, which eventually boils down to 1-NN, and
enjoys several advantages over k-NN: the effect of approximate proximity search on generalization
performance may be quantified [17] and near-optimal sample compression may be achieved [18],
without sacrificing the Bayes consistency of k-NN [27].
2 Definitions and notation
We use standard notation and definitions throughout, and assume a familiarity with the basic
notions of Euclidean and normed spaces. We write 1{·} for the indicator function of the relevant
predicate and sgn(x) := 2 · 1{x≥0} − 1.
Metric spaces. A metric ρ on a set X is a positive symmetric function satisfying the triangle
inequality ρ(x, y) ≤ ρ(x, z)+ρ(z, y); together the two comprise the metric space (X , ρ). A function
f : X → R is said to be L-Lipschitz if |f(x)− f(y)| ≤ L · ρ(x, y) for all x, y ∈ X . The diameter,
denoted by diam(X ), is defined to be supx,x′∈X ρ(x, x′).
Doubling dimension. For a metric (X , ρ), let λX > 0 be the smallest value such that every
ball in X can be covered by λX balls of half the radius. Then λX is the doubling constant of X ,
and the doubling dimension of X is defined as ddim(X ) := log2(λX ). It is well-known that while
a d-dimensional Euclidean space, or any subset of it, has doubling dimension O(d); however, low
doubling dimension is strictly more general than low Euclidean dimension, see e.g. [20].
We will use |·| to denote the cardinality of finite metric spaces.
Covering numbers. The ε-covering number of a metric space (X , ρ), denoted N (ε,X , ρ), is
defined as the smallest number of balls of radius ε that suffices to cover X . The balls may be
centered at points of X , or of points in an ambient space including X . Covering numbers may be
estimated by repeatedly invoking the doubling property (see e.g. [32]):
Lemma 2.1. If (X , ρ) is a metric space with ddim(X ) < ∞ and diam(X ) < ∞, then for all
0 < ε < diam(X ),
N (ε,X , ρ) ≤
(
2 diam(X )
ε
)ddim(X )
.
Learning. Our setting in this paper is the agnostic PAC learning model, see e.g. [38], where
labeled examples (Xi, Yi) are drawn independently from X × {−1, 1} according to some unknown
probability distribution P. The learner, having observed n labeled examples, produces a hypothesis
h : X → {−1, 1}. The generalization error P(h(X) 6= Y ) is the probability of misclassifying a new
point, although sometimes the 0-1 penalty here is replaced with a loss function. Most general-
ization bounds consist of a sample error term (approximately corresponding to bias in statistics),
which is the fraction of observed examples misclassified by h and a hypothesis complexity term (a
rough analogue of variance in statistics) which measures the richness of the class of all admissible
hypotheses [50]. A data-driven procedure for selecting the correct hypothesis complexity is known
as model selection and is typically performed by some variant of Structural Risk Minimization [46]
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— an analogue of the bias-variance tradeoff in statistics. The measure-theoretic technicalities asso-
ciated with taking suprema over uncountable function classes are typically glossed over in learning
literature. However, we note in passing that if X is a compact metric space and F ⊂ RX is a
collection of Lipschitz functions, then F contains a countable F ′ ⊂ F such that every member of
F is a pointwise limit of a sequence in F ′, which more than suffices to guarantee the measurability
of the supremum [13].
Rademacher complexity. For any n points z1, . . . , zn in some set Z and any collection of
functions F mapping Z to a bounded range, define the Rademacher complexity of F evaluated at
the n points as
Rˆn(F ; {zi}) = 1
n
E sup
g∈F
n∑
i=1
σig(zi),
where σi are iid random variables that take on ±1 with probability 1/2. The seminal work of [3]
and [26] established the central role of Rademacher complexities in generalization bounds.
The Rademacher complexity of a binary function class F may be controlled by the VC-dimension
d of F through an application of Massart’s and Sauer’s lemmas:
Rˆn(F ; {zi}) ≤
√
2d log(en/d)
n
. (1)
Considerably more delicate bounds may be obtained by estimating the covering numbers and using
Dudley’s chaining integral:
Rˆn(F ; {zi}) ≤ inf
α≥0
(
4α+ 12
∫ ∞
α
√
logN (t, F, ‖·‖2)
n
dt
)
. (2)
A proof of (1) may be found in [38], and (2) is (essentially) contained in [24].
3 Adaptive dimensionality reduction: Euclidean case
In this section, we illustrate our statistical approach in the familiar setting of Euclidean spaces,
where the algorithmic problem of finding a low-distortion subspace is solved by PCA. Consider the
problem of supervised classification in RN by linear hyperplanes, whereN ≫ 1. The training sample
is (Xi, Yi), i = 1, . . . , n, with (Xi, Yi) ∈ RN×{−1, 1}. Since this set is finite, there is no loss of gener-
ality in normalizing ‖Xi‖2 ≤ 1. We consider the hypothesis class H = {x 7→ sgn(w · x) : ‖w‖2 ≤ 1}.
Absent additional assumptions on the data, this is a high-dimensional learning problem with a costly
sample complexity. Indeed, the VC-dimension of linear hyperplanes in N dimensions is N . If, how-
ever, it turns out that the data actually lies on a k-dimensional subspace of RN , Eq. (1) implies
that Rˆn(H; {Xi}) ≤
√
2k log(en/k)/n, and hence a much better generalization for k ≪ N . A more
common distributional assumption is that of large-margin separability. In fact, the main insight
articulated in [8] is that data separable by margin γ effectively lies in an O˜(1/γ2)-dimensional space.
Suppose now that the data lies “close” to a low-dimensional subspace. Formally, we say that
the data {Xi} is η-close to a subspace T ⊂ RN if 1n
∑n
i=1 ‖Xi − PT (Xi)‖22 ≤ η (recall that PT (·)
denotes the orthogonal projection onto the subspace T ). Whenever this holds, the Rademacher
complexity can be bounded in terms of dim(T ) and η alone (Theorem 3.1). As a consequence, we
obtain a bound on the expected hinge-loss (Corollary 3.2).
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Theorem 3.1. Let X1, . . . ,Xn lie in R
N with ‖Xi‖2 ≤ 1 and define the function class F =
{x 7→ w · x : ‖w‖2 ≤ 1}. Suppose that the data {Xi} is η-close to some subspace T ⊂ RN and
η ≥ 0. Then Rˆn(F ; {Xi}) ≤ 17
√
dim(T )
n +
√
η
n .
Remark. Notice that our Rademacher complexity bound is independent of the ambient dimen-
sion N . Our bound exhibits a tension between dim(T ) and η, — as we seek a lower-dimensional
approximation, we are liable to incur a larger distortion — and optimizing the tradeoff between
them amounts to choosing a PCA cutoff value.
Proof. Denote by S‖ = (X
‖
1 , . . . ,X
‖
n) and S⊥ = (X⊥1 , . . . ,X
⊥
n ) the parallel and perpendicular
components of the points {Xi} with respect to T . Note that each Xi has the unique decomposition
Xi = X
‖
i +X
⊥
i . We first decompose the Rademacher complexity into “parallel” and “perpendicular”
terms:
Rˆn(F ; {Xi}) = 1
n
Eσ
[
sup
‖w‖≤1
n∑
i=1
σi(w ·Xi)
]
=
1
n
Eσ
[
sup
‖w‖≤1
w ·
n∑
i=1
σi(X
‖
i +X
⊥
i )
]
≤ Rˆn(F ;S‖) + Rˆn(F ;S⊥). (3)
We then proceed to bound the two terms in (3). To bound the first term, note that F restricted
to T is a function class with linear-algebraic dimension dim(T ), and furthermore our assumption
that the data lies in the unit ball implies that the range of F is bounded by 1 in absolute value.
Hence, the classic covering number estimate (see [36])
N (F, t, ‖·‖2) ≤
(
3
t
)dim(T )
, ∀t ∈ (0, 1) (4)
applies. Substituting (4) into Dudley’s integral (2) yields
Rˆn(F ;S
‖) ≤ 12
∫ ∞
0
√
logN (t, F, ‖·‖2)
n
dt
≤ 12
∫ 1
0
√
dim(T ) log(3/t)
n
dt ≤ 17
√
dim(T )
n
. (5)
The second term in (3) is bounded via a standard calculation:
Rˆn(F ;S
⊥) =
1
n
Eσ
[
sup
‖w‖2≤1
w ·
n∑
i=1
σiX
⊥
i
]
=
1
n
Eσ
∥∥∥∥∥
n∑
i=1
σiX
⊥
i
∥∥∥∥∥
2
≤ 1
n

Eσ
∥∥∥∥∥
n∑
i=1
σiX
⊥
i
∥∥∥∥∥
2
2


1/2
,
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where the second equality follows from the dual characterization of the ℓ2 norm and the inequality
is Jensen’s. Now by independence of the Rademacher variables σi,
Eσ
∥∥∥∥∥
n∑
i=1
σiX
⊥
i
∥∥∥∥∥
2
2
= Eσ
∑
1≤i,j≤n
σiσj(X
⊥
i ·X⊥j ) =
n∑
i=1
∥∥∥X⊥i ∥∥∥2
2
=
n∑
i=1
‖PT (Xi)−Xi‖22 ≤ nη,
which implies Rˆn(F ;S
⊥) ≤√η/n and together with (3) and (5) proves the claim.
Corollary 3.2. Let (Xi, Yi) be an iid sample of size n, where each Xi ∈ RN satisfies ‖Xi‖2 ≤ 1.
Then for all δ > 0, with probability at least 1 − δ, for every w ∈ RN with ‖w‖2 ≤ 1, and every
k-dimensional subspace T to which the sample is η-close, we have
E[L(w ·X,Y )] ≤ 1
n
n∑
i=1
L(w ·Xi, Yi) + 34
√
k
n
+ 2
√
η
n
+ 3
√
log(2/δ)
2n
,
where L(u, y) = (1− uy)+ is the hinge loss.
Proof. Follows from the Rademacher generalization bound [38, Theorem 3.1], the complexity esti-
mate in Theorem 3.1, and an application of Talagrand’s contraction lemma [33] to incorporate the
hinge loss.
Remark. The expected loss is bounded in Corollary 3.2 in terms of the empirical loss on the
original sample points {Xi}; we can easily bound it also in terms of the empirical loss on the
projected points {PT (Xi)}, because the hinge-loss is 1-Lipschitz, and thus∣∣∣∣∣ 1n
n∑
i=1
L(w ·Xi, Yi)− 1
n
n∑
i=1
L(w ·X‖i , Yi)
∣∣∣∣∣ ≤ 1n
n∑
i=1
∥∥∥X⊥i ∥∥∥
2
≤
(
1
n
n∑
i=1
∥∥∥X⊥i ∥∥∥2
2
)1/2
≤ √η. (6)
The linear classifier (choice of w) can therefore be computed by considering either the original
sample or the projected points.
4 Adaptive dimensionality reduction: Metric case
In this section we extend the statistical analysis of Section 3 from Euclidean spaces to the general
metric case. Suppose (X , ρ) is a metric space and we receive the training sample (Xi, Yi), i =
1, . . . , n, with Xi ∈ X and Yi ∈ {−1, 1}. Following von Luxburg and Bousquet [49] and Gottlieb
et al. [17], the classifier we construct will be a Lipschitz function (whose predictions are computed
via Lipschitz extension that in turn uses approximate nearest neighbor search) — but with the
added twist of a dimensionality reduction preprocessing step. To motivate this approach, let us
recall some results from [49, 17]. von Luxburg and Bousquet [49] made the simple but powerful
observation that 1-Nearest-Neighbor (1-NN) classification is essentially equivalent to computing a
real-valued Lipschitz extension h from the ±1-labeled sample points, and classifying test points by
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thresholding h at 0. This made the 1-NN classifier amenable to analysis by Rademacher complexity
and fat-shattering dimension techniques. In particular, the 1-NN classifier (and hence the Lipschitz
extension it induces) can be computed efficiently within any fixed additive precision, formalized as
follows.
Theorem 4.1 ([17]). Let (X , ρ) be a metric space, and fix 0 < ε < 132 . For a sample S consisting
of n labeled points (x1, y1), . . . , (xn, yn) ∈ X ×{−1, 1}, with d = ddim({x1, . . . , xn}), let f∗ : X → R
be a Lipschitz extension of S, meaning that (a) f∗(xi) = yi for all i ∈ [n], (b) f∗ is L-Lipschitz
(c) there is no f ′ : X → R satisfying (a) with a Lipschitz constant smaller than L. Then there is a
function f˜ : X → R such that
(i) f˜(x) can be evaluated at each x ∈ X in time 2O(d) log n+ ε−O(d), after an initial computation
of (2O(d) log n+ ε−O(d))n time;
(ii) |f˜(x)− f∗(x)| ≤ 2ε for all x ∈ X .
As shown ibid., the ε-approximation causes a very mild degradation of the generalization
bounds. The exponential dependence of the runtime — both the precomputation and the eval-
uation on new points — on ddim(S) stands to benefit a great deal from even a slight reduction in
dimensionality.
The remainder of this section is organized as follows. In Section 4.1, we formalize the notion
of “nearly” low-dimensional data in a metric space and discuss its implication for Rademacher
complexity. We say that S = {xi} ⊂ X is (η, d)-elastic if there is a S˜ = {x˜i} ⊂ X such that
1
n
∑n
i=1 ρ(xi, x˜i) ≤ η and ddim(S˜) ≤ d. We can prove that if our data set is (η, d)-elastic, then
the Rademacher complexity it induces on Lipschitz functions can be bounded in terms of η and d
alone (Theorem 4.4), independently of the ambient dimension ddim(X ). Similarly to the Euclidean
case (Theorem 3.1), we then use in Section 4.2 these Rademacher complexity estimates to obtain
data-dependent error bounds (Theorem 4.5).
In Section 4.3, we describe how to convert our distortion-based statistical bounds (for the
Rademacher complexity and generalization error) into an effective classification procedure. To this
end, we develop a novel bicriteria approximation algorithm presented in Section 5. Informally,
given a set S ⊂ X and a target doubling dimension d, our method efficiently computes a set S˜
with ddim(S˜) ≈ d and approximately minimal the distortion η. In the sample-preprocessing step
that is applied before classifying new points, we iterate the bicriteria algorithm to find a near-
optimal tradeoff between dimensionality and distortion. Having found an S˜ achieving near-optimal
tradeoff, we apply on it the machinery of Theorem 4.1, and exploit its low dimensionality for fast
approximate nearest-neighbor search.
4.1 Rademacher bounds
We begin by obtaining complexity estimates for Lipschitz functions in (nearly) doubling spaces.
This was done in [17] in terms of the fat-shattering dimension, but here we obtain data-dependent
bounds by direct control over the covering numbers. The following “covering numbers by covering
numbers” lemma is a variant of the classic estimate [25].
Lemma 4.2. Let FL be the collection of L-Lipschitz functions mapping the metric space (X , ρ) to
[−1, 1], and endow FL with the L∞ metric:
‖f − g‖∞ = sup
x∈X
|f(x)− g(x)| , f, g ∈ FL.
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Then the covering numbers of FL may be estimated in terms of the covering numbers of X :
N (ε, FL, ‖·‖∞) ≤
(
8
ε
)N (ε/2L,X ,ρ)
, ∀ε ∈ (0, 1).
Hence, for a space (X , ρ) with diameter 1,
logN (ε, FL, ‖·‖∞) ≤
(
4L
ε
)ddim(X )
log
(
8
ε
)
, ∀ε ∈ (0, 1).
Equipped with the covering numbers estimate, we proceed to bound the Rademacher complexity
of Lipschitz functions on doubling spaces.2
Theorem 4.3. Let FL be the collection of L-Lipschitz [−1, 1]-valued functions defined on a metric
space (S, ρ) with diameter 1 and doubling dimension d. Then Rˆn(FL;S) = O
(
L
n1/(d+1)
)
.
Proof. Recall that ‖f‖2 ≤ ‖f‖∞ implies N (ε, F, ‖·‖2) ≤ N (ε, F, ‖·‖∞). Substituting the estimate
in Lemma 4.2 into Dudley’s integral (2), we have
Rˆn(FL;S) ≤ inf
α≥0
(
4α+ 12
∫ ∞
α
√
logN (t, FL, ‖·‖∞)
n
dt
)
≤ inf
α≥0

4α+ 12∫ 2
α
√(
4L
t
)d
log
(
8
t
)
n
dt


≤ inf
α≥0

4α+ 12∫ 2
α
√(
4L
t
)d (8
t
)
n
dt


≤ inf
α≥0
(
4α+
34(4L)d/2√
n
∫ 2
α
(
1
t
)(d+1)/2
dt
)
= inf
α≥0
(
4α+
34(4L)d/2√
n
(
d− 1
2
)(
1
α(d−1)/2
− 2−(d+1)/2
))
= 4
d−2
d+1 ((d− 1)K) 2d+1 +K
((
8−
2
d+1 ((d − 1)K) 2d+1
) d−1
2 − 2−(d+1)/2
)
≤ 8K 2d+1 + dK
(
K
d−1
d+1 − 2−(d+1)/2
)
= O(K
2
d+1 ),
where
K =
34(4L)d/2√
n
(
d− 1
2
)
.
Thus, Rˆn(FL;S) = O
(
L
n1/(d+1)
)
, as claimed.
We can now quantify the savings earned by a low-distortion dimensionality reduction.
2Analogous bounds were obtained by [49] in less explicit form.
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Theorem 4.4. Let (X , ρ) be a metric space with diameter 1, and consider the two n-point sets
S, S˜ ⊂ X , where S is (η, d)-elastic with witness S˜. Let FL be the collection of all L-Lipschitz,
[−1, 1]-valued functions on X . Then Rˆn(FL;S) = O
(
L(1/n1/(d+1) + η)
)
.
Proof. For Xi ∈ S and X˜i ∈ S˜, define δi(f) = f(Xi)− f(X˜i). Then
Rˆn(FL;S) = E sup
f∈FL
1
n
n∑
i=1
σif(Xi) = E sup
f∈FL
1
n
n∑
i=1
σi(f(X˜i) + δi(f))
≤ Rˆn(FL; S˜) + E sup
f∈FL
1
n
n∑
i=1
σiδi(f). (7)
Now the Lipschitz property and our definition of distortion imply that∣∣∣∣∣
n∑
i=1
σiδi(f)
∣∣∣∣∣ ≤
n∑
i=1
|δi(f)| ≤ L
n∑
i=1
ρ(Xi, X˜i) ≤ Lnη,
and hence E supf∈FL
1
n
∑n
i=1 σiδi(f) ≤ Lη. The other term in (7) is bounded by invoking Theorem
4.3.
Remark. Comparing the Rademacher estimate O
(
1
n1/(d+1)
+ η
)
from Theorem 4.4 with the
bound O(
√
d/n +
√
η/n) from the Euclidean case (Theorem 3.1), we see an exponential gap in
the dependence on the dimension. The gap’s origin is the bound (4) for linear classifiers compared
with Lemma 4.2 for Lipschitz functions (the latter estimate is essentially tight [25]).
4.2 Generalization bounds
For f : X → [−1, 1], define the margin of f on the labeled example (x, y) by yf(x). The γ-
margin loss, 0 < γ < 1, that f incurs on (x, y) is Lγ(f(x), y) = min(max(0, 1 − yf(x)/γ), 1),
which charges a value of 1 for predicting the wrong sign, i.e., yf(x) < 0, charges nothing for
predicting correctly with confidence yf(x) ≥ γ, and interpolates linearly between these regimes.
Since Lγ(f(x), y) ≤ 1{yf(x)<γ}, the sample’s γ-margin loss is at most its γ-margin misclassification
error.
Theorem 4.5. Let FL be the collection of L-Lipschitz functions mapping a metric space X of
diameter 1 to [−1, 1]. If the iid sample (Xi, Yi) ∈ X × {−1, 1}, i = 1, . . . , n, is (η, d)-elastic, then
for any δ > 0, with probability at least 1− δ, the following holds for all f ∈ FL and all γ ∈ (0, 1):
P(sgn(f(X)) 6= Y ) ≤ 1
n
n∑
i=1
Lγ(f(Xi), Yi) +O
(
L(1/n1/(d+1) + η)
γ
+
√
log log(L/γ)
n
+
√
log(1/δ)
n
)
.
Proof. We invoke [38, Theorem 4.5] to bound the classification error in terms of sample margin loss
and Rademacher complexity and the latter is bounded via Theorem 4.4.
10
Remark. The expected loss is bounded in Theorem 4.5 in terms of the empirical loss on the
original sample points {Xi}; we can easily bound it also in terms of the empirical loss on the
perturbed points
{
X˜i
}
, because the loss Lγ(f(·), Yi) is (L/γ)-Lipschitz, and thus
∣∣∣∣∣ 1n
n∑
i=1
Lγ(f(Xi), Yi)− 1
n
n∑
i=1
Lγ(f(X˜i), Yi)
∣∣∣∣∣ ≤ 1n
n∑
i=1
L
γ
ρ(xi, x˜i) ≤ L
γ
η. (8)
4.3 Classification procedure
Theorem 4.5 provides a statistical optimality criterion for the dimensionality-distortion tradeoff.
Unlike the Euclidean case, where the well-known PCA optimized this tradeoff, the metric case
requires the bicriteria approximation algorithm which we describe in Section 5. To recap, given
a set S ⊂ X and a target doubling dimension d, this algorithm efficiently computes a set S˜ with
ddim(S˜) ≈ d, which approximately minimizes the distortion η. We may iterate this algorithm over
all d ∈ {1, . . . , log2 |S|}— since the doubling dimension of the metric space (S, ρ) is at most log2 |S|
— to optimize the complexity term3 in Theorem 4.5.
Once a nearly optimal witness S˜ of (η, d)-elasticity has been constructed, we predict the value
at a test point x ∈ X by a thresholded Lipschitz extension from S˜, as provided in Theorem 4.1.
5 Approximately Optimizing the Dimension-Distortion Tradeoff
In this section we cast the computation of an (η, d)-elasticity witness of a given finite set as an
optimization problem and design for it a polynomial-time bicriteria approximation algorithm. Let
(X , ρ) be a finite metric space. For a point v and a point set T , define ρ(v, T ) = minw∈T ρ(v,w).
Given two point sets S, T , define the cost of mapping S to T to be
∑
v∈S ρ(v, T ). Define the Low-
Dimensional Mapping (LDM) problem as follows: Given a point set S ⊆ X and a target dimension
d ≥ 1, find T ⊆ S with ddim(T ) ≤ d such that the cost of mapping S to T is minimized.4 An
(α, β)-bicriteria approximate solution to the LDM problem is a subset V ⊂ S, such that the cost
of mapping S to V is at most α times the cost of mapping S to an optimal T (of ddim(T ) ≤ d),
and also ddim(V ) ≤ βd. We prove the following theorem.
Theorem 5.1. The Low-Dimensional Mapping problem admits an (O(1), O(1))-bicriteria approx-
imation in runtime 2O(ddim(S))n+O(n log4 n), where n = |S|.
The presentation of the algorithm proceeds in four steps. In the first step, we modify LDM by
adding to it yet another constraint: We simply extract from S a point hierarchy S (see Section
5.1), and require that the LDM solution not only be a subset of S, but that it also possesses a
hierarchy which is a sub-hierarchy of S. Lemma 5.2 demonstrates that this additional requirement
can be fulfilled without significantly altering the cost and dimension of the optimal solution.
3 Since L/γ multiplies the main term 1/n1/(d+1)+η in the error bound, and the other term is of order log log(L/γ),
the optimization may effectively be carried out oblivious to L and γ.
4The LDM problem differs from k-median (or k-medoid) in that it imposes a bound on ddim(T ) rather than on
|T |.
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The second step of the presentation is an integer program (IP) which models the modified LDM
problem, in Section 5.2. We show that a low-cost solution to the LDM problem implies a low-cost
solution to the IP, and vice-versa (Lemma 5.3).
Unfortunately, finding an optimal solution to the IP seems difficult, hence the third step, in
Section 5.3, is to relax some of the IP constraints and derive a linear program (LP). We also give
a rounding scheme that recovers from the LP solution an integral solution, and show that this
integral solution indeed provides an (O(1), O(1))-bicriteria approximation (Lemma 5.4). The final
step, in Section 5.4, shows that the LP can be solved in the runtime stated above (Lemma 5.5),
thereby completing the proof of Theorem 5.1.
Remark. The presented algorithm has very large (though constant) approximation factors. The
introduced techniques can yield much tighter bounds, by creating many different point hierarchies
instead of only a single one. We have chosen the current presentation for simplicity.
5.1 Point hierarchies
Let S be a point set, and assume by scaling that it has diameter 1 and minimum interpoint distance
δ > 0. A hierarchy S of a set S is a sequence of nested sets S0 ⊆ . . . ⊆ St; here, t = ⌈log2(1/δ)⌉ and
St = S, while S0 consists of a single point. Set Si must possess a packing property, which asserts
that ρ(v,w) ≥ 2−i for all v,w ∈ Si, and a c-covering property for c ≥ 1 (with respect to Si+1),
which asserts that for each v ∈ Si+1 there exists w ∈ Si with ρ(v,w) < c · 2−i. Set Si is called a
2−i-net of the hierarchy. We remark that every point set S possesses, for every c ≥ 1, at least one
hierarchy.
We modify LDM by adding to it yet another constraint. Given set S with 1-covering hierarchy
S, the solution must also possess a hierarchy which is a sub-hierarchy of S. (This implies a more
structured solution, for which we can construct an IP in Section 5.2.) We show that this additional
requirement can be fulfilled without significantly altering the cost and dimension of the optimal
solution.
Lemma 5.2. Let S be a point set, and let S = (S0, . . . , St) be a hierarchy for S with a 1-covering
property. For every subset T ⊂ S with doubling dimension d := ddim(T ), there exists a set V
satisfying T ⊆ V ⊆ S, and an associated hierarchy V = (V0, . . . , Vt) with the following properties.
1. Dimension: ddim(V ) ≤ d′ := 4d+ 1.
2. Covering: Every point v ∈ Vi is 4-covered by some point in Vi−1, and 5-covered by some point
of Vk for all k < i.
3. Heredity: V is a sub-hierarchy of S, meaning that Vi ⊆ Si for all i ∈ [t].
Proof. First extract from the set T an arbitrary 1-covering hierarchy T = (T0, . . . , Tt). Note that
each point v ∈ Ti is necessarily within distance 2·2−i of some point in Si; this is because v ∈ St, and
by the 1-covering property of S, there must be some point w ∈ Si within distance
∑t
j=i 2
−j < 2·2−i.
Initialize the hierarchy V by setting V0 = S0. Construct Vi for i > 0 by first including in Vi all
points of Vi−1. Then, for each v ∈ Ti (in an arbitrary order), if v is not within distance 2 · 2−i of
a point already included in Vi, add to Vi the point v
′ ∈ Si closest to v. (Recall from above that
ρ(v, v′) < 2 · 2−i.) Let the final set Vt also include all points of Tt – that is all of T – and V = Vt.
Observe that V is a sub-hierarchy of S, thus it inherits the packing property of hierarchy S.
Further, since T obeyed a 1-cover property, every point in Ti is within distance 2−i+1 of some
12
point in Ti−1, and so the scheme above implies that any point in Vi must be within distance
2 · 2−i + 2−i+1 + 2 · 2−(i−1) = 4 · 2−i+1 of some point in Vi−1. (Here, we have used the triangle
inequality from Vi to Ti, Ti to Ti−1 and finally Ti−1 to Vi−1.) Likewise, since every point in Ti is,
for any k < i, within distance 2 · 2−k of some point in Tk, we get that any point in Vi must be
within distance 2 · 2−k + 2 · 2−i + 2 · 2−k ≤ 5 · 2−k of some point in Vk.
Turning to the dimension, consider an arbitrary ball of radius 2−i centered at any point v ∈ V .
Let B be the set of points of V contained in the ball; we show that B can be covered by a small
number of balls of radius 2−i−1:
Define B′ ⊆ B to include point of V found only in levels Vk for k ≥ i + 3. B′ can be covered
by balls of radius 2−i−1 centered at points of Ti+3: By construction, any point first appearing in
Vi+3 is within distance 2 · 2−i−3 < 2−i−1 of a point of Ti+3. Any point first appearing in level Vk
for k > i+ 3 is within distance 2 · 2−k of a point in Tk, and that point is within distance 2 · 2−i−3
of its ancestor in Ti+3, for a total distance of 2 · 2−k + 2 · 2−i−3 < 2−i−1. It follows that all points
of B′ can be covered by a set of balls of radius 2−i−1 centered at points of Ti+3 within distance
2−i + 2−i−1 < 2−i+1 of v. By the doubling property of T , these account for at most 24d balls.
Now consider the remaining points B \ B′. These points are found in Vk for k ≤ i + 2. When
k ≤ i, by construction Vk possesses minimum interpoint distance 2c ·2−i, and so only a single point
among all these levels may be found in B. When k = i+1, we charge each point of Vk to its nearest
point in Tk, and note that the points of Tk are within distance 2 · 2−k + 2−i = 4 · 2−k of v. There
can be at most 4d such points. A similar argument gives fewer than 8d points when k = i + 2. It
follows that B can be covered by 24d + 1 + 4d + 8d < 24d+1 smaller balls.
5.2 An integer program
We now show an integer program5 that encapsulates a near-optimal solution to the modified LDM
problem; we later relax it to a linear program in Section 5.3. Denote the input by S = {v1, . . . , vn}
and the target dimension by d ≥ 1, and let S be a hierarchy for S with a 1-covering property.
We shall assume, following Section 5.1, that all interpoint distances in S are in the range [δ, 1],
and the hierarchy possesses t = ⌈log2(1/δ)⌉ levels. The optimal IP solution will imply a subset
W ⊂ S equipped with a hierarchy W = (W0, . . . ,Wt) that is a sub-hierarchy of S; we will show
in Lemma 5.3 that W = Wt constructed in this way is indeed a bicriteria approximation to the
modified LDM problem, and therefore to the original LDM problem as well.
We introduce a set Z of 0-1 variables for the hierarchy S; each variable zij ∈ Z corresponds to
a point vj ∈ Si, so clearly |Z| ≤ nt. The IP imposes in Constraint (9) that zij ∈ {0, 1}, and this
variable is intended to be an indicator for whether vj ∈ Wi. The IP requires in Constraint (10)
that zij ≤ zi+1j , to enforce that the hierarchy W is nested, i.e., if a point is present in Wi then it
should be present also in Wi+1, and in fact also in Wk for all k > i. When convenient, we may
refer to distance between variables where we mean distance between their corresponding points
(i.e., distance from zij actually means distance from vj).
We shall now define the i-level neighborhood of a point vj to be the points in Si that are relatively
close to vj , using a parameter α ≥ 1. Formally, when vj ∈ Si, let N ij(α) ⊆ Z include all variables
zik for which ρ(vj , vk) ≤ α · 2−i, and call vj the center of N ij(α). If vj /∈ Si, then let w ∈ Si be
the nearest neighbor of vj in Si (recall that ρ(vj , w) < 2 · 2−i), call w the center of N ij(α), and
define N ij(α) ⊆ Z to include all variables zik for which ρ(w, vk) ≤ α · 2−i. So in both cases, N ij(α)
5Formally, this is a mixed integer linear program, since only some of the variables are constrained to be integers.
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is the set of variables zik within distance α · 2−i from the center. Constraint (11) of the IP bounds
the number of points that W includes from the set N ij(α) for each α ∈ {7, 24, 75, 588, 612}; by the
packing property for doubling spaces of dimension d′ := 4d + 1 (Lemma 5.2) it can be formulated
as
∑
z∈N ij(α)
z ≤ ⌈2log α⌉d′ ≤ (2α)d′ . The IP also imposes a covering property, by requiring in
Constraint (12) that
∑
z∈N ij(7)
z ≥ ztj . Because S possesses a 1-covering property, this constraint
ensures indirectly that any point in Wi+1 is 8-covered by some point in Wi (recall N
i
j(α) might be
defined via the nearest neighbor in Si), and 9-covered by some point in Wk for all k < i.
We further introduce in Constraint (14) a set C of n cost variables cj ≥ 0 to represent the point
mapping cost ρ(vj ,W ), and these are enforced by Constraints (15)-(16).
The complete integer program is as follows.
min
∑
j
cj
s.t. zij ∈ {0, 1} ∀zij ∈ Z (9)
zij ≤ zi+1j ∀zij ∈ Z, i < t (10)∑
z∈N ij(α)
z ≤ (2α)d′ ∀α ∈ {7, 24, 75, 588, 612}, i ∈ [0..t], vj ∈ S (11)
∑
z∈N ij(7)
z ≥ ztj ∀i ∈ [0..t], ∀ztj ∈ Z (12)
∑
z∈N ij(24)
z ≥ 1
(2·24)d′
∑
z∈Nkj (24)
z ∀i, k ∈ [0..t], i < k, ∀vj ∈ S (13)
cj ≥ 0 ∀vj ∈ S (14)
ztj +
cj
δ ≥ 1 ∀vj ∈ S (15)
ztj +
cj
2−i
+
∑
z∈N ij (12)
z ≥ 1 ∀i ∈ [0..t], ∀vj ∈ S (16)
Recall that T denotes an optimal solution for the original low-dimensional mapping problem on
input (S, d), and let C∗ be the cost of mapping S to T . Let V be the set guaranteed by Lemma 5.2
(applied with covering c = 1), and since T ⊆ V the cost of mapping S to V is no greater than C∗.
The following lemma proves a bi-directional relationship between the IP and LDM, to eventually
bound the IP solution W in terms of the LDM solution T . We remark that Constraint (13) is not
necessary for the following lemma, but will later play a central role in the proof of Lemma 5.4.
Lemma 5.3. Let (S, d) be an input for the LDM problem, and let T ⊆ V be solutions as above.
Then
(a) V implies a feasible solution to the IP of objective value at most C∗.
(b) A feasible solution to the IP with objective value C ′ yields (efficiently) an LDM solution W
with ddim(W ) ≤ log 150 · d′ < 29d+ 8 and cost of mapping S to W at most 32C ′.
Proof. To prove part (a), we need to show that assigning the indicator variables in Z and cost
variables C according to V yields a feasible solution with the stated objective value. Note that V
is nested, so it satisfies Constraint (10). Further, the doubling dimension of V (as given in Lemma
14
5.2) implies that all points obey packing Constraint (11). The covering properties of V are in fact
tighter than those required by Constraint (12).
Turning to the IP objective value, let us show that setting cj = ρ(vj , V ) satisfies the cost
Constraints (15)-(16). Verifying Constraint (15) is easy; we assume that cj < δ (as otherwise the
constraint is clearly satisfied), and then necessarily vj ∈ V and thus ztj = 1. To verify Constraint
(16) for a given i, we may assume that cj < 2
−i (otherwise the constraint is clearly satisfied). Let v∗
be the closest neighbor to vj in V . The point v
∗ is 9-covered by some point vp ∈ Vi (using Constraint
(12), just as we explained aboutW), and so ρ(vj , vp) ≤ ρ(vj , v∗)+ρ(v∗, vp) ≤ 2−i+9 ·2−i = 10 ·2−i.
Now, the distance from vj to the closest point in Si is less than 2 · 2−i, so vp is within distance
10 · 2−i + 2 · 2−i = 12 · 2−i of the center of N ij(12). We thus find a variable zip included in N ij(12)
that has value 1 (recall vp ∈ Vi).
We next claim that Constraint (13) is actually extraneous for this IP, and follows from Con-
straint (12): Constraint (13) simply means that if Nkj (24) contains at least one non-zero variable,
then so does N ij(24). (Recall that by Constraint (11), N
k
j (24) contains at most (2 · 24)d
′
non-zero
variables.) But if Nkj (24) contains a non-zero variable, then this variable is necessarily 9-covered by
some non-zero variable in level i of hierarchy V (by Constraint (12)). The covering variable must be
within distance 9·2−i+24·2−k of the center ofNkj (24), within distance 9·2−i+24·2−k+2·2−k ≤ 22·2−i
of vj , and within distance 22 · 2−i + 2 · 2−i = 24 · 2−i of the center of N ij(24). So N ij(24) contains
the covering non-zero variable.
To prove part (b), given a solution to the IP, let the indicator variables Z determine the
points of LDM solution W ⊂ S, as well as its hierarchy. We need to bound the dimension and
the mapping cost of W . Consider a ball of radius 2−i < r ≤ 2−i+1 centered at vj ∈ W , and
let us show that it can be covered by a bounded number of balls of radius at most 2−i−1 < r2 .
Every point covered by vj’s ball is within distance 9 · 2−i−5 < 2−i−1 of some covering point in
Wi+5: To bound the number of these covering points in Wi+5, observe they are all within distance
9 · 2−i−5 + r ≤ 9 · 2−i−5 + 2−i+1 = 73 · 2−i−5 of vj , and within distance 75 · 2−i−5 of a point
v ∈ Si+5 covering vj , and that by Constraint (11), there are at most (2 · 75)d′ net-points of Wi+5
within distance 75 · 2−i−5 of v. It follows that vj’s ball can be covered by (2 · 75)d′ balls of radius
9 · 2−i−5 < 2−i−1 (and whose centers are in W ), and therefore ddim(W ) ≤ log 150 · d′.
Turning to the mapping cost, we will demonstrate that ρ(vj ,W ) ≤ 32cj . If ρ(vj ,W ) = 0 the
claim holds trivially, so we may assume 2−p ≤ ρ(vj ,W ) < 2−(p−1) for some integer p. If p ≥ t− 4
then using Constraint (15) we have that cj ≥ δ ≥ 2−t ≥ 2−(p−1)−5 > 132ρ(vj ,W ). Otherwise, we
shall use Constraint (16) for i = p+ 5 ≤ t. The distance from vj to any point of N ij(24) is at most
2 · 2−i + 24 · 2−i = 26 · 2−i < 2−p, but since ρ(vj ,W ) ≥ 2−p, no point of N ij(24) is contained in W
and thus ztj =
∑
z∈N ij(24)
z = 0. Constraint (16) now implies cj ≥ 2−i = 2−p−5 ≥ 132ρ(vj ,W ).
5.3 A linear program
While the IP gives a good approximation to the LDM problem, we do not know how to solve this IP
in polynomial time. Instead, we create an LP by relaxing the integrality constraints (9) into linear
constraints zij ∈ [0, 1]. This LP can be solved quickly, as shown in Section 5.4. After solving the
LP, we recover a solution to the LDM problem by rounding the Z variables to integers, as follows:
1. If ztj ≥ 12 , then ztj is rounded up to 1.
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2. For each level i = 0, . . . , t: Let Nˆ i be the set of all neighborhoods N ij(24). Extract from Nˆ i
a maximal subset Nˆ i whose elements obey the following: (i) For each N ij(24) ∈ Nˆ i there is
some k ≥ i such that∑z∈Nkj (24) z ≥ 14 . (ii) Elements of Nˆ i do not intersect. For each element
N ij(24) ∈ Nˆ i, we round up to 1 its center zil (where vl is the nearest neighbor of vj in Si), as
well as every variable zkl with k > i.
3. All other variables of Z are rounded down to 0.
These rounded variables Z correspond (in an obvious manner) to an integral solution W ′ with
hierarchy W ′. The following lemma completes the first half of Theorem 5.1.
Lemma 5.4. W ′ is a (624, 82 + o(1))-bicriteria approximate solution to the LDM problem on S.
Proof. Before analyzing W ′, we enumerate three properties of its hierarchy W ′.
(i) Nested. When a variable of level i is rounded up in rounding step 2, all corresponding variables
in levels k > i are also rounded up. This implies that W ′ is nested.
(ii) Packing. For later use, we will need to show that after the rounding, the number of 1-valued
variables found in each N ij(g) is small, when g = 588. By Constraint (11), the sum of the pre-
rounded variables zik ∈ N ij(g) is at most (2g)d
′
. If i = t, then step 1 rounds up only variables ztk
of value 12 and higher, so after this rounding step G
t
j contains at most 2 · (2g)d
′
points of W ′t . For
general i ∈ [t], variables of N ij(g) may be rounded up due to rounding step 2 acting on level i.
This step stipulates that a variable zil ∈ N ij(g) may be rounded up if zil is the center of a distinct
subset N il (24) ∈ Nˆ i. Inclusion in Nˆ i requires
∑
z∈Nkl (24)
z ≥ 14 for some k ≥ i, and so Constraint
(13) implies that
∑
z∈N il (24)
z ≥ 1
4(2·24)d′
. Now, since zil is in both N
i
j(g) and N
i
l (24), all points in
N il (24) are within distance g + 24 of the center of G
i
j , and so by Constraint (11) rounding step 2
may place at most 4(2 · 24)d′ · (2 · (g + 24))d′ < (2 · (g + 24))2d′ points of W ′i into the ball.
Further, rounding step 2 acting on levels k < i may add points to ball N ij(g). Since points in
each nested level k possess packing 2−k, and the radius of our ball is at most g ·2i, levels k ≤ i−log g
can together add just a single point. Levels i− log g < k < i may each add at most (2 · (g + 24))d′
additional points to N ij(g), accounting for (2 · (g + 24))d
′
total points. It follows that the total
number of points in the ball is bounded by 2(2 · (g + 24))2d′ .
(iii) Covering. We first consider a variable ztj rounded up in rounding step 1, and show it will
be 74-covered in each level W ′i of the hierarchy. Since z
t
j ≥ 12 , Constraint (12) implies that for
the pre-rounded variables,
∑
z∈N ij(24
z ≥ ∑z∈N ij(7) z ≥ 12 . By construction of rounding step 2, a
variable of N ij(24) or one in a nearby set in Nˆ i is rounded to 1, and the distance of this variable
from vj is less than (3 · 24 + 2) · 2−i = 74 · 2−i.
We turn to a variable zij rounded to 1 in step 2, and demonstrate that it too is 74-covered
in each hierarchy level k < i. Since zij was chosen to be rounded, there must exists k ≥ i with∑
z∈Nkj (24)
z ≥ 14 , and so a variable in every set Nhj (24) (or in a nearby set in Nˆ h) for all h < k
must be rounded as well. It follows that zij is 3 · 24 < 74-covered by a variable in each set Nhj (24)
(or in a nearby set in Nˆ h) for all h < i.
Having enumerated the properties of the hierarchy, we can now prove the doubling dimension
of W ′. First fix a radius 2−i < r ≤ 2−i+1 and a center vj ∈W ′t , and we will show that this ball can
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be covered by a fixed number of balls with radius at most 2−i−1 < r2 : Each point covered by vj ’s
ball is within distance 74 · 2−i−8 < 2−i−1 of some covering point in Wi+8, and so all covering points
in Wi+8 are within distance 74 · 2−i−8 + 2−i+1 = 74 · 2−i−8 + 512 · 2−i−8 = 586 · 2−i−8 of vj and
within distance 588 · 2−i−8 of a point v ∈ Si+8 covering vj . Recalling that g = 588, by the packing
argument above there are at most 2(2 · (g + 24))2d′ net-points of Wi+8 within distance g · 2−i−8 of
v, and this implies a doubling dimension of 2d′ log(2 · (g + 24)) + 1 = 2d′ log 1224 + 1 < 82d + 1.
It remains to bound the mapping cost. By Lemma 5.3(a), the cost of an optimal LP solution is at
most 32C∗. Consider the mapping cost of a point vj. If the corresponding variable z
t
j was rounded
up to 1 then the mapping cost ρ(vj ,W
′) = 0 ≤ cj , i.e., at most the contribution of this point to the
LP objective. Hence, we may restrict attention to a variable ztj <
1
2 that was subsequently rounded
down. We want to show that ρ(vj ,W
′) is not much more than the LP cost cj . First, cj ≥ δ2 by
Constraint (15). Now take the highest level i for which cj <
2−i
4 ; by Constraint (16), it must be
that
∑
z∈N ij(24)
≥ 14 . Then by rounding step 2, a variable within distance 72 + 2 · 2−i = 74 · 2−i
of vj must be rounded up. Hence, the LP cost cj ≥ 2−i−14 = 2
−i
8 is at least 1/592-fraction of the
mapping cost ρ(vj ,W
′). Altogether, we achieve an approximation of 32+592 = 624 to the optimal
cost.
5.4 LP solver
To solve the linear program, we utilize the framework presented by Young [52] for LPs of following
form: Given non-negative matrices P,C, vectors p, c and precision β > 0, find a non-negative vector
x such that Px ≤ p (LP packing constraint) and Cx ≥ c (LP covering constraint). Young shows
that if there exists a feasible solution to the input instance, then a solution to a relaxation of the
input program, specifically Px ≤ (1 + β)p and Cx ≥ c, can be found in time O(mr(logm)/β2),
where m is the number of constraints in the program and r is the maximum number of constraints
in which a single variable may appear. We will show how to model our LP in a way consistent with
Young’s framework, and obtain an algorithm that achieves the approximation bounds of Lemma
5.4 with the runtime claimed by Theorem 5.1. Lemma 5.5 below completes the proof of Theorem
5.1.
Lemma 5.5. An algorithm realizing the bounds of Lemma 5.4 can be computed in time 2O(ddim(S))n+
O(n log4 n).
Proof. To define the LP, we must first create a hierarchy for S, which can be done in time
min{O(tn2), 2O(ddim(S))tn}, as in [32, 11]. After solving the LP, the rounding can be done in
this time bound as well.
To solve the LP, we first must modify the constraints to be of the form Px ≤ p and Cx ≥ c. This
can be done easily by introducing complementary constraints z¯ij ∈ [0, 1], and setting zij + z¯ij = 1.
For example, constraint zij ≥ ztj now becomes zij + z¯tj ≥ 1. A similar approach works for the other
constraints as well.
We now count the number of basic constraints. Note that j ∈ [1, n] and i ∈ [1, t], so a simple
count gives m = O(t2n) constraints (where the quadratic term comes from constraint (13)). To
bound r, the maximum number of constraints in which a single variable may appear, we note that
this can always be bounded by O(1) if we just make copies of variable zij . (That is, two copies of
the form zij
′
= zij , z
i
j
′′
= zij, then two copies of each copy, etc.) So r = O(1) and the bound on m
increases to O(t2n+ n log n).
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Finally, we must choose a value for β. The variable copying procedure above creates a depen-
dency chain of O(log n) variables, which will yield additive errors unless β = O(1/ log n). Similarly,
constraint (10) creates a chain ofO(t) variables, so β = O(1/t). It suffices to take β = O(1/(t log n)),
and the stated runtime follows.
6 Conclusion
We developed learning algorithms that adapt to the intrinsic dimensionality of the data. Our
algorithms exploit training sets that are close to being low-dimensional to achieve improved runtime
and more optimistic generalization bounds. For linear classifiers in Euclidean spaces, we showed
data-dependent generalization bounds that can be optimized by PCA, which is probably the most
widely used dimension-reduction technique. For Lipschitz classifiers in general metric spaces, we
demonstrated similar data-dependent generalization bounds, which suggest a metric analogue of
PCA. We then designed an algorithm that computes the approximate dimensionality of metric
data.
An outstanding question left open is to understand the scenarios in which reducing the di-
mension (by PCA or other techniques) before running a learning algorithm would achieve better
accuracy (as opposed to better runtime and generalization bounds). It would also be interesting to
investigate further our notion of metric dimension reduction (analogous to PCA), e.g., by devising
for it better or more practical algorithms, or by finding other contexts where it could be useful.
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