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Il presente lavoro di tesi descrive l’attivita´ di ricerca svolta, nell’ambito del corso
di Dottorato di Ricerca in Scienze Matematiche. L’attivita´ svolta ha princi-
palmente riguardato il problema del calcolo numerico della antitrasformata di
Laplace. In particolare, l’interesse e´ stato rivolto all’approfondimento del pro-
blema nel caso reale e allo studio di uno schema di approssimazione numerica a
partire da una formula di inversione. In generale il problema di inversione della
trasformata di Laplace nel caso reale si colloca nell’ambito dei problemi inversi
e mal posti. Un aspetto significativo da considerare e´ che, per tali problemi,
c’e´ da aspettarsi una amplificazione non limitata degli errori sulla soluzione e
solo mediante una dettagliata analisi della loro propagazione e´ possibile capire
come controllare e/o attenuare le ”eventuali” instabilita´. Il principale metodo
per affrontare i problemi inversi mal posti consiste nell’utilizzo delle tecniche di
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regolarizzazione e, nel caso in esame, tali tecniche sono state discusse da Varah
(1983) [75], Brianzi e Frontini (1991)[12], Brianzi (1994)[11], Essah e Delves
(1998)[34], D’Amore e Murli (2002) [25] ed altri ancora. Nel presente lavoro di
tesi, osservato che la formula d’inversione considerata, basata sull’espansione
della soluzione in termini di autofunzioni dell’operatore integrale di Laplace, da´
luogo ad un problema inverso mal posto, si ricorre all’introduzione del concetto
di regolarizzazione numerica. Con tale termine si vuole intendere un insieme di
concetti generali, principi e metodologie che permeano interamente l’approccio
numerico alla regolarizzazione di un problema inverso. In particolare tale con-
cetto e´ posto alla base nella determinazione dei parametri che caratterizzano
lo schema numerico proposto. Il presente lavoro e´ pertanto cos´ı articolato:
• nel Capitolo 1 sono illustrati i concetti generali di posizionamento di
un problema e tecnica di regolarizzazione. Quindi e´ analizzato il po-
sizionamento del problema di inversione della trasformata di Laplace,
effettuando una necessaria distinzione tra caso complesso e caso reale;
• nel Capitolo 2 viene dedotta la formula di inversione basata sullo svi-
luppo della soluzione in termini di autofunzioni dell’operatore di Lapla-
ce. Tale formula, che assieme al concetto di regolarizzazione numerica
rappresenta il nocciolo fondamentale della tesi, e´ analizzata mediante la
caratterizzazione delle proprieta´ di autovalori, autofunzioni e coefficienti;
• nel Capitolo 3, a partire dalla formula di inversione considerata, si de-
scrive un schema di approssimazione numerica per il calcolo numerico
della antitrasformata di Laplace nel caso reale. Qui vengono identificate
e discusse tutte le fonti di errore che insorgono a causa dell’introduzione
dello schema proposto;
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• nel Capitolo 4 e´ affrontato, in maniera generale, il concetto di regola-
rizzazione numerica. In seguito la regolarizzazione numerica e´ applicata
allo schema proposto al fine di calcolare una approssimazione della anti-
trasformata richiedendo che l’errore globalmente presente sulla soluzione
numerica sia minimo. Tale tecnica e´ infine realizzata mediante un nucleo
computazionale di regolarizzazione numerica.
• nel Capitolo 5 sono chiariti alcuni aspetti implementativi relativi al cal-
colo della soluzione numerica regolarizzata e dei coefficienti della formula
di inversione. In conclusione sono poi condotti alcun test numerici volti a
mostrare l’affidabilita´ dello schema numerico proposto nel predire il com-
portamento dei risultati in funzione della propagazione degli errori ed in
particolare nel fornire con la prefissata accuratezza i risultati.
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Capitolo 1
Problemi mal posti e
regolarizzazione: inversione




L’obiettivo primario di questa tesi e´ lo studio di un metodo per il calcolo
numerico della antitrasformata di Laplace nel caso reale. Tale problema si
colloca nell’ambito piu´ generale dei problemi inversi e mal posti. Il principale
metodo per affrontare i problemi inversi mal posti consiste nell’utilizzo delle
tecniche di regolarizzazione. Nel caso del calcolo numerico della antitrasformata
di Laplace metodi di regolarizzazione sono stati discussi da Varah (1983) [75],
Brianzi e Frontini (1991)[12], Brianzi (1994)[11], Essah e Delves (1998)[34],
D’Amore e Murli (2002) [25] ed altri ancora. In questa ottica, il presente
capitolo e´ dedito all’introduzione delle principali definizioni e nozioni relative
ai concetti di posizionamento di un problema e di tecnica di regolarizzazione.
Tale lavoro risultera´ inoltre un’utile premessa per l’introduzione, nel Capitolo
4, del concetto di regolarizzazione numerica. In particolare, la prima parte
del capitolo e´ dedicata all’illustrazione del concetto di posizionamento [40] e,
sulle linee dei lavori di Demmel (1987)[28] [29], al legame tra posizionamento
e condizionamento di un problema: alcuni aspetti formali sono riportati in
Appendice A. Nella seconda parte del capitolo viene introdotto il concetto di
regolarizzazione [71][72][73] e sono sviluppate le principali tematiche relative,
ponendo l’accento solo sugli aspetti piu´ generali. Infine il capitolo si conclude
con l’analisi del posizionamento del problema di inversione della trasformata
di Laplace. Qui, a partire dalla letteratura esistente [20][45][63], sono studiati
piu´ casi, in modo da stabilire in quali di questi il problema e´ da ritenersi ben
posto o mal posto. A tal fine sono distinti il caso complesso ed il caso reale, nel
cui ambito si colloca la formula d’inversione di McWhirter e Pike (1978) [56],
alla base di un metodo per il calcolo numerico dell’antitrasformata di Laplace.
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1.2 Il concetto di posizionamento
La nozione rigorosa di problema ben posto e´ dovuta a Jacques Solomon Ha-
damard [40]. L’idea che accomunava Hadamard a molti studiosi del ventesimo
secolo era che i fenomeni fisici rilevanti dovessero essere ”[...] sia possibili che
determinati [...]”, cioe´ descritti mediante problemi ben posti. Tuttavia oggi e´
ben noto che molti problemi reali della fisica, della medicina, della tecnologia
(ad esempio nel campo dell’Elaborazione di Immagini) e delle scienze naturali,
danno luogo a problemi mal posti: in linea generale si puo´ affermare che ogni
qual volta si vogliono determinare le cause a partire dalle conseguenze si finisce
per affrontare un problema che e´ inverso e (generalmente) mal posto.
Prima di definire il significato di mal posizione (e di ben posizione) di un pro-
blema, chiariamo cio´ che intendiamo per problema. Consideriamo problema la
determinazione di una certa soluzione avendo a disposizione un modello mate-
matico e dati in ingresso1.
Se indichiamo com M(P ) il modello matematico che esprime un fenomeno fi-
sico, allora M(P ) e´ un problema in cui, a partire da un insieme di dati noti
(derivanti ad esempio da delle misurazioni), se ne vuole determinare la causa,
ovvero la soluzione. Appare chiaro che affinche´ il problema M(P ) ben rappre-
senti una situazione fisica, deve necessariamente godere della proprieta´ che ad
ogni insieme di dati corrisponda una e una sola soluzione.
Tuttavia questa proprieta´, che garantisce l’unicita´ delle soluzioni, non assicura
che tali soluzioni siano ”accurate”. In effetti si deve prendere in considerazione
il fatto che sui dati del problema possono essere presenti delle perturbazioni.
1Cos´ı formulato il problema e´ da considerarsi un problema diretto, mentre diciamo inverso
il problema che si ottiene scambiando il ruolo tra dato in ingresso e soluzione in uscita. Se,
ad esempio, supponiamo di avere a disposizione un trasduttore che, posto a contatto con una
sorgente, restituisce un valore numerico α, allora il problema inverso consiste nel determinare
la configurazione della sorgente, una volta noto il valore di α.
1.2 Il concetto di posizionamento 4
Quindi affinche´ un problema M(P ) possa essere risolto con ”sufficiente accu-
ratezza”, tali perturbazioni, non potendo essere evitate, devono almeno essere
”controllate” e ”limitate”: ovvero si desidera che la soluzione del problema di-
penda con continuita´ dai dati iniziali.
Riepilogando, per un problema sono desiderate le tre seguenti proprieta´2:
(a’) l’esistenza della soluzione;
(b’) l’unicita´ della soluzione;
(c’) la dipendenza continua dal dato della soluzione.
1.2.1 Problemi mal posti
Le proprieta´ (a’),(b’) e (c’) individuano completamente un problema inverso
ben posto, ma non hanno carattere di definizione rigorosa. Infatti, per quel che
concerne la continuita´, e´ necessario fare riferimento ad opportuni spazi topolo-
gici.
Introduciamo in forma piu´ astratta il concetto di problema: assegnati un insie-
me (di partenza) X, un insieme (di arrivo) Y ed una applicazione K : X → Y
definiamo problema la terna (K,X, Y )3
2Tornando all’esempio in nota 1 possiamo leggere la ben posizione in questi termini:
(a’) per ogni dato valore α esiste almeno una configurazione della sorgente per cui il
trasduttore restituisce il valore α
(b’) per ogni dato valore α al piu´ una configurazione della sorgente e´ possibile;
(c’) se il valore di α ”cambia di poco” la nuova configurazione della sorgente sara´ simile
alla precedente configurazione.
3Nel seguito potremo intendere problema diretto un problema in cui a partire da x ∈ X
si vuol determinare y = Kx ∈ Y e problema inverso un problema in cui a partire da y ∈ Y
si vuol determinare x ∈ X tale che y = Kx.
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A questo punto, assegnato un problema (K,X, Y ), richiamiamo la ben nota
definizione di Hadamard di problema ben posto:
Definizione 1.2.1 [40]
Assegnati uno spazio topologico X, uno spazio topologico Y ed una applicazione
K : X → Y il problema (K,X, Y ) si dice ben posto se e solo se sono verificate
le seguenti condizioni
(a) per ogni dato y ∈ Y esiste una soluzione x ∈ X di Kx = y;
(b) la soluzione x e´ unica in X;
(c) la dipendenza di x da y e´ continua.
Se il problema non soddisfa ad una o piu´ delle tre condizioni si dira´mal posto.
E’ evidente che il buon posizionamento del problema e´ intimamente connesso
non solo con l’operatore K, ma anche con gli spazi X e Y e le loro topologie.
Ovvero il posizionamento e´ una caratteristica della terna (K,X, Y ). Dettaglia-
tamente la (a) e la (b) equivalgono rispettivamente alla suriettivita´ e all’iniet-
tivita´ dell’applicazione K, mentre la (c) non e´ che un altro modo per dire che
l’applicazione inversa e´ continua. In conclusione, dire che la terna (K,X, Y )
rappresenta un problema ben posto e´ precisamente la stessa cosa di dire che
l’operatore inverso K−1 : Y → X esiste ed e´ continuo. Possiamo distinguere
essenzialmente due motivi per cui un problema puo´ essere mal posto:
(1) l’operatore inverso K−1 : Y → X e´ discontinuo;
(2) l’operatore inverso K−1 : Y → X non esiste.
Nel caso (1) la mal posizione del problema si identifica con la discontinuita´ del-
l’operatore inverso: come detto, per tali problemi piccoli errori nei dati possono
creare grandi deviazioni, non controllabili, dalla soluzione ideale. Per affrontare
questo tipo di problemi si utilizzano le tecniche di regolarizzazione.
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Nel caso (2) il problema e´ mal posto perche´ la soluzione non esiste o non e´ uni-
ca. Questo tipo di difficolta´ e´ superato rendendo biunivoca l’applicazione K.
In sostanza si sostituisce il problema (K,X, Y ) con il problema (K,X ′, Y ′), in
modo che K : X ′ → Y ′ risulti invertibile4. In conclusione, a meno di ricorrere a
restrizione del dominio e del codominio, e´ essenzialmente lecito, ed e´ quello che
si fara´ nel seguito, identificare la mal posizione di un problema direttamente
con la non continuita´ dell’operatore inverso.
1.2.2 Posizionamento e condizionamento
Si vogliono adesso comprendere quali sono gli effetti della mal posizione del
problema durante le varie fasi del procedimento di risoluzione computazionale
del problema. In particolare si vuole evidenziare lo stretto legame che intercorre
tra posizionamento e condizionamento di un problema.
Partiamo dal procedimento di risoluzione computazionale di un problema. Gli
stadi del procedimento, mostrati in Fig 1.1, possono essere riassunti come segue:
4Nel contesto degli spazi di Hilbert tale scopo e´ raggiunto ricorrendo all’introduzione
dell’operatore inverso generalizzato K†, anche detto operatore di Moore-Penrose [65]. Tale
approccio consente di estendere il concetto di unica soluzione. Sinteticamente
Definizione 1.2.2 [35]
Se K : X → Y e´ un operatore lineare limitato tra spazi di Hilbert e R(K) il suo rango, allora
l’operatore inverso generalizzato K† di K e´ una applicazione lineare
K† : D(K†) = R(K)⊕R(K)⊥ → X
definita come K†y = x† dove
(i) x† ∈ S = {u ∈ X : ‖Tu− y‖Y ≤ ‖Tx− y‖Y , ∀x ∈ X} ⊂ X
(ii) ‖x†‖X ≤ ‖u‖X ∀u ∈ S;
la soluzione x† e´ detta soluzione generalizzata e S e´ l’insieme delle pseudo soluzioni.
Naturalmente se K : X → Y e´ invertibile allora K† ≡ K−1.
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P formulazione del problema reale P ;
M(P ) formulazione del modello matematico M(P ), ovvero la modellizzazione
del problema reale P ;
Mh(P ) la formulazione del modello discreto Mh(P ), ovvero l’approssimazione di
M(P ) mediante un Metodo Numerico;
A(P )/S(P ) sviluppo di un algoritmo A(P ), basato sul modello discreto Mh(P ), e
relativa implementazione in un ambiente di calcolo mediante un software
S(P ).
Figura 1.1: Schematizzazione del procedimento di risoluzione computazionale
Analizzando nel dettaglio le diverse fasi del procedimento di risoluzione com-
putazionale si individuano piu´ fonti di errore:
(e1) perturbazioni o errori di misurazione, dovuti ad esempio alla sensibilita´
dello strumento di rilevazione dei dati nel problema reale;
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(e2) errori dovuti alla formulazione matematica del problema: ad esempio
per semplificare il modello M(P ) alcune informazioni possono essere tra-
scurate, mentre si possono utilizzare altre informazioni aggiuntive non
direttamente legate al problema reale;
(e3) errori di discretizzazione o troncamento analitico, tipici del passaggio dal
modello matematico M(P ) (che e´ in generale un modello ”continuo”) al
modello discreto Mh(P );
(e4) errori dovuti allo sviluppo di un algoritmo A(P ) e alla relativa implemen-
tazione mediante un software S(P ), in un opportuno ambiente di calcolo.
Questi errori sono principalmente riconducibili alla precisione finita del
sistema aritmetico del calcolatore, si tratta cioe´ degli errori di round off.
Nel paragrafo precedente abbiamo assunto, che la mal posizione del proble-
ma coincide con la discontinuita´ dell’operatore inverso5 K−1. Notoriamente la
continuita´ e´ una proprieta´ topologica e quindi puo´ essere studiata ogni qual
volta il problema reale P e´ descritto mediante un modello matematico M(P )
che sia rappresentato da un’applicazione tra spazi topologici. Tuttavia que-
sta semplice osservazione non deve indurre a credere che il posizionamento sia
esclusivamente una proprieta´ del modello continuo. Infatti e´ possibile che l’ap-
plicazione K, che caratterizza il problema, sia definita direttamente tra spazi
di Hilbert (si pensi alla risoluzione di sistemi lineari o, in generale, ai problemi
di algebra lineare numerica). In particolare il posizionamento diventa anche
una caratteristica dei problemi discreti e in tal caso, come vedremo, coincide
con il condizionamento.
Oltretutto si osservi che, anche nel caso in cui il problema matematico M(P ) e´
5Dell’operatore K† nel caso in cui si sia introdotto l’operatore inverso generalizzato.
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un problema continuo (definito cioe´ tra spazi topologici), l’utilizzo di un meto-
do numerico Mh(P ), per risolverlo, conduce comunque ad una applicazione tra
opportuni spazi metrici (siano questi finito o infinito-dimensionali). Vediamo
quindi come puo´ essere caratterizzato il posizionamento nei problemi discreti.
Condizionamento e posizionamento secondo Demmel
Come anticipato, per i problemi discreti il concetto di posizionamento e´ for-
temente connesso al concetto di condizionamento. Uno dei principali studiosi
del legame tra posizionamento e condizionamento e´ senz’altro Demmel. In un
lavoro del 1987 [28], Demmel caratterizza i problemi mal posti da un punto di
vista geometrico:
”[...] tali problemi formano tipicamente una superficie sotto-dimensionale
nello spazio dei problemi, una sorta di frontiera di tale spazio[...]”
I problemi ben posti possono comunque essere ”vicini” alla superficie dei pro-
blemi mal posti. In effetti, il condizionamento e´ una misura di tale distanza
che indica il grado di mal posizione del problema. Demmel ha osservato che
in molti problemi dell’analisi numerica l’indice di condizionamento di un dato
problema e´ direttamente proporzionale alla minima distanza di tale problema
da uno mal posto dello stesso tipo. Il seguente esempio, relativo al problema
dell’inversione di matrice, chiarira´ la precedente affermazione:
Esempio 1.2.1 [28]
Si consideri il caso di inversione di matrice, se A e´ perturbata in A+δA, allora
a meno di errori del secondo ordine la soluzione del problema A−1 diventa
A−1 + δA−1 dove
‖δA−1‖
‖A−1‖ ≤ ‖A
−1‖ ‖δA‖ . (1.1)
Dalla relazione (1.1) si evince che ‖A−1‖ puo´ essere scelto come condiziona-
mento del problema. Questa scelta e´ in accordo con il ben noto risultato dovuto
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a W.Kahan [53] in cui si prova che 1‖A−1‖ e´ la minima distanza di A dall’in-
sieme delle matrici singolari, la cui inversione e´, evidentemente un problema
mal posto.
Risultati simili, dovuti rispettivamente a Wilkinson e Hough, valgono per il
calcolo di autovalori ed autovettori [77] e per la ricerca di zeri di polinomi [46].
Dall’interpretazione geometrica della mal posizione, si ha che se un problema
e´ mal posto, allora ha distanza nulla dalla superficie sotto-dimensionale dei
problemi mal posti. Per cui volendo che tale distanza sia l’inverso del condi-
zionamento, si deve avere che l’indice di condizionamento e´ infinito. Cio´ in
sostanza afferma Demmel in [28], afferma
”[...] chiamiamo mal posti quei problemi il cui indice di condizionamento
e´ infinito [...]”
Si osservi pero´ che il condizionamento deve essere inteso rispetto all’opera-
tore K−1. Dal punto di vista teorico utilizzando la definizione di indice di
condizionamento e i risultati riportati in Appendice A, si prova che:
Osservazione 1.2.1
Se K : X → Y e´ un operatore lineare invertibile tra spazi di Hilbert, allora il
problema (K,X, Y ) e´ ben posto se e solo se
µ(K−1) < ∞ (1.2)
Dimostrazione
Poiche´ K e´ una biezione di X in Y , la ben posizione equivale alla continuita´
di K−1 in Y . Tuttavia, K−1 e´ in particolare un funzionale lineare tra spazi
normati, per cui la continuita´ equivale alla limitatezza che, a sua volta per il
Teorema A.1, equivale alla finitezza di µ(K−1).
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Si e´ gia´ osservato che se K e´ un operatore lineare limitato tra spazi di Hilbert e´
possibile introdurre l’operatore inverso generalizzato K† . In tal caso come con-
seguenza dell’Osservazione 1.2.1, si ha che il problema (K,R(K†), D(K†)) e´
ben posto se e solo se µ(K†) <∞, ovvero la mal posizione e´ imputabile alla non
limitatezza della norma di K†, che ne rappresenta l’indice di condizionamento.
In conclusione, in accordo con le affermazioni di Demmel, la mal posizione
coincide con il mal condizionamento.
1.3 Il concetto di regolarizzazione 12
1.3 Il concetto di regolarizzazione
Una delle principali tecniche per far fronte ai problemi mal posti in presenza
di perturbazioni sui dati e´ rappresentata dalla regolarizzazione. L’origine delle
tecniche di regolarizzazione e´ relativamente recente ed e´ dovuta a Tikhonov
[71] in un lavoro del 1963. Tale lavoro e´ fondato sul seguente presupposto[73]:
”[...]poiche´ non e´ possibile calcolare la soluzione al problema, essendo il
problema mal posto, si cerca una soluzione che sia il piu´ possibile fedele
al dato ma che al tempo stesso soddisfi certi vincoli[...]”.
L’idea alla base della regolarizzazione di Tikhonov, e´ quindi di bilanciare la ri-
chiesta di fedelta´ ai dati con la richiesta di soddisfare opportune condizioni (ad
esempio una sufficiente regolarita´). Cio´ e´ realizzato sostituendo al problema
mal posto (K,X, Y ) un problema ben posto (Kα, X, Y ), in modo che l’opera-
tore Kα sia una buona approssimazione dell’operatore K e che la soluzione xα
al problema ben posto soddisfi i vincoli richiesti. In questo contesto vogliamo
attribuire al termine ”regolarizzazione” un significato piu´ ampio: tecniche di
regolarizzazione sono state sviluppate anche per risolvere problemi non lineari e
il principio, che accomuna tutte queste tecniche con l’idea di base di Tikhonov,
e´ quello di cercare di definire delle approssimazioni della soluzione del proble-
ma, modificando opportunamente gli spazi o l’operatore, in modo che il nuovo
problema modificato sia piu´ semplice da risolvere numericamente.
1.3.1 Una introduzione generale
Consideriamo qui un problema mal posto (K,X, Y ) con X, Y spazi di Hilbert.
Ritenendo poco significativo il caso in cui l’operatore inverso non esiste, con-
sideriamo direttamente il caso in cui esiste K−1 : Y → X operatore inverso
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discontinuo.
Supponiamo che il dato y sia conosciuto con una soglia di errore δ. Ovvero che
si abbia a disposizione un dato yδ tale che
‖yδ − y‖Y = δ .
EssendoK−1 discontinuo, si ha µ(K−1) =∞, ovvero il fattore di amplificazione
dell’errore δ sul dato e´ infinito e dunque non e´ possibile controllare l’errore sulla
soluzione. In pratica non si puo´ stimare mediante K−1 la quantita´:
xδ − x = K−1(yδ)−K−1(y) .
In questo contesto la regolarizzazione consiste nel sostituire a K−1 un opera-
tore Rα
6, dipendente da parametro α, che goda essenzialmente delle seguenti
proprieta´ [35]:
• l’operatore Rα e´ lineare e continuo;
• Rα approssima, in qualche senso, l’operatore K−1.
La prima proprieta´ implica cheRα abbia condizionamento limitato (dalla (A.12)):
sostanzialmente si sostituisce a K−1, un operatore con norma limitata che ga-
rantisce il controllo delle perturbazioni sui dati. La seconda proprieta´ invece
prevede che la soluzione calcolata da Rα sia in qualche senso una buona ap-
prossimazione del problema.
Questi aspetti possono essere riassunti esprimendo in modo formale il significato
di metodo di regolarizzazione:
Definizione 1.3.1 [35]
Una famiglia di operatori lineari {Rα}α>0, con Rα : Y → X, e´ detta famiglia
di operatori regolarizzanti per il problema (K,X, Y ), se
6Equivalentemente si puo´ sostituire a K un operatore Kα ed in seguito porre Rα = K−1α .
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(RS) µ(Rα) < µ(K
−1) =∞;
(RC) limα→0 ‖Rα(y)− x‖X = 0 ∀ y ∈ Y .
Il parametro α e´ detto parametro di regolarizzazione.
1.3.2 Scelta del parametro di regolarizzazione
Una delle maggiori difficolta´ nelle tecniche di regolarizzazione e´ determinare un
criterio per la scelta del parametro di regolarizzazione. Come e´ noto, nelle fasi
del procedimento risolutivo, si devono considerare perlomeno gli errori dovuti
alla precisione finita dell’ambiente di calcolo, nel quale si sviluppa l’algorit-
mo per risolvere il problema. In concreto, supposti X e Y spazi di Hilbert,
dobbiamo assumere di avere a disposizione, non il dato esatto y, ma un dato
perturbato:
yδ = y + hδ = K
−1x+ hδ , (1.3)
dove il valore δ e´ una misura della perturbazione hδ ∈ X che contamina il dato,
cioe´
‖yδ − y‖Y ≤ δ .
Si osservi che scrivendo la (1.3) non si vuole assumere che hδ sia una perturba-
zione di tipo additivo, ma puo´ anche dipendere dal dato y. Si richiede soltanto
di conoscere una misura dell’ordine di grandezza dell’errore. Cioe´ la decom-
posizione (1.3) non e´ nota ma si assume solo che esista. Supponiamo di avere
scelto una famiglia di operatori regolarizzanti {Rα}α>0. Fissato α il metodo
regolarizzante Rα fornisce la seguente approssimazione della soluzione
xδα = Rα(yδ) . (1.4)
Volendo misurare l’errore commesso si ha
xδα − x = Rα(yδ)− x = Rα(y)− x+Rα(hδ) (1.5)
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e passando alle norme si ha
Eα[x, yδ] = ‖xδα−x‖X ≤ ‖Rα(y)−x‖X+‖Rα(hδ)‖X ≤ ‖Rα(y)−x‖X+µ(Rα)δ .
(1.6)
Il funzionale Eα[x, yδ] misura l’errore commesso e dipende essenzialmente dalle
due quantita´ a destra nella (1.6). Il primo termine rappresenta l’errore di
approssimazione introdotto, dovuto al fatto che si e´ utilizzato Rα in luogo di
K−1. Questo errore, per la proprieta´ di convergenza (RC) degli operatori
regolarizzanti, tende a zero se α→ 0.
Viceversa il secondo termine e´ l’effetto dovuto alla propagazione dell’errore di
perturbazione presente sul dato. L’amplificazione di tale errore e´ dell’ordine di
grandezza di µ(Rα) = ‖Rα‖ e, poiche´ per α → 0 si ha Rα → K−1, allora deve
essere
µ(Rα)→ µ(K−1) =∞ .
Quindi l’errore diventa inaccettabile. Una rappresentazione grafica del compor-
tamento tipico del funzionale errore Eα[x, yδ] e´ mostrata in Figura 1.2. L’an-
damento mostrato suggerisce che una plausibile scelta del parametro di regola-
Figura 1.2: Tipico andamento dell’errore Eα[x, yδ] in funzione di α.
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rizzazione potrebbe essere quella in corrispondenza della quale risulta minimo
l’errore Eα[x, yδ]. D’altra parte, volendo che x
δ
α sia fedele ai dati, allora α deve
rendere piccolo anche il residuo
RESα[x, yδ] = ‖Kxδα − yδ‖Y . (1.7)
Piu´ in generale, considerando entrambi gli aspetti, possiamo introdurre un
funzionale
Φ(α) = Φα[x, yδ] (1.8)
che tenga conto di (1.6) e (1.7), e vincolare a tale funzionale la scelta del
parametro di regolarizzazione. Possiamo cos´ı dare la seguente:
Definizione 1.3.2
Sia K : X → Y un operatore invertibile tra due spazi di Hilbert e {Rα}α>0 una
famiglia di operatori regolarizzanti. Assegnato un funzionale del tipo in (1.8),
(se esiste) il valore
αopt := argminα Φα[x, yδ] (1.9)
e´ detto parametro di regolarizzazione ottimale. Il funzionale Φα[x, yδ] e´
detto funzionale di regolarizzazione e la soluzione xδαopt soluzione rego-
larizzata.
L’espressione del funzionale Φα[x, yδ] caratterizza le differenti tecniche per il
calcolo del parametro ottimale. Ad esempio nel principio di discrepanza di
Morozov [58], αopt e´ scelto in modo che
‖Kxδαopt − yδ‖2Y = δ2 .
Si osserva infine che il funzionale Φα[x, yδ] dipende da δ, errore sul dato y,
pertanto anche il parametro di regolarizzazione risente di questa dipendenza,
cioe´:
αopt = αopt(δ) .
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1.4 Il problema di inversione numerica della
trasformata di Laplace
Poniamo adesso l’attenzione sul problema dell’inversione numerica della tra-
sformata di Laplace. In questa Isezione faremo distinzione tra caso complesso
e caso reale. Tale distinzione, che origina dalla letteratura sull’argomento, e´
necessaria perche´ dal punto di vista del posizionamento del problema possiamo
considerare il caso reale e il caso complesso due problemi distinti.
Consideriamo la definizione di operatore o trasformazione integrale di Laplace:
Definizione 1.4.1 [45]
Sia L l’insieme delle funzioni L-trasformabili, anche detto spazio delle ori-
ginarie o antitrasformate. Si definisce Trasformazione integrale di
Laplace l’operatore L definito come segue7:
L : f ∈ L → L[f ](s) =
∫ +∞
0
e−s tf(t)dt . (1.10)
Dalla Definizione 1.4.1 si evince che, una volta nota una trasformata di
Laplace F (s), il problema consiste nel determinare la sua antitrasformata f(t),
ovvero una funzione tale che
L[f ](s) = F (s) .
Tale problema ricade nella tipologia di quei problemi che, nel paragrafo 1.2.1,
abbiamo detto essere inversi. In ambito del tutto generale si tratta quindi di
7Notiamo che l’operatore integrale di Laplace e´ un’applicazione lineare rispetto alle usua-
li operazioni di somma e moltiplicazione per uno scalare complesso, cioe´ soddisfa alle due
evidenti proprieta´:
L[f1 + f2] ≡ L[f1] + L[f2] L[c f1] ≡ c L[f1] .
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studiare il posizionamento del seguente problema:
(L,L,L(L)) (1.11)
Naturalmente il posizionamento dipende sia dalle caratteristiche di biunivocita´
dell’operatore che dalla scelta delle topologie negli spazi L e L(L). Il risultato
che segue dimostra che l’operatore L e´ , a meno di identificare le funzioni quasi
ovunque uguali, una biezione di L in L(L).
Teorema 1.4.1 [36]
Sia f1(t) e f2(t) due funzioni continue a tratti e L-trasformabili nel semipiano
di convergenza C(f). Sia σ0 l’ascissa si convergenza e si supponga che in C(f)
le loro trasformate di Laplace coincidano:
L[f1](s) ≡ L[f2](s) in C(f) .
Allora
f1(t) = f2(t)
in ogni punto t in cui f1 e f2 sono continue.
Il Teorema 1.4.1 rende possibile l’introduzione, almeno dal punto di vista
formale, dell’operatore inverso
L−1 : L(L) → L/ ∼ .8
In generale l’espressione di L−1 non e´ data. Tuttavia, restringendo dominio
e codominio dell’operatore L, si hanno alcuni operatori invertibili indotti da
8Con L/ ∼ si intende lo spazio ottenuto quozientando la classe L delle funzioni
L-trasformabili rispetto alla relazione d’equivalenza definita come:
f ∼ g ⇔ f = g quasi ovunque in R+ .
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L. Nel seguito lo studio del posizionamento del problema e´ condotto in que-
sta direzione, particolarizzando cioe´ la scelta dello spazio delle trasformate e
delle antitrasformate. Questo approccio e´ volto a mostrare, come il problema
dell’inversione della trasformata di Laplace, si possa considerare ben posto nel
caso complesso (trasformata nota su tutto il semipiano di convergenza) e mal
posto nel caso reale (trasformata nota sull’asse reale o in un suo sottoinsieme).
Infine l’ultimo caso riguardera´ una particolare coppia di spazi: verra´ mostrato
il mal posizionamento nel caso in cui si abbia X = Y = L2(R+), ovvero nel
contesto in cui si pone la formula d’inversione, oggetto della tesi.
1.4.1 Posizionamento nel caso complesso
Trasformate sugli spazi pseudo-esponenziali
Introduciamo le seguenti nozioni preliminari:
Definizione 1.4.2 [45]
Diremo funzione di tipo esponenziale ogni funzione f , di variabile complessa,
che sia intera e per la quale ∃γ0 ∈ R, r0 ∈ R+ tali che
max
|s|=r
|f(s)| ≤ eγ0 r ∀r > r0 . (1.12)
L’estremo inferiore dei numeri γ0 per cui sussiste la (1.12) si dice parametro
di crescita e l’insieme Eγ delle funzioni di tipo esponenziale aventi lo stesso
parametro di crescita γ si dice classe delle funzioni esponenziali di ordine
γ9
Dalla teoria sulle funzioni L-trasformabili si deduce che se consideriamo una
funzione esponenziale di ordine γ essa e´ assolutamente L-trasformabile (e con-
seguentemente anche L-trasformabile). Infatti si ha:
9Per il Teorema di Liouville, γ o e´ positivo oppure vale −∞. In questo ultimo caso
Eγ degenera nel singleton della funzione nulla.
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Teorema 1.4.2 [45]
Sia f(t) ∈ Eγ, allora f e´ assolutamente L-trasformabile e l’ascissa di assoluta
convergenza coincide con il parametro di crescita, σ′0 ≡ γ.
In particolare Eγ ⊂ L per ogni γ ∈ R. In corrispondenza a ciascuna classe
Eγ, consideriamo, per ogni γ > 0, la classe Tγ, costituita da tutte e sole le
funzioni di variabile complessa che vanno a zero all’infinito e che sono olomorfe
all’esterno della circonferenza del piano complesso:
C = {s ∈ C : |s| = γ}
il cui raggio risulti minimale rispetto a questa proprieta´10. Si osserva preli-
minarmente che la trasformazione di Laplace induce, nel senso specificato dal
prossimo enunciato, una corrispondenza biunivoca tra queste e le classi delle
funzioni di tipo esponenziale. Si ha:
Teorema 1.4.3 [45]
Sia γ un elemento qualsiasi in R+0 . Ogni f ∈ Eγ ha come trasformata di
Laplace una funzione che ammette un prolungamento analitico appartenente
a Tγ. Viceversa se F ∈ Tγ, essa e´ ottenibile mediante prolungamento della
trasformata di Laplace di una funzione in Eγ.
Le classi Eγ e Tγ sono in corrispondenza biunivoca ma non sono dotate del-
la struttura di spazio lineare, il che impedisce lo studio del posizionamento
del problema per questa coppia di classi. Si puo´ ovviare a tale inconveniente




Eγ′ (γ ∈ R+0 ) .
10Analogamente alla classe E−∞ consideriamo la classe T−∞ costituita dalla sola funzione
nulla.




Tγ′ (γ ∈ R+0 ) .




In particolare si puo´ mostrare che
Teorema 1.4.4 [20]
Per ogni γ ≥ 0, L induce, nel senso specificato dal Teorema 1.4.3, una
corrispondenza biunivoca di Eγ in Tγ. Inoltre ciascun Tγ puo´ essere normato
ponendo, per ogni F ∈ Tγ:
‖F‖T ,γ = max|s|=γ |F (s)| . (1.14)
Utilizzando infine le norme introdotte in (1.13) e (1.14) si mostra che:
Teorema 1.4.5 [20]
Per ogni γ ∈ R+0 , il problema (L, Eγ, Tγ) e´ ben posto nel senso di Hadamard.
Dimostrazione
In virtu´ del Teorema 1.4.4 Eγ e Tγ sono in corrispondenza biunivoca. E´
sufficiente provare che l’applicazione indotta da L tra Eγ e Tγ ammette inversa
continua. Sia allora F una trasformata con prolungamento analitico F in Tγ
per un opportuno γ ∈ R+0 , allora per il Teorema 1.4.3 deve esistere α, con







esxF (s)ds ∀x ∈ R+0 , (1.15)
11Se f ∈ Eγ da un certo punto in poi dovra´ essere |f(x)| ≤ eγx. Ovvero le funzioni
|f(x)|e−γx ammettono massimo.
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∣∣∣∣ ≤ γmax|s|=γ |esxF (s)| ≤ γeγx‖F‖T ,γ , (1.16)
e quindi
‖f‖E,γ ≤ γ‖F‖T ,γ .
Trasformate sugli spazi di Hardy-Lebesgue
Il Teorema 1.4.5 ha evidenziato che nel caso degli spazi Eγ e Tγ la trasfor-
mazione integrale di Laplace da luogo ad un problema ben posto. Nel caso
complesso il buon posizionamento e´ osservabile anche in un caso piu´ gene-
rale, cioe´ nel caso in cui le funzioni trasformate appartengano agli spazi di
Hardy-Lebesgue:
Definizione 1.4.3 [30]
Diremo spazio di Hardy-Lebesgue di ordine p (1 ≤ p < ∞) l’insieme
Hp(R+) delle funzioni F nella variabile complessa s = σ + iτ , olomorfe nel





|F (σ + iτ)|dτ
)1/p
<∞ , (1.17)
con la norma ‖F‖H,p data dall’espressione a primo membro della (1.17).
Facendo uso di risultati concernenti la teoria degli operatori limitati negli usuali
spazi di Lebesgue Lp(R+) di ordine p con 1 ≤ p ≤ ∞ [63], si ottiene un risultato
preliminare che mette in relazione le originarie in Lp(R+) con le trasformate in
Hq(R+) con q esponente coniugato di p:
Teorema 1.4.6 [20]
Per ogni p ∈]1, 2], L induce un’applicazione di Lp(R+) nello spazio di Hardy-
Lebesgue di ordine coniugato Hq(R+).
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In particolare p = 2 implica q = 2, dunque la trasformazione di Laplace induce
un’applicazione di L2(R+) in H2(R+). In questo caso, inoltre, il problema




L e´ un isometria di L2(R+) in H2(R+).
Dal Teorema 1.4.7 si deduce infine che
Teorema 1.4.8
Il problema (L, L2(R+), H2(R+)) e´ ben posto nel senso di Hadamard.
1.4.2 Posizionamento nel caso reale
Trasformate sugli spazi Lp(R+)
I Teoremi 1.4.5 e 1.4.8 hanno evidenziato che nel caso complesso la trasfor-
mazione integrale di Laplace da´ luogo ad un problema ben posto. Diversa e´ la
situazione nel caso reale, dove, con caso reale, usualmente si suol intendere che
la trasformata di Laplace e´ conosciuta solo sull’asse reale o in un suo sottoin-
sieme.
Studiamo in particolare il posizionamento del problema supponendo che lo
spazio delle originarie e lo spazio delle trasformate siano gli spazi di Lebesgue
Lp(R+) di ordine p con 1 ≤ p ≤ ∞, rispetto alla misura di Lebesgue su R+.
Premettiamo il seguente
Lemma 1.4.1 [20]
Se f ∈ Lp(R+) (1 ≤ p ≤ ∞), f risulta assolutamente L-trasformabile e per
l’ascissa di assoluta convergenza si ha a(f) ≤ 0. Inoltre f ∈ L1(R+) se e
solo se l’asse immaginario e´ contenuto nella regione di assoluta convergenza
(a(f) < 0).
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Dunque una funzione in Lp e´ anche L-trasformabile. In piu´ si ha che:
Teorema 1.4.9 [20]
Per ogni p ∈]1, 2], L induce un’applicazione di Lp(R+) nello spazio omonimo
di ordine coniugato Lq(R+).
Il precedente risultato ha evidenziato come la trasformata di una funzione
Lp(R+) cada in Lq(R+), tuttavia cio´ non e´ sufficiente per la la ben posizione.
Infatti, generalizzando un classico risultato relativo a p = q = 2, si ha
Teorema 1.4.10 [20]
Per ogni p ∈]1, 2], l’operatore indotto tra Lp(R+) in L(Lp(R+)) dotato della
norma di Lq(R+) ha inverso discontinuo.
In conclusione si e´ stabilito che
Teorema 1.4.11 [20]
Per ogni p ∈]1, 2], il problema (L, Lp(R+),L(Lp(R+))) e´ mal posto nel senso di
Hadamard.
1.4.3 Posizionamento di una formula d’inversione
La studio del posizionamento condotto nel caso degli spazi Lp risulta di parti-
colare interesse in quanto tale scelta per la coppia di spazi metrici ha frequente
riscontro nelle applicazioni. In questo lavoro di tesi e´ descritto un metodo per
il calcolo numerico della antitrasformata di Laplace basato su una formula di
inversione introdotta da McWhirter e Pike in [56]. La formula proposta permet-
te di fatto di invertire formalmente l’operatore di Laplace mediante l’utilizzo
degli autovalori e delle autofunzioni dell’operatore stesso. Tale inversione e´
pero´ lecita solo nel caso in cui le funzione F (s) e f(t) appartengano ad un
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opportuno spazio metrico. Nel loro lavoro Pike e McWhirter, parlando diretta-
mente di problema fortemente mal condizionato, riconoscono intrinsecamente
il mal posizionamento del problema correlato alla formula d’inversione. Il mal
condizionamento e´ da loro giustificato facendo ricorso al comportamento dello
spettro degli autovalori, tuttavia questo risultato puo´ essere tradotto in termini
di posizionamento come segue.
Preliminarmente indichiamo con L1w(R+) l’insieme delle funzioni g continue in
R+ e a valori reali, tali che esista finito il seguente integrale∫ ∞
0
|g(x)|w(x)dx (1.18)
con w(x) = 1√
x
. L1w(R+) e´ uno spazio L1 sui reali ”pesato” mediante la funzione
peso w(x). A meno di identificare le funzioni quasi ovunque uguali, tale spazio







Considerando infine la metrica indotta da tale norma L1w diviene uno spazio
metrico. Si e´ allora in grado di enunciare il seguente:
Teorema 1.4.12
Il problema
(L, L1w(R+), L1w(R+)) (1.20)
e´ mal posto nel senso di Hadamard.
Dimostrazione
Si osserva che L2(R+) ⊂ L1w(R+), per cui l’operatore inverso L−1, ove definito, e´
discontinuo, ereditando tale proprieta´ mostrata nel Teorema 1.4.10 (caso p =
2). Cio´ e´ sufficiente alla mal posizione, tuttavia il problema e´ mal posto anche
perche´ l’operatore L : L1w(R+)→ L1w(R+) non e´ suriettivo: se consideriamo la
funzione originaria f(t) = t sin(t)
2
e la relativa trasformata di Laplace F (s) =
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s
(s2+1)2
definita per Re(s) > 0, si ha che F (s) ∈ L1w(R+) mentre f(t) /∈ L1w(R+).












ds <∞ . (1.21)



















n = ∞ .
(1.23)
Capitolo 2
Una formula per l’inversione





L’obiettivo di questo capitolo e´ di fornire una formula per il problema dell’in-
versione reale della trasformata di Laplace. Tale formula, dovuta a McWhirter
e Pike [56], rappresenta il primo gradino M(P ) nel procedimento di risoluzio-
ne computazionale del problema e permette di invertire l’operatore integrale
di Laplace nel caso in cui trasformata e originaria appartengano allo spazio
L1w(R+). In [56] gli autori ottengono tale formula in ambito piu´ generale: ov-






nelle ipotesi in cui il nucleo dipenda solo dal prodotto di s e t ed abbia la
proprieta´ ∫ +∞
0
|K(x)|x−1/2dx <∞ . (2.2)
Questa classe generale di equazioni include la trasformata di Laplace, le tra-
sformate seno e coseno di Fourier e molte altre equazioni di interesse nelle
applicazioni. Tale formula si basa esclusivamente sulle autofunzioni e sugli
autovalori dell’operatore




che definisce l’equazione (2.1).
La prima parte del capitolo e´ dedicata alla derivazione elementare delle au-
tofunzioni e degli autovalori, nonche´ alle loro caratteristiche. I risultati sono
ottenuti facendo uso della trasformata di Mellin [74].
Nella seconda parte tali espressioni e proprieta´ sono discusse nel caso dell’ope-
ratore di Laplace. In seguito, nella Sezione 2.3, a partire dalla relazione (2.1),
viene dedotta la formula di inversione.
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Infine nell’ultima parte del capitolo si evincono alcune caratteristiche genera-
li sul comportamento asintotico dei coefficienti che caratterizzano la formu-
la di inversione, ottenendo poi risultati piu´ precisi per particolari funzioni
trasformate.
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2.2 Derivazione di autofunzioni e autovalori
Questa sezione e´ dedicata alla ricerca di autofunzioni e autovalori per il pro-
blema definito in (2.1).
Definizione 2.2.1 [56]
Diremo autofunzioni dell’operatore K, definito in (2.3), quelle funzioni
Φω(t) per cui sia verificata l’equazione
K[Φω](s) = λωΦω(s)
per un valore opportuno λω. Cioe´:∫ +∞
0
K(st)Φω(t)dt = λωΦω(s) . (2.4)
I valori λω saranno detti autovalori dell’operatore K.
Preliminarmente si dimostra il seguente lemma:
Lemma 2.2.1 [56]


















Kˆ(1− z)tz−1 , (2.7)
corrispondenti rispettivamente agli autovalori
λ+z =
√
Kˆ(z)Kˆ(1− z) , λ−z = −
√
Kˆ(z)Kˆ(1− z) . (2.8)
1L’integrale a sinistra della (2.5) induce una trasformazione integrale nota come Tra-
sformazione integrale di Mellin. La funzione Kˆ(z) e´ detta trasformata di Mellin della
funzione K(x).




−z +Btz−1 , (2.9)
























Fz(s) = AKˆ(1− z)sz−1 +BKˆ(z)s−z (2.12)
Imponendo adesso che Φz(t) sia una autofunzione, detto λz il relativo autova-
lore, si deve avere K[Φz](s) = Fz(s) = λzΦz(s), da cui le condizioni
λzA = Kˆ(z)B e λzB = Kˆ(1− z)A . (2.13)
Le relazioni (2.13) possono essere risolte ponendo
A =
√
Kˆ(z) , B =
√
Kˆ(1− z) e λz =
√
Kˆ(z)Kˆ(1− z) (2.14)
da cui la (2.6), oppure ponendo
A =
√
Kˆ(z) , B = −
√
Kˆ(1− z) e λz = −
√
Kˆ(z)Kˆ(1− z) (2.15)
da cui la (2.7).
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Dal Lemma 2.2.1 si deduce che affinche´ esista un’autofunzione dell’operatore
K della forma in (2.9), e´ sufficiente che per un dato valore complesso z la
trasformata di Mellin del nucleo K esista finita sia in z che in 1 − z. Se la
trasformata di Mellin e´ definita in z, allora ci sono α e β per cui
α < Re(z) < β . (2.16)
Inoltre affinche´ anche il valore Kˆ(1− z) sia finito deve essere
1− β < Re(z) < 1− α . (2.17)
Abbinando la (2.16) e la (2.17) si ha
α ≤ 1
2
≤ β . (2.18)
La principale conseguenza della (2.18) e´ che, qualora l’operatore K ammetta




+ iy . (2.19)
Il prossimo risultato mostra che assunta la (2.19) le autofunzioni esistono e
risultano essere funzioni reali.
Proposizione 2.2.1 [56]



















































































∣∣∣Kˆ (12 + iω)∣∣∣
(2.21)
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con ω ≥ 0 e corrispondenti autovalori reali
λ+z =
∣∣∣∣Kˆ (12 + iω
)∣∣∣∣ λ−z = − ∣∣∣∣Kˆ (12 + iω
)∣∣∣∣ . (2.22)
Dimostrazione
Si osserva dapprima che le autofunzioni φ±ω (t) sono ottenibili dalle corrisponden-
ti autofunzioni del Lemma 2.2.1 ponendo z = 1
2
+iω in (2.7) e (2.8) e dividen-





) | e 2i√pi|Kˆ (1
2
+ iω
) |. Le autofunzioni
sono ben definite in quanto:∣∣∣∣Kˆ (12 − iω
)∣∣∣∣ = ∣∣∣∣Kˆ (12 + iω











Inoltre le φ±ω (t) risultano reali: per dimostrarlo e´ sufficiente utilizzare le rela-








Dall’espressione ottenuta per le autofunzioni si derivano alcune loro principali
caratteristiche [56]:
(a) L’espressione delle autofunzioni e´ simmetrica rispetto ad ω. Cioe´ si ha:
φ±ω (t) = ±φ±−ω(t) ∀ω ∈ R . (2.23)
Questo consente di considerare solo il caso ω ≥ 0.
(b) Le autofunzioni non sono normalizzabili, ma sono mutualmente ortogo-





 δ(ω − ω′) se ω 6= 02δ(ω) se ω = 0











ω′(t)dt = 0 . (2.24)




















− ω ln t
)
. (2.26)












































K(x)x−1/2 sin(ω lnx)dx . (2.31)
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2.3 L’operatore integrale di Laplace
Vogliamo adesso esplicitare la forma che assumono le autofunzioni e gli auto-
valori nel caso in cui l’operatore K sia l’operatore integrale di Laplace. Nel
presente paragrafo e nei prossimi capitoli per le autofunzioni dell’operatore di
Laplace e´ adottata la notazione
{ψ±(ω, t)}ω∈ R+ (2.32)
in luogo di φ±ω (t). Analogamente gli autovalori sono indicati con
{λ±(ω)}ω∈ R+ (2.33)
in luogo di λ±ω . Il nucleo dell’operatore di Laplace e´ dato da:
K(x) = e−x , (2.34)












pi <∞ . (2.35)
che assicura l’esistenza delle autofunzioni. Sostituendo l’espressione del nucleo














mentre per gli autovalori si ottiene l’espressione
λ±(ω) ≡ ±
∣∣∣∣Γ(12 + iω
)∣∣∣∣ = ±√ picosh(piω) . (2.37)
2La funzione Gamma puo´ essere definita mediante un integrale definito per Re[z] > 0
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2.3.1 Comportamento degli autovalori
Dall’espressione di autovalori e autofunzioni si possono dedurre alcune osserva-
zioni. Una prima considerazione riguarda il comportamento dello spettro degli
autovalori. Possiamo riassumere la (2.37) nella seguente proposizione:
Proposizione 2.3.1 [56]
L’operatore integrale di Laplace ammette una infinita´ continua di autovalori
che convergono a zero con ordine esponenziale.
Dimostrazione












L’andamento dello spettro degli autovalori, mostrato in Fig.2.1, conduce ad
ulteriore e abbastanza naturale osservazione: l’operatore di Laplace L ammette
un insieme di autovalori (e di corrispondenti autofunzioni) che ha la potenza
del continuo. Poiche´ L e´ un operatore autoaggiunto3 [10] allora non puo´ essere
compatto4. Infatti per gli operatori compatti e autoaggiunti ogni autovalore
3[39] Un operatore T : X → X, tra spazi di Hilbert, si dice autoaggiunto se coincide con
il suo aggiunto. Ovvero se
(Tx, y) = (x, Ty) ∀x, y ∈ X ,
dove (·, ·) rappresenta il prodotto interno di X.
4[39] Un operatore K : X → Y , tra spazi di Hilbert, si dice compatto se la chiusura di
K(B) e´ compatta per ogni B, sottoinsieme limitato di X.






Infatti, se k(·, ·) e´ a quadrato integrabile in Ω×Ω, allora si prova che [39] K e´ un operatore
compatto di L2(Ω) in L2(Ω)
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autovalori dell’operatore di Laplace
Figura 2.1: Spettro degli autovalori dell’operatore integrale di Laplace: scala
logaritmica.
rappresenta un punto isolato dello spettro degli autovalori. Tale spettro risulta
cos´ı discreto (cioe´ con un numero finito o numerabile di autovalori), contraria-
mente al caso riscontrato per L.
2.3.2 Comportamento delle autofunzioni
Oltre alle proprieta´ elencate nel paragrafo 2.2.1, ci sono ulteriori interessanti
considerazioni relative alle autofunzioni ψ±(ω, t). Osservando le Figure 2.2 e
2.3, che mostrano l’andamento delle autofunzioni ψ+(1, t), ψ−(6, t),ψ+(20, t) e
ψ−(100, t) per t ∈ [0.01, 5], e l’espressione analitica delle autofunzioni, possiamo
dedurre tre proprieta´:
(AF1) Tutte le autofunzioni hanno il grafico contenuto nella regione del piano
delimitata dall’asse delle ordinate e dalle funzioni ψ+(0, t) e −ψ+(0, t).
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− ω ln t








− ω ln t
)∣∣∣∣ ≤ 1√pit = ψ+(0, t) , ∀ω, t > 0 ;
(2.40)
(AF2) Le autofunzioni ψ±(ω, t) (ω 6= 0) sono fortemente oscillanti per valori di t
prossimi allo zero. A dimostrazione di cio´ si fissi un valore t0. Il periodo
di una oscillazione si puo´ calcolare come ∆t0 = t1−t0, dove t1 e´ il minimo
valore piu´ grande di t0 per cui
cos(θω/2− ω ln t1) = cos(θω/2− ω ln t0) .
Allora si ha
θω/2− ω ln t1 = θω/2− ω ln t0 + 2Npi
da cui ln(t0/t1) = 2Npi/ω. In valore di t1 si ottiene ponendo N = −1.
Quindi t1 = t0e
−2pi/ω e
∆t0 = t0(e
−2pi/ω − 1) . (2.41)
Cos´ı, se t0 e´ piccolo le oscillazioni risultano frequenti. Dalla (2.41) si
evince che le oscillazioni sono frequenti anche quando ω e´ grande. Infatti
si ha:
∆t0 = t0(e







(AF3) Le autofunzioni ψ±(ω, t) decadono a zero per t→∞ e non sono limitate
nello 0.
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Figura 2.2: Grafico dell’andamento delle autofunzioni ψ+(1, t) e ψ−(6, t) per
t ∈ [0.01, 5].
















Figura 2.3: Grafico dell’andamento delle autofunzioni ψ+(20, t) e ψ−(100, t)
per t ∈ [0.01, 5].
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2.4 Derivazione della formula d’inversione
In questa sezione deriviamo l’espressione della formula d’inversione proposta
da McWhirter e Pike. Nel seguito, sebbene i risultati ottenuti siano validi in
generale, cioe´ per un operatore K che verifica la (2.2), consideriamo diretta-
mente il caso della trasformata di Laplace e utilizziamo le relative notazioni
(2.33) e (2.32). Ricordando il significato di L1w(R+), enunciamo il seguente
Lemma 2.4.1 [56]





f(t)ψ±(ω, t)dt , ω ≥ 0 (2.42)








α−(ω)ψ−(ω, t)dω . (2.43)
Dimostrazione

















Sω sin (ω ln t) dω , (2.44)










[α+(ω) sin(θω/2)− α−(ω) cos(θω/2)] . (2.46)
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Ponendo t = ey e moltiplicando ambo i membri per ey/2, la (2.44) diventa






Sω sin(ωy)dω . (2.47)
La (2.47) altro non e´ che la rappresentazione della funzione f (ey) ey/2 (che e´
ancora quasi ovunque continua) in funzione della sua trasformata di Fourier in
seno e coseno. Dalla teoria sulle trasformate di Fourier si ha che la formula
e´ valida qualora
∫∞
−∞ |f (ey) |ey/2 esista finito, il che equivale alla condizione
f(t) ∈ L1w(R+).
Siamo adesso in grado di esibire la formula d’inversione:
Teorema 2.4.1 [56]
















F (s)ψ±(ω, s)ds . (2.49)
Le quantita´ c±(ω) sono dette coefficienti o proiezioni sulle autofunzioni.
Dimostrazione


















Sostituendo la (2.51) nella (2.50) si ha la tesi.
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2.5 Comportamento dei coefficienti
Analizziamo adesso le caratteristiche dei coefficienti c±(ω) coinvolti nella formu-
la d’inversione. Il primo risultato, che ne esprime il comportamento asintotico,
e´ conseguenza diretta del lemma di Riemann-Lebesgue5
Teorema 2.5.2





= 0 . (2.53)
In particolare i coefficienti c±(ω) decadono almeno esponenzialmente come:
c±(ω) = o(e−piω/2) .
Dimostrazione




con α±(ω) proiezioni della f(t) sulle autofunzioni. Dal Teorema 2.4.1 si ha
che anche f(t) ∈ L1w(R+) per cui per la funzione f(ex)ex/2 vale l’espressione
(2.47). Dalle relazioni (2.46) e (2.45) si ottiene
α+(ω) =
√
pi[Cω cos(θω/2) + Sω sin(θω/2)] (2.55)
5Il lemma di Riemann-Lebesgue, noto anche comeTeorema di Mercer, e´ uno dei teoremi
fondamentali nella teoria degli integrali di Fourier, cosi come nella teoria delle serie di Fourier.
Puo´ essere enunciato come segue [74]:
Teorema 2.5.1






tendono a zero per λ→∞.




pi[Cω sin(θω/2)− Sω cos(θω/2)] . (2.56)






dalle (2.55) e (2.56) segue anche che
lim
ω→∞
α±(ω) = 0 . (2.57)
Ovvero, tenendo conto della (2.54), la tesi.
L’ordine di convergenza puo´ essere dedotto immediatamente dall’andamento
degli autovalori λ±(ω). Poiche λ±(ω) = O(e−piω/2) si ha
c±(ω) = o(e−piω/2) .
2.5.1 Un caso studio
L’espressione dedotta dell’andamento dei coefficienti evidenzia che il rapporto
c±(ω)
λ±(ω) tende a zero. Naturalmente l’ordine di convergenza e´ legato alle caratte-
ristiche analitiche della funzione trasformata F (s) e, ancor piu´, a quelle della
funzione antitrasformata f(t). Conduciamo tale studio per per tre particolari
scelte di funzioni antitrasformate. Adottando la notazione di prodotto interno:




le proiezioni sulle autofunzioni della trasformata e della antitrasformata diven-
tano
c±(ω) =< F,ψ±(ω, ·) > e α±(ω) =< f, ψ±(ω, ·) > . (2.59)









otteniamo per i coefficienti α±(ω):
α+(ω) = pi−1/2[cos(θω/2)γ+(ω) + sin(θω/2)γ−(ω)] , (2.61)
α−(ω) = pi−1/2[sin(θω/2)γ+(ω)− cos(θω/2)γ−(ω)] . (2.62)
da cui, tenendo conto che λ−(ω) = −λ+(ω),
c+(ω) = pi−1/2λ+(ω)[cos(θω/2)γ+(ω) + sin(θω/2)γ−(ω)] , (2.63)
c−(ω) = pi−1/2[λ+(ω)[− sin(θω/2)γ+(ω) + cos(θω/2)γ−(ω)] . (2.64)
Utilizzando le relazioni (2.63) e (2.64) e´ possibile analizzare e dedurre il com-
portamento dei coefficienti c±(ω) per tre classi di funzioni.
antitrasformata di Laplace trasformata di Laplace
classe 1 fN,a1 (t) = t
Ne−pt N, a > 0 FN,a1 (s) =
Γ(N+1)
(s+a)N+1
classe 2 fk2 (t) = max(1− t/k, 0) k > 0 F k2 (s) = e
−ks+ks−1
ks2
classe 3 fA3 (t) = χ[0,A] =

1 0 ≤ t ≤ A




Si osserva che tutte le funzioni considerate appartengono ad L1w(R), per cui
sono ben definiti gli integrali c±(ω),α±(ω) e γ±(ω).
Le seguenti proposizioni forniscono nell’ordine l’espressione in forma chiusa dei
coefficienti c±(ω) per le classi 1,2 e 3. Indichiamo tali coefficienti rispettiva-
mente con c±1 (ω), c
±
2 (ω) e c
±
3 (ω).
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Proposizione 2.5.1
Siano fN,a1 (t) = t
Ne−at e FN,a1 (s) =
Γ(N+1)
(s+a)N+1
rispettivamente una funzione e
















(k − 1/2− iω)
]
(2.65)





































Γ(N + 1/2 + iω)
aN+1/2+iω
. (2.68)
Procedendo in modo analogo per γ−(ω), si ottiene:
γ−(ω) = Im
Γ(N + 1/2 + iω)
aN+1/2+iω
. (2.69)
Sostituendo le (2.68) e (2.69) in (2.63) e (2.64), applicando le relazioni valide
nel campo complesso
Re[z]Re[s] + Im[z]Im[s] = Re[zs] Im[z]Re[s]−Re[z]Im[s] = Im[zs] ,
con z = eiθω/2 e s = Γ(N+1/2+iω)
aN+1/2+iω
, e osservando che:
Γ(N + 1/2 + iω) = Γ(1/2 + iω)
N∏
k=1
(k − 1/2 + iω) , (2.70)
la tesi e´ provata. Infine per provare la (2.67) e´ sufficiente passare al modulo
nelle (2.65) e (2.66).
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Proposizione 2.5.2












(3/4− ω2) cos(ω ln k) + 2ω sin(ω ln k)
(ω2 + 1/4)(ω2 + 9/4)
+
sin(θω/2)
(3/4− ω2) sin(ω ln k)− 2ω cos(ω ln k)
(ω2 + 1/4)(ω2 + 9/4)
]
(2.71)






(3/4− ω2) cos(ω ln k) + 2ω sin(ω ln k)
(ω2 + 1/4)(ω2 + 9/4)
+
− cos(θω/2)(3/4− ω
2) sin(ω ln k)− 2ω cos(ω ln k)




c±2 (ω) = O(ω−2e−piω/2) . (2.73)
Dimostrazione









(1− ex/k)ex/2 cos(ωx)dx =[














(3/4− ω2) cos(ω ln k) + 2ω sin(ω ln k)
(ω2 + 1/4)(ω2 + 9/4)
.(2.74)




(1− t/k)sin(ω ln t)√
t
dt =
(3/4− ω2) sin(ω ln k)− 2ω cos(ω ln k)
(ω2 + 1/4)(ω2 + 9/4)
.
(2.75)
La tesi e´ provata sostituendo le (2.74) e (2.75) nelle (2.63) e (2.64). Infine per
provare la (2.73) e´ sufficiente osservare che
|c±2 (ω)| ≤
√
[c+(ω)]2 + [c−(ω)]2 = λ+(ω)
√
[α+(ω)]2 + [α−(ω)]2 =
λ+(ω)
√
pi[γ+(ω)]2 + [γ−(ω)]2 = λ+(ω)
√
k
pi(ω2 + 1/4)(ω2 + 9/4)
= O(e−piω/2ω−2) .
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Infine
Proposizione 2.5.3





rispettivamente una funzione e la relativa






















cos(ω lnA)/2 + ω sin(ω lnA)
(ω2 + 1/4)
+





c±3 (ω) = O(ω−1e−piω/2) . (2.78)
Dimostrazione





















sin(ω lnA)/2− ω cos(ω lnA)
(ω2 + 1/4)
. (2.80)
Infine per provare la (2.78), si ha:
|c±3 (ω)| ≤ λ+(ω)
√
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I risultati ottenuti nei tre casi studiati confermano il decadimento esponenziale
previsto per i coefficienti c±(ω) dal Teorema 2.5.2. Tuttavia, guardando
al comportamento asintotico dei corrispondenti coefficienti α±(ω), si ha che
sebbene in tutti e tre i casi anche essi decadono, solo per le funzioni della
prima classe il decadimento e´ di tipo esponenziale. Questa sostanziale differenza
e´ da attribuire alle caratteristiche analitiche della funzione f(t), essendo gli
α±(ω) combinazioni lineari dei coefficienti di Fourier della funzione f(ex)ex/2.
In particolare
(C1) Le funzioni fN,p1 ∈ C∞(R+) e i coefficienti α±(ω) decadono esponenzial-
mente;
(C2) Le funzioni fk2 ∈ C(R+) (ma non in C1(R+)) e i coefficienti α±(ω)
decadono come ω−2;
(C3) Le funzioni fA3 sono discontinue in t = A e i coefficienti α
±(ω) decadono
come ω−1;
2.5.2 La formula di inversione per il caso studio
Vogliamo mettere in luce alcuni aspetti preliminari ed evidenziare eventuali dif-
ficolta´ intrinseche che possono derivare dall’utilizzo della formula d’inversione
(2.48). A tal fine ci serviamo della conoscenza in forma chiusa dei coefficienti
c±(ω), stabilita dalle Proposizioni 2.5.1, 2.5.2 e 2.5.3. In questo conte-
sto supponiamo quindi note le espressioni dei coefficienti c±1 (ω),c
±
2 (ω) e c
±
3 (ω)
ottenute per le tre classi di funzioni studiate. Piu´ precisamente la formula











ψ−(ω, t)dω (j = 1, 2, 3) .
(2.82)
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ψ−(ω, t)dω (j = 1, 2, 3) .
(2.83)
che rappresenta la formula d’inversione troncata. Si osserva, dalla stessa defi-
nizione di integrale in senso improprio, che deve essere
fj(t) = lim
ω→∞
fj,ω(t) (j = 1, 2, 3) . (2.84)
Pertanto le fj,ω(t) rappresentano delle approssimazioni delle fj(t). Le figure
seguenti mostrano il comportamento delle funzioni f1,ω(t), f2,ω(t) e f3,ω(t) per
due valori distinti di ω a confronto con le antitrasformate
f 3,11 (t) = t
3e−t , f 52 (t) = max(1− t/5, 0), e f 13 (t) = χ[0,1] .
Da questa analisi scaturiscono tre osservazioni:
(1) Al crescere di ω le fj,ω(t) meglio approssimano le antitrasformate fj, come
previsto dalla (2.84);
(2) Per ogni fissato valore di ω si osserva che l’approssimazione peggiora in
vicinanza di t = 0 e migliora per grandi valori di t. Questo fenomeno, piu´
evidente per f 3,11 (t), e´ additabile alla natura delle autofunzioni che non
sono limitate nello zero e si annullano all’infinito.
(3) Infine nelle Figure 2.8, 2.9 si osserva che l’approssimazione peggiora anche
in vicinanza di t = 1 che e´ un punto di discontinuita´ per f3(t).
I fenomeni riscontrati in (2) e (3) appariranno piu´ chiari nel Capitolo 3. Le
approssimazioni fj,ω(t) mostrate sembrano convincere che la formula d’inver-
sione (2.48) possa risultare molto promettente per essere posta alla base della
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costruzione di un metodo numerico. Questo aspetto sembra contrapporsi alla
gia´ citata mal posizione del problema. Si noti bene pero´, che in questo paragra-
fo e´ fatto utilizzo della conoscenza in forma chiusa dei coefficienti c±j (ω), cosa
in generale (nelle applicazioni) non possibile. Di questo si dovra´ tener conto
nel seguito.
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Figura 2.4: Confronto tra f 3,11 (t) = t
3e−t e f1,ω(t) con ω = 5, per t ∈ [0.1, 7.0].










Figura 2.5: Confronto tra f 3,11 (t) = t
3e−t e f1,ω(t) con ω = 30, per t ∈ [0.1, 7.0].
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Figura 2.6: Confronto tra f 52 (t) = max(1 − t/5, 0) e f2,ω(t) con ω = 10, per
t ∈ [0.1, 7.0].









Figura 2.7: Confronto tra f 52 (t) = max(1 − t/5, 0) e f2,ω(t) con ω = 40, per
t ∈ [0.1, 7.0].
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Figura 2.8: Confronto tra f 13 (t) = χ[0,1]) e f3,ω(t) con ω = 20, per t ∈ [0.05, 2.0].









Figura 2.9: Confronto tra f 13 (t) = χ[0,1]) e f3,ω(t) con ω = 400, per t ∈
[0.05, 2.0].
Capitolo 3
Analisi numerica di un metodo




In questo capitolo l’attenzione e´ volta alla descrizione di un metodo numerico
per l’inversione della trasformata di Laplace nel caso reale, basato sulla for-
mula d’inversione dedotta nel Capitolo 2. Nell’ambito del procedimento di
risoluzione computazionale del problema, questa fase consiste nel passaggio dal
modello continuo M(P ) a modello discreto Mh(P ), fino alla sua descrizione
mediante un algoritmo A(P ). Come punto di partenza, analizziamo gli esperi-
menti ”numerici” condotti da McWhirter e Pike [56]. Le relative considerazioni,
di cui si dice nel paragrafo 3.1.1, servono per illustrare alcuni aspetti principali
che devono essere considerati nella realizzazione di un metodo numerico basato
sulla formula d’inversione (2.48). La seconda parte del capitolo, Sezione 3.2,
riguarda la formalizzazione dello schema generale di approssimazione numerica:
qui vengono mostrati i passi che caratterizzano il passaggio dal modello con-
tinuo M(P ) al modello discreto Mh(P ), e analizzati mediante lo studio delle
fonti di errore. Infine la Sezione 3.3 e´ dedicata allo studio del passaggio tra mo-
dello discreto Mh(P ) e algoritmo A(P ), con particolare riferimento all’effetto
della valutazione della soluzione discreta in un sistema aritmetico a precisione
finita. Qui trovano giustificazione anche i fenomeni descritti in [56] e riportati
nel paragrafo 3.1.1.
3.1.1 Primo utilizzo della formula d’inversione
Rivisitiamo in questo paragrafo le problematiche descritte da McWhirter e Pike
in relazione alla formula d’inversione in [56]. In particolare mostriamo come
dalla (2.48) viene dedotto un primo esempio di ricerca di ”soluzione numerica”
al problema (2.1). Prendendo spunto da un esempio sui fenomeni di ottica,
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in cui la soluzione del problema e´ espressa mediante uno sviluppo in serie di
autofunzioni, essi stabiliscono, per ogni problema del tipo (2.1), che
”[...] le autofunzioni dell’operatore devono essere riguardate come ele-
menti basilari di informazione, i quali mantengono la loro identita´ sotto
l’azione dell’operatore∫ +∞
0
K(x, y)Φn(y)dy = λnΦn(x) , (3.1)
ma sono scalati in grandezza attraverso gli autovalori λn [...]” .
Inoltre:
”[...] Piu´ λn e´ grande, piu´ efficiente sara´ la trasmissione del corrispon-
dente elemento di informazione1 attraverso l’integrale. Elementi per i
quali λn e´ sufficientemente piccolo sono trasmessi cos´ı debolmente che
scompaiono nel rumore [...]” .
Chiaramente, rileggendo in termini di condizionamento quest’ultima afferma-
zione, si lascia intendere che per valori piccoli di λn il problema diventa molto





















”[...] ω¯ e´ un numero il cui valore dipende dagli errori durante i calcoli . . .,
e i coefficienti a±ω non possono essere valutati indipendentemente e devono




In effetti, tale assunzione corrisponde all’aver adottato una tecnica di rego-
larizzazione per risolvere il problema. Il parametro ω¯, dagli autori indicato
come ”numero di Shannon generalizzato”, gioca infatti il ruolo del parametro
di regolarizzazione.
Ricerca della ”soluzione numerica”
In [56] gli autori non parlano mai esplicitamente di metodo numerico poiche´,
pur essendo stabilito come valutare in (3.2) i coefficienti c±(ω) e gli integrali
rispetto ad ω, non viene indicato un criterio per decidere quale sia la scelta
ottimale del valore ω¯. E´ comunque giusto rimarcare che, negli esempi proposti,
gli autori puntualizzano sull’importanza di questo valore e evidenziano che esso
dipende ”livello di rumore” nel calcolo dei coefficienti c±(ω).









la cui soluzione e´ nota ed e´ data da f(t) = te−t. La determinazione di soluzioni
numeriche e´ schematizzata dalle tre seguenti fasi.
Fase 1: La regolarizzazione per troncamento
Il primo punto consiste nel porre nella (3.2)
a±ω = 0 ∀ω > ω¯ . (3.5)
2Nei test originali e´ considerata l’equazione piu´ generale
F (s) =
1 + s2 − β2t2




e−st cos(βst)f(t)dt , (3.3)
che rappresenta il problema (2.1) con nucleo K(x) = e−x cos(βx).
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In sostanza si assiste ad un procedimento di regolarizzazione per troncamento.











ϕ−(ω, t)dω , (3.6)
sia, gia´ per piccoli valori di ω¯, una approssimazione ”sufficientemente” accurata
della soluzione f(t).
Fase 2: Il sistema discreto di autofunzioni
Il calcolo degli integrali rispetto ad ω nella (3.6) e´ ricondotto ad una combina-
zione lineare di speciali autofunzioni. Dati due valori positivi L1 e L2 > L1,
che per il momento non sono ancora fissati, e posto
∆ω =
2pi
lnL2 − lnL1 , (3.7)
e´ facile provare che il sistema discreto di autofunzioni
ϕ±(n∆ω, t) n = 0, 1, 2, · · · (3.8)
forma un sistema ortogonale completo nell’intervallo [L1, L2], che potrebbe es-
sere normalizzato mediante il fattore
√
∆ω. In virtu´ di questo la ”soluzione











ϕ−(n∆ω, t) . (3.9)
Questa sostituzione va interpretata come una discretizzazione uniforme degli
integrali in (3.6). In alternativa tali integrali possono essere valutati piu´ ac-
curatamente utilizzando discretizzazioni non uniformi (come la quadratura di
Gauss).
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Fase 3: Il calcolo dei coefficienti
Infine resta il problema di come valutare numericamente i coefficienti c±(ω).
Poiche´ negli integrali considerati le ϕ+(n∆ω, t) non sono limitate nello zero e
il dominio e´ la semiretta reale, si opta per un doppio troncamento. Ponendo





F (s)ϕ±(n∆ω, s)ds , c2 =
∫ +∞
L2




F (s)ϕ±(n∆ω, s)ds , (3.11)
si scelgono L1 ”abbastanza” piccolo e L2 ”abbastanza” grande in modo che
C±(n∆ω) sia una approssimazione sufficientemente accurata di c±(n∆ω). Sfrut-
tando la particolare espressione di F (s) = 1
1+s2
e le relazioni (2.39) e (2.40), si













|F (s)|s−1/2ds ∼ L−3/22 . (3.13)
Da cui ponendo L1 = 10
−15 e L2 = 105 si ottengono le stime |c1|, |c2| < 10−7.5.
Pertanto, nella somma (3.9), poniamo
c±n =
 ∆ω C±(n∆ω) se n 6= 01
2
∆ω C±(0) se n = 0
, (3.14)
con
∆ω ' 0.136 e N∆ω = ω¯ . (3.15)
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I risultati
Nel primo test (di cui si riporta l’immagine originale in Figura 3.1) gli autori
discutono i risultati ottenuti mediante (3.9) per tre diversi valori di N e ammet-
tendo di valutare i coefficienti c±n con accuratezza 10
−5. In [56] essi osservano
che
per N = 20 pur se la soluzione numerica ”[...] ha una forma non dissimile da quella
della soluzione f(t), essa devia notevolmente da essa a causa della perdita
delle componenti piu´ alte [...]”;
per N = 40 La soluzione numerica in questo caso differisce davvero poco dalla f(t).
Questo risultato e´ adibito alla
”[...] particolare f(t) scelta che non contiene componenti significative piu´
alte [...]”.
In pratica fdisN (t) ' f(t) per N = 40 (ω¯ = 5.44).
per N = 60 ”[...] Il risultato devia considerevolmente dalla soluzione f(t) [...]”.
Cioe´ dipende dal fatto che quando N ≥ 60
”[...] λ±(n∆ω) e´ cos´ı piccolo che anche se i piccoli errori sono tollerati
nella valutazione delle proiezioni sulle autofunzioni c±n , sono sufficienti
per dominare la soluzione f(t)[...]”.
Il secondo test (Figura 3.2) e´ praticamente identico al primo, se non per
la differenza che in questo caso vengono aggiunti errori casuali ai coefficienti
c±n , con distribuzione di probabilita´ Gaussiana e deviazione standard 10
−3. In
questo caso le soluzioni numeriche sono ottenute solo per N = 20 e N = 30.
per N = 20 ”[...] Il risultato che include 20 termini e´ simile a quello ottenuto nel
primo test [...]”.
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Figura 3.1: Immagine originale del primo test proposto in [56]. La curva piena
e´ la soluzione ”esatta” ed e´ indistinguibile dalla soluzione numerica per N = 40,
la curva tratteggiata e la curva rotta (tratteggio-punto) sono rispettivamente
la soluzione numerica per N = 20 e N = 60.
Figura 3.2: Immagine originale del secondo test proposto in [56]. La curva piena
e´ la soluzione ”esatta”, la curva tratteggiata e la curva rotta (tratteggio-punto)
sono rispettivamente la soluzione numerica per N = 20 e N = 30.
per N = 30 ”[...] Quando piu´ termini vengono inclusi nella somma, i risultati di-
ventano crescono costantemente in modo erroneo. Gia´ per N = 30 il
comportamento e´ abbastanza errato [...]”.
L’effetto dell’avere aumentato il rumore (errore) sui coefficienti si ripercuote
sulla scelta ottimale del valore ω¯. Nel primo caso ω¯ ∼ 40∆ω, nel secondo ω¯ ∼
20∆ω. La Proposizione 3.3.1 mostrera´ che questo rapporto e´ semplicemente
legato alle cifre significative corrette nel calcolo dei coefficienti c±n .
3.2 Schema generale di approssimazione numerica: da M(P ) a Mh(P ) 62
3.2 Schema generale di approssimazione nu-
merica: da M(P ) a Mh(P )
Affrontiamo in questa sezione il problema della introduzione di uno schema
generale di approssimazione numerica della formula d’inversione (2.48). Osser-




GF (ω, t)dω t ∈ <+ (3.16)
dove






ψ−(ω, t) t, ω ∈ <+ . (3.17)
Come osservato nel Capitolo 2, il condizionamento della formula d’inversione
dipende dalla quantita´ ∣∣∣∣ 1λ±(ω)
∣∣∣∣ ' epiω2 (3.18)
che cresce senza limite. Pertanto, dal punto di vista numerico, si comprende
che, sebbene (3.16) esprima formalmente la soluzione, essa non puo´ essere uti-





GF (ω, t)dω t ∈ <+ . (3.19)
In (3.9) l’integrale e´ sostituito con una sommatoria. Piu´ in generale, data una
formula di quadratura Qh relativa all’intervallo [0, ω¯], la relazione (3.19) puo´
essere approssimata con
fhω¯ (t) = Q
h(GF (·, t)) . (3.20)
Evidentemente l’ultima relazione fornisce un’espressione discreta della formula
d’inversione. Nella (3.20) e´ possibile riconoscere, come caso particolare, la
”soluzione numerica” descritta in (3.9): in quella circostanza la formula si
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quadratura coinvolta e´ la trapezoidale composita. Attraverso le relazioni (3.19)
e (3.20) possiamo finalmente fornire lo schema di approssimazione numerica:
Definizione 3.2.1
Passo 1:: Assegnato ω¯ > 0, si consideri l’operatore
Tω¯ : F 7→ fω(t) ; (3.21)
Passo 2:: Assegnata Qh, formula di quadratura relativa all’intervallo [0, ω¯], con h
massima ampiezza del passo di discretizzazione, si consideri l’applicazione
Dh : fω(t) =
∫ ω¯
0
GF (ω, t)dω 7→ Qh(GF (·, t)) . (3.22)
Allora si ha:
fhω¯ (t) = Q
h(GF (·, t)) = DhTω¯(F ) ; (3.23)
I Passi 1 e 2 individuano lo schema di approssimazione numerica o, piu´
semplicemente, il metodo numerico.
La soluzione fhω¯ (t) determinata dalla schema e´ detta soluzione discreta o
approssimazione discreta del metodo.
Si osservi che, volutamente, ancora non si e´ preso in considerazione che la solu-
zione discreta deve essere valutata in un sistema aritmetico a precisione finita,
aspetto che verra´ indagato nella Sezione 3.3.
Dalla Definizione 3.2.1 si evincono per il metodo numerico due caratteristi-
che:
1. Nel Passo 1 non si e´ fissato il valore di ω¯. La scelta di questo valore
rappresenta il problema principale nell’utilizzo della formula d’inversione,
problema che verra´ affrontato nelCapitolo 4 per mezzo dell’introduzione
della regolarizzazione numerica.
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2. Nel Passo 2 non si e´ fissato il tipo di formula di quadratura. La Sezione
3.5 mostrera´ che tale scelta, a prima vista importante, sara´ di influenza
secondaria sull’accuratezza ottenibile dalla formula di inversione.
3.2.1 Sorgenti di errore: il troncamento e la discretizza-
zione
Vogliamo qui analizzare gli errori naturalmente legati alla definizione di solu-




TEω¯(t) = T∞(F )− Tω¯(F ) = f(t)− fω¯(t) (3.24)
rappresenta l’errore di troncamento introdotto al Passo 1.
Nel Passo 2 l’integrale che definisce fω(t) e´ discretizzato per mezzo di una
formula di quadratura, quindi
Definizione 3.2.3
La differenza:
DEhω¯(t) = Tω¯(F )−DhTω¯(F ) = fω¯(t)− fhω¯ (t) (3.25)
rappresenta l’errore di discretizzazione introdotto al Passo 2.
3.2.2 Analisi dell’errore di discretizzazione
In generale, supponiamo che Qh sia una formula di quadratura composita re-
lativa all’intervallo [0, ω¯], ottenuta da una formula base Q che ha grado di
precisione algebrico d > 0 [18], otteniamo il seguente risultato:
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Lemma 3.2.1 (Stima dell’errore di discretizzazione)
Se G(·, t) ∈ Ck+1[0, ω¯], ∀t > 0 e se esiste H(t), t > 0 tale che:
|G(k+1)(ω, t)| ≤ H(t), ω ∈ [0, ω¯] t > 0 , (3.26)
allora l’errore di discretizzazione DEhω¯(t), dovuto alla formula composita Q
h,
puo´ essere stimato come segue:
|DEhω¯(t)| ≤ ck,d H(t) ω¯ hk+1 = O(hk+1) , (3.27)
dove ck,d = 2
ek 3k+1
dk(d−k) e d > k e´ il grado di precisione algebrico della formula base
Q.
Dimostrazione
Sia τj la lunghezza del sottointervallo [tj−1, tj] della formula compositaQh(GF (·, t)).
Usando il Teorema di Rivlin [66] in ogni sottointervallo e sommando su tutti
i sottointervalli:
|DEhω¯(t)| ≤ ck,d H(t)
n∑
j=1




k+1 = ck,d H(t) ω¯ h
k+1
(3.28)
Si osserva che le ipotesi di regolarita´ sulla funzione G(ω, t) sono verificate non
appena F, f ∈ L1w(R+). Infatti
• i rapporti c±(ω)
λ±(ω) sono combinazioni lineari dei coefficienti di Fourier di
f(ex)ex/2;
• le funzioni ψ±(ω, t) sono analitiche rispetto ad ω per ogni fissato t > 0.
Ne consegue una sufficiente regolarita´ che, insieme al Lemma 3.2.1, prova il
seguente:
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Teorema 3.2.1
Se Qh e´ una formula composita di una formula Q con grado di precisione





|Tω¯(F )−DhTω¯(F )| = 0 ∀t > 0 . (3.29)
La relazione (3.29) suggerisce che, una volta fissato il valore di ω¯, e´ bene infit-
tire la discretizzazione diminuendo la massima ampiezza del passo h. E´ bene
osservare che, avendo a disposizione un sistema aritmetico a precisione finita,
il valore h non puo´ essere scelto arbitrariamente piccolo.
3.2.3 Analisi dell’errore di troncamento
Discutiamo adesso dell’errore di troncamento introdotto al Passo 2. Prendia-
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Dimostrazione
Dalle disuguaglianze
















Si osservi che la condizione (3.32) e´ sufficiente a garantire che gli integrali nella
(2.48) esistano finiti. Inoltre essa ha un ruolo analogo a quello che gioca la
condizione di Picard [42] nel caratterizzare l’esistenza della decomposizione in
valori singolari delle soluzioni delle equazioni integrali di Fredholm di prima
specie [43].
Il Lemma 3.2.2 stabilisce che lo studio della funzione N(ω) puo´ fornire infor-
mazioni sull’andamento generale dell’errore di troncamento. Una espressione
asintotica di N(ω) e´ deducibile a partire dai risultati ottenuti nel paragrafo
2.5.1.
Dalla Proposizione 2.5.1, per le funzioni fN,a1 (t) = t
Ne−at della classe 1, si
ha: ∣∣∣∣ c±(ω)λ±(ω)
∣∣∣∣ = O(ωNe−piω)λ±(ω) = O(ωNe−piω)O(epiω/2) = O(ωNe−piω/2) , (3.36)
mentre, dalla Proposizione 2.5.2, per le funzioni fk2 (t) = max(1 − t/k, 0)
della classe 2, si ha:∣∣∣∣ c±(ω)λ±(ω)
∣∣∣∣ = O(ω−2e−piω/2)λ±(ω) = O(ω−2e−piω/2)O(epiω/2) = O(ω−2) . (3.37)
Mettendo insieme le relazioni (3.36) e (3.37) e il Lemma 3.2.2, si ottengono
per le classi 1 e 2 i seguenti risultati:
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Proposizione 3.2.1
Siano fN,a1 (t) = t
Ne−at e FN,a1 (s) =
Γ(N+1)
(s+a)N+1
rispettivamente una funzione e
la relativa trasformata di Laplace, con N, a > 0. Per l’errore di troncamento
TEω¯(t) si ha
TEω¯(t) = O(ω¯Ne−piω¯/2) . (3.38)
Dimostrazione
Supponiamo per semplicita´ N intero. Per la (3.36) esiste K > 0 tale che









Ne−piω¯/2ω¯N−1 + · · ·+N !e−piω¯/2] < 2K√
pit
(N + 1)!ω¯Ne−piω¯/2 = O(ω¯Ne−piω¯/2) . (3.40)
Il caso piu´ generale N ∈ R+ si prova mediante la funzione Gamma.
Proposizione 3.2.2




e la relativa trasformata di Laplace, con k > 0. Per l’errore di troncamento
TEω¯(t) si ha
TEω¯(t) = O(ω¯−1) . (3.41)
Dimostrazione
Per la (3.37) esiste K > 0 tale che









ω¯−1 = O(ω¯−1) . (3.43)
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In effetti le Proposizioni 3.2.1 e 3.2.2 forniscono delle stime a priori
dell’errore di troncamento che sono basate sulla conoscenza in forma chiusa dei
coefficienti c±(ω). L’andamento teorico suggerisce che per il troncamento sono
possibili due ordini di decadimento: esponenziale e polinomiale. Per verificare
questo risultato consideriamo piu´ in generale le tre funzioni
f1(t) = t e
−4t , f2(t) = max(5− t, 0) , f3(t) = χ[0,1] , (3.44)











In Figura 3.3 e´ riportato, in scala semi-logaritmica, l’andamento di N(ω) per
le tre funzioni scelte. Si puo´ osservare che:









Figura 3.3: Comportamento asintotico di N(ω). N1(ω), N2(ω) e N3(ω) si
riferiscono rispettivamente a f1(t) = te
−4t, f2(t) = max(5−t,0) e f3(t) = χ[0,1].
• N1(ω) decade con ordine esponenziale (il suo grafico in scala semi-logaritmica
e´ pressoche´ una retta).
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• N2(ω) e N3(ω) hanno un ”minor ordine di decadimento” (le curve sono
funzioni decrescenti e convesse, ma non sono rette).
In effetti, mediante una tecnica illustrata nel Capitolo 4 che fornisce una
stima computazionale di N(ω), si trova sperimentalmente che al crescere di ω
N(ω) decade approssimativamente: con ordine esponenziale nel primo caso e
con ordine polinomiale negli altri due. Si ha infatti:
N1(ω) ≤ 12.1 e−1.25 ω , N2(ω) ≤ 0.267 ω−1.896 , N3(ω) ≤ 0.528 ω−0.9596 .
(3.46)
Le stime sperimentali in (3.46), in accordo con quelle teoriche, suggeriscono che
in generale e´ lecito assumere per N(ω) uno dei due comportamenti asintotici:
(a) N(ω) ≤ C1e−C2ω , (b) N(ω) ≤ C1ω−(C2+1) . (3.47)
Il seguente risultato, basato sul Lemma 3.2.2, fornisce una stima dell’errore
di troncamento nei due possibili casi.
Teorema 3.2.2 (Stima dell’errore di troncamento)












ω¯−C2 se N(ω) ≤ C1ω−(C2+1)
(3.48)




















3.2 Schema generale di approssimazione numerica: da M(P ) a Mh(P ) 71















La stima (3.49) e´ di effettiva utilita´ solo nel caso sia possibile stimare N(ω)
con una delle espressioni in (3.48). Cio´ avviene per le funzioni f1(t) e f2(t),
ma non per la funzione f3(t), per la quale si ha N3(ω) ≤ C1ω−(C2+1) con
C2 = −0.04 < 0. Quindi per f3(t) l’errore di troncamento non e´ stimabile
mediante N(ω): in questo caso la finitezza di TEω¯(t) e´ conseguenza del lemma
di Riemann-Lebesgue.
Il Teorema 3.2.2 suggerisce che al fine di ottenere una stima superiore del-
l’errore di troncamento e´ sufficiente determinare C1 e C2 e selezionare il com-
portamento asintotico di TB(ω¯). Come stimare il valore di TB(ω¯) e calcolare
C1 e C2 e´ spiegato nella Sezione 4.4.
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3.3 Dal metodo numerico Mh(P ) all’algoritmo
A(P )
Nell’aver analizzato gli errori legati al metodo numerico non si e´ ancora con-
siderato che la soluzione discreta, introdotta mediante la Definizione 3.2.1,
deve essere valutata in un sistema aritmetico a precisione finita.
Definizione 3.3.1
Passo 3:: Sia u la precisione macchina del sistema aritmetico a precisione finita F.
Si consideri l’applicazione
Cu : fhω¯ (t) 7→ fh,uω¯ (t) = fhω¯ (t) (1 + ηu) (η = const.) (3.52)
con η quantita´ dipendente dal condizionamento e dal sistema aritmetico a pre-
cisione finita F. Allora la fh,uω¯ (t) e´ detta soluzione numerica o approssi-
mazione numerica del metodo.
3.3.1 Sorgenti di errore: l’errore di condizionamento
Una volta stabiliti i parametri u, ω¯ e Qh, su fhω¯ (t) sono certamente presenti




CEh,uω¯ (t) := DhTω¯(F )− CuDhTω¯(F ) = fhω¯ (t)− fh,uω¯ (t) (3.53)
rappresenta l’errore di condizionamento introdotto al passo 3.
L’errore di condizionamento e´ l’errore che si commette nella valutazione della
soluzione discreta fhω¯ (t) in un sistema aritmetico a precisione finita. L’ordine
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di grandezza di CEh,uω¯ (t) dipende anche dal condizionamento della soluzione
discreta, da qui la scelta del nome errore di condizionamento. Infine, tenendo
conto di tutti i Passi 1-3:
Definizione 3.3.3
La differenza:
GEh,uω¯ (t) := f(t)− fh,uω¯ (t) (3.54)
rappresenta l’errore globale introdotto su fh,uω¯ (t).
NelCapitolo 4 lo studio dell’errore globale GEω¯(t), mediante sue stime, risulta
discriminante nella scelta del valore del parametro ω¯.
3.3.2 Analisi dell’errore di condizionamento
L’analisi della propagazione degli errori durante i calcoli e´ di fondamentale im-
portanza nella progettazione di algoritmi. Questo aspetto e´ particolarmente
significativo nel caso dei problemi mal posti. Infatti per questi problemi c’e´ da
attendersi una amplificazione non limitata degli errori. Solo una dettagliata
analisi della propagazione degli errori durante la fase di valutazione numerica
puo´ permettere di capire come controllare e attenuare le instabilita´.
Quindi, riguardo alla formula d’inversione (2.48) ed al relativo schema di ap-
prossimazione numerica descritto, e´ necessario studiare essenzialmente gli errori
legati al Passo 3. In particolare, ci riferiamo al calcolo della funzione integran-
da G che dipende dai coefficienti c± e dagli autovalori λ±.
Vogliamo stabilire adesso un risultato per l’errore di condizionamento
CEh,uω¯ (t) = DhTω¯(F )− CuDhTω¯(F ) . (3.55)
Indichiamo preliminarmente con Fδ(s) il valore in s a disposizione della funzione
trasformata F (s), e assumiamo che sia:
Fδ(s) := F (s)(1 + δ(s)) , |δ(s)| ≤ δ , ∀s ≥ 0 . (3.56)
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Al fine di stimare CEh,uω¯ (t), mediante un modello semplificato, assumiamo che
l’errore introdotto, nel passaggio tra soluzione discreta fhω¯ (t) e soluzione nume-
rica fh,uω¯ (t), sia unicamente imputabile alla propagazione dell’errore δ presente
sul dato Fδ. Cioe´
CuDhTω¯(F ) ' DhTω¯(Fδ) . (3.57)
L’ipotesi (3.57) e´ plausibile e giustificata dalla seguente:
Osservazione 3.3.1
Se consideriamo la valutazione della trasformata F (s) nel sistema aritmeti-
co F a precisione finita, con massima accuratezza relativa u, indicando con
C(F, s) = |sF
′(s)|
|F (s)| l’indice di condizionamento relativo della funzione F in s, si
avra´
δ(s) = C(F, s)u+O(u2) (3.58)
da cui, posto C = sups|C(F, s)|,
δ = Cu (3.59)
Dalla (3.55) e dalla (3.57) si ha:
CEh,uω¯ (t) ' DhTω¯(F )−DhTω¯(Fδ) = DhTω¯(F − Fδ) . (3.60)
Quindi l’errore di condizionamento puo´ essere stimato come:
|CEh,uω¯ (t)| ≤ K(Dh, Tω¯)δ (3.61)
con K = K(Dh, Tω¯) costante dipendente dai singoli passi dello schema nume-
rico. Il valore di K puo´ essere stimato attraverso l’analisi della propagazione
dell’errore δ.
Denotiamo mediante
c±δ (ω) := < ψ
±(ω, ·), Fδ(·) > (3.62)
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i valori perturbati delle proiezioni sulle autofunzioni, e mediante
Θ±(ω) = c±δ (ω)− c±(ω) (3.63)
l’errore assoluto su tali proiezioni. Il prossimo risultato descrive la propagazione
di δ(s) su Θ±(ω).
Lemma 3.3.1
Siano Fδ(s), δ(s), c
±
δ (ω) e Θ
±(ω) come in (3.56), (3.62) e (3.63). Allora4:
|Θ±(ω)| ≤ ‖F‖L1w δ , ∀ω ≥ 0 . (3.64)
Dimostrazione
Si ha:
|Θ±(ω)| = |c±δ (ω)− c±(ω)| = | < ψ±(ω, ·), Fδ(·) > − < ψ±(ω, ·), F (·) > | =




∣∣∣∣ ≤ δ ∫ +∞
0
|F (s)||ψ±(ω, s)|ds .








ψ−(ω, t) t, ω ∈ <+ . (3.65)
Si vuole discutere della propagazione di Θ± su
β(ω, t) = Gδ(ω, t)−G(ω, t) , t, ω > 0, (3.66)
che denota l’errore assoluto su G. Allora:
Lemma 3.3.2
Siano c±δ (ω), Θ
±(ω), Gδ(ω, t) e β(ω, t) come in (3.62), (3.63), (3.65) and
(3.66). Se esiste una valore Θ ≥ 0 tale che
|Θ±(ω)| ≤ Θ , 0 ≤ ω ≤ ω¯ , (3.67)
4Si osserva che se F (s) non cambia segno allora ‖F‖L1w = |c+(0)|.
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allora:





epiω¯/2 Θ , 0 ≤ ω ≤ ω¯, t > 0 . (3.68)
Dimostrazione
Dalla (3.34), si ha:












∣∣∣∣ = 2 Θ 1√pit maxω≤ω¯
∣∣∣∣ 1λ±(ω)
∣∣∣∣ .(3.69)
Dalla (2.38): ∣∣∣∣ 1λ±(ω)
∣∣∣∣ ' epiω/2√2pi ≤ epiω¯/2√2pi . (3.70)
Applicando la (3.70) nella (3.69) la tesi e´ provata.
Infine il seguente lemma collega l’errore β, presente su G all’errore di condizio-
namento CEh,uω¯ (t), mediante l’indice di condizionamento assoluto della formula
di quadratura Qh [18].
Lemma 3.3.3
Siano Gδ(ω, t), β(ω, t), f
h,u
ω¯ (t) e l’errore di condizionamento CE
h,u
ω¯ (t) come in
(3.65), (3.66), (3.52) e (3.53). Se esiste una funzione h(t) tale che
|β(ω, t)| ≤ h(t) 0 ≤ ω ≤ ω¯, t > 0 (3.71)
allora si ha:
|CEh,uω¯ (t)| ≤ h(t) ν(Qh) 0 ≤ ω ≤ ω¯, t > 0 , (3.72)
dove ν(Qh) e´ l’indice di condizionamento assoluto della formula di quadratura
Qh.
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Dimostrazione
La tesi segue immediatamente applicando la (3.71) nella disuguaglianza:
|CEh,uω¯ (t)| = |fhω¯ (t)− fh,uω¯ (t)| = |Qh(G(·, t))−Qh(Gδ(·, t))| ≤
≤ ν(Qh) max
0≤ω≤ω¯
|Gδ(ω, t)−G(ω, t)| = ν(Qh) max
0≤ω≤ω¯
|β(ω, t)| . (3.73)
I precedenti risultati hanno mostrato che l’amplificazione dell’errore presente
sul dato avviene in tre fasi:
• calcolo dei coefficienti c±(ω) (Lemma 3.3.1);
• moltiplicazioni per gli autovalori λ±(ω) (Lemma 3.3.2);
• integrazione della funzione G mediante quadratura (Lemma 3.3.3).
Queste fasi possono essere inglobate in un unico risultato che descrive l’effetto
complessivo della propagazione dell’errore, dal dato Fδ alla soluzione numerica
fh,uω¯ (t).
Teorema 3.3.1 (Stima dell’errore di condizionamento)











‖F‖L1wδ ν(Qh) epiω¯/2 , (3.75)
e ν(Qh) e´ l’indice di condizionamento assoluto della formula di quadratura Qh.
Dimostrazione
E´ sufficiente applicare il Lemma 3.3.2 con Θ = ‖F‖L1w δ ed il Lemma 3.3.3
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La quantita´ CB fornisce a meno del fattore t−1/2, una stima superiore dell’er-
rore di condizionamento e pertanto verra´ detta in seguito stima del condi-
zionamento. Si noti che in CB sono presenti tutti i fattori di amplificazione
dell’errore ‖F‖L1w , ν(Qh) e epiω¯/2. In particolare
• un primo fattore moltiplicativo nella stima del condizionamento e´ dato
dall’indice di condizionamento ν(Qh). Questo permette di decidere quale
scelta sia piu´ opportuna per la formula di quadratura Qh: e´ preferibile
utilizzare formule con basso indice di condizionamento (Newton-Cotes
composite, Gauss, etc etc) [18].
• Oltre a ν(Qh), il termine dominante in CB e´ il fattore esponenziale epiω¯/2
dovuto alla divisione per gli autovalori λ±. Questo aspetto conferma
che il mal condizionamento del problema discreto dipende principalmente
dall’andamento asintotico dello spettro degli autovalori.
Una prima notevole conseguenza della presenza del fattore epiω¯/2 e´ evidenziata
nella seguente:
Proposizione 3.3.1
Dato m > 0, sia Tol = 10−m. Supponiamo di calcolare le proiezioni sulle
autofunzioni con una accuratezza Θ = 10−p e sia K > 0 tale che ν(Qh) ≤ K.
Allora affinche si abbia per l’errore di condizionamento















In questo caso l’accuratezza Θ nei coefficienti e´ fissata. Pertanto in (3.74) si







Θ K epiω¯/2 . (3.78)







10−p K epiω¯/2 ≤ 10−m , (3.79)
da cui la tesi.
La relazione (3.77) evidenzia che il valore di ω¯ e´ direttamente proporzionale
alla differenza di cifre corrette p nel calcolo dei coefficienti c±(ω) e cifre corrette
m desiderate sulla soluzione. Questa relazione convalida i primi esperimenti,
mostrati nel paragrafo 3.1.1, dove l’accuratezza nei coefficienti varia da 10−5 a







Nel Capitolo 3 sono state discusse le fonti di errore che insorgono a causa del-
l’introduzione di uno schema di approssimazione numerica basato sulla formula
d’inversione. Il contributo di tutti gli errori, troncamento, discretizzazione e
condizionamento, da´ luogo a quello che in (3.54) abbiamo definito errore glo-
bale presente su fh,uω¯ (t). Dalla definizione stessa segue che l’errore globale
GEh,uω¯ (t) e´ funzione dei parametri u, h e ω¯. Nel presente capitolo vogliamo sta-
bilire un criterio di scelta per questi parametri, in modo da poter calcolare la
soluzione numerica piu´ accurata possibile, ovvero quella soluzione in corrispon-
denza della quale risulta minimo l’errore globale (o una sua stima). Si osserva
che il valore di u e´ fissato e dipende dal sistema aritmetico a precisione finita.
Mentre per h si e´ stabilito che e´ opportuno scegliere formule di quadratura
con basso indice di condizionamento assoluto. Rimane quindi il problema delle
scelta del parametro ω¯. Tale problema riveste un ruolo centrale ed e´ affrontato
sulla base della metodologia descritta nella Sezione 4.2. Qui e´ introdotto il
concetto generale di ”regolarizzazione numerica”. Con regolarizzazione nume-
rica si vuole intendere la metodologia per calcolare una approssimazione della
soluzione del problema M(P ), richiedendo che l’errore globalmente introdotto
dallo schema di regolarizzazione sia il minimo possibile. Nella Sezione 4.3 viene
mostrato come tale tecnica si adatta allo schema numerico proposto. In questo
contesto la soluzione numerica regolarizzata svolgera´ il ruolo della soluzione ot-
timale e i risultati ottenuti in termini di accuratezza saranno riguardati come
caso particolare. La Sezione 4.4 e´ infine dedicata all’introduzione di un nucleo
computazionale per regolarizzazione numerica e al chiarimento di come siano
state ottenute le stime computazionali ad essa necessarie.
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4.2 Il concetto di regolarizzazione numerica
Con il termine ”regolarizzazione numerica” si vuole intendere l’insieme di con-
cetti generali, principi e metodologie che permeano interamente l’approccio
numerico alla regolarizzazione di un problema inverso. Tale approccio deve
tenere conto sia delle intrinseche difficolta´ del problema continuo, quali posi-
zionamento prima e condizionamento poi, sia delle difficolta´ proprie del fatto
che ogni metodo di regolarizzazione (in senso classico) necessita di essere imple-
mentato, mediante algoritmi e software, in un opportuno ambiente di calcolo.
Di qui la necessita´ di tenere conto di tutte le fonti di errore che insorgono nelle
fasi del procedimento di risoluzione computazionale del problema. Una sintesi
grafica di tale concetto e´ riportata in Figura 4.1
Figura 4.1: Regolarizzazione e regolarizzazione numerica nel procedimento di
risoluzione computazionale di un problema
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4.2.1 Una introduzione generale
Siano P un problema reale ed M(P ) un modello matematico che lo descri-
ve. Supponiamo inoltre che M(P ) dia luogo ad un problema mal posto.
Ripercorriamo il procedimento di risoluzione computazionale del problema.
M(P ):: Se M(P ) e´ un problema mal posto rappresentato dalla terna (K,X, Y ),
allora l’operatore inverso K−1 di K e´ discontinuo. Pertanto si ha
µ(K−1) =∞ . (4.1)
M (α)(P ):: Introduciamo allora una famiglia di operatori regolarizzanti {Rα}α>0 (pa-
ragrafo 1.3.1) e sostituiamo al problema M(P ) il problema descritto da
M (α)(P ). Il problema e´ ben posto (l’operatore Rα e´ stabile) e permette
di stimare l’errore di perturbazione mediante il fattore di amplificazione
µ(Rα) <∞ . (4.2)
La scelta del parametro ottimale di regolarizzazione αopt(δ) e´ basata sulla
minimizzazione di un funzionale di regolarizzazione Φα[x, yδ] definito in
(1.8). La soluzione regolarizzata e´ data da
xδαopt = Rαopt(yδ) . (4.3)
I precedenti passi mostrano che la tecnica di regolarizzazione descrive il passag-
gio da un problema mal posto in M(P ) ad un problema ben posto in M (α)(P ).
Questo approccio non tiene conto pero´ degli ulteriori stadi del procedimento di
risoluzione computazionale che dal problema reale P conduce alla realizzazione
dell’algoritmo A(P ), alla base di un elemento di software matematico S(P ).
Sulla base dello schema di approssimazione numerica, descritto nella Sezione
3.2, esponiamo adesso le restanti fasi del procedimento di risoluzione compu-
tazionale del problema:
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M
(α)
h (P ):: Si vuole introdurre il problema discreto M
(α)
h (P ). Se il problema mate-
matico M (α)(P ) e´ gia´ discreto, poniamo
M
(α)
h (P ) ≡M (α)(P ) , (4.4)
altrimenti assumiamo cheM (α)(P ) sia discretizzato formalmente median-
te l’introduzione di un operatore (di discretizzazione)
Dh : xα → xα,h , (4.5)
e poniamo
Dh ◦Rα ≡ Rα,h : y → xα,h . (4.6)
Ci si aspetta che Rα,h sia una buona approssimazione di Rα, cioe´ che:
lim
h→0
‖Rα,h(yδ)−Rα(yδ)‖X = 0 ∀yδ ∈ Y . (4.7)
La soluzione
xδα,h = Rα,h(yδ) (4.8)
rappresenta la soluzione discreta del problema M(P ).
A(P ):: Infine il problema matematico discreto M
(α)
h (P ) e´ descritto mediante un
algoritmo A(P ) implementato in un sistema aritmetico F a precisione
finita u, ovvero formalmente mediante l’introduzione di un operatore (di
round-off o di condizionamento)
Cu : xα,h → xα,h,u := xα,h(1 + σα,h,u u) , (4.9)
con σ = σα,h,u, quantita´ dipendente dal condizionamento di Rα,h, dalla
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precisione u e dalla stabilita´ dell’algoritmo A(P )1, e tale che
Cu ◦Rα,h ≡ Rα,h,u : y → xα,h,u . (4.10)
La soluzione
xδα,h,u = Rα,h,u(yδ) (4.11)




‖Rα,h,u(yδ)−Rα,h(yδ)‖X = 0 ∀yδ ∈ Y . (4.12)
La relazione (4.12) vuol significare che, supponendo di avere a disposizio-
ne un sistema aritmetico a precisione infinita (u = 0), non ci sono errori
di round-off e la soluzione numerica viene a coincidere con la soluzione
discreta.
Per quanto riguarda l’ordine di grandezza di σ si osservi che l’algoritmo
e´ l’implementazione del metodo numerico. Pertanto deve riflettere in ter-
mini di amplificazione dell’errore δ almeno le caratteristiche del modello
discreto. Ovvero durante l’esecuzione dell’algoritmo, oltre alla naturale
amplificazione dell’errore δ dovuta al fattore µ(Rα,h), condizionamento
del problema discreto, intervengono anche altri errori (vedi (a2) in nota
1). Questo ci permette di assumere che
σ ≥ µ(Rα,h) , (4.13)
1Con stabilita´ dell’algoritmo intendiamo il grado di sensibilita´ che lo stesso algoritmo ha
rispetto
(a1) alle perturbazioni sui dati iniziali, affetti sia dall’errore di perturbazione che dall’errore
di rappresentazione in F;
(a2) agli errori commessi durante l’esecuzione di ogni singola operazione dell’algoritmo in
F.
La sensibilita´ e´ studiata attraverso il fattore σ, che misura quanto la perturbazione totale
introdotta sul dato y si amplifica sulla soluzione calcolata da A(P ) in F.
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e in particolare2
σ = kAlg · µ(Rα,h) , (4.14)
con kAlg ≥ 1 costante dipendente unicamente dall’algoritmo.
L’introduzione degli operatori Dh (discretizzazione) e Cu (condizionamento)
permette di rappresentare formalmente ogni fase del procedimento di risolu-
zione computazionale del problema. Attraverso il quadro generale descritto
possiamo guardare al significato di regolarizzazione in senso piu´ ampio ed in-
trodurre il concetto di regolarizzazione numerica. A partire dalle definizioni in
(4.5) e (4.9) possiamo quindi dare la seguente:
Definizione 4.2.1
Sia K : X → Y un operatore invertibile tra due spazi di Hilbert. Siano inoltre F
un sistema aritmetico a precisione finita, con massima accuratezza relativa u,
e {Rα}α>0 una famiglia di operatori regolarizzanti nel senso della Definizione
1.3.1. Allora la famiglia di operatori {Rα,h,u}α>0,
Rα,h,u ≡ Cu ◦Dh ◦Rα : Y → X , (4.15)
con Dh e Cu definiti come in (4.5) e (4.9), si definisce famiglia di ope-
ratori numerici regolarizzanti. Il parametro α e´ detto parametro di
regolarizzazione numerica.
4.2.2 Scelta del parametro di regolarizzazione numerica
Come per la regolarizzazione standard anche qui la scelta del parametro di
regolarizzazione gioca un ruolo determinante. Il percorso appena illustrato,
comprensivo anche delle fasi descritte in Mαh (P ) e A(P ), suggerisce che per
fondare un criterio di scelta ottimale del parametro di regolarizzazione, in cor-
rispondenza del quale calcolare la soluzione numerica piu´ accurata, non ci si
2La fondatezza della (4.13) deriva direttamente dallo studio della stabilita´ mediante le
tecniche di Backward e Forward Error Analysis.
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deve limitare a minimizzare il funzionale Φα[x, yδ] cos´ı come e´ definito in (1.8).
Per meglio dire, e´ piu´ opportuno minimizzare rispetto ad α un funzionale, che
possiamo indicare con Φα,h,u[x, yδ], che tenga conto di tutti gli errori che
insorgono durante il procedimento di risoluzione computazionale del
problema, da M(P ) ad A(P ). Possiamo esprimere formalmente questa idea
mediante la seguente
Definizione 4.2.2
Siano K : X → Y un operatore invertibile tra due spazi di Hilbert e {Rα,h,u}α>0
una famiglia di operatori numerici regolarizzanti. Dato il funzionale
Φ(α) = Φh,uα [x, yδ] (4.16)
che fornisce una misura degli errori
Eα,h,u[x, yδ] = ‖xδα,h,u − x‖X , (4.17)
e
RESα,h,u[x, yδ] = ‖Kxδα,h,u − yδ‖Y . (4.18)
Allora (se esiste) il valore
αnumopt := argminα Φ
h,u
α [x, yδ] (4.19)
e´ detto parametro di regolarizzazione numerica ottimale.
Il funzionale Φh,uα [x, yδ] e´ detto funzionale di regolarizzazione numerica
e la soluzione xδαnumopt,h,u e´ detta soluzione numerica regolarizzata.
Riguardo la Definizione 4.2.2 emergono due aspetti:
• In generale u ed h si ritengono fissati. Pertanto
αnumopt = αnumopt(δ) = αnumopt(δ, h, u) .
• Se u→ 0 e h→ 0 allora il funzionale Φh,uα [x, yδ] diventa un funzionale di
regolarizzazione Φα[x, yδ], nel senso definito in (1.9), per cui
lim
h,u→0
αnumopt(δ, h, u) = αopt(δ) .
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Nel seguito, nei casi che non costituiscono ambiguita´, il parametro di regolariz-




indicati rispettivamente con αopt e x
δ
αopt .
4.2.3 L’insieme di applicabilita´ numerica
La soluzione numerica regolarizzata rappresenta quindi la migliore soluzione
calcolabile dall’algoritmo A(P ), nel senso indotto dal funzionale di regolarizza-
zione numerica Φh,uα [x, yδ]. Poiche´ tale funzionale fornisce una misura dell’errore
totale, si puo´ allora affermare che la soluzione numerica regolarizzata xδαnumopt,h,u
e´ la soluzione calcolata che fornisce la massima accuratezza possibile. Diamo a
tal proposito la seguente:
Definizione 4.2.3
Sia αnumopt come in (4.19). Allora la quantita´
²∗ = Φh,uαnumopt [x, y
δ] (4.20)
e´ definita massima accuratezza ottenibile.
Lo schema proposto permette di stabilire (a posteriori) se la massima accura-
tezza ottenibile e´ tale da ritenere o meno la soluzione numerica regolarizzata
una soluzione sufficientemente accurata al problema.
In generale questo concetto puo´ essere esteso ad un qualunque problema che
rientra nei canoni del procedimento di risoluzione computazionale descritto nel
paragrafo 4.2.1. In effetti, una volta stabilita una soglia (richiesta in accuratez-
za) tol, che definisce il massimo errore ammissibile, si puo´ cercare nell’insieme
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²∗ ≤ tol . (4.21)
Viene stabilito un criterio per misurare la bonta´ della soluzione e decidere
dell’applicabilita´ numerica dell’operatore K−1. Si osservi che, nel caso in cui K
sia un operatore lineare, una scelta coerente della richiesta in accuratezza deve
essere basata sull’ordine di grandezza del dato yδ. Cioe´ in generale ha senso
richiedere che tol = tol(‖yδ‖Y ). Sulla base di questa considerazione, possiamo
introdurre infine il seguente concetto.
Definizione 4.2.4
L’insieme
Napp = {yδ ∈ Y : ²∗ ≤ tol(‖yδ‖Y )} . (4.22)
e´ definito insieme di applicabilita´ numerica dell’operatore K−1.
Attraverso l’insieme Napp si intende stabilire un confine tra l’applicabilita´ teo-
rica (Y ) e applicabilita´ numerica dell’operatore K−1. Ovvero stabilito che
l’operatore K−1 e´ ben definito per un certo dato yδ, si tratta di verificare se lo
schema di approssimazione numerica derivante da K−1 e´ in grado di calcolare
una soluzione ”sufficientemente” accurata.
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4.3 Regolarizzazione della formula d’inversio-
ne
La regolarizzazione numerica viene qui posta alla base per la trattazione nu-
merica della formula d’inversione. Si tratta adesso di riuscire ad identificare lo
schema numerico introdotto nel Capitolo 3 con gli aspetti piu´ generali discussi
nella Sezione 4.2. Si parte dalla seguente
Proposizione 4.3.1
La famiglia di operatori {Tω¯}ω¯>0 definiti come in (3.21) costituisce una famiglia
di operatori regolarizzanti.
Dimostrazione
Per ogni α > 0 poniamo Rα ≡ Tα−1 . Si tratta di mostrare che per Rα valgono
le proprieta´ degli operatori regolarizzanti (RS) e (RC). Per quel che riguarda
la (RS) dal Teorema 3.3.1 si ha





ν(Qh) epi/(2α) < ∞ . (4.23)
Mentre per la (RS) si ha:
lim
α→0
Rα(F )(t)− f(t) = lim
ω¯→∞
Tω¯(F )(t)− f(t) = lim
ω¯→∞
fω¯(t)− f(t) = 0
∀F, f ∈ L1w(R+) e ∀t ∈ R+ , (4.24)
che prova la tesi.
La precedente osservazione sostanzialmente afferma che effettuare il Passo 1
del metodo numerico equivale ad applicare alla formula d’inversione una tecnica
di regolarizzazione (per troncamento). Tuttavia si deve qui tenere conto anche
dei Passi 2 e 3 dello schema di approssimazione numerica. In particolare:
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(i) nel Passo 2 il valore di fω¯(t) e´ calcolata mediante quadratura, ovvero si
applica a fω¯(t) un operatore di discretizzazione Dh del tipo definito in
(4.5), cioe´ Dh ≡ Dh.
(ii) nel Passo 3, analogamente, il valore di fhω¯ (t) e´ calcolato in un sistema
aritmetico a precisione finita, ovvero si applica a fhω¯ (t) un operatore di
condizionamento Cu del tipo definito in (4.9), cioe´ Cu ≡ Cu.
A partire dalla Proposizione 4.3.1, da (i) e (ii) resta provata la validita´ della
seguente:
Proposizione 4.3.2
La famiglia di operatori
CuDhTω¯ : F → fh,uω¯ (t) , ω¯ ∈ R+ , (4.25)
costituisce una famiglia di operatori numerici regolarizzanti.
4.3.1 Il funzionale di regolarizzazione Ψ(ω)
Una volta che e´ stata stabilita la forma degli operatori numerici regolarizzanti
si vuol provvedere a fornire un criterio di scelta del parametro di regolarizza-
zione numerica ottimale. Una scelta opportuna del parametro e´ basata sulla
minimizzazione di un funzionale (di regolarizzazione numerica) che tenga conto
di tutto l’errore globalmente commesso. A tal fine consideriamo la definizione
di errore globale. Si osserva preliminarmente che:
Proposizione 4.3.3
Supposto che f, fh,uω¯ ∈ L1w(R+) allora si ha
Φh,uω¯ [F, f ] = ‖
√
tGEh,uω¯ (t)‖∞ = sup
t>0
√
t|f(t)− fh,uω¯ (t)| < +∞ . (4.26)
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Dimostrazione
Si ha che GEh,uω¯ = f − fh,uω¯ ∈ L1w(R+), cioe´ g(t) := t−1/2GEh,uω¯ (t) e´ sommabile
in R+. Cos´ı, dalle condizioni di sommabilita´ per g(t) all’infinito e in 0, si ha:
lim
t→+∞
t · g(t) = lim
t→0+
t · g(t) = 0 . (4.27)
Dalla (4.27) deriva la limitatezza di t · g(t) = √t|GEh,uω¯ (t)| in R+, cioe´ la tesi.
La relazione (4.26) mostra che Φh,uω¯ e´ un funzionale che misura l’errore e potreb-
be percio´ essere scelto come funzionale di regolarizzazione numerica. Tuttavia
il valore di GEh,uω¯ (t) non e´ noto, cos´ı come l’espressione del funzionale Φ
h,u
ω¯ .
Introduciamo adesso un opportuno funzionale di regolarizzazione Ψ(ω¯) che sia
una stima di Φh,uω¯ .
Teorema 4.3.1 (Stima dell’errore globale)




+ O(hk+1) ∀ t, ω¯ . (4.28)
Inoltre, definito Φh,uω¯ [F, f ] come in (4.26), si ha:
Φh,uω¯ [F, f ] ≤ TB(ω¯) + CB(ω¯) + O(hk+1) . (4.29)
Dimostrazione
Dalla definizione di errore globale:
GEh,uω¯ (t) = f(t)− fh,uω¯ (t) = TEω¯(t) +DEhω¯(t) + CEh,uω¯ (t) . (4.30)
Dalla (4.30) e dalle stime in (3.49) e (3.74), ∀t, ω ∈ R+:
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t|GEh,uω¯ (t)| ≤ TB(ω¯) + CB(ω¯) + O(hk+1)
e passando all’estremo superiore si ha la (4.29).
La (4.29) mostra che, a meno diO(hk+1), la quantita´ TB(ω¯)+CB(ω¯) puo´ essere
riguardata come una misura dell’errore globale, pertanto su di essa ricade la
scelta di funzionale di regolarizzazione.
Definizione 4.3.1
Il funzionale
Ψ(ω¯) = TB(ω¯) + CB(ω¯) (4.31)
rappresenta il funzionale di regolarizzazione numerica per la formula
d’inversione (2.48).
4.3.2 L’insieme di applicabilita´ numerica: condizioni suf-
ficienti
Dalle espressioni di TB(ω¯) e CB(ω¯) si ottiene una basilare proprieta´ del fun-
zionale di regolarizzazione Ψ(ω¯). Si ha:
Proposizione 4.3.4
Il funzionale di regolarizzazione Ψ(ω¯) e´ una funzione convessa del parametro
ω¯.
Dimostrazione





























Θ epiω¯/2 ≥ 0 . (4.33)
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Θ epiω¯/2 ≥ 0 . (4.35)
In entrambi i casi Ψ(ω¯)(2) ≥ 0, condizione sufficiente alla convessita´.
Le proprieta´ di convessita´ e di non limitatezza all’infinito garantiscono l’esisten-
za di un punto di minimo per Ψ(ω¯) in [0,+∞[. In particolare, in conformita´
con lo schema descritto nella Sezione 4.2, diamo la seguente:
Definizione 4.3.2
Il valore
ωopt = argminω¯Ψ(ω¯) (4.36)
e´ il parametro di regolarizzazione numerica ottimale per la formula
d’inversione (2.48). Il corrispondente valore di Ψ(ω¯),
²∗ = Ψ(ωopt) , (4.37)




e´ la soluzione numerica regolarizzata.
Si osserva che il valore di ²∗, che fornisce il valor minimo della stima dell’errore
globale, dipende dalla trasformata F e, in particolare, dall’ordine di grandezza
di F , una cui misura e´ data da ‖F‖L1w . Cio´ suggerisce di definire l’insieme di
applicabilita´ numerica, ponendo in (4.22),
tol(‖yδ‖Y ) = ‖F‖L1w .
Per cui si ha:





F ∈ L1w(R+) t.c. ²∗ ≤ ‖F‖L1w
}
(4.39)
costituisce l’insieme di applicabilita´ numerica della formula d’inversione
(2.48).
Con la precedente definizione si vuole intendere che la formula d’inversione
(2.48) e´ applicabile numericamente se la sua approssimazione numerica, fωopt(t),
fornisce una migliore accuratezza ottenibile il cui ordine di grandezza scala con
quello della trasformata F (e della sua inversa f). Il seguente teorema, da´ una
condizione sufficiente su F per la sua appartenenza a Napp.
Teorema 4.3.2
Siano F, f ∈ L1w(R+). Se F ≥ 0
N(ω) ≤ C1e−C2ω con C2 > 2pi
pi2 − 4 ' 1.07 (4.40)








< ‖F‖L1w . (4.41)
In particolare F appartiene a Napp.
Dimostrazione
Da F ≥ 0 si ha
‖F‖L1w = |c+(0)| = N(0)λ+(0) ≤ C1λ+(0) = C1
√
pi , (4.42)
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Si osserva ora che per A,B,C,D > 0 la funzione
ϑ(x) = Ae−Bx + CeDx (4.45)




se AB ≥ CD oppure x = 0 se AB < CD . (4.46)





















ϑ(x) = ϑ(0) = A+ C . (4.48)
Ponendo A = 1, B = C2, C =
2C2
pi













da cui si ha:




























< 1, da cui la tesi.
Dal Teorema 4.3.2 si deduce che l’insieme Napp e´ non vuoto: infatti e´
facile verificare che le funzioni FN,a1 della prima classe, definite nella Sezione
2.5, soddisfano l’ipotesi (4.40). Gli esperimenti numerici nel prossimo capitolo
confermano la stima teorica (4.41).
Un’ultima osservazione riguarda il significato del valore ²∗. Dalla (4.28), omet-
tendo l’errore di discretizzazione O(hk+1) e utilizzando la definizione di massi-
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Quindi ²∗ rappresenta una stima dell’errore globale uniforme rispetto
a
√
t. Da cio´ discende che:
• in vicinanza di t = 0, la soluzione numerica regolarizzata e´ sempre meno
accurata, cio´ rappresenta un limite del metodo numerico descritto;
• per grandi valori di t (t→∞), la stima dell’errore globale e´ molto piccola,
ma tale e´ anche la soluzione teorica f per stare in L1w(R+). Ovvero il
metodo e´ certamente accurato laddove la soluzione svanisce.
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4.4 Un nucleo computazionale per la regola-
rizzazione numerica
Nella metodologia della regolarizzazione numerica il parametro ottimale, la so-
luzione numerica regolarizzata ed il funzionale di regolarizzazione dipendono,
anche, da quantita´ calcolabili a posteriori. Nel caso della formula d’inversio-
ne (2.48) le quantita´ che devono essere determinate sono le funzioni TB(ω¯) e
CB(ω¯) o, piu´ precisamente, i parametri che le caratterizzano. In questa sezio-
ne ci vogliamo occupare della realizzazione di un nucleo computazionale basato
sulla tecnica di regolarizzazione numerica descritta. Alla base dell’implemen-
tazione del nucleo computazionale assume rilevanza fondamentale la tecnica
mediante la quale sono effettivamente stimate le quantita´ TB(ω¯), CB(ω¯) e
ωopt. Una volta che si e´ fornita una stima computazionale di TB(ω¯), CB(ω¯)
e ωopt, restano automaticamente determinate, seguendo i Passi 1-3, la solu-
zione numerica regolarizzata fωopt(t), la massima accuratezza ottenibile ²
∗ e
la stima dell’errore globale ²
∗√
t
. Il seguente schema riassume i principali pas-
si che costituiscono il nucleo computazionale che realizza la regolarizzazione
numerica.
1. Stima computazionale di Ψ(ω¯):
(i) Stima computazionale di TB(ω¯);
(ii) Stima computazionale di CB(ω¯);
2. Stima computazionale di ωopt mediante Ψ(ω¯)
e della massima accuratezza ottenibile ²∗ = Ψ(ωopt).
3. Calcolo della soluzione numerica regolarizzata fωopt(t)
e della stima dell’errore globale ²
∗√
t
seguendo i Passi 1-3 .
Nucleo computazionale di regolarizzazione numerica.
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4.4.1 1. Stima computazionale del funzionale Ψ(ω)
Il primo punto nel nucleo computazionale di regolarizzazione numerica riguarda
la determinazione di una stima computazionale del funzionale Ψ(ω). Essendo
Ψ(ω¯) = TB(ω¯) + CB(ω¯)
si deve allora provvedere a stimare i parametri che caratterizzano TB(ω¯) e
CB(ω¯).
(i) Stima computazionale di TB(ω¯)
Per ottenere una stima computazionale di TB(ω¯), si utilizzano le assunzioni,
relative al comportamento asintotico della funzione N(ω), fatte nel Capitolo
3. Poniamo
(a) N(ω) = C1e
−C2ω oppure (b) N(ω) = C1ω−(C2+1) . (4.52)
Il comportamento asintotico tra (a) e (b) piu´ verosimile e´ estrapolato campio-
nando la funzione N(ω) e utilizzando un procedimento di approssimazione ai
minimi quadrati. Piu´ nel dettaglio:
• dati m valori ωi = 0.1 · i si campionano i valori Ni = N(ωi);
• successivamente:
(a) Si cerca tra le funzioni ”modello” del tipo ya(ω) = C1e
−C2ω quella
che ”meglio” approssima i dati Ni nei punti ωi. La bonta´ dell’ap-




[lnC1 − C2ωi − lnN(ωi)]2 . (4.53)
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In effetti E(a)(C1, C2) misura in norma-2 la distanza tra i punti
(ωi, lnNi) e i punti (ωi, lnC1 − C2ωi), che giacciono sulla retta di
equazione
ra(x) = ln ya(x) = lnC1e
−C2x = lnC1 − C2x ,
cioe´ E(a)(C1, C2) misura la distanza tra i dati e la funzione mo-
dello in scala semi-logaritmica. Tale scelta apporta una notevole
semplificazione del modello di approssimazione: infatti indicata con
(Ca1 , C
a
2 ) = argmin E
(a)(C1, C2) , (4.54)
la soluzione ottenuta risolvendo il problema di approssimazione ai































dove tutte le somme sono intese per i = 1, · · · ,m.
(b) Si cerca tra le funzioni ”modello” del tipo yb(ω) = C1ω
−(C2+1) quella
che ”meglio” approssima i dati Ni nei punti ωi. In questo caso




[lnC1 − (C2 + 1) lnωi − lnNi]2 . (4.57)
E(b)(C1, C2) misura in norma-2 la distanza tra i punti (lnωi, lnNi) e i
punti (lnωi, lnC1−(C2+1)ωi), che giacciono sulla retta di equazione
rb(x) = ln yb(e
x) = lnC1e
−x(C2+1) = lnC1 − (C2 + 1)x ,
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ovvero E(b)(C1, C2) misura in scala logaritmica la distanza tra i dati
e la funzione modello. Indicata con
(Cb1, C
b
2) = argmin E
(b)(C1, C2) , (4.58)
la soluzione ottenuta risolvendo il problema di approssimazione ai






























dove ancora le somme sono intese per i = 1, · · · ,m.




−Ca2ω e yb(ω) = Cb1ω
−(Cb2+1) (4.61)
si sceglie quella che, nel senso delle norme introdotte E(a)(C1, C2) e E
(b)(C1, C2),
offre una migliore approssimazione dei dati a disposizioneNi (i = 1 · · · ,m).
Se E(a)(Ca1 , C
a
2 ) ≤ E(b)(Cb1, Cb2) allora si pone




N(ω) ≤ yb(ω) = Cb1ω−(C
b
2+1) . (4.63)
• Infine la stima computazionale di TB(ω¯) e´ una ”coerente” realizzazione









2 ω¯ se E(a)(Ca1 , C
a
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(ii) Stima computazionale di CB(ω¯)





‖F‖L1wδ ν(Qh) epiω¯/2 . (4.64)
Per ottenere dalla (4.64) una stima computazionale di CB(ω¯) si osserva preli-
minarmente che
• l’indice di condizionamento ν(Qh) dipende dalla formula di quadratura
utilizzata. Possiamo supporre di utilizzare una formula ben condizionata
[18], ovvero una formula per la quale si abbia
ν(Qh) = ω¯ . (4.65)
• Il valore θ = ‖F‖L1w · δ rappresenta l’errore (round-off e discretizzazione)
presente nel calcolo dei coefficienti c±(ω). Una misura di tale errore la si
puo´ ottenere dall’osservazione dell’andamento dei valori
c(ωi) =
√
c+(ωi)2 + c−(ωi)2 , ωi = i · 0.1 e i = 1 : · · · ,m .
In Figura 4.2 accanto all’andamento effettivo di tali valori e´ riporta-
to l’andamento dei corrispondenti valori calcolati: i coefficienti c(ωi), in
accordo con il Teorema 2.5.2, decadono esponenzialmente, mentre i re-
lativi valori calcolati, indicati con cp(ωi) decadono come i valori c(ωi)
solo fino ad un certo punto. Da quel punto in poi, in corrispondenza
di un particolare valore ωj, mantengono un ordine di grandezza presso-
che´ costante. Sostanzialmente cp(ωj) puo´ essere ritenuto l’ultimo valore
attendibile in quanto l’errore presente sui cp(ωj) avra´ questo ordine di
grandezza, cioe´
Θ = cp(ωj) . (4.66)
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Figura 4.2: Andamento effettivo e corrispondenti valori calcolati (cp(ω)) della
funzione c(ω) =
√
c+(ω)2 + c−(ω)2 in [0, 12]. I valori sono relativi alla funzione
antitrasformata f1(t) = te
−t.






Θ ω¯ epiω¯/2 . (4.67)
Il calcolo delle stime computazionali di TB(ω¯), CB(ω¯) e conseguentemente di
Ψ(ω¯) permettono di dettagliare infine il Passo 1 del nucleo computazionale
mediante il seguente schema
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1. minimizza E(a)(C1, C2)
2. minimizza E(b)(C1, C2)
3. if ( E(a)(Ca1 , C
a
2 ) ≤ E(a)(Cb1, Cb2) )












8. campiona i valori c(ωi) =
√
c+(ωi)2 + c−(ωi)2, i = 1, · · · ,m con ωi = i · 0.1
9. stima Θ = cp(ωj)
10. valuta CB(ω¯) :=
√
2
pi ω¯ Θ e
piω¯/2
11. valuta Ψ(ω¯) := CB(ω¯) + TB(ω¯)
Algoritmo 1: Schema computazionale per il calcolo di Ψ(ω¯).
4.4.2 2. Stima computazionale del parametro ωopt
Si vuole descrivere come e´ stimato computazionalmente il parametro ottimale di
regolarizzazione numerica ωopt. L’osservazione basilare e´ che la funzione Ψ(ω¯) e´
convessa (Proposizione 4.3.4), pertanto si tratta si affrontare il problema del
calcolo numerico del minimo di una funzione convessa. Quindi, per determinare
una approssimazione del minimo di Ψ(ω¯), e´ sufficiente tabulare la funzione in
un numero finito di punti, in modo da determinare il primo valore dopo il quale
la funzione comincia a crescere. Nel dettaglio
• assegnati m valori ω¯i = h · i con i = 1, · · · ,m e h = 0.1, si tabula Ψ(ω¯)
in tali punti;
• si assume ω˜opt = ωj dove
j = min{1 ≤ i ≤ m− 1|Ψ(ω¯i) ≤ Ψ(ω¯i+1)} .
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• si assume che la stima computazionale della massima accuratezza otteni-
bile e´ data da
²˜∗ = Ψ(ω˜opt) .
La bonta´ delle approssimazione offerte da ω˜opt = ωj e ²˜
∗ dipende da h. Si ha:
ω˜opt = ωopt +∆ωopt
con
∆ωopt = O(h) .
Essendo h = 0.1 si ottiene una approssimazione di ωopt corretta fino alla pri-
ma cifra decimale. Per quanto riguarda la massima accuratezza ottenibile,
considerando lo sviluppo in serie di Taylor di Ψ(ω¯) di punto iniziale ωopt, si ha:
Ψ(ω˜opt) = Ψ(ωopt) + Ψ
′(ωopt)∆ωopt +Ψ(2)(ξ)∆ω2opt .
Se ωopt > 0, dal Teorema di Fermat risulta Ψ
′(ωopt) = 0, quindi
²˜∗ = ²∗ +O(h2) .
Tale stima e´ sufficientemente accurata. Le stime computazionali sono riassunta
nel seguente schema:
1. ω0 := 0.1;
2. repeat
3. valuta Ψ(ω0);
4. ω1 := ω0 + 0.1;
5. valuta Ψ(ω1);
6. ω0 := ω1;
7. until ( Ψ(ω1) < Ψ(ω0) )
8. poni ωopt := ω0;
9. valuta ²∗ = Ψ(ωopt) := ω0;







In questo capitolo si vuole spiegare come e´ realizzato lo schema di approssima-
zione numerica proposto, ovvero si vuole discutere di come avviene il calcolo
della soluzione numerica regolarizzata. Nel Passo 2 dello schema di approssi-
mazione numerica, volendo mantenere un approccio piu´ generale nell’affrontare
il problema, si e´ deciso di non fissare a priori la formula di quadratura. La scel-
ta della formula di quadratura piu´ adatta al calcolo degli integrali in (2.48),
cos´ı come la conseguente scelta tra il software disponibile della routine di qua-
dratura, rappresenta una delle principali problematiche nell’implementazione
dello schema numerico proposto.
Pertanto, nella prima parte del capitolo, a partire dall’analisi della formula
d’inversione, e´ individuato il tipo di problema numerico associato al calcolo
degli integrali in (2.48) e nell’espressione delle proiezioni sulla autofunzioni.
Quindi, sulla base dei metodi numerici a disposizione per il tale problema, si
decide come selezionare la routine di quadratura piu´ adatta tra quelle che im-
plementano tali metodi.
Infine nella seconda parte del capitolo sono descritti alcuni esperimenti numeri-
ci ottenuti su mirate funzioni test, volti a mostrare e spiegare i diversi risultati
ottenibili dalla formula d’inversione su tali funzioni. Tali esperimenti vogliono
provare l’affidabilita´ dello schema numerico proposto nel predire il comporta-
mento dei risultati in funzione della propagazione degli errori ed in particolare
nel fornire con la prefissata accuratezza i risultati.
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5.2 Calcolo della soluzione numerica regolariz-
zata fωopt(t)
Vogliamo mostrare come e´ valutata la soluzione numerica regolarizzata
fωopt(t) = CuDhTωopt(F ) , (5.1)
definita mediante i passi:
Passo 1:: fω(t) = Tω¯(F );
Passo 2:: fhω (t) = Dh(fω(t));
Passo 3:: fh,uω¯ (t) := Cu(fhω¯ (t)) .
Una volta stabilito il valore di ωopt := ω¯ come descritto dal nucleo computa-
zionale di regolarizzazione numerica, i Passi 2 e 3 sono realizzati mediante
l’utilizzo di opportuno software di quadratura, basato su una formula di qua-





GF (ω, t)dω t ∈ <+ . (5.2)
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Pertanto, per ogni fissato punto di valutazione t := t¯ della soluzione numerica,
si deve affrontare il problema del calcolo numerico degli integrali trigonometrici









sin(ω ln t)dω . (5.7)










Osservato che, mediante un cambiamento di variabile, il problema del calcolo
di tali integrali e´ riconducibile al caso piu´ semplice in cui c1 = −1 e c2 = 1, il
principale metodo numerico per la risoluzione di tale problema, detto metodo
di Clenshaw-Curtis modificato [66], e´ basato sulla espansione in termini di




akTk(x) , x ∈ [−1, 1] (5.10)
dove
Tk(x) = cos(k arccos x) e ak = (2/pi)
∫ 1
−1





akTk(x) , x ∈ [−1, 1] (5.12)





cos(λx)Tk(x)dx , k = 0, · · · , d , (5.13)





sin(λx)Tk(x)dx , k = 0, · · · , d . (5.14)
Per il calcolo di tali momenti si utilizzano formule ricorrenti dovute a Piessens
e Branders [67]. I valori dei momenti Ck(λ) e Sk(λ) sono estrapolati da tali for-
mule mediante l’algoritmo di Olver [64]. Effettuando una ricerca tra il software
numerico esistente, si trovano due routine di quadratura che implementano tale
metodo:
(1) la routine QAWO di QUADPACK [66];
(2) la routine D01ANF della NAG Fortran Routine Library [50].
Tuttavia, poiche´ entrambe le routine D01ANF e QAWO sono basate sulla rou-
tine QFOUR di QUADPACK, allora si ritiene QAWO il nocciolo fondamentale
per l’implementazione del metodo numerico descritto e su di essa ricade la
preferenza.
5.2.1 Calcolo delle proiezioni sulle autofunzioni
Il calcolo degli integrali trigonometrici (5.6) e (5.7) necessita della valutazione
delle funzioni ausiliarie h1(ω) e h2(ω). Poiche´ tali funzioni dipendono dai coef-
ficienti c±(ω), cio´ comporta che anche essi debbano essere valutati. Pertanto
ogni valutazione delle funzioni h1(ω) e h2(ω) da´ luogo al problema del calcolo









F (t)t−1/2 sin(ω ln t)dt , (5.16)
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si ha
c+(ω) = cos(θω/2)γ1(ω) + sin(θω/2)γ2(ω) (5.17)
e
c−(ω) = sin(θω/2)γ1(ω)− cos(θω/2)γ2(ω) . (5.18)
Pertanto il problema del calcolo numerico degli integrali c±(ω) e´ a sua volta
riconducibile a quello del calcolo numerico degli integrali γ1(ω) e γ2(ω). Per

















H1(x) = F (e
x)ex/2 + F (e−x)e−x/2
e
H2(x) = F (e
x)ex/2 − F (e−x)e−x/2 .
Quindi anche gli integrali (5.19) e (5.20) hanno la forma di integrali trigono-
metrici. Tuttavia in questo caso il dominio e´ illimitato. Gli integrali (5.19) e










detti integrali di Fourier. Un metodo [66] per il calcolo degli integrali di Fourier
consiste di tre fasi:
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• si suddivide il dominio [a,∞) in sottointervalli di uguale ampiezza
Ck = [a+ (k− 1)c, a+ kc], k = 1, 2, · · · e c = (2[|ω|] + 1) pi|ω| , (5.23)
dove [·] indica la parte intera;
• si effettua il calcolo numerico dell’integrale in ogni Ck, mediante il metodo
di Clenshaw-Curtis modificato;
• si accelera la convergenza della serie formata dagli integrali sui sottoin-
tervalli Ck utilizzando l’²-algoritmo di Wynn [66].
Tale metodo e´ coerentemente implementato dalle routine di quadratura:
(3) routine QAWF di QUADPACK [66];
(4) la routine D01ASF della NAG Fortran Routine Library [50].
Anche in questo caso, poiche´ D01ASF e´ basata su QAWF, allora su tale routi-
ne ricade la scelta. Concludiamo con una osservazione: il metodo considerato
permette di avere solo una stima assoluta dell’errore di discretizzazione Tol,
indipendente dal parametro ω. Osservando che, dal Teorema 2.5.2 sull’an-
damento dei coefficienti c±(ω), anche γ1(ω) e γ2(ω) devono decadere almeno
esponenzialmente con ω, allora il metodo descritto non e´ in grado di calcola-
re accuratamente tali integrali gia´ per quei valori di ω per cui |γi(ω)| < Tol,
cioe´ per ω ≥ ω¯. Infine, in accordo con le osservazioni del paragrafo 4.4.1, la
stima assoluta dell’errore di discretizzazione, fornita dalla routine QAWF, puo´
essere utilizzata in luogo del valore θ = ‖F‖L1w · δ nella stima dell’errore di
condizionamento.
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5.3 Esperimenti numerici
Concludiamo esibendo tre esperimenti numerici rappresentativi dei tests effet-
tuati su alcune funzioni campione. La scelta della tipologia di tests effettuati e´
rappresentativa di tre possibili diverse situazioni che si possono presentare ed e´
finalizzata a mostrare il comportamento dell’algoritmo nei casi considerati. Le
funzioni tests scelte sono:





test 2 F2(s) =
e−s+s−1
s2
f2(t) = max(1− t, 0)





Riguardo f1, TB e´ stimato essere di ordine esponenziale e ci si aspetta pertanto
che f1 possa essere calcolato accuratamente. Riguardo f2, TB e´ stimato essere
di ordine polinomiale e in questo caso la migliore accuratezza ottenibile non
dovrebbe essere la stessa ottenuta per f1. Ci si aspetta cioe´ che l’errore di
condizionamento si propaghi maggiormente rispetto ad f1 essendo il valore di
ωopt piu´ grande. Infine si e´ considerata la funzione test f3 in quanto, pur se essa
appartiene ad Sapp, l’algoritmo proposto non e´ capace di predire e controllare
l’amplificazione degli errori. In alte parole, f3 non appartiene a Napp.
Le integrazioni numeriche necessarie alla valutazione della soluzione numerica
regolarizzata sono state condotte come illustrato nel precedente paragrafo.














5 · 10−8 ω¯ epi ω¯/2
• In Fig. 5.1 e´ mostrata la soluzione numerica regolarizzata a confronto
con la soluzione ideale;
• In Fig. 5.2 e´ mostrato l’andamento del funzionale di regolarizzazione
Ψ(ω) ed il suo minimo corrispondente a ω = ω˜opt = 5.0. La massima
accuratezza ottenibile e´ ²∗ = 6.5012 · 10−4. Inoltre essendo ‖F‖L1w =
1.333, allora ²∗ < CF e possiamo concludere che F1 ∈ Napp. Cio´ indica
che possiamo aspettarci che la soluzione abbia almeno tre cifre decimali
corrette, come d’altra parte e´ confermato osservando l’errore globale;
• In Fig. 5.3, l’errore globaleGE5(t) e´ confrontato con la sua stima Ψ(5)/
√
(t)
per 40 valori di t uniformemente distribuiti in [0.1, 4.0];
Figura 5.1: Test 1: Soluzione numerica regolarizzata e soluzione ideale a
confronto.
5.3 Esperimenti numerici 115








Figura 5.2: Test 1: Ψ(ω¯) in funzione di ω¯








Figura 5.3: Test 1: confronto tra stima dell’errore globale Ψ(5)/
√
(t) ed errore
globale stesso GE5(t) in funzione di t.
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5.3.2 Test 2












5 · 10−8 ω¯ epi ω¯/2
• In Fig. 5.4 e´ mostrata la soluzione numerica regolarizzata a confronto
con la soluzione ideale;
• In Fig. 5.5 e´ mostrato l’andamento del funzionale di regolarizzazione
Ψ(ω) ed il suo minimo corrispondente a ω = ω˜opt = 7.6, La massima
accuratezza ottenibile e´ ²∗ = 3.9× 10−1 e poiche´ ²∗ < ‖F‖L1w = 0.6 allora
possiamo affermare che F2 ∈ Napp. In questo caso ci aspettiamo solo una
cifra decimale corretta come confermato dall’errore globale;
• In Fig. 5.6 l’errore globale GE7.6(t) e´ confrontato con la sua stima
Ψ(7.6)/
√
(t) in 40 valori di t uniformemente distribuiti in [0.1, 10.0];
Figura 5.4: Test 2: Soluzione numerica regolarizzata e soluzione ideale a
confronto.
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Figura 5.5: Test 2: Ψ(ω¯) in funzione di ω¯





Figura 5.6: Test 2: confronto tra stima dell’errore globale Ψ(7.6)/
√
(t) ed
errore globale stesso GE7.6(t) in funzione di t.
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5.3.3 Test 3
Infine consideriamo la terza funzione test. Il valore di N3(ω) e´ stimato deca-
dere polinomialmente. In particolare si ha N3(ω) ≤ 0.528 ω−0.9596, da cui
C1 = 0.528 e C2 = −0.0404 < 0. In questo caso il Teorema 3.2.2 sulla sti-
ma dell’errore di troncamento non puo´ essere applicato. Cio´ significa che non e´
possibile definire il funzionale di regolarizzazione e pertanto neanche il parame-
tro ottimale e la soluzione numerica regolarizzata. In questo esempio la formula
di inversione (2.48) e´ valida teoricamente, cioe´ f3 ∈ Sapp, ma l’accuratezza
delle valutazioni numeriche non puo´ essere prevista dallo schema numerico pro-
posto. In tal caso concludiamo che f3 non appartiene a Napp. La Tabella 5.1
riporta l’errore globale GEω corrispondente a tre valori di ω¯ = 4.3, 8.5, 12.0 e
a 10 valori uniformemente distribuiti di t in [0.1, 1.9]. Come previsto i valori
calcolati di fω, corrispondenti a tali valori di ω offrono approssimazioni non
accurate della soluzione ideale f3(t).
t GE4.3(t) GE8.5(t) GE12.0(t)
0.1 0.0278e+0 0.731 e-2 0.9377e+2
0.3 0.0231e+0 0.193 e-1 0.4832e+2
0.5 0.0930e+0 0.242 e-1 0.7469e+2
0.7 0.0591e+0 0.180 e-1 0.1181e+2
0.9 0.3703e+0 0.2538e-0 0.3298e+2
1.1 0.3538e+0 0.3413e-0 0.7112e+2
1.3 0.1700e+0 0.354 e-1 0.3964e+2
1.5 0.0426e+0 0.1126e-0 0.4771e+2
1.7 0.0344e+0 0.1231e-0 0.2936e+2
1.9 0.0730e+0 0.629 e-1 0.5081e+2
Tabella 5.1: Errore globale per f3 con ω¯ = 4.3, 8.5, 12.0.
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Appendice A
L’indice di condizionamento
Forniamo qui alcune definizioni di indice di condizionamento.
Definizione A.1
Siano X1 e X2 due spazi metrici rispetto alle metriche d1 e d2, e sia F una
trasformazione tra i due spazi F : X1 → X2. Indichiamo con Bi(x0, ρ) la sfera
di centro x0 ∈ Xi e raggio ρ,
Bi(x0, ρ) = {x ∈ Xi : di(x, x0) < ρ} . (A.1)
Si definisce indice di condizionamento assoluto µδ(F, x0) il seguente estre-
mo inferiore
µδ(F, x0) = inf{σ ∈ R : F (B1(x0, δ)) ⊂ B2(F (x0), σδ)} , (A.2)
se esiste. Altrimenti si pone µδ(F, x0) =∞.
Per piccoli valori della perturbazione δ, risulta utile la seguente:
Definizione A.2
Si definisce indice di condizionamento asintotico µ(F, x0) il valore limite
di µδ per δ tendente a 0:
µ(F, x0) = lim
δ→0
µδ(F, x0) (A.3)
Inoltre tenendo conto dell’indice di condizionamento per ogni possibile valore
di x0 e δ:
128
Definizione A.3
Si definisce indice di condizionamento assoluto del problema µ(F ), il
seguente estremo superiore
µ(F ) = sup{µδ(F, x0) : δ > 0 , x0 ∈ X1} (A.4)
In particolare diremo che il problema ha indice di condizionamento li-
mitato se µ(F ) < ∞ e che il problema e´ ben condizionato se µ(F ) ≤
1.
La Definizione A.3 ha carattere piu´ generale rispetto alla Definizione A.1
perche´ legata al problema nella sua ”interezza”.
Se l’indice di condizionamento µδ(F, x) e´ limitato, dalla Definizione A.1 si
ha
d1(y, x) < δ ⇒ d2(F (y), F (x)) < µδ(F, x) δ , (A.5)
da cui, se µ(F ) e´ limitato, segue che
d1(y, x) < δ ⇒ d2(F (y), F (x)) < µ(F ) δ . (A.6)
Quindi la perturbazione δ sul dato x e´ amplificata al piu´ del fattore µ(F ) sulla
soluzione F (x), cioe´ l’indice di condizionamento µ(F ) e´ il massimo fattore di
amplificazione qualunque sia il dato del problema e qualunque sia la perturba-
zione introdotta. La proprieta´ (A.6) e´ senz’altro verificata se F e´ lipschitziana.
Infatti:
Osservazione A.1
Se l’applicazione F : X1 → X2 e´ lipschitziana in X1 con costante di Lipschitz
LF , cioe´ se
d2(F (x), F (y)) ≤ LF d1(x, y) ∀x, y ∈ X1 ,
allora l’indice di condizionamento del problema e´ limitato da:
µ(F ) ≤ LF , (A.7)
Inoltre se LF ≤ 1 il problema risulta ben condizionato.
L’Osservazione A.1 mostra che se l’applicazione e´ lipschitziana, allora il con-
dizionamento e´ limitato. Poiche´ la lipschitziana implica la continuita´ e´ lecito
chiedersi se la continuita´ di una applicazione e´ ancora sufficiente per avere con-
dizionamento limitato. Vediamo quale legame sussiste in generale. Si premette
la seguente
Osservazione A.2
Se l’applicazione F : X1 → X2 e´ discontinua in un punto x0, allora per l’indice
di condizionamento del problema si ha µ(F ) =∞ .
Dimostrazione
F discontinuo significa che
∃²¯ > 0 : ∀δ > 0,∃xδ ∈ X1 : d1(xδ, x0) < δ e d2(F (xδ), F (x0)) ≥ ²¯ .
Da cui ∀δ > 0 si ha µδ(F, x0) ≥ ²¯δ−1. Passando all’estremo superiore per δ > 0
si ha la tesi.
L’Osservazione A.2mostra che se l’indice di condizionamento di un problema
e´ limitato allora l’applicazione e´ continua. Il viceversa non e´ sempre vero,
infatti:
Esempio A.1
Siano X1 = X2 = R i due spazi metrici rispetto alle usuali metriche d1(x, y) =
d2(x, y) = |x− y|. E si consideri la trasformazione tra i due spazi F (x) = x3.
Allora si ha che l’indice di condizionamento e´ dato da
µδ(F, x0) = 3x
2
0 + 3|x0|δ + δ2 ,
l’indice di condizionamento asintotico e´
µ(F, x0) = 3x
2
0
e l’indice di condizionamento del problema risulta
µ(F ) = sup{3x20 + 3|x0|δ + δ2 : δ > 0 , x0 ∈ X1} = ∞ .
Riepilogando quanto detto, negli spazi metrici vale solo la seguente implicazione
µ(F ) <∞ ⇒ F continua .
La validita´ della implicazione inversa si ha nel caso in cui F e´ un operatore
lineare tra spazi lineari normati. Si premette la seguente caratterizzazione
dell’indice di condizionamento.
Teorema A.1
Per l’indice di condizionamento definito in (A.2) vale la seguente caratterizza-
zione:
µδ(F, x0) = sup
{
d2(F (x), F (x0))
d1(x, x0)







d2(F (x), F (x0))
d1(x, x0)
: d1(x, x0) < δ
}
.
Si tratta di mostrare che µδ = νδ. Fissiamo x0 ∈ X1, δ > 0 e consideriamo
preliminarmente il caso νδ <∞. Scelto x ∈ B1(x0, δ), si ha
d2(F (x), F (x0)) =
d2(F (x), F (x0))
d1(x, x0)
d1(x, x0) ≤ νδ d1(x, x0) < νδ δ ,
quindi F (B1(x0, δ)) ⊂ B2(F (x0), νδ δ) , da cui µδ ≤ νδ .
Viceversa, sia x ∈ B1(x0, δ), posto ρ = d1(x, x0) < δ si ha d2(F (x), F (x0)) ≤
µρ(F, x0), cioe´
d2(F (x), F (x0))
d1(x, x0)
≤ µρ(F, x0) .
Passando all’estremo superiore per x ∈ B1(x0, δ) (ρ < δ), considerando che µδ
e´ non decrescente rispetto a δ, si ha infine νδ ≤ µδ, cioe´ la tesi nel caso finito.
Verifichiamo adesso che µδ =∞ ⇒ νδ =∞ . Supposto µδ =∞, allora
∀M > 0 ∃xM ∈ B1(x0, δ) t.c. d2(F (xM), F (x0)) > Mδ .
Inoltre












Dalla arbitrarieta´ di M discende la tesi.
La caratterizzazione fornita assume significato ancora piu´ particolare se si sup-
pone che l’operatore F sia un funzionale lineare tra spazi lineari normati.
Infatti:
Teorema A.2
Siano X1 e X2 due spazi lineari normati rispetto alle norme ‖ · ‖X1 e ‖ · ‖X2,
con metriche indotte d1 e d2, e sia F : X1 → X2 un funzionale lineare tra i due
spazi. Allora per l’indice di condizionamento di F si ha
µδ(F, x0) = ‖F‖ ∀x0 ∈ X1 , ∀δ > 0 , (A.9)






In particolare l’indice di condizionamento e´ indipendente da x0 e da δ e si ha
µ(F ) = ‖F‖1 (A.11)
Dimostrazione
E’ sufficiente utilizzare la caratterizzazione di indice di condizionamento fornita
in (A.8) e la linearita´ dell’operatore F . Si ha
µδ(F, x0) = sup
{
d2(F (x), F (x0))
d1(x, x0)




{‖F (x)− F (x0)‖X2
‖x− x0‖X1






: ‖y‖X1 < δ
}
= ‖F‖ .
Il Teorema permette di osservare che se un problema e´ rappresentato da un
funzionale lineare F tra spazi lineari normati, allora l’indice di condizionamento
del problema coincide con la norma del funzionale. In particolare
F lineare e continuo ⇔ ‖F‖ limitata ⇔ µ(F ) <∞ . (A.12)
