In this paper a new time-delay estimation algorithm for compound point-processes is presented. Compound pointprocesses, a generalization of temporal point-processes, describe processes with discrete events, where each occurrence time is associated with certain features. It is shown that, although the events are not observable, the time delays from events at one location to the same events at a second location can be estimated using hidden Markov models based on the associated features. We demonstrate the performance of this time-delay estimation algorithm with an application to the estimation of section-related traffic data in road traffic monitoring and control systems.
IINTRODUCTI ON
While the time-delay estimation for continuous processes and the estimation of time-of-arrival for determined events or signals have been studied intensively in the past, solutions for the time-delay estimation for compound pointprocesses give only estimations for the average time-delay of point dusters between two locations using correlation methods [l, 21.
We propose a new solution to the estimation problem which is based on the re-identification of single events at the output location with the aid of the feature vectors from the input location. In general, both, input and output feature vectors, are disturbed by noise.
As we will show, al hidden Markov model [3]- [5] can be used for the re-identification. In the model, the feature vectors of the events are combined to a parametric random process similar to speech recognition problems [6] , and the statistical properties of the mixture of the unobservable events between input and output location are taken into account. The efficient determination of the most likely sequence of events is based on the Viterbi algorithm.
The algorithm is implemented to estimate sectionrelated traffic data i n1 traffic monitoring and control systems on freeways. Section-related traffic data including the travel time of vehicles in a road section improves the estimation of traffic states and the incident detection in traffic control systems. The vehicles on the road can be regarded as points of a point process and the traffic flow process can be modeled as a compound point-process. Compound point-processes and the estimation problem are described in Section 2. In Section 3, hidden Markov models are introduced. A hidden Markov model for the re-identification of events is presented in Section 4. The choice of the model parameters and the derivation of the model probability distributions will be discussed. The application of the algorithm is explained in Section 5. Finally, simulation results will be shown.
PROBLEM FORMULATION
A random point process is a mathematical model for a physical phenomenon characterized by highly localized events distributed randomly in a continuum. Each event is represented in the model by an idealized point to be conceived of as identifying the position of the event. The space of the process is usually a semi-infinite real line representing time, a subset of Euclidean space representing a spatial region, or a combination of these.
Compound point-processes are obtained from temporal point processes by associating an auxiliary random variable, called a mark, with each point occurrence. Each occurrence time ti is associated with a mark U; having values in a specified space U. We consider a point process with discrete events in time and space as shown in Figure 2 . The points axe in motion with different velocities under the restriction zz(t2) > zi(ti) with t 2 > t i . Each point only occurs once at the locations $1 and z2.
The point processes at the locations z 1 and z 2 can be regarded as temporal Poisson-processes. Each occurrence time of an event t i , l and t j , z at 2 1 and 2 2 is associated with The problem is to estimate the time delay of one point i with occurrence time ti,l at location 21 and t ; , 2 at location
(1)
Since the events are not observable, the feature vectors at the input and the output location have to be combined to a parametric random process to assign the feature vector of an event at xz to a feature vector of the same event at z1. The assignment can be realized using hidden Markov models. After the assignment, the individual time delay of the event can be determined.
HIDDEN MARKOV MODELS
A hidden Markov model is a doubly stochastic process with an underlying stochastic process that is not directly observable, but can be observed through another set of stochastic processes that produce the sequence of observed symbols. The symbols can be countably or continuously distributed, they can be scalars or vectors.
The hidden Markov model is characterized by the number N of states in the model. The individual states are labeled as {I, 2 , . . . , N } and the state at time t is labeled as qt. Based upon the state-transition probability distribution A = {uij}, the new state qt+l at t + 1 is entered, where
(2)
With the initial state distribution T = {xi}, xi = P(q1 = i), 1 5 i 5 N , the probability of a state sequence q = (41 q 2 . . . q N ) can be written as
where T is the length of the observation sequence 0 = 
. . O T ) .
After each transition, an observation output symbol is produced according to a probability distribution which depends on the current state. The observation symbol probability distribution B = { b j ( k ) } , in which defines the symbol distribution in state j, j = 1,2,. . . , N . It can be seen that a complete specification of an HMM requires the specification of two model parameters, N and M , the specification of observation symbols v, and the specification of the three sets of probability densities A, B and T. To indicate the complete parameter set of the model, the compact notation
state sequence q is The probability of the observation sequence 0 given the T P(0lq) = n P ( o t l q t ) =bq1(01)'bqz(02)...bqT(OT)-(7)
t=1
The joint probability of 0 and q is P(0,q) = P(0lq) . Wq).
(8)
Given the observation sequence 0 and the model A, the probability of the observation sequence 0 is obtained by summing the joint probability over all possible state sequences q: After re-identification, the individual time delays of the events can be obtainedl.
. .
APPLICATION
Due to optimal use of existing road networks an optimization of traffic flow with traffic monitoring and control systems is essential. The desired information for these systems can be extracted from model based traffic state estimation procedures. Present traffic data acquisition systems axe usually based on local traffx data like the speed or flow rate of passing vehicles. An improvement of the traffic state estimation on freeways can be obtained with section-related traffic data including the travel time of vehicles in a road section.
The vehicles on a freeway can be represented as points and, in case of free traffic flow, the motion of the vehicles on the road can be modeled as a Poisson process [8, 111. A block-diagram of' the section-related traffic data estimation is shown in Figure 3 
1991.

SIMULATION RESULTS
The simulation results have been obtained using measured vehicle signals from the German freeway A7 HamburgFlensburg. A microscopic computer simulation model for freeway corridors was used to test the algorithm for different kinds of road sections and traffic states. Especially the estimation of section-related data in critical traffic states for incident detection has been investigated.' Figure 5 shows both the true and the estimated individual and average travel time of vehicles in a 2.5 km two-lane freeway section for a 30 minute simulation. After 10 minutes one lane of the freeway section was closed for the time interval of 10 minutes. Because of a high traffic flow rate the travel time increases spontaneously. After clearing the incident the travel time decreases.
CONCLUSION
We have proposed a new approach to the time-delay estimation for compound point-processes. Based on a hidden Markov model and the Viterbi algorithm a good estimation of the time delay is possible. The performance of the algorithm was demonstrated by applying it to the estimation of vehicle travel times in road traffic monitoring and control systems.
