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Abstract: The Strict Avalanche Criterion (SAC) is a property of vectorial Boolean functions that is used in the con-
struction of strong S-boxes. We show in this paper how to generalize the concept of SAC to address possible
c-differential attacks, in the realm of finite fields. We define the concepts of c-Strict Avalanche Criterion (c-
SAC) and c-Strict Avalanche Criterion of order m (c-SAC(m)), and generalize results of (Li and Cusick, 2005).
We also show computationally how the new definition is not equivalent to the existing concepts of c-bent1-ness
(Stănică et al., 2020), nor (for n = m) PcN-ness (Ellingsen et al., 2020)
1 INTRODUCTION
A Substitution-box (S-Box) is one of the most impor-
tant elements that are used to provide attack resistance
to block encryption algorithms. An S-box performs
substitution on its input symbols, and together with
permutations, they are typically used to obscure the
relationship between the plaintext, the key and the ci-
phertext of an encryption algorithm. The attack re-
sistance of an S-box depends on many different fac-
tors, but one of the more important ones is the abil-
ity of the S-box to induce a significant change in the
output of the box from a small change in the input.
This is called the avalanche effect. In general, if an
S-box does not have this avalanche effect, it will re-
sult in a lack of randomization in the algorithm that
may be used as part of an attack on the algorithm.
A primary strategy for attacking cryptographic algo-
rithms with weak randomization properties are the so-
called differential attacks (Biham and Shamir, 1991),
(Biham and Shamir, 2012). The Strict Avalanche Cri-
terion (SAC) is a more refined property of S-boxes
derived from the general avalanche property. SAC
was introduced in (Webster and Tavares, 1985) in the
context of S-boxes, described by vectorial Boolean
functions, as follows: a vectorial Boolean function
satisfies SAC if and only if whenever a single in-
put bit of a coordinate is complemented, each of its
output bits changes with probability 1/2; i.e. given
F : Fn2 → F
m
2 (F2 is the two-element field and F
k
2 is
a vector space of dimension k over F2), the func-
tion F = (F1, . . . ,Fm) satisfies SAC if and only if the




1, . . . ,m, where ei is the standard basis vector with 1
in component i and 0 in all other components.
In the paper (Ellingsen et al., 2020), we defined
the concept of c-differential uniformity, that may
leave ciphers vulnerable to differential cryptanalysis.
This concept has also been explored further for power
functions with good properties for S-box design
in (Hasan et al., 2021), (Stănică and Geary, 2021),
(Yan and Zhou, 2020), to cite only a few papers
among the many that appeared in a short time on the
topic. In this paper, we extend the Strict Avalanche
Criterion to address new attacks that might stem from
such use of the c-differential.
Surely, the Strict Avalanche Criterion can be de-
fined for (vectorial or single output) Boolean and p-
ary functions. Throughout this paper, we will take the
primitive root of unity, ζ= ζp = e
2πi
p , for any prime p.
Definition 1. (Li and Cusick, 2005) Let wt(a), for
a ∈ Fnp be the Hamming weight of a, that is, the num-
ber of nonzero components of a. Then,
• f : Fnp → Fp fulfills the Strict Avalanche Criterion
(SAC) if and only if Prob( f (x+ a)− f (x) = b) =
1
p
, ∀a ∈ Fnp,b ∈ Fp, wt(a) = 1. Equivalently, f
fulfills SAC if and only if
∑
x∈Fnp
ζ f (x+a)− f (x) = 0, ∀a ∈ Fnp, wt(a) = 1. (1)
• For vectorial p-ary functions, this is defined
componentwise: a vectorial p-ary function




p fulfills the Strict
Avalanche Criterion if and only if Prob(Fi(x +
a) − Fi(x) = b) =
1
p
, ∀i = 0, . . . ,m − 1,∀a ∈
Fnp,b∈Fp, wt(a) = 1. Equivalently, F fulfills SAC
if and only if ,∀i = 0, . . . ,m− 1,
∑
x∈Fnp
ζFi(x+a)−Fi(x) = 0, ∀a ∈ Fnp, wt(a) = 1.
In this paper, we present a new form of Strict
Avalanche Criterion based on c-differentials (as de-
fined in (Ellingsen et al., 2020)), and extend the re-
sults of (Li and Cusick, 2005) to this new criterion.
We need first to rewrite the definition of SAC in the
context of finite fields, since the new criterion is more
naturally defined in that context.
Let g be a generator of the finite field Fpk . For any
k, we use the identification Mg : F
k
p → Fpk , defined as
Mg((x0, . . . ,xk−1)) = x0+x1g+ · · ·+xk−1g
k−1. Then,
wt(α) = 1 if and only if Mg(α) = αtg
t for some t =
0, . . . ,k− 1, αt ∈ F
∗
p. The components of a vectorial
p-ary function F : Fpn → Fpm are Trm(bF(x)), where







(we will denote it by Tr, if the
dimension is clear from the context). So, it is natural
to define the Strict Avalanche Criterion relating it to
the derivative of F1:
Definition 2. Let F : Fpn → Fpm a p-ary (n,m)-
function. Let g be a generator of Fpn . We say that
F fulfills SAC if and only if
∑
x∈Fnp
ζTrm(b(F(x+a)−F(x))) = 0, for all b∈F∗pm , a= atg
t ,
for some t = 0, . . . ,k− 1, at ∈ F
∗
p.
NB: Given a p-ary (n,m)-function F : Fpn → Fpm ,
the derivative of F with respect to a ∈ Fpn is the func-
tion
DaF(x) = F(x+ a)−F(x), for all x ∈ Fpn .
Using this notation, fulfills SAC if and only if
∑
x∈Fnp
ζTrm(bDaF(x)) = 0, for all b∈ F∗pm , a= atg
t ∈ F∗pn ,
for some t = 0, . . . ,k− 1, at ∈ F
∗
p.
Remark 3. Note that Definition 2 is more restric-
tive than Definition 1. The reason for this is that,
1We have not found a definition for SAC in the finite
fields context in the literature, but we do not claim that this
is necessarily new.
while in the usual definition (Definition 1) the out-
put components are considered independently, in Def-
inition 2 the condition is for the derivative as a sin-
gle object; in fact, for n = m, the condition of Def-
inition 2 is equivalent to all derivatives DaF(x) (for
a = atg
t) being permutation polynomials (see [The-
orem 7.7](Lidl and Niederreiter, 1997)), and, in fact,
as Lemma 8 shows (taking c = 1), Definition 2 is
equivalent to the balancedness of the derivative it-
self. For example, the function F : F22 → F
2
2 defined
by F(x0,x1) = (x0x1,x0x1) fulfills SAC according to
Definition 1, since, for each component, the deriva-
tives with respect to a = (0,1) and a = (1,0) are bal-
anced. However, if we map the function F : F22 → F
2
2
to the function F ′ : F4 → F4 by applying the map
Mg to its input and output we see that F
′ has values
F ′(0)= 0,F ′(g)= 0,F ′(1)= 0,F ′(g2)= g2. It is easy
to see that neither derivative D1F
′(x) nor DgF
′(x)
are permutation polynomials. Thus, F ′ does not ful-
fill SAC under Definition 2. Furthermore, while there
exist functions F : Fn2 → F
n
2 that fulfill SAC under Def-
inition 1 (at any rate, for even dimension), there exists
no function F ′ :F2n →F2n that fulfills SAC under Def-
inition 2, since F ′(x+ a)−F′(x) has the same values
for x and x+a, and can therefore never be a permuta-
tion. However, it is not an empty definition, if m 6= n,
as we see below.
Example 4. The function F : F4 → F2 defined by its
values F(0) = 0,F(g) = 0,F(1) = 0,F(g2) = 1 ful-
fills SAC under Definition 1, since here b = 1, a = 1












We recall below the differential extension
from (Ellingsen et al., 2020), in the context of finite
fields.
Definition 5. (Ellingsen et al., 2020) Given a p-ary
(n,m)-function F : Fpn → Fpm , and c ∈ Fpm , the (mul-
tiplicative) c-derivative of F with respect to a ∈ Fpn
is the function
cDaF(x) = F(x+ a)− cF(x), for all x ∈ Fpn . (2)
(Note that, if c = 1, then we obtain the usual deriva-
tive, and, if c = 0 or a = 0, then we obtain a shift
(input, respectively, output) of the function.)
It is natural to consider then an extension of
the Strict Avalanche Criterion (SAC) using this new
derivative.
2 THE C-STRICT AVALANCHE
CRITERION (C-SAC)
In this section, we extend the Strict Avalanche Cri-
terion (SAC) to address new attacks that might stem
from the use of the c-differential.
Definition 6. Let F : Fpn → Fpm be a p-
ary (n,m)-function. We say that F ful-
fills the c-Strict Avalanche Criterion (c-SAC)
if and only if ∑x∈Fnp ζ
Trm(b(F(x+a)−cF(x))) =
∑x∈Fnp ζ
Trm(bF(x+a))−Trm(cbF(x)) = 0 for all
b ∈ F∗pm , a = atg




In (Stănică et al., 2020), for F ∈ Bmn,p (the set of
all functions from Fpn → Fpm) and fixed c ∈ F2m , we






and the corresponding c-autocorrelation at u ∈ Fpn ,
cCF(u,b) = cCF,F(u,b).
Using this, we say that for F ∈ Bmn,p and fixed
c ∈ F2m , F fulfills the c-Strict Avalanche Criterion
(c-SAC) if and only if cCF(a,b) = 0, ∀b ∈ F
∗
pm , a =
atg
t ∈ F∗pn for some t = 0, . . . ,k− 1, at ∈ F
∗
p.
Remark 7. Note that, for n = m, the
Perfect c-Nonlinear (PcN) class defined
in (Ellingsen et al., 2020) is a subclass of the
set of functions fulfilling c-SAC, and, in gen-
eral, its generalization, the c-bent1 class, defined
in (Stănică et al., 2020), is a subclass of c-SAC. How-
ever, as we show in Section 5, these subclasses are
strict, and we can find examples of (n,n)-vectorial
p-ary functions that fulfill c-SAC for some c but
are not PcN (which, for n = m, is equivalent to
c-bent1) for that value of c, for both even and odd
characteristics.
3 THEORETICAL RESULTS ON
THE C-STRICT AVALANCHE
CRITERION
Note that, as in the classical case, the correlation con-
dition and the balancedness are equivalent2:
Lemma 8. Let F :Fpn →Fpm a p-ary (n,m)-function.
Then, F fulfills c-SAC if and only if all the traces of
multiples of c-differentials with respect to any a of
2Note that, as stated before, for the case n = m, this re-
sult is given in (Lidl and Niederreiter, 1997, Theorem 7.7).
p-ary weight 1 are balanced, i.e. Trm(cDabF(x)) is
balanced, for all b ∈ F∗pm , a = atg
t ∈ F∗pn , for some
t = 0, . . . ,k− 1, at ∈ F
∗
p.
Proof. We follow the proof of (Stănică et al., 2020,
Theorem 2.5), and include it here for the convenience
of the reader.
With c ∈ Fpn constant, for every u ∈ Fpn ,b ∈ Fpm ,
0 ≤ j ≤ p− 1, we let Su,bj,c = {x ∈ Fpn |Trm(b(F(x+
u)− cF(x))) = j}. We will use below that the order
of the cyclotomic polynomial of index pm is φ(pm) =
pm−1(p− 1).
First, recall that the pk-cyclotomic polynomial is
φpk(x) = 1+ x
pk−1 + x2p
k−1
+ · · ·+ x(p−1)p
k−1
. In par-
ticular, we deduce that ζ
p−1
p =−(1+ζp+ · · ·+ζ
p−2
p ).
If u ∈ F∗pn such that u = utg
t for some t = 0, . . . ,k−1,
ut ∈ F
∗
p, b ∈ F
∗
pm , and F fulfills c-SAC, then
























→֒ Q(ζp) has degree p− 1 and




p |0 ≤ j ≤ p− 2
}
are
linearly independent in Q(ζp) over Q, therefore the
coefficients in the displayed expression are zero, that
is, that for all 0 ≤ j ≤ p− 2, |Su,bj,c |= |S
u,b
p−1,c|. Sum-
marizing, for any 0 ≤ j ≤ p−1, the cardinality of the
set S
u,b
j,c is independent of j, and so, for all c,b,u 6= 0
fixed, the function x 7→ Trm(b(F(x + u)− cF(x)) is
balanced for all u = utg
t for some t = 0, . . . ,k − 1,
ut ∈ F
∗
p, b ∈ F
∗
pm .
If x 7→ Trm(b(F(x + u)− cF(x)) is balanced, by
reversing the argument, we find that f fulfills c-SAC.
This means that F fulfills c-SAC if and only if any
of the following equivalent conditions are fulfilled:
1. cCF(a,b) = 0 ∀b ∈ F
∗
pm , a = atg
t ∈ F∗pn , for some
t = 0, . . . ,k− 1, at ∈ F
∗
p.
2. the function x 7→ Trm(b(F(x+ a)− cF(x)) is bal-
anced, for all b ∈ F∗pm , a = atg
t ∈ F∗pn , for some
t = 0, . . . ,k− 1, at ∈ F
∗
p.
The (vectorial) Walsh transform WF(a,b) of an





Walsh-Hadamard transform of its component func-






We can extend Lemma 3.3 of (Li and Cusick, 2005),
using (Stănică et al., 2020, Lemma 2.2) (the proof
follows directly from (Stănică et al., 2020, Lemma
2.2) and it is omitted):





Lemma 10. Let F : Fpn → Fpm a p-ary (n,m)-
function. Then, F satisfies c-SAC if and only
if ∑y∈Fpn WF(y,b)WF(y,bc)ζ
Trn(ay)
p = 0, ∀b ∈
F∗pm , a = atg




Proof. By (Stănică et al., 2020, Lemma 2.2),
∑y∈Fpn WF(y,b)WF (y,bc)ζ
Trn(ay)
p = CF(a,b). The
result follows.
Let U,T : Fpn ×Fpn → C. We define the left con-
volution by (U ⋆T )(x,y) = ∑z∈Fpn U(x− z,y)T (z,y).
Let F,G : Fpn → Fpm . Then, it is easy to show that





p2n if a = 0
0 if a 6= 0.
(6)
We will show below that the c-SAC is preserved
by extended-affine (EA) equivalence, where EA-
equivalence is defined as follows:
Definition 11. (Canteaut and Perrin, 2019) Two func-
tions F,G : Fpn → Fpm are extended-affine equivalent
(EA-equivalent) if and only if there exist α ∈ F∗pm , e ∈
Fpm , β ∈ F
∗
pn , d ∈ Fpn such that G(x) = αF(βx+d)+
e.
The next theorem is a generalization of Theorems
3.6 and 3.7 of (Li and Cusick, 2005).
Theorem 12. The c-SAC is preserved under the EA-
equivalence.
Proof. We need to prove that F satisfies c-SAC if and
only if G(x) = αF(βx+d)+e satisfies c-SAC, where
α ∈ F∗pm , e ∈ Fpm , β ∈ F
∗
pn , d ∈ Fpn . Thus, G satis-
fies c-SAC if and only if ∑x∈Fnp ζ
Trm(b(G(x+a)−cG(x))) =
0, ∀b ∈ F∗pm , a = atg
t ∈ F∗pn , for some t = 0, . . . ,k−1,
at ∈ F
∗




















For the next result, which generalizes Theorem
3.8 of (Li and Cusick, 2005), we need to introduce
some notations. Let n = n1 + n2, and g,g1,g2 be gen-
erators of Fpn ,Fpn1 ,Fpn2 , respectively. Then, we can




n1+1 + · · ·+yn2g
n1+n2−1. We
define then σ1 : Fpn → Fpn1 as σ1(z) = x0 + x1g1 +
· · ·+ xn1−1g
n1−1
1 and σ2 : Fpn → Fpn2 as σ2(z) = y0 +
y1g2 + · · ·+ yn2−1g
n1−1
2 . It is easy to see that σ1 and
σ2 are linear over Fp.
Theorem 13. Let F be an (n1,m)-vectorial p-ary
function, and G be an (n2,m)-vectorial p-ary func-
tion. We define an (n,m)-vectorial p-ary function by
H(z) = F(σ1(z))+G(σ2(z)). Then, H fulfills SAC if















Now, σi(z+ a) = σi(z) + σi(a). Since a = atg
t for
some t = 0, . . . ,k − 1, at ∈ F
∗
p, we have that either
σ1(a)= 0 or σ2(a)= 0. Without loss of generality, we

















The autocorrelation of H with respect to a is zero if
and only if the autocorrelation of F with respect to α
is zero.
Taking into account the two cases, σ1(a) = 0 or
σ2(a) = 0, the theorem follows.




independent in its x input if and only if for any c,b,x∈
Fpn , α ∈ Fp and a = atg
t , t = 0,1 . . . ,k− 1,at ∈ F
∗
p ,




In order to connect it to the c-SAC condition, we
can say that, if the function F is 1
p
-c-independent
in all components, then it is c-SAC, meaning that
∑x∈Fpn ζ
Trm(bF(x+a))−Trm(cbF(x)) = 0.
Theorem 15. If WF(x,b)WF(−x,bc) = WF(x +






a ∈ Fp and g, a generator of the field, z ∈ Ii1i2...im =
{
a0g
0 + · · ·+ an−1g
n−1 | ai 6= 0 =⇒ i ∈ {i0, . . . , im−1}
}
,
then F(x) is 1
p
-c-independent in the input coordinates
ai0 ,ai1 , . . . ,ain−1.


















Sx′ , Sx′1 ∩Sx
′
2
= /0 ⇐⇒ x′1 6= x
′
2.






for any x′,z′ ∈ Fpn . Now let x
′ = a0g






i and a0 = 0, or for short notation x
′ =
(0,x′′), and the same for z′ = ( j,z′′),z′′ ∈ Ii2...im ,1 ≤



























for j ∈ 1,2 . . . , p− 1.
(10)
That means that f (x) is 1
p
-c-independent in the i1 in-
put and the other components can be obtained in the
same way.
4 THE C-STRICT AVALANCHE
CRITERION OF HIGHER
ORDER
Given a function F : Fpn → Fpl , we fix a set of in-
dices I = { j1, . . . , jm}, and define a restriction of F ,
by fixing the coordinates corresponding to the in-







j, where a j ∈ Fp are chosen to be
constants. Then we can define the c-Strict Avalanche
Criterion of order m (c-SAC(m)) as follows.
Definition 16. Let F be an (n,m)-vectorial p-ary
function. Then, the function F(x) satisfies the c-Strict
Avalanche Criterion of order m (c-SAC(m)) if for m
chosen constant inputs, the corresponding restriction
of F(x) satisfies c-SAC.
Theorem 17. If a function F(x) satisfies c-SAC(m), it
also satisfies c-SAC (m− 1), for 1 ≤ m ≤ n− 1.
Proof. First we introduce the function FI
z j1 ···z jm
c j1 ...c jm
(x),
which is obtained from the function F(x) by fixing a j
to a constant y j. So the input of the FI will be of the






j, where I = { j1 . . . jm} is a
set of indices of fixed elements for FI(x).
Thus, I = { j1, . . . , jm} is a set of indices of fixed







z j = a jg
j = y jg
j where y j ∈ Fp are fixed constants.
Then, F(x) can be written as F
z j1 ···z jm
c j1 ...c jm
(x), obtained
from F(x) by fixing a j to constant y j, and αi = uig
i,


























j + δg jl , where δ
is an element extracted from the set I correspond-
ing to g jl , so the function will be of the form
F
z j1 ...z jl−1 ,z jl+1 ...z jm ,z jl
c j1 ...c jl−1 ,c jl+1 ...c jm ,δ
, which, for brevity, it will be de-
noted F
z j1 ...z jm z jl


























Following the definition of the c-SAC all internal
p-sums are equal to zero, since the function satisfies
c-SAC(m). Therefore, for M = 0, the function satis-
fies the c-SAC(m− 1), since every F
z j1 ...z jm





This section displays a partial list of functions of type
F : F23 → F23 and F : F32 → F32 that fulfill c-SAC
but are not PcN (which, for n = m, is equivalent to
c-bent1), for the values of c given in the list. It is
interesting to note that all functions of type F : F22 →
F22 we found that fulfilled c-SAC were PcN for those
values of c.
As argued before, for p = 2 there are no (n,n)-
functions that are c-SAC for c = 1. We do, however,
find examples of (n,n)-functions that fulfill c-SAC for
c = 1 for p = 3. These are, however, PN (perfect non-
linear). Below, g denotes a primitive element in the
considered field.
5.1 Even characteristic
The following functions F : F23 → F23 fulfill c-SAC
for c ∈ {g,g2,g2 + g+ 1,g2+ 1}:
1. (g2 + 1)x6 +(g+ 1)x5 +(g+ 1)x4 +(g2 + g)x3 +
x2 + g2x;
2. gx6 + x5+gx4+(g2+g+1)x3+(g+1)x2+(g+
1)x;
3. g2x6 + (g2 + g + 1)x5 + x4 + (g2 + g)x3 + (g2 +
g)x2 +(g2 + 1)x;
4. (g2+g+1)x6+gx5+x4+x3+(g2+g)x2+(g2+
1)x;
5. (g2 + g+ 1)x6 +(g2 + g)x5 + g2x3 +(g2 + 1)x2 +
(g2 + g+ 1)x;
6. (g2 + g)x6 +(g+ 1)x5+ g2x4 + gx3 + gx2 + g2x;
7. g2x6 +(g2 + 1)x5 + gx4 + x3 + g2x2;
8. (g2 + g)x6 +(g+ 1)x5 +(g2 + 1)x4 + gx3 +(g+
1)x2 +(g2 + g+ 1)x;
9. g2x6 +(g2 + 1)x5 +(g2 + 1)x4 + x3 +(g+ 1)x2 +
(g2 + g+ 1)x;
10. gx6+(g2+g)x5+(g+1)x4+(g+1)x3+x2+g2x;
11. (g2 + g+ 1)x6+ gx5 +(g+ 1)x4+ x3 + x2 + g2x;
12. (g2 + g)x6 +(g+ 1)x5 +(g2 + g)x4 + gx3 +(g2 +
1)x2 +(g2 + 1)x;
13. gx6 + x5 +(g2 + g+ 1)x3+ g2x2 + gx;
14. x6 + (g2 + 1)x5 + (g2 + g + 1)x4 + (g2 + g)x3 +
(g2 + g)x2 +(g2 + g+ 1)x;
15. (g2+1)x6+(g+1)x5+(g2+1)x4+(g2+g)x3+
gx2 + x;
16. (g2 +g+1)x6+gx5+(g2+g)x4 + x3 +(g2+g+
1)x2 +(g2 + g+ 1)x;
17. gx6+x5+x4+(g2+g+1)x3+(g2+g)x2+(g2+
1)x;
18. (g2 + 1)x6 +(g+ 1)x5 + x4 +(g2 + g)x3 + (g2 +
g)x2 +(g2 + 1)x;
19. (g2 + g + 1)x6 + g2x5 + (g2 + g + 1)x4 + (g +
1)x3 + x2 +(g2 + 1)x;
20. x6 + (g2 + 1)x5 +(g2 + 1)x4 +(g2 + g)x3 + (g+
1)x2 +(g2 + g+ 1)x;
21. (g2 + g)x6 + x5 +(g+ 1)x4 +(g2 + 1)x3 + (g2 +
g)x2 +(g2 + g)x;
22. (g2 + g+ 1)x6 + g2x5 +(g2 + 1)x4 +(g+ 1)x3 +
(g+ 1)x2 +(g2 + g+ 1)x;
23. gx6 +(g2 + g+ 1)x5+ x4 +(g2 + 1)x3 + gx2;
24. (g + 1)x6 + g2x5 + (g2 + g + 1)x4 + x3 + g2x2 +
(g2 + g)x;
25. x6 +(g+ 1)x5+(g2 + g)x4 + g2x3 +(g2 + 1)x;
26. (g2+g)x6+gx5+(g2+g)x4+g2x3+(g2+1)x2+
(g2 + g+ 1)x;
27. (g2+1)x6+(g2+g+1)x5+(g2+g+1)x4+(g+
1)x3 + g2x2 +(g2 + g)x.
The following functions F : F23 → F23 fulfill c-SAC
for c ∈ {g,g+ 1,g2+ g,g2 + 1}:
1. (g2+g)x6+gx5+(g2+1)x4+g2x3+g2x2 +(g+
1)x;
2. (g2 + 1)x6 +(g2 + g+ 1)x5 + g2x4 +(g+ 1)x3 +
(g2 + 1)x2 + gx;
3. (g+1)x6+(g2+1)x5+(g2+g+1)x4+(g2+g+
1)x3 + gx2 +(g2 + g+ 1)x;
4. (g2 + g)x6 + gx5 + g2x4 + g2x3 +(g2 + 1)x2 + gx;
5. (g + 1)x6 + (g2 + 1)x5 + x4 + (g2 + g + 1)x3 +
(g2 + g)x2 +(g2 + 1)x;
6. gx6 + (g2 + g)x5 + x4 +(g+ 1)x3 +(g2 + g)x2 +
(g2 + 1)x;
7. (g2 + 1)x6 + (g2 + g + 1)x5 + (g + 1)x4 + (g +
1)x3 + x.
8. x6+(g2+g)x5+g2x4+(g2+g+1)x3+(g2+g+
1)x2 +(g2 + 1)x;
9. g2x6 +gx5 +(g2 +g+1)x4 +(g2 +1)x3 +g2x2 +
(g2 + g)x;
10. (g2 + 1)x6 + g2x5 + gx4 + gx3 +(g2 + g)x2 + gx;
11. x6+(g2+g)x5+(g2+g+1)x4+(g2+g+1)x3+
g2x2 +(g2 + g)x;
12. (g2 + 1)x6 + g2x5 +(g+ 1)x4+ gx3 + x2 + g2x;
13. (g2+g)x6+x5+(g+1)x4+(g2+1)x3+x2+g2x;
14. g2x6 + gx5 +(g2 + 1)x4 +(g2 + 1)x3 +(g+ 1)x;
15. (g+ 1)x6 + x5 + x4 + gx3 +(g2 + g+ 1)x;
16. (g2 + g+ 1)x6 + g2x5 +(g+ 1)x3 +(g2 + 1)x2 +
(g+ 1)x;
17. (g2 + g)x6 + x5 + g2x4 +(g2 + 1)x3 + gx2;




20. (g2 + 1)x6 +(g+ 1)x5 + gx4 +(g2 + g)x3 +(g2 +
g)x2 +(g2 + g+ 1)x;
21. gx6+x5+(g2+g)x4+(g2+g+1)x3+gx2+(g+
1)x;
22. (g2 + g+ 1)x6+ gx5 + x4 + x3 +(g+ 1)x2+ x;
23. (g2+1)x6+(g+1)x5+(g2+g)x4+(g2+g)x3+
gx2 +(g+ 1)x;
24. (g2 + 1)x6 + (g2 + g + 1)x5 + (g2 + g)x4 + (g +
1)x3 +(g+ 1)x2+(g2 + g)x;
25. gx6 + x5 +(g2 + g+ 1)x4+(g2 + g+ 1)x3+ g2x;
26. (g2 + g)x6 + gx5 + g2x3 +(g2 + g+ 1)x2+ g2x;
27. (g+1)x6+(g2+1)x5+gx4+(g2+g+1)x3+x2;
28. (g2 + 1)x6 + (g2 + g + 1)x5 + x4 + (g + 1)x3 +
(g2 + g)x2 +(g2 + 1)x.
The following functions F : F23 → F23 fulfill c-SAC
for c ∈ {g2,g+ 1,g2+ g,g2+ g+ 1} :
1. gx6 + (g2 + g + 1)x5 + g2x4 + (g2 + 1)x3 + x2 +
(g2 + g+ 1)x;





6. (g2 + 1)x6 + g2x5 + x4 + gx3 +(g2 + g)x2 +(g2 +
1)x;
7. (g+ 1)x6+ g2x5 +(g2 + g)x4 + x3 + g2x2;
8. g2x6 + gx5 +(g2 + g+ 1)x4 +(g2 + 1)x3 +(g2 +
g+ 1)x2+ gx;
9. (g2 + g)x6 + gx5 + (g2 + g + 1)x4 + g2x3 + (g +
1)x2 + gx;
10. (g2 + 1)x6 + (g2 + g + 1)x5 + (g2 + g)x4 + (g +
1)x3 + gx2 +(g+ 1)x;
11. (g + 1)x6 + (g2 + 1)x5 + (g2 + 1)x4 + (g2 + g +
1)x3 +(g2 + 1)x2 +(g2 + g)x;
12. (g2 + g)x6 + gx5 +(g2 + g)x4 + g2x3 + gx2 +(g+
1)x;
13. (g + 1)x6 + (g2 + 1)x5 + (g + 1)x4 + (g2 + g +
1)x3 + x2 + g2x;
14. g2x6 +(g2 + g+ 1)x5 +(g+ 1)x4 +(g2 + g)x3 +
x2 + g2x;
15. (g2 + 1)x6 + (g2 + g + 1)x5 + x4 + (g + 1)x3 +
(g2 + g+ 1)x2;
16. (g2 + g+ 1)x6 +(g2 + g)x5 + gx4 + g2x3 + gx2 +
(g2 + g)x;
17. g2x6 +(g2 + g+ 1)x5 +(g2 + g)x3 +(g+ 1)x2 +
(g2 + 1)x;
18. (g2 + g+ 1)x6+(g2 + g)x5 + g2x4 + g2x3 +(g2 +
1)x2 + gx;
19. (g+ 1)x6 + x5 + g2x4 + gx3 +(g2 + 1)x2 + gx;
20. (g+ 1)x6 + x5 +(g2 + g)x4 + gx3 + g2x2 + x;
21. (g2 + g+ 1)x6 +(g2 + g)x5 +(g+ 1)x4 + g2x3 +
x2 + g2x;
22. g2x6 + (g2 + g + 1)x5 + (g2 + g + 1)x4 + (g2 +
g)x3 +(g2 + g+ 1)x2+(g+ 1)x;
23. (g+ 1)x6 + x5 +(g+ 1)x4+ gx3 + x2 + g2x;




26. g2x6 +(g2 + 1)x5 +(g2 + 1)x4 + x3 +(g2 + g)x;
27. gx6+(g2+g)x5+(g+1)x3+g2x2+(g2+g+1)x;
28. (g2 + g)x6 + (g + 1)x5 + gx4 + gx3 + (g2 + g +
1)x2 + x;
29. g2x6 +(g2 + 1)x5 + gx4 + x3 +(g2 + g+ 1)x2+ x.
5.2 Odd characteristic
The following functions F : F32 → F32 all fulfill c-
SAC and are PcN for c = 1, in addition to the values
of c displayed.
For c ∈ {g,2g,2g+ 2}:
1. (g+ 2)x6 + gx4 + x3 +(2g+ 1)x2+ 2gx;
2. 2x6 + 2x4 +(g+ 1)x3+ 2x2 + 2gx;
3. (2g+ 2)x6 +(2g+ 2)x4+ x3 +(2g+ 2)x2+ gx;
4. (g+ 1)x6 + x4 + gx3 +(2g+ 2)x2+ x;
5. gx6 +(2g+ 1)x4+(2g+ 1)x3+ 2gx2+ 2x;
6. (g+ 1)x6 +(g+ 1)x4+(g+ 1)x3+(g+ 1)x2;
7. gx6 + gx4 + gx2 + 2gx;
8. gx6 +(2g+ 1)x4+ 2x3 + 2gx2;
9. (g+ 1)x6 + x4 +(g+ 2)x3+(2g+ 2)x2;
10. x6 +(2g+ 2)x4+ 2x3 + 2x2 + gx;
11. (g+ 2)x6 + 2gx4 + gx3 +(2g+ 1)x2+ 2x;
12. 2x6 + 2x4 + gx3 + 2x2 +(2g+ 2)x;
13. gx6 + gx4 + gx3 + gx2;
14. (g+ 1)x6+ x4 +(2g+ 2)x2+ gx;
15. gx6 + gx4 + x3 + gx2 +(g+ 2)x;
16. (g+2)x6+2gx4+(g+1)x3+(2g+1)x2+(2g+
1)x;
17. 2gx6 +(g+ 2)x4+ gx2 +(2g+ 2)x;
18. 2x6 + 2x4 +(2g+ 2)x3+ 2x2 +(g+ 2)x;
19. x6 +(2g+ 2)x4+(g+ 2)x3+ 2x2 +(2g+ 2)x;
20. 2x6 +(2g+ 2)x4+ x2 + 2gx;
21. (2g + 1)x6 + (2g + 1)x4 + 2gx3 + (2g + 1)x2 +
(2g+ 2)x;
22. (g+2)x6 +2gx4 +(2g+2)x3 +(2g+1)x2+2gx;
23. 2x6 +(2g+ 2)x4+ 2gx3+ x2 +(g+ 1)x;
24. gx6 + gx4 +(g+ 2)x3+ gx2 +(g+ 1)x;
25. 2x6 +(2g+ 2)x4+ gx3 + x2 + 2x;
26. gx6 +(g+ 2)x4+ 2gx2 + x;
27. x6 + x4 +(g+ 2)x3+ x2 +(2g+ 2)x;
28. x6 +(g+ 1)x4+(g+ 1)x3+ 2x2 +(2g+ 1)x;
29. x6 + x4 + x2 + 2x;
30. x6 +(g+ 1)x4+(2g+ 1)x3+ 2x2;
31. gx6 +(g+ 2)x4+(2g+ 2)x3+ 2gx2;
32. (g+ 2)x6+ 2gx4 +(2g+ 1)x3+(2g+ 1)x2+ x;
33. (2g+ 2)x6+ 2x4 + x3 +(g+ 1)x2+(2g+ 1)x;
34. (2g+ 2)x6+ 2x4 + gx3 +(g+ 1)x2+(g+ 1)x;
35. (2g+ 1)x6+(2g+ 1)x4+ x3 +(2g+ 1)x2+ 2gx.
For c ∈ {g+ 1,2g+ 1,g+2}:
1. (2g+ 1)x6+ 2gx4+ 2x3 +(g+ 2)x2+(g+ 2)x;
2. x6 + x4 +(2g+ 2)x3+ x2 +(g+ 2)x;
3. 2gx6 +(2g+ 1)x4+ 2gx3 + gx2 +(g+ 1)x;
4. (2g+ 1)x6+ 2gx4+ x3 +(g+ 2)x2+ 2gx;
5. (2g+ 2)x6+ 2x4 + 2x3 +(g+ 1)x2+(g+ 2)x;
6. 2gx6 +(g+ 2)x4+ 2x3 + gx2;
7. (2g+2)x6+(2g+2)x4+(g+2)x3+(2g+2)x2+
2x;
8. 2gx6 + 2gx4 +(g+ 2)x3+ 2gx2 +(g+ 1)x;
9. 2x6 +(g+ 1)x4+ 2gx3 + x2;
10. 2x6 +(2g+ 2)x4+ x3 + x2 +(g+ 2)x;
11. 2gx6 +(g+ 2)x4+ gx3 + gx2 + x;
12. (2g+ 2)x6+ 2x4 + 2gx3+(g+ 1)x2+(2g+ 2)x;
13. 2x6 +(2g+ 2)x4+(2g+ 1)x3+ x2;
14. 2gx6 +(2g+1)x4+(2g+1)x3 +gx2 +(2g+2)x;
15. (g+ 1)x6+ x4 + 2gx3+(2g+ 2)x2+ 2x;
16. x6 +(g+ 1)x4+ 2x2 + 2gx;
17. 2gx6 + 2gx4 + gx3 + 2gx2;
18. 2x6 +(g+ 1)x4+ x2 +(g+ 2)x;
19. (2g+ 1)x6 + gx4 +(2g+ 2)x3+(g+ 2)x2+ 2gx;
20. 2gx6 +(g+ 2)x4+(2g+ 1)x3+ gx2 + 2x;
21. gx6 +(2g+ 1)x4+ gx3 + 2gx2+ x;
22. x6 + x4 +(2g+ 1)x3+ x2 +(g+ 1)x;
23. gx6 +(2g+1)x4 +(2g+2)x3+2gx2 +(2g+1)x;
24. 2x6 + 2x4 +(2g+ 2)x3+ 2x2 + gx;
25. x6 + x4 + x2 + x;
26. 2gx6 + 2gx4 +(2g+ 2)x3+ 2gx2+(2g+ 1)x;
27. x6 +(g+ 1)x4+ 2gx3+ 2x2 +(g+ 1)x;
28. (g+ 2)x6 +(g+ 2)x4+(g+ 2)x2+(g+ 2)x;
29. x6 +(g+ 1)x4+ gx3 + 2x2 + 2x;
30. (g+1)x6 +x4+(g+1)x3 +(2g+2)x2+(g+2)x;
31. 2gx6 + 2gx4 +(2g+ 1)x3+ 2gx2+ 2x;
32. 2x6 + 2x4 + x3 + 2x2;
33. (2g+ 1)x6 + gx4 + 2x3 +(g+ 2)x2;
34. 2gx6 +(2g+ 1)x4+ 2x3 + gx2 + 2gx;
35. (g+ 2)x6 + gx4 + 2x3 +(2g+ 1)x2+ gx;
6 CONCLUSION AND FUTURE
WORK
In this paper, we have generalized the concept of
Strict Avalanche Criterion (SAC) to address pos-
sible c-differential attacks, in the realm of finite
fields. Further, we have defined the concepts of
c-Strict Avalanche Criterion (c-SAC) and c-Strict
Avalanche Criterion of order m (c-SAC(m)), and gen-
eralized results of (Li and Cusick, 2005). By com-
puting and checking functions of the given type,
we have also shown that the new definition is
not equivalent to the existing concepts of c-bent1-
ness (Stănică et al., 2020), nor (for n = m) PcN-ness
(Ellingsen et al., 2020). It would of interest, to find,
theoretically, classes of functions that fulfill c-SAC or
c-SAC(m) for large n and m, and to find other proper-
ties satisfied by c-SAC functions, as well as devise a
practical attack on particular S-boxes using these con-
cepts. Finally, for small examples, all functions that
we found that fulfilled 1-SAC for n = m were PN. It
would be interesting to find either a function which
fulfills 1-SAC but is not PN, or a proof that this can-
not happen.
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