Abstract-The datasets used in many real applications are highly imbalanced which makes classification problem hard. Classifying the minor class instances is difficult due to bias of the classifier output to the major classes. Nearest neighbor is one of the most popular and simplest classifiers with good performance on many datasets. However, correctly classifying the minor class is commonly sacrificed to achieve a better performance on others. This paper is aimed to improve the performance of nearest neighbor in imbalanced domains, without disrupting the real data distribution. Prototype-weighting is proposed, here, to locally adapting the distances to increase the chance of prototypes from minor class to be the nearest neighbor of a query instance. The objective function is, here, G-mean and optimization process is performed using gradient ascent method. Comparing the experimental results, our proposed method significantly outperformed similar works on 24 standard data sets.
I. INTRODUCTION
In recent years, the classification problem in imbalanced data sets has been identified as an important problem in data mining and machine learning, because the imbalanced distribution is pervasive in most of real-world problems. In these datasets, the number of instances of one of the classes is much lower than the instances of the others [1] . The imbalance ratio may be on the order of 100 to one, 1000 to one, or even higher [2] .
Imbalanced data set appears in most of the real world domains, such as text classification, image classification, fraud detection, anomaly detection, medical diagnosis, web site clustering and risk management [3] . We worked on the binary class imbalanced data sets, where there is only one positive and one negative class. The positive and negative classes are respectively considered as the minor and major classes.
If the classes are nested with high overlapping, separating the instances of different classes is hard. In these situations, the instances of minor class are neglected in order to correctly classify the major class, and to increase the classification rate. Hence, learning algorithms, which train the parameters of the classifier to maximize the classification rate, are not suitable for the case of imbalanced datasets.
Normally in the real applications, detecting the instances from the minor class is more valuable than others [4] . A good performance on minor instances may not be achieved even with having the maximum classification rate. This is why; some other criteria have been proposed to measure the performance of a classifier on imbalanced datasets. These criteria measure the performance of the classifier on both of minor and major classes. In this paper, G-mean is used and described in section 3. Here, this criterion is also used as the objective function instead of the pure classification rate.
There are several methods to tackle the problems of imbalanced data sets. These methods are grouped into two categories: internal and external approaches. In the former approach, a new algorithm is proposed from scratch, or some existed methods are modified [5] , [6] . In external approaches, data is preprocessed in order to reduce the impact of the class imbalance [7] , [8] . Internal approaches are strongly dependent on the type of the algorithm, while external approaches (sampling methods) modify the data distribution regardless of the final classifier. The major drawbacks of the sampling method are loss of useful data, over-fitting and over generalization. In this paper an internal approach is proposed based on modifying the learning algorithm in an adaptive distance nearest neighbor classifier.
Nearest neighbor classifier (NN) has been identified as one of the top ten most influential data mining algorithms [9] due to its simplicity and high performance. The classification error rate of nearest neighbor is not more than twice the Bayes [10] where the number of training instances is sufficiently large. Even in nearest neighbor classifier that has no training phase, without any priority knowledge of the query instance, it is more likely that the nearest neighbor is a prototype from the major class. This is why, this classifier has not a good performance to classify the instances of the minor class, especially where the minor instances are distributed between the major ones [11] .
In this paper, we proposed an approach to improve the nearest neighbor algorithm on imbalanced data. This approach has a good performance on the classified minor class instances, and the major class instances are acceptably classified as well. According to data distribution, in the proposed method, a weight is assigned to each prototype. Distance of each query instance from a prototype is directly related to the weight of the prototypes. With this approach, the prototypes with smaller weights have more chances to be the nearest neighbor of the new query instance. This weighting is done in such a way that increases the performance of nearest neighbor based on G-mean.
In order to analyze the experimental results, 24 standard benchmark datasets from UCI repository of machine learning databases [12] are used. For multi-class data sets, the class with the smallest size is considered as the positive class, and the rest of instances are labeled as the negative class. In comparison of nearest neighbor with some other well-known algorithms such as SVM and MLP, nearest neighbor can be easily used to support the multi-class datasets, which is out of the scope of this paper.
The rest of this paper is organized as follows: In Section II, the related works done in the past are described. In Section III, the evaluation measurements in imbalanced domains are briefly described. In Section IV, the proposed approach is presented. The experiments are reported in Section V and the paper is concluded in Section VI.
II. RELATED WORKS
Various solutions have been proposed to solve the problems of imbalanced data. These solutions include a wide variety of two different approaches, modified algorithms and preprocesses. Methods that preprocess on the data are known as sampling techniques to oversample instances in the minor class (sample generation) or to under-sample in the major one (sample selection) [13] . One of the earliest and classic works, called SMOTE method [14] , increases the number of minor class instances by creating synthetic samples. This method is based on the nearest neighbor algorithm. The minor class is over sampled by generating new samples along the line segments connecting each instance of the minor class to its k-nearest neighbors. In order to improve the SMOTE method, the safe-level-SMOTE [15] method has been introduced, in which the samples have different weights in generating synthetic samples. The other types of algorithms have focus on extending or modifying the existing classification algorithms such that they can be more effective in dealing with imbalanced data. HDDT [16] and CCPDT [17] are examples of these methods, which are modified versions of decision tree classifiers. Over the past few decades, kNN algorithm is widely studied, and has been used in many fields. The kNN classifier classifies each unlabeled sample by the major label of its k nearest neighbors in the training dataset. Weighted Distance Nearest Neighbor (WDNN) [18] is a recent work on prototype reduction based on retaining the informative instances and learning their weights to improve the classification rate on training data. The WDNN algorithm is well formulated, and shows encouraging performance; however, it can only work with k=1 in practice. WDkNN [19] is another recent approach which attempts to reduce the time complexity of WDNN, and extends it to work for values of k greater than 1.
Chawla and Liu, [20] in one of their recent works, presented a new approach named Class Confidence Weighted (CCW) to solve the problems of imbalanced data. While conventional kNN only uses prior information for classification of samples, CCW converts prior to posterior, thus operates as likelihood in Bayes theory, and increases its performance. In this method, weights are assigned to samples by the Mixture Model and Bayesian Networks method.
Based on the idea of informative-ness, two different versions of kNN are proposed by Yang Song and others [21] . According to them, a sample is treated to be informative, if it is close to the query instance, and far away from the samples with different class labels. LI-KNN is one of the proposed versions, which takes two parameters k and I. It first finds the k nearest neighbor of the query instance, and then among them it finds the I most informative samples. Class label is assigned to the query instance based on its informative samples. They also demonstrated that the value of k and I have very less effect on the final result. GI-KNN is the other version which works on the assumption that some samples are more informative then others. It first finds global informative samples, and then assigns a weight to each of the samples in training data based on their informative-ness. It then uses weighted Euclidean metric to calculate distances.
Paredes and Vidal [22] have proposed a sample reduction and weighted method to improve nearest neighbor classifier, called LPD (Learning Prototype and Distance), which has received many attentions. The algorithm simultaneously trains both a reduced set of prototypes and a suitable weight for associated prototypes. Such that the defined objective function, which is the error rate, is optimized on the training samples by using gradient based decreasing method. In this way, the weight is individually assigned to each feature. In the test stage, the reduced set with related weights is used.
III. EVALUATION IN IMBALANCED DOMAINS
The measures of the quality of classification are built from a confusion matrix (shown in Table I ) which records correct and incorrect recognized samples for each class. Accuracy defined in (1) is the most used empirical measure, which does not distinguish between the number of correct labels of different classes. This issue may lead to erroneous conclusions in imbalanced problems. For instance, a classifier may not correctly cover a minor class instances even it obtains an accuracy of 90% in a data set.
For this reason, more correct metrics are considered in addition to using accuracy. Sensitivity (2) and specificity (3) are two common measures which approximate the probability of the positive/negative label being true. In other words, they assess the effectiveness of the algorithm on a single class.
.
In this paper, the geometric mean of the true rates is used as the metric [7] . It can be defined as:
This metric attempts to maximize the accuracy of one of the two classes with a good balance.
IV. METHOD
Let T={x i ,...,x N } be a training set, consists of N training instances. Therefore, each training instance will be denoted either "x ϵ T" or "x i , 1 ≤ i ≤ N". The index of training instance x in T is denoted as index(x), defined as index(x)=i iff x=x i . Let C be the number of classes.
The weighted distance from an arbitrary training instance or test instance x to other training instance x i ϵ T is defined as:
where w i is an associated weight to samples. The W vector can be represented as W={w i , 1 ≤ i ≤ N}. As will be discussed later, other distance could also be used because it does not affect how to determine the weights. As shown in (5), when the weighting factor for an instance is greater than the other instances, its distance gets farther to the others. Because of this, the probability of being chosen as the instance reduces as the nearest neighbor goes farther.
To find the suitable weight vector, training samples are operated in a way which the objective function is maximized. In this paper, the objective function is G-mean measured as in (4) . We could easily use ln(G-mean) as the objective function without losing the optimal reply. Therefore, the objective function is defined as:
The ACC is defined as:
And the step function is defined as:
ϵT and x i ≠ ϵT, are respectively the same-class and different-class nearest neighbors of the desired training data. The incremental gradient method is used in order to maximize the objective function. This requires J to be differentiable with respect to all the parameters to be optimized; i.e., w i , 1 ≤ i ≤ N. Thus, the step function will be approximated by using a sigmoid function, defined as:
With this approximation, the proposed ACC becomes:
The derivate of φ β (.) will be used:
where φ ' β (z) represents the Dirac delta function if β is large, whereas it is approximately constant for a wide range of values of z if it is small. Partial derivative of (6) with respect to W is as follows:
(1 ( ( ))) ( ( )) ( ) ( ). , the new and former weights are respectively associated with the ith instance. α is the learning step factor, that sets by line-search technique [23] . Proposed algorithm is shown in Fig. 1 .
The main advantage of this algorithm is its ability to correct the substantial bias to major class in existing kNN algorithms, and correctly classify the minor class instances, which are very important. Proposed algorithm tested on 24 imbalanced data sets from UCI repository of machine learning databases. We used the IR [24] , defined as the ratio of the number of instances of the major class and the minor class, to demonstrate distinction among imbalanced data sets. The data sets are highly imbalanced where there are no more than 10% of positive instances in the whole data set compared to the negative ones, or in other words when IR is higher than 9. Here, we used imbalanced data sets with IR higher than 9. Summary descriptions for imbalanced data sets are shown in Table II , which are in descending order based on IR. For each data set, the number of examples (#Ex.), number of attributes (#Atts.) and percentage of major and minor classes (%Class (min.,maj.)) are demonstrated. Because the UCI data sets are small, K-fold cross validation (KCV) is used to obtain the classification results. Each data set is divided into K blocks using K−1 blocks as a training set, T, and the remaining block as a test set. Here, the number of blocks is set to K=10; it repeated 10 times, therefore, the final results are the average of the 100 different results. The sigmoid derivative is almost constant for small values of β, and the algorithm approximately learns the same regardless of the different values of r(x). For large values of β, when the distance ratio or r(x) is very close to 1, either the learning happens, or it never does. A suitable β value should let the classifier learn from misclassified samples, but should prevent learning from outliers, which the r(x) value is very big. In according to do tests, β should be equal to 10 and set all initial w i =1. The learning factor (α) is set by line-search technique [23] .
Our algorithm was compared with 6 other algorithms. In this paper, the SMOTE implementation suggested k=5. We used the Euclidian distance in order to produced synthetic samples, and balanced both classes to the 50% distribution. SMOTE and random under-sampling methods use nearest neighbor classifier to classify query instances. LPD [22] has been recognized as a very successful method. In this paper, primary samples are 5% of training instances randomly chosen while equal samples are chosen from each class to be ignored the effect of imbalanced data. Because of the LPD's aim is to increase classification accuracy, it does not perform well on imbalanced data. The results are shown in Table III . NN is the nearest neighbor algorithm without considering weight for samples, and NWKNN [25] represents a weighting method to improve the kNN algorithm on imbalanced data.
The Friedman was used to find significant differences among the results obtained by the studied methods [26] . The Friedman test is a nonparametric statistical method for testing whether all the algorithms are equivalent over various data sets.
If there are significant differences between the algorithms, we used post-hoc test [27] to find out which algorithms actually differed. In this paper, an improved Friedman test proposed by Iman and Davenport [28] is used; therefore Bonferroni-Dunn test [29] is used as the post-hoc test method.
The Friedman test compares an average of classifiers ranks. The smaller rank indicates higher grade and better performance. Table III shows Friedman test results. The ranks of classifiers on each data set are shown in parentheses in Table III . Our algorithm is the Base classifier; therefore; the average ranks differences between the Base classifier and the other ones are calculated. CD indicates critical difference [27] , which is determined by algorithm numbers, data sets, and critical value qα that qα=2.638. If the average ranks differences of two methods are larger than CD, there is a significant difference between them. A checkmark sign indicates significant difference between the methods. According to the average ranks, our algorithm has the highest grade. Friedman test rejected the null hypothesis, which indicates significant difference between the methods. Our algorithm significantly has better performance than the other ones.
VI. CONCLUSION
A new learning technique based on gradient ascent is proposed to improve the nearest neighbor algorithm on imbalanced data. A number of experiments involving a large collection of standard benchmark imbalanced data sets showed the good performance of this technique.
The importance of the slope of the sigmoid function has been studied both conceptually and empirically. The slope of the sigmoid function has an important role to control the learning process. Adequate values (typically around 10) help reducing the impact of outliers.
Future works could focus on local optimization, making dynamic β value during training, investigating other weighting methods and using the other objective functions.
