This paper completely solves the optimal Weighted Least Mean Square (WLMS) design problem using sums of separable terms. For any xed number of separable terms (less than or equal to the rank of the unconstrained solution), the problem is solved as a sequence of separable lter approximations. An e cient computational algorithm based on necessary conditions is presented. The procedure allows a high degree of exibility in the choice of lter orders and the number of separable terms, but it may converge to a local minimum. An improved approximation can be obtained by computing more terms than required and then performing a truncation of the coe cient matrix using a singular value analysis. A signi cant computational advantage is that the procedure requires neither the solution of the unconstrained WLMS problem nor the singular value analysis of the ideal lter.
Introduction
The design of fast-acting 2-D FIR digital lters is a much researched area in Digital Signal Processing. Several authors (see for example 1], 20], 26], 29]) have proposed new algorithms to achieve good quality designs with reduced computational complexity. A good quality design is obtained by nding the optimal lter coe cients that satisfy a given constraint. Reduced computational complexity is obtained by eliminating redundant operations, making acceptable approximations and by putting to use the inherent symmetry properties in the desired lter response. Unfortunately, good quality and reduced complexity are, normally, con icting in nature, and there is a trade-o between them in any standard design technique.
With the advances in VLSI technology and the advent of high speed processors which allow a high degree of parallelism, there is new interest ( 3] -8]) in digital lter design algorithms which readily lend themselves to a parallel architecture. Such algorithms provide for a fast implementation without deterioration in lter quality by allowing for several operations to be performed concurrently, thus reducing the trade-o inherent in the standard design techniques. This paper integrates quality of the lter and parallel implementation by approximating a desired lter with sums of simpler and faster lters. 4] give the details of one approach to design such lter pairs. This approach entails the use of the Singular Value Decomposition (SVD) of the desired response to nd the optimal separable responses. These responses are then approximated by 1-D FIR lters, using standard design algorithms (like for example, the Remez algorithm ( 30] )). In a second stage, the SVD of the lter coe cient matrix is used to reduce the number of parallel channels. The main drawback of the SVD design procedure is that it involves an approximation by FIR lters, once the optimal 1-D frequency responses are determined. This leads to a nal design which is suboptimal. There is, therefore, a need to formulate an algorithm to design truly optimal 1-D FIR lters and avoid the need for a double SVD. This paper develops a parallel decomposition in terms of separable components by setting the lter design problem as a constrained Weighted Least Mean Square (WLMS) problem in the coe cients. Separability of each component is imposed by constraining the coe cients of 2-D lters to be rank one matrices. The technique is shown to be equivalent to an SVD with a di erent measure of orthogonality.
Notation can become very cumbersome and cloud some developments with unnecessary complexity. For this reason, the next section states the problem in the conventional way and then simpli es the notation by introducing an operator based notation which encompasses both discrete and continuous cases. This general formulation is solved in section three for the case of one separable lter and extended to a sum of separable lters. Section four presents design results. The nal section contains conclusions. 
The index set I z is a subset of the integer numbers and normally is a rectangular region. In this case the collection fh(k 1 ; k 2 )g can be arranged as a matrix. The function W(! 1 ; ! 2 ) is a non negative function that can be used to assign more weight to performance in certain regions of the frequency domain.
The index is clearly a function of the FIR lter coe cients. Its minimization will determine the optimal coe cients. This is the standard WLMS problem. With the obvious modi cations, one can set the problem in the discrete frequency domain, or extend it to m-D lters. For simplicity, the presentation is concentrated on the 2-D case, with appropriate extension to the general m-D case. If one wishes to restrict the minimization to the class of separable lters, then the coe cient matrix must be of rank one. Remark 2.1 It is well known that the general formulation can be simpli ed, from a computational point of view, if one makes use of symmetry conditions 25], 26]. However, as long as the lter is linear in the coe cients and the cost function is quadratic, one can always manipulate the design problem to the general formulation discussed below.
The General Formulation
We o er here a formulation of the WLMS problem which applies to both discrete and continuous frequency cases and general m-D lters. The main goals are to reduce notational complexity, to highlight the common aspects of the problem, and establish conditions applicable to all cases.
The lter to be designed is an element of a ' lter space', F, which is required to be a Hilbert space. For the continuous m-D case this space is L 2 ? ; ] m while for the discrete case it will be a Euclidian space with dimension depending on the number of frequency points.
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The lter is determined by a set of coe cients which are elements of a 'coe cient space', C, which will also be a Hilbert space. If the coe cients are required to be real, this space is a Euclidian space, otherwise it can be taken as a space of complex numbers. If c 2 C is a set of coe cients then a feasible lter solution can be represented as H = F(c), where F : C ! F is a given map describing the lter in terms of its coe cients. For FIR lters, this map is linear. (6) The optimal design of the one-term separable lter corresponds to the minimization of the cost function in eq. (6) with respect to the unconstrained parameters a; b. Remark 2.6 The m-D separable case follows exactly the same model. The lter coe cients will also be arranged in a rank one matrix, which now will be of the form C = a 1 a 2 : : : a m . Each vector a k contains the coe cients of the k?th 1-D lter. Their dimensions are determined by the required order in that lter.
In order to gain insight into the minimization, one can reformulate the problem in terms of the unconstrained solution. Following remark 2.5, the cost function in Eq. 6 can be rewritten as J(a; b) = hW(D); Di ? hĉ; F WFĉi + hĉ ? a b; F WF(ĉ ? a b)i (7) In a similar manner, the constraint that the lter must consist of k parallel, separable terms, requires a matrix of coe cients
The Optimal Filter with Separable Components
This section contains the main theoretical results, establishing the existence of optimal approximations with a speci ed number of separable terms. The development examines the case of one term and then uses those results to establish the general result.
Optimal Separable Filter
In the context of the present development, this case is referred to as the one term separable lter. In fact it solves the WLMS problem with the additional constraint that the solution must be a separable lter.
For the one term separable lter, the cost function is given by eq. (6). In order to determine an optimal solution, one can use the identity
Replacing in the expression for J(a; b) (eq. (6)), and using the property, < x; Ay >=< A x; y >, (11) It is immediately apparent that this cost function is independent of the magnitude of the vector a; hence one can restrict its minimization to the unit ball, B a = fa 2 E N 1 :k a k= 1g. Hence this method indeed computes the globally optimal (one term) separable lter.
It is also clear that if for some collection of nonzero vectors fq 1 ; q 2 ; : : : ; q k g, one imposes the additional constraints ha; q 1 i = 0; i = 1; 2: : : : ; k the resulting domain is the intersection of the unit ball with a collection of subspaces. This is also a compact subset of the unit ball, and the constrained minimization will have a globally optimal solution. This result will be useful in establishing the existence of an optimal decomposition with a given number of terms.
Now that the existence of the optimal solution has been established, it is possible to develop necessary conditions which will be useful for the development of computationally e cient Remark 3.4 It is easy to see that the rst necessary condition can be derived from any of the other two. For the sake of clarity, it has been kept separate since its shows the orthogonality characterisitic of all LMS solutions. This theorem will be used to establish a numerically simple computational procedure. More details will be presented in section 4, Development of a Computational Algorithm.
The Optimal Approximation with Several Separable Terms
According to remark 2.7, an optimal approximation in terms of k separable terms is equivalent to the determination of a singular value decomposition by using a weighted inner product to determine orthogonality. The following result makes this statement more clear. The theorem is constructive and provides su cient conditions for an optimal decomposition of the unconstrained solution of the WLMS problem. The following argument shows that one can always construct an optimal sequence. Hence, it is possible to establish a constructive technique to compute the optimal k terms approximation as a sequence of one term optimizations.
Consider an approximation of the form
Assume that,ĉ k , the optimal approximation with k terms is known (this is the case for k = 1). Assume further that the minimization problem It is apparent that if the method is continued until the one term minimization does not permit any improvment, then one has actually constructed a sequence of terms that satises the conditions of the theorem (3.5) and has, therefore, computed the optimal solution. Moreover, the optimal solution can be determined sequentially with the one term constrained minimizations.
A severe limitation of many lter design tools is their computational complexity. The decomposition into a sequence of smaller problems has de nite advantages. However, the one term minimization is a nonlinear programming problem which could still be considered computationally challenging. On the other hand, the results in the previous section show that the unconstrained one term solution always exists. Such a solution must yield a cost which cannot be larger than the constrained case. Hence, it is clear that the optimal solution coincides with an unconstrained one. Moreover, it must coincide with the global optimal.
This argument is attractive because it suggests that the optimization with k terms could be solved with a sequence of unconstrained one term minimizations. Its limitation lies in the fact that when using unconstrained minimizations, one does not insure the orthogonality conditions and may end up with suboptimal results. The next section explores this issue and develops an e cient algorithm for the one term minimization.
4 Development of a Computational Algorithm
The previous section establishes su cient conditions for the existence of an optimal approximation with a speci ed number of separable terms; the solution can be obtained as a sequence of one term optimizations. This is a signi cant result; however, from a computational point of view, the one term minimization is still a complicated procedure. This section will develop an e cient algorithm for its solution, based on the necessary conditions in Theorem 3.3.
The If k a n ? a n+1 k> tolerance set a n := a n+1 and repeat iteration. else stop end It is clear that at every step, one is reducing the cost function. Moreover, the sequence of vectors a n lies on the unit ball in E N 1 , which is a compact set, and consequently it must, at least, have a convergent subsequence.
In practice, numerous examples with discrete frequency response cases show that the algorithm converges very rapidly to a solution. Moreover, the algorithm appears to be insensitive to the selection of the starting point. However, as is common in nonlinear programming problems, there is no guarantee that it converges to the global optimum.
Remark 4.2 The application to the discrete frequency case was analyzed in detail in 31]. It turns out that it is possible to characterize the cases where only real valued separable lters are necessary. For the cases where complex valued vectors are generated, one can constrain the formulation and force only real valued vectors. However, the experimental results showed that constraining the optimization produced slow convergence of the algorithm. It was also established that if a term a b was a solution to the necessary conditions for a half plane symmetric lter, then the conjugate vector a c b c was also a solution. For these lters, in cases where complex valued vectors were generated, the method forms a component lter with real coe cients using F(a b + a c b c ).
Numerical Examples
The operators F; W have been explicitly evaluated in 31] for the case of discrete frequencies (Figures 1, 2 ). This is a good example of an 'almost separable' ideal lter. In this case, the one term approximation yields a very good approximation.
In fact, the gure shows one can obtain a very good quality response, comparable to the optimal non-separable response, using only very few (9%) coe cients. The maximum error between the exact lter and the one term approximation is less than 2%. In this case the algorithm required 180 iterations which is much smaller than the unconstrained number of parameters.
2. A lter whose support is a rotated ellipse. The ideal response and a computed approximation are shown in Figures 3 and 4 respectively. This lter has axes of :7 and :3 and an external transition band of width of :1 . It is rotated 30 o counterclockwise about the ! 1 axis. The lter is highly non-separable, but 31] established that the solutions to the necessary conditions are always real. One can obtain an approximation with a maximum error of 17% with a relatively small number of terms (11 in the case shown in Fig 4) . The evolution of the cost function with the number of terms is also examined and shows a steady decrease in the error as the number of terms increases (see Figure 5) . This last gure also shows the number of iterations required for convergence for each of the separable lters.
Remark 4.3 In order to interpret properly the 17% error, one must consider the fact that the unconstrained solution with the same weighting function also has a very high error. In fact, the corresponding 11 terms approximation derived using SVD analysis of the unconstrained case has a maximal error of 21% (see 31]).
3. A lter with triangular support having axes of :65 and :55 , with an internal transition band of width :1 . This is a half-plane symmetric lter, similar to the one quadrant fan lter, but is also highly non-separable similar to the rotated elliptical. Figure 6 displays the ideal lter and Figure 7 the approximation with 14 separable terms yielding a maximum error of 6:5%. The cost function and the number of iterations as functions of the number of terms are displayed in Figure 8 .
Remark 4.4 Each of the cases shows that the cost function varies rapidly for the rst few terms and then shows only marginal improvement for each additional term. This property suggests the concept of critical number of terms which appears to be related to the singular value structure of the weighted ideal lter.
Remark 4.5 An examination of the data on convergence, shown in Figures 5 and 8, shows that, on the average, the algorithm converges in a number of iterations equal to the order of the separable lter. This speed is comparable to that of the best quadratic algorithms.
4. The optimality of the approximations is also examined for the last two lters. The procedure is the following: First one computes an approximation with a number of terms greater than the critical number, n c . The resulting matrix of coe cients is analyzed for its singular values and a new coe cient matrix is determined using the largest n c singular values.
The above procedure produces a remarkable reduction in the number of terms required for the lter with triangular support. As can be seen from the Figure 9 , one can get a very good approximation with just the rst 4 terms taken from the SVD decomposition of the coe cient matrix computed from the 14 terms originally used. An analysis of the singular values of the matrix shows that the remaining singular values are less than 10% of the highest singular value, and hence do not contribute much to the lter response. For the rotated elliptical lter however, almost no reduction is achievable using this procedure, even though the singular values of its coe cient matrix (computed from the original 11 terms), after 5 terms, are less than 10% of the maximum value. Reduction in the number of terms is not achieved in this case since the originally computed lter has a high error ( 21%).
Remark 4.6 The experimental results show that the algorithm does not compute an optimal approximation. In both cases, the approximation obtained by truncating with the SVD analysis presents superior lter characteristics and smaller error (see for example Figures 9 and 10) . However, the cost function for the one-term obtained using the algorithm is always lower than that for the one-term lter obtained from the SVD-based reduction. This has been observed regardless of the number of terms computed prior to the SVD analysis. The conclusion is that the algorithm based on necessary conditions does converge to an optimal solution, but the algorithm builds up numerical errors as the number of terms is increased. It is also interesting to point out that the separable lters obtained by SVD reduction yield a large cost but look smoother and have better appearance than the optimal one-term solution. This fact is a re ection of the acknowledged limitations of the mean square criterion.
Conclusions
The paper completely characterizes the optimal solution of the WLMS problem using separable terms. The characterization is supplemented with a fast numerical algorithm based on necessary conditions. For any xed number of separable terms (less than or equal to the rank of the unconstrained solution), the problem is solvable as a sequence of separable lter approximations. Extensive numerical results indicate that the algorithm builds up errors as the number of terms increases. However, the technique permits a clear estimation of the number of terms required for a good approximation to a given lter. An improved approximation can be obtained by computing a few more terms than required and then performing a truncation of the coe cient matrix using a singular value analysis. A signi cant computational advantage is that the procedure requires neither the solution of the unconstrained WLMS problem nor the singular value analysis of the ideal lter. Some of the experimental results yield lters with poor characteristics. This is attributable to the known limitations of the LMS criterion. Better designs may be obtained by varying the weighting function, for example using Lawson's type updates ( 25, 29] ). 
