Abstract-The growing sophistication and frequency of cyber attacks force modern companies to be prepared beforehand for potential cyber security incidents and data leaks. A proper incident disclosure strategy can significantly improve timeliness and effectiveness of incident response activities, reduce legal fines, and restore confidence and trust of a company's key stakeholders. In this paper, four factors that shape organizational preferences regarding incident information disclosure are introduced. Together, they create a set of challenges for a company when deciding to whom, when, what, and how to share cyber security incident information. We further propose a decision-support framework that provides step-by-step guidance for organizations to address these challenges, and develop an appropriate incident disclosure strategy.
I. INTRODUCTION
Every incident creates a need for information, both for people dealing with it inside the company as well as outside audiences [1] . Incident information disclosure, thus, is an essential part of crisis communications, which can "reduce and contain harm, provide specific information to stakeholders, initiate and enhance recovery, manage image and perceptions of blame and responsibility, repair legitimacy, generate support and assistance, explain and justify actions, apologize, promote healing, learning, and change" [2] . At the same time, incident information disclosure is a complex task since it depends on both organizational internal factors and external ones, such as "culture, legal system, and institutional background" [3] .
Speaking about cyber incidents, in 2011, 92% of cyber security breaches were discovered by a third party [4] , meaning that in the majority of cases a company will not be able to hide what happened and will have to establish a dialogue with external parties. 85% of all incidents took weeks or more to discover thus affecting more stakeholders and causing more harm, so a company has to be prepared to give a proper incident explanation in order to avoid public censure. Existing and upcoming regulations make the situation even more difficult requiring the notification of regulatory authorities, law enforcement, or the public in such cases like personal data breaches [5] .
Not having processes in place to ensure timely and consistent communication with stakeholders can lead to damaging consequences. Bad communications can contribute to overall confusion about the situation among key audiences, initiate rumors, and trigger a sell-off of company's shares [6] . In contrast, clear communications can help to quickly engage internal and external stakeholders in incident response, and help them make sound decisions faster. It will increase overall transparency of an organization, which is beneficial for any company in times of new disclosure regulations and increased public scrutiny [7] . A security incident disclosure plan would guarantee the described benefits and limit the chance of further incident escalation.
The main goal of this paper to introduce a decision-support framework that provides clear guidance for organizations in developing an adequate incident disclosure strategy. To do so, a set of factors is identified (in section II) that influence the organizational preferences regarding incident information disclosure. In section III, we combine these with four different strategy questions, in order to create an overview of all disclosure challenges. In section IV, the time dimension is added, which finally results into the aimed incident disclosure framework in section V. Conclusions are drawn in section VI.
II. FACTORS INFLUENCING INCIDENT DISCLOSURE
Companies disclose cyber security incident information to certain stakeholder groups for a variety of reasons, such as complying with legal requirements by notifying controllers, asking for help of supporters, or restoring reputation in the eyes of the value chain and media [5, 8, 9] . Regardless the motive, these activities will require different approaches in terms of notification audience, time, content, and methods, which complicates the decision-making process of developing a unified incident disclosure strategy. A question arises: what are the main factors that shape organizational preferences regarding when, what, how, and with whom to share security incident information?
According to [10] , disclosure strategies are shaped "by existing regulations and by the costs associated with disclosure, such as information collection and processing costs, litigation costs, and proprietary (i.e., competitive disadvantage and political) costs." Public pressures from media and reputational concerns are mentioned by [11] and [12] as another determinant of organizational disclosure strategy. In general, these claims correlate with the findings of [13] , who, in their research on data breach notifications, conclude that organizational disclosure strategies are influenced by three main factors, namely, regulatory, economic, and reputational factors.
Still, the process of incident response itself can serve as a motivation to disclose security incident information. More and more papers on security incidents emphasize that information sharing is a key component to successfully mitigate harm caused by security incidents, and also to reduce the chance of their occurrence in the future [14, 15] . In times when companies lack employees that can deal with the whole scope of possible security incidents, information sharing among companies and government agencies on security incidents can become a 'life saver' in case of advanced cyber attacks [8, 15] . As a consequence, besides three factors previously identified by [13] , harm mitigation and prevention can also serve as a determinant of a company's cyber security incident disclosure strategy. Altogether, we conclude that disclosure strategy can be influenced by four factors: harm mitigation and prevention, regulatory compliance, cost-efficiency, and reputation. The name 'cost-efficiency' is chosen rather than 'economic' to get a better representation of what is meant by this factorensuring that the perceived benefits of the disclosure exceed the perceived costs.
The rest of the section explains why each dimension is a key element in making decisions about cyber incident notifications to internal and external stakeholders.
A. Harm mitigation and prevention
Incident disclosure helps to mitigate harm by increasing situational awareness within a company. Better situational awareness allows employees to evaluate potential risks, and then prepare and execute courses of action without negative consequences to the enterprise [16] . For example, an internal team dealing with a cyber incident should be constantly aware of its business seriousness. Without proper understanding of the incident's impact on the organization, employees can make decisions that will further aggravate a company's already precarious position. Sensitive information can be released to outside parties through internal negligence, which will lead to further escalation of the incident and greater disruptions.
Incident disclosure can help to prevent future harm by making employees learn from the bad experience, or by voluntarily sharing incident information across industries, in order to improve overall cyber security [13, 15] . Hausken, in his paper on information sharing among firms and cyber attacks [17] , showed that organizational aggregate defense can be improved through exchange of information with other companies, when security investments become too costly.
B. Regulatory compliance
Regulatory compliance can prevail in the organizational decision-making process around an occurring security incident, also with respect to incident information disclosure [18] . Laws increasingly require and advise organizations to be more proactive and open to the public in the face of cyber attack threats, and disclose cyber security incident information [19] . The draft EU data law, for example, will require notification of any personal data breach to certain authorities within very tight timeframes of 24 hours. If it is not the case, notification delays should be given a proper explanation [20] .
Currently, the requirements on disclosure of cyber security incident information exist when either 1) there is leak of personal data or 2) cyber incident presents a material threat for an organization. With respect to personal data breaches, some regulations concern only specific industries, like financial and health institutions, or telecom providers [5] . These regulations require that notifications are provided either to the individuals affected, state regulatory agencies and law enforcement, or only to individuals affected. The failure to notify these entities may result in big fines to a company. Hence, it is of high importance to make an organizational disclosure strategy consistent with current laws, and review it on an ongoing basis since regulations change.
Regarding cyber incidents as a material threat, the U.S. Securities and Exchange Commission (SEC) requires the disclosure of material events for every listed company on the New York Stock Exchange (NYSE) [21] . Before last year, companies used to exclude cyber incidents from the scope of the SEC requirement since it did not explicitly state otherwise. To clarify the situation, the SEC issued guidance on October 13, 2011, which emphasizes that cyber-risks should be disclosed as any other type of incident [22] . Since then, a company has to determine the correct definition of what constitutes a material cyber security incident and disclose them in annual reports and certain forms [23] .
What complicates the regulatory compliance in terms of incident disclosure, is that cyber transactions are not tied to a particular location as laws usually are [8] . They occur globally; hence organizations operating within multiple jurisdictions must comply with a "lengthy list of regulations varied depending on a type of business, vertical industry, and the geographic location." [5] Team members from one country may initiate actions that are illegal in other jurisdictions, so communication mechanisms should be established that create a constant awareness of an incident's geographic specifics. A company must be familiar with requirements of all countries it operates in and understand how cyber incidents fall under the scope of these regulations. If a cyber attack results in a leak of personal data, an organization will have to comply with notification requirements of all countries whose citizens are involved in the incident.
C. Cost-efficiency
Financial resources are another determinant of an organization's choice of their disclosure strategy. According to [13] , "a firm seeks to calibrate security expenditures according to the level of legal liability and the financial risks that they bear from leaked information." A company may not be able to adopt a particular disclosure strategy, e.g. due to further costly lawsuits; in this case the less-expensive strategy will be chosen. In short, incident information disclosure should bring more benefits to a company than associated costs. In this sense, financial constraints often create so-called disclosure disincentive: a company will prefer to stay silent if there is no external discovery of an incident [13] . This avoids costly legal actions, and allows dedicating organizational resources and time to actual incident response, instead of dealing with media, law enforcement, and other agencies. It will also reduce the chance of customers or investors switching to a competitor in order to feel more secure.
With respect to cyber security attacks it might be expected that quick notification of affected parties is in the company's best interest. However, according to the Ponemon Institute's annual investigation [19] , quick incident response activities can cause cost inefficiencies resulting in a firm overpaying for data breach mitigation procedures. At the same time, too late notifications can result in the irreparable damage of company's reputation, loss of clients and public confidence. Thus, a timely and not speedy incident response is needed [24] , and how to determine these "timely" frames is becoming a big issue, to assure both cost-efficiency and safety of the company's reputation.
D. Reputation
The last key focus of a company when choosing its disclosure strategy is that it should contain the damage to reputation, and restore the confidence and trust of key stakeholders.
Reputation is a valuable asset for any organization: it can attract new customers and talented employees, generate new investments and create competitive advantages [12] . A good reputation provides enhanced legitimacy, lower operations costs, greater market acceptance of new products, and an enhanced ability to withstand times of trouble. At the same time, a damaged reputation can cause consequential loss of customers and investors and higher public scrutiny of further business operations [25] . As a result, companies quite often are more afraid of a damaged reputation caused by bad publicity than the actual financial losses while dealing with the incident [19] . According to a recent survey from PwC, reputational damage is the biggest fear of 40% of respondents when experiencing cyber security incidents [26] .
The reason of such fear is that nowadays reputation is very exposed to criticism. The growing number of media sources like blogs and social networks allows negative information and rumors to be spread in a matter of seconds [12, 27] . Plus, there is an increasing number of hacktivists attacking companies specifically to share negative information about them using media. Media, at the same time, has become the main source from which external stakeholders get the information about organizations [25] . Consequently, they will tend to adopt the media's view on an incident, and a company in turn will find it difficult to change already formed perceptions of an external audience during a crisis.
Hence, incident information disclosure must reflect extant perceptions about the company. If regulations allow, a company may prefer to keep tight control on its incident information disclosure and choose a non-disclosure strategy which avoids bad publicity [13] . At the same time, if a cyber incident is discovered externally, no matter how much a company wants to keep quiet, as [28] fairly notices: "Silence... can prove to be a brand's most damaging strategy."
III. CYBER INCIDENT DISCLOSURE CHALLENGES
The four introduced factors create the conditions that should be taken into account when a cyber security incident with possibly high impact occurs and the organization at stake needs to define an adequate response. Among others, it needs to assess the situation as soon as possible and make a set of adequate decisions in order to mitigate the possible impact of the occurring incident. The latter includes the implementation of an appropriate information disclosure approach.
With respect to the information disclosure, the organization at stake starts facing decision problems regarding the audience and timing of notifications, the notification content and methods of information disclosure. The relevant questions can be grouped into the following categories:
x "Whom" category applies to audience receiving incident information notifications. It can be various entities such as the company's customers, suppliers and partners; entities that help a company to respond to a cyber attack; government agencies, media, and the general public. x "When" category refers to the timings when security incident information is disclosed. It includes notification triggers, speed with which information is disclosed, and frequency of the information updates. x "What" category describes content of what is being disclosed -the amount of information to release as well as the exact message. x "How" category refers to the methods by which security incident information is disclosed. A company may use different communication channels for this purpose, like e-mail, phone, website postings, newspapers, television, etc. Below, in Table I , we summarized challenges created by these four categories, in combination with the factors of the previous section. Together, these challenge categories create a decision-making landscape of organizational security incident information disclosure. Every challenge should be addressed and solutions should be evaluated in order to choose the most appropriate disclosure strategy, and therefore ensure an effective cyber incident management process.
Currently, there is no commonly agreed strategy on how to address the identified challenges. Every incident has a unique set of traits [8] , plus different organizations follow different business models [29] , so the academic and practitioner experts agree that disclosure strategies vary widely across organizations. Moreover, they would be adjusted on case-bycase approach for every particular incident [8, 9, 13] . Still, as was discussed in the previous section, having a generic disclosure plan is a crucial step in a company's efforts to successfully manage a cyber security incident. A company must have some decision-making support mechanism, or framework, that will help to adjust this plan for every cyber incident situation.
IV. THE GENERIC INCIDENT NOTIFICATION TIMELINE
The creation of a generic timeline of an incident disclosure process was a starting point in the design of a decision-support framework. The timeline allowed mapping out, to the extent possible, the common steps of the incident disclosure process and using them as a basis for the framework.
The timeline, shown in Fig. 1 , shows the main incident disclosure activities, internal and external, with respect to an evolving incident lifecycle 1 . Every incident is unique and managed differently, but there are certain steps that stay relatively constant with every cyber security incident:
Step 1. The incident impact assessment and the formation of an incident response team (IRT) in order to initiate the response process and harm mitigation;
Step 2. The IRT's further assessment of the incident specific details as well as organizational priorities regarding the incident response;
Step 3. The incident disclosure strategy development and realization based on the previous assessment;
Step 4. Post-disclosure learning.
Together, these steps form the foundation for the framework design described in the next section. 1 The six stages of crisis: warning, risk assessment, initial response, management, resolution, recovery and learning, are adapted from the paper "Six Stages of a Crisis Model" introduced by Everbridge [32] .
V. THE DECISION-SUPPORT FRAMEWORK
When a real incident happens, the company will modify the timeline to reflect the unique nature of the incident by following the procedures proposed by the decision-support framework. In this article, a flowchart diagram, shown in Fig.  2 , is used to illustrate the framework approach. It follows the four common steps introduced in the previous section.
The subsections below describe every step in the flowchart, by giving an explanation on how every process works, together with the particular examples and overall justification of their presence in the flowchart. For easier reference, every process is assigned a letter, starting with (A) and ending with a (J).
First step. Incident Response Team formation.
As security incidents vary widely in their severity, the composition of the incident response team should reflect the impact the incident has on the organization. Small virus outbreaks can be managed by one or two employees without necessity in further notifications, while incidents involving external people require assistance of HR, Legal or the Communication coordinator. This fact is recognized by many organizations worldwide that employ business impact assessment in their processes. After a security incident is confirmed by a help-desk or other IT Service (A), it is necessary to assess its adverse effect on the company, and assign the appropriate impact level (B). Once the level is determined, the incident response group needs to be formed in accordance with the level, in order to initiate the incident management process (C).
A: Security incident confirmed
In the first stage, an incident is confirmed either through internal review or through notification by external parties. B: Incident impact assessment of the loss of confidentiality, integrity, and availability Different organizations may have different approaches in assessing the impact of the incident. In general, the impact of the incident is captured using Confidentiality, Integrity, and Availability (CIA) impact scorings that reflect the impact of loss of confidentiality, integrity, and availability of a company's information systems [30] . For the fast and correct IRT formation, a company may develop an impact assessment that considers confidentiality, integrity, and availability of highly important servers or systems, which, in case of the incident, will immediately escalate the impact level to the maximum one. The list of all servers with their importance level can be developed in advance, for later reference.
C: The IRT formation.
Organizations should have a pre-defined list of employees that are involved in the incident response depending on its impact level. In the case of advanced cyber security incidents, the team should be cross-functional and involve (at least) coordinators from the incident response management team, the privacy office, corporate communications, senior management, and the legal department.
Second step. Assessment of the incident specifics and organizational priorities
D: Incident Specifics Questionnaire. Once the initial incident response team has been defined, the next question would be whether specific internal specialists are still required to join (e.g. in case of a wide media incident coverage, it would be essential to invite the Public Relations coordinator), and whether external disclosure is required. The answers completely depend on the incident, hence a process in place is required that will help to summarize all key incident details that affect the disclosure decision.
In this paper, a list of initial questions to assist in describing the incident specifics is proposed, called Incident Specifics Questionnaire. Answers on these questions will very likely influence the disclosure decision of a majority of companies. The list can be extended or modified with more precise questions depending on the organizational industry and the types of data it operates with.
x How was the incident discovered? (e.g., internally, by law enforcement, media, or hacker) x Which locations does the incident cover? x What is the attack result? (e.g., unauthorized access, misuse of data, disruption of services) x Does the incident present a material risk? x Is external help required for the incident mitigation? x Can voluntary sharing anyhow benefit the company?
By filling in this questionnaire, a company will have a set of data that can already determine a certain incident disclosure strategy after comparing the data with the existing knowledge base on incident information disclosure, described in the next step.
E: Incident Response Priorities. Every security incident creates certain demands for a company regarding incident information disclosure. These demands are clarified by collecting information about the incident with the help of the incident specifics questionnaire. At the same time, organizations themselves have certain preferences on how to disclose the incident information. As was discussed earlier there are four factors that form these preferences: harm mitigation, regulatory compliance, costefficiency, and reputation. The disclosure strategy should not be based solely on what is required; it should deliver value for an organization and help to mitigate harm caused by the security incident. Thus, besides the incident details, it is also essential to know what preferences an organization has with respect to the particular incident.
Gartner, in their research on security incident preparation, states that before a security officer can define an appropriate response to an incident, there should be a complete understanding of the enterprise's priorities [31] . They suggest using a tool called incident response priority sliders, shown in Fig. 3 , that forces choices about the organizational preferences. The idea is that it is not possible to put all sliders on maximum; an organization does not have enough resources to focus on all objectives listed on the left side. Steps towards maximum for one objective will require steps backwards for the other ones.
Incident response priority sliders can be applied to determine a company's priorities regarding the particular incident disclosure. They can help to clearly mark out what an organization wants to achieve with its disclosure strategy. For example, a company that put sliders in a way as it shown in Fig. 3 , is mainly interested in the restoration of all affected operations and the identification of the incident cause. Giving notice to regulatory authorities or affected individuals is postponed, as reputation or financial concerns are not among its priorities. After clarifying these preferences, a company may adopt a disclosure strategy that will claim e.g. the twoweek delay in notifying affected customers to ensure that the final statement about the cause of the incident is correct.
Incident response priority sliders together with the incident details compose a complete set of prerequisites that will influence the choice of the organizational incident disclosure strategy. In order to properly arrange sliders, an IRT will need the information about the incident specifics. That is why in the flowchart, the process of adjusting priorities follows the questionnaire.
Third step. Incident Disclosure Strategy Mapping
After the incident details and a company's priorities have been identified, the IRT can start the actual process of arriving at the incident disclosure strategy. In order to find an optimal solution, an analyst should define how the data gathered before (D, E) influences the way the disclosure should be performed. It is possible by mapping the collected incident data with the information from the Knowledge Database (F), which stores the up-to-date lists of regulations, stakeholders' contacts, notification scenarios and message templates, etc. This process is called Disclosure Strategy Mapping (H); the outcome of the process (I) is an optimal incident disclosure strategy.
F: Knowledge Database. The content of the knowledge database can be different depending on the company. There are, however, several databases that must be implemented to guarantee the compliance and proper stakeholders sampling. A company should maintain and regularly update the database of applicable regulations across all operational locations, which will allow one to quickly determine whether external notifications are required, to whom, how soon, and with which content. Such a database will allow a company to eliminate the need to constantly contact external parties asking for their legal advice. Then, without a comprehensive knowledge on stakeholders that can in any way assist in incident response, or be a subject to potential incidents, a company will not be able to determine the appropriate disclosure audience when a crisis strikes, and thus the chances to effectively mitigate the harm after incidents will be significantly reduced.
A company will eliminate some time demanding work during an actual incident if it prepares beforehand an incident disclosure database with such information as incident notification templates, available communication channels depending on the location, past incidents and the way they were disclosed, etc. Message templates, for example, can be prepared for the location specific notifications, or the notifications to the most important relationships. In general, the incident disclosure database can store any tactical information a company finds appropriate for the possible incident scenarios, for further reference in case of a real incident. It is a good solution to consider specifics of cyber incidents too, by adding the information particularly tailored to cyber incident scenarios, like a number of third-party contacts that are specialized in cyber forensics, or message templates to customers on what to do in case their bank credentials have been compromised.
It is not in the scope of this research to discuss how to implement the Knowledge Database within an enterprise. Some companies, for example, have already employed incident management solutions that provide pre-installed repository capabilities. It is also possible to create a webpage/portal that is connected to the SQL database on the company's server. G: Disclosure strategy mapping.
After referencing to the Knowledge Database, the team will have enough retrieved information to solve the disclosure puzzle, and decide on an optimal incident disclosure strategy. It would be wise to run the framework with a list of possible cyber security incident scenarios to determine which information is required for the database. This paper presents an example of the minimum required information, such as applicable legal requirements, a company's stakeholders with up-to-date contact information, and incident disclosure templates.
H: The Incident Status Updates.
It is important to keep in mind that when the IRT is deciding on the disclosure strategy, the information about the incident may change. For example, it can be later discovered that the compromised server actually stores personal data, though there was no such information during the incident impact assessment and filling in the incident questionnaire. In this case, it is important to receive the incident status updates, e.g. from IT analysts or engineers, during the mapping process in order to quickly re-adjust the strategy.
Fourth step. Post-disclosure learning
The framework allows a company to start learning from its disclosure activities. Once there are clear disclosure procedures in place, the learning opportunities become feasible. The disclosure report might be generated on every incident with the list of decisions regarding the disclosure audience, timeline, content, and methods. If a company operates across multiple locations, and there is a similar attack on the systems in, for example, the Netherlands, as it was in Germany a month ago, it would be very beneficial to check how the IRT from Germany performed in that case.
Therefore, the final and fourth step in the flowchart refers to learning activities from the incident. After the disclosure strategy has been developed (I), it should be confirmed that the notifications were made according to the strategy, and if not, why not (J). Then, the IRT team can summarize the lessons learned from the particular disclosure approach (K), that together with incident details and disclosure steps will be filed and stored at the Knowledge Database (L).
VI. VALIDATION
The proposed framework has been validated in three ways. Due to space limitations, we here only sketch some highlights related to this. The first test of our framework was to show that it does address all identified challenges from the four categories "To whom", "When", "What", and "How". To do so, we matched the challenges identified in section III and analyzed whether the framework truly covers them all. The result of this analysis is shown in Table II A second validation step was executed by defining two security incident scenarios. The aim was to check the feasibility of the framework and to understand in more detail how the flowchart processes work. The discussed incident scenarios made clear how the framework automates the decision-making around incident disclosure issues. It turned out from the examples that the framework utility and efficacy heavily rely on the content of the knowledge database. For more details on this validation step, we refer to [32] .
A third validation step was done by interviewing a group of experts. This helped us understand what advantages and difficulties can be associated with the implementation of the framework in the company. If adopted, the major change the framework is supposed to make to the business world is that it contributes to automating the process of decision-making regarding incident disclosure (while, currently, most of the companies still rely on group discussions during incident response meetings). Still, the framework value may vary depending on the industry, since it depends on the scope and the complexity of the environment a company operates in, and hence the amount of information it needs to make a final decision. For many more details on this validation step, we here again refer to [32] .
VII. CONCLUSIONS
In this paper, we started by identifying a basic set of factors that influence the organizational preferences regarding incident information disclosure and combined these with four different strategy questions to create an overview of all disclosure challenges involved in cyber security incident response. Based on that, the aimed incident disclosure framework could be designed. The resulting framework was presented in section V.
The framework in a nutshell is a decision support tool that automates and facilitates the process of making disclosure decisions during the meetings of a security incident management team. Using the framework will not produce a concrete disclosure strategy, but it will provide necessary information from the database that matches incident details as well as organizational priorities regarding incident disclosure in a specific situation. This information will help the team to develop a specific incident disclosure approach.
The introduced framework tools, such as Incident Specifics Questionnaire and Incident Response Priorities, hasten the process of developing an incident disclosure strategy without affecting the quality of final decisions. The framework is not organization-specific, but it establishes a baseline from which any company can easily adjust the framework to its operational settings and business needs.
By providing a clear step-by-step guide to follow, the framework motivates companies to a more structured approach in their incident response procedures. For example, the framework can push organizations to make a detailed elaboration of roles and responsibilities within teams dealing with cyber security incidents. That will ensure that every framework process has its owner and remains under control.
Overall, the framework provides a more intelligent approach to cyber security incident response, by allowing companies to decide faster with whom, when, how, and what to share without losing the quality of decisions. That in turn will cause positive spillover effects on external audiences that will receive timely and content-wise information, and thus will perform actions that are beneficial to society as a whole. "When" Assuring that the disclosure times do not further aggravate a company's situation the Questionnaire (to clarify the incident details) + Priority Sliders (to adjust the notification timeline) + disclosure recommendations on "when" from the Database (as an advice)
"What" Assuring that information disclosed does not create further financial losses the Questionnaire (to clarify the incident details) + Priority Sliders (to determine the company's external disclosure posture) + disclosure recommendations on "what" from the Database (as an advice)
"How" Identifying cost-efficient notification methods the Questionnaire (to clarify the incident details) + location specific information on communication channels
Reputation "To Whom" Identifying stakeholders who can help restore reputation, and those who can damage it the Questionnaire (to clarify the incident details) + Priority Sliders (to set the focus on reputation) + stakeholders contacts from the Database matching the incident details and related to reputational issues "When" Identifying the appropriate timings of incident notifications that is beneficial for a company's reputation the Questionnaire (to clarify the incident details) + Priority Sliders (to adjust the notification timeline) + disclosure recommendations on "when" from the Database "What" Identifying what disclosure content can help restore reputation, and do not damage it the Questionnaire (to clarify the incident details) + Priority Sliders (to set the focus on reputation) + disclosure recommendations on "what" from the Database "How" Identifying notification methods that are beneficial for a company's reputation the Questionnaire (to clarify the incident details) + Priority Sliders (to set the focus on reputation) + disclosure recommendations on how" from the Database
