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Abstract: In this study, we analyze the response times of students to yes/no decision tasks from the
perspective of network science. We analyze the properties of the natural visibility graphs (NVG)
associated with their reaction time series. We observe that the degree distribution of these graphs
usually fits a power-law distribution p(x) = x−α. We study the range in which parameter α occurs
and the changes of this exponent with respect to the age and gender of the students. In addition
to this, we also study the links between the parameter α and the parameters of the ex-Gaussian
distribution that best fit the response times for each subject.
Keywords: reaction times; natural visibility graph (NVG); ex-Gaussian; power-law
1. Introduction
1.1. Attention and Reaction Times
Attention is a broad psychological concept, and as a mental construct, it can only be measured
indirectly [1] through behaviors such as motor or visual reactions. Attention can be assessed with
different instruments: standardized questionnaires, clinical interviews, direct observation of target
behaviors, physiological and medical tests, functional magnetic resonance, or through experimental
tasks implemented with different software programs, as in references [2–7], which is the method used
for the present study.
The study of attentional problems is a relevant topic of study in school and clinical settings.
Attention deficit/hyperactivity disorder (ADHD) is the most common neurobehavioral disorder in
the childhood period. It can profoundly affect the academic performance, well-being, and social
interactions of children. The prevalence rate of this disorder is approximately 8% in the normal
population [8], and it is higher among children with psychopathological disorders [9]. Further
information on attention deficit and hyperactivity disorders can be found in references [10–13].
In this context, time reaction or response times (RTs) are described as the most accurate measure
of perception/attention, decision-making, and other cognitive processes to be considered in clinical
and normative settings [14–16].
RT recordings (from computerized test batteries developed with the above-mentioned specific
software) are an excellent method of assessing attention, including the two main characteristics: speed
(measured in milliseconds) and trial/error rate. The analysis of the RT associated with solutions to
certain tasks permits us to assess the attention of a subject. It can also help us to find different behavioral
pattern differences by age or gender, specifically in visual attention and reaction time of school-aged
children [17,18].
Symmetry 2019, 11, 563; doi:10.3390/sym11040563 www.mdpi.com/journal/symmetry
Symmetry 2019, 11, 563 2 of 18
1.2. Gender Differences
Differences in ADHD prevalence by sex are well documented. The condition is more frequent
in boys than in girls, with ratios that range from 2:1 to 9:1, depending on the subtype and the
setting [19–22]. This is congruent with other studies which have shown that on average males have a
higher variance of inattentiveness and hyperactivity/impulsivity than females [23,24].
Furthermore, many previous studies have pointed out gender differences in several psychological
domains. A classical meta-analysis was completed by Byrnes, Miller, and Schafer [25] highlighting that
several variables, such as biological maturation, self-perceptions, risk perceptions, perceptions of social
environment, etc., could explain observed differences of risk taking between genders. More specifically,
women may be less effective than men in competitive environments, even if they are able to perform
similarly in non-competitive situations [26]. Other authors have studied behaviors in computing
tasks [27], pointing out that women shift away from competition while men embrace it. We can see
the same gender influence even in scholarly contexts. Girls, either doing poorly or doing well in
school, seem to be more vulnerable to internal distress than boys [28]. In this regard, even an objective
assessment through an unbiased computing task, as we have applied in this study, could be affected by
these gender-related psychological differences.
1.3. Mathematical Distribution of RTs
The RTs usually follow an ex-Gaussian distribution [29–31]. The fit of the RTs’ distribution to
probabilistic functions is usually performed with the figure of merit of maximizing the likelihood
function [32]. Several studies have recently been developed with the goal of setting a correspondence
between the three parameters µ, σ, and τ of an ex-Gaussian distribution of RTs derived from
performance tests, such as Conners’ continuous performance tests [33], with attention disorders.
Of all three parameters, the most interesting one seems to be τ, since it has been assumed to contain
a perceptual portion of an RT, the decision component, and it has been recently related to factors
associated with attention. For a recent account on the relevance of these three parameters in the
diagnosis of ADHD, see references [34–38].
Nevertheless, when fitting to an ex-Gaussian distribution, a loss of information occurs, since the
sequential order in which the response times are given by the subject is not considered. Moreover,
when the time for responding is exceeded, these items are not usually taken into account in the fit.
1.4. Outline of the Work
In the current study, we followed a radically different approach, closer to time series analysis, in
which we also provided a simple graphic interpretation of the results provided by natural visibility
graphs (NVGs). From this perspective, a univariate time series was mapped into an abstract graph,
with the goal of describing the time series in graph-theoretical terms. NVGs permitted us not only to
provide a visual description of a given time series but also to connect the time series itself with the
degree distribution of the corresponding graph.
We showed that the NVGs’ degree distributions tended to follow a power-law distribution, in
the spirit of free-scale networks (see references [39,40]). We also studied the correlations between
the power-law fit parameter and the ex-Gaussian parameters of the distribution [41]. The number of
commission errors (when the item was responded to on time with an erroneous answer) and omission
errors (when the maximum permitted time was reached and there was no answer provided) were also
explored. In addition to this, we analyzed the NVG degree distribution of extreme cases when the
number of commission errors were out of the expected range. A brief preliminary description of this
approach was presented in reference [42].
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2. Materials
A total of 130 students ranging from 8 to 12 years of age located in the Valencia Region, Spain,
participated in the study: 66 (50.8%) females and 64 (49.2%) males between 8 and 12 years of age
(Table 1). The legal authorization of regional education authorities was obtained to develop this
research. All children’s parents/tutors signed the informed consent document allowing their child’s
participation. A description of the population can be found in Table 1. The median age was 9 years
and the interquartile range was 8–10 years.
Table 1. Student distribution by age and sex.
Age Females Males Total
8 23 (63.9%) 13 (36.1%) 36
9 15 (48.4%) 16 (51.6%) 31
10 13 (41.9%) 18 (58.1%) 31
11 8 (42.1%) 11 (57.9%) 19
12 7 (53.8%) 6 (46.2%) 13
Overall 66 (50.8%) 64 (49.2%) 130
The students participating in the study took a lexical decision task test of type yes/no, processed
using DMDX software on a laptop [5]. The task consisted of the presentation of a set of letters on the
laptop screen. The student had to answer whether a letter P appeared or did not appear. A total of 120
of these stimuli were presented to the student. The maximum time permitted to answer each item was
set at 2500 milliseconds (ms). If the student did not answer within the time, then a new stimulus was
presented to the student.
In addition, a minimum threshold for considering an admissible reaction time was set at 100 ms,
answers under this threshold were discarded since they were considered to be unconscious. This task
was inspired by an adaptation of the attention tasks for children presented in reference [43].
3. Methods (Natural Visibility Graph)
The NVGs were introduced by Lacasa et al. [44] and they permitted us to give a visual representation
of time series in the plane. This approach has been extensively used in different areas such as
economics [45,46], linguistics [47], meteorology [48], and seismology [49,50]. Moreover, NVGs have
been successfully applied to diagnose Alzheimer’s disease [51,52] and epilepsy [53], as well as to the
classification of sleep stages [54].
We briefly outline how to construct an NVG from a time series. First, we considered the response
times sequence t =
{
t(1), t(2), . . . , t(n)
}




t( j) − t
)
,
i = 1, . . . , N, where t( j) is the jth response time and t is the mean value. Following this procedure,
the integrated response times were within the fractional Brownian motion regime. In this way,
NVGs provided more reliable information on the emerging networks by means of quantities like the
degree distribution.
The integrated series of time observations are shown in Figure 1. The associated NVG graph,
G = (V, E), where V is the set of nodes and E is the set of edges, was constructed as follows: We




∈ V were connected by
an edge in G, if and only if, we could connect the points with a segment without finding any other
crossing for that segment or any other one. In Figure 1, we illustrate the construction of the graph from
a given time series.
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Figure 1. Example of the construction of a natural visibility graph (NVG). On the left (a), the integrated 
response time series for a sample of items. On the right (b), the NVG associated with the time series. 
The label of each node corresponds with the number of the item in the series. Two nodes (items) are 
connected by an edge if they can see each other. 
NVGs satisfy nice, interesting properties from the point of view of network science [55]. These 
graphs are connected, undirected, and invariant under affine transformations of the magnitudes 
observed in the data series, that is to say, they are invariant under rescaling both the horizontal and 
vertical axes. The distribution of the number of connections of each node of these graphs is strongly 
linked with the time series properties. For instance, a periodic series in which some finite pattern of 
times is repeated is represented by a graph whose nodes have the same degrees (a regular graph). In 
the same way, random series are represented by random graphs. For a detailed description of these 
properties refer to references [44,56].  
Furthermore, there are striking connections between fractal series, scale-free networks, and self-
similar networks. As a matter of fact, a stochastic time series is transformed into a scale-free graph 
whose degree distributions follow a power-law function, 𝑝(𝑥) =  𝑥 , where 𝛼 >  0 . Further 
information regarding these connections can be found in references [39,57–60]. 
4. Results 
4.1. Description of the RTs 
First, we present a brief description of the RT data. Table 2 shows the results by age and sex. 
Table 2. Results of the task by age and sex. 
Age Sex Mean No. of Hits  Mean No. of  Commission Errors  Mean No. of Omission Errors 
8 Females 116.1 11.6 2.1 
8 Males 112.6 15.3 1.8 
9 Females 121.5 6.8 1.5 
9 Males 120.5 8.4 0.8 
10 Females 122.0 7.1 0.6 
10 Males 115.4 12.8 1.3 
11 Females 126.1 3.7 0.1 
11 Males 121.5 7.9 0.4 
12 Females 124.9 4.8 0.3 
12 Males 118.2 7.3 4.5 
Overall Females 120.6 7.9 1.2 
Overall Males 117.4 10.9 1.4 
Figure 1. Example of the construction of a natural visibil ty graph (NVG). On the left (a), the integrated
response time series for a sample of items. On the right (b), the NVG as ociated with the time series.
The label of each node corresponds with the number of the item in the series. Two nodes (items) are
con ected by an edge if they can see ach other.
NVGs satisfy nice, interesting properties from the point of view of network science [55].
These graphs are connected, undirected, and invariant under affine transfor ations of the magnitudes
observed in the data series, that is to say, they are invariant under rescaling both the horizontal and
vertical axes. The distribution of the number of connections of each node of these graphs is strongly
linked with the time series properties. For instance, a periodic series in which some finite pattern of
times is repeated is represented by a graph whose nodes have the same degrees (a regular graph).
In the same way, random series are represented by rando graphs. For a detailed description of these
properties refer to references [44,56].
Furthermore, there are striking connections between fractal series, scale-free networks, and
self-similar networks. As a matter of fact, a stochastic time series is transformed into a scale-free
graph whose degree distributions follow a power-law function, p(x) = x−α, where α > 0. Further
information regarding these connections can be found in references [39,57–60].
4. Results
4.1. Description of the RTs
First, we present a brief description of the RT data. Table 2 shows the results by age and sex.
Table 2. Results of the task by age and sex.
Age Sex Mean No. of Hits Mean No. ofCommission Errors
Mean No. of
Omission Errors
8 Females 116.1 11.6 2.1
8 Males 112.6 15.3 1.8
9 Females 121.5 6.8 1.5
9 Males 120.5 8.4 0.8
10 Females 122.0 7.1 0.6
10 Males 115.4 12.8 1.3
11 Females 126.1 3.7 0.1
11 Males 121.5 7.9 0.4
12 Females 124.9 4.8 0.3
12 Males 118.2 7.3 .5
Overall Females 120.6 7.9 1.2
Overall Males 117.4 10.9 1.4
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There are no statistically significant differences by sex when exploring the RT means (p-value
equal to 0.6226 for the t-test with 95% confidence). The results are presented in Figures 2 and 3. We can
see that there are only three and four outliers in each case. These cases will be discussed later in detail.
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In contrast, the Kruskal-Wallis test revealed statistically significant differences by age (p-value of
5.27 × 10−10). Specifically, there were differenc s for ages between 8 and 9 years, 9 and 10 years, and 10
and 11 years, but not between 11 and 12 years, according to the Wilcoxon test. We repeated the test
after eliminating the outlier in the 2-year-old group and the result did n t vary. These results are
consistent with the findings on how reaction times ev lve with age [38,61–64]. A linear model was
adjusted taki g the logarithm of RT mean as the depend nt variable, and age and sex as the fixed-effect
factors, obtaining the same results: significant differences across ages 8 nd 9 years (10% less RT mean,
p-value = 0.01); 9 and 10 years (8% less, p-value = 0.05); 10 and 11 year (15% less, p-value < 0.01); and
not between sexes (p-value for sex 0.82).
4.2. Power-L w Distribution of the NVGs’ Degrees
Once we computed the degree distribution of each NVG, we fit each one of these distributions to
a power-law, foll wing the proc dur escribed i ref rence [41]. For this fit, th relevant values are α,
the ex n nt of the p er-law, and xmin, the lower bound rom which the power-law fit is performed.
The use of xmin is necessary sinc the fitti g of empiri al data to a power-law is always performed
fr m this value onwards. We e timate this value xmin by x̂min, th value that makes it such that for ll
x ≥ x̂min, th pr bab lity distribution of the empirical data and the best-fit pow r-law model re as
close as possible.
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In order to compute the distance between these pairs of distributions, we chose the
Kolmogorov-Smirnov (K-S) statistic, which is defined as the maximum distance between the two
following cumulative distribution functions (CDFs):
(a) E(x), which is the CDF of the empirical data;
(b) P(x), which is the CDF for the power-law fit.
In other words, this distance is computed as d(E, F) = max
{∣∣∣E(x) − P(x)∣∣∣ x ≥ xmin }. Then, x̂min is
the value of xmin that minimizes d(E, F).










. For specific details, we refer readers to reference [41].
To explore the goodness-of-fit, we generated a large number of power-law-distributed datasets
using as α and xmin those values obtained from the distribution that best fits the observed data.
Each generated dataset was fitted to a power-law distribution, and the K-S statistic was computed with
respect to its own model. Then, we counted for the fraction of time that the K-S statistic was larger
than the value of the empirical data. The p-value of the goodness-of-fit was estimated as the fraction
of the time that the K-S statistic was larger than that obtained for the observed data. For additional
details, we again refer readers to reference [41].
We point out that the p-values should be interpreted with caution, especially if we are dealing
with very few data, as larger p-values do not indicate that the power-law is the most appropriate
distribution for our data. The correct interpretation is that it is difficult to discard the power-law
when we have few data. In our case, we accepted the power-law distribution for 75% of the students.
A summary of the values of the parameter α of the power-law can be found in Table 3.
Table 3. Description of the power-law parameters by age and sex.
Age Sex Mean (α) SD (α)
8 Females 4.24 2.06
8 Males 4.03 1.27
9 Females 4.55 2.09
9 Males 4.17 1.01
10 Females 4.66 2.26
10 Males 4.54 2.12
11 Females 3.61 0.74
11 Males 5.54 1.83
12 Females 5.14 2.56
12 Males 4.09 1.22
Overall Females 4.41 2.04
Overall Males 4.47 1.64
To illustrate the fitting of the degree distribution of NVGs to a power-law distribution, we visualize
the NVGs associated with students who did not have omission or commission errors (participants 39,
77, 103) in Figures 4 and 5.
Symmetry 2019, 11, 563 7 of 18






Figure 4. The respective NVGs of participants 39, 77, and 103. (a) Natural visibility graph of 
participant 39; (b) Natural visibility graph of participant 77; (c) Natural visibility graph of participant 
103. 
(a) (b) 
Figure 4. ti of participants 39, 77, and 103. ( ) t l isi ilit gra of
participant 39; (b) Natural visibility graph of participant 77; (c) Natural visibility graph of participant 103.






Figure 4. The respective NVGs of participants 39, 77, and 103. (a) Natural visibility graph of 





Symmetry 2019, 11, 563 8 of 18




Figure 5. Power-law fit of the degree distribution of the NVGs associated with participants 39, 77, and 
103 (points represent the cumulative degree distribution function of the NVG and the red line 
represents the power-law that best fits the data). (a) NVG degree distribution and power-law fit of 
participant 39; (b) NVG degree distribution and power-law fit of participant 77; (c) NVG degree 
distribution and power-law fit of participant 103. 
In order to study the NVGs’ complexity, we analyzed the Shannon entropy of the NVGs’ degree 
distributions. Here, it is defined as the expected value of the information content of the variable, that 
is, the probability that a node 𝑖 of an NVG has degree 𝑗. This was initially considered in this setting 
by Lacasa et al. [65]. More precisely, it is defined as ℎ(𝑛 )  =  − ∑ 𝑝 (𝑛 ) log 𝑝 (𝑛 ) , where 𝑁 is 
the number of nodes of each graph, and 𝑝 (𝑛 ) is the probability that the node 𝑖 has degree 𝑗. The 
entropy results are summarized in Table 4. 
Table 4. Description of the Shannon entropy by age and sex. 
Age Sex Mean (h) SD (h) 
8 Females 3.65 0.39 
8 Males 3.50 0.31 
9 Females 3.49 0.29 
9 Males 3.47 0.41 
10 Females 3.44 0.40 
10 Males 3.62 0.41 
11 Females 3.64 0.38 
11 Males 3.54 0.62 
12 Females 3.51 0.34 
12 Males 3.39 0.23 
Overall Females 3.56 0.36 
Overall Males 3.53 0.42 
There is no association between the Shannon entropy of the degree distribution and the RT 
means (Spearman correlation of −0.03). In contrast, there is a strong association between the NVGs’ 
mean degree and the Shannon entropy (Spearman correlation of 0.991). 
It is worth mentioning that when analyzing the NVGs’ mean degree, we did not find any 
statistically significant differences either by sex (p-value = 0.748 for the Wilcoxon test) or by age (p-
value of 0.8022 for the Kruskal-Wallis test). The results are presented in Figures 6 and 7. 
Figure 5. Power-law fit of the degree distribution of the NVGs associated with participants 39, 77, and
103 (points represent the cumulative degree distribution function of the NVG and the red line represents
the power-law that best fits the data). (a) NVG degree distribution and power-law fit of participant
39; (b) NVG degree distribution and power-law fit of participant 77; (c) NVG degree distribution and
power-law fit of participant 103.
I r er t st t e s’ c lexit , e a al ze t e S a e tr f t e s’ e ree
istrib tio s. ere, it is efi e as t e ex ecte al e of t e i for atio co te t of t e ariable, t at
is, t e ro a ilit t at a o e i of an as e ree j. This as initiall co si ere i t is setti
. . , it is efine as h(ni) = −
∑N




, where N is the
number of nodes of each graph, and p j(ni) is the probability that the node i has degree j. The entropy
results are summarized in Table 4.
Table 4. Description of the Shannon entropy by age and sex.
Age Sex Mean (h) SD (h)
8 Females 3.65 0.39
8 Males 3.50 0.31
9 Females 3.49 0.29
9 Males 3.47 0.41
10 Females 3.44 0.40
10 Males 3.62 0.41
11 Females 3.64 0.38
11 Males 3.54 0.62
12 Females 3.51 0.34
12 Males 3.39 0.23
Overall Females 3.56 0.36
Overall Males 3.53 0.42
There is no association between the Shannon entropy of the degree distribution and the RT means
(Spearman correlation of −0.03). In contrast, there is a strong association between the NVGs’ mean
degree and the Shannon entropy (Spearman correlation of 0.991).
It is worth mentioning that when analyzing the NVGs’ mean degree, we did not find any
statistically significant differences either by sex (p-value = 0.748 for the Wilcoxon test) or by age (p-value
of 0.8022 for the Kruskal-Wallis test). The results are presented in Figures 6 and 7.
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Figure 7. Distribution of NVG mean degree by age.
Moreover, a linear model including age, sex, and their interaction as predictors and the logarithm of
the NVG’s mean degree s response variable w s adjusted to corrobora this affirmation. The obtained
p-values were 0.530, 0.591, and 0.618 fo age, sex, and their interaction, respec ively.
4.3. Comparison Between the Power-Law and the Ex-Gaussian Distribution Parameters
Because of the importance of ex-Gaussian distributions in RT analyses, we studied whether there
is a relation between NVG complexity and the three parameters that characterize an ex-Gaussian
distribution. These parameters represent the mean of the quick response (µ), the stan ard deviation
of the quick respons s (σ), and the variability of the slow responses (τ). It should be noted that there
is a strong a s ciation betwe n the RT mean an τ (Spearma correl tion of 0.846) and between the
RT mean and µ (Sp arman correlation of 0.720). Th re is also a weaker link betwee the RT mean
and σ (Spearman correlation of 0.575). he ex-Gaussian ara eters for the fitting of the RT frequ cy
distribution w re calculated by maximum likelihood as indic ted in r fer nce [32]. A summary of the
re ults is presented in Table 5.
The α parameter fro the power-law fit and the µ and σ parameters are negatively, not statistically
signific ntly correlated, with Spearman correlation coefficients of −0.062 and −0.042, respectively.
However, there was a strong r positiv association, although not st tistically significant, between α
and the τ paramet r (0.079).
Returning to the aforementioned cases, the results of students 39, 77, and 103 are representative
for what is expected of an RT distribution, sinc their RTs’ frequencies follow ex-Gaussian distributions
in each case (see Figure 8). Despite these participants not committing errors in their answers, they did
not need the longest times to respond. Participants 77 and 103 were faster than participant 39 but were
older (i.e., 11 years old versus 8 years old).
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Table 5. Description of the ex-Gaussian parameters by age and sex.
Age Sex Mean (µ) SD (µ) Mean (σ) SD (σ) Mean (τ) SD (τ)
8 Females 643.4 60.55 105.34 22.88 304.10 79.17
8 Males 650.7 93.61 133.18 32.14 316.00 124.5
9 Females 587.5 60.97 98.62 33.99 279.89 125.6
9 Males 614.9 95.29 122.33 41.63 248.00 103.0
10 Females 554.3 64.48 103.58 28.96 221.67 79.67
10 Males 552.6 73.77 122.91 65.99 255.10 125.9
11 Females 524.9 68.43 81.06 24.12 131.90 43.79
11 Males 507.4 42.39 82.43 31.46 185.54 95.39
12 Females 512.9 67.19 81.15 21.24 238.20 80.92
12 Males 471.3 54.36 75.83 25.72 238.04 306.2
Overall Females 629.5 78.30 111.50 27.86 322.87 102.6
Overall Males 572.7 96.78 113.48 49.22 252.15 142.1
Symmetry 2018, 10, x FOR PEER REVIEW  10 of 18 
 
10 Males 552.6 73.77 122.91 65.99 255.10 125.9 
11 Females 524.9 68.43 81.06 24.12 131.90 43.79 
11 Males 507.4 42.39 82.43 31.46 185.54 95.39 
12 Females 512.9 67.19 81.15 21.24 238.20 80.92 
12 Males 471.3 54.36 75.83 25.72 238.04 306.2 
Overall Females 629.5 78.30 11.50 27.86 322.87 102.6 
Overall Males 572.7 96.78 1 4  49.22 252.15 142.1 
The α parameter from the power-law fit and the μ and σ parameters are negatively, not 
statistically significantly correlated, with Spearman correlation coefficients of −0.062 and −0.042, 
respectively. However, there was a stronger positive association, although not statistically significant, 
between α and the τ parameter (0.079). 
Returning to the aforementioned cases, the results of students 39, 77, and 103 are representative 
for what is expected of an RT distribution, since their RTs’ frequencies follow ex-Gaussian 
distributions in each case (see Figure 8). Despite these participants not committing errors in their 
answers, they did not need the longest times to respond. Participants 77 and 103 were faster than 
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All parameters, α, µ, σ, and τ were positively correlated with the RT mean with correlation
coefficients 0.017, 0.768, 0.571, and 0.811, respectively, when response times equal to 2500 ms were
not taken into account. However, no association was found when comparing the RT mean with α
(Spearman correlation coefficient of 0.017). A linear model was fitted to assess those results obtaining
no significant association between the RT mean and α (p-value = 0.140) and between the RT mean and
σ (p-value = 0.055).
We found non-remarkable Spearman correlations of the NVG mean degree with α (−0.196),
µ (−0.026), σ (−0.072), and τ (−0.02). On the other hand, as expected, negative Spearman correlations
were also detected between the Shannon entropy and all fitting parameters: α (−0.185), µ (−0.041),
σ (−0.074), and τ (−0.021).
Finally, three different generalized linear models were adjusted to study the association between
α, µ, σ, and τ and the number of errors of omission, errors of commission, and hits.
On the one hand, we obtained a significant association between τ and the number of errors of
omission. The number of errors of omission increases as long as τ increases (when τ increases by 1 unit,
omission errors increase 0.7%).
On the other hand, the number of commission errors decreases while µ increases (when µ increases
by 1 unit, commission errors decrease 0.2%) and increases while σ and τ increase (when σ increases by
1 unit, commission errors increase 0.6%, and when τ increases by 1 unit, these errors increase 0.3%).
These effects remain after adjusting for age and sex. No other significant results were obtained for
the other parameters. Finally, the number of hits increases while µ increases (0.2% more for every
increment of µ by 1 unit), however, the number of hits decreases as σ and τ increase (0.5% less when σ
increases by 1 unit, and 0.4% less when τ increases by 1 unit). All the described effects remain after
adjusting the respective models for age and sex.
4.4. Particular Cases
In order to see how each parameter works, we also analyzed in detail the most extreme cases, the
parameters of which are presented in Tables 6 and 7:
Table 6. Description of the most extreme cases.







89 12 M 1338.7* 91 27 12 3.44
120 8 F 974.5 14 7 109* 3.92
84 12 M 492.7* 124 0 6 3.12
Table 7. Power-law and ex-Gaussian parameters of the most extreme cases.
Participant α µ σ τ
89 5.8 481.9 46.9 856.9
120 2.2 580.5 136.8 394.0
84 3.2 437.8 54.1 54.85
Participant 89 was the slowest despite being 12 years old. The α and τ parameters for this
participant were the highest among those of all selected participants, and in contrast σwas the smallest.
Participant 120 was the student who committed more errors than the rest. This participant had the
lowest value of α and the highest of σ. Finally, participant 84 was the fastest one. The entropy value for
this participant was the lowest, as were the µ and τ parameters. In the following sections, we compare
them graphically. We compare their NVGs, their fit to the power-law of the degree distribution, and
their fit to ex-Gaussian distributions in Figures 9–12.
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Figure 11. Power-law fit of the degree distribution of the NVGs associated with part cipants 89, 120,
and 84 (points represen the cumulative degree distribution function of the NVG and the red line
repr sents the power-law that best fits the data). (a) NVG degree distribution and power-law fit of
part cipant 89; (b) NVG degree distribution and power-law fit of part cipant 120; (c) NVG degree
distribution and power-law fit of part cipant 84.
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when studying participant 89, the slowest one, with the finding that in this case, the 𝜏 parameter was 
the highest among the participants. We also see these connections when studying participant 84, the 
fastest one, with the finding that their 𝜇 parameter was the lowest one. Other potential approaches 
can be made based on the use of high-order statistical techniques, for example, in references [66,67]. 
Figure 12. Ex-Gaussian fit of RTs of participants 89, 120, and 84 (co tin ous lin represents observed
data, dashed lin repr sents fitte d ta). (a) Ex-Gaussian fit of RTs of participant 89; (b) x- fit
f ti i t ; (c) - ssia fit of Ts of participant 84.
5. Discussion and Conclusions
We showed that the degree distribution of the NVG associated with one of these series usually
follows a power-law distribution of the form p(x) = x−α, with α > 0. With such an approach, the order
in which the items are answered is preserved, in contrast with fitting to an ex-Gaussian distribution of
the histogram of the response time frequencies.
Moreover, we also analyzed the correlations between the aforementioned parameter α obtained
through a power-law and the ex-Gaussian parameters µ, σ, and τ. We observed that the parameter
α is weakly negatively correlated with µ and σ and weakly positively correlated with τ. Stronger
correlations were found between the mean response time and the µ and τ parameters, and those results
were corroborated through a linear model fit. In particular, these connections can be noticed when
studying participant 89, the slowest one, with the finding that in this case, the τ parameter was the
highest among the participants. We also see these connections when studying participant 84, the fastest
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one, with the finding that their µ parameter was the lowest one. Other potential approaches can be
made based on the use of high-order statistical techniques, for example, in references [66,67].
Participants tend to respond faster as age increases from 8 to 11 years, with no differences between
sexes as the linear regression revealed. The same pattern is repeated when looking at the standard
deviations of the RTs. Males responded faster, but not significantly differently than females, and
with higher RT variability. No differences were detected between sex or age when comparing NVGs’
mean degrees.
The number of omission errors increases as τ increases. The number of commission errors
decreases while µ increases, and it increases while σ and τ do. These effects can be seen when studying
participant 120, the participant with the largest number of commission errors, the lowest α, and the
highest σ. The number of hits increases as µ increases and decreases while σ and τ increase. In all
these cases, the effects are still noticed after considering participants’ age and sex.
An exploratory analysis was performed to detect outliers or influential observations among
participants. Before carrying out the complete analysis, we removed two participants from our dataset
as they gave no response to almost all items. Finally, we considered 130 participants from 8 to 12 years,
however, numbers were reduced when dividing the group by sex and/or age.
Although statistically significant differences were found across age groups, no relevant differences
were observed when comparing boys and girls. This fact may be due to the small sample size, which in
observational studies such as this one may result in weak statistical significances like those seen here.
The obtained results require careful interpretation and should be confirmed with larger sample sizes.
Finally, only one task related to attention was employed to study differences among participants.
A wider variety of tasks performed in a larger size sample would provide more robust conclusions.
Moreover, such results may be combined in order to provide techniques to dissociate students that
may be suffering an attention disorder that should be later clinically confirmed.
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