We study increasing sequences of positive integers (n k ) k 1 with the following property: every bounded linear operator T acting on a separable Banach (or Hilbert) space with sup k 1 T n k < ∞ has a countable set of unimodular eigenvalues. Whether this property holds or not depends on the distribution (modulo one) of sequences (n k α) k 1 , α ∈ R, or on the growth of n k+1 /n k . Counterexamples to some conjectures in linear dynamics are given. For instance, a Hilbert space operator which is frequently hypercyclic, chaotic, but not topologically mixing is constructed. The situation of C 0 -semigroups is also discussed.
Introduction

1A. Preamble
In this paper, we investigate some connections between the size of the unimodular point spectrum of a bounded linear operator T on a separable (complex) Banach space X and the behaviour of its iterates. By "unimodular point spectrum" we mean σ p (T ) ∩ T, where σ p (T ) = λ ∈ C; ker(T − λ) = {0} is the point spectrum (the set of eigenvalues) of T and T = {λ ∈ C; |λ| = 1} is the unit circle. Some of our results are related with the uniform distribution (modulo one) of sequences or with linear dynamics.
1B. Known results
A basic result is that of Benton Jamison [26] who proved in 1965 that for X separable and T power-bounded, the unimodular point spectrum σ p (T ) ∩ T is countable. In the following, a countable set is either a finite set or one that can be put into one-to-one correspondence with the set of positive integers N * . Recall also that the bounded linear operator T ∈ B(X) is said to be power bounded if sup n 1 T n < ∞. It is easy to construct power bounded operators on non-separable Banach spaces with uncountable unimodular point spectrum.
Several results in the spirit of Jamison's theorem were obtained afterwards (see for instance [12, 31, 34, 35] ), relating the size of σ p (T )∩T with the behaviour of the iterates of T . For instance, Nikolskii [31] proved that if T acts on a separable Hilbert space and σ p (T ) ∩ T has positive Lebesgue measure, then the series n 1 T n −2 converges. It was shown by El-Fallah and Ransford [12] and Ransford [34] that this result is, in certain senses, optimal. When X is a general Banach space and σ p (T ) ∩ T is only assumed to be uncountable, Ransford proved in [34] that there exists a set D of density 1 such that lim n→+∞, n∈D T n = +∞. This last result was complemented in the paper [35] , where Ransford and Roginskaya showed that T n does not necessarily tend to infinity under such assumptions. More precisely, they constructed, for each sequence (n k ) k 1 such that n k divides n k+1 and (n k ) k 1 grows fast enough, a separable Banach space X and an operator T on X with uncountable unimodular point spectrum such that the sequence ( T n k ) k 1 is nonetheless bounded. We will refer to this construction as the Ransford-Roginskaya example. Definition 1.1. [35] Let X be a (separable) Banach space. Let (n k ) k 1 be an increasing sequence of positive integers and let T ∈ B(X) be a bounded linear operator on X. We say that T is partially power bounded with respect to the sequence (n k ) k 1 if sup k 1 T n k < ∞.
Let us introduce one more definition. Definition 1.2. Let (n k ) k 1 be a strictly increasing sequence of positive integers. We say that (n k ) k 1 is a Jamison sequence whenever the following property holds: if T is a bounded linear operator acting on a separable Banach space X and which is partially power bounded with respect to the sequence (n k ) k 1 , then σ p (T ) ∩ T is countable.
Note that the condition sup k 1 T n k < ∞ implies that σ p (T ) is contained in the closed unit disk. Also, if the Banach space X is separable and T is partially power bounded with respect to some increasing sequence (n k ) k 1 , then σ p (T ) ∩ T is always [35, Theorem 1.1] of Lebesgue measure zero. With Definition 1.2, the original result from [26] states that the sequence n k = k is a Jamison sequence. It is proved in [35] that (n k ) k 1 is a Jamison sequence whenever n k+1 /n k is bounded. This result is in a sense optimal: if (γ k ) k 1 is any sequence going to infinity (of arbitrarily slow growth), there exists a sequence (n k ) k 1 such that n k+1 /n k γ k for every k, and (n k ) k 1 is not a Jamison sequence [35] .
1C. Organization of the paper
One of the goals of the present paper is to provide more information about the class of Jamison sequences. The forthcoming results emphasize the fact that being a Jamison sequence depends not only on the growth of the sequence, but also on its arithmetic properties.
We show at the beginning of the next section that sequences with good equidistribution properties are Jamison sequences. For instance, an increasing sequence (n k ) k 1 of positive integers such that (n k α) k 1 is uniformly distributed modulo 1 for every irrational number α is a Jamison sequence. A classical result of Weyl [37] (see also [27, p. 8]) shows that this result is indeed a generalization of Jamison's result. More generally, we consider sequences which are uniformly distributed with respect to different matrix summability methods. We obtain an explicit example of a Jamison sequence (n k ) k 1 with lim sup k→∞ n k+1 /n k = +∞ (Example 2.4), thus completing Theorem 1.5 of [35] . For this sequence we have lim inf k→∞ n k+1 /n k = 1.
We then consider sequences which are not Jamison sequences, and extend the RansfordRoginskaya example from [35] in two directions. Firstly, we show that the assumption that n k divides n k+1 is not necessary, and prove that if n k+1 /n k tends to infinity as k goes to infinity, then (n k ) k 1 is not a Jamison sequence (Theorem 2.5). On the other hand, it is clear that there exist sequences (n k ) k 1 such that lim inf k→∞ n k+1 /n k = 1 and lim sup k→∞ n k+1 /n k = +∞ which are not Jamison sequences. Indeed, take any sequence (m k ) k 1 such that m k+1 /m k tends to infinity: it is not a Jamison sequence, and if we set n 2k = m k and n 2k+1 = m k + 1, then (n k ) k 1 is still not a Jamison sequence, but lim inf k→∞ n k+1 /n k = 1. See also Example 1.4 of [35] . Then we show in Section 3 that under the stronger lacunarity assumption that the series
is convergent, there exists a partially power bounded (with respect to (n k )) operator T on a Hilbert space such that σ p (T ) ∩ T is uncountable. This will be important in Section 4, where we derive counterexamples to some conjectures in linear dynamics.
Recall that T ∈ B(X) is said to be hypercyclic when it has a vector with dense orbit: there exists x ∈ X such that {T n x; n 0} is dense in X. This notion has been much studied recently, see for instance [18] and [19] for a survey of the subject. A stronger notion which was introduced recently in [4] is that of frequent hypercyclicity:
The operator T is frequently hypercyclic if there exists a vector x ∈ X such that for every non-empty open subset U of X, the set {n ∈ N; T n x ∈ U } has positive lower density.
Recall that the lower density of a subset A of N is defined by
After the seminal work of Flytzanis [15] , it was shown in [3] [4] [5] that the unimodular point spectrum plays a major role in linear dynamics. This represents another manifestation of the connection between the size of the unimodular point spectrum of one operator and the behaviour of its iterates. We derive from Theorem 3.1 an example of a frequently hypercyclic operator on a Hilbert space (with large unimodular point spectrum) which is not mixing, thus strengthening an example of [5] , and an example of a frequently hypercyclic, chaotic operator on a Hilbert space which is not mixing (see Section 4 for the definitions). We also show how the examples in [12] can be used to construct frequently hypercyclic operators with prescribed unimodular point spectrum and with the norms of the iterates having slow growth. The last section briefly describes how all these results can be transferred to the C 0 -semigroup setting.
Jamison sequences
2A. Jamison sequences with good arithmetic properties
A matrix summability method is given by an infinite matrix M = (a nk ) n,k 1 with complex entries. Let ε > 0 be such that Cε < δ and consider the set
According to [35, 
Using the hypothesis, we obtain that λ ∈ E. Thus Λ ε ⊂ E is countable as well as the unimodular point spectrum of T which is a countable union of countable sets. 
It is useful to recall at this point that the sequence (λ k ) k 1 is Cesàro summable to zero for every λ ∈ T, λ = 1. This simple remark and the previous corollary imply once again that n k = k is a Jamison sequence.
In order to state the next results, we introduce some notation and recall some definitions. We will write e(x) = exp(2πix) for a real x. We refer to the classical book [27] for the definition and a study of sequences which are uniformly distributed (modulo one), with respect to different summability methods. According to Weyl's criterion ( [37] , [27, p. 7] [8] and ergodic sequences by Bourgain [2] . The name ergodic is explained by the fact that Hartman u.d. sequences in Z are those for which there is a mean ergodic theorem (along subsequences). The proof follows from Theorem 2.1. Most of these sequences (see [2, 8, 9, 27] for examples) have the property that (n k+1 /n k ) k 1 is bounded, so they are Jamison sequences by [35] . The following explicit example shows that it is however possible to have a Hartman u.d. sequence in Z (and thus a Jamison sequence) (n k ) k 1 with lim sup k→∞ n k+1 /n k = ∞. Note that every increasing sequence of positive integers (n k ) k 1 which is Hartman u.d. in Z verifies lim inf k→∞ n k+1 /n k = 1. This follows, for instance, from a result of [24] . Example 2.4. Let (n k ) k 0 be the sequence defined by n 0 = 0, n 1 = 1 and, for k 2, by the recurrence relation
In particular, (n k ) k 1 is a Jamison sequence.
Proof. The first terms of the sequence are 0, 1, 2, 3, 9, 10, 11, 12, 48, . . . . We remark that
Suppose that s, r ∈ N verify n 2 s +r N < n 2 s +r+1 and 0 r < 2 s . Then
We have
For k between 2 p and 2 p+1 − 1, we can write k = 2 p + j and n k = n 2 p +j = n 2 p + j with 0 j 2 p − 1. Therefore, |λ| = 1 and λ = 1 imply
Thus M N (λ) tends to zero as N (and s) tend to infinity. This completes the proof that (n k ) k 0 is a Hartman uniformly distributed sequence in Z. 2
2B. Rapidly increasing sequences are not Jamison sequences
Recall [35] that (n k ) k 1 is a Jamison sequence whenever n k+1 /n k is bounded. This result is in a sense optimal: if (γ k ) k 1 is any sequence going to infinity (of arbitrarily slow growth), there exists a sequence (n k ) k 1 such that n k+1 n k γ k for every k, and (n k ) k 1 is not a Jamison sequence. The Ransford-Roginskaya example from [35] relies on the following result: if n k divides n k+1 for each k, then there exist a separable Banach space X and a partially power bounded (for
. If the sequence (n k ) grows fast enough, for instance n k = 2 2 k , this set is uncountable, hence σ p (T ) is also uncountable. We will prove in this section that if (n k ) k 1 is a Jamison sequence, then n k+1 /n k does not tend to infinity. In particular, we get rid of the divisibility assumption n k | n k+1 in the Ransford-Roginskaya example. However, it should be pointed out that the method of [35] can be applied in some situations where lim inf k n k+1 /n k is finite, which is not the case in our next theorem.
Example 2.4 shows that we cannot replace the limit above by a lim sup.
Proof of Theorem 2.5. As in Theorem 3.1 of [35] , the proof of Theorem 2.5 uses a renorming of a "basic space" that depends on the sequence (n k ), and on which the backward shift behaves in a suitable way. The basic space we consider here is different from the one in [35] , but at this point our construction could be carried out starting from the space of [35] . The reason we do not do this is that this new kind of space will be also necessary in Section 3.
Step 1: Defining the space and the operator. We first construct the space on which our operator is going to live: let H = 2 (C, (j −2 ) j 1 ) be the Hilbert space of complex sequences (x j ) j 1 such that j 1 |x j | 2 /j 2 is finite, endowed with the norm
X new is set to be X new = {x ∈ H ; x new < +∞}, where
This is a Banach space, and S is a bounded operator on X new too. For λ ∈ T, e λ = (λ, λ 2 , λ 3 , . . .) is a vector of H which satisfies Se λ = λe λ . It is easily seen that e λ belongs to X new if and only if sup k 1 |λ n k − 1| is less than or equal to 1. In this case e λ is an eigenvector of S as an operator on X new . Just as in [35] , an interesting feature of the new norm · new appears in the lemma below.
Lemma 2.6. For every k 1, S n k new 2.
Proof. For x ∈ X new , S n k x new is equal to the maximum of the two quantities
which is clearly less that 2 x new . 2
Step 2: Making the spectrum uncountable. Since we want the unimodular spectrum of our operator S on X new to be uncountable, our second task consists in exhibiting a suitable uncountable subset of
For each δ ∈ ]0, 1[, we will construct a Cantor subset of
in the following way. If λ = e iθ , then the condition λ ∈ Λ δ can be rewritten as
Since n k+1 /n k goes to infinity, the series j 1 1/n j is convergent, and moreover it is easy to check that the two quantities n k /n k+1 and n k j>k 1/n j are equivalent as k goes to infinity. This makes it possible to choose an integer k 0 such that
We denote by (ñ k ) k 1 the translated sequenceñ k = n k+k 0 −1 , and consider a sequence (ε k ) k 2 ∈ 2 ω such that ε k = 0 or ε k = 1 for every k 2. We construct a sequence (q k ) k 1 of integers in the following way. We start from q 1 = 1. Then, if ε 2 = 0, choose q 2 such that q 2ñ1 is the largest multiple ofñ 1 which is less or equal toñ 2 , and if ε 2 = 1, choose q 2 such that q 2ñ1 is the smallest multiple ofñ 1 which is bigger thanñ 2 . In both cases q 2 1 becauseñ 2 >ñ 1 . Now |q 2ñ1 −ñ 2 | ñ 1 , so, dividing byñ 1ñ2 , we have
We proceed in the same fashion for q 3 : if ε 3 = 0, choose q 3 such that q 3ñ2 is the largest multiple ofñ 2 which is less or equal to q 2ñ3 , and if ε 3 = 1, choose q 3 such that q 3ñ2 is the smallest multiple ofñ 2 which is bigger than q 2ñ3 . Then
We obtain in this way a sequence (q k ) k 1 of integers such that for every k 1,
.
Now the series k 1 1/ñ k being convergent, we can define θ ε by
for every k 1. Hence
(remark that this is not a continued fraction algorithm, and the rate of approximation of θ ε /4π by the q k /ñ k 's is in 1/ñ k , not 1/ñ 2 k ). This yields in turn that
Using (1), for every k k 0 we have that
It remains to deal with the terms |sin(n k θ ε /2)| for k = 1, . . . , k 0 − 1. We have q 1 = 1, so that
Using (2), this yields
and thus λ ε ∈ Λ δ . If we write λ (δ) ε for these λ ε 's in order to keep in mind that they were constructed using the sequence (ñ k ), etc. and belong to Λ δ , then it remains to prove that the map Φ :
ε is a homeomorphism of 2 ω onto K δ = Φ(2 ω ). The only thing to prove is that Φ is injective: if ε and ε are two sequences with ε = ε , let k 1 be the smallest integer such that
Therefore θ ε and θ ε are distinct. Now λ ε = λ ε if and only if θ ε − θ ε is a multiple of 2π . On the other hand, using (3) we have
so that λ ε = λ ε if and only if θ ε = θ ε . It follows that Φ is injective, K δ is a Cantor set, and Λ δ is uncountable.
Step 3: Making the space separable. It makes sense to consider for δ < 1 the subspace
new a bounded operator S δ with S n k δ 2 for every k 1, and the point spectrum of S δ contains K δ which is uncountable. It remains to prove that X (δ) new is separable. This can be derived from the following lemma.
Lemma 2.7. The eigenvector field
Proof. We need to estimate for λ, μ in K δ the quantity e λ − e μ new , which is equal to max e λ − e μ , sup
The identity Let now ε be any positive number. On the one hand, we have
if N is large enough. On the other hand, it follows from (4) that for every k k 0 and ν ∈ K δ we have
Since λ and μ belong to K δ , we obtain, for every N k 0 , that
provided N is large enough. Remark that this is the only point in the proof where we fully use the fact that n k+1 /n k tends to infinity. Therefore we have
if N is large enough. The continuity of the eigenvector field e λ on K δ is now clear. 2
The separability of X (δ) new follows immediately, and this completes the proof of Theorem 2.5. 2 Remark 2.8. Combining Theorems 2.1 and 2.5, we obtain an operator-theoretical proof of the following fact: if the sequence σ = (n k ) k 1 is such that n k+1 /n k tends to infinity, then for every regular matrix summability method M = (a nk ) n,k 0 and every
is uncountable. This is not surprising, in view of the following construction, analog to the construction of the sets Λ δ in Step 2 of Theorem 2.5. Indeed, let (λ k ) k 1 be an increasing sequence of positive real numbers which is lacunary, that is there exists a number γ > 1 such that for every k 1,
We use the same notation as in the proof of Theorem 2.5: for each sequence ε = (ε k ) k 2 of 0's and 1's, we consider the real number
where q k is the largest integer such that
The series on the right-hand side is convergent because of the lacunarity of (λ k ) k 1 , and there is no need here to consider the translate (λ k ) k 1 as in the previous proof. Then
Here t = inf z∈Z |t − z| = min({t}, 1 − {t}) denotes the distance of t to the nearest integer. Hence, if γ > 3, we have 1/(γ − 1) < 1/2 and the sequence (λ k x ε ) is not even dense modulo one. In particular, for every regular summability method M, (λ k x ε ) is not M-u.d. mod 1. In the case where 3 γ > 1, let p 2 be an integer such that γ > (2p + 1) 1/p . We construct now the family (x ε ) as above, but this time for the sequence μ k = λ pk . Then μ k+1 /μ k γ p , so that for every k 1, λ pk x ε 1/(γ p − 1). Thus, for η > 0 small enough, we have lim sup
It follows that the sequence (λ k x ε ) is not uniformly distributed modulo 1.
Remark 2.9. It is known that the set
is not uniformly distributed mod 1 has Hausdorff measure 1 for every lacunary sequence (λ k ) k 1 [13] . Concerning different summability methods, it has been proved in [24] that for lacunary sequences (λ k ) k 1 (in fact even for Sidon sets), and for each regular summability method M, the set of x's such that (λ k x) k 1 is not M-uniformly distributed modulo 1 is uncountable. It is also known [28, 33] that the set
has Hausdorff measure 1 as soon as (λ k ) is a lacunary sequence. It should be noted that while n k = 2 k and m k = 2 2 k are both lacunary sequences, only the former one is a Jamison sequence.
Partially power-bounded operators on Hilbert spaces
We now consider examples of Ransford-Roginskaya type where the underlying space X is required to be a Hilbert space. This will be crucial in the next section where the operators constructed here are studied from the point of view of linear dynamics. If we want to construct partially power bounded operators on Hilbert spaces with uncountable unimodular point spectrum, we have to impose a more restrictive growth condition on the sequence (n k ) k 1 , as is explained in the next theorem. 
is convergent. There exists a bounded operator T on a separable Hilbert space H such that sup k 1 T n k is finite and σ p (T ) ∩ T is uncountable.
The proof of Theorem 3.1 uses basically the same construction as in Theorem 2.5 above, as well as some special subgroups of T called H 2 -groups which are studied by Host, Méla and Parreau in [25] . The H 2 -groups are the subgroups of T which can be written as {λ ∈ T; k 1 a k |λ n k − 1| 2 < +∞} for some sequence (n k ) of integers and some sequence (a k ) of positive real numbers. It is shown in [32] (see also [25, p. 62] ) that when the sequence (n k ) satisfies the lacunarity condition k 1 a k (n k /n k+1 ) 2 < +∞, the corresponding H 2 -group is uncountable (and that this condition is optimal). In particular, if the series k 1 (n k /n k+1 ) 2 is convergent, then
is uncountable. The proof of this given in [25] uses generalized Riesz products in order to build a continuous measure τ supported by Λ (2) , and the existence of such a measure implies that Λ (2) cannot be countable. We will use an improvement of this result, patterned after our construction of the numbers λ
Step 2 of the proof of Theorem 2.5. We would like also to mention that λ = e(α) = exp(2πiα) belongs to Λ (2) if and only if the series k 1 sin 2 (πn k α) converges. This happens if and only if k 1 n k α 2 converges. Recall that · stands here for the usual numbertheoretic notation of the distance to the nearest integer. Conditions of the form k 1 n k α 2 < +∞ are usual in some chapters of Diophantine approximation theory.
Before starting the proof of Theorem 3.1, we first rewrite our condition on the sequence (n k ) k 1 in a way which is, technically speaking, more suitable to our purpose. Proof. Since n k+1 /n k goes to infinity, the quantities n k /n k+1 and n k ( j>k 1/n j ) are equivalent as k goes to infinity. 2
Proof of Theorem 3.1. We keep using the same notation as in the previous section.
Step 1: Defining the space and the operator. Just as in the proof of Theorem 2.5, we start from the space H and the backward shift S on H . We consider the new norm
To avoid confusion with the notation of Section 2, we should have denoted this new norm by ·
new , but in order to keep the notation simple we drop the superscript. The new norm satisfies the parallelogram identity. It can be checked that
is indeed a Hilbert space. Also S is bounded on H new . For λ ∈ T,
is an eigenvector of S (acting on H new ) associated to the eigenvalue λ if and only if λ belongs to
Here is the analog of Lemma 2.6:
Proof. We write for
Thus S n k x 2 new 4 x 2 new and the lemma is proved. 2
Step 2: Making the spectrum uncountable. The next step is to construct a suitable Cantor set in Λ (2) δ for each δ < 1. The condition λ ∈ Λ (2) δ can this time be rewritten as
First of all we show that an integer k 0 can be chosen so that the following three properties are satisfied:
Indeed, since n k j>k 1/n j tends to zero as k goes to infinity, it suffices to prove that the quantity (1/n k ) k−1 j =1 n j goes to 0 as k goes to infinity. Using the fact that n j /n j +1 ε for every j greater than some j ε , we obtain
which proves our claim. Then we proceed as in Step 2 of the proof of Theorem 2.5. Starting from (ñ k ) k 1 , we construct for each sequence (ε k ) k 2 of 0 and 1's the associated number θ ε :
We have seen in (4) that
so that, by (5), we get
For the remaining terms, we have for k = 1, . . . , k 0 − 1,
Using (6) we have
Setting λ ε = e iθ ε , we obtain
i.e. λ ε belongs to Λ (2) δ . In the sequel we will again write λ (δ) ε for these λ ε 's. We set K (2) 
ε . We have already seen that Φ is an homeomorphism and K (2) δ is a Cantor set.
Step 3: Making the space separable. We naturally consider for δ < 1 the subspace
new a bounded operator S δ with S n k δ 2 for every k 1, and the point spectrum of S δ contains K (2) δ which is uncountable. It remains to prove that H (δ) new is separable. This can be derived anew from the continuity of the eigenvector field e λ . Lemma 3.4. The eigenvector field E (2) : K (2) δ → H new defined by
is continuous on K (2) δ for every δ < 1/2.
Proof. The proof of Lemma 3.4 does not fundamentally differ from the proof of Lemma 2.7. At each point where the triangle inequality was used in Lemma 2.7, we use instead the inequality (a + b) 2 2(a 2 + b 2 ), and this explains why we have to assume that δ < 1/2. We obtain the existence of a constant C depending only on δ such that for every λ, μ ∈ Λ (2) δ ,
for every k k 0 and λ, μ ∈ Λ (2) δ , we have for each ε > 0 that
for N large enough. Hence the eigenvector field e λ is continuous on K (2) δ . We leave the details to the reader. 2
The separability of H (δ)
new clearly follows, and this completes the proof of Theorem 3.1. 2 Remark 3.5. As we already mentioned before, an important difference between the proofs of Theorems 2.5 and 3.1 and that of [35] is that there is no divisibility assumption on the n k 's. That this divisibility assumption is indeed necessary in the method of proof of [35] follows from a result of [13] , or [32, p. 399] : if (n k ) k 1 is a sequence such that n k | n k+1 for k large enough and n k+1 /n k tends to infinity, the set of λ ∈ T such that k |λ n k − 1| < +∞ is uncountable. This statement is no longer true if n k does not divide n k+1 . Indeed, if n k = 1 and n k = kn k−1 + 1 for k 1, the set of λ's in T such that the series k |λ n k − 1| is convergent is reduced to the point {1}, although the series k (n k /n k+1 ) 2 is convergent. Remark 3.6. If we only suppose that for some p > 2, the series k n k n k+1 p is convergent, the same construction works on the space X new,p associated to the norm
i.e. X new,p can be isometrically identified with a closed subspace of p H . Hence X new,p is of type 2, and all the spaces X (δ) new,p on which the associated operators S δ live are of type 2 too.
Applications to linear dynamics
We now explore some consequences of Theorem 3.1 in hypercyclicity and frequent hypercyclicity theory, highlighting the role of the unimodular point spectrum in such questions.
4A. A non-mixing, frequently hypercyclic Hilbert space operator
We begin by recalling the following definition from [4] : Definition 4.1. We say that T ∈ B(X) has a perfectly spanning set of eigenvectors associated to unimodular eigenvalues if there exists a continuous probability measure σ on the unit circle T such that for every measurable subset A of T with σ (A) = 1,
Here "continuous" means that σ ({λ}) = 0 for every λ ∈ T. In other words, T has a perfectly spanning set of eigenvectors associated to unimodular eigenvalues if and only if whenever we pick out a subset N of measure 0 of unimodular eigenvalues, the remaining eigenvectors still span a dense subspace of X. Operators with perfectly spanning set of eigenvectors associated to unimodular eigenvalues are always hypercyclic (see [3] ) and when X is a Hilbert space, they are frequently hypercyclic (see [4] , and [5] for a study of what happens in the general Banach space case). In fact these operators even admit a non-degenerate invariant Gaussian measure with respect to which they are ergodic. Proof. It suffices to check that the eigenvector field λ → e λ defined on K (2) δ is perfectly spanning. Since K (2) δ is homeomorphic to the Cantor set, there exists a continuous measure σ δ whose support is exactly K (2) δ . The map λ → e λ being continuous on K (2) δ , the eigenvector field e λ is σ δ -spanning, and the result follows. 2 It was recently proved in [5] that a frequently hypercyclic operator is not necessarily mixing: the example is a weighted backward shift on the space c 0 (N) which has no unimodular eigenvector. Our construction of the previous section gives us examples of non-mixing frequently hypercyclic operators on Hilbert spaces with many unimodular eigenvectors. That S δ is not mixing is clear since the sequence ( S n k δ ) k 1 is bounded. Corollary 4.4 is interesting in view of our forthcoming Proposition 4.6, which is an improvement of Theorem 2.2 of [20] . Before stating this proposition, we recall the following terminology.
Note that this means that every "interval" of N of length M contains an element of the sequence (n k ). An operator T ∈ B(X) is said to be syndetic if for every pair (U, V ) of non-empty open subsets of X there exists a syndetic sequence (n k ) k 1 such that T n k (U ) ∩ V = ∅ for every k 1. In analogy with the notion of a hereditarily hypercyclic operator (see [1] ), we call T hereditarily syndetic if for every pair (U, V ) of non-empty open subsets of X and every syndetic sequence (n k ) k 1 , there exists a subsequence (n k j ) j 1 of (n k ) k 1 which is also syndetic such that T n k j (U ) ∩ V = ∅ for every j 1.
Clearly every hereditarily syndetic operator is hereditarily hypercyclic, hence satisfies the Hypercyclicity Criterion (see [7] ). Grosse-Erdmann and Peris proved in [20] that every frequently hypercyclic operator satisfies the Hypercyclicity Criterion. A generalization of their argument yields the following result. So all our operators S δ , although not mixing, are very close to being mixing: they are weakly topologically mixing [4] and hereditarily syndetic. 
Since the gaps of the sequence (n k ) have length at most M, we obtain a syndetic subsequence (n k j ) of (n k ) such that T n k j (U ) ∩ W = ∅ for every j . Denote N = sup j 1 (n k j +1 − n k j ), and let B be a syndetic set such that
, and it follows that we can find a subsequence (n k j i ) of (n k j ) such that
for every i. Hence T n k j i (U 1 ) ∩ V 1 = ∅ for every i, and the first part of the proposition follows.
If the unimodular eigenvectors of T span a dense subspace of X, then T admits a nondegenerate invariant Gaussian measure m ( [16] , see also [4] ). By Birkhoff's ergodic theorem, for m-almost every x ∈ X we have
where I is the σ -algebra of m-invariant subsets of X and χ U is the characteristic function of the set U . Now the conditional expectation E(χ U |I)(x) cannot be zero almost everywhere on X (in fact it is non-zero almost everywhere on U since m is non-degenerate), so in particular dens n ∈ N; T n x ∈ U > 0 for some x ∈ U . This can also be seen using the fact that eigenvectors associated to eigenvalues which are nth roots of 1 are periodic vectors, and that for α 1 , . . . , α r independent "irrational" unimodular numbers, the set
has positive lower density for every ε > 0. 2
4B. Chaotic operators
Proposition 4.6 applies in particular to chaotic operators, i.e. hypercyclic operators which have a dense set of periodic points. This notion coincides with that of chaos for continuous self-maps of general metric spaces as defined by Devaney in [11] . The study of chaos in the linear setting was initiated by Godefroy and Shapiro in [17] , where it was proved that hypercyclic operators such that H 0 (T ) = span[x; T x = λx for some λ which is an N th root of 1] is dense in X are in fact chaotic. The converse is true (see for instance [5] < +∞ and n k divides n k+1 for every k 1.
The associated operators S δ , δ < 1/2, are frequently hypercyclic, chaotic, but not mixing.
Proof. The only thing to check is that the e λ 's with λ an N th root of unity span a dense subspace of H δ . Since λ → e λ is continuous on K (2) δ , it suffices to check that the λ (δ) ε 's which are N th roots of 1 are dense in K (2) δ . But if ε ∈ 2 <ω (i.e. ε has finitely many non-zero coordinates), then θ ε /4π is a rational number. Indeed, suppose that ε k = 0 for every k > k 2 k 0 (k 0 is defined in Step 2 of the proof of Theorem 3.1). Since q k 2 +1 is the largest integer such that q k 2 +1 n k 2 q k 2 n k 2 +1 and n k 2 divides n k 2 +1 , we have
and, for every k k 2 ,
Hence q k /n k = q k 1 /n k 1 for every k k 2 , and θ ε /(4π) is a rational number. We obtain that λ 
4C. Frequently hypercyclic operators with prescribed unimodular eigenvalues and slow growth of norms of iterates
All the operators constructed in Theorem 1.2 and Corollary 1.3 of [12] are frequently hypercyclic. Let us check this. The operators of [12] live on commutative Banach algebras A ω,E which are defined in the following way: if ω is a suitable weight on Z (ω even, with ω(n) 1, ω(n)/ √ n increasing for n 1, ω(2n) cω(n) for some positive constant c, and n∈Z 1/ω(n) 2 < +∞), then the space
can be given an equivalent norm which makes it into a regular function algebra on T [30] with
. If E is a closed subset of T and I ω,E is the ideal 
where
In order to prove our claim, it suffices to check that F is perfectly spanning with respect to (any) continuous measure whose support is E. Clearly F is spanning: if f, F (λ) = 0 for every λ ∈ E, then f (λ) = 0 for every λ ∈ E, i.e. f ∈ I ω,E , so f is identically zero as an element of A ω,E . Thus it suffices to check that F is continuous. We have
for every N , and since the series n∈Z 1/ω(n) 2 is convergent, the continuity of F follows immediately.
We obtain for instance the following analog of Theorem 1.2 of [12] , which gives examples of frequently hypercyclic operators on Hilbert spaces with prescribed unimodular point spectrum having the property that the norms of the iterates grow relatively slowly: Corollary 4.8. If E is any closed subset of T and (η n ) n 0 is a sequence of positive numbers which tends to infinity, then there exists a frequently hypercyclic operator on a separable Hilbert space such that σ p (T ) = σ (T ) = E and
where E δ is the set of points of T whose arc-length distance from E is at most δ and |E δ | is the Lebesgue measure of this set.
The case of C 0 -semigroups
Just as in [34] and [35] , all our results can be generalized to the C 0 -semigroup setting. It was proved in [35] that if (t k ) k 1 is a sequence of positive numbers such that sup k 1 t k+1 /t k is finite, then (t k ) k 1 is a "Jamison sequence for semigroups" in the sense that if (T t ) t 0 is any C 0 -semigroup on a separable Banach space X with infinitesimal generator A, then σ p (A) ∩ iR is countable as soon as sup k 1 T t k is finite. The analogs of Theorems 2.5 and 3.1 are given in the following Proof. The proof follows exactly the same outline, and uses the following remark: if n k = t k is the integer part of t k , then t k+1 /t k tends to infinity if and only if n k+1 /n k tends to infinity, 2 is convergent if and only if k 1 (n k /n k+1 ) 2 is convergent, and sup k 1 T t k is finite if and only if sup k 1 T n k is finite. The construction of the underlying Banach/Hilbert space is done starting from Recall that a C 0 -semigroup (T t ) t 0 on R + is -hypercyclic if there exists a vector x ∈ X such that {T t x; t 0} is dense in X (this is equivalent to requiring that (T t ) t 0 is topologically transitive, i. For references on the dynamics of semigroups of linear operators, we refer the reader to [10] , and to [6] and its bibliography. If the generator A of a semigroup (T t ) t 0 living on a Hilbert space has sufficiently many eigenvectors associated to eigenvalues belonging to iR, then (T t ) t 0 is frequently hypercyclic: this is the exact analog of Theorem 3.2 of [4] . 
Then the semigroup (T t ) t 0 is frequently hypercyclic.
Proof. We give here only a sketch of the proof and refer the reader to [4] for missing details. For every t > 0, σ p (T t ) \ {0} = e tσ p (A) and if x is an eigenvector of A associated to the eigenvalue iν, then x is an eigenvector of T t associated to the (non-zero) eigenvalue e itν (see for instance [14, Chapter 4] ). Hence if E j : R → X are σ -measurable functions with E j L 2 (R,X) 1 such that for every ν ∈ R, ker(A − iν) = span E j (ν); j 1 , then for every t > 0 and ν ∈ R, span E j (ν); j 1 ⊆ ker T t − e itν .
As in [4] , define K j : L 2 (R, σ ) → X and K : j 1 L 2 (R, σ ) → X by Since the E j 's are perfectly spanning, K has dense range. We have T t K = KV t for every t 0 because of (8) . This implies that the non-degenerate Gaussian measure m with covariance operator S = KK * is invariant under each operator T t : for every t 0 and every measurable set E, m(T −1
t (E)) = m(E).
Moreover, since σ is continuous, each T t is weakly mixing with respect to m (see [4] or [5] ). It follows from Birkhoff's ergodic theorem that for m-almost every x in X, 
