The upcoming next-generation large area radio continuum surveys can expect tens of millions of radio sources, rendering the traditional method for radio morphology classification through visual inspection unfeasible. We present ClaRAN -Classifying Radio sources Automatically with Neural networks -a proof-of-concept radio source morphology classifier based upon the Faster Region-based Convolutional Neutral Networks (Faster R-CNN) method. Specifically, we train and test ClaRAN on the FIRST and WISE images from the Radio Galaxy Zoo Data Release 1 catalogue. ClaRAN provides end users with automated identification of radio source morphology classifications from a simple input of a radio image and a counterpart infrared image of the same region. ClaRAN is the first open-source, end-to-end radio source morphology classifier that is capable of locating and associating discrete and extended components of radio sources in a fast (< 200 milliseconds per image) and accurate (≥ 90%) fashion. Future work will improve ClaRAN's relatively lower success rates in dealing with multi-source fields and will enable ClaRAN to identify sources on much larger fields without loss in classification accuracy.
INTRODUCTION
Understanding the growth and evolution of central supermassive black holes (SMBH) is a fundamental area of research in the field of galaxy evolution-likely to experience rapid progress as the pre-Square Kilometre Array (pre-SKA) experiments are now beginning their surveys. Studies from the past decade have demonstrated the ubiquity of supermassive black holes in galaxies. Importantly, both theoretical and observatonal studies agree that accreting SMBH or Active Galactic Nuclei (AGN) can have both a positive and negative impact on the gaseous interstellar medium of a galaxy, and consequently, a galaxy's star formation history (e.g. Cattaneo et al. 2009; Croston et al. 2011; Mingo et al. 2011; Harrison et al. 2012 ).
Our current understanding of AGN can be largely classed by the two main accretion modes: 1) the highexcitation radio galaxy (HERG; aka the high accretion efficiency or the 'quasar') mode where material is accreted onto the black hole through a radiatively-efficient thin accretion disk (e.g. Shakura 1973; Best & Heckman 2012) ; and 2) the low-excitation radio galaxy (LERG; or the low accretion efficiency or 'radio-') mode where the bulk of the observable emission is in the form of highly energetic radio synchrotron emission, thought to be fuelled by advection-dominated accretion flows (e.g. Narayan & Yi 1995; Merloni & Heinz 2007) .
Cosmological simulation models invoke mechanical feedback from 'radio'-mode AGN to regulate the star formation in their simulated galaxies, in order to reproduce the observed stellar mass and galaxy luminosity functions (e.g. Silk & Rees 1998; Croton et al. 2006; Bower et al. 2006 Bower et al. , 2008 Kaviraj et al. 2017) . Heating provided by the relativistic radio jets will regulate the temperature of the hosting dark matter halos and prevent the gas cooling that would allow to form stars. On galactic scales, it remains unclear whether the mechanical energy injected into the host galaxy's interstellar medium by the radio synchrotron jets is the dominant process by which star formation is suppressed in a galaxy. While much progress has been made observationally towards correlating host galaxy bulge properties to that of the central black hole (e.g. Magorrian et al. 1998; Kormendy & Ho 2013; Heckman & Best 2014; Weigel et al. 2017) , observational studies of AGN impact on star formation have shown both positive and negative feedback whereby independent studies of AGN appear to demonstrate star formation enhancement and suppression, respectively (e.g. Hota et al. 2011; Ishibashi & Fabian 2012; Nyland et al. 2013; Symeonidis et al. 2013; Harrison et al. 2014; Brusa et al. 2015; Smethurst et al. 2016) . The long timescales and duty cycles of radio AGN further complicate our understanding of the co-evolution between AGN modes and that of the host galaxy.
Previously, AGN have often been described as being radio loud or radio quiet (e.g. Hutchings et al. 1989; Ivezić et al. 2002; Kellermann et al. 2016 ). However, more recent studies have demonstrated that radio-quiet AGN do not imply radio-silent AGN (White et al. 2015; Mingo et al. 2016; Wong et al. 2016) and that the fainter radio AGN population significantly outnumber luminous radio galaxies (Nyland et al. 2018) . While the impact of the faint radio AGN population on galaxy evolution is still an active area of research, Padovani (2017) suggested that radio AGN be classed as 'jetted' and 'non-jetted' instead. A strong environmental dependence is found for compact source fraction in low-redshift populations (Shabala 2018) . However, the determination of a 'jetted' or 'non-jetted' source depends strongly upon the angular resolution and the sensitivity of the observations.
On larger angular scales, radio jets can extend to great distances away from their host galaxies depending on their intrinsic mechanical energy and the environment into which they are launched. While approximately 90 percent of radio sources are compact in structure (modulo telescope configuration and frequency at which a source is observed; Shabala et al. 2008; Sadler et al. 2014) , the remaining radio galaxy morphologies are extended and have traditionally been classed into two Fanaroff-Riley (FR) classes (Fanaroff & Riley 1974; Owen & Ledlow 1994) . The FR-I class of sources is defined to have a ratio of the distance between the brightest regions on opposite sides of the host, to the total extent, below 0.5. Conversely, the FR-II class of sources are defined to have a ratio greater than 0.5. In other words, the most luminous jet regions are closest to the host galaxy in an FR-I source, while a typical FR-II source has widely-separated hotspots. The division in radio luminosity densities of FR-I and FR-II sources is roughly at L 178MHz ≈ 2 × 10 25 W Hz −1 sr −1 (Fanaroff & Riley 1974) .
Over time, a bipolar jet may fade into two distinct radio lobes that are no longer connected to the host galaxy where it originated. The morphology and extent of radio galaxies depend on both internal jet energies as well as the environment into which it is launched. To further understand how and when an AGN launches a jet, we need to collate a very large sample of radio source morphologies in order to map out every stage of a jet's evolution, both spatially and across multiple radio frequencies. Until now the cross-identification of associated radio source components as well as the originating host galaxies are made via visual inspection. Currently, the most efficient form of visual identification is via citizen science projects such as Radio Galaxy Zoo (RGZ; Banfield et al. 2015) . RGZ is based on large-area radio surveys and the efficacy of this project is demonstrated by the science results and recent discoveries of extreme classes radio source morphologies (Banfield et al. 2016; Kapińska et al. 2017; Contigiani et al. 2017) . Combining statistical samples of extreme radio sources with theoretical modelling of jet (and lobe) evolution with environment will further our understanding of the physical mechanisms driving the co-evolution of radio AGN and their host galaxies (e.g. Hardcastle & Krause 2013 Turner & Shabala 2015; Rodman et al. 2018 ).
On the other hand, it is clear that we have reached even the limitations of citizen science since the number of complex, extended sources expected from the next-generation radio surveys such as the Evolutionary Map of the Universe (EMU; Norris et al. 2011 ) will be far too great for a standalone citizen science project to be an efficient method. Therefore, automated methods of classification are necessary. Simple automated methods based upon source position matching can be effective for a significant fraction of radio sources (e.g. Kimball & Ivezić 2008) . However, complex extended radio sources with multiple discrete components and morphology will require more sophisticated methods. Therefore, deep learning methods provide one such avenue for the specific task of radio source identification and classification. Recently, Wright et al. (2017) demonstrated that a combination of citizen science and deep learning methods will maximize the science output of a dataset and outperforms the capabilities of each method individually.
The main purpose of this paper is to present a proofof-concept, publicly-available 1 , deep learning-based method known as Classifying Radio sources Automatically using Neural networks (ClaRAN). ClaRAN takes as input a pair of World Coordinate System-aligned radio and infrared images and classifies radio sources as one of the six morphology classes based on RGZ. The six classes of morphologies are not defined in the traditional manner of FR classes but in terms of source associations and identifications that are produced by RGZ's Data Release 1 (DR1; Wong et al. 2018 ). As such, the radio morphologies are defined in terms of the number of components and peaks. Therefore a single radio galaxy or radio source can be composed of one or more components and/or peaks. For the purpose of our study and this paper, the number of components is determined by the number of discrete radio components defined at the 4-sigma contour level from the radio observations from the Faint Images of the Sky at Twenty-Centimeters survey (FIRST; Becker et al. 1995) . Similarly, the number of peaks is a product of the RGZ pipeline that is based upon the contour levels of the FIRST images. This paper builds upon RGZ's earlier exploration in combining the results from RGZ with advanced machine learning algorithms such as Lukic et al. (2018) and Alger et al. (2018) .
We briefly introduce advanced machine learning (also known as deep learning) methods in Section 2. The RGZ citizen science project and data pre-processing for feature fusion is described in Section 3. In the spirit of open source reproducibility, Section 4 provides a complete technical description of ClaRAN. Specifically, we discuss ClaRAN's data pipeline and network architecture, as well as our augmentation of the Faster R-CNN model. Section 5 details the error analysis and metrics-based evaluation commonly used in the field of machine learning. Section 6 describes an example of the simplest automated application of ClaRAN from the perspective of an astronomer. As ClaRAN is still a prototype classifier, the final filtering of classifications is left up to the astronomer. This is because the requirements of confidence levels are likely to differ from one project to another. As such, we also include in Section 6 a reliability verification analysis based on the visual inspection of an arbitrary set of 500 subjects for the simple application described earlier in this section. This ensures the accuracy of the classifications and provides additional information on the presence of multiple radio sources within the same image. It is important for the reader to understand that a mismatch between ClaRAN's classifications and that of DR1 may not necessarily mean that either RGZ or ClaRAN is wrong. Rather, multiple classification solutions may be plausible for some sources in some fields. Visual verification is thus required to determine whether the mismatch is mainly due to observational uncertainties, complexity of the source, or the failings of ClaRAN. Implications of our work and future research are briefly discussed in Section 7 and we provide a summary of our results in Section 8.
1 https://github.com/chenwuperth/rgz_rcnn/
DEEP LEARNING METHODS
Deep learning methods (LeCun et al. 2015) , particularly Convolutional Neural Networks (CNNs) (Krizhevsky et al. 2012) , have recently achieved recognition capabilities that are comparable to or even better than humans in several visual recognition tasks, such as understanding traffic signs (Ciregan et al. 2012) , identifying faces (Taigman et al. 2014) , and classifying general images . CNNs have recently been explored to address a number of astrophysical problems such as effective identification (98.8% plausibility) of exoplanets (Shallue & Vanderburg 2018) , 'extremely' fast estimation -10 7 times faster than current models with a comparable accuracy -of strong gravitational lensing parameters (Hezaveh et al. 2017 ), automatic visual detection of galaxy mergers (Ackermann et al. 2018 ) that significantly outperforms previous methods, and fully automated detection of galaxy-scale, gravitational lenses (Schaefer et al. 2018 ) with an accuracy above 97%.
Despite many successful applications of CNNs, automated deep learning methods for localizing and classifying multi-component, multi-peak radio sources are still in their infancy. This has motivated our work in this paper. The winning solution (Dieleman et al. 2015) of the Galaxy Challenge (Harvey et al. 2014 ) did utilize CNNs for accurate (> 90%) galaxy morphology classification. However, our work solves a very different problem from the Galaxy Challenge: we need to determine the number of radio sources in a given field of view (FoV) or subject (as is referred to within the RGZ project), each of which may contain multiple discrete source components. Such a determination is estimated from the combination of a radio continuum image and an infrared map in the same position. Moreover, we need to localize each detected radio source with a bounding box, and finally to predict the morphology class for each detected source with some probability. Our problem is also different from radio continuum source finders, which typically involve identifying individual source components that are above a certain signal-to-noise threshold (Hancock et al. 2012) . We need to group these components into one or more radio sources, and provide the morphology classification for each radio source.
Building on the 'deep' feature representations (Donahue et al. 2013 ) produced by CNNs, recent object detection methods -such as R-CNN , Fast R-CNN (Girshick 2015) , SSD (Liu et al. 2016) , R-FCN (Dai et al. 2016) , YOLO (Redmon et al. 2016) and Faster R-CNN (Ren et al. 2017 ) -have made significant progress in terms of both detection accuracy and running speed. CNNs are a crucial component (known as the 'feature extractor') in these methods, all of which rely on CNNs as the 'backbone' network (Li et al. 2018 ).
ClaRAN Overview
In this work, we use Faster R-CNN model (Ren et al. 2017) as the basis to develop ClaRAN for identifying multicomponent/peak radio sources from DR1. This is because Faster R-CNN is intuitive to understand, flexible to augment, and most importantly, offers optimal trade-offs between robust accuracy and execution latency (Huang et al. 2017) . As a result, ClaRAN includes an end-to-end data pipeline that enables fast identification and classification of radio sources with a mean Average Precision 2 (mAP, which is formally defined in Section 5.2) of 83.6% and an empirical accuracy above 90%. In particular, we make several contributions to deep learning-based methods for RGZ:
• We develop and evaluate several methods to combine radio emission and near-infrared maps for source identification. This paves the way for future work on optimal (e.g. adaptive, learning-based) integration of multi-wavelength datasets for automated source-matching and identification.
• We tailor and fine-tune the Faster R-CNN (Ren et al. 2017 ) -a state-of-the-art object detection deep learning model -for effective radio source detection. To the best of our knowledge, latest research in object detection and computer vision has not yet been explored and utilized for radio source identification.
• We augment the Faster R-CNN model by replacing its Region-of-Interest (RoI) cropping layer (RoI pooling) with differentiable affine transformations (ST pooling) based on the Spatial Transformer Network (Jaderberg et al. 2015) . Compared to the original Faster R-CNN model, training ClaRAN becomes truly end-to-end -all training errors are accounted for by the learning model within a single data pipeline.
• We develop a transfer learning (Yosinski et al. 2014; Ackermann et al. 2018 ) strategy -loading weights pretrained on the ImageNet (Deng et al. 2009 ) dataset and selectively controlling low-level convolutional kernels -to significantly accelerates the training error convergence.
• We demonstrate that ClaRAN can distinguish between six distinct classes of radio source morphologies using both machine learning metrics and empirical accuracy evaluation performed by radio astronomers.
• We evaluate ClaRAN's scalability by showing its ability to identify radio sources with plausible classifications when the angular size of its input field is ten times greater than what is available in the training set.
Taken together, our study provides an excellent starting platform for developing future machine learning-based methods for wide-area radio continuum surveys.
USING RADIO GALAXY ZOO CLASSIFICATIONS
The citizen science project RGZ obtains visual identification of radio sources from over 12,000 volunteers, who have collectively completed over two million classifications to date. Upon completion, RGZ will result in a catalogue of associated radio components and cross-matched host galaxies for over 170 thousand radio sources from the Faint Images of the Radio Sky at Twenty-centimeters (FIRST; Becker et al. 1995) survey and over 2000 sources from the Australia Telescope Large Area Survey (ATLAS; Norris et al. 2006) . Currently, the cross-identification of extended radio sources and sources with disconnected radio lobes is through the visual inspection of radio sky maps with near-infrared maps. Therefore, the method of crowd-sourcing is used in RGZ to create one of the largest catalogues of extended radio galaxies with associated source components and host galaxy identifications. Further details about RGZ and the data derived from it can be found in Banfield et al. (2015) and Wong et al. (2018) . In this paper, we describe the use of the RGZ DR1 source classifications as a labelled data set based on the cross-identifications of FIRST radio sources contained in the RGZ FIRST DR1. Our aim is to train ClaRAN to achieve human-level capabilities with respect to radio source classification and be able to match the accuracy of RGZ.
Classification examples
Before discussing the dataset used for this study, we first present some classification examples shown in Figure 1 . Given a pair of FIRST and WISE images, ClaRAN directly outputs the following in approximately 200 milliseconds when measured on a single Tesla K40c GPU with 12GB GPU memory.
• the location and size of each detected radio source shown as a bounding box,
• the morphology m of each detected source labelled as 'iC jP', where i is the number of components, and j is the number of flux-density peaks, and
• the probability (P-value) of m for each detected radio source Following the definitions from the RGZ project (Banfield et al. 2015; Wong et al. 2018) , each RGZ subject is a 3 arcmin by 3 arcmin FoV inspected by the citizen scientists, and the term component refers to discrete individual radio source components identified at the 4-sigma fluxdensity threshold level, and the term peak refers to the number of resolved peaks that are identifiable within each class of objects. For example, a double-lobed radio galaxy with small angular extent and no radio core may be identified as a source with one component-two peaks (1C-2P) or a two component-two peaks (2C-2P) if the two lobes appear disconnected in the radio image.
In example A of Figure 1 , ClaRAN correctly identifies two radio sources -the large source has 1 component with 3 peaks, and the small one has 1 component with 1 peak. Both detections are given a high probability (0.97) associated with their morphology classification. This example shows ClaRAN is able to identify sources at different scales in the same image. In example B, ClaRAN correctly locates a source with two radio components and three peaks (as per DR1) with a probability of 0.98. This example shows that ClaRAN is able to identify extended sources.
In example C, ClaRAN assigns a relatively low P-value (0.68) to the DR1 source (the larger red box) while independently assigning a higher P-value (0.84) to a false positive region -the inner (yellow) box. However, both RGZ and ClaRAN are 'wrong' since the actual radio source is nearly three times larger in size than the RGZ subject as shown in Figure 2 . Restricted within the 3-arcmin by 3-arcmin FoV, it is difficult for ClaRAN (and citizen scientists) to correctly identify very large sources like this one. While section 7 will briefly describe ClaRAN's ability to work on much larger FoVs, in this paper, the quantitative evaluation of ClaRAN's performance is limited only to RGZ subjects. It 7+285125. The first column shows the FIRST radio emission. The second column shows the corresponding WISE infrared image overlaid with 5σ radio contours. The last column shows the ClaRAN output -a box encompassing each identified source, and its morphology is labelled as iC jP, where i and j denotes the number of radio components and the number of radio peaks respectively. Each morphology label is associated with a score between 0 and 1, indicating the probability of the quoted morphology class. Figure 2 . A 9' × 9' cutout from the FIRST survey centered at the DR1 subject shown in Figure 1C . The NRAO VLA Sky Survey (NVSS; Condon et al. 1998 ) contour shows that the actual radio source is much larger than the DR1 subject.
should be noted that all radio and infrared images in Figure 1 are taken from the testing set (cf. Section 3.3), which ClaRAN does not see during training. 
Consensus level
We use two criteria to select fields from DR1 in order to create the training set and the testing set for ClaRAN. First, for each selected subject f , we ensure all radio sources within f have a user-weighted Consensus Level (CL) no less than 0.6. CL measures the relative agreement levels of classification among citizen scientists and is defined in (Banfield et al. 2015) as the largest fraction of the total classifications for a radio source that have been agreed upon. This is to ensure most radio sources exposed to ClaRAN are morphologically human-resolvable. Second, we ensure every radio source within f has fewer than four components and four peaks. This is because radio sources that (1) have a CL ≥ 0.6 and (2) have more than three components or peaks are rare as shown in Table 1 . Inclusion of these sources into our study leads to highly unbalanced training and testing sets. Although dealing with unbalanced data sets is an on-going machine learning research topic (He & Garcia 2009) , in this paper we focus solely on the main demographic of multi-component/peak sources, and leave for future work the issue of tackling unbalanced datasets with rarer sources.
Upon applying the above two selection criteria on DR1, we obtain a data set E that has 10,744 RGZ subjects. Conensus level Figure 3 . The distribution of the consensus level (CL) across six morphology classes in the data set that consists of 10,744 RGZ subjects selected from DR1. The whiskers above and below the box represent the maximum and minimum CL (fixed at 0.6 by the first criterion). The box itself spans the third and the first quartile CL. Note that since 80% of 1C-3P sources have a CL of 1.0, its box is reduced to a single horizontal line when its interquarter range becomes 0. The horizontal (orange) line inside each box is the median. with multi-component sources. Given the above reasons we define the morphology classes listed in Table 3 as groundtruth morphology for both training and testing.
Training and testing sets
We randomly split the data set E described in Section 3.2 into two subsets -the training set that contains 6,141 subjects, and the testing set that contains 4,603 subjects. Their basic properties are summarized in Table 2 . Table 3 shows the morphology distribution of radio sources across six combinations of components and peaks. Although the number of 1C 1P sources is far greater than sources of other morphology classes in Table 3 , the evaluation in Section 5 will show that ClaRAN is not biased towards 1C 1P sources.
To generate the ground-truth location -both location and size of each known source within a given subject -we produce a square bounding box for each source based on its physical attributes defined in the RGZ dataset. We use its central location RA and DEC as the box center, and calculate the sky coordinates S c of the box's four corners using the RGZ DR1 max_angular_extent parameter, which is an Training set box size (width pixels) Figure 4 . The distribution of bounding box sizes (width or height) in the training set for each morphology class. Note that the FIRST image pixel size is 1.375", therefore the 3' × 3' angular size of each subject corresponds to 132 × 132 pixels, which sets the maximum possible value of the box size.
estimate of the source's angular size for all RGZ consensus sources as detailed in Banfield et al. (2015) ; Wong et al. (2018) . We then convert S c into pixel coordinates P c that can be processed by imaging software libraries. An extra step is taken to ensure the first element of P c represents the top left corner as required by formats such as PNG or JPEG rather than the bottom left corner as in the FITS format. Figure 4 shows the size distribution of generated ground-truth boxes (i.e. radio sources) in the training set. The median size of the box appears positively correlated with the number of peaks, and if two sources have the same number of peaks, the one with more components has a slightly bigger size. Several extraordinarily large threecomponent sources almost cover the entire image.
Derived datasets
The original RGZ dataset contains FIRST radio images (in both FITS and PNG formats) and WISE infrared PNG images. While the beam size of the FIRST survey is 5 arcsec, the size of each FITS pixel is about 1.375 arcsec. Therefore the angular size of a 132 by 132 pixel RGZ subject is ∼ 3-arcmin × 3-arcmin. An example RGZ subject with the radio source FIRST J014110.8+121353 is shown as a PNG image F in Figure 5 , and its WISE infrared counterpart is shown as image W underneath F. Note that F is exported from the original FITS format as a three-channel (RGB) image under the 'cool' colormap using DS9 (Joye & Mandel 2003) . To effectively train ClaRAN, we derive four additional datasets -D1, D2, D3 and D4 -from F and W. While both F and D1 display radio emission only, F uses the DS9 linearzscale scale to represent flux values in the PNG format, whereas D1 uses the DS9 log-min-max scale. The rationale of creating D1 is to reveal the internal structures, but potentially at the cost of exposing more background noise. In this example, three separate radio peaks can be identified in D1 by eye but they appear blended together in F.
Similar to D1, D2 also uses the DS9 log-min-max scale. However, it increases the intensity of D1's red channel by corresponding pixel values in W while keeping D1's blue and green channels unchanged. This essentially overlays infrared sources as red blobs on top of radio sources. The intention is to let ClaRAN learn interaction patterns between the host galaxy (if detected in WISE) and its surrounding radio emission. D3 aims to achieve the same goal but operates in the opposite direction. It generates 5σ contours 3 based on surface brightness as recorded in the FIRST FITS file, and then overlays the radio contours on top of W. The RGZ Web user interface allows citizen scientists to transition between F and D3 (with a different level of sigma and contour colors) via a slider. Detailed descriptions of the RGZ interface can be found in Banfield et al. (2015) .
We notice that there are numerous infrared sources in W that are not directly related to the overlaid radio contours/sources. Their existence may mislead ClaRAN to learn patterns from noise rather than features. To alleviate this issue, D4 generates a convex hull (Weisstein 2018) over (sample points on) all radio contours in D3, and for each channel c, masks pixels outside the convex hull with the mean pixel value of c over all images in the training set. As a result, we remove all the infrared signals that do not fall within the convex hull. Since the convex hull covers all radio contours, it should expose sufficient infrared signals to capture the interplay between all radio sources/components. However, this cannot deal with certain special cases where a host galaxy is situated outside the union area formed by all radio source components within a subject. Such examples include remnant radio galaxies (there is no core) or there are faint, compact, separate (i.e. disconnected) lobes on opposite sides of WISE objects in the RGZ subjects. For these cases D3 is perhaps more appropriate. Future research should investigate more optimal and generalizable data fusion techniques that, for example, have the advantages of both D3 and D4.
DATA PIPELINE
In this section, we introduce our dual-task, end-to-end data pipeline based on the Faster R-CNN method. By dual-task, we mean the pipeline trains a detector to learn two separate tasks -localization and recognition. While both tasks share the same input features derived from the convolutional layer, the learning outcome of the first task will directly affect the . The end-to-end training pipeline that learns two related tasks simultaneously. The solid arrow denotes forward dataflow, in which a list L f of parameterised functions are computed consecutively on each image batch. The output from L f , known as 'prediction', is fed to the loss function (step 5) to calculate the error between ground truths and predictions. The error is converted to the global gradient, and propagated (via local gradient updates) backward to each function in L f so that they can adjust their parameters to reduce the errors. The alteration of forward dataflow and backward gradient flow is repeated for each image batch, iteratively minimizing the loss function until the error converges below a threshold.
learning performance of the second task. By end-to-end, we mean the entire training pipeline has only a single step of optimization, and the two tasks are trained simultaneously in a single training iteration. It also means little human involvement is needed for deriving hand-crafted features, and feature extraction is driven primarily by convolutional kernels learned from training sets rather than prior assumptions imposed by experts. Figure 6 shows the data pipeline during the training stage, which we explain in detail below.
Pre-processing
In the first phase, three pre-processing operations -zerocentering, size scaling, and horizontal flipping -are performed on-the-fly in a streaming mode on each input image.
Zero-centering involves (1) calculating the mean µ C for each channel C across the entire training set, and (2) subtracting µ C from each pixel of C in a given input image I. Since the subsequent convolutional filters are also initialized as truncated Gaussians centered at zero with a small standard deviation (0.01 in our training pipeline), filter response R from I is also zero-centered with a small variance. R is then transformed by the subsequent Rectified Linear Unit (ReLU) (Nair & Hinton 2010) activation function defined as A(x) = max(0, x) to output the feature map. It has been reported (Krizhevsky et al. 2012 ) that ReLU, while simple and efficient to compute, accelerates the convergence of the optimization procedure such as the Stochastic Gradient Descent (SGD) by a factor of six. Moreover, it often results in superior solutions (Glorot et al. 2011; Maas et al. 2013; Zeiler et al. 2013 ) than more traditional, sigmoid-like activation functions. During SGD, if all Rs are closely centered around zero, given a fixed pixel p, it is highly likely p in some R becomes positive to activate ReLU (for non-zero gradient descent), which will be less likely without zero-centering. Figure 7 shows that the largest receptive field 4 of a neuron in the last shared convolutional feature map is 228. Figure 4 shows that the median box size of 3C 3P is slightly below 50. Therefore we scale up the image size by a factor of 228/50 = 4.56 to match the median box size to the final receptive field size. This involves increasing the height and width of the (fused) image from 132 × 132 pixels to 600 × 600 pixels using the bilinear interpolation. Moreover, we scale up coordinates of each ground-truth box by the same factor 4.56. It should be noted that scaling up the image size does not scale pixel intensities, which is a useful pre-processing technique (Stark et al. 2018 ) that we will explore in our future work for ClaRAN.
During training, we use horizontal flipping to create a symmetric counterpart for a given input image I by appending an extra image I that reverses the pixels order along the horizontal axis of I. This allows ClaRAN to expect different source orientations other than provided in the original training set. We also create horizontally flipped groundtruth boxes to match the flipped image I .
Convolutional network
The Convolutional Network (ConvNet) -including Layers 1 to 17 in Table 4 -performs feature extraction in order to produce feature maps shared by both tasks and their associated networks. The basic two dimensional convolution operation at each layer can be expressed as:
In Eq.1 X is an input image or an intermediary tensor with C planes (or 'channels' for RGB images), height H, and width W. Y is the output of the convolution, i.e. the feature map. Y (m, n) denotes Y 's value at row m and column n. K is a centre-originated kernel with channel C, height and width s, and K(k, a, b) = 0 if |a| or |b| > s 2 . Note that a feature map of one convolutional layer becomes the input (i.e. X) of the next convolutional layer. B is the bias tensor that has the same dimensions as the feature map Y . A is the element-wise ReLU activation function. Only K and B have learnable parameters that are updated during back-propagation through SGD.
We use the first 17 layers (13 weight layers and 4 pooling layers) from the VGG-16 (Configuration D) network (Simonyan & Zisserman 2014) as the architecture of the convolutional network. This is shown in Table 4 from layer 1 to layer 17). Compared to other convolutional networks, a neuron in a VGG-16 convolution feature map has a smaller local field of view -the receptive field (Hubel & Wiesel 1962 ) -a 3×3 region from its input layer. However, stacking multiple convolutional layers gradually increases the global receptive field -i.e. the region in the input image. Figure 7 shows neurons in the final feature map (i.e. layer 17 in Table 4 ) has a receptive field of size 228 × 228 when k is set to 17 in Eq. 2:
where r k−1 denotes the size of the receptive field of neurons at layer k − 1, f k is the filter width/height (the third column of Table 4 ) at layer k, and s i is the stride of layer i (the fourth column of Table 4 ). More importantly, stacking increases the number of non-linear activations since each convolutional layer has its own ReLU non-linearities. It is these non-linearities that ultimately offer the network discriminative capabilities for feature extraction. It should be noted that the size S of the receptive field of a single neuron does not limit ClaRAN from detecting sources larger than S. This is because a feature map consists of multiple neurons, which collectively can detect much larger objects. Figure 8 shows feature maps produced by the last shared convolution network layer (i.e. layer 17 Conv5 3 in Table 4 ). The features are extracted from the input image FIRST J014110.8+121353 shown in both Figure 5 and 7. The extraction were performed after the completion of training, which consists of 80,000 iterations of forward computation and backward propagation in order to find optimal values for all the kernel weights in the ConvNet. Visual inspection reveals some resemblance between the input image and each one of the 64 feature maps that capture the shape of the radio jets. However, each feature map exposes distinct features produced by a different set of kernels, each of which has learned to find and match a unique set of patterns from its input tensors. Collectively, these feature maps provide input for the two tasks to learn.
The parameters in the 13 weight layers are essentially shared by all following layers starting from layer 18, and are learned jointly by both task 1 (localization) and task 2 (recognition). To initialize weights in layer 1 to 17, we load public VGG-16 model weights 5 pre-trained from the ImageNet (Russakovsky et al. 2015) . Figure 9 illustrates the Figure 7 . Each square box visualises a receptive field -on the input image FIRST J014110.8+121353, whose size is 600 × 600 pixels as described in Section 4.1 -'seen' by a neuron in a convolutional feature map. The receptive field grows larger as the convolutional network goes deeper, reaching 228 × 228 between layer 17 and 18. Hence a single neuron has a rather wide field of view, and multiple neurons collectively see radio emission across a large area. Sizes of the receptive fields of the last 6 convolutional layers are explicitly labelled.
kernel weights learned from the first two layers, and they appear to capture basic, low-level image features such as edges, corners, curves, etc. We then freeze the weights of the first four convolutional layers (1, 2, 4, and 5) by assuming lowlevel features learned by these filters remain constant across different domains, and set free weights in higher layers in order for them to learn higher level structures and patterns unique to radio galaxy morphology. We choose these four layers because their neurons have relatively small receptive fields -5 × 5, 6 × 6, 14 × 14, and 16 × 16 pixels on the scaled 600 × 600 pixel image -well suited to capture lowlevel, local features 6 . Compared to learning these weights from scratch, we find that using pre-trained weights significantly improves the detection performance given the same amount of training time.
However, transfer learning -re-using weights pretrained from completely different datasets in unrelated tasks -can cause undesirable issues. For example, transfer learning on the log-min-max radio images in the D1 dataset will eventually produce a NaN loss function value due to floating number overflow. We trace the source of such overflow issues, and find that they originate from the localization network. But since convolutional weights are shared by all following Figure 8 . Feature maps generated by the convolutional network from the input image FIRST J014110.8+121353 (i.e. the example D1 dataset in Figure 5 ). The first 64 of the total 512 channels are shown, and each channel is visualized as a 37×37 grey-scale image of features extracted by the channel-specific kernel. For example, feature map at row 3 column 5 (R3C5, channel 21) appears to be the outcome of cutting out the entire radio emission, revealing the overall contour of the source. R2C1 and R2C3 (channel 9 and 11) appear to represent the top and bottom part of the source respectively as if they were separated by a gap tilting along the direction of the jet. More interestingly and importantly, we always find similar features at the same channel for different input images. This shows that the convolution kernels have learned something intrinsic and constant across different subjects.
numerical tensor computations in the localization network, adjusting initialized values of these weights seem to have significant impacts. Specifically, we load these pre-trained weights except for layer 17, whose weights are initialized using the truncated normal distribution centered at 0. This removes the numerical instability issue.
Localization network
The localization network (LocNet) -layers 18 to 22 in Table  4 -is trained to propose a set R of Region of Interest (RoI) proposals (boxes) given a subject, and each RoI proposal r ∈ R represents a potential radio source.
Regional Proposal Network
The LocNet starts with a mini-network -the Regional Proposal Network (RPN) (Ren et al. 2017) treat RPN_Conv as a grid of 37 × 37 pixels, and each pixel x i (where i = 1...37 2 ) has 512 values.
The first step of the RPN is to construct k anchors, which are boxes of different sizes and aspect ratios affixed at the centre of each x i . These k anchors act as 'prior boxes', some of which have the potential to grow into RoI proposals. Since anchors are stationary and input-invariant, they constitute a fixed reference grid to locate radio source candidates across the entire feature map in parallel. All that is left to figure out is which and how anchors could be shifted and scaled in order to become RoI proposals.
We set k = 6 to cover scales [1, 2, 4, 8, 16, 32] and aspect ratio [1.0]. Since the total number of strides on Conv5_3 after four layers of 2 × 2 max poolings 7 (i.e. Layer 3, 6, 10, and 14 in Table 4 ) is 2 4 = 16, the anchor sizes projected back on the 600 × 600 subject are [16, 32, 64, 128, 256, 512] . We keep the anchor aspect ratio to 1 since all ground-truth boxes are squares although the proposed RoI may not be fully square due to the spatial offset described later. As a result, RPN_Conv corresponds to a set A of 6 × 37 2 = 8214 anchors. Figure 9 . Weights pre-trained using the ImageNet. 64 Conv1_1 filters (each has 3 channels as RGB) are shown on the left. 64 Conv1_2 filters (each has 64 channels) are on the right, which shows the first 3 channels per filter using the pseudo RGB colour. Conv1_1 and Conv1_2 are defined in Table 4 as Layer 1 and 2 respectively.
For each anchor
. Given anchor a's spatial extent (a x , a y , a w , a h ), Eq. 3 (Girshick et al. 2014) takes ì d as input, and outputs the spatial extent -centre coordinates, width, and height -of the RoI proposal. Therefore, ì d essentially predicts how a ought to be shifted and scaled to become a RoI proposal -surrounding some source inside its bounding box.
Both transformations in Layer 19 can be expressed by a fully connected layer, performing dot products between its weight vector ì w j and x i , where j = 1...6m, and | ì w j | = 512. We let m = 2 for Anchor_Cls_Conv and m = 4 for Anchor_Reg_Conv. In practice, these two transformations are implemented using 6m filters of 1 × 1 × 512 convolutions for improved performance and efficiency. This is shown in Layer 19 (Anchor_Cls_Conv and Anchor_Reg_Conv) in Table 4 .
To train Anchor_Cls_Conv and Anchor_Reg_Conv, the RPN relies on Anchor_Target to dynamically generate ground truths for each anchor a ∈ A. The ground truth for the objectness score vector is a scalar o g , denoting a negative anchor by 0 or a positive by 1. It indicates whether a matches a nearby ground-truth box (generated in Section 3.3) b, and its quantity is determined by the Intersectionover-Union (IoU) overlap a∩b a∪b . a is positive if either (1) it has an IoU higher than a threshold τ with any ground-truth boxes or (2) it has the highest IoU if no anchors are positive. We set τ to 0.7 as a reasonable balance between loose (e.g. 0.5) and tight (e.g. 0.9) overlap values. An anchor is negative if its highest IoU overlap (with some ground-truth box) is less than 1 − τ, i.e. 0.3 in our tests. Anchors that are neither positive nor negative are excluded from training. Random selection is used to ensure the total number of negative and positive anchors is equal to the batch size B = 256 for each subject. Moreover, efforts were made to keep the ratio between the positive and the negative roughly at 1 : 1 to avoid unbalanced training sets. The loss function for training Anchor_Cls_Conv against each batch is defined as: Figure 10 . A dataflow diagram for LocNet and RecNet. Each ellipse represents a Function defined in the second column of Table  4 . Solid ellipses appear in both training and testing, but dotted ones are used for training only. For example, Anchor_Target and RoI_Proposal_Target dynamically generate ground truths for training given a subject -i.e. positive and negative anchors in Anchor_Target or proposal-source offsets and morphology class for each proposal in RoI_Proposal_Target. These two operations are only used during training, and are removed during testing. Similarly, solid arrows, which denote the dataflow between two data transformations, appear in both training and testing, and dotted ones are used only for training, and dashed ones represent dataflows for testing only. The four gray rectangles denote the four loss functions -Eq. 4, Eq. 6, Eq. 11, Eq. 10 -in a clockwise order. Since loss functions are minimised during training, dataflows that provide inputs to these functions are all dotted arrows.
where function softmax(·) converts ì o p i into a probability distribution, and function one_hot(·) encodes the scalar o g i into a vector.
The ground truth for the predicted anchor-source offset vector ì d is calculated using the inverse of S defined as:
Given anchor a and its spatial extent (a x , a y , a w , a h ), Eq. 5 takes as input the spatial extent vector ì b of a groundtruth box b, with which a has the highest IoU among all ground-truth boxes, and outputs the true (actual) anchor-
The loss function for training
Anchor_Reg_Conv is defined as:
in which A ⊂ A, and | A | = 5241. A\ A includes anchors that lie (partially) outside the subject, and function smooth_L1 is a Huber loss (Huber et al. 1964 ).
RoI Proposal
In the second step of LocNet, the RoI_Proposal layer shifts every anchor a ∈ A by ì d based on Eq. 3, yielding 6 × 37 2 candidate RoI proposals. After excluding unreasonably small candidates (i.e. less than 4 × 4 pixels in the subject), it sorts remaining proposals by their source objectness scores softmax( ì o p )[1] in a descending order, and selects the top M proposals (M is a hyper-parameter set to 6000) for pruning using the Non-Maximum Suppression (NMS) algorithm (Neubeck & Van Gool 2006) . Iterating over the sorted list of M proposals, NMS accepts a proposal p with the highest source objectness score, then discards all subsequent proposals whose IoU overlap with p is greater than a threshold (a hyper-parameter set to 0.7) and repeats the procedure with the remaining proposals until the end of the list. Finally only the top P scoring proposals are kept after NMS pruning, where P is a hyper-parameter set to 2000 and 5 for training and testing respectively.
During testing, each one of the 5 proposals p ∈ P is directly fed to the Recognition Network (RecNet) (cf. Section 4.4) to predict (1) the proposal-source offset ì u, by which p ought to be shifted and scaled in order to become a nearby ground-truth box, and (2) the morphology class m (cf. Table  3 ) of p. However, to train RecNet to perform such prediction during training, each one of the 2000 p ∈ P goes through the RoI_Proposal_Target layer, which aims to produce ground truths for both ì u and m. For each p ∈ P and given a set T of ground-truth boxes associated with the subject, the groundtruth box t ∈ T that has the highest IoU with p is the target of p. The ground-truth of ì u for p is then calculated as:
The ground truth of m is a scalar v ∈ {0...6} denoting six morphology classes (1 − 6) plus the background class (0). However, since each t ∈ T contains a radio source with a given morphology defined in Table 3 , v cannot possibly take the value of 0 to represent the background target. To address this, the Faster R-CNN model treats as background proposals the set G ⊂ P of proposals whose IoUs with their targets are within the range of [0.1, 0.5], and the ground truth of m for each g ∈ G is manually set to 0. Similarly, a proposal is foreground if its IoU with its target is greater than 0.5. Random selection is used to (1) adjust the number of foreground and background proposals such that the ratio between the two is approximately 1 : 3, and (2) to further reduce the total number of RoI proposals from 2000 to 128, thus |P| = 128. The output of the RoI_Proposal_Target layer -P, and the ground-truth ì q and v associated with each p ∈ P -is fed to RecNet for training.
Recognition network
For each subject, RecNet accepts two inputs -(1) the feature map F produced by the convolution network layer Conv5_3 and (2) the set of RoI proposals P produced by either the RoI_Proposal layer during testing or the RoI_Proposal_Target layer during training. For each p ∈ P, the first layer of RecNet -ST_RoI_Pool -crops the RoI r out of F based on p, and down-samples r into a feature map f of size 512 × 7 × 7. The original Faster R-CNN (Ren et al. 2017 ) study uses RoI pooling (Girshick 2015) for down sampling. It works by evenly partitioning each channel of r into a 7 × 7 grid of sub-sections, each of which has an approximate size 37/7 × 37/7, and max-pooling the values from each sub-window to form a single channel of f . However, the issue with RoI pooling is that while it accepts both F and P as input during forward pass, only the gradient w.r.t F is calculated during backpropagation via max pooling. The gradients w.r.t. P are completely ignored. In other words, training errors caused by P are not sufficiently accounted for, resulting in an approximate optimization solution at most. To overcome this limitation, we use two tensor operations defined in the Spatial Transformer Network (Jaderberg et al. 2015) to crop and down-sample r -the affine transformation T θ and the bilinear sampling B. Since T θ is differentiable w.r.t. P, and B is differentiable w.r.t. both F and the output of T θ , the error gradients are able to flow back not only to F but also to coordinates of each p ∈ P. Given the coordinates [x 1 , x 2 , y 1 , y 2 ] of p ∈ P, the affine transformation is defined as:
where w F = 37 and h F = 37 are the width and height of F, and
.., 7 2 − 1} are the coordinates of the regular grid on f , and (u F i , v F i ) are the coordinates of the sample points on F. Given a sample point S i ∈ {(u F i , v F i )} and a channel c of F, bilinear sampling uses Eq. 9 to interpolate the value at G i in channel c of f .
where g(x) re-scale x ∈ R from [−1, 1] to [1, 37], and F cnm is the value at location (n, m) in channel c of F.
The output from ST_RoI_Pool is a set R of RoI feature maps of size 512 × 7 × 7 and |M | = 128 and 5 for training and testing respectively. The next fully-connected layer FC_6 reshapes R as a matrix R of size |M | × 25, 088, and uses a weight matrix of size 25, 088 × 4, 096 to linearly transform R into a |M | × 4, 096 matrix F 1 . During training, a dropout layer (Srivastava et al. 2014) Dropout_6 is added such that for a given element el of F 1 , Dropout_6 either resets the value of el to 0 with a probability of 1−k or scales up the value of el by a factor of 1 k with a probability of k, 0 ≤ k ≤ 1. Compared to conventional regularization methods, Dropout is more effective and computationally efficient to prevent overfitting for layers with a large number of parameters -102 million weights in the case of FC_6. After dropout updates, F 1 is transformed by another fully-connected layer FC_7 followed by another dropout layer Dropout_6, producing a matrix F 2 of size |M | × 4, 096. It should be noted that dropout layers -Dropout_6 and Dropout_7 -are only used during training, and are skipped during testing as shown in Figure 10 . Both FC_6 and FC_7 use RELU as their internal activation function to output F 1 and F 2 .
The first output of RecNet contains scores of each RoI r ∈ R against morphology classes defined in the first row of Table 3 . To produce such output, a fully-connected layer FC_Cls_Score takes F 2 as input, and produces as output an |M | ×7 matrix F 3 , whose value at row i and column j denotes the score of the ith RoI in R being an instance of class j, and 1 ≤ i < |M |, 0 ≤ j ≤ 6. During training, F 3 is used as the input of the classification log-loss function RoI_Cls_Loss shown as the gray-rectangle at the bottom of Figure 10 . The formal expression of RoI_Cls_Loss L r c is defined as:
where scalar v i ∈ {0...6} denotes the ground truth class for the ith RoI in R, and is provided by the RoI_Proposal_Target layer as described in Section 4.3.2. The softmax function in the Cls_SoftMax layer converts the ith row of F 3 into a discrete probability distribution vector ì d, whose jth element represents the probability of RoI i being an instance of class j. In practice, the morphology clasŝ m with the highest probability is often chosen as the output classification result. The second output of RecNet contains the proposalsource offsets of each r ∈ R for each morphology class. To produce such output, the FC_Reg_Pred layer takes F 2 as input, and produces as output an |M | × 28 matrix F 4 , whose values at row ith and between columns [4 j, 4 j + 4] denote the proposal-source offsets of the ith RoI for class j, and 1 ≤ i < |M |, 0 ≤ j ≤ 6. During training, F 4 is used as the input of the regression loss function RoI_Reg_Loss (the rectangle at the bottom right of Figure 10 ), which is defined as:
where
is the predicted proposal-source offset of RoI i corresponding to its true morphology class j, ì g i j = [g x , g y , g w , g h ] is the ground-truth proposal-source offset of i for the same true class j, and smooth_L1 is the Huber loss function (Huber et al. 1964 ).
QUANTIFYING CLASSIFICATION PRECISION
We implement the data pipeline described in Section 4 using Tensorflow (Abadi et al. 2016) . Both training and testing require GPU resources, and we deploy the pipeline to run on both Tesla K40c (12GB device RAM) and Tesla P100 (16GB device RAM) GPUs. For training, we use the momentum optimizer to update network weights, and set the initial learning rate to 0.001 with a decay rate of 0.1 for every 50,000 iterations. The training speed is about 0.52 seconds and 0.11 seconds per iteration on K40 and P100 respectively. Table 4 ) kernel weights are trainable -i.e. free to be updated during the training process. The bottom part shows when those low-level kernels weights freeze and are thus not updated during training. The losses are sampled every 10 iterations during training, and are only shown every 200 iterations for visualization. However, both polynomials are plotted based on all collected loss samples.
Thus a pipeline instructed to execute 80,000 iterations requires 3 to 12 hours of training time on provisioned GPU resources. For testing, it takes the learned model 220 milliseconds and 45 milliseconds per subject on K40c and P100 respectively to generate detected radio sources, their associated morphology and probabilities.
Training error
The efficiency and effectiveness of the training pipeline is largely determined by the training error, which is the sum of the four losses defined in Eq. 4, 6, 10, and 11:
The goal of training is to reduce the training error on the training set using various optimization techniques without compromising the model generality on future unseen datasets. To examine the change of training error, we compare two learning curves in Figure 11 , where the Y-axis denotes training errors and the X-axis represents the number of iterations. As training proceeds on dataset D4, the average training error becomes smaller in both cases, reduced from 0.35 to 0.05 for the bottom learning curve, and from 0.7 to 0.28 for the top curve. Both curves exhibit a sharp plunge within the first 5,000 iterations, and turn into a more steady descent afterwards. The downwards trend appears to plateau out after 65,000 to 75,000 iterations for both curves, suggesting the model has reached its learning capacity given current network architecture and datasets. Training errors in the bottom learning curve in Figure  11 are significantly smaller than those in the top curve. The bottom learning curve was generated by the training process in which low-level (i.e. layer 1, 2, 4, and 5 in Table 4 ) convolutional kernels were set to read-only once loaded from the pretrained VGG-16 model, and were never updated throughout training. The training process that produced the top curve, on the other hand, continuously updates these low-level kernels during training. Since these low-level kernels have been pre-trained using much larger datasets for an extended period of time (e.g. several weeks), we believe they capture features common enough to be shared across different domains. Figure 11 suggests that freezing these low-level kernels in effect allows training to focus on learning higher level features specific to radio emission contours laid over nearinfrared maps, thereby reducing the training error with a much higher efficiency. Since the training error defined in Eq. 12 is the sum of four loss terms, we visually break down the training error as a stack plot shown in Figure 12 . Initially, about 60% of the training error was attributed to the RoI classification loss L r c . While the overall training error declines as training progresses, the portion of L r c is gradually diminishing, reaching to 35% in the end. On the other hand, the portion of L rr is increasing to above 55%. This suggests that training of morphology classification is slightly more efficient than that of localization regression. We find that the correlation coefficients between Anchor errors (L ac and L ar ) and L rr are slightly higher than those between Anchor errors (L ac and L ar ) and L r c , suggesting RoI regression is more sensitive to errors caused by the region proposal network. Moreover, there is a moderate positive correlation (0.508) between L r c and L rr since these two tasks share a large number of weights in the fully-connected layers 24 and 26, which contain 87.4% of the parameters stored in the model.
Testing metrics and evaluation
To evaluate ClaRAN against the testing set, we use a single evaluation metrics -the mean Average Precision (mAP). The Average Precision (AP) is a function of both reliability and completeness, which are referred to as precision and recall respectively in machine learning. Precision measures the fraction of identified sources that are correct according to the RGZ ground truth and Recall refers to the fraction of RGZ ground-truth radio sources that have been identified. Given a morphology class m ∈ 1...6, let L m denote a list of radio sources detected by ClaRAN as "class m sources" from all subjects in the testing set, and let T m denote a set of radio sources that are truly of morphology m contained in the testing set. Sources in L m are ranked by their morphology class probabilities in a descending order. The Average Precision AP m for morphology class m is calculated as:
where tp(k) is an indicator function equaling 1 if L m [k] is a true positive detection, 0 otherwise, and P(k) denotes the precision calculated up to element L m [k]:
A detected source K ∈ L m in subject S is true positive if and only if the IoU (defined in Section 4.3.1) between K and some ground-truth sources of class m in S is greater than 0.5. Finally the mean Average Precision (mAP) is calculated as:
We apply Eq. 13 and Eq. 15 to evaluate the testing set detection results produced by five different data pre-processing methods -F, D1, D2, D3, and D4 as discussed in Figure  5 . The result of both AP and mAP for each method is presented in Table 5 . The results of F and D1 -pure radio emissionare slightly better than D2, which simply places spatiallyaligned radio and infrared planes in different channels of the input subject. This suggests that radio source detection from multi-wavelength datasets requires different data fusion techniques than those used for object detection from common RGB images. We therefore explore several alternative data fusion methods, and found methods D3 and D4 have consistently achieved better AP and mAP than other methods. On the other hand, not all fusion methods worked as expected. For example, in one method, we prepend to the network a 1 × 1 × 3 convolutional layer Szegedy et al. (2015) , which is then trained to learn optimal weighted averages of fluxes from different channels in the original subject input. However, this method is merely 0.5% better than D2, achieving a mAP of 77.9%. We suspect the reason D3 and D4 perform better is because their fusion method visually resembles the RGZ Web interface, through which citizen scientists have collectively produced the 'RGZ truth' for training ClaRAN. However, we note that visual classification may not always reflect the 'true' ground truth as the accuracy of the classifications may be limited by the angular resolution, frequency or sensitivity of the observations. However, the purpose of our work is to be able to replicate the accuracy standards set by visual classifications in an automated fashion. Figure 13 . The trade-off between reliability and completeness is shown by the PR curves against the unseen test dataset with 4,603 subjects using the pre-processing method D4. Each morphology class has its own PR curve, which records the reliability (Y-axis) achieved by ClaRAN (using method D4) at each level of completeness (X-axis). The area under a PR curve is known as Average Precision (AP), which has a discrete form expressed in Eq. 13. Therefore, the top right curves, with larger area beneath them, have greater APs.
Reliability versus Completeness
The Precision-Recall (PR) curves plotted in Figure 13 shows how ClaRAN deals with the trade-off between these two metrics for different morphology classes. In general, PR curves closer to the top right corner (e.g. 3C 3P) have better mAPs than those further away from it. The 3C 3P PR curve starts with a horizontal line (at the reliability level of 1.0) until the completeness level reaches 0.6. This suggests that nearly all identified sources up to the kth source in L m (see Eq. 14) are true positive, and these k sources account for 60% of the total true 3C 3P sources in the testing set. In fact 80% of true 3C 3P sources are correctly identified and classified at the cost of 5% of false positive detections.
In contrast, in the PR curve for 1C 2P, the reliability quickly drops immediately after 30% of the true 1C 2P sources have been detected, and by the time the completeness reaches 80%, nearly half of the detected 1C 2P sources are false positives. This is consistent with the relatively poor mAP results shown in Table 5 . In particular, the wiggle section between Completeness 0.1 and 0.2 of the PR curve is caused by some top-ranked yet false positive 1C 2P detections.
To identify potential causes for this, we show several false positive 1C 2P examples taken from the training set. Figure 14 shows ClaRAN outputs for two sources: a true positive 1C 2P with a high P-value of 99% at the centre, and a false positive 1C 2P at the lower left with an equally high probability. It appears that this source is slightly elongated, but it should be noted that 'ground-truth peaks' did not come from RGZ user consensus but were automatically produced by the RGZ DR1 pipeline. The false detection in Figure 15 could be caused by the difference in the contour level (4σ) used in DR1 and that (5σ) used for training ClaRAN. This difference may prevent ClaRAN from distinguishing the two peaks at the top right. However, we find that laying 4σ contours to train ClaRAN exposes more unrelated noise in general, jeopardizing the overall detection performance. Our tests show that the D4 method could only achieve an mAP of 78% when using 4σ contours. These Figure 14 . A 'mis-classified' source 1C 2P (bottom left) in subject FIRST J131100.4+034608 selected from the training set. From left to right are: RGZ truth, Sources detected by ClaRAN, and 5σ radio contours overlaid on the IR map. Since this visualizes training time detection, all sources with a P-value greater than 0 are shown. This is why a low probability (35%) source that covers the two true RGZ sources is of little concern. The problem is the bottom left source that has a high probability (99%) of being 1C 2P, which should have been 1C 1P according to the RGZ truth. False positive detections such as this one (with a high Pvalue) will cause the sudden drop of the 1C 2P PR curve shown in Figure 13 . Figure 15 . A 'mis-classified' 1C 2P source in the middle of subject FIRST J110148.2+252746 with a relatively high probability of (84%). According to the RGZ truth, it should have been 1C 3P. But this mistake is more likely due to differences in the contour level between the RGZ DR1 pipeline and the ClaRAN data preparation. A low probability (9%) source (the red box that covers the two true RGZ sources) is of less concern here. Table 6 . Evaluation of D3 and D4 based on a three-class scheme, in which only the ground-truth "# of components" is used to determine the classification of each radio source in the testing set. two examples show that resolving double peaks from a relatively small single-component source (1C 2P) poses challenges to ClaRAN, which could potentially confuse a star forming galaxy with an AGN. Identifying triple peaks from a double-component source (2C 3P) also appears challenging to ClaRAN. Although ClaRAN does not agree with the RGZ truth in terms of the number of peaks for certain 1C 2P and 2C 3P sources, we hypothesize that ClaRAN is able to correctly identify their components as exemplified in Figures 14  and 15 . To verify this hypothesis, we re-organize sources in Table 7 . Evaluation of D3 and D4 in a 'small' (250 subjects) testing set T , in which each subject has at least 2 RGZ DR1 sources within its 3-arcmin by 3-arcmin FoV. The first column denotes the number of sources with the corresponding number of components. the testing set into three morphology classes based on their ground-truth "# of components" regardless of their "# of peaks". We then re-categorize sources detected by ClaRAN from 6 classes (as in the first column of Table 5) . Finally, we use Eq. 13 and Eq. 15 to evaluate D3 and D4 against these three classes instead of the original six classes. The result is shown in Table 6 . All metrics in Table 6 are higher than those in Table 5 (except for 3C 3P that remains unchanged), particularly for 1C 2P and 2C 3P. This indicates that ClaRAN is able to produce correct components for most of the 1C 2P and 2C 3P sources, increasing overall mAPs by nearly 8% for both D3 and D4. In practice, we can recover ground-truth peaks by re-running the same peak calculation algorithm used in DR1 on each RoI detected by ClaRAN. Since this paper focuses on the development and evaluation of a deep learning method, we leave for future work the optimal integration of ClaRAN with other RGZ data reduction and analysis algorithms.
Morphology class
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Multi-source subjects
A key problem that RGZ aims to address is to distinguish multiple unrelated sources from multiple components of single sources. ClaRAN demonstrates this capability in Figure 1A , Figure 14 and 15 (regardless of peaks), and Figure  22 (Section 7). However, a statistical measure is needed to quantify this capability. Since 94% of the subjects in the testing set (4,858 sources in 4,603 subjects) have only one radio source, mAPs in Table 5 and 6 do not effectively measure ClaRAN's performance in separating multiple sources. Therefore, we create a 'small' data set T, which includes every subject in the testing set that has at least 2 sources. In total, T contains 505 such sources, excluding 4,353 singlesource subjects (i.e. 4,353 sources) from the original testing set. Table 7 presents mAPs that are significantly lower than those in Table 6 . Although D3 achieves a reasonably good AP (0.88) on 3-component (3C) sources, it performs very poor on 2-component (2C) sources (0.28). While D4 has a marginally improved 2C AP (0.38), its 3C AP is low. This shows that identification of multi-component sources from multi-source subjects still poses a challenge to ClaRAN. However, it is worth noting that the median CL of 2C and 3C sources in T is merely 0.64. Moreover, given the low number of sources (18) not constitute reliable statistical measures, and this is particularly true for 3C. We therefore leave as a future task an update of Table 7 based on a larger number of multi-source subjects in the testing set.
Predicted box sizes
Since the RoI regression loss contributes 55% of the total training error as shown in Figure 12 , we compare the box sizes detected by ClaRAN and the box sizes specified in the RGZ truth in the testing set. Figure 16 shows the size distributions of detected boxes for each morphology class in the testing set. They appear visually consistent in terms of medians and interquartile ranges with Figure 4 . But how do they compare to the testing-set ground truth? We calculate the correlation coefficients between the size (width) of each ClaRAN-generated box and the size of its matching ground-truth (DR1) box. Table 8 shows that the correlation coefficients are high across all 6 morphology classes for both D3 and D4. This suggests that ClaRAN is able to reproduce statistically similar RoI boxes close to the RGZ truth despite the high proportion of RoI regression loss in the training error. 
P-value versus Consensus level
In order to ascertain whether RGZ consensus levels might have affected ClaRAN's performance, we examine the distribution of classification probabilities (P-values) of radio sources based on their RGZ consensus levels as shown in Figure 17. Intuitively, a higher level of consensus corresponds to an easier case, which in turn should result in a more "confident" classification result. This is indeed the case for simple morphology 1C 1P, as CL increases from 0.6 to 1.0, the inter-quartile range (IQR) becomes much smaller, thus producing more stable and robust classifications, although the increase of median P-value is negligible: ≤ 1%. However, the reduction of IQR is because 50% of 1C 1P sources have a CL close to 1 (as shown in Figure 3 ) and the total number of 1C 1P sources is substantially greater than other classes (as shown in Table 3 ). It is worth noting that ClaRAN is not given any CL information whatsoever during both training and testing, and it treats each ground-truth subject and source equally without any CL-induced bias. This could explain the relatively flat yet high median P-values across all morphology classes. This suggests the CL-filtered sampling process described in Section 3.2 is appropriate and does not introduce systematic bias correlated to consensus levels as far as training ClaRAN is concerned.
DIRECTIONS AND RECOMMENDATIONS FOR USE OF ClaRAN
We encourage interested astronomers to use ClaRAN for their own research projects, because it can provide useful results even in its initial incarnation, and because experimentation and feedback on ClaRAN will improve its performance. Access to ClaRAN's source code from the GitHub repository is described in Footnote 1. Given the results to date, we recommend the use of either method D3 or D4. Therefore data would need to be provided in those forms, which can be obtained by following the descriptions on the GitHub repository. Also available in the repository are software modules that convert pairs of radio and infrared maps to these forms. In Section 6.1, we describe how ClaRAN could be implemented in a simple automated manner for radio source classifications. In Section 6.2 we describe a variety of limitations in the current implementation, and in particular, how that would affect interpretation of the results.
Classifying radio sources automatically with ClaRAN
How to use ClaRAN?
For each input field, ClaRAN detects and classifies the detected radio sources into the six RGZ morphology classes discussed in Section 3. Each classification generated will have a P-value which approximates the probability the identified source belongs to the identified morphology class. Therefore, ClaRAN may provide more than one morphology classification for each radio source in the field. An additional postprocessing filtering algorithm is then recommended for deciding how to handle multiple classifications for a single radio source, as well as dealing with fields with more than one radio source. The simplest filtering algorithm that a user can implement is to make two simple assumptions: 1) reject all classifications with P-values below 0.8 unless the classification with the highest P-value is below 0.8; 2) that there is only one radio source per field. While multiple sources exist within a test subject, our experience suggests that the source classification with the highest P-value is likely the correct classification as determined by ClaRAN. The assumption of one radio source per field is not unreasonable because 98.5% of RGZ DR1 fields contain only 1 radio source . Further discussion on the impact of these assumptions can be found in Section 6.2.2.
Does this work?
The reliability analysis in Section 5 does not include the filtering method described in Section 6.1.1. From the perspective of an astronomer, the analysis in Section 5 may not be sufficient because it is crucial for an astronomer to identify the correct classification from the multiple classifications produced by ClaRAN. As such, we will describe, in this subsection, the accuracy and reliability of ClaRAN in combination with the simple filtering method described in Section 6.1.1.
To demonstrate that ClaRAN (plus filtering) yields accurate and reliable classifications of resolved radio morphologies, we visually inspect an arbitrary sample of 500 test fields (from the entire testing set of 4603). We then apply the filtering method described in Section 5 to this sample. This arbitrary sample was selected via a simple Monte Carlo method that stops after a sample of 500 is reached. A fourpanel figure is generated for each of the 500 fields. Figure 18 shows an example of this four-panel figure which is then inspected and evaluated by a radio astronomer (OIW). 367 of the 500 verification fields contain extended, non-compact radio sources, and 133 fields contain compact unresolved radio sources.
A mismatch between ClaRAN and RGZ DR1 does not necessarily mean that one or the other is incorrect for two main reasons. Firstly, both ClaRAN and RGZ classifications are limited by observational factors such as surface brightness sensitivity and resolution. In addition, a mismatch in number of peaks can also be due to the limitation of the DR1 pipeline. Therefore a direct comparison between the classifications from ClaRAN and those from DR1 is not a fair assessment of ClaRAN's true performance. As such, we compare the results from ClaRAN using the simple method described in Section 6.1.1 to RGZ DR1, and to a plausibility factor that is determined by an astronomer. The main idea for the plausibility factor is to determine whether a classification from ClaRAN can be deemed plausible by an expert astronomer given the radio and infrared maps presented, irrespective of the classification from the DR1 catalogue. For example, a field containing two unresolved radio source components with no infrared counterpart in between, or at the positions of the radio components, can be plausibly classified as either one 2C 2P source or as two 1C 1P sources.
We use a simple scoring method for quantifying the efficacy of ClaRAN. A score of one is awarded to each correct radio source classification. The total number of correct classifications is then divided by the total number of sources within the field. Hence, a field with multiple source classifications will require a correct classification for each source to recover the total score of one for that field. In this verification process, we ask two questions: 1) Does ClaRAN reproduce the RGZ DR1 classification?; and 2) if ClaRAN provides a classification C different from that of RGZ DR1, is C still plausible given the radio and infrared observations? Table 9 lists the recovered verification scores for the 500 fields. Comparing the results from the D3 and D4 training methods to RGZ DR1, we find D4 to outperform D3 in a consistent manner. While this is not surprising, it confirms that this scoring method works. Taking into consideration the plausibility factor, our results show that ClaRAN is likely to produce accurate source classifications at the optimal accuracy level above 93.1% and 95.4% using the training methods of D3 and D4. Hence, we can expect reliable results from the current D4 version of ClaRAN in combination with the simple post-processing filtering method described in Section 6.1.1.
Limitations and insights
While Section 6.1 shows that ClaRAN is a relatively accurate and reliable prototype classifier, we caution the reader and users of ClaRAN that the current version does include Figure 18 . An example of a four-panel figure that is created for each of the 500 subjects for visual verification.
a number of limitations that we discuss in more details in this subsection. Previously in Section 6.1.2, we noted that a mismatch between the two does not necessarily mean that either ClaRAN or RGZ is incorrect. In this subsection, we explore and describe the limitations and lessons learnt from the implementation of ClaRAN, from the perspective of an astronomer. There are several reasons why a mismatch between the two methods may still result in a plausible source classification. For many complex radio sources, further follow-up observations may be required to ascertain the precise source component associations and host galaxy. Furthermore, the determination of the number of peaks is an approximation by the DR1 pipeline that is based upon the contour levels. Therefore, further improvement to the accuracy of the RGZ DR1 catalogue pipeline will improve ClaRAN's precision as well. Hence we discuss in Section 6.2.2, ClaRAN's reliability from an astronomer's perspective based on the often-used method of visual inspection.
Source angular size
Similar to the Radio Galaxy Zoo project, ClaRAN will not be able to provide accurate classifications for radio sources which extend beyond the 3-arcmin FoV. RGZ DR1 found the median angular size of multicomponent radio sources to be 43.1 arcseconds and that 95.2% of the DR1 multicomponent sources have an angular size that is smaller than 97 arcseconds . However, there is a small fraction of sources which may be limited by the current FoV size. Figure 19a illustrates one example field within the verification set of 500 that encounters the limitations of the 3-arcmin FoV, whereby the field presented in RGZ only encapsulates three of the four radio components. The northern-most radio component lies beyond the top-edge of the field. Consequently, both the classifications from RGZ DR1 and ClaRAN are incorrect (Figure 19b ). Enlarging the field by five times to a 15 arcmin by 15 arcmin field (Figure 19c ), we reveal that the central radio source has a double-double morphology (4C-4P), for which ClaRAN was not trained to identify. When running directly on this larger field, ClaRAN ends up breaking this double-double source into two smaller sources -3C-3P and 1C-1P (Figure 19e) . On the other hand, the host galaxy captured inside the 3C-3P bounding box is still correct.
Of the 500 verification fields, we find two classifications in which ClaRAN estimated a significantly larger angular source size (by a factor of a few) relative to that reported by RGZ DR1. Two most likely reasons exist for such an estimation: either ClaRAN is confused by the synthesis imaging artefacts that remain in some fields, or that ClaRAN is capable of detecting low level diffuse emission. Figure 20 presents an example where ClaRAN estimated a larger source size than originally found by RGZ DR1. A review of the output for each of the convolution layers found that ClaRAN was most likely confused by the artefacts within this field. However, 1.4 GHz observations from the NVSS (Condon et al. 1998) , which are more sensitive to large-scale radio emission, reveals significant amount of diffuse emission for this particular source. The second source for which ClaRAN estimates a larger source size is similarly inconclusive. While it is tantalising to conclude from this one example that ClaRAN is capable of identifying very low levels of diffuse emission from synthesis observations, we note that such classifications are very rare and suffer from small number statistics at this point. We will investigate this specific aspect of ClaRAN in future studies as it is beyond the scope of this proof-of-concept paper to provide an in-depth investigation into this specific area.
Assumption of one source per field
Of the two assumptions recommended for the simple filtering method in Section 6.1.1, the second assumption of one source per field, may not be necessary for some studies to obtain individual classifications. Also, this assumption of one source per field may be invalidated for two main reasons. Firstly, multicomponent radio sources with large angular sizes can result in multiple plausible classifications as discussed in the previous subsection. Secondly, the classifications of multiple radio sources in the 8% of verification fields are not distinguishable from multiple classifications of a single multicomponent source. Hence this subsection investigates the reliability of ClaRAN when we remove the single-source assumption.
To this end, we examine the classification degeneracies that become inherent (when we do not assume one source per field) using a completeness ratio. We define a completeness ratio to be the ratio of the total number of radio sources to the total number of correct classifications per subject (N TRUE /N CLASSIFIED ). A ratio of 1.0 indicates that every source within a field has been correctly classified. Ratios greater than 1.0 suggest that an individual field contains more DR1 sources than classified. Likewise, a ratio below 1.0 indicates that ClaRAN found more than one classification per source within a field. Figure 21 presents the distribution of completeness ratios for the 500 verification fields using the D3 (grey-shaded) and D4 (striped) training methods. As shown in Table 10 , we find that a ratio of 1.0 is obtained for 83.4% and and 86.4% (using the D3 and D4 methods, respectively) of the verification sample. This result is consistent with the precision of the classifications quantified in Section 5. However, since out of the 500 verification fields, only 36 are in fact multi-source subjects, and the majority (464) of them still contain only one source per FoV. Therefore Table 10 may not generalize well beyond this particular 500-subject sample to reflect the effect of 'removing the single-source assumption' on ClaRAN's reliability. To address this issue, we create another special subset S (|S| = 36) from the 500 verification fields, in which each subject has at least two sources. We re-calculate the completeness ratios against S, and report the updated result in Table 11 . Compared to Table 10, Table 11 essentially examines classification degeneracies under the 'worst-case' scenario where every subject has multiple sources. We find that the updated results of 55.6% and 66.8% (for a completeness ratio of 1.0) are largely consistent with mAPs reported in Table 7 .
In addition, we find that ClaRAN produces similarly high P-values in the verification fields containing multiple independent sources as that of fields containing only one source -suggesting that there is no loss in accuracy for more crowded fields. Future developments of ClaRAN will include the development of more sophisticated methods for differentiating between multiple independent sources and multiple classifications for a single radio source. ClaRAN is being released as an open-source platform in order to encourage greater community participation in developing the advanced capabilities necessary for science in the SKA-era. (Lukic et al. 2018; Alger et al. 2018) . Following Alger et al. (2018) who found that compact radio source classifications do not benefit significantly from using advanced machine learning convolution methods, we specifically train and test ClaRAN on a large sample of extended non-compact radio sources. Our work demonstrates the feasibility of applying modern deep learning methods, which originate from generic object detection and computer vision, for cross-matching complex radio sources of multiple components with infrared catalogues. The promising results of this study have implications for further development of fully-automated cross-wavelength source identification, matching, and morphology classifications for pre-SKA surveys.
The next generation all-sky surveys will likely capitalize on instruments with widefield imaging capabilities where a single pointing is likely to span several tens of square degrees (e.g. ASKAP; Johnston et al. 2007; Norris et al. 2011) . To reduce the total number of off-the-edge sources (e.g. Figure  2 and 19(e)), which are 'artefacts' of creating many small FoVs, it is essential for ClaRAN to directly work on fields with larger angular sizes. To explore this possibility, we give ClaRAN a 30-arcmin by 30-arcmin (the maximum field size from the FIRST survey) field centred on the same radio source as in Figure 19 . Figure 22 shows the preliminary result when the input field's angular size is increased by a factor of 10 relative to that of the training fields. As the effort to tackle GPU memory capacity limitations (Park et al. 2018; Meng et al. 2017 ) continues, we will feed FoVs with much larger angular scales (e.g. 6-degree by 6-degree FoV) into ClaRAN, and investigate its accuracy and speed. As shown in Figure 22 , ClaRAN remains a promising and efficient tool for the radio source classifications.
In the specific example of the upcoming EMU survey using ASKAP (Norris et al. 2011) , for which we expect approximately 7 million complex radio sources, an algorithm such as ClaRAN will greatly improve the efficiency in radio source classifications. However, we note that a specific set of hyper-parameters (such as the size scaling factor, the maximum number of RoI proposals per subject, anchor aspect ratios, etc.) of ClaRAN will need to be obtained for EMU data products to obtain optimal performance. To achieve this, ClaRAN will have to be re-trained on radio images with similar brightness sensitivity and synthesised beam properties to what is expected from EMU.
Implications for applying machine learning methods
The data fusion methods and their performance evaluations described in this paper provide a good starting point to train machines to appropriately incorporate and integrate numerous deep multi-wavelength catalogues and other information (e.g. redshifts) for radio source identification and morphology classification.
In tailoring the Faster R-CNN model we essentially map a dual-task machine learning data pipeline to a two-step solution (localization and classification) for source detection. The empirical value of such a mapping helps to develop a generic framework, in which algorithms can be trained to make a hierarchy of inter-dependent, optimal decisions for solving complex astronomical problems such as the Galaxy Zoo 2 decision tree (Willett et al. 2013 ).
We adapt the Spatial Transformer Network (STN) for cropping out RoI proposals from feature maps in order to obtain a differentiable loss function for end-to-end training. The adaptation takes place in the affine transformation matrix (Eq. 8) where we fix the rotation angle to zero degree (thus no rotation). By running a fully-fledged STN that allows rotation angles to be learned from the feature map, ClaRAN could perform source-dependent, rotationinvariant morphology classification within a single end-toend pipeline. This approach will differ from random rotations of the entire image for feature augmentation (Dieleman et al. 2015) because it is trained to rotate each potential source by a distinct angle for optimal morphology classification. The assumption that all sources within a subject rotate simultaneously by a pre-defined angle does not always hold.
Despite the great difference between common images and RGZ subjects, we demonstrate that the CNN weights thoroughly trained on the comprehensive, well-labelled ImageNet provide far better initial conditions than random weight initialization with respect to training efficiency and evaluation metrics. However, as shown in Figure 11 , appropriate control of these pre-loaded weights is equally important in order to achieve a desirable level of efficiency and precision. The fact that freezing low-level weights leads to a much smaller training error suggests that high-level feature extractions (such as shapes, texture, structure, etc.) should be prioritized after transfer learning. On the other hand, low-level feature learning should be carried out at a much slower pace to avoid over-fitting. This implies that we may need different learning rates for different parts of the neural network. In this example, freezing weights is equivalent to reducing the learning rate to 0, which simply gives up opportunities to learn any low-level features unique to the RGZ dataset. Therefore, a more fine-grained learning rate distribution applied across the network is much needed to take advantage of the benefits from transfer learning.
Given the relatively trivial anchor losses as shown in Figure 12 and the high correlation between the predicted box sizes and their ground truths (Table 8) , ClaRAN could also be reliably used for diffuse source extraction from subjects regardless of morphology classifications.
We find two main challenges in our current investigation and development of ClaRAN. Firstly, the ground truth, with which the algorithms are trained, is limited by our current observations and consequently, our physical understanding. Such inherent biases are currently unavoidable. Therefore we set the current goal of developing ClaRAN as simply being able to replicate the results of visual identification and classification made by astronomers. Secondly, it is difficult to determine the exact reasons behind the classifications made by ClaRAN through reviewing the individual convolution layers per field. Hence, the development of advance visualisation methods for verification purposes will greatly benefit future development of machine learning applications. Figure 22 . Results of running ClaRAN using the D4 method on the 30-arcmin by 30-arcmin field, which is further extended from the 15-arcmin by 15-arcmin FoV shown in Figure 19 . Although ClaRAN was never trained on FoVs larger than 3-arcmin by 3-arcmin, it is still able to identify most of the sources with plausible morphology classifications. On the Tesla P100 GPU, it takes ClaRAN less than 4 seconds to classify all the identified sources. This speed is consistent with the 45-millisecond detection time on the P100 GPU (or 200 milliseconds on the K40c GPU) when the FoV is 3-arcmin by 3-arcmin.
Future work
We will improve ClaRAN's capability of separating unrelated multiple sources from multiple components of single sources. To begin with, we will incorporate more multisource subjects into the testing set as suggested by Table  7 . Targeted plausibility analysis of the confusion between 2C and 3C classifications and reliable statistical measures will help us develop robust feature augmentation schemes needed to address this key problem.
We will improve ClaRAN's classification efficiency as future large area surveys (such as EMU) will obtain a 30 square-degree field in a single pointing. Such larger fields will also enable the classification of radio sources with larger angular sizes. On the other hand, convolutional neural networks are inherently scale-variant (van Noord & Postma 2017) and therefore ClaRAN will need to be re-trained on larger fields if the desired input FoV becomes substantially larger than 3-arcmin by 3-arcmin.
ClaRAN is currently limited by what it has been trained to recognise. In the example presented in Figure 19 , ClaRAN did not correctly identify the 4C-4P morphology since it has not been trained to do so. Therefore, future improvements to ClaRAN will involve the introduction of a greater variety of radio morphologies than the six basic classes discussed in this prototype.
In the field of astronomy, serendipitous discoveries of new objects or new phenomena play a significant role in constraining and shaping our understanding of stellar and galaxy evolution (Norris 2017) . Currently, the typical development of machine learning methods in astronomy (of which ClaRAN is an example) is focused on the classification of input images into known categories of sources. As algorithms such as novelty recognition and detection (Koch et al. 2015; Rahman et al. 2018) improve in sophistication and accuracy, we expect future methods based on machine learning to be able to identify previously-unknown categories of sources or phenomena, and hence, be able to make new discoveries in an automated manner.
CONCLUSIONS
Cross-identification of radio source components is currently done through visual inspection by expert astronomers or citizen scientists. However, such a labour-intensive method is not scalable even for the pre-SKA (Square Kilometre Array) radio surveys such as EMU -Evolutionary Map of the Universe (Norris et al. 2011) . In this paper we describe a machine learning-based method for automated localization and identification of multi-component, multi-peak radio sources with associated morphological information. Drawing on the latest models developed in object detection and deep learning, our method has achieved efficient identification of radio galaxies on unseen RGZ datasets with an mean Average Precision (mAP) of 83.6% and an empirical plausibility accuracy of above 90%. ClaRAN is able to distinguish between six of the most common distinct classes of radio source morphologies. These six classes of morphologies are defined in terms of the number of components and peaks that describe source associations and identifications produced by the Radio Galaxy Zoo Data Release 1 ). ClaRAN also works reasonably well on fields ten times larger (in terms of angular sizes) than those provided in the training set.
Based on evaluation results and plausibility analysis, our future work will focus on improving ClaRAN's capability of identifying multiple sources in much larger fields. In addition, we will investigate more complex methods for filtering multiple degenerate classifications and differentiating between subjects (i.e. fields of view) with multiple independent radio sources.
