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Abstract
In recent years, vision-based crowd analysis has been
studied extensively due to its practical applications in real
world. In this paper, we formulate a novel crowd analysis
problem, in which we aim to predict the crowd distribution
in the near future given sequential frames of a crowd video
without any identity annotations. Studying this research
problem will benefit applications concerned with forecast-
ing crowd dynamics. To solve this problem, we propose a
global-residual two-stream recurrent network, which lever-
ages the consecutive crowd video frames as inputs and their
corresponding density maps as auxiliary information to pre-
dict the future crowd distribution. Moreover, to strengthen
the capability of our network, we synthesize scene-specific
crowd density maps using simulated data for pretraining.
Finally, we demonstrate that our framework is able to pre-
dict the crowd distribution for different crowd scenarios and
we delve into applications including predicting future crowd
count, forecasting high-density region, etc.
1. Introduction
In recent years, vision-based crowd analysis has been
extensively researched, due to its wide applications in
crowd management, traffic control, urban planning, and
surveillance. The recent researches mainly focus on crowd
counting [8, 14, 50, 52], multi-target tracking [34, 37],
motion pattern analysis [47, 54], holistic crowd evalua-
tion [55], crowd attribute learning [40, 49], and pedestrian
path prediction [1, 12] in images or videos.
In real-world scenarios, in order to manage crowd behav-
ior, it is critical to forecast the dynamics of crowd motion to
prevent the dangers brought by over-crowded people, such
as crowd crush that may cause people falls or fatalities.
Existing research either investigate the previous or current
status of the crowd [8, 14, 52], or predict the individual tra-
jectories within a less crowded scene [1, 12]. These meth-
ods can hardly be applied in situations to issue an alert for
the potential danger of large-scale crowd in advance. On
the other hand, little attention has been paid to predict the
dynamics for large crowds holistically in the short-term or
long-term futures.
Figure 1. We formulate a novel problem to forecast the crowd
distribution from sparsely sampled previous crowd video frames
without knowing the individual identities. To solve this prob-
lem, we propose a prediction model that is able to learn the crowd
dynamics to predict the crowd density in the near future. As illus-
trated, observing the crowd gathering behavior within the red box,
our model manages to forecast the high-density area (indicated by
the yellow region) ahead of time.
Hence, in this paper, we formulate a novel yet challeng-
ing crowd distribution prediction problem. Given several
sequential frames of a crowd video without any exact posi-
tion or identity information of the individuals, our goal is
to estimate the crowd distribution in the near future (see
Fig. 1). To benefit long-term prediction, the provided
frames of the crowd video are sampled sequentially yet
sparsely over an equal interval (up to 6 seconds), and we
aim to predict the crowd distribution of the very next frame
in the same interval. Specifically, the reason of sampling
input frames over a large interval is that it allows to observe
more variations of crowd dynamics and inject contextual
information for a longer-term prediction. Compared with
tracking and path prediction tasks, the challenges of our
problem is the identities or the positions of pedestrians are
not provided in the input. Although it mitigates the labo-
rious annotation efforts in real-world application scenarios,
the difficulty of prediction is also increase. Besides, instead
of predicting trajectories as outputs, we forecast the crowd
distribution in the form of future crowd density map, which
is informative for analyzing crowd dynamics, monitoring
the high-density regions, and even detecting the abnormal
crowd behavior. Furthermore, enabling the crowd density
prediction without revealing the identities can well preserve
the privacy of individuals in certain applications.
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To solve the posed challenge, we propose a global-
residual two-stream network to forecast the crowd density
given the input sequential frames of the crowd video. In
the first stream, given the input frames, we adopt a multi-
scale recurrent network which extracts spatial context fea-
ture and leverage a series of convolutional LSTM layers,
or a ConvLSTM block, to correlate the spatial and tem-
poral features. To enhance the prediction, in the second
stream, we set up a recurrent auto-encoder to predict the
future crowd density from the corresponding density maps
of the given frames. Since the sequential density maps can
provide more abstract representation of crowd status and
dynamics, it enables the prediction of crowd dynamics to be
more accurate. Moreover, to further strengthen the capabil-
ity of the second stream, we simulate diverse crowd behav-
iors, and thus generate a large amount of synthetic crowd
density maps for pretraining. The computed features will be
jointly passed through an attention-based module to fore-
cast the future crowd density. Finally, to incorporate the
recent motion prior into prediction, we introduce an addi-
tional branch that combines the warped density map guided
by flow map with our fused feature so as to improve the
quality of the predicted density map.
In experiments, we adopt the public video-based crowd
counting datasets, UCSD [8] and Mall [10], to evaluate
the crowd density prediction. However, existing crowd
video sequences are often too short to observe the com-
plex dynamics of crowd, or the captured crowd scenes under
limited camera views lead to little variation of crowd den-
sity. Therefore, we manually annotate the crowd from an
over 30-min video [56] captured with a large camera view
in the Grand Central Station, New York. For evaluating
the predicted density map, we propose a metric that hier-
archically measures the difference of local crowd density
between predictions and ground-truths. Besides, we per-
form comprehensive experiments to compare our approach
with the optical flow-based methods and video frame pre-
diction approaches.
To sum up, the contributions of our paper are fourfold:
• We formulate a novel problem for predicting crowd
density in the near future, given the past sequential yet
sparsely sampled crowd video frames.
• We propose a global-residual two-stream network
architecture that learns from the crowd videos and the
corresponding density maps separately to forecast the
future crowd density.
• We incorporate different motion priors into the den-
sity prediction by simulating diverse synthetic density
maps. It largely enriches the feature representations
and robustness of the network.
• For evaluation, we manually label a long duration and
large scale crowd video and we propose a spatial-
aware metric for measuring the quality of the predicted
crowd density. Moreover, we delve into several related
crowd analysis applications.
2. Related Works
In this paper, we propose a novel research problem,
future crowd distribution prediction. In this section, we will
survey related aspects of our work, including crowd count-
ing, path prediction, and video frame prediction.
Crowd counting has been studied for years in com-
puter vision [17], whose purpose is to count the number
of people and to estimate how crowd is spatially arranged
in images. Detection- or tracking-based methods [6, 35, 45]
can solve the counting problem, but their performance are
often limited by low-resolution and severe occlusion. In
recent years, regression-based methods have been investi-
gated for counting [9, 14]. Specifically, they directly map
the image features to the number of people, without explicit
object detection, or map local features to crowd blob count
based on segmentation [8]. Besides, the concept of density
map, where the integral (sum) over any sub-region equals
the number of objects in that region, was first proposed
in [19]. The density values are estimated from low-level
features, thus sharing the advantages of general regression-
based methods, while also maintaining location informa-
tion [3, 19]. With the progress of deep learning techniques,
convolutional neural network (CNN)-based methods have
demonstrated excellent performance on the task of count-
ing dense crowds [7,20,25,30,39,41,50,52]. Most of these
methods first estimate the density map via deep neural net-
works and then calculate the counts. Unlike prior works
on crowd counting, our work aims at predicting the crowd
spatial distribution in the near future, given the multiple pre-
viously observed crowd images.
Trajectory prediction is another related research topic
that learns to forecast the human behavior under complex
social interactions in the term of trajectory [1, 5, 29, 48]. In
these methods, the focus is rested on human-human interac-
tion, which has been investigated for decades in social sci-
ence, graphics, vision, and robotics [2, 13, 18, 22, 23, 26, 34,
42]. The interaction has been exhaustively addressed by tra-
ditional methods based on hand-crafted features [2, 34, 46].
Social awareness in multi-person scenes has been recently
revisited with data-driven techniques based on deep neural
networks [1,12,31,38,48,51,53]. All these methods require
the identities of the persons with their previous positions,
and their studies are mostly evaluated on low-density or
medium-density of crowd motions. Compared with them,
our approach is able to work on large crowd scenes with a
varying density without knowing the identities of individu-
als in the crowd.
Video frame prediction recently achieves significant
F2D-Net
Input Frames
Density Maps
W
L2 Loss + SSIM Loss
Predicted Density Map
D2D-Net
ConvLSTM Block
ConvLSTM Block
×
Spatial
Attention
×
Warping OperationW
＋
Flow Map Warped Density Map
Inception Block
ConvLSTM Cell
Density Map
Estimator
Channel Attention
Feature Maps
Figure 2. Illustration of our network architecture. Our model is mainly composed of F2D-Net and D2D-Net. In particular, the input frames
and their estimated density maps are separately fed into these two recurrent networks. After that, their output features are concatenated and
passed through an attention-based fusion module. In the end, to strengthen the prediction, a global residual branch incorporates the motion
information with the fused features into the final predicted density map.
progress due to the success of Generative Adversarial Net-
work (GAN) [11]. It is first studied to predict future frames
for Atari game [33] and then researchers try to predict the
future frames of natural videos [4, 16, 21, 24, 27, 28, 32, 43].
In order to predict realistic pixel values in future frames,
the model must be capable of capturing pixel-wise appear-
ance and motion changes so as to let pixel values in pre-
vious frames flow into new frames. Different from these
approaches, our prediction is based on sparsely sampled
crowd video frames with the interval larger than 1.5 sec-
onds. It is a much longer interval than the inputs of the
video frame prediction methods, which brings challenges
to our problem.
3. Our Proposed Method
In this section, we first present our problem formula-
tion and then introduce our proposed network architecture.
After that, we depict how to enhance our network by syn-
thetic crowd data.
3.1. Problem Formulation
In this paper, we introduce a novel research problem for
crowd analysis. Given a sequence of crowd video frames,
the goal is to predict the crowd distribution in the near
future. For forecasting crowd dynamics, it is critical to pre-
dict the crowd status in a longer period of time, so that it
may facilitate practical applications, e.g., issuing alerts for
over-crowd situations beforehand. To benefit the long-term
prediction, the given crowd video frames are sampled at a
certain equal interval (e.g. 1.5 seconds) and the task is to
predict the crowd status at the very next time step. Hence,
we can formulate it as:
Dt+N∆t = F({It, It+∆t, · · · , It+(N−1)∆t}), (1)
where the input frames of our model F are denoted
as {It, It+∆t, · · · , It+(N−1)∆t}, which contains N frames
sequentially sampled from video with an equal interval ∆t.
Given the input frames, our model is required to predict the
crowd density D at the next time step t + N∆t. We show
two crowd density prediction examples in Fig. 3 from the
Mall and UCSD datasets.
3.2. Network architecture
As illustrated in Fig. 2, we propose a global-residual
two-stream network for predicting crowd density. In gen-
eral, our framework consists of several main modules: the
Frame-to-Density network (i.e., F2D-Net that is able to
predict density from sequential crowd video frames), the
Density-to-Density network (i.e., D2D-Net that predicts
future density from sequential density maps), the density
map estimator that estimates the crowd density from a sin-
gle crowd image, the attention-based feature fusion module,
and a global-residual branch based on the warped density
map estimated from flow map of the input video frames.
F2D-Net. As the first stream of our framework, F2D
network, fed with the frames from video, is composed of a
multi-scale convolutional blocks for extracting spatial fea-
ture from the input frames and a series of convolutional
LSTM cell, or a ConvLSTM module to learn the spatial-
temporal correlation from sequential data. As shown in
Fig. 2, we adopt several inception blocks that contain four
subbranches with filter size of 1× 1, 3× 3, 5× 5, and 7× 7
for extracting multi-scale features. Then, the feature maps
f = 1684 f = 1687 f = 1690 f = 1693 f = 1696 Pred. for f=1699 f = 1699
(a) f = 1661 (b) f = 1676 (c) f = 1681 (d) f = 1696 (e) f = 1711 (f) Pred. for f=1726 (g) f = 1726
Figure 3. Examples of predicted density maps (pred.) from the Mall and UCSD datasets. The first five columns are the input frames to our
model, which are sparsely sampled from the original video (the frame number is denoted as f). For Mall, the inputs are sampled every 3
frames (∆t > 1.5 seconds). For UCSD, the inputs are sampled every 5 frames (∆t = 1.5 seconds).
are passed through convolutional layers and the transposed
convolutional layers to further transform the spatial features
and upsample their spatial dimension.
In addition, to better model the spatio-temporal feature in
the frames, we incorporate a ConvLSTM block at the end of
F2D network, which is made up of a 3× 3 ConvLSTM cell
with filter size 16 and two 1×1 ConvLSTM cells with filter
size 16 and 1, respectively. Specifically, the ConvLSTM
cell is a dominant recurrent layer that can capture the spatio-
temporal correlations from the sequential data and preserve
the dimension of the output as the same size of the input.
D2D-Net. Since the input frames are sampled from a
crowd video sparsely, we want to introduce auxiliary infor-
mation to assist the prediction of crowd density in the near
future. Thus, in the second stream of the framework, we
input the corresponding density maps of the given video
frames for enhancing the temporal prediction. The density
maps provide more abstract representation than the video
frames, so it can make the model more robust. As shown
in Fig. 2, to predict crowd density from density maps of the
past frames, we set up a recurrent encoder-decoder struc-
ture similar to U-Net [36] consisting of downsampling and
upsampling stages. In the downsampling stage, we use
eight 3× 3 convolutional layers to extract the compact fea-
tures from the density map sequences. To bridge the down-
sampling and upsampling stages, we apply another ConvL-
STM block, which is composed of three ConvLSTM cells
with filter size 5 to better capture the spatio-temporal corre-
lations. Besides, in the upsampling stage, it consist of eight
upsampling layers to generate the output with the same
size as the input density map. In addition, the skip con-
nections are used to combine low-level details to the high-
level semantics between the downsampling and upsampling
stages.
Density map estimator. To obtain the corresponding
density map of each input frame, we adopt the crowd count-
ing model [7] that is able to regress a single crowd image to
(a) Flow map (b) Residual (c) Ground truth
Figure 4. We demonstrate an example of the input flow map and
the residual learned by our two-stream network. The residual
map compensates and refines the inaccurate motion information
brought by the flow map.
a density map.
Attention-based fusion module. We concatenate the
outputs of F2D network and D2D network, as shown in
Fig. 2, and then pass it into the attention-based fusion mod-
ule. Specifically, we sequentially incorporate a channel-
wise attention module and a spatial attention module.
Global residual branch. Since we aim at predicting
the crowd status in the near future, the most recent motion
information will be most reliable for improving the predic-
tion. To incorporate the motion prior, we calculate the opti-
cal flow by [15] and propagate the latest density map based
on the computed flow to obtain the warped density map,
as illustrated in Fig. 2. Thus, our fused features will join
the warped density as the global residual to generate the
future density (see Fig. 4). At the end, we adopt a hybrid of
SSIM [44] and L2 loss as the training loss.
3.3. Synthetic crowd data
In our framework, D2D-Net serves as important auxil-
iary information to improve the prediction. But, as men-
tioned, the input sequence of D2D-Net is the estimated den-
sity data of the crowd video frames, which normally will not
bring in the new information for the framework. In practice,
it is difficult to access or annotate a large amount of crowd
density data for training. To mitigate this problem and thor-
oughly strengthen the ability of the D2D-Net, we propose
(a) Synthetic crowd motion (b) D˜t (c) D˜t+∆t
Figure 5. Example of synthetic crowd data (Best viewed in color).
In (a), we show an example of simulated crowd motion from the
time step t to t + ∆t, where the green and yellow dots represent
the starting and ending positions of each person, while red arrows
indicate their motion directions. The cyan shapes are obstacles in
the ground space of the scene. Given the simulated data, we can
synthesize the density map before the crowd moves, D˜t, and the
one after the crowd moves, D˜t+∆t, in a period of ∆t.
Table 1. Statistics of crowd density prediction benchmarks.
Dataset UCSD Mall Station
Duration (sec.) 200 > 1000 2000
Annotated frame rate 10 < 2 0.5
# of persons per frame 24.9 31.2 187.7
Min # of persons per frame 11 13 116
Max # of persons per frame 46 53 374
STD of persons per frame 9.6 6.9 37.6
Total # of annotated persons 49,885 62,315 187,744
to pretrain D2D-Net alone using scene-specific crowd sim-
ulation data.
Crowd simulator has been studied for decades in the
research area of graphics and robotics, which can be used to
model collision-free dense crowd behavior. Here, we adopt
a well-known crowd simulator [13] to generate diverse
crowd dynamics, by randomly initializing the starting states
and the destinations for pedestrians. As show in Fig. 5,
after obtaining a simulated crowd motion, we can project
the individual positions from the world space (or the ground
space) of the simulation to the image space using homogra-
phy transformation. Then, to generate the density map from
the calculated individual positions, we follow [52] and use
the geometry-adaptive kernel to generate the density map.
Since we require the density maps only, it will not be a
strict demand for the realism of the crowd simulation. In
this way, the simulated data can be converted to synthetic
density maps, and thus can be applied for pretraining our
D2D-Net.
4. Experimental Results
4.1. Datasets and implementation details
Datasets. To evaluate our approach, our experiments are
conducted on two public datasets: UCSD [8] and Mall [10].
In addition to these datasets, we also manually annotate the
pedestrian distributions from a 33-minute crowd video [56]
which is captured in the Grand Central Station, denoted
as Station. The statistics of these datasets are provided in
Table 1. Compared with UCSD and Mall, Station contains
more persons and larger scenarios, leading to more complex
crowd distribution and behaviors. Besides, the duration of
Station is much longer than the other two datasets and thus
it can be observed that the crowd density obviously varies
over time, which is more suitable for evaluating our method.
Implementation details. Our framework is imple-
mented using Tensorflow, which is trained and tested on a
PC with a Tesla P100 GPU. The input images are normal-
ized to 256 × 256 and our model outputs the density map
with the same size. During training, our network is trained
with a mini-batch size of 8. The initial learning rate is set to
1×10−4 and the exponential decay is applied to the learning
rate for every 1,000 training steps.
4.2. Metric
To evaluate how well the density can be predicted, we
adopt the following metrics. Since we are interested in the
global and local prediction performance, we divide the pre-
dicted density map into equal K patches and compute the
local count for each patch. Following the standard practice
in crowd counting [19], we accumulate the values of each
patch from the predicted density map to obtain the local
counts. Then, we measure them using their corresponding
ground-truths to calculate the mean absolute error of pre-
diction (P-MAE) and the mean square error of prediction
(P-MSE), which is measured as:
P-MAEK =
1
N ·K
N∑
n=1
K∑
k=1
‖Cnk −
∑
(i,j)∈Dnk
Dnk [i, j]‖1,
P-MSEK =
1
N ·K
N∑
n=1
K∑
k=1
‖Ck −
∑
(i,j)∈Dk
Dk[i, j]‖22,
where N denotes the total number of predicted density
maps in test. Dnk refers to the k
th patch within the nth
predicted density map Dn and Cnk represents the ground-
truth count of the kth patch. In experiments, we choose
K = 1, 4, 16, and 64. When K = 1, the metric is actu-
ally adopted to measure the global density map. Thus, the
patch sizes are 256× 256, 128× 128, 64× 64, and 32× 32,
respectively.
4.3. Ablation study
In this subsection, we first analyze the structure of our
proposed model. We perform the ablation experiments
based on the Mall dataset using the metrics mentioned
above. First of all, we compare the performance of the fol-
lowing structures: (1) F2D-Net trained using crowd video
frames; (2) D2D-Net trained on ground-truth density maps;
(3) the joint network of F2D-Net and D2D-Net, denoted
as Joint, trained on video frames and the corresponding
(a) F2D-Net (b) D2D-Net (c) Joint
P-MAE: 0.370 P-MAE: 0.299 P-MAE: 0.289
(e) Joint-Sim (f) Joint-Flow (g) Ground truth
P-MAE: 0.287 P-MAE: 0.168
Figure 6. An example of crowd density prediction from Mall to
demonstrate the effectiveness of different modules (a-f) with the
reference of ground-truth (g). The warmer color indicates the
higher density, and vice versa. We also show their respective P-
MAEK with K=64.
ground-truth density maps; (4) the joint network whose
D2D-Net is pretrained on synthetic crowd data and then
trained on ground-truth density maps, denoted as Joint-Sim;
(5) the joint network is same as (4), but the density maps
are unknown and thus estimated by the density estimator
during test; (6) the joint network with optical flow as input,
denoted as Joint-Flow; (7) the network is the same as (6),
except that the density maps are unknown during test. The
comparison results are demonstrated in Table 2.
According to the results measured in P-MSE, the joint
network of F2D-Net and D2D-Net increases the perfor-
mance of the separate networks. With the addition of the
synthetic data and the motion information introduced by
flow map, the model can further be improved. Note that,
without the ground-truth density maps as input, the perfor-
mance of the model will slightly decrease. Furthermore, we
also illustrate an example selected from the Mall dataset in
Fig. 6. The results are consistent with Table 2. In particular,
in Fig. 6(a), F2D-Net produces blurred results, due to the
inaccurate frame-based prediction. D2D-Net learns tempo-
ral transitions of the density maps, which roughly localizes
the high-density areas. Combining these two networks, the
prediction result of the joint network (c) is improved. It can
be slightly enhanced by pretrained synthetic data. Given the
flow map that introduces the motion information, the result
becomes more accurate with the reference of GT.
Second, we evaluate the number of input frames. The
default setting for our model is 5 frames. Here, we also val-
idate it with 2 and 3 frames, respectively. For reference, we
also compare with the flow based method that propagates
the ground-truth density of the last input frame by optical
flow. The results are depicted in Table 3. Compared with
Table 2. Ablation studies on the network structures. GT-D refers to
the model inference is performed with or without the ground-truth
density maps as auxiliary input.
Metric P-MSE
Structure GT-D K=1 K=4 K=16 K=64
F2D-Net X 35.567 8.632 1.767 0.360
D2D-Net X 41.011 10.491 2.023 0.377
Joint X 30.987 9.301 1.845 0.360
Joint-Sim X 27.039 7.586 1.604 0.321× 33.202 9.254 1.867 0.362
Joint-Flow X 17.884 4.617 1.248 0.281× 20.113 5.309 1.415 0.311
Table 3. Varying numbers of input frames for our prediction.
Metrics P-MSE
Method Frames K=1 K=4 K=16 K=64
Flow 2 18.098 5.429 1.564 0.350
2 18.133 5.454 1.559 0.349
Ours 3 17.635 5.343 1.547 0.347
5 17.884 4.617 1.248 0.281
the flow-based estimation results, the model with 2 frames
as input has similar performance. According to the results,
more input frames lead to better performance, since they
bring in more knowledge of crowd dynamics. Based on our
observation, with more than 5 frames as input, it will not
gain much improvements on performance, but it requires
more computational resource and collecting more data for
processing. Thus, in the following experiments, we use 5
input frames for comparison.
4.4. Result analysis
Since our formulated problem has not been studied, we
compare our model against the variants of the related tech-
niques: the flow based methods and the video frame predic-
tion (VP). Specifically, we implement two flow-based meth-
ods: one is to propagate and warp the ground-truth density
map of the most recent frame by optical flow; the other is
to directly propagate and warp the most recent frame by
optical flow and apply the density map estimator to com-
pute its density map. They are denoted as Flow+density and
Flow+frame, respectively. For VP, we apply [32] to predict
the appearance of the next future frame and then apply the
density map estimator to compute its density map as well.
We compare these methods on three benchmarks, as shown
in Table 4. For a thorough comparison experiment, we com-
pare them with different conditions: the interval (∆t) for the
input frames and whether the ground-truth density maps of
the input frames are known during the inference stage (i.e.
GT-D). We measure the comparison using P-MAE and P-
MSE in four scales, i.e. K = 1, 4, 16, 64, respectively.
As observed in Table 4, our method generally obtains
better performance than the other methods. From the results
of the Mall dataset, we observe that our method gains
Table 4. Comparison results of different prediction methods in three benchmarks.
Metric P-MAE↓ P-MSE↓
Dataset ∆t (sec.) Method GT-D K=1 K=4 K=16 K=64 K=1 K=4 K=16 K=64
Mall
Flow+density X 3.256 1.741 0.831 0.304 18.098 5.429 1.564 0.350
Ours X 3.189 1.621 0.762 0.284 17.884 4.617 1.248 0.281
> 1.5 VP × 14.752 3.841 1.112 0.338 239.884 26.590 2.944 0.468
Flow+frame × 3.582 2.117 1.011 0.365 20.299 7.479 2.005 0.406
Flow+density × 3.717 1.895 0.894 0.332 22.256 6.164 1.737 0.380
Ours × 3.522 1.757 0.824 0.310 20.113 5.309 1.415 0.311
Flow+density X 4.425 2.427 1.081 0.375 30.618 10.654 2.574 0.521
Ours X 4.062 2.121 0.960 0.349 25.988 7.983 1.981 0.414
> 4.5 Flow+frame × 5.424 2.810 1.271 0.435 45.766 13.570 3.027 0.571
Flow+density × 4.764 2.470 1.087 0.385 34.841 10.555 2.539 0.518
Ours × 4.260 2.105 0.971 0.355 28.540 7.728 1.930 0.412
UCSD
Flow+density X 1.506 0.827 0.369 0.150 4.171 1.143 0.351 0.096
Ours X 1.481 0.791 0.374 0.153 3.592 1.092 0.344 0.096
1.5 VP × 17.115 4.298 1.097 0.287 299.067 34.044 3.267 0.396
Flow+frame × 3.636 1.301 0.473 0.183 16.458 3.322 0.578 0.139
Flow+density × 3.127 1.171 0.441 0.175 13.629 2.426 0.496 0.125
Ours × 2.266 1.049 0.436 0.178 7.984 2.020 0.462 0.123
Flow+density X 8.921 4.171 2.002 1.018 408.872 44.889 8.295 2.188
Ours X 8.912 4.144 1.985 1.004 411.757 44.792 8.146 2.091
2 VP × 122.140 30.535 7.681 2.032 15413.3 992.284 84.959 7.740
Flow+frame × 16.276 6.022 2.671 1.184 578.549 68.682 13.059 2.888
Flow+density × 14.328 5.297 2.362 1.124 430.532 53.464 10.231 2.650
Station Ours × 14.439 5.290 2.357 1.105 435.254 53.211 10.248 2.558
Flow+density X 11.473 5.721 2.839 1.366 516.536 67.233 14.940 3.895
Ours X 11.676 5.615 2.690 1.243 527.893 65.678 13.474 3.223
6 Flow+frame × 16.936 6.957 3.284 1.495 641.969 88.717 19.083 4.480
Flow+density × 15.276 6.637 3.086 1.455 510.906 78.796 16.723 4.367
Ours × 14.692 5.770 2.509 1.201 458.186 60.904 11.451 2.957
larger advantage when predicting density based on input
frames with longer interval. For instance, on P-MAEK=64,
our model can gain 6.6% and 7.8% advantages over the
second best method for ∆t > 1.5 and > 4.5, respec-
tively. For UCSD, our approach is slightly worse than the
Flow+density method on P-MAEK=64. This is probably
because, as the camera view is oblique, the crowd den-
sity at the farthest end of the road is not easy to predict
based on video frames. On the other hand, most pedestri-
ans walk in straight lines for a long distance, which indi-
cates the flow map can provide reliable information. Since
its dataset duration is not too long, we cannot evaluate it
on a longer interval. For Station, our metrics P-MAEK=1
and P-MSEK=1 are generally worse than the Flow+density
method, which implies the prediction of our crowd count
for the complete scene is not well, because the scene is very
large to contain hundreds of people and thus a few person
entering/leaving will not affect the total count much. Thus,
the warped density is adequate to estimate the total count
of the scene. For more accurate estimate of crowd distri-
bution with K > 1, our approach demonstrates marginal
advantages, especially for the prediction over longer inter-
val (i.e. 6 seconds), which reflects our model is able to sup-
port longer-term prediction than other methods. In Fig. 7,
we demonstrate examples by comparing our approach with
VP [32] and flow-based methods. We highlight the regions
where our method provides more accurate prediction.
4.5. High-density region prediction
As one important application of monitoring crowd
behavior, forecasting over-crowded regions can improve the
crowd management and avoid danger caused by crowds. By
learning the mapping between video frames and the future
density map, our model implicitly learns the motion dynam-
ics of crowd, and thus is able to estimate the likelihood of
high-density regions due to gathering crowd. As shown in
Fig. 8, the yellow arrows indicate the moving directions of
crowd and our model accurately predicts the highlighted
Future frame VP Flow + frame Flow + density Ours GT density
P-MAE: 1.957 P-MAE: 1.483 P-MAE: 1.576 P-MAE: 1.085
Future frame VP Flow + frame Flow + density Ours GT density
P-MAE: 2.041 P-MAE: 1.381 P-MAE: 1.448 P-MAE: 0.992
Future frame VP Flow + frame Flow + density Ours GT density
P-MAE: 2.232 P-MAE: 1.589 P-MAE: 1.578 P-MAE: 1.213
Future frame VP Flow + frame Flow + density Ours GT density
P-MAE: 2.063 P-MAE: 1.380 P-MAE: 1.649 P-MAE: 1.335
Figure 7. Examples of the comparison for crowd density prediction in the term of P-MAEK=64.
(a) (b) (c)
Figure 8. We demonstrate three examples including the observed frame and the predicted high-density regions.
regions to be the high-density regions caused by the crowd
gathering.
5. Conclusion
In this work, we formulate a novel crowd analysis prob-
lem, in which we aim to predict the crowd distribution in
the near future given several consecutive crowd images.
To solve this problem, we propose a global-residual two-
stream recurrent network based framework, which lever-
ages consecutive crowd frames as inputs and their corre-
sponding density maps as auxiliary information to forecast
the future crowd distribution. And we demonstrate our
framework is able to predict the crowd distribution in differ-
ent crowd scenarios and we delve into many crowd analysis
applications.
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