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Abstract 
The electrical resistivity of high purity Cu, Zn and Co has been measured at pressures (P) 
up to 5GPa and at temperatures (T) in the liquid phase. The electrical resistivity of solid state Nb 
was also measured up to 5GPa and ~1900K. All measurements were made in a large volume cubic 
anvil press. Using two thermocouples placed at opposite ends of the sample wire, serving as 
temperature probes as well as resistance leads, a four-wire technique resistivity measurement was 
employed along with a polarity switch. Post-experiment compositional analyses were carried out 
on an electron microprobe.  
The expected resistivity decrease with P and increase with T were found in all metals in 
the solid state and comparisons with 1atm data are in very good agreement. The melting 
temperature data were obtained from the large resistivity jumps at the solid-liquid transition and 
these agree with other experimental studies. 
 The main results of this work are that resistivity of Cu decreases along its P,T-dependent 
melting boundary, while the resistivity of Zn and Co remain constant along their P,T-dependent 
melting boundaries. These findings are interpreted in terms of the competing effects of P and T on 
the electronic structure of filled and unfilled d-band liquid transition metals.  
For Nb, an electronic transition was observed in the T-dependence of electrical resistivity 
at high P, T. The transition is discussed in terms of the effects of P and T on the electronic band 
structure of Nb causing a change in resistivity from behavior characterizing the ‘minus group’ to 
the ‘plus group’. 
 The electronic thermal conductivity is calculated from resistivity data using the 
Wiedemann-Franz law and is shown to increase with P in both the solid and liquid states for Cu, 
Zn and Co but upon T increase, it decreases in the solid and increases in the liquid state. For Nb, 
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above the transition T, the T-dependence of electronic thermal conductivity of Nb remains constant 
at 2GPa and exhibits an increasingly negative slope at higher P. The electronic thermal 
conductivity of Nb increased with increasing pressure at any given isotherm.   
The implications for heat flow and thermal evolution in Earth’s and other terrestrial 
planetary cores are based on the similarity of electronic structure of Co and Fe. The invariance of 
resistivity along the melting boundary of Co suggests thermal conductivity at the inner core 
boundary of an Fe dominated core may be similar to the value of Fe at its 1 atm melting 
temperature.  
 
Keywords: Electrical resistivity, thermal conductivity, electron scattering, filled and unfilled d-
bands, transition metals, pressure, temperature, melting boundary, inner-core boundary, core 
thermal convection, core thermal evolution.   
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Chapter 1: Introduction 
1.0 General Introduction 
Earth’s internal heat powers most geological processes that shape the physical make-up of the 
planet [1, 2]. Primordial heat and continuing decay of radionuclides are the two main sources of 
heat energy in the Earth’s interior. Generally, conduction is a slow and less effective means of heat 
transport than convection. In the rigid crust and lithosphere where convection cannot take place, 
conduction is the dominant mode of heat transport. On the other hand, convection dominates in 
the fluid outer core, and also plays a dominant role in the heat flow through the mantle. However, 
conduction cannot be completely neglected in the outer core since it is metallic in composition and 
hence a good conductor [3]. A significant amount of heat is conducted from the outer core, of 
composition predominantly Fe with light elements, to the overlying mantle along the adiabatic 
temperature (T) gradient. Solidification and growth of the inner core separates the mainly Fe from 
the outer core liquid Fe alloy leaving behind a less dense Fe alloy in the outer core. The exsolution 
of light elements by these processes generates a compositionally driven convection. Thermal and 
compositional convection in the outer core provide the energy to drive the geomagnetic field, with 
compositional convection thought to be the more dominant contribution [4].   
The electrical and thermal conductivity of the Earth’s core are both material properties and the 
fundamental understanding of these properties is paramount in the modelling of Earth’s thermal 
history as well as, generation and sustainability of the Earth’s magnetic field. The inner core 
boundary (ICB) is the solidification point of dominantly Fe composition, thus knowledge of the 
electrical resistivity and thermal conductivity of Fe on its melting boundary could provide an 
anchoring point for the Earth’s core. 
 2 
 
1.1 Core Heat Flow: Geodynamo and Inner Core Age 
The understanding of the origin of the Earth’s magnetic field was for a long time a major 
problem in planetary physics. Although the morphology of Earth’s magnetic field resembles that 
of a permanent bar magnet, the fluid motion in the outer core, which is at T of 4000-5000 K [1, 5, 
6] and pressure (P) of 135-330 GPa [7] is not conducive to produce and support a permanent 
magnetization [3]. In addition, field polarity reversals through time do not support a permanent 
magnetism. The flow of conducting metal in a magnetic field was first suggested by Larmor [8] to 
be responsible for the self-exciting dynamo of the solar magnetic field. Over decades of attempting 
to establish a working model of a geodynamo, Bullard and Gellman [9] showed the possibility of 
a homogenous fluid acting as a self-exciting dynamo, based on solutions of Maxwell’s equations 
for a sphere of electrically conducting fluid with specified velocities. Simulations in this model 
driven by thermal buoyancy showed chaotic behavior and field flipping, as is the case in the 
geological record, leading to the suggestion that it can account for the origin of the Earth’s 
magnetic field. However, later studies [10, 11] demonstrated that a three-dimensional magnetic 
field driven with a prescribed three-dimensional velocity profile would not give a self-consistent 
convective solution with nonlinear feedback. The magneto-convection simulations in three-
dimensions, which are closer to self-consistency due to the time dependent thermodynamics, 
velocity and magnetic fields, were solved in three-dimensions with nonlinear feedback [10]. With 
this approach, a fully self-consistent three-dimensional numerical simulation of a convective 
strong-field dynamo in a spherical shell with a finitely conducting inner core [10] produced the 
first self-consistent dynamo solution which undergoes several polarity excursions and a dipole 
moment reversal with features similar to real reversals of the geomagnetic field of the Earth.  
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A prevalent model of core formation is known as the ‘deep magma ocean’ model [12]. 
According to the model, accretion processes and decay of short-lived radionuclides acted as 
sources of heat which were sufficient to create an extensive molten outer layer; a magma ocean. 
The metallic components arriving from accreting bodies separated and sank through the magma 
ocean as small droplets approximately 1cm in diameter. The droplets descended through a 
completely molten, or low-viscous state silicates and oxides which formed a thick shell called the 
mantle. Molten metallic droplets accumulated forming a ‘metal pond’. The dense metal-pond layer 
accumulated until it reached a sufficient thickness that was gravitationally unstable which resulted 
in large metal diapirs, approximately 100km in diameter, descending and segregating to form the 
core [12-14]. Then as P increased along with the radius of the growing Earth, the inner core began 
to solidify radially outwards from the center of the Earth due to the P-dependence of this phase 
change in a cooling core. The exsolution of lighter elements due to solidification and growth of 
the inner core releases latent heat that provides energy to power the dynamo. The freezing of 
nearly-pure Fe onto the growing inner core leaves behind a less dense fluid of Fe plus light alloying 
elements in the outer core. Chemical buoyancy driven by the exsolution brings about chemical 
convection that exceeds thermal convection in generating and sustaining the Earth’s magnetic field 
[15]. 
Experimental analysis of the cooling of the Earth’s interior materials suggested core 
thermal conductivity values of 63Wm-1K-1 at the ICB and 46Wm-1K-1 at the underside of the core 
mantle boundary (CMB) [16]. Later experimental analysis suggested a lower value of 28-29Wm-
1K-1 for the core, almost uniform throughout the core [17]. However, more recent studies [18, 19] 
have suggested much higher values of about 90Wm-1K-1. Solidification and growth of the inner 
core relates to core heat flow through time-dependent reduction in the P at which the geotherm of 
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the core intercepts the melting curve of the outer core composition. If too little heat flows from the 
core to the mantle, the geodynamo does not operate. Higher thermal conductivity means that the 
inner core formed much later than was thought. Global thermodynamic calculations [20, 21] 
suggested that the inner core is relatively young, around 1Ga. A young inner core poses a challenge 
due to the general consensus that freezing of the core powers the geodynamo [22] via 
compositional convection. If there is no inner core, then no magnetic field should be produced. 
Yet there is evidence from paleomagnetic studies that show the magnetic field has been around for 
most of the Earth’s history ~3.5Ga [23].  
Without the contribution of compositional convection, a core-mantle boundary heat flow 
of ~10TW is needed for the whole of Earth’s magnetic history to produce a comparable dynamo 
of the present field via thermal convection alone [18]. Radioactive heating could provide this 
greater heat flow if radionuclides (U, Th, K) are present in the outer core in sufficient amounts. 
Nonetheless, such a high heat flow would also affect the mantle, melting it earlier in the Earth’s 
history with consequences for mantle geochemistry and possibly for the heat budget of the Earth 
as a whole [24]. Understanding how the geodynamo worked before the inner core formed is now 
a priority [25] which makes mapping of heat flux from the inner core boundary to the core-mantle 
mantle boundary and accurate determination of the age of the inner core highly important.  
1.2 Thermal Conductivity 
There exist only few data on the direct measurement of total thermal conductivity (ktotal) of 
metals at high P and T conditions and these are very recent measurements on liquid Pt by 
McWilliams et al. [26] and on solid Fe by Konôpková et al. [27]. This is primarily due to the 
challenges of maintaining a small T gradient (dT/dr) at high T required in the measurement of ktotal 
as described in the heat conduction equation, Q = ktotal (dT/dr), where Q is the total heat flux. The 
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measurement of ktotal becomes more challenging in the case of liquid metals where chemical 
convection and possible chemical contamination by a sample container is highly possible. At high 
pressures, the challenges are compounded. Hence, indirect measurement and/or other methods of 
determination of the thermal conductivity at these conditions are desirable. The two components 
of ktotal in a metal are the electrons and phonons. Electrons in a metal are not bound to the atoms 
and are thus free to move. As the delocalized electrons propagate, they carry along heat energy. 
Thus, metals are generally good electrical and heat conductors.  At high T, phonons are not 
effective in transporting heat, as atomic vibration increases with increasing T, the transfer of heat 
energy between adjacent neighbouring atoms become less effective due to scattering from lattice 
vibrations (phonon scattering). Electronic thermal conductivity (ke) contribution to the ktotal 
dominates over the contribution by the phonons at high T above Debye T. Fortunately, the 
electrical resistivity is related to ke through the Wiedemann-Franz law [28], ke =
𝐿𝑇
𝜌
 where L is the 
Lorenz number, and 𝜌 is electrical resistivity. Therefore, by measuring the electrical resistivity of 
a pure metal at any P and T conditions, to the extent that the electronic thermal conductivity is the 
dominant component of the total thermal conductivity, ke can be calculated using a selected value 
of L.  
1.3 Electron Scattering in Liquid Metals 
The scattering of conduction electrons in liquid transition metals largely depend on the extent to 
which their d-bands are filled. Two parallel models by Mott and Ziman provide the theoretical 
explanation for the liquid resistivity of transition metals. 
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1.3.1 Mott’s Theory 
An approach to the theory of liquid resistivity of transition metals by Mott [29] considered 
that on melting of a crystalline solid, the arrangement of the atoms relative to one another would 
not change much on melting. The atoms of liquid transition metals were assumed to vibrate about 
their mean position which remained fixed, as in the crystal. Suggestion was made that in normal 
metals (metals with filled d-band), the change in resistivity on melting is due mainly to the change 
in frequency of atomic vibration. A later electron scattering theory in a crystal was developed by 
Mott which was considered valid for both solid and liquid metals [30, 31]. In this model, the mobile 
conduction s electrons can undergo both s-s and s-d scattering processes depending of the 
occupancy of the d-band. For the filled d-band metals, the only scattering processes present is s-s 
while conduction electrons in unfilled d-band metals can be scattered by s-s and s-d processes. 
Due to the high density of states of the d-band and owing to the lower mobility (because of higher 
effective mass) of the d electrons relative to the s electrons, unfilled d-band metals are generally 
more resistive than filled d-band metals. In this model, both the s and d electrons contribute to 
conduction but with higher mobility and longer mean free path, the s electron contribution is 
dominant. This model was successful in explaining the resistivity of solid state transition metals 
and their increment from left to the right of the period table which correlates with the increasing 
occupancy of electrons in d-band.     
However, Ziman [32] argued that neglecting the contribution of atomic disorder in the 
liquid resistivity on melting will lead to resistivity which would be proportional to T which is not 
found. He demonstrated that Mott’s theory is not valid for metals with a large pseudo-potential on 
melting.  
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1.3.2 Ziman’s Theory 
In Ziman’s model, the liquid electrical resistivity was studied on the basis that each ion 
acts upon the conduction electrons through a localized pseudo-potential. For the filled d-band 
metals, only the s electrons contribute to conduction. The conduction electrons are nearly “free” 
and the total effect of the assembly of ions in the liquid can be evaluated through perturbation 
theory by taking the integral effects of all the localized ions. Ziman’s model is usually called the 
nearly free electron (NFE) model. The relative change in the electrical resistivity during melting 
is caused by the change in the radial distribution function of the ions. The differences in the 
resistivity at the solid-liquid transition of metals are caused by the differences in the scattering 
cross sections of their ions, especially their differences in the ion core. T variation of resistivity in 
the liquid state follows from the T-dependent Fourier transform of the radial distribution function 
of the liquid ions. The NFE model has accounted very well for the electrical resistivity of a filled 
d-band liquid transition metal like Cu and even in the case of Zn with a complicated electronic 
structure. 
However, the NFE model could not on its own account for the liquid electrical resistivity 
of unfilled d-band metals. The electrical resistivity of the unfilled d-band metals in the liquid state 
was accounted for by the modified nearly free electron (MNFE) [33-35] which took into account 
an additional scattering to the conduction s-electrons through d-resonance scattering. Although the 
conduction electrons are s-electrons, the d-electrons influence the s-electrons because of the 
presence of the d-resonance site. An s-conduction electron in the neighbourhood of the d-
resonance site experiences a delay in its movement [34, 35], thus increase resistivity. The MNFE 
model of describing electrical resistivity of liquid transition metals with un-filled d-bands is 
accepted today. 
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1.4 Stacey and Anderson (2001) Hypothesis 
Stacey and Anderson [16] postulated that the scattering of conduction electrons in a metal by 
the thermal vibration of atoms varies with P and T in such a way that the electrical resistivity 
remains constant along the P,T-dependent melting boundary. Their discussion was based on the 
compensating effects of P and T on the electrical resistivity of filled d-band simple metals, such 
as Cu and Zn, but they extended it to include unfilled d-band metals, such as Fe, Co, and Ni.  This 
theory indicated that in the ferromagnetic state of Fe, conduction electrons is due to both 4s and 
3d electrons but the 4s electrons dominate over the 3d electrons because of their higher mobility. 
However, above the Curie T, the spontaneous disappearance of the alignments of 3d electron spins, 
suggests that the relative mobility of 3d and 4s electrons do not change significantly and hence the 
electrical resistivity of Fe behave as if only 4s electrons contribute to conductivity, as is the case 
in metals with a filled 3d-band. Using the sparse high P,T experimental data available on electrical 
resistivity, from Bridgman [36] and Matassov [37], Stacey and Anderson tested and found their 
postulate valid on solid Fe.  
1.4.1  P, T Effect on the Electrical Resistivity on the Melting Boundary: Stacey and 
Anderson Perspective.  
Stacey and Anderson considered that in a filled d-band metal where the entire conduction 
electron states (i.e. those states whose energy range is within the order kT of the Fermi level) are 
of the same kind, a P-induced increase in resistivity caused by a decrease in available density states 
of conduction electrons with increasing P, is counteracted by a decrease in resistivity due to a 
decrease in amplitude of lattice induced scattering. While a T-induced decrease in resistivity 
caused by thermal excitation of more s electrons into the conduction band states, is compensated 
by increase in resistivity due to increase in lattice induced scattering on melting. These antagonistic 
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effects on resistivity result in an overall effect of constant electrical resistivity along the P, T-
dependent melting boundary. This cancelling effect of P and T on the electrical resistivity was 
considered valid for both filled and unfilled d-band metals since d and s electron mobilities are 
unchanged above the Curie T as discussed previously.  
1.5 Stacey and Loper (2007) Revised-Hypothesis 
Stacey and Loper [17] was prompted to re-examine Stacey and Anderson’s [16] theory, 
following the high pressure shock-wave experimental investigation by Bi et al. [38] using a single 
crystal sapphire cell in the encapsulation of Fe in the electrical resistivity measurement. The 
measured electrical resistivity value reported by Bi and co-workers was much higher than the value 
measured by Matassov [37] due to the shunting of Fe sample by epoxy capsule used by Matassov. 
In this revised theory, Stacey and Loper argued that the invariance in electrical resistivity along 
the melting boundary can only be applied to electronically simple metals: those metals that have 
filled 3d-bands such as Cu and Zn, but not valid for metals with an unfilled 3d- band (e.g. Fe, Co 
and Ni).  
1.5.1  P, T Effect on the Electrical Resistivity of Unfilled d-band Metals on the Melting 
Boundary: Stacey and Loper Perspective.  
Stacey and Loper considered in this new theory that even above the Curie T, for the case 
of unfilled d-band metals whose conduction electrons are in two types of states (3d and 4s in the 
case of Fe) at the Fermi level, both states contribute to conduction with different mobilities. 
Because the d electrons are less mobile than the s electrons and the d band is unfilled, the phonon-
induced excitation of 4s electrons has the probability of being scattered into less mobile unfilled d 
band states and thus increases resistivity. From the analysis made by Stacey and Loper, the number 
of electrons contributing to conduction is proportional to the density of 4s states but the probability 
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of scattering is proportional to the higher density of 3d states. With increasing P, the changes in 
density of states of 3d and 4s bands are different. Because of less overlap of 3d bands, their density 
decreases much less than the 4s bands with increasing P. They considered this uncompensated 
effect of P to result in higher resistivity not accounted for in Stacey and Anderson theory. Thus, 
the implication of this additional resistivity is that the resistivity of Fe will not be constant along 
the P, T-dependent melting boundary.  
1.6 Critical Role of d-Band in Transition Metal Melting Behavior 
Interestingly, experimental investigations of the systematism of the melting behavior of 
transition metal groups [39, 40] have also highlighted the roles played by the filled and unfilled 
states of the d-band electrons. Results showed that the slope of the melting T with P of polyvalent 
metals without d-electrons is higher than transition metals, owing to the role of d-electrons. The 
melting experiments investigated by Japel et al. [41] showed that Cu and Ni exhibit different 
melting slopes over a large P range, up to 97GPa, owing to the filled and unfilled d-band states 
respectively. Their measurements showed the melting slope of Cu was ~2.5 times steeper than that 
of Ni. From these results, they suggested that testing the validity of ab-initio results on melting of 
Fe should be made with another transition metal and not with a metal such as Al which does not 
have d states. Clearly, the state of occupancy of the d-band in metals has important effects on basic 
physical behavior, such as melting, and on basic physical properties, such as electrical resistivity. 
1.7 Objective of this Study 
The objective of this study is to test the validity of the proposed invariance and variance of 
electrical resistivity along the P and T-dependent melting boundary, of filled and unfilled d-band 
metals respectively. Cu and Zn both have filled 3d-band states in their electronic configuration and 
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were selected to test for the case of invariance. Co has an unfilled 3d-band and was selected as a 
contrast.  
1.7.1 Filled d-band Metals: Cu [Ar]3d104s1 and Zn [Ar]3d104s2 
  The electronic structures of Cu and Zn have been extensively studied. While Cu and Zn 
have in common a filled 3d band, their Fermi surfaces are considerably different. The Fermi 
surface of Cu is contained within the first Brillouin Zone (BZ) with neck features making contact 
with the BZ boundary. On the other hand, the Fermi surface of Zn spans across the first BZ and 
extends up to third to fourth BZ. The expansion of the Fermi surface of Zn beyond the first BZ, 
while that of Cu is within the first BZ makes for an interesting feature to explore in the 
investigation of the P-dependent electrical resistivity of these filled 3d-band metals. In addition, 
Cu melts from a face centered cubic (fcc) phase while Zn melts from an hexagonal closed packed 
(hcp) phase.   
1.7.2 Unfilled d-band Metal: Co [Ar]3d74s2 
The electronic structure of Co is described differently than that of Cu and Zn due to spin-
orbit splitting effects. The unfilled 3d-band state of Co thus provides a good contrast to the filled 
3d-band states of Cu and Zn since the upper sub-band of Co is Cu like. In addition, Co is a close 
analog to Fe and Ni with a similar band structure. The upper spin band of Fe, Co and Ni are similar 
to those of the noble metals while the lower spin bands are Mo-like for Fe, Re-like for Co and W-
like for Ni. The understanding of the electrical resistivity of Co along its melting boundary should 
give insight to the behavior of Fe which possesses greater experimental challenges due to its higher 
melting T. The behavior of Fe has significant geophysical implication due to its dominant 
composition in the core. 
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1.7.3 Nb [Kr]4d45s1 
The understanding of the electrical behaviour of the paramagnetic metals is also important 
in this study because of their unfilled d-band states and because they exhibit magnetic 
characteristics though lower in strength than Fe, Co and Ni. However, their study in the liquid state 
has been hampered by the very high melting T of these metals. The study of the electrical resistivity 
of these metals at high P and T conditions is important in understanding the individual contribution 
or participation of the sub-bands in ferromagnetic metals. Each chapter in this thesis is a discussion 
on the individual elements of Cu, Zn, Co and Nb. 
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Chapter 2: Electrical Resistivity 
Measurements of Solid and Liquid Cu up 
to 5GPa: Decrease Along the Melting 
Boundary 
 
2.0 Introduction 
Electrical resistivity and thermal conductivity of metals characterize the nature of electron-
phonon and electron-electron interaction as well as the phase state of a system. The effects of 
pressure (P) and temperature (T) on the electrical resistivity of a metal are usually antagonistic – 
resistivity decreases with P and increases with T. Combinations of P and T that offset each other 
to maintain constant resistivity can be found if the P- and T-coefficients of resistivity are known. 
A thermodynamically-based treatment of the effects of P and T on simple and other metals 
proposes that the electrical resistivity is constant on the P, T-dependent melting boundary [1, 2].  
If validated experimentally for the case of Fe, it would provide an elegant route to evaluating the 
electrical resistivity of a metal at very high P,T on its melting boundary by measuring the resistivity 
on the melting boundary at lower P,T.  The present study provides an experimental assessment of 
this proposal using Cu as a test simple metal. 
The theory of electrical resistivity of transition metals in the solid state is generally 
understood in the context of s-d scattering [3]. In metals, valence electrons are delocalised and are 
distributed over a range of energy bands. At T above 0K, thermal vibrations of the lattice reduce 
the mean free path of an electron by increasing the probability of phonon-electron scattering. 
Although the resistivity of a metal is approximately proportional to the absolute T above the Debye 
T, as predicted by Bloch theory, there are deviations at very high T due to thermal expansion. With 
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increasing P, the amplitude of lattice vibration and thus phonon scattering is reduced, as a 
consequence of volume reduction, hence causing an increase in the mean free path of the electrons 
and lower resistivity.    
The nearly free electron (NFE) model of Ziman’s theory [4] has accounted very well for 
the electrical resistivity of a simple liquid metal like Cu. The transport coefficients in this theory 
depend on two main factors, namely, the electron ion pseudopotential matrix element, which 
describes electron-ion core scattering, and the dynamical structural factor of the ion system. 
Provided an appropriate electron-ion pseudopotential is used in the NFE model, the electrical 
resistivity of liquid transition metals can be well described. However, Mott [5] suggested that for 
pure liquid transition metals, a different model that is similar to the s-d transition model used in 
his solid state theory is appropriate but with different mean free paths for the s-p and d electrons. 
Other theoretical studies of electron scattering in liquid transition metals [6-10] have focused on a 
transition-matrix term in addition to the electron ion pseudopotential in the Ziman formula [4].   
For Cu with  filled 3d-band states and with an electronic configuration of [Ar]3d104s1, the 
only electron-electron scattering present is s-s scattering, while the conduction s electrons of those 
metals with an unfilled d-band can undergo both s-s and s-d scattering processes. Electron mobility 
in the s-band is greater than in the d-band, thus, metals with filled d-bands are generally more 
conductive than those with unfilled d-bands. In a solid crystal, the wave function of the electrons 
outside the ion core is not a single plane wave but it is rather tailored to the lattice by coherent 
diffraction. The electron density within the lattice forms a pattern having the same period as that 
of the lattice. The delocalised conduction electrons in a metal are subjected to this periodic electron 
density and hence encounter scattering from it similar to that caused by the pseudopotential of the 
ion cores [11]. However, in the liquid state, the electron gas is best described outside the ion cores 
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by simple plane waves that are randomly phased and isotropically propagated in a short range 
ordered structure [11]. In Cu, the filled d-band overlaps the bottom of the s-band and hence 
influences the conduction s electrons by shielding them from the influence of the nucleus [12, 13] 
and simultaneously contributes to the periodic electron density of the crystal system.  
 The interpretation of P effects on the electronic transport of metals generally requires an 
understanding of the way in which P affects the Fermi surface. The notion that the Fermi surface 
of solid Cu may touch the Brillouin Zone (BZ) boundary was confirmed by a study of the 
anomalous skin effect [14]. The energy function changes near the zone boundaries and thus, the 
Fermi velocity of the conduction electrons are expected to be lower than its free electron value at 
the zone boundaries [12]. When a metal is compressed, the volume of the BZ in reciprocal space, 
and with it the volume enclosed by the Fermi surface, increases. A change in the dimensions of 
the BZ causes size and topological changes in the Fermi surface of a metal with a non-isotropic 
compressible crystal structure. Nonetheless, for a cubic crystal like Cu which should compress 
isotropically, a change in the size of the BZ ideally should cause no topological change in the 
Fermi surface [15]. The effect of low hydrostatic P on the Fermi surface of solid Cu has been 
experimentally studied [15, 16] by observing the phase change in de Haas van Alphen (dHvA) 
oscillations in the P range of 0.0001 – 0.0025 GPa at 1K and theoretically [17] using ab initio 
linear muffin-tin orbital method in the atomic sphere approximation. From the rigid-sphere model 
of liquid metals [18, 19], the Fermi surface of many liquid metals is spherical and of volume 
sufficient to accommodate all the valence electrons. A study on the change of separation of the d-
band (upper and lower d-bands) position relative to the Fermi level (𝐸𝐹𝑑) of Cu up to 1.2GPa at 
room T, by observing the P-dependent shift in the reflectivity edge [20], demonstrated an 
increasing 𝐸𝐹𝑑 with increasing P. Since the upper d-band is radially symmetric [13], the onset of 
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separation occurs simultaneously over the entire Fermi surface. However, T-dependent 
investigation of the optical properties of liquid Cu at 1 atm by the polarimetric method [21] 
demonstrated that the d-band is unbroadened and unshifted relative to the Fermi level by the 
process of melting. This suggests that the null effect of T on 𝐸𝐹𝑑 at the melting boundary may not 
compensate for the P-induced increase of 𝐸𝐹𝑑 in Cu.  
The T-dependence of electrical resistivity of solid and liquid Cu at 1atm as reported by 
many different authors has been compiled by Matula [22]. The P-dependence of electrical 
resistivity of solid Cu has been studied by both shock wave [23-26] and static [27] P techniques.  
In order to investigate further the effects of P and T on the electrical resistivity of Cu, particularly 
in the liquid state, and to test experimentally the thermodynamics-based prediction of constant 
resistivity on the P-dependent melting boundary [1,2], the electrical resistivity of solid and liquid 
Cu up to 5GPa and ~300K into the liquid was measured in this study.     
2.1 Experimental Details 
Experiments were performed in a 1000-ton cubic anvil press as described elsewhere [28] 
as shown in Figure 2.1.  
 
Figure 2.1 (A): 1000 ton cubic anvil press, along with power supply, digital multimeter connected 
to a PC. (B) Photo showing the anvils with the hydraulic rams and (C) Software system displaying 
real-time data acquired by the digital multimeter.  
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The four-wire resistivity measurement technique and the cubic pressure cell design are 
illustrated in Figure 2.2. Pyrophyllite was used as the P-transmitting medium and the sample 
pressure was determined from hydraulic oil pressure using prior unpublished calibrations similar 
to those previously described [28, 29]. The dimensions of the Cu wire (99.99% purity, Alfa Aesar) 
were 0.51mm in diameter and 1.78mm in length. The junctions of two W5%Re-W26%Re 
thermocouples, which also served as 4-wire electrodes, were in direct contact with the ends of the 
wire sample which was contained in boron nitride (BN). Boron nitride was also used to contain 
the thermocouples and provided a tight seal at the metal–ceramic interface which helped in 
containing the liquid above the melting T. The sample length was 0.05mm longer than the BN 
sample container which provided good thermocouple/electrode-sample contact. A cylindrical 
graphite sleeve surrounding the sample container acted as a heat source when a high alternating 
current was passed through it. A cylindrical zirconia (ZrO2) sleeve and two ZrO2 disks placed on 
top and bottom of the sample container provided thermal insulation. The softening of the sample 
and the electrodes at high T provided good sample-electrode contact thereby minimizing the effect 
of contact resistance. To ensure good contact was made prior to recording data, a pre-heating and 
cooling cycle was carried out up to T of ~1000K at the run P. The resistivity data reported here 
were then acquired on second heating. 
Ideally, two pairs of opposite faces of a cubic P-cell are needed to make a 4-wire resistivity 
measurement. With one pair of cube faces dedicated to the heater, and another pair needed for T 
measurement, a straightforward 4-wire electrode system was not possible. The adopted solution 
was to use the thermocouples as T sensors in one mode of measurement and 4-wire electrodes in 
 22 
 
another mode. A switched circuit passed a constant direct current of 0.2A (Keysight B2961A 
power source) through the W5%Re leads and sample and measurement of the voltage drop was 
made using the W26%Re leads while the switch was in resistance mode (Figure 2.2A). In T mode, 
the thermocouple EMF’s at the top and bottom of the sample were used to measure T (Figure 
2.2B). During data processing, the corresponding EMF value for room T for a W-Re thermocouple 
was added to all EMF data to replace the standard “cold ice junction” reference of the 
thermocouple. The duration of the heating lasted for ~30mins which is not long enough to have 
changed the temperature of the back end of the anvil from its room T value.   
 
Figure 2.2. Schematic drawing of two modes (resistance (A) and temperature (B)) of 
measurement. (A) Four–wire probe design, showing the current polarity switch and the voltmeter 
for measuring the voltage drop across the sample. (B) Thermocouples measuring the temperature 
on top and bottom of the sample. (C) SolidWorksTM design of the high-pressure cubic cell (1 inch 
edge length) with the components parts.   
 
In resistance mode, systematic errors in the voltage drop across the sample from the 
thermoelectric voltage between the sample and the electrodes were corrected by reversing the 
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current direction with the use of a polarity switch. The mean value of the measured voltages in 
both current directions was computed at each T. A Keysight 34470A data acquisition meter, 
operating at a frequency of 20Hz with 1µV resolution, was used to make measurements at 50K 
intervals in the solid state and at 20K intervals in the liquid state. The decrease in measurement 
interval in the liquid state was aimed at getting enough data to define a T-dependence of resistivity 
before the sample geometry could change caused by liquid movement. The acquired data were 
processed to calculate sample resistivity in the usual manner using Ohm’s law, 𝑅 =
𝑉
𝐼
 , where R is 
resistance, V is voltage drop and I is current. The sample resistivity (𝜌) was calculated by 
incorporating the recovered sample geometry into Pouillet’s law 𝜌 =
𝑅𝐴
𝑙
, where l and A are sample 
length and cross-sectional area, respectively. After each run, the recovered P cell was ground in a 
direction parallel to the radial axis of the cylindrical graphite heater to expose the middle section 
of the sample. The length and diameter of the exposed sample were carefully measured at several 
locations using a Nikon SMZ2800 microscope. The chemical composition of the recovered sample 
and electrodes was determined by wavelength dispersive X-ray spectroscopy using a JEOL JXA-
8530F field-emission electron microprobe. An accelerating voltage of 20kV, a probe current of 
50nA, and a spot size (~100nm) beam were used for all analyses.  
2.2. Results and Discussion 
Measurements of the T-dependence of the electrical resistivity of Cu at P of 2-5 GPa and 
at T up to 300K above the melting point are shown in Figure 2.3. In comparison with the 
recommended 1 atm data by Matula [22], the high P data in obtained in this study show very good 
agreement both in the solid and liquid states and they demonstrate the expected T- and P-effects 
on resistivity. The abrupt increase in resistivity marks the solid-liquid transition in Cu as shown in 
Figure 2.3.   
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Figure 2.3. Temperature dependence of electrical resistivity of Cu at fixed pressures compared 
with 1atm data from several studies as recommended by Matula [22].  
 
The melting T at a fixed P was determined by taking the average of the T measured at the 
start and completion of melting. The melting T determined at 2GPa in this way agrees with 
previous experimental studies carried out in large volume presses and in diamond anvil cells [29-
32] as shown in Figure 2.4, but shows an average deviation of ~1.8% over the P range 2-5 GPa. 
The results of the melting temperature calculation by Vocadlo et al. [33] are lower than all 
experimental results. The melting point differences between measured results in this study and the 
other experimental studies are probably caused by  the high rate of heating, polarity switching rate 
 25 
 
of ~1s and the positions of the thermocouples which are ~0.7mm away from the hottest (i.e. 
central) part of the sample in these experiments.   
Figure 2.4. Melting curve of Cu up to 5GPa, determined by the jump in resistivity in this study, 
compared with previous studies.   
 
Though measurements were made with one P-cell design and strict adherence to one 
experimental procedure, there were typically slight but significant differences in the geometry 
between successive sample assemblies after high P and T exposure. These require correction by 
careful inspection of the recovered sample and measurement of the geometry under microscope as 
shown in Figure 2.5A. These geometry values were used as input into the calculation of the 
resistivity. It is evident from microprobe analyses of the recovered sample, an example of which 
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is shown Figure 2.5B, there was no contamination of the sample either by the 
electrode/thermocouple or container material. These microprobe results are consistent with the 
phase diagram of the Cu-W binary system [34] and the absence of any interaction of liquid Cu and 
Re [35].  
 
 
  
Figure 2.5. (A) Post-mortem view of a sectioned pressure cell recovered from 4 GPa and 1700 K. 
Thermocouple/electrodes were W5%Re and W26%Re. Measurements of the length and width at 
several locations of the ground Cu sample are labelled. (B) Back scattered electron image of a 
sample recovered from 2GPa, 1503K along with tabulated electron microprobe results of probe 
points 6-10. The white scale bar is 100μm. 
 
  As expected, the resistivity of Cu decreases with increasing P in the solid state as shown 
by the isothermal resistivity behavior at 1350K in Figure 2.6. The electronic structure of Cu has 
been very well investigated both experimentally and theoretically [36-43]. Studies have shown 
that the interaction between the high-lying 3d-band and the s conduction band lead to appreciable 
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distortion of the Fermi surface of Cu from a perfect sphere [13, 44]. Experiments probing the dHvA 
oscillations of the magnetic susceptibility and theoretical studies on the effect of P on the Fermi 
surface of Cu have shown that the neck section increases relative to the bellies [15-17]. The 
increased distortion of the Fermi surface with P promotes zone boundary scattering which 
diminishes the velocity of the Fermi electrons and enhances the electrical resistivity. However on 
any given isotherm, the effect of P-induced increase of 𝐸𝐹𝑑 [20], which decreases the scattering 
caused by the reduced influence of the periodic electron density on the conduction s electrons as 
well as the P-induced reduction of the phonon amplitude, causes a net decrease in resistivity in the 
solid state. 
The resistivity at the solid-liquid phase transition doubles in value as shown in the 
resistivity ratio plotted versus P in Figure 2.6.  Other metals similar to Cu in crystal and electronic 
structure, such as Ag and Au, show similar doubling of the resistivity on melting at 1atm [22]. The 
change in resistivity upon melting correlates with the Lennard-Jones and Devonshire [45] order-
disorder melting theory. In this model, the adjustable parameter W, which is a measure of the 
energy change required to transfer an atom from its position to a nearest neighbour position on the 
same lattice, is controlled by interatomic forces. Melting occurs as a result of a decrease in the 
interatomic forces which translate to a change in atomic structure from an ordered to disordered 
state. The interatomic forces on melting control the dynamics of the ions which influence electron 
scattering and hence resistivity.  
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Figure 2.6. P-dependence of electrical resistivity of Cu in the solid state along the 1350K isotherm 
and in the liquid state along the melting boundary. The calculated slopes for the pressure 
coefficient of resistivity of the fitted lines are (dln𝜌/dP)1350K = -0.021 + 0.003 GPa-1 and  
(dln𝜌/dP)melt boundary = -0.017 + 0.003 GPa-1. Data at 1 atm are from Matula [22].  
 
From the NFE model [4], the relative change in electrical resistivity during melting is 
caused by the change in the radial distribution function of the ions which results in larger ion 
scattering cross-sections. T-variation of resistivity in the liquid state follows from the T-dependent 
Fourier transform of the radial distribution function, or structure factor, of the ions in the liquid 
state. The spherical nature of the Fermi surface of most liquid metals [18, 19] demonstrates that 
thermal expansion could very well compensate for the distortion effects of P on the Fermi surface 
of Cu on melting. If these effects were cancelling, they would cause the resistivity of Cu at the 
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melting boundary to be constant. However, the effect of P-induced increase of 𝐸𝐹𝑑 and the P-
induced decrease of phonon amplitudes appear to dominate over effects of T as shown in the 
decreasing behavior of resistivity at the melting boundary in Figure 2.7. 
 
Figure 2.7. P-dependence of the resistivity ratio of liquid to solid at the melting point. Least 
squares fit (r2 = 0.998) yields 𝜌liq /𝜌sol = 2.072 - 0.0457 (0.0006) P GPa-1.  
 
The T-coefficient of resistivity (d ln ρ /d T)P in the liquid state and at three temperature 
ranges in the solid state obtained in this study are plotted versus P in Figure 2.8 and are compared 
with 1atm studies. Measured values in this study are in general agreement with 1atm values, 
however, there does not appear to be a P-dependent trend in any of the temperature data sets. There 
is no indication in the T-coefficient of resistivity behaviour that would suggest a P-induced change 
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in structure of Cu in either the solid or liquid state, in agreement with the phase diagram of Cu 
reported up to 6GPa [46].   
 
Figure 2.8. The T coefficient (dlnρ/dT) of electrical resistivity plotted for liquid Cu and three 
temperature ranges in the solid state for P range of 2-5GPa. Comparison is made with dlnρ/dT 
derived from the1atm data of many studies as compiled by Matula [22]. Error bars are provided 
or are within the symbol size. 
 
 As shown in Figure 2.6, the P-coefficient of resistivity on the melting boundary, 
 (
∂ ln ρ
∂ P
)
𝑚𝑒𝑙𝑡 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦
 is -0.017 + 0.003 GPa-1, and the P-coefficient of resistivity along the 1350K 
isotherm,  (
∂ ln ρ
∂ P
)
1350𝐾,
 is -0.021 + 0.003 GPa-1. The value calculated using the relationship 
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derived by Stacey and Anderson [26] at  (
∂ ln ρ
∂P
)
1350𝐾,
was compared with the results determined 
from this study.  
(
∂ ln ρ
∂ P
)
1350K
=  
− 2 (γ−1 3⁄ )
KT
     (1) 
 where γ is the Grüneisen parameter and 𝐾𝑇 is the isothermal bulk modulus. γ was estimated to be 
1.5 for solid Cu at 1350K from the 1.96 room T measurement by Chatterjee [47] and applying T-
dependence of γ by Singh [48]. With a KT value of 134GPa at 300K, KT was extrapolated to 1350K 
from the T-dependence of KT measured up to 800K by Chang and Himmel [49], to be 93.7 GPa 
and calculate a value of -0.025 GPa-1 for (∂ ln 𝜌/∂ P)1350K from Eqn (1). The prediction of 
(∂ ln 𝜌/ ∂ P)1350K by Eqn (1) compares well with the measured experimental value in this study. 
However, the (∂ ln 𝜌/ ∂ P)melting boundry is not equal to zero which does not support the conclusion 
that the electrical resistivity of an electronically simple metal such as Cu is constant on the P-
dependent melting boundary [1, 2]. Experimental findings in this study suggest that although 
electron scattering increases with both T at the melting point and with structural disorder that 
accompanies melting, the integrated effects of increasing P on electron scattering on melting 
results in an overall decrease in electrical resistivity at the melting boundary. This is clearly shown 
in Figure 2.7 where the ratio of the liquid to solid resistivity values at the melting point is plotted 
versus P. With nearly constant solid resistivity just below the melting point (10.1 – 10.5) μ Ω-cm 
as evident in Figure 2.3, the decreasing resistivity in the liquid at the melting point with increasing 
P causes an overall decrease in the resistivity ratio. 
There exist only few data on the direct measurement of thermal conductivity of Cu at high 
T and/or P [50-54]. This is primarily because of the challenges in maintaining a small T gradient 
at high T. At high T in the solid state and in the liquid state, there is an additional challenge of 
chemical contamination. At high P conditions, the challenges rise sharply. Hence, indirect 
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measurement and/or determination of the thermal conductivity at these conditions are desirable. 
The phonon contribution, kP, to the total thermal conductivity, ktotal, in a metal is generally 
negligible compared to the dominant contribution by the electrons, ke [55]. Fortunately, the 
electrical resistivity is related to the electronic thermal conductivity through the Wiedemann - 
Franz law [56], 𝑘𝑒 =
𝐿𝑇
𝜌
 where L is the Lorenz number. Above the Debye T, the Lorenz number 
for solid Cu approaches the Sommerfeld value of 2.445 𝑥 10−8 𝑉2/𝐾2  [57, 58].  
 The electronic thermal conductivity, ke, of Cu was calculated from the electrical resistivity 
data measured in this study by using the Wiedemann-Franz law and using the Sommerfeld value 
of L (2.445 𝑥 10−8
𝑉2
𝐾2
). The T-dependence of ke at four P values is shown in Figure 2.9. The results 
of ke  were compared with those calculated in the same way using the 1atm electrical resistivity 
data of Matula [22]. As expected, ke decreases with increasing T in the solid state. On melting, ke 
decreases to approximately half of its solid state value and in the liquid state ke increases slightly 
with T. With increasing P, ke increases both in the solid and liquid state. Also plotted on Figure 
2.8 for comparison are the recommended values of total thermal conductivity, ktotal, at 1atm from 
experimental studies as collected in Ho et al. [53]. These values are recommended from a number 
of experimental studies and are expected to be accurate to within +4% in the solid state and +15% 
in the liquid state [53]. The 1atm experimental values of ktotal are lower than the values of ke 
calculated from electrical resistivity using the Wiedemann-Franz Law. This is unexpected since 
ktotal is the sum of ke and kp. This suggests that the Sommerfeld value of the Lorenz number may 
not be valid for Cu at these T. The insert plot in Figure 2.9 indeed shows that the experimentally 
derived Lorenz number [52] varies with T for Cu and remains below the Sommerfeld value at T 
up to 1200K. The use of this Lorenz function would lower ke calculated from electrical resistivity 
but would not completely reconcile the difference between the values of ktotal [53] and ke from [22] 
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and this study. On the other hand, the experimental study by Starr [51] indicates that the 
Wiedemann-Franz ratio for Cu up to a P range of 1.1GPa has a very small positive P-coefficient 
from the contribution of kp. 
 
Figure 2.9. Temperature dependence of the thermal conductivity at various pressures. The 
electronic component (ke) was calculated from the electrical resistivity data using the Wiedemann-
Franz law and the Sommerfeld value(2.445 x 10−8
𝑉2
𝐾2
) of the Lorenz number. Representative error 
bars are shown for the 3GPa dataset. Comparison is made with the electronic thermal conductivity 
based on Matula [22] resistivity data at 1 atm and with the total thermal conductivity (ktotal) from 
experimental measurements reported in Ho et al. [53]. The inset figure shows the T-dependence 
of the measured Lorenz number for Cu [Laubitz [52]].  
 
As shown in Figure 2.10, the P-dependence of 𝑘𝑒 is plotted at, 1350K and at melt. The P-
coefficient of  𝑘𝑒,  (
𝜕 𝑙𝑛 𝑘𝑒
𝜕 𝑃
)
𝑚𝑒𝑙𝑡
of 0.038 + 0.002 GPa-1 and  (
𝜕 𝑙𝑛 𝑘𝑒
𝜕 𝑃
)
1350𝐾
of 0.021 + 0.003  GPa-1 
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was calculated from the measured data. These values were compared with the same parameter 
calculated using the relationship derived by Bohlin [59] given in Eqn (2), which is similar to Eqn 
1 for electrical resistivity: 
(
𝜕 𝑙𝑛 𝑘𝑒
𝜕𝑃
)
𝑇
=  
(2𝛾−1 3⁄ )
𝐾𝑇
      (2) 
 
 
Figure 2.10. P-dependence of thermal conductivity of Cu at 1350K and along the melting 
boundary. The calculated slopes for the pressure coefficient of electronic thermal conductivity ke, 
of the fitted lines are (dln𝜌/dP)1350K =  (0.021 + 0.003)GPa-1 and (dln𝜌/dP)melt boundary = (0.038 
+ 0.002) GPa-1.  
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A value of 0.038+ 0.003 GPa-1 for (𝜕 𝑙𝑛 𝑘𝑒 / ∂ P)1350K  was caluclated from Eqn (4), 
assuming a 10% error on γ and KT values. The prediction of (𝜕 𝑙𝑛 𝑘𝑒 / ∂ P)1350K by Eqn (2) is 
reasonably close to measured value in this study. Experimental findings from this study suggest 
that although electron mobility decreases with both T on the melting boundary and with structural 
disorder that accompanies melting, the integrated effects of increasing P on ke on melting results 
in an overall increase in ke.  
2.3. Conclusions 
The T-dependence of electrical resistivity of Cu in both solid and liquid states has been 
investigated up to P of 5GPa. Results show that the electrical resistivity at the melting T decreases 
as a function of P in contrast to prediction. These findings are interpreted in terms of the 
antagonistic effects of P and T on the electronic structure of liquid Cu as demonstrated in previous 
studies. The electronic thermal conductivity was calculated using the Wiedemann-Franz law with 
the Sommerfeld value of the Lorenz number. The electronic component of thermal conductivity 
increases with P both in the solid and liquid states and at fixed P, it decreases as a function of T in 
the solid state, but increases with T in the liquid state. Comparison of the calculated electronic 
thermal conductivity and experimentally measured total thermal conductivity at 1atm indicates 
that phonon conductivity is very low in Cu. Within experimental error, melting T measured in this 
study at P values up to 5GPa are in agreement with previous experimental studies.  
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Chapter 3: Constant Electrical Resistivity 
of Zn on the Pressure Dependent Melting 
Boundary 
 
3.0. Introduction  
The attention of experimentalists and theorists in the high pressure (P) community studying 
the properties of Zn at extreme conditions have focused on understanding the hypothesized 
thermodynamically driven electronic topological transformation (Lifshitz transition) [1] in 
correlation with the abnormal c/a ratio of Zn [2, 3]. At ambient conditions, Zn has a distorted 
hexagonal close-packed (hcp) structure with a c/a ratio of 1.856, which is considerably larger than 
the ideal hcp c/a ratio of 1.633, as in the case of Mg. Although no structural transition has been 
observed in Zn up to 126GPa [4], the bonding anisotropy in the crystal structure changes under 
compression causing the abnormal c/a ratio to  approach the ideal hcp value with increasing P at 
ambient temperature (T). Studies have suggested that the unusual c/a ratio results from the 
differences in the density of states of electrons at the Fermi energy relative to elements with ideal 
hcp value [5] or the bonding of d electrons through hybridization [6]. Some early x-ray diffraction 
studies observed anomalies in the trend of decreasing c/a ratio [2, 3] with increasing P, while some 
studies did not [7-9]. However, recent XRD study with more hydrostatic compression, using He 
as a pressure medium [10]  demonstrated that the c/a ratio decreases uniformly towards the ideal 
hcp value with increasing P and associated the artifacts in the results of earlier experiments [2, 3] 
with the effects of non-hydrostatic P transmitting medium. Theoretical calculation has also 
demonstrated the absence of lattice strain anomalies at the electronic topological transition in Zn 
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at high P [11]. Thus, recent experimental and theoretical studies [10, 11] have resolved the long-
standing conflict of different experimental and theoretical results.   
The Fermi surface of Zn has many complex features, which have attracted many 
experimental and theoretical studies [12-18] over the past few decades in an attempt to understand 
the electronic transport mechanisms in Zn. The Fermi surface of Zn contains three elements (“cap”, 
“monster” and “lens”) of the six possible Fermi surface elements ( e.g. Mg).  The “cigar” and 
“butterfly” near the symmetry point L and the “needle” near the symmetry point K of the Brillouin 
zone (BZ) are absent in the Fermi surface of Zn at ambient conditions [19]. When incorporated in 
the theoretical model of the band structure of Zn [12, 15], the spin orbit coupling proposed by 
Cohen and Falicov [20] successfully explained the lack of saturation of magnetoresistance field 
normal to the c-axis [21]. Similarly, Joseph et al. [22], using de Hass van Alphen (dHvA) 
experimental technique, observed oscillations in the magnetic susceptibility of Zn which were 
accounted for using a model of the Fermi surface that included the effect of interaction between 
electron spin and its orbits (spin-orbit coupling). The effect of orbit splitting causes the region of 
holes in the first band to separate from the region of holes in the second band, causing the latter to 
extend infinitely along the c-axis [20], which leads to lack of saturation in the magnetic field 
normal to c-axis. The splitting effect shortens the mean free path of conduction electrons due to 
the restriction of the electrons in one zone and hence increases electrical resistivity. Experimental 
study [23] has demonstrated that at magnetic breakdown, the free electron surface restores and 
electrons can tunnel from one orbit to the other, which leads to an increased mean free path and 
lower resistivity.  
Generally in transition metals, the mobility of delocalized electrons in the s band is greater 
than electrons in the d-band, thus metals with filled d-band such as Zn are generally more 
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conductive compared with unfilled d-bands metals. At ambient conditions, Zn has two atoms per 
unit cell, with an electronic configuration of [Ar] 3d104s2 and associated complex Fermi surface 
sections [24-26] that extend up to the third BZ. Together with the spin orbit splitting in the K 
symmetry which leaves holes and clusters of electrons [12, 19, 20] in its electronic structure, the 
Fermi surface terminations at and contacts with the BZ edges confines electrons which 
consequently causes a decrease in electron density of states and results in higher electrical 
resistivity. The many zone boundaries also suggest that the boundary scattering in Zn is large 
which results in further increased electrical resistivity. Molecular simulation study of Zn electronic 
structure [27] demonstrated that the narrow d-band overlapping the bottom of the broad s band and 
the top of the p band [28-29] induces a minimum in the density of states of the conduction electrons 
at the Fermi level. The atomic volume influences the degree of overlap between the sp and d-bands 
and relativistic effects, which tend to lower the s states not only to the d, but also relative to the p 
states [27]. From the bonding scheme approach [30], the abnormal nature of the electronic structure 
of Zn caused by a system of covalent bonds in the basal plane resulting from bonding orbitals that 
are hybrids of one d and two p atomic orbitals, accepts s electrons and leaves only 1.33 
electrons/atom in the s-band. Hence, the molecular simulation results somewhat agree with the 
proposed covalent bonds in terms of bonding and hybridization inducing a minimum in the density 
of states near the Fermi level of Zn at ambient conditions.  
A theoretical study by Ballentine [31] showed that the electronic structure of liquid Zn is 
nearly free electron (NFE) like. The electrical resistivity of liquid Zn can be accounted for in the 
theory of Ziman NFE model [32, 33] when both the electron-ion pseudopotential matrix element, 
which describes electron-ion core scattering, and the dynamic structure factor that depends on the 
effective packing density of the ions system and characterized by ion-ion interactions, are known 
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in some detail [34-36]. Although, Mott [37] suggested that for pure liquid transition metals, an s-
d transition model used in solid crystal is appropriate but with different mean free paths for the s-
p and d electrons, recent studies [38-42] have focused on finding the most suitable electron-ion 
pseudopotential matrix element that best describes a particular transition metal in the case of NFE.   
The electrical resistivity of solid transition metals generally decreases with increasing P, 
as the amplitude of phonon vibrations, which induces electron scattering decreases with increasing 
P. However, the P-dependent electrical resistance of Zn [43, 44] showed an initial decrease to a 
minimum at ~10GPa, followed by a smooth increase to a maximum at ~20GPa. The anomaly in 
the P-dependent resistance behavior correlates with a change in the electronic density of states [44] 
with increasing P. In addition, high P Mossbauer studies [45, 46] observed a transition in the 
electronic topological structure of Zn with increasing P.  Results of Mossbauer’s studies  appears 
to correlate with the observed change in the density of states with increasing P. Experimental study 
by Lynch and Drickamer [43] demonstrated a correlation of the minimum and maximum in the P-
dependent resistance with an anomaly in the c/a ratio with increasing P. Nonetheless, given that 
both recent experimental and theoretical studies [10, 11] have observed the absence of anomaly in 
the c/a ratio with increasing P, it seems the observed anomaly in the P-dependent resistance results 
from the change in the electronic density of states and not thermodynamically induced.   
The understanding of the effect of P on the electrical transport of a metal generally requires 
an understanding of the way in which the P affects its Fermi surface. Under hydrostatic pressure, 
the atomic volume decreases while the volume of the Fermi surface with the BZ increases [47]. 
Generally, changes also take place at any intersections of the Fermi surface with the BZ. For an 
anisotropic compressible crystal structure like Zn, a change in the BZ can lead to an appreciable 
change in the area of the Fermi surface sections [47-50]. With increasing P, the spin-orbit splitting 
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gap, which lifts the degeneracy in the BZ [51], decreases. When pressure is high enough to cause 
magnetic breakdown, electrons can tunnel from one orbit to another [52, 53], increasing electron 
mean free path and lowering electrical resistivity. 
Desai et al. [54] have compiled the electrical resistivity dependence on T of solid and liquid 
Zn at 1atm measured by different authors.  At T above 0K, thermal vibrations of the lattice reduces 
the mean free path of an electron by increasing the probability of phonon-induced electron 
scattering. Though Bloch theory predicts that the resistivity of a metal is approximately 
proportional to the absolute T above the Debye T, there are deviations at very high T due to thermal 
expansion. In the NFE model, the Fermi surface is a single sphere [55] with uniform density of 
states in k-space, which varies as a function of the radius of the sphere. With increasing T, the 
electrical resistivity behavior of liquid Zn is anomalous as it has a minimum in its T-dependent 
resistivity. From x-ray and neutron diffraction experiments, the T-variation of the distribution 
function of the liquid ions with the radius of the Fermi sphere [53, 55] accounted for the T-
dependence of liquid resistivity of Zn. Above the melting T, the complete destruction of the 
hybridization of the sp-d bands leads to an increased density of conduction electrons [56]. This 
dominates over the increasing phonon-induced scattering effect due to the increasing lattice 
vibration amplitude with increasing T, and thus explains the decrease resistivity. Once the 
dehybridization-mediated release of s electrons is complete with two s electrons per atom, then the 
liquid resistivity displays a minimum as T-dependent phonon scattering leads to increased 
resistivity as T increases.  
A recent calculation [57, 58] predicted that the electrical resistivity of metals with a filled 
d-band state such as Zn would be constant along its P-dependent melting boundary. In order to 
investigate further the effects of P on the electrical resistivity of Zn in the solid and liquid states, 
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and to test experimentally the predicted invariance of resistivity along its P-dependent melting 
boundary, the electrical resistivity of solid and liquid Zn up to 5GPa were measured in this study.  
3.1. Experimental Details 
The experiments were carried out in a 1000-ton cubic anvil press [59] with a capability of 
manually controlled heating rate. Shown in Figure 3.1 is the four-wire resistivity measurement 
technique and the cubic pressure cell design. A cubic press with three pairs of opposing anvils in 
mutually orthogonal directions is normally limited to two cube faces to make resistivity 
measurements at high P and T conditions.  Using one pair of cube faces dedicated to the heater, 
and another pair needed for T measurement, a straightforward 4-wire electrode resistivity system 
was not possible. Adopted solution was to use the W5%Re-W26%Re thermocouples as 
temperature sensors in one mode and 4-wire electrode in another mode. In temperature mode, the 
thermocouple EMF’s at the top and bottom of the sample was measured. While in resistance mode, 
a switched circuit passed a constant current of 0.2A (Keysight B2961A power source) through the 
W5%Re leads and sample and the voltage drop measured using the W26%Re leads while the 
switch was in resistance mode. A polarity switch reverses the current direction, which enabled any 
associated systematic errors in the voltage drop of the sample from the thermoelectric voltage 
between the sample and the electrodes corrected. 
Pyrophyllite was used as the P-transmitting medium and the sample pressure was 
determined from hydraulic oil pressure using prior unpublished calibrations similar to those 
previously described [59, 60]. The junctions of the W5%Re-W26%Re thermocouples, which also 
served as electrodes, were in direct contact with the ends of the wire sample. The Zn wire (99.99% 
purity from Alfa Aesar) sample dimensions were 0.55 mm on average in diameter, measured at 
different widths, and 1.4mm in length. The sample length was 0.05mm longer than the boron 
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nitride (BN) sample container, which provided good thermocouple/electrode-sample contact. A 
preheating cycle up to 100K before melting T performed in each run P enhanced sample-electrode 
contact, which reduced the contact resistance contribution to the measured resistance to 
approximately zero. A cylindrical zirconia (ZrO2) sleeve and two ZrO2 disks placed on top and 
bottom of the sample container provided thermal insulation. The high compressibility of BN, 
which was used to contain the thermocouples, provided a tight seal at the metal–ceramic interface 
which helped in constraining the liquid above the melting T. A cylindrical graphite sleeve outside 
the sample container acted as a heat source when a high alternating current passed through it. 
 
Figure 3.1. (A) Four-wire probe electrical resistivity design with current polarity switch and 
voltmeter (V). (B) Thermocouples measuring the temperature on top and bottom of the sample. 
(C) SolidWorksTM design of the high-pressure cell with the components parts.   
 
 
The mean voltage of the measured voltages in both current directions was computed at 
each temperature. A Keysight 34470A data acquisition meter, operating at a frequency of 20Hz 
with 1µV resolution, acquires measurements at 50K intervals in the solid state and at 20K interval 
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in the liquid state. The measurement interval in the liquid state decreased to 20K enabled enough 
data needed to define a slope before the likely chance of sample geometry change. The sample 
resistance at each temperature were calculated using Ohm’s law, 𝑅 =
𝑉
𝐼
 , where R is resistance, V 
is voltage drop acquired from measurements and I is current. In a direction parallel to the radial 
axis of the cylindrical graphite heater, the ground recovered P cell exposed the middle section of 
the sample, after each run. Using a Nikon SMZ2800 microscope, the length and diameter of the 
exposed sample were carefully determined at several locations and the average computed. By 
incorporating the recovered sample geometry into Pouillet’s law, 𝜌 =
𝑅𝐴
𝑙
, where l and A are sample 
length and cross-sectional area, respectively, the sample resistivity (𝜌) was calculated. The 
chemical composition of the recovered sample and electrodes was analyzed by wavelength 
dispersive X-ray spectroscopy using a JEOL JXA-8530F field-emission electron microprobe. An 
accelerating voltage of 20kV, a probe current of 50nA, and a spot size (~100 nm) beam were used 
for all analyses in this study.  
3.2. Results and Discussion 
The T-dependent electrical resistivity measurements of Zn at P in the range 2-5GPa and at 
T up to 300K above melting T are shown in Figure 3.2. In comparison with the 1atm experimental 
data compiled by Desai et al. [54], high P data measured in this study show very good agreement 
both in the solid and liquid states. The onset of the solid-liquid phase transition marks an abrupt 
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increase in resistivity of Zn as clearly shown in Figure 3.2. 
 
Figure. 3.2 Temperature dependence of electrical resistivity of Zn at fixed pressures compared 
with 1atm experimental data compiled by Desai et al. [54]. 
 
 The melting T at a fixed P was determined by taking the average of the T measured at the 
start and completion of melting. Melting T determined in this study at a fixed P in this way agrees 
well with previous melting curve experimental studies determined by differential thermal analysis 
up to 5GPa [61 ], by electro-resistance method up to 5GPa and 12GPa [62, 63], and by infra-red 
pyrometry method up to 25GPa [64 ] as shown in Figure 3.3. Although the position of the 
thermocouples were ~0.7mm away from the central and hottest part of the sample, stabilization of 
the T before measurements allowed for thermal equilibration in the sample which improved the 
accuracy of the determined melting T.   
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Figure 3.3. Melting curve of Zn up to 5GPa, determined by the jump in resistivity in this study, 
compared with previous experimental studies.   
 
 
Although strict adherence to one experimental procedure measurements and with one type 
of cube assembly, the geometry of successive sample assemblies are never the same after exposure 
to high P and high T. This requires correction by careful inspection of the recovered sample and 
measurements of the geometry under microscopy as shown in Figure 3.4B. It is evident from 
microprobe analyses of the recovered sample shown in Figure 3.4C that there is no contamination 
of the sample either by the electrode/thermocouple or sample container.  
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Figure 3.4. (A) Post-mortem view of a sectioned pressure cell recovered from 5GPa and 1100 K. 
Thermocouple/electrodes were W5%Re and W26%Re. Measurements of the length and width at 
several locations of the ground Zn sample are labelled. (B) Back scattered electron image of a 
sample recovered from 2GPa, 870K along with tabulated electron microprobe results of probe 
points 5-9.  
 
 
The P-coefficient of resistivity of Zn decreases slightly in the solid with increasing pressure 
as shown in Figure 3.5 at 300K and 500K isotherms. With increasing P, the amplitude of the 
phonon vibration decreases and hence lowers the resistivity. Under compression, the components 
of the Fermi surfaces, the “cigar” and butterfly near the symmetry point L and the “needle” near 
the symmetry point K of the BZ, which were absent at ambient conditions, appear at different 
corresponding P [13, 16, 18].  The change in the electron density of states caused by the appearance 
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of these components with increasing P has been associated with the minimum and maximum 
observed in the solid-state P-dependence of resistivity [43, 44] around 10GPa. Due to the divalent 
nature of Zn, the total volume of the hole-sheet should ideally be equal to the total volume of the 
electron sheets [15]. However, spin-orbit interaction influences more the energy bands at K 
symmetry compared to other symmetry points [15, 16]. Within the central region of the crystal 
structure of Zn, the spin orbit splitting is negligible and vanishes at the center of the hexagonal 
face. If P is enough to cause magnetic breakdown, electrons upon approaching the spin orbit split 
boundary can tunnel through and jump to another orbit [52, 53]. Hence, the tunnelling effect 
increases the electron mean free path and lowers resistivity. With increasing P, the interaction of 
the d-electrons in the filled d-band with the s conduction electrons through hybridization [65] could 
increase and hence, high resistivity. However, if the proposed covalent bonding in the basal plane 
[30], which accounted for the anisotropy in the T- dependent volume expansion of Zn [66], applies, 
then with increasing P, the coordination of the covalent network could increase [30], which will 
contribute a term that will favor a decreasing resistivity. Over all, the integrated effect of reduced 
lattice vibration amplitude, the reduction/closing of spin orbit gap, sp-d hybridization effect and 
possible covalent bonding variation with increasing P results in a lower resistivity in the solid state 
of Zn up to the P range reached in this study.  
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Figure 3.5. Pressure dependence of electrical resistivity of Zn at Isotherms 300K, 500K and at 
melt. The calculated slope of the fitted lines are (-0.013 + 0.009 GPa-1), (-0.032 + 0.007 GPa-1) 
and (0.002 + 0.005 GPa-1) respectively.  
 
The resistivity at the solid-liquid phase transition increases by ~2.3 times as shown in 
Figure 3.2. On melting, the atoms vibrate about their non-equilibrium mean position which itself 
undergoes displacement, but maintains a short-range order structure. From the Ziman NFE model 
[32, 33], which accounts very well for the resistivity of liquid metals provided that the matrix of 
the pseudopotential is known, the relative change in resistivity during melting is caused by the 
change in the radial distribution function of the ions. The change in the electrical resistivity upon 
melting correlates with Lennard-Jones and Devonshire [67] order-disorder melting theory.  In this 
model, the interatomic forces control the energy change required to transfer an atom from its 
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position to an immediate neighbour position on the same lattice. Melting occurs as a result of a 
change in the interatomic forces which translate to a change from long range ordered structure to 
a short range order. The interatomic forces between the atoms achieved at melt controls the 
dynamics of the ions, which in turn governs the resistivity on melting and in the liquid state. In 
Zn, there is an associated partial destruction of sp-d hybridization and any associated covalent 
bonding network at the onset of melting, leading to an increased density of sates of the conduction 
electrons [30, 33]. Knight et al. [68] have experimentally observed the increase in density of states 
of conduction electrons, in the T-dependent Knight shift investigation on Cd. As expected, the T-
dependent Knight shift in Zn would mimic that of Cd, since Cd is an electronic analog to Zn. Other 
studies have demonstrated an increased density of states of s electrons on melting of Zn as 
reviewed by Busch and Güntherodt [69]. In addition, the relaxation effects of the zone boundary 
scattering, as the electronic structure approximates a NFE system, contributes to an increased 
electron mean free path and also lower resistivity on melting. On the other hand, due to the 
presence of imperfections in the hybridization and in the covalent network which is partially 
destroyed on melting, the conduction electrons still experience scattering [27, 30], which 
contribute in enhancing resistivity at the onset of melt. Similarly, the presence of possible spin-
orbit interaction in the liquid state, contributes as well to increased resistivity on melting.  
Experimental study [56 ] found that the spin orbit effect, in the case of liquid Cd, contributes about 
0.7% of the liquid resistivity and the effect in the case of Zn is estimated to be lower since Zn has 
a lower atomic number.  
With increasing T in the liquid, the increasing destruction of the hybridization causes an 
increasing density of states of the s electrons, which dominates over the increasing phonon-induced 
s-s scattering processes. Thus, cause an initial decrease in resistivity with increasing T. Once the 
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destruction of the hybridization and the release of s electrons is complete giving room for two s 
electrons per atom, the T-dependent liquid resistivity displays a minimum and with further 
increasing T phonon-induce scattering dominates, leading to increase resistivity as observed in 
Figure 3.2.  
Shown in Figure 3.6, the T-coefficient of resistivity (dlnρ/dT) P in the liquid state and at 
three temperature ranges in the solid state obtained in this study are plotted versus P and are 
compared with 1atm studies. Considering that the P range reached in this study is below the 
expected observed minimum in the P derivative of resistivity of about 10GPa [43, 44], the T-
coefficient of resistivity is expected to be in general agreement with the 1 atm data as observed in 
this study.     
The P-coefficient of resistivity on the melting boundary, (dln 𝜌 /dP)melt boundary, is 0.002 
+ 0.005 GPa-1 as determined from the plot in Figure 3.5. Within the limit of error, the P-coefficient 
of resistivity on the melting boundary is zero. This suggests that with structural disorder that 
accompanies melting the integrated effects of P and T on the electrical resistivity on melting of Zn 
is constant along its P-dependent melting boundary up to 5 GPa. The antagonistic effect of P and 
T on the sp-d hybridization, spin-orbit splitting and Fermi surface topology, the respective 
resistivity decrease and increase with P and T appears to compensate each other at the melting 
boundary. The determined P-coefficient of resistivity, by least square fitting data in Figure 3.5, at 
500K and 300K isotherm, (
∂ ln ρ
∂P
)
500K
, and (
∂ ln ρ
∂P
)
300K
, are -0.032 + 0.007 GPa-1 and                              
-0.013 + 0.009 GPa-1  respectively. Comparison of these values was made with the values 
calculated using the relationship derived by Stacey and Anderson [57]: 
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(
𝜕 𝑙𝑛 𝜌
𝜕𝑃
)
𝑇
=  
− 2(𝛾−1 3⁄ )
𝐾𝑇
        (1) 
 
Figure 3.6. The T coefficient (dlnρ/dT) of electrical resistivity plotted for liquid Zn and three 
temperature ranges in solid state for P range of 2-5GPa. Comparison is made with the dlnρ/dT 
derived from 1atm data of many studies as compiled by Desai [54]. 
 
 
 where γ is the Grüneisen parameter and 𝐾𝑇 is the isothermal bulk modulus. γ was estimated to be 
2.0 for solid Zn at 500K from the room T measurement of 2.03 by Rao [70] and applying T-
dependence of γ calculated by Singh [71]. With a KT value of 70GPa and 75GPa at 500K and 
300K, respectively [70], values of -0.047GPa-1 and -0.045 GPa-1 for 
 (
𝜕 𝑙𝑛 𝜌
𝜕𝑃
)
500𝐾
 , and  (
𝜕 𝑙𝑛 𝜌
𝜕𝑃
)
300𝐾,
, respectively were calculated from Eqn (1). The calculated P-
coefficient of resistivity (dln𝜌/dP)500K and (dln𝜌/dP)300K, using Eqn (1) is about 1.4 and 3.5 times 
higher than experimentally determined values respectively. However, determined (dln𝜌/dP)melting 
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boundry in this study compared well with the zero value predicted by theory [57, 58], which supports 
the conclusion that the P-dependent electrical resistivity of Zn at the melting boundary is constant.  
Understanding thermal conductivity (k) of metals at P and/or T conditions is fundamental 
to the understanding of microscopic theories that predict the variations of k at these conditions. 
The difficulty with the experimental determination of k is with establishing and maintaining a 
controlled small T gradient. The challenge is even greater in measuring k of a liquid metal where 
convection and chemical contamination of the sample by the sample container is highly possible. 
The total k in a metal comprises contributions from the electronic and the phonon components. 
Above the Debye T, the electronic component dominates over the phonons. Notably, the electronic 
component of thermal conductivity ke can be determined through Wiedemann-Franz law [72], 
𝑘𝑒 =  
𝐿𝑇
𝜌
, where L is the Lorenz number and  𝜌 is the electrical resistivity. The Lorenz number L 
for solid and liquid Zn approaches the Sommerfeld value Lo = 2.445 x 10−8
𝑉2
𝐾2
 , at high T above 
the Debye T of value 327K for the case of Zn [73].  On the other hand, experimental study of P-
variation of ktotal and L of Zn by Jacobsson and Sundqvist [74] up to 2GPa at room T indicates that 
both ktotal and L increases with increasing P with a P-coefficient of 8.7 x 10
-2 GPa-1 and 1.5 x 10-2 
GPa-1 respectively. Using the Wiedemann-Franz law with the Sommerfeld value of L, ke was 
calculated from the electrical resistivity data measured in this study, as shown in the T-dependence 
of ke at fixed P values in Figure 3.7. Comparison of results of ke determined in this study with those 
calculated using the 1atm electrical resistivity data of Desai et al. [54] were made. As anticipated, 
ke decreases with increasing T in the solid state. On melting, it decreases to ~2.3 times of its solid-
state value and increases with T in the liquid state. With increasing P, ke increases both in the solid 
and liquid state. Also plotted on Figure 3.7 for comparison are the recommended values of ktotal at 
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1atm from experimental studies as compiled in Touloukian et al. [75]. The 1atm experimental 
values of ktotal are comparable with the values of ke calculated from the measured electrical 
resistivity data using the Wiedemann-Franz Law. The general agreement between measured ktotal 
and calculated ke demonstrates that the Sommerfeld value of the Lorenz number is valid for Zn in 
both solid and liquid state. 
 
Figure 3.7. Temperature dependence of the electronic component of thermal conductivity at 
various pressures calculated from electrical resistivity data using the Wiedemann-Franz law and 
Sommerfeld value(2.445 x 10−8
𝑉2
𝐾2
) of the Lorenz number. Represenatative error bars are shown 
for the 5GPa dataset. Comparison is made with the electronic thermal conductivity based on Desai 
et al. [54] resistivity data at 1 atm and with the total thermal conductivity from experimental 
measurements of Touloukian et al. [75].  
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The P-dependence of  𝑘𝑒 is plotted at isotherm 500K and at melt as shown in Figure 3.8. 
P-coefficient of  𝑘𝑒,  (
𝜕 𝑙𝑛 𝑘𝑒
𝜕𝑃
)
𝑚𝑒𝑙𝑡
 of 0.056 + 0.002 GPa-1 and  (
𝜕 𝑙𝑛 𝑘𝑒
𝜕𝑃
)
500𝐾
 of 0.038 + 0.005 GPa-
1 were determined from the data obtained in this study. These values were compared with the same 
parameter calculated using the relationship derived by Bohlin [76] as shown in Eqn (2).  
(
𝜕 𝑙𝑛 𝑘𝑒
𝜕𝑃
)
𝑇
=  
(2𝛾−1 3⁄ )
𝐾𝑇
      (2) 
A value of 0.052 GPa-1 was calculated for (𝜕 𝑙𝑛 𝑘𝑒/dP)500K from Eqn (2). The prediction of 
(𝜕 𝑙𝑛 𝑘𝑒/dP)500K by Eqn (2) is about 1.4 times higher than that determined value in this study.  
 
Figure 3.8. P-dependence of thermal conductivity ke of Zn at 500K and along the melting 
boundary. The calculated slopes for the pressure coefficient of electronic thermal conductivity ke, 
of the fitted lines are (dln𝜌/dP)melt boundary = (0.056 + 0.002) GPa-1 and (dln𝜌/dP)500K = (0.034 
+ 0.005) GPa-1.  
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Experimental results from this research suggest that although electron mobility decreases 
with T on the melting boundary and with structural disorder that accompanies melting, the 
integrated effects of increasing P on ke on melting results in an overall increase in ke along the 
melting boundary. Calculation of (𝜕 𝑙𝑛 𝑘𝑒/dP)melt with Eqn (2) is not possible since the T is not 
constant along the P-dependent melting boundary. 
3.3. Conclusion 
The T variation of the electrical resistivity of Zn above the melting boundary has been 
investigated up to 5GPa and results from this study demonstrated that the T-dependent resistivity 
of Zn is invariant along the melting boundary. These findings are interpreted in terms of the 
antagonistic effects of P and T on the electronic structure of liquid Zn as demonstrated in previous 
studies. Within experimental error, melting T determined at P values up to 5GPa are in agreement 
with previous experimental studies. The ke was calculated using the Wiedemann-Franz law with 
Sommerfeld value of Lorenz function. With increasing P, ke increased both in the solid and liquid 
state, however, ke decreased with increasing T in the solid state and increased with T in the liquid 
state. Comparison of calculated ke and experimentally measured ktotal at 1atm indicates that ke 
really dominate over the phonon contribution in the T dependence of the ktotal of Zn.  
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Chapter 4: Invariance of the Electrical 
Resistivity of Co along the Pressure 
Dependent Melting Boundary 
 
4.0. Introduction 
The magnetic field of the Earth has its origin in the Earth’s core with a composition 
dominated by Fe with some Ni, this has attracted attention to the properties of ferromagnetic 3d 
metals at high pressure (P) and temperature (T) conditions. Recently, both theoretical and 
experimental studies at core-relevant P and T conditions have resulted in revised estimates of 
electrical resistivity [1-7] which are lower than previously accepted values [8, 9]. These lower 
values of electrical resistivity require higher than expected values of thermal conductivity. Cobalt 
is a close analog to Fe and the understanding of the transport properties of these metals is important 
in understanding the origin and the sustainability of the Earth’s magnetic field.  
Magnetism and electrical resistivity in metals are governed by the valence electrons and as 
such makes the two quantities inseparable. Stoner [10] demonstrated a predictive model of the 
delocalized electron spin magnetisation by assuming an average spin field interacting with a single 
spin. This model was somewhat successful in predicting whether a given metal is ferromagnetic 
by characterizing the product of the Stoner parameter (I), which measures the strength of the 
exchange interaction, and the Density of States (N) of the electrons at the Fermi energy (𝐸𝑓). From 
this criterion, a metal is ferromagnetic if 1
FE
IN   or non-magnetic if 1
FE
IN  . This model was 
successful in predicting Fe and Ni to be ferromagnetic, however, it failed in the case of Co with a 
prediction of 0.972 [11, 12]. Interestingly, Ni is a weaker ferromagnet than Fe and Co and yet has 
the largest value of 
FE
IN  in this model. The T-dependent magnetic susceptibility and the electronic 
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specific heat of Fe, Co and Ni were also not successfully predicted in Stoner’s model [13]. The 
model was derived from a parabolic band shape and does not consider the different shapes of N of 
different materials and their differences in the position of 𝐸𝑓 within the band structure [12].  
The origin of ferromagnetism in metals can be clearly understood from the foregoing 
differential shielding argument [12]. The concept of this model is rooted in Pauli’s Exclusion 
Principle which forbids two electrons with the same magnetic quantum number from occupying 
the same state. An electron with a given spin experiences an effective electron density arising from 
the electron density of all the other electrons. However, an electron experiences an extra repulsion 
force from an electron with a similar spin in its neighbourhood, thus creating an exchange hole in 
an incompletely paired electron system. Thus, the spin-up (majority) and spin-down (minority) 
electrons experience differential shielding from the influence of the nucleus which then splits the 
band into two sub-bands. The spin bands associated with different types of electrons have differing 
spatial extents. Due to the influence of the nucleus, the lower lying spin band is more spatially 
contracted than the higher lying spin band and therefore, electron-electron repulsion is larger in 
the lower lying spin orbital [12]. The driving force for the spin polarization lies in the local anti-
bonding of the states around the Fermi level in the event of splitting. The presence of the Fermi 
level in a strongly anti-bonding region after splitting results in a structurally unstable system which 
leads to redistribution of electrons that favours spin polarized direction to achieve a lower energy 
stable configuration, giving rise to magnetism. The filling of a lower bonding state at the expense 
of higher bonding state during the electron redistribution process leads to a magnetic P [14, 15] 
which in turn leads to a decrease in bulk modulus and volume dilation. The effects of magnetic P 
calculated for the case of Fe, Co and Ni [14, 16, and 17] were ~ 7% increase in volume and ~30% 
reduction in bulk modulus in Fe and Co but much less in Ni. As expected, the magnetic moment 
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of Co of 1.74 [18] lies between the value of Fe (2.2) [12] and Ni (0.62) [12]. The trend in increasing 
value of magnetic moment correlates inversely with the population of 3d electrons. Ni, with the 
highest d electron has the smallest magnetic moment while Fe with the least d electrons has the 
highest magnetic moment. Similarly, the occupancy of the 3d electron band correlates with the 
stability of the fcc phase in the phase diagrams of Fe, Co and Ni, where the highest occupied d-
band has the widest stability range in fcc [19, 20]. Experimental studies at room T have shown that 
Co remains in the hcp structure to well over 100GPa, and in the range 105-150 GPa, hcp-fcc will 
coexist. Beyond 150GPa, the stable phase of Co is the non-magnetic fcc phase. Fe has the least 
number of d electrons and is only stable in fcc region at elevated T while Ni transforms from 
ferromagnetic fcc to non-magnetic fcc at ~250GPa [19-22].   
The Fermi surfaces of the 3d ferromagnets are experimentally and theoretically more 
complicated than those of other transition metals [23]. Studies using the de Haas-van Alphen 
(dHvA) technique [24-26] revealed a series of frequency branches corresponding to cross sectional 
areas of the Fermi surfaces that are two orders of magnitude smaller than expected for the principal 
sheets. From the study by Batallan et al. [25] on the Fermi surface of Co, the principal cross section 
of the spin-up Fermi surface consists of a quasi-hyperboloid centered about ΓA axis which consists 
of the neck and an anisotropic ball elongated along ΓA with protuberances of hexagonal symmetry 
in the (1010) directions. While the principal cross sections of the spin-down Fermi surface consist 
of three pockets centered on Γ, there is a multi-connected monster and a hole surface centered 
around L and composed of intersecting pockets due to degeneracy. It has been demonstrated that 
the spin-up Fermi surface of Co is analogous to that of the noble metals [27] while the spin down 
Fermi surface is analogous to Re, which has 7 valence electrons per atom while the minority sub-
band of Co has 7.44 valence electrons per atom [28, 29]. Magnetoresistance measurements [30, 
 73 
 
31] also revealed some of the low frequency branches, as well as established the existence of open 
orbits in the Co band structure due to the non–compensating nature of electrons and holes. In an 
uncompensated system of electrons and holes, the magnetoresistance saturates at high field [23]. 
The removal of spin degeneracy explains the fact that Ni, with atomic number (Z) of 28, is 
uncompensated from the general saturation of magnetoresistance and thus, has a well-defined Hall 
coefficient of -1.  Similarly, hcp Co, with Z of 27, is also uncompensated, however its Hall 
coefficient has not been accurately determined. Fe, with Z of 26, exhibits a quasi-quadratic growth 
of the magnetoresistance for the general direction of induction which indicates compensated 
electrons and holes [23]. The presence of open orbits in the band structure of Co enhances 
resistivity as electrons are confined within an orbit like the case of the uncompensated electronic 
structure in Zn [31-35]. The interruptions of open orbit structure lead to a decreased mean free 
path of electrons. The open orbit contribution to liquid resistivity in the case of Cd and Zn has 
been demonstrated to be negligible, with a value less than 1% [36]. Inference is drawn that this 
value would not be anything too different in the case of Co that melts from fcc structure with less 
asymmetry.     
The T-dependent electrical resistivity of a solid transition metal is generally understood 
through Mott’s s-d scattering theory [37]. The conduction s electrons, which are more mobile than 
the conduction d electrons, can undergo both s-s and s-d scattering processes induced by phonons 
and magnons. The mobility of s electrons is higher than that of d electrons because of the higher 
effective mass of the d electrons. As s electrons are scattered into empty d states, their effective 
mass increases and their velocity decreases. Thus, resistivity increases as mobility decreases. The 
s-d scattering processes dominate over s-s scattering due to the high density of states of d bands 
which are unfilled in the case of Co.  
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With T rise at fixed P, solid state Co undergoes a martensitic type of crystal structural 
transformation from hcp to fcc at 695K [38]. Yoo et al. [20] suggested that the fcc high T 
paramagnetic phase and the high P fcc paramagnetic/non-magnetic phase of Co are electronically 
the same. At T below the Curie T, the spin fluctuation of the magnetic ordering induced scattering 
dominates over phonon scattering as shown by the upward curvature of T-dependent resistivity 
behavior. However, above the Curie T of ~1400K [39] at 1atm, the reverse is the case, because of 
change of long to short range magnetic ordering, the phonon induced scattering becomes dominant. 
The effect of T on the magnetic spin gap (i.e. the energy difference between the sub-bands) was 
investigated by dHvA methods to examine the energy shift on the dimensions of the Fermi surface 
of Fe which relates to the change in the spin gap [40]. Their result showed that the energy 
difference does not vary much with T. This is in contradiction to Stoner’s model which predicted 
that the spin gap is proportional to magnetization and should decrease to zero at the Curie point. 
Thus, it is expected that Co will show similar characteristics of the small T effect on spin gap to 
Fe, since they both have similar electronic structure.  
Upon compression, the amplitude of lattice vibration, magnetic spin gap and open orbit 
gap present in some symmetry directions decreases. A change in the spin gap, leads to a change in 
exchange interactions and electron redistribution between the spin sub-bands. The overflow of 
electrons from the majority to the minority spin sub-band because of electron redistribution leads 
to a decrease in the cross sections of the majority sub-band hole-pockets and an increase in the 
cross sections of the electron pockets in the minority spin sub-band [28]. The change in magnetic 
moment and the exchange interaction with increasing P are reflected in the change of saturation 
magnetization and in a shift in the Curie T, respectively. Experimental measurements up to 9GPa 
[41] have demonstrated that with increasing P, the Curie T of Co remains constant, however a 
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theoretical study [42] demonstrated a slight change in Curie T with P. This could suggest that P 
has minor influence on the spin gap of Co. The effects of P-variation on the magnetic ordering, 
change in the amplitude of phonon vibration, electronic density of states, and scattering processes, 
are all integrated in the P-dependent electrical resistivity.  
The Modified Nearly Free Electron (MNFE) model [43, 44] has accounted well for the 
electrical resistivity of liquid non-simple transition metal by applying appropriate electron-ion 
pseudopotentials in the Nearly Free Electron (NFE) [45] model, with d resonance effects 
incorporated using a simple muffin-tin potential model [46, 47]. From the NFE model, the relative 
change in resistivity on melting is caused by the change in radial distribution function of the ions, 
called the structure factor, while the T-variation of liquid resistivity in the liquid state follows from 
the T-dependent Fourier transform of the radial distribution function of the liquid ions. Due to 
hybridization of adjacent d orbitals, the mobile s electrons spend longer time around the vicinity 
of the d virtual bound state (d-resonance effect) [46, 47] and as such leads to an overall delay in 
the propagation time of electron and increased resistivity. Although Mott [48], suggested that for 
the pure liquid transition metals a different model involving s-d transitions and with different mean 
free paths for s and d electron like solid state s-d scattering, no qualitative treatment after Mott has 
been pursued in the case of liquid transition metals drawn from intensive literature search.    
Though semi-theoretical calculation [8] predicted electrical resistivity of both filled and 
unfilled d-band metals are constant along their P-dependent melting boundary, a later theory [9] 
predicted the opposite for unfilled d-band metals. To investigate further the effects of P on the 
electrical resistivity of an unfilled d band metal, both in the solid and liquid states, especially on 
its P-dependent melting boundary, the electrical resistivity of solid and liquid Co up to 5GPa was 
measured.  
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4.1. Experimental Details 
A 1000-ton cubic anvil press was used in carrying out the high P, T resistivity experiments 
[50]. Illustrated in Figure 4.1 are the four-wire resistivity measurement technique and the cubic 
pressure cell design. The P-transmitting medium used was pyrophyllite and the sample P was 
determined from hydraulic oil P using prior unpublished calibrations like those previously 
described [49, 50].  
 
 
Figure 4.1. Schematic drawing of two modes (resistance (A) and temperature (B)) of 
measurement. (A) Four–wire probe design, showing the current polarity switch and the voltmeter 
for measuring the voltage drop across the sample. (B) Thermocouples measuring the temperature 
on top and bottom of the sample. (C) Exploded view (SolidWorksTM design) of the high-pressure 
cell with components parts.   
 
Four-wire resistivity measurement ideally requires two pairs of opposite faces of a cubic 
pressure cell. With one pair of cube faces dedicated to the heater, and another pair needed for 
temperature measurement, a straightforward four-wire electrode system was not possible. A 
technique using two pairs of Type C thermocouples as T sensors in one measurement mode and 
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four-wire electrodes in another mode was adopted. In T mode, the thermocouple EMF’s at the top 
and bottom of the Co foil was measured. A constant current of 0.2A (Keysight B2961A power 
supply) was passed through the W5%Re leads by a switched circuit and measurement of the 
voltage drop was made using the W26%Re leads while the switch was in resistance mode. At every 
measured voltage drop, the current direction was reversed using a polarity switch which enabled 
any associated systematic errors in the voltage drop measured across the sample, arising from 
thermoelectric voltages between any metal junction or any other parasitic voltage, to be corrected. 
The mean voltage of the measured voltages in both current directions was computed at each 
temperature. A Keysight 34470A data acquisition meter, operating at a frequency of 20Hz with 
1µV resolution, was used to make measurements at 50K intervals in the solid state and at 20K 
intervals in the liquid state. The measurement interval in the liquid state was decreased to acquire 
enough data needed to define a slope before the likely chance of sample geometry change. 
The starting dimensions of the Co sample wire (99.99% purity, Alfa Aesar) sample were 
0.53mm in diameter and 1.78mm in length. The junctions of the W5%Re-W26%Re 
thermocouples, which also served as electrodes in a four-wire arrangement, were in direct contact 
with the ends of the Co foil which formed part of the sample circuit. The main function of the two 
Co foils placed at the top and bottom of the sample was to reduce contamination from the 
thermocouple/electrode which was expected to occur in the sample liquid state. The foil 
dimensions were 4.57mm in diameter and 0.1mm thick. The foil diameter was ~ 9 times larger 
than the diameter of the sample and its thickness was ~6% of the sample length. Due to 
dimensional differences of the foil and the sample, the contribution of the foil resistance to the 
total resistance measured is negligible relative to the sample resistance.  The sample length was 
0.05mm longer than the sample container which was an alumina (Al2O3) ceramic tube which 
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provided good thermocouple/electrode-sample contact. A preheating cycle up to 1000K was 
carried out for every run P to enhance sample-electrode contact which reduced the contact 
resistance contribution to the measured resistance to approximately zero. The T was cooled down 
rapidly after preheating at a rate of 100K/s. A cylindrical zirconia (ZrO2) sleeve and two ZrO2 
disks placed on top and bottom of the sample container provided thermal insulation. The high 
compressibility of boron nitride (BN), which was used to contain the thermocouples and the Al2O3 
sample container, provided a tight seal at the metal–ceramic interface which helped in containing 
the liquid above the melting T. A cylindrical graphite sleeve outside the BN acted as a heat source 
when a high alternating current passed through it.  
Ohm’s law, 𝑅 =
𝑉
𝐼
 , where R is resistance, V is voltage drop measured across the sample, 
and I is current was used to calculate the sample and the foil resistance at each T. In a direction, 
parallel to the radial axis of the cylindrical graphite heater, the recovered P cell was ground to 
expose the middle section of the sample and the foil, after each run. A Nikon SMZ2800 microscope 
was used to measure carefully the length and diameter of the sample at several locations and the 
average was computed. By incorporating the recovered sample geometry into Pouillet’s law, 𝜌 =
𝑅𝐴
𝑙
, where l and A are sample length and cross-sectional area, respectively, the sample resistivity 
(𝜌) was calculated. The chemical compositions of the recovered sample and electrodes were 
determined by wavelength dispersive X-ray spectroscopy using a JEOL JXA-8530F field-emission 
electron microprobe. An accelerating voltage of 20kV, a probe current of 50nA, and a spot size 
(~100nm) beam were used for all analyses.  
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4.2. Results and Discussion 
 Back-scattered electron images of samples, recovered from 1830K at 3GPa, for the sample 
bottom and sample top regions, showing microprobe points, are shown in Figures 4.2B and 4.2C, 
respectively. The composition data shown in the table within Figure 4.2 demonstrate that the 
contamination from W and Re is limited to the Co foil region. The foil with its negligible 
contribution to measured resistance acts as a chemical buffer, impeding the dissolution of W and 
Re into the sample on melting. The purity of recovered samples as shown in Figure 4.2 gave 
confidence in the reliability of Co resistivity values for the liquid state. 
 
 
 
 
 
 
 
 
 
Figure 4.2. (A) Post-mortem view of a sectioned pressure cell recovered from 3GPa and 1900K. 
Thermocouple/electrodes were W5%Re and W26%Re. Measurements of the length and width at 
several locations of the ground Co sample are labelled. Back scattered electron image of a sample 
sectioned into two parts: Top (B) and Bottom View (C), recovered from 3GPa and 1830K. 
Tabulated electron microprobe results of probe points 2-22 points as labelled in (B) and (C).  
 
 
Although measurements were made with one type of P-cell assembly and firm adherence 
to one experimental procedure was adopted in all experiments, there are unavoidable slight but 
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significant differences in the geometry between successive sample assemblies after exposure to 
high P and T. Because of this, careful inspection of the recovered sample and measurements of the 
diameter and length of the sample at different locations to obtain average dimensions were made 
under microscope as shown in Figure 4.2A. The computed averages were used as input into the 
calculation of the resistivity in the Pouillet equation.  
The T-dependence of the electrical resistivity of Co in the P-range of 2-5GPa and T up to 
100K above the melting T is shown in Figure 4.3. In comparison with 1 atm data by Laubitz and 
Matsumura measured up to 1700K [39] and Seydel and Fucke measured from 1200K to 2300K 
[51], measured high P data in this study show very good agreement above the Curie T and in liquid 
state. At T below the Curie T, measured data in this study are higher than the 1 atm data because 
of the effects due to preheating in this study experiments. The α­β transformation is a martensitic 
type and the T at which it occurs appears to be a function of purity, grain size and perhaps sample 
size [52]. However, on pre-heating up to 1000K, It is expected that much of the sample has 
converted to the fcc () phase. The fcc (β)   hcp (α) back transformation in Co is very sluggish 
[39]. Due to the rapid cooling rate in the preheating cycle after exposure up to 1000K, some amount 
of β phase, which is more resistive than the α phase, may have persisted at ambient T, resulting in 
a resistivity value higher than the 1 atm reference data. Though the measured resistivity trends 
mimic the 1 atm data, it was not possible to correlate clearly a change in the slope of T-dependent 
resistivity at fixed P with the α­β transformation point due to the sluggish behavior of the 
transformation. The T-dependent resistivity change in slope at ~1400K correlates with a change 
from a long range magnetic (ferromagnetic) to short range magnetic (paramagnetic) order. In the 
paramagnetic region, the contribution of the spin fluctuation effect in inducing scattering processes 
saturates, leaving the increasing phonon contribution to dominate the T-dependence of resistivity. 
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The change in electronic scattering is reflected in the change in the slope and curvature of the T-
dependence of resistivity at the Curie point.  
The abrupt increase in resistivity at ~1800K marks the solid–liquid transition in Co. The 
resistivity at the solid-liquid transition increases about 1.15 times as shown in Figure 4.3. In liquid 
metals, the atoms vibrate about their non-equilibrium mean position which itself undergoes 
displacement, but maintains a short range order. The electrical resistivity of liquid 3d transition 
metals has been accounted for by the MNFE theory [46]. Güntherodt et al. [53] suggested that the 
jump in resistivity on melting in ferromagnetic metal is less than the jump in nonmagnetic metal 
such as Pd because of the presence of short range magnetic order which does not change 
significantly on melting [54]. They inferred this might be an indication that in the liquid state 
where the atomic disorder is rather large, the spin disorder contribution to the electrical resistivity 
of Fe, Co and Ni is still present but is not simply additive. Thus, it is expected that the positive 
contribution of magnetic ordering to thermal expansion through magnetic P [55], will contribute 
to the volume increment on melting. In liquid Fe, Co and Ni, there are not only s electrons but also 
bound d electrons and the contribution to the conductivity is due mainly to the s electrons [56]. 
From the MNFE theory, the d-resonance decreases the mobility of the dominant s conduction 
electrons as electrons with energy close to the resonance spend relatively longer time near the 
resonance [47], decreasing the mobility of the electrons and hence increased resistivity. Although 
electron scattering increases on melting with structural disorder that accompanies solid-liquid 
transition, the integrated effects of magnetic short range order and the d resonance contributes to 
the overall resistivity of Co on melting. From the NFE model, the T-variation of resistivity in the 
liquid state follows from the T-dependent Fourier transform of the radial distribution function of 
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the liquid ions. It is expected in the case of MNFE that the T-variation of resistivity includes 
additional terms from the T-dependence of magnetic ordering and d resonance scattering.  
 
Figure 4.3. The Temperature dependence of electrical resistivity of solid and liquid Co at 
pressures in the range 2 – 5 GPa compared with the temperature dependence of resistivity at 1 
atm by Laubitz and Matsumura [40] and by Seydel and Fucke [52].  
 
As shown in Figure 4.4, the melting T at a fixed P was determined by taking the average 
of the T measured at the start and completion of melting. Melting T determined at 2 – 5 GPa in 
this way agrees with previous experimental studies [57]. 
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Figure 4.4. Melting curve of Co up to 5GPa, determined by the jump in resistivity in this study, 
compared with previous studies.   
 
As expected, the resistivity of Co decreases with increasing P in the solid state as shown 
by the isothermal resistivity behavior in Figure 4.5. Comparison with the 1 atm data was only made 
with the 1600K isotherm and at melting, since the data measured in this study below the Curie T 
are higher than 1 atm, for reasons previously explained. With increasing P, the amplitude of lattice 
vibration which induces s-d and s-s scattering processes decreases and hence lowers resistivity. 
The P-dependence of resistivity at the melting boundary of Co as shown in Figure 4.5, 
demonstrates that the combined effects of P and T on the electrical resistivity of Co on melting is 
such that it remains constant up to the limit of P investigated. At the melting point, the reduction 
in the amplitude of lattice vibrations with increasing P (decreasing resistivity) could be 
compensated by the effect of P on the d-resonance which is expected to increase hybridization of 
adjacent d electron orbitals and could bring the Fermi level closer to the d virtual bound (increasing 
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resistivity). The effect of P on the anisotropy of the Fermi surface of the sub-bands is cancelled by 
T as the Fermi surface becomes near spherical on melting. These effects of P and T on the electrical 
resistivity of Co at the melting boundary appear to cancel out and hence resistivity is invariant. 
Though the revised theory by Stacey and Loper [9] predicted that the resistivity of unfilled d band 
transition metals such as Co would vary along its melting boundary, while the earlier theory by 
Stacey and Anderson [8] predicted the opposite, the calculated value of the P coefficient of 
resistivity on the melting boundary, (dln/dP)melt boundary, of 0.0018 + 0.0003 GPa-1, compares well 
with the zero value as predicted in [8].  
 
 
Figure 4.5. Pressure dependence of electrical resistivity of Co in the solid state along the 300K, 
900K, 1600K isotherm and in the liquid state (variable T) along the melting boundary. The 
calculated slopes for the pressure coefficient of resistivity (dln𝜌/dP)T along the solid state 
isotherms based on least squares fit are -0.052 + 0.048 GPa-1, -0.026 + 0.013 GPa-1, -
0.018 + 0.048 GPa-1 respectively and  (dln𝜌/dP)melt boundary = 0.0018 + 0.003 GPa-1. Data at 1 atm 
are from Seydel and Fucke [52]. Error bars are provided or within the symbol size. 
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As shown in Figure 4.5, the P-coefficient of resistivity along the 1600K isotherm, 
 (
∂ ln ρ
∂ P
)
1600𝐾
, is -0.018 + 0.003 GPa-1, or an order of magnitude lower than along the melting 
boundary. Comparison of values of (
∂ ln ρ
∂P
)
1600𝐾
, determined from this study was made with the 
value calculated using the relationship derived by Stacey and Anderson: 
(
∂ ln ρ
∂ P
)
1600K
=  
− 2 (γ−1 3⁄ )
KT
     (1) 
 where γ is the Grüneisen parameter and 𝐾𝑇 is the isothermal bulk modulus. γ was estimated to be 
2.6 for solid Co at 1600K from the 2.0 value measured at the Curie T at 1 atm by Armentrout and 
Kavner [55] and applying a T-dependence of γ given by Singh [58]. With a KT value of 150GPa 
at 1600K [55], a value of -0.03 GPa-1 for (∂ ln 𝜌/∂ P)1600K was calculated from Eqn (1). The 
prediction of (∂ ln 𝜌/ ∂ P)1600K by Eqn (1) compares reasonably with the measured experimental 
value. Because of the β-Co incorporation in the α-Co phase during the preheating cycle in these 
experiments, the evaluation of the Eqn (1) was only made at 1600K. It is expected that at 1600K, 
the β-Co phase should be the only phase present as discussed earlier.  
The T-coefficient of resistivity is shown for different ranges of T as a function of P in 
Figure 4.6. The high P data of the present study are in good agreement with the 1 atm data [39, 
51].  
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Figure 4.6. Temperature-coefficient of resitivity of Co as a function of pressure at various 
temperatures. The data at 1 atm are from Laubitz and Matsumura [40] for room T to 1400K and 
from Seydel and Fucke [52] from 1400K to liquid. Comparisons are made with Fe [68] and Ni. 
The 1 atm data in Fe and Ni are average data as collected by Sukara et al. [69].   
 
 
Shown in Figure 4.7 is the Curie T determined at different fixed P. Within the limit of error, 
the Curie T appears to be constant in agreement with a previous experimental study [41]. The band 
calculation of ferromagnetic hcp Co at ambient conditions obtained by a simple rigid splitting of 
the paramagnetic bands demonstrated that the spin band gap is about 1.3eV [59, 60]. Theoretical 
studies on the magnetic states, as a function of Wigner-Seitz radius, using the total energy band 
theory with the local density approximation [61-63] suggest that the structural symmetry and local 
environment strongly affect magnetic ordering and are responsible for the difference in 
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ferromagnetism among the 3d metals. The relative shift in the magnetic spin band gap with 
increasing P causes sub-bands electrons to redistribute between states of different symmetry. The 
increasing effect of P also causes changes in the corresponding volumes and cross-sections of 
certain parts of the Fermi surface in non-hybridized s-p-d states obtained in a metal like Co, 
otherwise the effect of electron redistribution is hardly observed [64]. The consequence of electron 
redistribution and changes in the volume cross-sections of the Fermi surface seems to compensate 
each other in such a way that the Curie T variation with P remains approximately constant as 
shown in Figure 4.7.  
 
Figure 4.7. Curie temperature of Co up to 5GPa, determined by the change in the slope of the 
temperature dependence of the resistivity, compared with previous studies by Laubitz and 
Matsumura [40].     
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Thermal conductivity (k) is a difficult property to measure on metals because of the 
difficulty in establishing and maintaining a small T-gradient. This challenge is magnified at high 
T and at high P. A further difficulty is present in the liquid state where the possibility of convection 
and chemical contamination of the sample by the sample container increases. Fortunately, from 
the electrical resistivity relationship with the electronic component of thermal conductivity (ke) 
through the Wiedemann-Franz law [65], 𝑘𝑒 =  
𝐿𝑇
𝜌
, 𝑤here L is the Lorenz number, and 𝜌 is the 
electrical resistivity; ke can be calculated from the measured resistivity. In a metal, the electronic 
component dominates over the phonon component thus the calculation by the Wiedemann-Franz 
law, using a selected value of L, is expected to provide a good estimate of the total thermal 
conductivity. The electronic thermal conductivity of Co was calculated from the electrical 
resistivity measured in this study using the Sommerfeld value 𝐿𝑜 = (2.445 x 10−8
𝑉2
𝐾2
)of L. As 
expected, ke decreases with increasing T in the solid state. On melting, ke decreases to 
approximately 87% of the solid state value and in the liquid state ke increases with T. With 
increasing P, ke increases both in the solid and liquid state. Also, plotted on Figure 4.8 for 
comparison are the recommended values of total thermal conductivity, ktotal, at 1atm from 
experimental studies as collected in Ho et al. [66]. The 1 atm experimental values of ktotal are 
higher than the values of ke calculated from electrical resistivity using the Wiedemann-Franz Law. 
This suggests that Lo is not valid for Co at high T and in the liquid state. The insert plot in Figure 
4.8 indeed shows that the Lorenz number varies with T for Co [39].  
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Figure 4.8. Temperature dependence of the thermal conductivity at various pressures. The 
electronic component (ke) was calculated from the electrical resistivity data using the Wiedemann-
Franz law and a Sommerfeld value (2.445 x 10−8
𝑉2
𝐾2
) of the Lorenz number. Representative error 
bars are shown for the 3GPa dataset. Comparison is made with the electronic thermal conductivity 
based on Laubitz and Matsumura [40] and Seydel and Fucke [52] resistivity data at 1 atm and with 
the total thermal conductivity (ktotal) from collected experimental measurements reported in Ho et 
al. [67]. The insert figure shows the temperature dependence of the measured Lorenz function [40], 
corrected with and without thermoelectric power (S) up to 1200K.  
 
The P-dependence of ke at 300K, 900K and 1600K as well on melting is shown in Figure 
4.9. Results of ke  was compared with that calculated using the 1 atm electrical resistivity data of 
Laubtiz and Matsumura [39] and Seydel and Fucke [51] only for 1600K and at melt.  P-coefficient 
of  𝑘𝑒,  (
𝜕 𝑙𝑛 𝑘𝑒
𝜕 𝑃
)
𝑚𝑒𝑙𝑡
of 0.01499 + 0.0006 GPa-1 and  (
𝜕 𝑙𝑛 𝑘𝑒
𝜕 𝑃
)
1600𝐾
of 0.01484 + 0.00243  GPa-1 
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was calculated from measured data. Comparison of this value was made with the same parameter 
calculated using the relationship derived by Bohlin [67] in Eqn 2, which is similar to Eqn 1: 
 (
∂ ln 𝑘𝑒
∂P
)
𝑇
=  
(2γ−1 3⁄ )
KT
      (2) 
 
 
Figure 4.9. Pressure dependence of thermal conductivity of Co at 300K, 900K 1600K and at melt. 
The calculated slopes (dln𝜌/dP)T at solid state iostherms for the pressure coefficient of electronic 
thermal conductivity ke, of the fitted lines are = 0.056 + 0.048 GPa-1, 0.027 + 0.016 GPa-1, 0.015 
+ 0.002 GPa-1, respectively and (dln𝜌/dP)melt boundary = 0.015 GPa-1.  
 
The prediction of (∂ ln 𝑘𝑒/dP)1600K by Eqn (2) is 0.0325 GPa
-1 which compares relatively well with 
the experimental value measured in this research and supports the prediction of ke by the derived 
expression.  
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4.3. Conclusion 
The T-variation of the electrical resistivity of solid and liquid Co has been investigated up 
to 5GPa and results demonstrate that the resistivity of Co is invariant along the melting boundary. 
These findings are interpreted in terms of the antagonistic effects of P and T on the electronic 
structure of liquid Co as demonstrated in previous studies. The ke was calculated using the 
Wiedemann-Franz law. With increasing P, ke increased both in the solid and liquid state, however, 
ke decreased with increasing T in the solid state and increased with T in the liquid state.  
Since Fe is an electronic analog of Co, this could imply that the ktotal of the ICB may be 
similar to kFe at 1 atm at the melting point of ~33 Wm
-1K-1 [3, 4]. This agrees with the result of 
direct measurement of solid Fe by Konôpková et al. [5] which placed the ktotal of the Earth’s core 
near the low end of previous estimates at (18-44)Wm-1K-1.  A low value of kcore implies that the 
age of the inner core may be old and that the geodynamo may have had an energy source from 
compositionally-induced convection since the birth of the inner core. In addition, a low value of 
kcore such as 33Wm
-1K-1 implies that thermal convection may have played a role in sustaining the 
geodynamo before the birth of the inner core. It is beyond the scope of this work to speculate 
further on the thermal conductivity of other regions of the core such as core-mantle boundary.  
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Chapter 5: Electronic Transition in Solid 
Nb at High Pressure and Temperature 
 
5.0. Introduction   
From the general concept of magnetic susceptibility, the electron spin susceptibility of 
paramagnetic metals decreases as electrons are excited and spin fluctuation increases with 
increasing total internal energy as temperature (T) rises [1] . This is primarily due to the gain in 
momentum of the electron spin when the total internal energy is raised thermally which overrides 
a forced spin alignment caused by the external magnetic field. However, the T-variation of spin 
susceptibility of some paramagnetic metals investigated by Stoner [2] demonstrated a positive 
coefficient with increasing T. Stoner demonstrated that their spin susceptibility is dependent on 
their electronic band form. With increasing T, electrons can transfer from the lower sub-band to 
the upper sub-band, forcing electron spin ordering and hence positive magnetic susceptibility. The 
ability of an electron to tunnel from the lower sub-band to the upper sub-band is brought about by 
the position of Fermi level in the Density of States (N) function. If the top of the Fermi level of 
two overlapping bands falls close to a region of a minimum in N, the probability of electrons 
tunneling from the lower band and populating the upper band will dominate over spin fluctuation 
with increasing T. Theoretical study [3] grouped the paramagnetic transition metals into a “plus 
group” (Mo, W, Zr, Ti and Cr) composed of those exhibiting a positive coefficient of spin 
susceptibility with increasing T and a “minus group” (V, Pt, Pd, Ta and Nb) composed of those 
exhibiting a negative coefficient of spin susceptibility with increasing T. The Fermi level of the 
plus group is located within a region of a minimum in N while the Fermi level of the minus group 
is located within a region of a maximum in N.  
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The concavity of T-dependence of the electrical resistivity at 1atm of the plus and the minus 
groups were clearly distinct. While the plus group showed a convex slope with rising T, the minus 
group slope is concave with increasing T [4]. In the case of the T-dependences of the electrical 
resistivity of Pd and Pt of the minus group investigated by Mott [5, 6], the possibility of a change 
in density of states of the d-electrons (Nd) at high temperature within the model of s-d scattering, 
in conjunction with Debye T variation as a function of thermal expansion, was suggested. This 
model explained that at high T, the available Nd decreases and thus, less of the s conduction 
electrons which dominate conduction are scattered, resulting in lower resistivity. This effect causes 
the T-coefficient of resistivity of Pd and Pt to decrease at higher T contrary to the expected trend 
from a linear law [5] predicted by Bloch-Grueneisen function. Similarly, theoretical calculation 
[4] demonstrated that R/T, 1/k, and T/ S variation with T increases for the plus group but decreases 
for the minus group respectively (R is resistance, k is thermal conductivity and S is thermoelectric 
power). The electronic spin susceptibility and electronic specific coefficient also increases with 
increasing T for the plus group but decreases with increasing T for the minus group [4]. Thus, 
there is a clear distinction in the T-dependent behaviour of properties which depend on the 
electronic structures of the plus and the minus groups. While changes in lattice structure are 
accompanied by changes in electronic structure, the reverse is not usually the case. 
The theory of electrical resistivity of transition metals in the solid state is generally 
understood in the context of s-d scattering [5]. In metals, valence electrons are delocalised and are 
distributed over a range of energy bands. With increasing T, thermal vibrations of the lattice reduce 
the mean free path of an electron by increasing the probability of phonon-induced electron 
scattering processes. Although the resistivity of a metal is approximately proportional to the 
absolute T above Debye T, as predicted by Bloch theory, there are deviations at very high T due 
 102 
 
to thermal expansion. As T increases in unfilled d-band metals, the higher mobility s electrons are 
scattered to unfilled d band states where their effective mass increases, leading to a decrease in 
mobility and higher resistivity. However, with increasing P, the amplitude of lattice vibration is 
reduced, as a consequence of volume reduction, which reduces phonon-induced scattering 
processes and lowers resistivity.  
Understanding the electrical resistivity of a metal at elevated P and/or T conditions requires 
knowledge of the electronic band structure at those conditions. The electronic structure of Cr, Mo 
and W of the plus group metals [7] was based primarily on Fe band structure calculations [8]. This 
model demonstrated that the Fermi surface of the plus group has a deformed surface, containing 
roughly an equal number of electrons and holes at the Γ and Η symmetry points respectively, with 
additional small holes at N and pockets of electrons or holes along the cubic ΓΗ symmetry. On the 
other hand, the electronic structure of V, Nb and Ta of the minus group, predicted earlier from the 
augmented plane wave energy calculations for W by Matheiss [9], reveals a set of 6 distorted 
ellipsoidal surfaces centered at N in the Brillouin zone and a multiply connected so-called “jungle-
gym.” The ellipsoidal surfaces consist of inter-connecting arms along the (100) direction with 
intersections of Γ and Η, resulting in a Fermi surface that is not as deformed as the plus group [2]. 
The band structure of Nb has been well investigated both experimentally and theoretically [10-
17], using different techniques. Experimental investigation of the frequency shifts in the de Hass 
van Alphen oscillations in the Nb Fermi surface under the influence of hydrostatic P [18] 
demonstrated that the cross sectional area of the hole ellipsoids at N changes almost uniformly 
with pressure at approximately 0.1% / kbar while the jungle-gym arms extremal cross section 
normal to (100) decreases significantly with P. Thus the anisotropy in the P derivative of the Fermi 
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surface of Nb could cause a deformation of the surface, such that under P, it could mimic the 
already deformed Fermi surface of the plus group [2] at ambient conditions.  
Static compression of Nb up to 54GPa at room T showed no evidence of any structural 
phase transition [19]. Upon compression, the Brillouin zone with the Fermi surface enclosed, 
expands and ideally scales with increasing P in the case of an isotropically compressible metal like 
Nb with a cubic crystal structure similar to Cu [20]. However, the exhibition of anisotropy in the 
P derivative of Nb Fermi surface demonstrates that Nb deviates from the expected behaviour. 
Superconducting temperature (Tc) and electron-phonon coupling investigations in Nb up to 
132GPa using magnetic susceptibility techniques [21] showed anomalies in Tc around 5-6GPa and 
60-70GPa. The anomaly around 5-6GPa was suggested to arise from stress sensitive electronic 
topological transition while the 60-70GPa anomaly arose from the crossing of the Fermi level with 
the d bands which requires a decrease of about 8% of the lattice constant [21]. Nonetheless, a full 
potential linear muffin-tin orbital method based on linear response approach used in calculating 
the electron-phonon coupling in Nb under hydrostatic P [22] did not observe an anomaly around 
5GPa. It was suggested that the P conditions under which the experimental study [21] were made 
may not have been hydrostatic. Interestingly, the partial N function investigation of Nb using the 
generalized gradient approximation within the framework of density functional theory [22] 
indicates that the s and d bands move away relative to the Fermi level position as the unit cell 
volume decreases. Hence, from the concept of the spin polarization of the unfilled d band electrons 
in ferromagnetic transition metals [23] and perhaps paramagnetic metals, the relative displacement 
of the d states could move the Fermi level position into the region of anti-bonding states creating 
an in-balance in chemical potential between the sub-bands at reduced volume. With increasing T, 
the chemical potential in-balance  increases and may eventually lead to adjustment in the position 
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of the Fermi level as electrons redistribute between the upper and lower bands, in order to maintain 
a balanced chemical potential between the lower and upper sub-bands.  
The understanding of the electrical resistivity and thermal conductivity of paramagnetic 
metals under high P and/or T conditions is not only important in characterizing the nature of 
electron-phonon, electron-electron and spin polarization interactions as well any associated phase 
changes in their condensed matter state, but also on their relation to the lower spin sub-band of 
Earth’s interior materials such as Fe and Ni which are electronically analogous to Mo and W 
respectively [24]. Nb in particular has attracted a considerable amount of attention due to its 
importance in electronics, nuclear and superconducting applications. Surprisingly, there is no 
study on the combined effects of high P and T on the electrical resistivity behaviour of virtually 
all the paramagnetic metals to date. In this study, investigation of the T-dependence of electrical 
resistivity of Nb at fixed P range 2-5GPa up to ~1900K was made. The experimental investigations 
of electrical resistivity of Nb at 1atm up to ~2000K measured by Tye [25] and up to ~1700K by 
Aisaka and Shimizu [4] will be compared with that measured in this study.  
5.1. Experimental Details 
The experiments were performed in a 1000-ton cubic press with pyrophyllite as the P- 
transmitting medium. Illustrated in Figure 5.1A, B and Figure 5.1C are the measurement technique 
and the cubic P cell design, respectively. The sample pressure was determined from hydraulic oil 
P using prior unpublished calibrations similar to those previously described [26, 27]. The 
dimensions of the Nb wire (99.99% purity, Alfa Aesar) were 0.51mm in diameter and 1.78mm in 
length. The welded junctions of the Pt-Pt10%Rh thermocouples, which also served as 4-wire 
electrodes, were in direct contact with the ends of the wire sample. Both the thermocouples and 
the sample were contained in a ceramic (Al2O3) tube. The sample length was 0.05mm longer than 
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the Al2O3 sample container which provided good thermocouple/electrode-sample contact. The 
Al2O3 sample container was contained in a boron nitride (BN) sleeve and a cylindrical graphite 
sleeve next to and outside the BN acted as a heat source when a high alternating current was passed 
through it.  A cylindrical zirconia (ZrO2) sleeve and two ZrO2 disks, placed as shown in Figure 
5.1C, provided thermal insulation.  
 
Figure 5.1. Schematic drawing of two modes (resistance (A) and temperature (B)) of 
measurement. (A) Four–wire probe design, showing the current polarity switch and the voltmeter 
for measuring the voltage drop across the sample. (B) Thermocouples measuring the temperature 
on top and bottom of the sample. (C) Exploded view (SolidWorksTM ) of the 1 inch edge length 
high-pressure cell with the components parts.   
 
A cubic press with three pairs of opposing anvils in mutually orthogonal directions is 
normally limited to two cube faces to make resistivity measurements at high P and T conditions.  
Using one pair of cube faces dedicated to the heater, and another pair needed for T measurement, 
a straightforward 4-wire electrode resistivity system was not possible.  Adopted approach to this 
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limitation was to use the thermocouples as T sensors in one mode of measurement and 4-wire 
electrodes in another mode. A switched circuit passed a constant direct current of 0.2A (Keysight 
B2961A power source) through the Pt leads and sample while measurement of the voltage drop 
was made using the Pt10%Rh leads with the mode switch in resistance mode (Figure 5.1A). In T 
mode, the thermocouple EMF’s at the top and bottom of the sample were used to measure T (Figure 
5.1B). Systematic errors in the voltage drop across the sample from the thermoelectric voltage 
between the sample and the electrodes were corrected by reversing the current direction with the 
use of a polarity switch. The mean value of the measured voltages in both current directions was 
computed at each T in an interval of 50K. A data acquisition meter (Keysight 34470A), operating 
at a frequency of 20Hz with 1µV resolution, was used to record measurements. The softening of 
the sample and the electrodes at high T ~700K reached in the preheating cycle, provided a good 
sample-electrode contact which minimized, if not eradicated, the effect of contact resistance. 
The sample resistance was calculated using Ohm’s law, 
V
R
I
  , where R is resistance, V 
is voltage drop and I is current. The sample resistivity , was calculated by incorporating the 
recovered sample geometry into Pouillet’s law, 
RA
l
  , where l and A are sample length and 
cross-sectional area, respectively. The recovered P cell was ground in a direction parallel to a radial 
axis of the cylindrical graphite heater to expose the middle section of the sample. Using a 
microscope (Nikon SMZ2800), the length and diameter of the exposed sample were carefully 
measured at several locations. Using a JEOL JXA-8530F field-emission electron microprobe with 
an accelerating voltage of 20kV, a probe current of 50 nA, and a spot size (~100 nm) beam, 
analyses of the chemical composition of the recovered sample and electrodes were determined by 
wavelength dispersive X-ray spectroscopy. 
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5.2. Results and Discussion 
The microprobe analyses of the recovered sample as shown Figure 5.2 gave evidence that 
the sample was not contaminated either by the electrode/thermocouple or sample container. After 
exposure to high P and T, there are typically small but significant differences in the geometry of 
successive sample assemblies even though measurements were made with one type of P-cell 
design. Careful inspection of the recovered sample and measurement of the geometry was made 
for each sample.  
 
Figure 5.2. Back scattered electron image of a sample recovered from 5GPa, 1500K along with 
tabulated electron microprobe results of probe points 6-15 (“ND” is “not detectable”). The 
thermocouple/electrodes were Pt and Pt10%Rh. The width of the Nb sample is ~0.5mm. 
 
As shown in Figure 5.3, the resistivity increase with T and decrease with P can been 
accounted for in the context of P and T effects on phonon-induced s-d scattering processes [5]. 
The electronic configuration of Nb, Kr4d45s1, demonstrates that 4d band of Nb is unfilled and as 
such with increasing T, the high mobility s electrons undergo both s-s and s-d scattering processes. 
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The effective mass of d-electrons is greater than the s-electron mass and because of the high N of 
the d band, the probability of s-d scattering dominates. Thus, metals with unfilled d bands generally 
have higher resistivity than filled d band metals. The T-dependence of resistivity at fixed P up to 
5GPa in this study is compared with 1atm data of Nb [25], with behavior of the minus group,  and 
that of W [4], with behavior of plus group, over the entire T-range plotted in Figure 5.3. From the 
change in concavity of (T) in Figure 5.3, it is obvious that the T-dependent resistivity of Nb at 
fixed P undergoes a transition from the minus group  to  plus group behavior in the mid-T range. 
The transition may be understood in terms of the P effect on the Fermi surface of Nb and the 
relative position of s and d bands with respect to the Fermi level. Under the influence of P, the 
anisotropy in the P derivative of Fermi surface of Nb [18] causes deformation that render it 
comparable to the Fermi surface of the plus group at ambient conditions [2]. Also the relative 
separation of the s and d bands from the Fermi surface at reduced volume creates a meta-stability 
in the upper and lower band with its associated Fermi level position. With increasing T, the in-
balance in chemical potential between sub-bands increases and eventually the system finds an 
equilibrium position which leads to electron redistribution and relative movement of the Fermi 
level. This re-positions the Fermi level to a region of the minimum in the N function. Hence at 
high P and T above the transition T, the electronic structure of Nb mimics that of the plus group at 
ambient conditions which is characterized by a deformed Fermi surface with a Fermi level position 
in the region of the minimum in the N function. The transition observed is thus an electronic 
transition. 
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Figure 5. 3. Temperature dependence of electrical resistivity of Nb at fixed pressures compared 
with 1atm data of Nb by Tye [24] and W by Aisaka, and Shimizu [5].  
 
The P-dependence of the transition temperature shown in Figure 5.4 has a negative slope. 
It is not clear from the P-range studied if this slope should continued back to 1atm. On the other 
hand, it appears the concavity of the 1atm changes with T and in the 1400-1500K region, the slope 
of resistivity vs T appears nearly constant. The insert illustrates that, assuming a constant P-
dependence of the transition T above 2GPa, Nb will transform to the plus group at P ~27GPa and 
at room T. This implies that the P effect alone at room T is enough to create an unstable state in 
the electronic structure of Nb capable of causing electron redistribution and consequently a shift 
in Fermi level position.   
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Figure 5.4. Pressure dependence of minus to plus group transition temperature in Nb. Insert is the 
least square fit of the pressure dependence extrapolated to room temperature.   
 
 
As expected, the resistivity of Nb decreases with increasing P in the solid state as shown 
by the P-dependence of resistivity at three different isotherms plotted in Figure 5.5. Investigation 
of electrical resistivity of Nb as a function of P and T by Neve et al. [32] in the region of (273-
313) K and (0-1) GPa appears to be the only available data on the electrical resistivity of Nb at 
combined P and T conditions. The P-coefficient of resistivity of these data, computed from the 
resistance measurement of Neve et al. [32], using a geometric factor which was calculated using 
the resistance data in conjunction with the corresponding 1atm resistivity value as measured by 
Tye [24], compared well with the result computed at 300K as shown in the insert in Figure 5.5. 
Nb 
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The determined values of the P-coefficient of resistivity,  (
𝜕 𝑙𝑛 ρ
𝜕 𝑃
)
𝑇
, at 300K, 1200K and 1500K 
isotherms are (-0.0563 + 0.014)GPa-1, (-0.11 +  0.002 )GPa-1 and (-0.095 + 0.005)GPa-1 
respectively. Comparison of these values with the same parameter calculated using the relationship 
derived by Stacey and Anderson [28] was made: 
(
∂ ln ρ
∂P
)
T
=  
− 2(γ−1 3⁄ )
KT
        (1) 
 
Figure 5.5. Pressure dependence of electrical resistivity of Nb in the solid state along the 1500K 
1200K and 300K isotherms. The calculated slopes for the pressure coefficient of resistivity of the 
fitted lines are (dln/dP)T at 300K, 1200K and 1500K are (-0.056 + 0.014)GPa-1 GPa-1, (-0.11+ 
0.002) GPa-1 and (-0.095+ 0.005) GPa-1 for the respectively isotherms. Data at 1 atm are from Tye 
[24]. The insert is resistance data from Neve et al. (1983) normalized to resistivity value from Tye 
[24] at the corresponding T. The computed slopes for the Neve data at 295K and 310K are -0.017 
+ 0.0009 GPa-1 and -0.015 + 0.0017GPa-1 respectively.  
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where 𝐾𝑇 is the isothermal bulk modulus and γ is the Grüneisen parameter. Using a KT value of 
174GPa at room T and applying a T-derivative of KT of -0.06GPa K
-1, derived from an in-situ x-
ray diffraction study [29], KT was calculated at isotherms 300K, 1200K and 1500K to be 156GPa, 
102GPa and 84GPa respectively. Using a value for γ of 1.35 for Nb at room T [30], which would 
not differ much at higher temperatures considering that γ is almost constant at high T above the 
Debye T [30], calculated values were -0.013 GPa-1, -0.020 GPa-1 and -0.024 GPa-1 for the 300K, 
1200K and 1500K isotherms for (dlnρ/dP)T respectively. The experimentally determined and 
calculated values at 300K are fairly comparable. However, at 1200K, the experimentally 
determined value is higher than predicted by a factor of approximately 5. This might be caused by 
the influence of the electronic transition from the minus group to plus group as 1200K isotherm is 
within this region. Alternatively, the errors in values used for KT and γ may also increase at high 
T leading to inaccuracy in the calculated values. 
In a metal, the propagation of electrons carries heat energy along with charge and hence 
the electronic thermal conductivity of a metal can be determined through its electrical resistivity 
using the Wiedemann-Franz law [31], 𝑘𝑒 =
𝐿𝑇
𝜌
, where L is the Lorenz number. The contribution 
of the electronic thermal conductivity in a metal dominates over the phonon contribution in the 
total thermal conductivity at high T above the Debye T, therefore understanding the total thermal 
conductivity largely depends on understanding the electronic component. Direct measurements of 
the total thermal conductivity at high P,T are desirable, however, the experimental challenges 
make this difficult. Thus, its indirect determination through resistivity measurements is preferred. 
Using the Sommerfeld value of L, the T-dependence of ke of Nb at four P values were determined 
as shown in Figure 5.6. Results of ke determined from this study were compared with that 
calculated using the 1atm electrical resistivity data of Tye [24] and the Sommerfeld value of L. 
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The electronic thermal conductivity increases with increasing T up to the electronic transition T 
for all P investigated. However, above the transition T, ke remains constant with increasing T at 
2GPa but ke has an increasingly negative slope with T at P above 2GPa. Plotted in Figure 5.6 for 
comparison are the recommended values of total thermal conductivity, ktotal, at 1atm from 
experimental studies as collected in Touloukian [33]. The 1atm experimental values of ktotal are 
higher than the values of ke calculated from 1atm electrical resistivity data using the Wiedemann-
Franz Law. This suggests that the Sommerfeld value of L is valid for Nb for this T-range.  
 
Figure 5.6. Temperature dependence of the thermal conductivity at 2-5GPa. The electronic 
component (ke) was calculated from the electrical resistivity data using the Wiedemann-Franz law 
and the Sommerfeld value of the Lorenz number. Comparison is made with the electronic thermal 
conductivity based on resistivity data at 1 atm from Tye [24] and with the total thermal 
conductivity (ktotal) from experimental measurements reported in Touloukian [36].  
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The P-dependence of ke is plotted at 300K, 1200K and 1500K isotherms as shown in Figure 
5.7.  The P-coefficient of ke increases with increasing P up to 5GPa reached in this study. P-
coefficient of  𝑘𝑒,  (
𝜕 𝑙𝑛 𝑘𝑒
𝜕 𝑃
)
𝑇
of 0.051 + 0.015 GPa-1, 0.105 + 0.001 GPa-1, and 0.095 
+ 0.004 GPa-1 were determined for 300K, 1200K and 1500K isotherms respectively, as shown in 
Figure 5.7. These values were compared with the same parameter calculated using the relationship 
derived by Bohlin [59] given in Eqn (2), which is similar to Eqn 1 for electrical resistivity: 
(
𝜕 𝑙𝑛 𝑘𝑒
𝜕𝑃
)
𝑇
=  
(2𝛾−1 3⁄ )
𝐾𝑇
             (2) 
 
Figure 5.7. P-dependence of thermal conductivity of Nb at 300K, 1200K and 1500K isotherms. 
The calculated slopes for the pressure coefficient of electronic thermal conductivity ke, (dlnρ/dP)T  
are (0.051 + 0.015) GPa-1, (0.105 + 0.001) GPa-1 and (0.095 + 0.004) GPa-1 for the respective 
isotherms. Data at 1atm are from Tye [24]. 
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Values of 0.015GPa-1, 0.023GPa-1 and 0.028GPa-1 were caluclated for 300K, 1200K and 1500K 
isotherms respectively. The predictions of (𝜕 𝑙𝑛 𝑘𝑒 / ∂ P)T  by Eqn (2)  for  the 300K, 1200K and 
1500K isotherms are in reasonable agrrement but lower than the experimental vlaues by ~30%, 
22%, and 30%, respectively.  
5.3. Conclusions 
The T-dependence of electrical resistivity of Nb in the solid state up to ~1900K has been 
investigated up to 5GPa. At fixed P, the T-dependence of electrical resistivity undergoes an 
electronic transition from the minus group to the plus group with increasing T. The transition T 
decreases with increasing P. The extrapolated value of the electronic transition T versus P, suggests 
that Nb will transform from a minus group metal to a plus group metal at room T at ~27GPa. The 
electrical resistivity decreases as a function of P on any given isotherm, as expected. These findings 
are interpreted in terms of the effects of P and T on the Fermi surface and displacement of the 
relative position of the s and d bands to the Fermi level position. The electronic thermal 
conductivity was calculated using the Wiedemann-Franz law using the Sommerfeld value of the 
Lorenz number. . The T-dependence of ke increases with increasing T up to the transition T at all 
fixed P. However, above the transition T, ke remains constant with increasing T at fixed 2GPa but 
at higher P, ke has an increasingly negative slope. The P-dependence of ke increased with increasing 
P up to 5GPa reached in this study.  
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Chapter 6: Conclusion 
6.0 General Conclusion 
The electrical resistivity of high purity Cu, Zn and Co has been measured at pressures (P) 
up to 5GPa in a large volume press and at temperatures (T) up to ~200K into the liquid phase. 
Solid state electrical resistivity of Nb was also measured at P up to 5GPa and at T up to ~1900K. 
The results are summarised below: 
 Cu resistivity decreases along the melting boundary 
 Zn resistivity is constant along the melting boundary 
 Co resistivity is constant along the melting boundary  
 Nb undergoes an electronic transition at high T that decreases as P is increased.  
The experiments utilized a four-wire technique and polarity switch. Comparisons with 
1atm studies were generally in good agreement. Using the Wiedemann-Franz law with the 
Sommerfeld value for the Lorenz number, electronic thermal conductivity (ke) was calculated from 
resistivity data for each of the four metals. 
6.1 Filled d-band Metals: Cu and Zn 
The electrical resistivity at the melting T of Cu decreased as a function of P up to 5GPa in 
contrast to theoretical prediction of resistivity invariance [1] along its melting boundary. In Cu, 
the distance of separation between the d-band and the Fermi level (𝐸𝑓𝑑) increases with increasing 
P. Although, the onset of melting is accompanied with a change from long to short range structural 
order which is manifested in the abrupt change in electrical resistivity, 𝐸𝑓𝑑  is unaffected by the 
melting process. This suggests that in addition to the normal antagonistic effects of P and T on 
resistivity, the effect of P on 𝐸𝑓𝑑 at the melting boundary could explain the decreasing resistivity 
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of Cu with increasing P along the melting boundary as observed in this study. The calculated ke 
increased with increasing P both in the solid and liquid state. However, at fixed P, ke decreased 
with increasing T in the solid state and increased with increasing T in the liquid state.  
The electrical resistivity of Zn remained constant along the melting boundary up to 5GPa. 
These findings were interpreted in terms of the antagonistic effects of P and T on the electronic 
structure of liquid Zn. The Fermi surface of Zn extends to the third Brillouin zone which results in 
a complex Fermi surface. The Fermi level of Zn is located within the filled d-band in contrast to 
Cu with its d-band located below the Fermi level. Owing to the complexity of the Fermi surface 
of Zn, an s-d hybridized network is formed. From the effects of P and T on the s-d hybridization, 
spin-orbit splitting, amplitude of phonon vibration and Fermi surface topology, the respective 
resistivity decrease and increase with P and T appear to compensate each other at the melting 
boundary as predicted [1]. The ke of Zn increased both in the solid and liquid state. However, with 
increasing T, ke decreased in the solid state and increased with increasing T in the liquid state. 
The resistivity of Zn and Cu along their respective melting boundaries behaves differently 
even though they both have filled 3d-band states. This suggests that the criterion for electrical 
resistivity invariance cannot be only ascribed only to the state of filling of d-band as theories 
suggested. The position of the d-band relative to the Fermi level and the complexity of the Fermi 
surface and its volume relationship with the Brillouin Zone appears to play a role. These factors 
will determine if the d electrons will hybridize with the conduction s electrons as in the case of Zn 
or unhybridize in the opposite case of Cu. The P effect on the electrical resistivity of metals with 
a filled d-band at the melting boundary appears to be dictated by the presence of s-d hybridization 
or non s-d hybridization around the Fermi surface. In the hybridized case of Zn, it is expected that 
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increasing P would lead to increasing hybridization hence increase resistivity. However, in non-
hybridized case of Cu, increasing P leads to increasing 𝐸𝑓𝑑  and hence a decrease resistivity.   
6.2 Unfilled d-band metal: Co 
The electrical resistivity of Co measured up to 5GPa demonstrated that its resistivity also 
remained constant along its melting boundary similar to Zn. This was interpreted in terms of the 
cancelling effects of the reduction in the amplitude of lattice vibrations with increasing P, tending 
to decrease resistivity, and the P-induced increase in d-resonance bringing the Fermi level closer 
to the d-resonance energy, which tends to increase resistivity. T seems to have little effect on the 
electronic structure of Co on melting. These results disagree with the prediction of the revised 
theory by Stacey and Loper [2] and tend to favor the earlier theory by Stacey and Anderson. 
However, the assumption made by Stacey and Anderson on the mobility of d-electrons being 
comparable to s electrons disagrees with theories which accounted very well for the electrical 
resistivity of unfilled d-band liquid transition metals through d-resonance scattering in the 
modified Ziman nearly free electron model. The calculated ke from resistivity data showed an 
increasing trend with increasing P both in the solid and liquid state, but upon T increase, ke 
decreases in the solid and increases in the liquid state. 
6.3 Nb 
The electrical resistivity of solid Nb was measured up to ~1900K and 5GPa. The expected 
resistivity decrease with P and increase with T was observed. However, at fixed P, an electronic 
transition from the ‘minus group’ to ‘plus group’ was observed in the T-dependence of resistivity 
at high T. The transition was discussed in terms of the effects of P and T on the electronic band 
structure of Nb. It is likely that P causes a metal-stable state in the spin sub-bands of Nb by 
increasing separation of the s and d bands relative to the Fermi level. At fixed P and with increasing 
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T, the meta-stability increases and eventually leads to redistribution of electrons in an attempt to 
achieve a stable chemical potential. The position of the Fermi level changes from its initial position 
in a region of high density of states to a position in a region of low density of states as electrons 
are redistributed. With P effect also causing anisotropy in the Fermi surface of Nb due to the 
differences in the compressibility of Fermi surface components combined with the new position 
of the Fermi level in the region of low density of density, the conditions allow for Nb to transition 
to a similar electronic structure at ambient conditions of the ‘plus group’ metals. Hence, at high P 
and T, Nb behaves like the ‘plus group’ metals with a concave T- dependence of electrical 
resistivity at 1atm.   
6.4 Implications for the Thermal Conductivity of the Earth’s Inner Core Boundary 
From the T-dependence of electrical resistivity of liquid state Co at fixed P range up to 
5GPa from this study, the results demonstrate invariance in the electrical resistivity along the Co 
melting boundary. Since Fe is an electronic analog of Co, this could imply that the ktotal of the ICB 
may be similar to kFe at 1 atm at the melting point of ~33 Wm
-1K-1 [3, 4]. This agrees with the 
result of direct measurement of solid Fe by Konôpková et al. [5] which placed the ktotal of the 
Earth’s core near the low end of previous estimates at (18-44)Wm-1K-1.  A low value of kcore implies 
that the age of the inner core may be old and that the geodynamo may have had an energy source 
from compositionally-induced convection since the birth of the inner core. In addition, thermal 
convection may have played a role in sustaining the geodynamo before the birth of the inner core. 
6.5 Future Work 
The electronic structure of Ag and Au are similar to that of Cu with a neck feature on their 
individual Fermi surfaces making contact with the Brillouin Zone boundary. Previous 
experimental work demonstrated that with increasing P, 𝐸𝑓𝑑 increases in Ag similar to that of Cu 
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[6]. No such experiment was found in literature for the case of Au. However, considering the 
similarity in the electronic structure of Cu, Ag and Au, it is expected that the Fermi surface of Au 
would be similar. Hence, the electrical resistivity of Ag and Au along their melting boundaries 
should be investigated, for comparison with the results of Cu. This will help in the classification 
of the electrical resistivity of these metals on their melting boundary in relation to their electronic 
character.   
Zn and Cd have similar electronic structure whose Fermi surfaces extend beyond the first 
Brillouin Zone. Investigation of the electrical resistivity of Cd along its P-dependent melting 
boundary would also be helpful in classification of the electrical resistivity of these metals on their 
melting boundary in relation to their electronic character.  
Ultimately, the electrical resistivity of Fe along its P-dependent melting boundary should 
be investigated which will help in the estimation of the ktotal of the ICB of the Earth.  
Finally, the electrical resistivity of the ‘minus’ and ‘plus group’ paramagnetic metals 
should be investigated at high P and T conditions to further characterize their electron-electron, 
phonon-electron relationship and the phase state of these metals. Specifically, the prediction in the 
current work that Nb will behave as a ‘plus group’ metal at P higher than 27GPa should be tested. 
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 Appendix 1– Cell Design 
 
 
 A1.1 Schematic drawing of cube section with components parts.  
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Appendix 2– Microprobe Results 
 
 
A2.1. Back scattered electron images of recovered Cu at 2GPa and ~1600K, alongside tabulated 
microprobe results.  T.C. is thermocouple. 
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A2.2. Back scattered electron images of recovered Cu at 3GPa and ~1750K, alongside tabulated 
microprobe results.  
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 A2.3. Back scattered electron images of recovered Zn at 3GPa and ~1050K, alongside tabulated 
microprobe results.  
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A2.4. Back scattered electron images of recovered Zn at 4GPa and ~950K, alongside tabulated 
microprobe results.  
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A2.5. Back scattered electron images of recovered Co at 2GPa and ~1950K. T.C position is located 
at the center above the top end of the sample.  
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A2.6. Tabulated microprobe results for Co recovered at 2GPa and ~1950, back scattered image is 
shown in appendix 5.  
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A2.7. Back scattered electron images of recovered Co at 3GPa and ~2000K, alongside tabulated 
microprobe results. T.C is located 0.1mm away from the center above the top end of the sample. 
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A2.8. Back scattered electron image of recovered Co at 3GPa and ~2000K, alongside tabulated 
microprobe results. T.C is located 0.05mm away from the center above the top end of the sampl
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