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The Lindblad equation is commonly used for studying quantum dynamics in open systems that
cannot be completely isolated from an environment, relevant to a broad variety of research fields, such
as atomic physics, materials science, quantum biology and quantum information and computing.
For electrons in condensed matter systems, the Lindblad dynamics is intractable even if their mutual
Coulomb repulsion could somehow be switched off. This is because they would still be able to affect
each other by interacting with the bath. Here, we develop an approximate approach, based on
the Hubbard-Stratonovich transformation, which allows to evolve non-interacting Fermions in open
quantum systems. We discuss several applications for systems of trapped 1D Fermions showing
promising results.
I. INTRODUCTION
Decoherence, dephasing and dissipation in large open
quantum systems are important phenomena in a broad
variety of fields, such as nonadiabatic processes in chem-
istry and materials science, [1–7], quantum biology [8, 9]
and quantum information [10, 11]. They are commonly
described using the concept of the density matrix (DM),
which generalizes the notion of a wave function as the
quantum state descriptor. Despite great success in
atomic physics, DM approaches have not found extensive
application in the field of large electronic systems, except
in cases of small systems, where it is sufficient and pos-
sible to address only a small number of electronic states
[12–18]. For describing the quantum dynamics of open
systems having a large number of electrons and electronic
states a different approach is probably needed. Here, it
is natural to consider time-dependent (current) density
functional theory (TDDFT), based on the Runge-Gross
(RG) theorem [19] which simplifies the treatment of the
dynamics of interacting electrons by mapping them onto
non-interacting Fermions. Extensions of the RG theorem
to open systems have indeed appeared [20–24], but the
follow-up progress has yet to be achieved, and the main
cause for delay is the fact that non-interacting Fermions
develop an interaction through the coupling with the
bath.[25].
In this paper, we develop a method to describe the DM
time evolution of non-interacting Fermions (Section II) as
they are coupled to an external bath. We work within
the Lindblad formalism [26–29], which is useful for de-
scribing Markovian open system dynamics.. The method
makes use of the unraveling procedure, which transforms
the Lindblad equation on the DM into a random walk
in wave functions space. The effective Fermion-Fermion
interactions induced by the bath are converted into addi-
tional random-walk terms. Applications of the method,
first to an analytically solvable model and then to a sys-
tem of trapped 1D Fermions in a double-well are given
in Section III. We believe, that the present development
forms a significant stepping stone for applying TDDFT
to the study of the dynamics of open electronic systems
in the future.
II. FERMION UNRAVELING
The density matrix (DM) operator ρˆ represents the
quantum state of a system, open or closed, generalizing
the concept of a pure wave function. It can be written in
terms of its eigenvalues ws and eigenfunctions Φs as
ρˆ =
∑
s
ps |Φs〉 〈Φs| (1)
and the eigenvalues ps being the probability for the
system to be in state Φs. Clearly the DM must be
Hermitean, positive-definite (ps > 0) and unit-traced
(
∑
s ps = 1). If Oˆ is an operator corresponding to an ob-
servable property, then the expectation value of its mea-
surement is expressed neatly as a trace: O = tr
[
ρˆOˆ
]
=∑
s ps
〈
Φs
∣∣∣Oˆ∣∣∣Φs〉. In any time-dependent process, the
DM evolution is determined by an equation of motion
which must preserve its trace, its Hermiticity and its
positivity. The most general “Markovian” equation of
motion that respects these basic tenants is the so-called
Lindblad-equation [26, 28–30]:
˙ˆρ (t) = − i
~
[
Hˆ, ρˆ
]
+Dρˆ (t) (2)
where Hˆ = Hˆ† is the Hermitean effective Hamiltonian
and the dissipative part, which is of the form:
Dρˆ =
(
LˆαρˆLˆα† − 1
2
Lˆα†Lˆαρˆ− 1
2
ρˆLˆα†Lˆα
)
(3)
where Lˆα are Lindblad operators (α = 1, 2, . . . , NL and
we adopt the Einstein convention that repeated dummy
indices get summed). These equations of motions are
supplemented by an initial condition ws (0) and Φs0 at
t = 0.
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Figure 1. The time-dependent total displacement Xt, total momentum Pt, total energy Ht and total kinetic energy Tt transients
for 8 non-interacting Fermions in the Harmonic trap of Section IIIA, starting from the pure state ρˆθ = |Φθ〉 〈Φθ| with θ = pi/4.
The Xt and Pt panels show analytical transients (Eq. (18)) as dashed lines while the calculated results of 10 independent runs
(each having 160 trajectories) are shown as symbols. The Ht and Tt results are depicted as statistical error bars centered on
the average over the 10 runs. The computed results shown in the left and right panels are based on different time steps ∆t and
number of HS iterations NHS .
For many-body systems, working with the DM is diffi-
cult, if not impossible and therefore unraveling proce-
dures [31–34] were developed where the DM is repre-
sented as an expected value involving random wave func-
tions Φ (t)
ρˆ (t) = E
{ |Φ (t)〉 〈Φ (t)|
〈Φ (t) |Φ (t) 〉
}
. (4)
Each of the these states, Φ (t) start from a randomly
selected initial state Φs0 with probability ws and is then
evolved separately in time according to the following non-
linear stochastic Schrï¿œdinger equation:
dΦ (t) =
[
− i
~
Hˆdt (5)
+
((
〈Lα〉∗t −
1
2
Lˆα†
)
dt+ dwα
)
Lˆα
]
Φ (t)
where dwα are independent Wiener processes with
E
[
dwαdwβ
]
= δαβdt and 〈Lα〉t ≡ 〈
Φ(t)|Lˆα|Φ(t)〉
〈Φ(t)|Φ(t) 〉 [34] or
〈Lα〉t =
Re〈Φ(t)|Lˆα|Φ(t)〉
〈Φ(t)|Φ(t) 〉 . [32] This equation is much eas-
ier to handle than Eq. (2) since it involves only the wave
function. But this comes with a sizable price tag: a non-
linear Schrï¿œdinger equation combined with stochastic
noise.
The unraveling procedure given above applies to all
Lindblad equations, in particular for non-interacting
Fermion systems, where the effective Hamiltonian and
the Lindblad operators are one-body operators:
Hˆ =
∑
n
hˆ (n) (6)
Lˆα =
∑
n
ˆ`α (n) (7)
where
hˆ =
pˆ2
2m
+ V (xˆ) , (8)
is a single electron Hamiltonian ( ˆh (n) is this Hamiltonian
applied for electron number n). One notices that the
3term Lˆα†Lˆα =
∑
nm
ˆ`α† (n) ˆ`α (m) appearing in Eq. 5
is a two-body operator and thus the unraveling of non-
interacting electrons is essentially an interacting electron
problem.
We make progress here through the Hubbard-
Stratonovich transformation [35, 36], e−
1
2 Rˆ
2dt ∝∫∞
−∞ e
− η22dt eiRˆηdη which converts Eq. (9) into a new equa-
tion involving a 3-component Brownian (Wiener) motion:
dΦ (t) = − i
~
(
Hˆdt− i
(
dHˆR + dHˆC + dHˆS
))
Φ (t) (9)
where:
dHˆR ≡ −~
[〈Lα〉∗t dt+ dwα + iduα] Rˆα (10)
dHˆS ≡ −~
[〈Lα〉∗t dt+ dwα + dvα] iSˆα (11)
dHˆC ≡ ~
∑
α
Cˆαdt (12)
where Rˆα = Re
[
Lˆα
]
and Sˆα = Im
[
Lˆα
]
, Cˆα =
i
[
Rˆα, Sˆα
]
−
are three Hermitean one-particle operators
(so that Lˆα†Lˆα = RˆαRˆα+SˆαSˆα+Cˆ) and where like dwα,
also duα, dvα are each a Wiener processes i.e. a random
number drawn from the normal distribution with mean
zero and variance dt. There is, however, an important,
delicate, point here: for each dwα we must sample duα
and dvα many times so as to enable an accurate calcula-
tion of 〈Lα〉t. Hence, the algorithm we use to evolve the
DM of non-interacting Fermions is as follows:
1. Assume we have the Slater wave function Φ (t) =
det [φ1 (t) · · ·φN (t)] and the expected values Lα (t).
2. Propagate from t→ t+ dt:
(a) Sample dwα.
(b) Holding dwα fixed, we sample duα and
dvα NHS times and for each pair of such
values we propagate in time Φ (t) to a
new Slater wave-function Φ(k) (t+ ∆t) =
det
[
φ
(k)
1 (x1) · · ·φ(k)N (xN )
]
φ(k)n (t+ ∆t) = e
− i~ (hˆdt−i(dhˆR+dhˆC+dhˆS))φn (t) (13)
for k = 1, . . . , NHS .
(c) Generate from Φ(1), . . . ,Φ(NHS) the one-
particle density matrix ρ1 (r, r′) and diagonal-
ize it:
ρ1 (r, r
′) =
∑
n
w˜nφ˜n (r) φ˜n (r
′)∗ , (14)
(where w˜1 ≥ w˜2 ≥ w˜3 . . . ). Now select the
first eigenfunctions φ˜n of ρ1 and form from
them the Slater wave function to be used
as the wave function for the next time step
Φ (t+ dt) ≡ det
[
φ˜1 · · · φ˜N
]
. We note that
Φ (t+ dt) is the single determinant wave func-
tion which reproduces the one-body DM ρ1as
close as possible. The initial state and the
expected values for the Lindblad operator to
be used in the next iteration will thus be be
calculated as:
〈Lα〉t+dt =
N∑
n=1
〈
φ˜n
∣∣∣ˆ`α∣∣∣ φ˜n〉 . (15)
The last step of the algorithm involves collapsing the
Hubbard-Stratonovich step into a Slater wave function
having a similar one-body density matrix. This step can
be generalized and one can retain a wave function which
is a linear combination ofQ ≥ 1 determinants that yield a
similar one-body density matrix. In principle, one needs
to take Q→∞ but in practice we should check that the
calculation is converged with respect to Q. In the present
paper we do not attempt to converge the calculation re-
sults with respect to Q. In many applications the system
is driven to its thermal equal
III. APPLICATIONS TO TRAPPED 1D
FERMIONS
To demonstrate the validity of the method we report
calculations on systems of N non-interacting spin-up
Fermions of mass m = 1me (atomic units are used in
all reported numerical results) trapped in a 1D potential
V (x) (see Eq. (8)) and using only one Lindblad operator
ˆ`≡
√
mω`γ
2~N
(
xˆ+
i
mω`
pˆ
)
(16)
to be used in Eq. (7). Note that ˆ` is the lowering
ladder operator for a harmonic oscillator of frequency
ω`(although it is a still also Fermionic operator). In
the results shown below, we use ω` = 1Eh/~ and γ =
0.2Eh/~ and N = 8 Fermions. The calculation were car-
ried out using a high-order numerical implementation of
the algorithm depicted in the previous section, where the
single particle wave functions and operators were repre-
sented on a Fourier grid and the non-unitary time prop-
agation was performed using a high-degree interpolating
polynomial in the Newton form.[37, 38]
A. Validation: Fermions in an harmonic trap
To demonstrate the validity of the method we apply it
to a system of N = 8 Fermions having the Hamiltonian
4of Eq. (8) with a Harmonic potential
V (x) =
1
2
mω2x2, (17)
ω = ω` = 1Eh/~.
In this case, the expectation values of the total displace-
ment Xt =
〈∑N
n=1 xˆn
〉
t
and total momentum Pt =〈∑N
n=1 pˆn
〉
t
can be determined analytically directly from
the Lindblad equation:
Xant =
(
P0 cosωt+
P0
mω
sinωt
)
e−
γ
2 t (18)
P ant = (P0 cosωt−mωX0 sinωt) e−
γ
2 t. (19)
These trajectories are dependent only on the initial val-
ues of the total displacement X0 and momentum P0 and
not explicitly on the number of electrons N or on other
properties of the initial state. In our demonstration we
start from a pure state which is taken as the a non-
stationary Slater wave-function
Φθ =
1
N !
det [ψ1 (x1) · · ·ψN−1 (xN−1)ϕθ (xN )] (20)
where {ψn (x)}N+1n=1 are the N + 1 lowest energy single-
particle eigenstates (so-called molecular orbitals (MO))
of hˆ, and
ϕθ (x) = ψN (x) cos θ + ψN+1 (x) sin θ (21)
is a linear combination involving the highest occupied
MO (HOMO) ψN (x) and the lowest unoccupied MO
(LUMO) ψN+1 (x). The angle θ is taken as pi/4, ex-
pressing an equal weight of these two orbitals.
In Fig. 1 we show the analytical trajectory and the re-
sults of 10 independent runs, each based on Ntraj = 160
trajectories. The results in the left panel use a time step
of ∆t = 1~/Eh each employing NHS = 10 HS iterations
while in the right panel ∆t = 0.25~/Eh and NHS = 80.
It can be seen that the numerical results follow closely
the analytical trajectories, with somewhat improved per-
formance for the smaller time step and more intensive
Hubbard-Stratonovich sampling. The total and kinetic
energies for the trajectories decay to a finite value as t
grows. The asymptotic values for the total and kinetic
energies are pushed closer to their ground state values
(which, for this system are E = 32Eh and T = 16Eh
respectively) as we reduce ∆t and increase the number
of HS iterations.
A closer look into the accuracy of the dynamics is given
in Fig. 2, where the the 75% confidence intervals (CIs) for
the difference Xt −Xant are given at two times, namely
t = 23~/Eh and t = 25~/Eh as a function of NHS and for
two times-steps ∆t. For NHS < 8 the results show ex-
plicit bias since the error bars ofNHS ≥ 8 are almost non-
overlapping with those of NHS < 8. For NHS > 8 the
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Figure 2. 75% confidence intervals for the difference be-
tween the estimated and analytical displacements at two dif-
ferent values of t as a function of the number NHS of HS
iterations, for the harmonic system of Section IIIA. Two
time steps are considered: ∆t = 0.25~/Eh (top panel) and
∆t = 0.125~/Eh (bottom panel). The confidence intervals
are based on the calculated results from 10 independent runs
each having Ntraj = 160 trajectories.
main effect of NHS is reduction of the error bars (namely
improved sampling removes noise). Even for NHS > 8
the confidence intervals do not include the exact result
(Xt − Xant = 0) showing that a bias exists due to an-
other source, namely the time-step error. Indeed, as ∆t
decreases from 1to 0.25 this bias decreases by this bias
decreases substantially. Hence the time time step error
is the main source of bias for NHS ≥ 8.
Note however that the correct value, namely Xt −
Xant = 0, will not be included in the CI’s when we in-
crease Ntraj due to the finite-NHS and finite-∆t errors
which are clearly noticeable and which can be system-
atically reduced by increasing NHS and by diminishing
∆t. The results seem converged with respect to NHS
once NHS > 10 (i.e. although increasing NHS lowers
the fluctuation, it does not chan, on the other hand, the
main source of bias is the size of the time step. Once
∆t < 0.25~/Eh the 99% confidence intercal cust the
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Figure 3. The time-dependent total displacement Xt, total momentum Pt, total energy Ht and total kinetic energy Tt transients
for 8 non-interacting Fermions in the double-well trap of Section III B, starting from a pure state ρˆθ = |Φθ〉 〈Φθ| with θ = pi/4
(left panels) and θ = pi/2 (right panels). The Xt and Pt panels show as symbols the calculated results of 10 independent runs
(each having 160 trajectories). The Ht and Tt results are depicted as statistical error bars centered on the average over the 10
runs and the blue dots are approximate transients computed from Eq. (23).
B. A double-well trap
As an application of the method, we study N = 8
Fermions in a double-well potential obtained by adding
to the Harmonic potential of Eq. (17) a Gaussian barrier
centered at the origin of coordinates:
V (x) =
1
2
mω2x2 + VBe
− x2
2σ2
B , (22)
VB = 8Eh, σB = 0.2a0.
In Fig. 3 we study the dynamics under similar conditions
of the previous section starting from two different initial
pure states ρˆθ = |Φθ〉 〈Φθ|. On the left panel the initial
state (θ = pi/4 ) involves a linear combination of HOMO
and LUMO and thus is not an eigenstate of Hˆ; therefore
a damped oscillation in X and P is observed, which is
accompanied by a gradual decrease in the frequency of os-
cillation. The energy of the system grows in time, as does
the kinetic energy, indicating that the bath is injecting
energy into the system, raising its temperature while at
the same time oscillations are damped due to dephasing.
On the right panel we show the transients corresponding
to θ = pi/2, in which the initial state is an excited eigen-
state of Hˆ (where the HOMO is replaced by the LUMO).
In an eigenstate there is no motion, so we observe no os-
cillations in X and T , and it can be supposed that any
energy injected by the bath into the system cannot not
stir up observable oscillation due to the dephasing effects
seen in the left panel. The energy here starts, at early
times to decrease but then at t = 11~/Eh it reverses and
starts ascending. The kinetic energy follows this trend,
indicating a tendency for the temperature to initial drop,
reach a minimum somewhat later than the total energy
at t ≈ 15~/Eh and then rise at later times.
We compare these transients to approximate transients
based the approximation that the population of state i is
given by:
n˙i (t) =
∑
j
[γijnj (1− ni)− γjini (1− nj)] , (23)
where γij =
∑
α
∣∣`αij∣∣2.[39] The populations ni enable
calculation of the energy and kinetic energy transients
shown as blue dots in Fig. 3. Consider first the right
panel. Here, the initial DM is diagonal so the blue dots
are close to the stochastic calculation, only deviating sig-
nificantly when coherences build up at around t = 5~/Eh.
While the two transients are close only at very early
times, they both indicate a non-monotonic behavior of
the energy, first cooling and then heating. For the ki-
netic energy too there is an agreement at early times
6where the system cools at first and then heats up. For
the left panel the initial state is not diagonal so the blue-
dot transient transient breaks off from the more accurate
calculation almost immediately. Again both the accurate
and the approximate transients agree qualitatively that
the system is heated by the bath.
IV. SUMMARY
In this paper we have introduced a new method for
treating the dynamics of non-interacting Fermions cou-
pled to an external bath. The main obstacle is the
effective inter-particle interactions. We have used the
Hubbard-Stratonovich transformation for reformulation
of the unraveled dynamics to include several types of
random walks (three for each Lindblad operator) which
together allow for sampling of the expected value of the
Lindblad operator at a given time. Between different
time-steps a linear combination of K Slater wave func-
tions, reproducing approximately the the reduced den-
sity matrix of the system is formed (in this work we set
K = 1). We have shown that this approach allows for ac-
curate reconstruction of the dynamics of non-interacting
Fermions in a Harmonic oscillator potential well, cou-
pled to a bath through a specific Lindblad operator. We
have also studied the dynamics of such Fermions in a
double-well system, where a non-monotonic behavior of
the energy can be seen when starting from an excited
eigenstate of the Hamiltonian.
This development has the potential of technically en-
abling a time-dependent density functional approach for
electron dynamics in open systems. Future development
is needed to assess the generality of the results presented
here, implement the option of using a many determi-
nant wave function (extending the method in this pa-
per where we “collapse” to a single determinant state af-
ter every time step) and apply the shifted contour tech-
nique for decreasing the Hubbard-Stratonovich statisti-
cal fluctuations.[40, 41] Finally, the combination of the
present development with stochastic orbital methods for
electronic structure is an exciting venue.[42–46]
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