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Nimeke
Aerosolit ja ilmasto: alueellisesta mallinnuksesta globaaliin mallinnukseen
Tiivistelmä
Ympäröivä ilmakehämme on fysikaalisten, kemiallisten ja dynaamisten prosessien palapeli. Jotkut palat, kuten
aerosolipartikkelit, ovat yksi iso tärkeä osajoukko, jolla on kyky vaikuttaa useampaan muuhun osajoukkoon
ja jotka sisältävät monimutkaisia takaisinkytkentämekanismeja. Aerosolit esimerkiksi muokkaavat ilmake-
hän säteilybalanssia suoraan ja epäsuorasti, mikä tekeekin niiden tutkimisesta yhden mielenkiintoisimmista il-
mastopalapelin paloista. Monet aerosoleihin liittyvät prosessit ja jopa niiden kokonaisvaikutus ilmastoon sisältävät
edelleen paljon aukkoja tieteellisessä ymmärryksessämme.
Viime vuosina sekä aerosolien mittaukset että mittauslaitteet ovat kehittyneet huomattavasti. Tämä sama trendi
on ollut myös nähtävissä aerosolien mallinnuksessa. Globaalit ja alueelliset ilmastomallit ovat yksi osa aerosolien
mallinnukseen liittyvästä mallijoukosta, jota voidaan käyttää aerosolien ja niihin liittyvien prosessien tutkimiseen.
Viimeisen 10 vuoden aikana nämä mallit ovatkin kehittyneet kohti parempia aerosoli-ilmastovaikutusmenetelmiä.
Tässä työssä on käytetty kahta erilaista ilmastomallia. Työssä on ensinnäkin kehitetty alueellinen aerosoli-ilmasto
malli nimeltä REMO-HAM ja sitä on käytetty sekä Suomen alueen mustan hiilen ominaisuuksien tutkimiseen että
Euroopan rajakerroksen uusien hiukkasten muodostumisen tarkasteluun. Toinen käytetty malli REMO-HAM
-mallin lisäksi on globaalia aerosoli-ilmastomalli ECHAM-HAMMOZ, jota on kehitetty Aasian monsuunin ja
aerosolien välisen vuorovaikutuksen tutkimiseen, sekä tulevaisuuden aerosolivähennysten ilmastopakotteen vaiku-
tuksen tutkimiseen.
REMO-HAM kykenee tuottamaan mitatut aerosolipitoisuudet ja meteorologiset muuttujat luotettavasti. Sitä
käytettiinkin Suomen alueen mustan hiilen tutkimiseen ja pystyttiin näyttämään, että malli ennustaa mi-
tatut arvot hyvin. Pintailmapitoisuuksissa tosin oli aliarviointia, joka johtunee käytettyjen päästölähdekart-
tojen epätarkkuudesta esimerkiksi puun pienpolton suhteen. Euroopan rajakerroksen pienhiukkasmuodostumisen
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tuksen. Tulevaisuuden päästörajoituksia koskevassa tutkimuksessa pystyttiin osoittamaan, että lyhytikäiset il-
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Chapter I
Introduction
Earth’s atmosphere is a playground for various different physical, chemical and
dynamical processes. To understand all of these, the scientific community has de-
veloped different kinds of measurements techniques and atmospheric models. These
models can range from the nano-scale (process models) to larger scales (large eddy
simulations, dispersion models), reaching regional scales (regional climate models,
numerical weather prediction models) and end up at the global scale (global climate
models, chemical transport models).
Aerosol particles have been and are an important part of the climate (Forster
et al., 2007; Stocker et al., 2013). So, what are these aerosol particles? The definition
says, in its simplest form, “a collection of of solid or liquid particles suspended in
a gas” (Hinds, 1999). Aerosols can be directly emitted to the atmosphere from
anthropogenic and natural sources (Seinfeld and Pandis, 1998), or they can form
in the atmosphere through gas-to-particle conversion, initiated by nucleation, and
followed by growth to bigger sizes (condensation and coagulation). The process of
new particle formation has been observed around the world (Kulmala et al., 2004).
There are many different kinds of species of aerosols; for example, black and or-
ganic carbon, sea salt, sulphate, nitrate and dust. Thus, aerosol modelling, whether
being more process oriented (e.g. Kokkola et al., 2003; Romakkaniemi et al., 2004;
Raatikainen and Laaksonen, 2005) or more climate oriented (e.g. Stier et al., 2005;
Spracklen et al., 2006; Makkonen et al., 2009; O’Donnell et al., 2011; Partanen et al.,
2013; Scott et al., 2014), is needed to understand the complex nature of aerosols and
aerosol-climate interactions. Besides the climatic influence, aerosols also affect our
everyday life through health effects (Po¨schl, 2005), air quality (Kulmala et al., 2011)
and visibility (Horvath, 1995).
In the atmosphere, aerosol particles have many different impacts. They have the
ability to scatter and absorb solar radiation. Scattering mainly cools the atmosphere
and is most effective for particles with a diameter less than 1 µm (Seinfeld and
Pandis, 1998). Particle species like black carbon and dust can absorb radiation, thus
warming the atmosphere. The scattering and absorption effects are more significant
for the incoming solar radiation; that is, short-wave radiation, but aerosols also have
10
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the ability to influence long-wave radiation through absorption and emission. Large
particles in particular; for example, dust, influence the long-wave radiation budget,
whereas the smaller anthropogenic aerosols do not have such a big impact in this
respect (Ramanathan et al., 2001; Ramanathan and Feng, 2009).
Solar radiation reaching the Earth’s surface had a decreasing trend between
∼1960–1990; a phenomenon also known as solar/global dimming (Wild et al., 2005).
This was caused by the increased scattering and absorption by aerosols and the
aerosol-related changes in cloud properties resulting from regionally increased at-
mospheric concentrations. Since the late 1980s, sulphur dioxide and black carbon
emissions are known to have decreased in some regions (Streets et al., 2006; Hamed
et al., 2010), which has lead to solar/global brightening; that is, more solar radi-
ation in Europe and North America reaches the surface (Wild, 2009). However,
in some parts of the Earth (e.g. China, India, Zimbabwe, Chile, Venezuela and a
few European locations), the dimming has continued (Wild, 2009). In addition, the
absorption of solar radiation by aerosols heats the atmosphere around the absorbing
aerosol layer, but cools the layers below (surface). This leads to local and regional
variations in the circulation patterns and can further influence the regional scale
meteorological phenomena, such as the Asian monsoon (Lau et al., 2006).
Another important aerosol-related atmospheric impact is their influence on
clouds. Aerosol particles can act as cloud condensation nuclei (CCN) for cloud
droplets. The increase in the number concentration of aerosol particles usually leads
to the increase of CCN number concentration, which eventually increases the cloud
droplet number concentrations (CDNC), thus affecting cloud properties (Twomey,
1974). As the amount of liquid water does not not depend on the amount of cloud
droplets in a non-precipitating cloud, the increase in the number of CCN also in-
creases the condensation sink of water molecules and leads to smaller sizes of the
cloud droplets. Reduced droplet size, together with increased droplet concentration,
will increase the cloud albedo and more incoming solar radiation will be reflected
back to space, thus leading to a cooling effect. In addition, the higher CDNC (as-
suming constant liquid water content) may lead to longer cloud lifetime and surface
cooling as smaller droplet size tends to delay precipitation formation (Albrecht,
1989).
Global and regional climate models are needed when aerosol-climate interactions
are studied. Aerosols and their effects, for example, on warm clouds have been
considered in climate models for years (Jones et al., 1994). These first climate
models used sulfate aerosols as a surrogate for all anthropogenic aerosols. Since
then, both global and regional climate models have been developed significantly and
the major global aerosol components and their interactions (e.g. with other aerosol
species, clouds and radiation) have been included in them (e.g. Stier et al., 2005;
Grell et al., 2005; Spracklen et al., 2005; Sotiropoulou et al., 2006; Lohmann et al.,
2007; Langmann et al., 2008; Spracklen et al., 2008; Vogel et al., 2009; Kazil et al.,
2010; Rummukainen, 2010; Hommel et al., 2011; Zubler et al., 2011a). However,
the models still have deficiencies and missing processes. For example, an online
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aerosol approach might be missing or is incomplete, or the aerosol modules have
too simplified approaches for certain processes, such as nucleation. Nucleation is a
process that occurs in very fine scales (Kulmala et al., 2004), but influences larger-
scale phenomena (Laaksonen et al., 2005). It has been studies on global scales quite
widely (e.g. Spracklen et al. (2008); Makkonen et al. (2009); Kazil et al. (2010)),
but not that much with regional-scale aerosol-climate models. Different model scales
also bring new questions, such as the accuracy of emissions and the need for more
detailed process descriptions.
From all the interesting and important issues related to aerosols and their impact
on the climate system, the focus of this work has been mainly on regional modelling,
black carbon and nucleation. In addition, this work presents scientific issues that
have been discussed on a global scale, such as future aerosol forcing. The need for an
online coupled regional aerosol model was the starting point for the development of
REMO-HAM (Paper I). REMO-HAM was further used to study the black carbon
concentrations over Finland (Paper II). Black carbon is one of the most interesting
aerosol species due to its unique characteristics, for example the ability to change
snow albedo and absorb solar radiation (Bond et al., 2013). In Paper III, absorption
and the subsequent heating of air masses was studied in terms of the Asian monsoon.
The work was motivated by the need for more detailed modelling of the influence of
the so-called elevated heat pump hypothesis (Lau et al., 2006). For this study, the
global aerosol-model ECHAM-HAMMOZ was used and the emissions database was
updated to get the best possible representation of black carbon concentration over
the area of interest. The need for high-resolution nucleation studies motivated us to
test the ability of REMO-HAM to represent the European boundary layer nucleation
statistics. For this study, partly based on deficiencies already discussed in Paper I,
REMO-HAM was modified in terms of aerosol chemistry. Finally, the changes in
the emissions already partly used in Paper III lead to the last phase of this thesis
(Paper V). In this study, the future forcing changes were studies with ECHAM-
HAMMOZ with state-of-the-art emission scenarios. This work was motivated by
the need of further information regarding how future aerosol concentrations can be
controlled and what will be the radiative influence of such measures.
Chapter II
Aerosols
Aerosol particles can be divided into two main classes: natural and anthropogenic
aerosols. Natural aerosols come from sources like volcanoes, forest fires, oceans and
deserts, and they make a major contribution to the global aerosol load. Anthro-
pogenic aerosols, on the other hand, come from sectors that produce emissions, like
industrial, traffic, residential wood burning and flaring. If the mass load of natural
and anthropogenic aerosols is compared, the anthropogenic is smaller, being ∼ 10%
of the natural. However, the anthropogenic aerosols are much smaller and higher
in total number, which leads to similar optical depths between these two classes
(Ramanathan et al., 2001; Carslaw et al., 2013).
The Intergovernmental Panel on Climate Change (IPCC) has estimated that the
effective1 anthropogenic forcing of aerosol-radiation interactions is -0.35 W/m2 with
-0.85 to +0.15 W/m2 uncertainty levels (Stocker et al., 2013). If the aerosol-cloud
interactions are taken into account, the estimate changes to -0.9 W/m2 with a 5
to 95% uncertainty range of -1.9 to -0.1 W/m2. Based on the IPCC report, the
anthropogenic aerosols have a big impact upon the global mean forcing, despite the
large uncertainty range (Stocker et al., 2013). As was mentioned in the introduction
(Section 1), many global and regional models with an aerosol module have been
developed. With these models, the uncertainty related to aerosol-climate effects was
decreased, but still much work remains to be done, especially concerning aerosol-
cloud interactions, nucleation, secondary organic aerosols, black carbon and related
phenomena, and aerosol interactions with radiative transfer.
2.1 Absorption
Although the direct effect of aerosols is globally negative (cooling), it still has a
positive warming component through absorption. This is mainly caused by black
carbon (BC; details in the next section), but dust and brown carbon also contribute
to it (e.g. Stier et al., 2007). The absorption of radiation, which can be both short-
1Includes all rapid adjustments, but is typically estimated from simulation with fixed sea surface
temperatures
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and long-wave, heats the surrounding atmosphere. This can suppress convection
and lead to the evaporation of cloud droplets, and is known as the semi-direct effect
of aerosol particles (Lohmann and Feichter, 2005).
Absorption and scattering blocks solar radiation from reaching the surface. Be-
tween ∼1960–1990 the amount of solar radiation reaching the Earth’s surface de-
creased due to increased aerosol concentrations, which is called solar dimming (Wild
et al., 2005). Since the late 1980s, regional emission reductions have caused cor-
responding reductions in aerosol concentrations, leading to solar brightening, i.e.
areas, where more solar radiation is reaching the surface than before (Wild, 2009).
Although solar dimming influences the global radiation budget, the phenomenon
itself is more regional than global. In some regions, the impact is much higher than
in others; today, dimming still influences the region’s meteorology. For example, in
the Asian monsoon region, the dimming effect is large due to heavy aerosol loads
(Lau and Kim, 2006). It has been proposed that dimming can influence the Asian
monsoon by reducing the rainfall. Another aerosol-related impact related to the In-
dian monsoon is the elevated heat pump (EHP) hypothesis (Lau et al., 2006), where
aerosol heats the air in the upper troposphere over the monsoon region, which leads
to the rising of the heated air; eventually, warm and moist air is drawn over the
Indian subcontinent from the Indian Ocean (Lau et al., 2006). The EHP hypothesis
has not been accepted by all (e.g. Kuhlmann and Quaas, 2010); and, in Paper III,
the counter-acting EHP and solar dimming effects over India have been studied in
more detail.
2.2 Black carbon
One of the main aerosol species studied in this work is black carbon (BC). In Pa-
per II, the BC properties in Finland were studied; and, in Paper V, BC emission
reductions and their impact on the future aerosol forcing was investigated. BC is
formed in flames during the combustion of carbon-based fuels. It has a unique com-
bination of climate-relevant properties, such as the ability to absorb visible light at
all visible wavelengths and the potential to modify snow albedo. There are no other
substances like that in the atmosphere in significant quantities. Bond et al. (2013)
estimated that the total anthropogenic direct radiative forcing of black carbon in
the atmosphere is +0.71 W/m2 (with 90% uncertainty bounds of +0.08 to +1.27
W/m2). Including the pre-industrial natural background BC concentrations, the
estimate from Bond et al. (2013) changes to +0.88 W/m2 (with 90% uncertainty
levels of +0.17 to +1.48 W/m2). The latest IPCC report estimates that the to-
tal BC radiative forcing from fossil fuel and bio fuel to be +0.4 (+0.05 to +0.8)
W/m2 (Stocker et al., 2013). BC’s direct effect is included in the model used in Pa-
pers III and V, but not in Papers I, II and IV. Besides the absorption, BC can
also change cloud properties by altering the CCN budget and eventually changing
the albedo. Moreover, it can affect the ice clouds (cirrus) by enhancing the clouds’
long-wave emissivity (Garrett and Zhao, 2006). Bond et al. (2013) estimate that the
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industrial-era climate forcing from black carbon cloud effects is +0.23 W/m2 (with
substantial uncertainty from -0.47 to +1.0 W/m2). These aerosol-cloud processes
are included in all the models used within this work.
One important climate effect of BC is its ability to change snow albedo. BC ends
up on the surface of Earth by dry and wet deposition. The deposited BC will then
decrease the albedo of snow, which leads to enhanced absorption and eventually
accelerated snow melting. As the background surface albedo is usually always lower
than the snow albedo, this will increase the warming of the surface (Quinn et al.,
2011). Again, based on estimates from Bond et al. (2013), the best industrial era
climate forcing estimate for black carbon deposition on snow and sea ice is +0.13
W/m2 (uncertainty from +0.04 to +0.33 W/m2). This estimate is the effective
forcing, whereas the estimate from IPCC, +0.04 W/m2 (with +0.02 to +0.09 W/m2
uncertainty levels), does not include the rapid change feedbacks, such as albedo
changes due to melting of snow caused by BC deposition on snow (Stocker et al.,
2013). It is noteworthy that the IPCC reports the surface temperature change per
unit forcing to be two to four times more responsive to the BC albedo forcing change
than to changes in CO2 forcing (Boucher et al., 2013).
BC is emitted to the atmosphere from various sources and is usually co-emitted
with other species, like organic carbon (OC). BC is formed from bio fuel burning,
like wood, crops and cooking, and from fossil fuel burning, mainly from diesel and
coal (Ramanathan and Carmichael, 2008). The lifetime of BC in the atmosphere is
much shorter (∼1 week) than, for example, that of carbon dioxide (CO2), which can
remain in the atmosphere from a few years to a couple hundred years (Stocker et al.,
2013). Although the lifetime of BC is short, it still can undergo long-range transport;
for example, to the Arctic, when the so-called polar dome is formed (Quinn et al.,
2011). The polar dome forms when a cold and stable lower troposphere becomes
isolated as the moist and warm air masses from outside cannot directly penetrate
it; the air masses outside a cold region start to ascend above the cold air, which
can be seen as a dome (Law and Stohl, 2007). The polar dome can extend to about
40◦N (it is not symmetric), which makes northern Eurasia (under the dome) a major
source of the arctic BC (Stohl, 2006). On the other hand, for the Antarctic (another
remote location), the continental long-range BC transport is minimal (Stohl and
Sodemann, 2010) and the local sources, such as shipping emissions, might play the
key role for BC concentrations (Graf et al., 2010).
The short lifetime and the potential to change the radiation budget makes BC a
very interesting species for targeted emission reductions (Bond and Sun, 2005; Bond
et al., 2013). This has been studied in Paper V, where different future scenarios for
anthropogenic BC, OA and sulphur dioxide (SO2) were used in ECHAM-HAMMOZ.
Two of the scenarios were based on current legislation, one showed the technically
maximum reduction potential and the last one was targeted to BC reductions.
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2.3 Nucleation
Atmospheric new particle formation (NPF) occurs when a cluster of critical size
is formed from molecules (nucleates) and condensable vapors cause the cluster to
grow (Kulmala and Kerminen, 2008; Andreae, 2013). The clusters in atmospheric
conditions can be solid or liquid. NPF is a process that has been detected almost
everywhere in the world (Kulmala et al., 2004). The clusters are formed either ho-
mogeneously (clustering of vapor molecules without a nucleus) or heterogeneously
(clustering around a nucleus or on a surface). After the sub-nanometer clusters have
formed, they start to grow; although, during the growth, many of them coagulate
with bigger particles (Kerminen et al., 2004). The coagulation sink naturally de-
pends on the size and number of background particles, as these properties change
the available surface area and mobility of particles.
Different compounds have been proposed to influence nucleation. Sulphuric acid
(H2SO4) has been suggested to be the main driving compound (Weber et al., 1996;
Sipila¨ et al., 2010). Regionally, for example in coastal areas, iodine can cause the
nucleation (O’Dowd et al., 2002). Some compounds, like ammonia, can increase
H2SO4 nucleation rates and reduce the critical cluster sizes (Ziereis and Arnold,
1986; Korhonen et al., 1999; Kirkby et al., 2011). Also, amines have been shown to
influence the nucleation (Kurte´n et al., 2008; Almeida et al., 2013). In addition to
these compounds, ion-induced nucleation can play a part in the atmospheric new
particle formation (Kazil et al., 2006; Yu et al., 2010; Yu, 2010). There is, however,
some evidence that the ion-induced nucleation has a fairly small contribution to the
particle formation (Eisele et al., 2006; Kulmala et al., 2007, 2010; Hirsikko et al.,
2011), but this is still a matter of debate.
NPF is an important process in the atmosphere and its climate relevance has
been demonstrated in many studies (Spracklen et al., 2006, and references therein).
Besides influencing the aerosol number concentrations and chemical composition,
it can affect the global and regional cloud condensation nuclei concentrations (Li-
havainen et al., 2003; Laaksonen et al., 2005; Kerminen et al., 2005; Kulmala et al.,
2004; Merikanto et al., 2009; Kazil et al., 2010; Makkonen et al., 2012). In this work,
the European boundary layer NPF has been studied in Paper IV.
Chapter III
Modelling tools
The only method for studying the global atmospheric effects of aerosol particles
and their interactions is to use models. Observations, whether in situ or satellite
based, can be used to study regional and global aerosol properties, but a fully
coupled physical-chemical-dynamical system (aerosol-climate interactions) can only
be studied by models. However, observations are, in a way, the foundation for
modelling, as the model evaluation is one major part of the modelling process.
Furthermore, the set of basic aerosol properties, such as their size distributions and
chemical compositions, are at least partially based on observations.
In this work, the modelling approach has been used to study the aerosol-climate
interactions on both regional and global scales. In this chapter, the models used in
this study are presented. In Papers III and V the global aerosol-climate model
ECHAM-HAMMOZ was used; and, in Papers I, II and IV the regional aerosol-
climate model REMO-HAM was used. In addition, in all REMO-HAM simulations,
ECHAM-HAMMOZ has been used to provide lateral aerosol boundary data.
3.1 ECHAM global circulation model
The European Centre Hamburg Model (ECHAM) is a global atmospheric model
that can be used to study the evolution of atmospheric states. The model describes
all the relevant atmospheric processes (radiation, clouds, precipitation, convection
etc.) and calculates their interactions and state time dependently. ECHAM was
developed at the Max Planck Institute for Meteorology, Hamburg, and is based on
the spectral weather prediction model of the European Centre for Medium Range
Weather Forecasts (ECMWF; Simmons et al., 1989). Currently, the newest version
of the model is the sixth-generation ECHAM6 (Giorgetta et al., 2013). However,
in this work, the fifth-generation version of ECHAM5 (Roeckner et al., 2003) (with
aerosols, details in Section 3.4) was used.
ECHAM calculates the time-dependent derivatives for the following prognostic
variables: vorticity, divergence, temperature, logarithm of surface pressure, cloud
liquid water and ice (Roeckner et al., 2003). Other calculations in the model are
17
3. Modelling tools 18
based on these prognostic variables and can either have feedbacks or simply be for
diagnostics. For example, the cloud calculations are performed in each time step
and they feed information back to the model through radiation and the water cycle.
The model uses, for the vertical calculations, a terrain following sigma-pressure co-
ordinate system that reaches 10 hPa at the top level. In this work, 31 vertical levels
have been used in Papers I, II, IV and IV and 19 levels in Paper III. For hori-
zontal calculations, in Papers I, II, IV and IV, T63-resolution1 was used, which
corresponds to a 1.9◦ × 1.9◦ resolution (∼200 km × ∼200 km), and in Paper III,
T42-resolution was used, which corresponds to a 2.8◦ × 2.8◦ resolution (∼300 km
× ∼300 km). Time integration in the model is done using a semi-implicit leapfrog
time integration scheme. The time step used in Papers I, II, IV and IV was 12
min; in Paper III, it was 30 min. ECHAM5 uses the flux form semi-Lagrangian
transport scheme by Lin and Rood (1996) on a Gaussian grid.
3.2 REMO regional climate model
The regional climate model REMO can be used to study the climate on a finer/higher
resolution than global models are usually able to use. This has been achieved by
restricting the REMO calculation area to be within a predetermined, although al-
most freely selectable domain. REMO is then forced from the domain boundaries
(lateral boundaries; Jacob and Podzun, 1997), which compensates for the miss-
ing global information. Inside the domain, the model calculates the dynamics and
physics without any direct outside forcing (REMO can also be used in weather fore-
cast mode, which means that the whole domain is frequently initialized back to the
outside state (Karstens et al., 1996)).
REMO is a hydrostatic, three-dimensional atmosphere model, which was devel-
oped at the Max Planck Institute for Meteorology in Hamburg and is currently
maintained at the Climate Service Center in Hamburg. The core of the model is
based on the Europa Model, the former numerical weather prediction model of the
German Weather Service (Jacob and Podzun, 1997; Jacob, 2001). The spatial res-
olution of REMO goes from from 10×10 km2 upwards and the model domain can
be freely chosen. The restrictions for the domain comes from the arrangement of
boundaries, which should not be located over orographically challenging areas, such
as mountains.
Prognostic variables in REMO include the horizontal wind components, surface
pressure, temperature, specific humidity, cloud liquid water and ice. The physical
packages are originally from the global circulation model ECHAM4 (Roeckner et al.,
1996), although many updates have been done (Hagemann, 2002; Semmler et al.,
2004; Pfeifer, 2006; Kotlarski, 2007; Rechid, 2009; Teichmann, 2010; Preuschmann,
2012; Wilhelm et al., 2014). A leap-frog scheme with semi-implicit correction is
used for the temporal discretization and longer time steps are made possible with
a time filtering by Asselin (1972). The vertical levels in REMO are represented in
1Spectral transform method with triangular truncation at wave number 63
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a hybrid sigma-pressure coordinate system, which follows the surface orography in
the lower levels and becomes independent of it at higher atmospheric model levels.
Horizontally, REMO uses a spherical Arakawa-C grid (Arakawa and Lamb, 1977),
where all prognostic variables, except wind, are calculated at the center of a grid
box. The wind components are calculated at the edges of the grid boxes. If the
model domain is far from the equator, a rotation of the grid is performed. The
rotation makes the equator run across the center of the domain, thus leading to a
more equal size of grid boxes over the domain.
The original stratiform cloud scheme of REMO (Roeckner et al., 1996) was up-
dated by Pfeifer (2006) to include cloud ice as a prognostic variable. Other prognos-
tic variables in the cloud scheme are cloud water and water vapor. The model uses
the empirical cloud cover scheme by Sundqvist et al. (1989). A height-dependent
parameterization for the cloud droplet number concentration is used separately for
continental and maritime climates (Roeckner et al., 1996).
The convective cloud parameterization is based on the mass-flux scheme from
Tiedtke (1989) with modifications by Nordeng (1994). A new convection type for
the cloud scheme (so called cold convection) was introduced to the model by Pfeifer
(2006). This type of convection occurs in cold air outbreaks over the sea in the
extra-tropical atmosphere.
Aerosols are represented in REMO only as a form of climatology (Tanre et al.,
1984). The spatial distributions of the optical thickness of land, sea, urban, and
desert aerosols, along with well-mixed tropospheric and stratospheric background
aerosols, are represented in the climatology. It is based on a global T10 spectral
distribution (≈1300 km), is fixed in time and the aerosols have no direct influence on
the clouds; that is, the indirect aerosol effects are not represented. It is known that
the climatology is highly absorbing, mainly over Africa and in Southern and Eastern
Europe (Zubler et al., 2011b). This comes from the unrealistic dust component,
which dominates the aerosol optical depth over these areas. Naturally, the coarse
resolution of the climatology is also problematic in regional scales.
Because the REMO domain does not cover the whole globe, information about
large-scale circulation outside the domain is needed. This forcing can be derived from
GCM simulations, observations, or global-scale analysis and re-analysis products
(Kotlarski, 2007). The outside forcing is calculated usually for a certain zone around
the regional model domain. In REMO, the lateral forcing uses the relaxation scheme
developed by Davies (1976). In this scheme, the prognostic variables of REMO are
adjusted towards large-scale forcing at the 8 outermost grid boxes. The outside
forcing decreases exponentially in this zone towards the inner model domain. The
boundary data used in this work is from the ECMWF and is the analysis data in
Paper I and Paper II, whereas in Paper IV the ERA-Interim re-analysis data is
used.
Besides the lateral boundary forcing, REMO also needs information about the
surface-related parameters. Over the oceans, the sea surface temperature (SST) and
sea ice distribution are prescribed from external data, unless the REMO simulation
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is coupled with a regional ocean model (e.g. Elizalde (2011)). At land points,
a modified land surface scheme is used and details can be found, for example, in
Kotlarski (2007) and Rechid (2009).
Nesting methods
The usage of the lateral boundary forcing data has some limitations. If the spatial
resolution of the driving data is too coarse, artificial wave reflections and breaking
might occur (Sieck, 2013). To avoid this, it is possible to use a nesting method,
where a high-resolution domain is nested to a lower-resolution domain. This means
that the results from the low resolution domain are used as boundary data for the
high-resolution domain (Rummukainen, 2010). This approach also allows the study
of the target area with two resolutions, if needed.
Figure 3.1: Example of a nesting.
Figure 3.1 represents the basic principle of the nesting. The European domain
is driven by the global model (or by (re)analysis data). The output from this
simulation is then further used as a lateral forcing data for the smaller domain.
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This method, using an intermediate step, is called nesting; or, in this case, double-
nesting. The different plots in Fig. 3.1 represent ECHAM T63, REMO 0.44◦ and
REMO 0.088◦ orographies. It is noteworthy to point out how the coarse resolution
smooths the surface orography. This is also an important factor when the resolution
of a simulation is planned.
The common configuration for regional models is to use 1-way nesting, where the
results are not fed back to the driving model. It is also possible to do 2-way nesting,
where the regional model feeds back information to the driving model. In this way,
for example, a global model can use a regional model to resolve specific areas with a
finer temporal and spatial resolution. An example from such a nesting with REMO
can be found in Lorenz and Jacob (2005). Basically, a regional model can also be
included in a global model with 1-way/2-way nesting option, if local “zooming” is
supported.
3.3 HAM aerosol module
The Hamburg Aerosol Model (HAM) is an aerosol module that uses the aerosol
microphysical model M7 (Vignati et al., 2004; Stier et al., 2005). The module
solves the main aerosol processes, such as water uptake, chemistry (gas- and liquid
phase), emissions, nucleation, sedimentation, deposition (wet and dry) and cloud
processes (scavenging). The original implementation (HAM) is presented in Stier
et al. (2005) and the recent updates (HAM2) are described in Zhang et al. (2012). In
Papers I, II and III, the original HAM version was used and, in Papers IV and V,
the updated HAM2 version was used. The regional model REMO-HAM includes
many of the updates from HAM2, excluding the Secondary Organic Aerosol (SOA)
module by O’Donnell et al. (2011) and updated tracer structure, which defines the
tracer characteristics in the code level in a different way.
The aerosol microphysical processes in HAM are described through the aerosol
microphysics module M7 (Vignati et al., 2004), where the size distribution is repre-
sented by a superposition of seven log-normal modes: soluble and insoluble Aitken,
accumulation, and coarse modes, and one soluble nucleation mode. The mass and
number concentration are prognosed in each of the modes for the following species:
sulfate (SO4), black carbon (BC), organic carbon (OC), sea salt (SS) and mineral
dust (DU) (Stier et al., 2005). In reality, the model does not simulate organic carbon;
instead, it simulates organic matter (OM) using a transformation factor (OC×1.4
= OM; Dentener et al., 2006).
The species are divided into the modes as follows: the (soluble) nucleation mode
includes only sulphate, the soluble Aitken modes include BC, OM and SO4, the
soluble accumulation and coarse mode includes BC, OM, SO4, SS and DU, the
insoluble Aitken mode includes BC and OM; and, finally, the insoluble accumulation
and coarse modes include DU only. Insoluble-mode particles become soluble either
by coagulating with soluble-mode particles or by condensation of sulphate on their
surface. In the latter case, when a mono-layer of sulphate is reached, particles are
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moved to the corresponding soluble mode (Vignati et al., 2004; Stier et al., 2005).
Emissions are based on the AeroCom emission inventory, excluding Dimethyl
Sulfide (DMS) and sea salt emissions (Dentener et al., 2006). DMS emissions from
the marine biosphere are calculated based on DMS sea water concentrations using
an air-sea exchange rate, which is based on the model 10 m wind speed. Terrestrial
biogenic emissions of DMS are prescribed. The sea salt emissions are based on
the approach by Stier et al. (2005), where the emissions of sea salt particles are
based on a look-up table for wind speeds between 1 and 40 m/s. All the emitted
species, except the sulfur compounds, are treated as primary emissions (emitted
directly). The emissions are injected to the lowest model layer, except for explosive
and continuous volcanoes, biomass burning emissions, and emissions coming from
industry, shipping and power plants. Noteworthy is that, in Papers III and V,
the emissions were partly changed and partly updated for the ECHAM-HAMMOZ
model.
3.4 ECHAM-HAMMOZ global aerosol-climate model
The ECHAM model, with the coupled aerosol module HAM, is called ECHAM-
HAMMOZ2 (earlier ECHAM-HAM) (Stier et al., 2005; Zhang et al., 2012).
ECHAM-HAMMOZ is a model that describes all the major aerosol components
(see Section 3.3) and included both the aerosol-cloud and aerosol-radiation inter-
actions. It is a model that can be used to study the aerosol-climate interactions
globally with different grid sizes.
The convective cloud parameterization is based on the same mass-flux scheme
from Tiedtke (1989) with modifications by Nordeng (1994) as in REMO(-HAM).
The double moment microphysical scheme was reported by Lohmann et al. (2007)
with improvement by Lohmann et al. (2007). The convective, large-scale and tur-
bulent transport of aerosols and their precursors are based on the same approach
as other passive tracers (e.g. water vapor and hydrometeors) in the main model.
The activation of aerosols can be chosen from Lin and Leaitch (1997) or Abdul-
Razzak and Ghan (2000) parameterizations. The radiation module is coupled with
the HAM aerosol module and is described in (Stier et al., 2005; Zhang et al., 2012,
and references therein) publications (for HAM1 and HAM2).
In this work, the versions used are: in Papers I and II, ECHAM5.5-HAM (the
most recent version at that time); in Paper III, ECHAM5.3-HAM (this version was
used as it was validated in terms of aerosols over Asia in an earlier study by Henriks-
son et al. (2011). In addition, in some simulations, the model was coupled with the
mixed-layer ocean model); and, in Papers IV and V, ECHAM5.5-HAM2 (the most
recent version at that time). These model versions use the emissions from AeroCom
2Acknowledgment: The ECHAM-HAMMOZ model is developed by a consortium composed
of ETH Zurich, Max Planck Institut fu¨r Meteorologie, Forschungszentrum Ju¨lich, University of
Oxford, and the Finnish Meteorological Institute and managed by the Center for Climate Systems
Modeling (C2SM) at ETH Zurich
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(Dentener et al., 2006), except in Papers III and V, where the emission module
was updated with IIASA’s (International Institute for Applied Systems Analysis3)
GAINS (Greenhouse gas – Air pollution Interactions and Synergies) model emis-
sions, global (Wang et al., 2008) and arctic (Corbett et al., 2010) shipping emissions
and GFED (Global Fire Emissions Database) version 3 emission (Giglio et al., 2010;
van der Werf et al., 2010). Additionally, in Paper V, new emissions were included
for aviation BC emissions from the QUANTIFY (Quantifying the Climate Impact
of Global and European Transport Systems) project (Lee et al., 2005; Owen et al.,
2010). Emission updates were done for Paper III, because the best possible rep-
resentation for BC emissions was needed and the most recent AeroCom II phase
emissions were not available at that time. For Paper V, updates were done to get
the best possible representation of carbon-based emissions with consistent emission
scenarios for the future. Updating the emissions meant writing the pre-processors for
the different emissions sources and modifying the model code. The pre-processor’s
main idea is to collect all necessary data, do necessary unit conversions and remap
the modified data for the model grid. Otherwise, in this study, ECHAM-HAMMOZ
was not modified.
3.5 REMO-HAM regional aerosol-climate model
Modelling the aerosols in a global scale is, computationally, quite a demanding task.
To do aerosol-climate simulations on a higher resolution that allows small-scale
studies of aerosol-related processes, a decision was made to implement the HAM
aerosol module to REMO. In addition, to use the information about the aerosol in
the model, a double-moment stratiform cloud scheme was implemented. This work
is represented in Paper I and the REMO version with the HAM aerosol module is
called REMO-HAM.
3.5.1 HAM implementation
The starting point for the REMO-HAM development was the following: previously,
a chemistry module, RADMII, had been implemented to the vector version (calcu-
lation done in vector processor architecture) of REMO by Teichmann (2010), which
was partly adopted from the older implementation by Langmann (2000). Parallel to
RADMII implementation, a bigger structural change was conducted to the model:
an MPI version (massive parallel version that uses the Message Passing Interface,
MPI) was developed for scalar processors. As the implementation of the HAM
module was done to the new MPI version, some of the old (vector version) tracer
treatment had to be updated to support the MPI version. Some of these updates
are described in more details in the following sections.
REMO-HAM has two major updates if compared to REMO: an online aerosol
module and an updated stratiform cloud scheme. The HAM module (details in
3http://www.iiasa.ac.at
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3.3) was implemented following the ECHAM-HAMMOZ structure, although some
changes had to be done as REMO calculates the physics before dynamics, which is
done the other way round in ECHAM. Due to this, the aerosol physics were divided
into two parts, where first, the cloud calculations are done (convective transport
+ wet deposition); and, in the second part, the M7 calculations are done. The
second part is calculated after the dynamics of the main model, which also means
that the aerosol dynamics (vertical and horizontal advection + dry deposition) are
calculated before the M7 module. Moreover, as the advection needs information
about the updated lateral boundaries, the module that updates them is called before
the aerosol dynamics.
Using two-phase physics for aerosols keeps the diagnostics consistent with other
output variables, but introduces one error source. The gas phase sulphuric acid
time integration scheme by Kokkola et al. (2009) is now partly calculated before the
dynamics and partly after. This will introduce some numerical error, but will stay
within reasonable limits due to the short time steps used with REMO-HAM. In ad-
dition, the time integration differs from the approach used in ECHAM-HAMMOZ:
the leap-frog methods for aerosols was replaced with the more straightforward Euler-
style approach (this is also done in the RADMII implementation). Euler-style cal-
culation is not as precise as leap-frog (with filter), but makes the integration very
fast. In the future, a leap-frog scheme-based integration can be easily implemented,
if needed.
After the implementation of the HAM module, the cloud schemes of REMO
were updated, because the original approaches did not include any aerosols effects.
The convective part was modified so that the tracer transport and wet deposi-
tion were included, but no microphysical interactions with the aerosol module was
implemented. There was some work towards convective microphysics in ECHAM-
HAMMOZ at that time, and the same preliminary structure was implemented in
REMO-HAM. As this project did not continue and the model version was never
officially released (due to some problems), the convective microphysics package is
not active in the model. The stratiform cloud scheme was also updated and is now
based on the Lohmann et al. (2007) double-moment cloud microphysics scheme (with
improvements by Lohmann and Hoose (2009), same as in ECHAM-HAMMOZ). In
this scheme, the aerosol information is used to calculate the CDNC and ice crys-
tal number concentration (ICNC). Two parameterizations were included for the
cloud droplet activation: by Abdul-Razzak and Ghan (2000) and Lin and Leaitch
(1997). The connection of clouds to the radiation module was done as in ECHAM-
HAMMOZ: the information about CDNC, ICNC, cloud liquid water and ice content
is passed to the radiation module, and based on these, the effective radius of droplets
and crystals is calculated (which determines cloud properties, like albedo).
The vertical diffusion fluxes caused by the sub-grid scale turbulence are calcu-
lated for the lowest layer as reported by Louis (1979). A second-order closure scheme
by Mellor and Yamada (1974) is used for other model levels. Tracer transport in
REMO-HAM is based on the mass conserving, positive definite and computationally
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efficient scheme by Smolarkiewicz (1983, 1984). The implementation was already
done for the vector version of REMO and, for REMO-HAM, the parallelization was
needed. As the model has a halo-zone (see Section 3.5.4), the implementation of
the advection scheme was possible without any major modifications to the existing
code.
Aerosol representation through coarse climatology is a problem for climate mod-
els, as was shown in a regional study by Zubler et al. (2011b). To overcome this
problem, a better climatology can be implemented (e.g. Kinne et al. (2013)), or
an online aerosol model coupled with radiation can be used. As an aerosol module
was implemented during this work, the possibility of coupling the module (HAM)
with REMO’s radiation code was investigated. The current REMO radiation code
is based on ECHAM4 radiation and does not directly support online radiation cal-
culations. The outcome of the coupling investigation was that, for example, the
ECHAM5/6 radiation module should be implemented rather than modifying the
existing code. As this would have been a very time consuming task, it was excluded
from the work done in Paper I. This means that the direct effect is not based on the
HAM aerosol module information and the model is not suitable for similar studies as
was done in Paper III. Also, as only the indirect aerosol effect is included through
online coupling of HAM with clouds, the model cannot be fully used to study aerosol
forcing, like in Paper V.
Because Paper I is a peer-reviewed scientific article focusing on the validation
of REMO-HAM, it did not include all the details about the implementation of the
HAM aerosol module to REMO. Above, some details are shown and, in the following
sections, more insights into the structure of REMO-HAM will be discussed, although
the aim is not to provide a technical manual.
3.5.2 Lateral boundary conditions
The average residence time of aerosol particles in the atmosphere depends on their
size and where they are vertically located. Lifetime can be a few days in the lower
troposphere, a few weeks in the upper troposphere and one to two years at higher
levels above the troposphere (Pruppacher and Klett, 1997). In order to get the
information of (longer lifetime) aerosol species from outside the calculation domain,
the aerosol module needs lateral boundary forcing. In Paper I, Paper II and
Paper IV, this has been done by running ECHAM-HAM and pre/post-processing4
the aerosol data for REMO. The aerosol pre-processor for REMO-HAM basically
reads in the global data, remaps it horizontally and vertically for the desired grid,
and writes out the REMO-HAM-readable (IEG format) input files.
The lateral boundary update frequency of any tracer in REMO-HAM can be
freely chosen between 0–99 hours. Between the update time steps, the forcing for
the boundary is calculated by interpolating the boundary data linearly (in time).
4Depends on the model’s point of view
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The “sponge” zone5 for the tracers in REMO-HAM includes two of the outermost
grid boxes throughout the domain. The lateral boundary treatment at the “sponge”
zone is based on Pleim et al. (1991), where the flux divergence in the grid boxes
next to the boundary are set to zero in order to minimize the discontinuities in the
advective flux. At the upper boundary, the influence of downward transport can
be taken into account by setting the number of levels (top-down) that are updated
from the boundary data.
3.5.3 Other input files
Besides the lateral aerosol boundary forcing, the model also requires input data
for other parameters. The most important data is for the emission module, which
uses emissions from AeroCom (Dentener et al., 2006). The AeroCom emission pre-
processor creates the emission files from the original AeroCom data and gives the
remapped emission files in flux form, thus making them easily usable for the model.
In short, the pre-processor gathers the data from different AeroCom source files, does
the necessary collecting to different emission sectors (e.g. fossil and bio fuels), does
the necessary units conversions (mostly to kg(substance)/m2/s; this way unnecessary
calculations during the simulation are avoided); and, finally, does a flux-conserving
remapping to the REMO grid.
In addition, other input data is needed by the HAM aerosol module. Below,
only the data that needed modifications (pre-processing) is discussed. All the other
input files needed by the HAM module remain untouched and are directly read in
by the model.
The aerosol chemistry part requires information about the oxidant species, as is
described in Section 3.6. The concentration fields of these species are created from
the global 3D maps and are then remapped in the pre-processor both horizontally
and vertically for the REMO domain.
The dry deposition module requires information about the land properties. For
SO2 (gas phase), the model requires information on soil resistance, which is a func-
tion of soil pH. The pH values are divided into 5 classes as reported by Batjes (1995).
Last, as REMO does not include information about the canopy height, this is also
read in from offline fields. Both the soil pH and canopy height are pre-processed
from ECHAM input files to REMO input files by horizontal remapping.
3.5.4 MPI parallelization and halo zone
The MPI version of the model uses MPI (Message Passing Interface) parallelization.
Figure 3.2 shows the main principle of the parallelization. The domain (top left cor-
ner) is divided between the processors into sub-domain (path 1) and each processor
creates a so called halo zone for the sub-domain (step 2, grey areas). In actuality, the
halo zone is a copy of the neighboring grid boxes (which would overlap with them if
the original domain were gathered). The halo zone must be created; otherwise, the
5The area, where the lateral boundary forcing directly affects the modelled values
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horizontal advection would not be able to work (because it needs information from
the neighboring grid boxes).
Figure 3.2: Example of REMO parallelization principle and halo regions (grey color).
The model basically does two major steps in each cycle: calculates physics (in-
cluding soil, vertical diffusion, clouds, radiation, etc.) and calculates the dynamical
changes (advection, winds, etc.). The physics calculation does not take into account
any horizontal processes. Thus, calculations in each sub-domain can be divided
into smaller sections and looped over the whole domain. The vertical dimension
remains the same all the time and the sub-domain shown in Fig. 3.2 is calculated
in smaller vectors (this would basically give support for OpenMP and lead to hy-
brid MPI/OpenMP parallelization). The length of the calculation vector can be
freely chosen, which makes the overall calculation of physics faster (the reason is
that, with smaller vector length, the processor needs only to use the fastest cache
level(s)). As the halo zone is updated by the neighboring processors after physics
calculations are done for the prognostic variables, calculation of halo zone for these
is basically unnecessary. This does not make a big difference for the normal REMO
(small number of affected variables), but when the aerosol module is coupled (or
a similar module with many tracers), the tracer-related calculations in the physics
core significantly increases the burden of unnecessary calculations.
This problem was discussed with colleagues, and one solution was implemented.
After considering the issue, the vector length used for the physics looping was set to
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be the same as the edge length of the sub-domain without the halo zone. This works,
but might lead to situations where the edge length is so long that the processors
start to use higher-level caches, which eventually slows down the calculations. One
way to solve this problem, without losing the ability to set calculation vector size,
would be to use pointers, but this was never introduced as it would require quite
significant structural changes to the main REMO code.
3.6 Sulphate chemistry
The sulphate chemistry module of HAM is based on the work done by Feichter et al.
(1996). In this simple aerosol chemistry scheme, both the gas and the aqueous phase
reactions leading to sulphate production are taken into account. In the aqueous
phase, sulphur dioxide (SO2) is oxidised by hydrogen peroxide (H2O2) and ozone
(O3) and in the gas phase, SO2 and DMS are oxidized by hydroxyl radical (OH)
during the daytime while DMS reacts with the nitrate radical (NO3) during the night
time. In the latter, the assumption is that NO3 is in steady state with its production
and loss terms, which both include reactions with nitrogen dioxide (NO2). The gas
phase sulphuric acid concentration is calculated with an improved time integration
scheme by Kokkola et al. (2009).
The oxidation fields for OH, H2O2, O3 and NO2 originate from the calculations
of the Model for OZone and Related chemical Tracers (MOZART) chemical trans-
port model (Horowitz et al., 2003). ECHAM-HAMMOZ reads in the pre-processed
MOZART fields, which are on a monthly time resolution (constant values over a
month). Although this method is a good approach for a simple chemistry module,
it has deficiencies for species like OH, which has a strong diurnal cycle (peak during
day time; Seinfeld and Pandis, 1998). This problem has been solved in HAM by in-
troducing an artificial diurnal cycle for OH. In this approach, the OH concentrations
follow a cosine function between sunrise and sunset so that the values are always
positive (cosine between −pi/2 and pi/2) and that the peak value is during midday.
The peak amplitude has been scaled with day length so that the original monthly
mean values are preserved. With this method, the OH concentrations have a diurnal
cycle and the sulphate chemistry routine calculates the oxidation more realistically.
3.6.1 Modifications to the sulphate chemistry
In ECHAM-HAMMOZ and REMO-HAM, the formation of sulphuric acid occurs
via the reaction between OH and SO2. The latter is directly emitted from various
anthropogenic and natural sources, and is also produced in a reaction between DMS
and OH. This means that OH concentrations play an important role in the sulphate
formation. Still, as was described earlier, the OH concentrations are monthly mean
fields that are read in by the model. OH has a clear diurnal cycle, which means that
usage of the monthly mean values will create some error. On the other hand, the
introduced artificial diurnal cycle does cancel out some of this, but this approach
may overestimate the values for short days, and more importantly, it does not take
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into account the attenuation of solar radiation (main driver for OH formation) by
clouds.
Previously, in the work by Mikkonen et al. (2011), a proximity measure (proxy)
approach was developed for the sulphuric acid concentrations. In this approach,
using experiment data from multiple measurement sites, a H2SO4 proxy was derived.
The proxy was based on global solar radiation, SO2 concentration, condensation sink
and relative humidity, because this form could describe the overall data set very well.
Following this approach, an OH-proxy was created in Paper IV and implemented
in REMO-HAM. The proxy was derived from OH data measured in Hyytia¨la¨ and
is based only on the downward flux of solar radiation (SWF↓). Data from other
sites was also analysed; but, based on the test done for the European domain,
only Hyytia¨la¨ data was finally accepted. The test included comparison of H2SO4
concentrations from the OH-proxy version of REMO-HAM with different forms of
proxy against measurements.
Details about the proxy can be found in Paper IV. Here, only the final form of
the OH-proxy, OHproxy, is shown:
OHproxy =
{
3081.0 · SWF↓0.8397 day time
6.033× 104 night time , (3.1)
where the units are [molec/cm3] for the OH-proxy and [W/m2] for SWF↓. This
method does not increase the computational burden and links the OH concentration
to the incoming solar radiation, thus including the influence of clouds as well as
location, day of year, and time of day.
3.7 Nucleation methods
The HAM module includes many alternative formulations for aerosol nucleation (see
Section 2.3). The default approaches are the binary water–sulphuric acid nucleation
by Vehkama¨ki et al. (2002) and the neutral and ion-induced nucleation of sulphuric
acid and water by Kazil et al. (2010). In addition, two nucleation parameterizations
for the forested boundary layer are included: the cluster activation mechanism (Kul-
mala et al., 2006; Sihto et al., 2006; Riipinen et al., 2007) and the kinetic mechanism
(Laakso et al., 2004; Sihto et al., 2006; Kuang et al., 2008). In Paper III, the nu-
cleation by Vehkama¨ki et al. (2002) was used, in Papers I, II and V the approach
by Kazil et al. (2010) was used and in Paper IV the modified kinetic nucleation
was used.
In Paper IV (also Section 3.6.1), a measurement-based OH-proxy for OH con-
centrations was implemented, which improved the model’s chemistry. Earlier, as
discussed in Paper I, it has been noticed, that the simulated SO2 concentrations
are too high in ECHAM-HAMMOZ and REMO-HAM. With the OH-proxy, the sim-
ulated SO2 and H2SO4 concentration are at more realistic levels; which, on the other
hand, means that the H2SO4 concentration-based nucleation schemes have potential
to give more realistic results.
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3.7.1 Modifications to the kinetic nucleation scheme
Within the work done in Paper IV, the kinetic nucleation scheme by Laakso et al.
(2004) was modified. In the original scheme, nucleation rates were calculated for
the aerosol particles, which included two H2SO4 molecules. However, the kinetic nu-
cleation mechanism is based on aerosol size distribution measurements for particles
larger than 3 nm, and deriving the ∼1 nm nucleation rate introduces some uncer-
tainty related to particle growth between 1 and 3 nm. Therefore, in the modified
scheme, the calculations are done for 3 nm (in diameter) sized particles (a similar
approach has been used in Makkonen et al. (2009)). The assumption within this
method is that the newly formed particles consist only of H2SO4 (and a correspond-
ing amount of H2SO4 is removed from the gas phase as the particles are formed).
The modified 3 nm nucleation rate J3nm is calculated with the following equation
J3nm = K × [H2SO4]2, (3.2)
where K = 1.417 × 10−15 [cm3 s−1] is the kinetic coefficient and [H2SO4] is the
sulphuric acid concentration in molec/cm3. The K is based on comparison of
measured H2SO4 concentrations and J3nm values from three measurement stations:
Hyytia¨la¨ (Finland), Melpitz (Germany) and San Pietro Capofiume (Italy).
Chapter IV
Modelling aerosols and climate
This chapter includes some of the main findings of this work. More detailed and
comprehensive analysis can be found from the papers attached. First, the mod-
elled REMO-HAM BC concentrations over Finland will be discussed and the influ-
ence of Finnish BC emissions to the surface air concentrations will be investigated.
Next, examples from the study of the European boundary layer NPF will be given.
These results show how much the new approach of calculating the OH concentra-
tions improved the modelled nucleation. In addition, some of the limitations of the
aerosol model will be discussed. Moreover, an analysis of the spatial distribution
of Europe-wide nucleation events will be shown and the link between SO2 emis-
sions and nucleation rates will be discussed. Finally, from the global point of view
(ECHAM-HAMMOZ), the influence of future emission reductions will be discussed
in terms of aerosol direct radiative effects and cloud radiative effects. Additionally,
some results for the BC snow effect are described.
4.1 Black carbon over Finland
In Paper II, the modelled BC surface air concentrations were compared against ob-
servations. The analysis showed that the model underestimated the observed values,
especially for winter time. In addition, as it is known that REMO has a wet bias
over Finland, the possibility of too efficient wet removal was also investigated. How-
ever, the results showed that the excess in precipitation can only partially explain
the underestimation. The results indicated that the underestimation most prob-
ably originates from deficiencies in the emission database used; specifically, from
underestimated residential wood burning emissions.
The simulations done in Paper II were for the year 2005. As some of the used
measurement stations did not have observation data for 2005, the first available
measurement year was used in the analysis. For this thesis, two extra simulations
were done. First, instead of 2005, the year 2008 was simulated, and in the second
simulation, updated emissions from GAINS model were used (Paper V emission
structure including sectors and height dependency used with ECHAM-HAMMOZ
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Figure 4.1: Monthly averaged black carbon concentrations for 2008. Yellow trian-
gles represent REMO-HAM results from Paper II (AeroCom, 2005), blue diamonds
represent REMO-HAM results for 2008 with AeroCom emissions, cyan circles repre-
sent REMO-HAM results for 2008 with GAINS emissions and red stars represent the
observed 2008 values.
was implemented into REMO-HAM). In addition, the results shown here are from
the latest version of REMO-HAM model; the model version used in Paper II was
the first official release of REMO-HAM and the model has been updated since (both
the aerosol module and main model). The domain used here is slightly bigger than
in Paper II simulations, but the spatial resolution is the same. Vertically, the
simulations includes only 27 levels, whereas 31 levels were used in Paper II. The
meteorological boundary data was changed from analysis data to ERA-Interim re-
analysis data (Dee et al., 2011). Moreover, the model output frequency was changed
from 3 h to 1 h. Furthermore, updated measurement data was used because it is
now more precisely calibrated.
In Figure 4.1, the observed and modelled values from 5 locations in Finland
(Pallas, Puijo, Hyytiälä, Utö and Virolahti) are shown. If results from Paper II
are compared against the first simulation done now (REMO-HAM AeroCom), two
bigger differences show up. First of all, the late-winter values are in better accord
with Paper II’s results. The latest model version cannot capture the late-winter
peaks and tends to even have a decreasing trend during that time. This is not
surprising as the emissions do not have a yearly cycle for residential combustion
sector (which is the biggest sector in Finland); however, what is interesting are the
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winter peaks seen with Paper II results. As the emissions are exactly the same,
this is coming from the different lateral boundary forcing and differences in the
model versions. The second big difference between the old and new run is that the
underestimation during summer seen in Paper II’s results is not anymore present
(the newer model version actually slightly overestimates the June and July values
at some of the stations).
If the latest model version is used with updated emissions (REMO-HAM
GAINS), the results looks more realistic. New emissions have better spatial and
time resolution, but the biggest advantage, at least for these simulations, is the
yearly cycle for domestic combustion sector. This does improve the underestima-
tion during the late-winter, but does not remove it completely. The method used
(details in Paper V) for the yearly cycle could have some problems for Northern
Europe (as it was derived from Asian data), but tests done at the Finnish Envi-
ronmental Institute (SYKE) have shown that the method actually represents the
yearly cycle very realistically when compared against their own detailed emission
data (personal communications, 2013). This means that the emission data could
still slightly underestimate the late-winter values or simply that the model has some
deficiencies that smooth out the peak values. During the rest of the year, the model
with updated emissions can reproduce the observed values fairly realistically and
show similar features in the yearly cycle.
As Finland is located at high latitudes (roughly above 60◦N), the winter tem-
peratures are normally quite cold and the whole country has a snow cover. Cold
weather leads to quite high winter BC emissions, which mainly come from the res-
idential burning sector (Kupiainen et al., 2006). High BC emissions during snow
season means that the Finnish emissions impact the regional snow-albedo forcing
(which is also modified by the long-range transport of BC from neighboring re-
gions). In addition, BC emissions from Finland can influence the Arctic region’s BC
concentrations. Although the emissions are not as high as from some other Arctic
countries, they still can have impacts as the Arctic region is quite sensitive to even
small increases in BC concentrations (Quinn et al., 2011). To investigate how much
BC is transported to and from Finland, a simulation without Finnish BC emissions
was conducted in Paper II. It should be mentioned that, in Paper II, the focus
of analysis was more upon BC concentrations and deposition, not so much on the
snow-albedo effect or long-range transport to the Arctic. However, here the latter
is also briefly discussed.
The relative fraction of 2005 BC surface air concentrations when the Finnish
BC emissions are switched off is shown in Figure 4.2. On annual scale near the
high emissions sources (Southern Finland and Oulu region), the surface air fraction
of long-range transported BC is only 10–30%, whereas in Eastern and Northern
Finland, the long-range transported BC fraction can be up to 50–60%. In addition,
the transport from Finland can be seen in the northeast part of the plot, where the
non-Finnish emissions can explain 80–90% of the surface values. Since the winter
time is more relevant due to colder air and the forming polar dome (Stohl, 2006),
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Figure 4.2: The relative fraction of 2005 BC surface air concentrations when the
Finnish BC emissions are removed for yearly and winter values. The fraction is based
on the simulations in Papers I and II.
winter values are separately shown in Figure 4.2. The long-range transport from
Finland towards the Arctic is now much more visible than on the yearly scale.
Emissions outside Finland are still a bigger source at the northeast part of the plot,
but the values decrease to 60–80%. This means that, during winter time, the long-
range transport from Finland can have significant impact on the Arctic near-surface
values. However, a more detailed study should be done to quantify the effect of
long-range transported BC from Finland to the Arctic. Such a study should, as
an example, use better emission data, as was indicated in the study by Stohl et al.
(2013), as well as a longer simulation period.
4.2 European boundary layer NPF
The background aerosol properties change through NPF, which leads to changes in
the regional and global CCN concentrations (e.g. Lihavainen et al., 2003; Merikanto
et al., 2009). Laaksonen et al. (2005) have shown that in Po Valley, Italy, NPF can
contribute up to a third of the regional CCN budget. This indicates the importance
of NPF inclusion in climate models.
The European boundary layer NPF was studied in Paper IV. The models used
were REMO-HAM with modifications presented in Chapter 3.6.1 (henceforth in this
section called REMO-OHP), and an unmodified REMO-HAM version. The model
results were compared against measurements from 13 ground-based sites. Actual
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measurement data was obtained from three stations; whereas, for the other ten
stations, processed datasets published in the literature were used. Here, results
showing the differences in nucleation rates between REMO-OHP, REMO-HAM and
observations are presented. In addition, the capability (or lack thereof) of REMO-
OHP to represent NPF events in terms of the growth of the particles is demonstrated.
Also, the spatial distribution of the modelled nucleation rates is shown with the link
to SO2 emissions.
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Figure 4.3: Measured and modelled daily mean (filtered) J3 nm rates for event days at
Hyytia¨la¨, Melpitz and San Pietro Capofiume. REMO-OHP is the OH-proxy version
of REMO-HAM and REMO-HAM is the unmodified version.
In Paper IV, the daily mean formation rates of 3 nm particles J3 nm were shown
for Hyytiälä (Finland), Melpitz (Germany) and San Pietro Capofiume (Italy). The
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means were calculated only for event days (measured data was classified differently
than the modelled data; details in Paper IV), but no additional filtering was done.
Here, the lower detection limit of the instruments used in Hyytia¨la¨ and San Pietro
Capofiume (0.01 cm−3 s−1) is used to further filter the event days: all values below
this limit are removed from the daily mean calculations. With this approach, the
daily means become daily event means, which are more informative in regards to
how well the model can capture the nucleation rates during a nucleation event.
The results from REMO-OHP and the unmodified REMO-HAM are compared
against observations in Figure 4.3 (here the filtering procedure explained above is
used for all data). Overall, it is clear that REMO-OHP can reproduce the measured
values much better than REMO-HAM. The latter tends to overestimate the nucle-
ation rates at all locations, although in Hyytiälä the bias is not very strong. On
the other hand, REMO-OHP is capable to simulate realistic values at all locations.
Some underestimation can be seen with REMO-OHP in San Pietro Capofiume, but
it is much smaller than the overestimation with REMO-HAM. Figure 4.3 shows
clearly how much the model results improved with the new OH-proxy.
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Figure 4.4: Example distribution plots from Hyytia¨la¨. Upper panel shows the evo-
lution of the distribution for one day from measurements; the lower panel, the same
from the model results (based on Paper IV).
After being formed by nucleation, the new particles start to grow. The particles
might eventually reach bigger sizes; for example, it can take 1–2 days for the particles
to reach ∼100 nm sizes (Pierce et al., 2012). An example of a NPF event can
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be seen in Figure 4.4, where the upper panel shows an observed event and the
lower panel shows a modelled (REMO-OHP) event. The measurements show how
the nucleated particles start to grow and eventually reach ∼100 nm sizes. From
the model results, the start of the event can be clearly seen (nucleation), but the
following growth is missing. There are many reasons for this, but it is mainly caused
by two factors: first, REMO-HAM does not include condensation of low-volatility
organic species, which would cause the particles to grow to bigger sizes (only H2SO4
is condensing in the current setup). Second, the used modal structure does not
allow continuous growth of the particles, as was shown in Korhola et al. (2014).
The reason why the nucleation continues much longer in the model comes directly
from the missing growth. Larger particles would cause a bigger condensation sink of
H2SO4; but, because the model cannot produce enough of these, the excess H2SO4
will continue to activate nucleation. This leads to overestimations in the length of
nucleation, although the used OH-proxy approach in Paper IV did improve the
results significantly.
Nucleation is generally simulated quite realistically (Paper IV), but the problem
is the growth of freshly nucleated particles. Currently in REMO-HAM, the coag-
ulation and H2SO4 condensation will eventually grow the particles to reach Aitken
and accumulation modes, as can be seen in Figure 4.4. However, as the growth
of nucleated particles has deficiencies in the model, this will impact the simulated
climate. The reason for this is that NPF events will change the CCN production
and the cloud droplet number concentrations (Korhola et al., 2014), because the
CCN particles are in the sizes of Aitken and accumulation modes (Makkonen et al.,
2009), which are influenced by NPF. The description of particle growth could be
improved with an online SOA scheme (e.g. O’Donnell et al., 2011); which would,
on the other hand, increase the computational burden. Another approach would
be to use a more simple approach for organics (e.g. Makkonen et al., 2009), but
these methods would still suffer from the limitations of the modal structure. Mov-
ing to sectional aerosol models (e.g. Kokkola et al., 2008) would solve this problem
(assuming that the sectional model also includes organic condensation, which hap-
pens to be the case in Kokkola et al. (2008)), but would also lead to increased
computational burden. However, as the (super) computers continue to get faster
and model development continues, this problem might decrease or even disappear
in the future because more detailed aerosol modules, such as sectional models, can
be used more frequently. To date, simulations with sectional models (fully coupled
with physics) have been already performed, for example with ECHAM-HAMMOZ
(Bergman et al., 2012).
The spatial distribution of nucleation events can be studied with climate models.
In Figure 4.5, an example of the modelled1 evolution of one European-wide event
day is represented. Overall, nucleation rates show clearly the diurnal cycle; spatially,
the events can be very local or reach hundreds of kilometers in size, which is in good
1REMO-OHP, simulated date 21.04.2009, based on Paper IV
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Figure 4.5: An example timeseries of the evolution of an European nucleation event
(time is in GMT). The result are based on the simulations in Paper V.
agreement with previous studies, for example, with Crippa and Pryor (2013).
Most of the intensive nucleation events occur near high SO2 emissions sources.
The emission burden of the used AeroCom emissions (for April 2000) is presented
in Figure 4.6. Strong nucleation rates can be clearly seen over the Baltic Sea in
Figure 4.5, where nucleation is influenced by the high SO2 emission burden coming
from the shipping sector (Figure 4.6). In addition, over continental areas, such as
Bulgaria, the nucleation is strong and there, based on Figure 4.6, the emissions are
very high. Interestingly, by comparing the areas over Northern Germany in Figures
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4.5 and 4.6, it can be seen that nucleation rates there are strong and cannot be
linked directly to the local emission sources. Instead, nucleation is affected by the
atmospheric transport. The wind direction in the simulation (on that day) was
from east to west, and part of the SO2 that oxidizes to H2SO4 and activates the
nucleation was coming from big industrial sources in the Czech Republic, maybe
even from Poland.
Figure 4.6: SO2 emission burden from AeroCom 2000 emissions (only for April) for
the European REMO-HAM domain.
The example data shown in Figure 4.5 is from a quite cloud-free day, which
explains why almost the whole domain is experiencing nucleation events. In some
areas, such as Sweden and Norway, clouds are blocking the radiation, which eventu-
ally leads to lower nucleation rates. In addition, the local emissions over these areas
are fairly low, although high enough to cause nucleation, if the regional atmospheric
conditions were favorable.
Figure 4.6 also shows the problems discussed in Paper I related to emission
accuracy. For example, the shipping lanes are on a coarse resolution, which shows
up in the modelled results. However, there are many other emission databases, and
it should be mentioned that the AeroCom emissions have been also updated. Nowa-
days, they include datasets from the Atmospheric Chemistry and Climate Model
Intercomparison Project (ACCMIP; Lamarque et al., 2013). These updates im-
prove the emissions by introducing more emissions years, better spatial and time
resolution, include more species and can have more emission sectors (for details,
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see http://aerocom.met.no/emissions.html). In Paper V, the global anthro-
pogenic emissions were updated and these emissions can be also used with REMO-
HAM. Although with REMO-HAM, even more regional (country-wise) and higher
resolution (spatial and time-wise) emission datasets could (or should) be used to
gain all the benefits of the higher resolution of the model.
4.3 Targeted black carbon reductions
As the lifetime of aerosol particles is relatively short, the atmospheric concentrations
respond rapidly to changes in primary or aerosol precursor gas emissions. Recently,
in some regions, such as Europe and North America, the atmosphere has experi-
enced brightening while in some regions, for example India, dimming has increased
(Cermak et al., 2010; Haywood et al., 2011). This means that the cooling effect of
aerosols has also changed (globally and regionally). As the trend to decrease aerosol
and aerosol precursor emissions still continues, one climatological issue raising from
this is the aerosol cooling effect: how will it change? Since the different aerosol
species have different climate impacts, the emission reductions should be studied
also from species, or even sector point of view. In Paper V, the emission scenarios
based on current legislation for BC, OC and SO2 were included. Additionally, one
of the scenarios was targeted to reductions in short-lived climate forcers (in this case
BC and OC) and one showed the maximum reduction potential of BC, OC and SO2.
In this thesis, the results from the targeted and maximum potential scenarios
are shown (henceforth called BCadd and MTFR, respectively). The MTFR scenario
includes a portfolio of most important measures that could produce the largest re-
ductions in their global radiative forcing. Measures with small increases in radiative
forcing (or net impact) have been excluded (UNEP, 2011; Shindell et al., 2012).
The maximum reduction potential of anthropogenic aerosols (BC and OC) and SO2
with currently available technologies is also demonstrated. This scenario includes
primarily end-of-pipe measures and excludes any further efficiency or fuel switching
potential (Cofala et al., 2007; Klimont et al., 2009). These two chosen scenarios
are represented so that the targeted reductions could be compared to the maximum
potential of reductions.
The influence of the aerosol direct radiative effect for short-wave radiation
(DRESW, cloud-free) and the cloud radiative effect for short-wave radiation
(CRESW) at the top of the atmosphere (TOA) can be seen in Figure 4.7. The
top panels show the absolute values from the reference simulation and the mid-
dle and lower panels show the difference between the scenarios and the reference
simulation.
Clearly, the MTFR simulation reduces the cooling effect of aerosols over the
globe2. Over India, the BCadd simulation predicts increased DRESW cooling, which
2Because the absolute values are mainly negative, the difference plots show basically the dif-
ference in cooling, thus a positive difference means that the cooling has decreased in the scenario
simulation (and vice versa)
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Figure 4.7: The yearly mean direct radiative effect for short-wave radiation
(DRESW, cloud-free) and yearly mean cloud radiative effect for short-wave radia-
tion (CRESW) at the top of the atmosphere (TOA) from the reference run and the
difference between scenarios and the reference run. The result are based on the sim-
ulations in Paper V.
comes partly from the reduced absorption component (BC), but mainly from the
increased scattering component (sulphate). The cooling increases over India as the
SO2 emission pathway follows one of the current legislation scenarios (and it is esti-
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mated that SO2 emission will increase over India, mainly coming from the industrial
and energy sectors). If the emissions are reduced as much as it is technically feasible,
the cooling over the globe would decrease significantly. Globally, the BCadd simula-
tion predicts 0.06 W/m2 reduced cooling for DRESW and 0.38 W/m2 for CRESW,
whereas the MTFR simulation predicts 0.4 W/m2 and 0.82 W/m2 cooling, respec-
tively. This makes the targeted BC emission reductions clearly more beneficial for
climate than the technically maximum reductions, which could probably be very
harmful for climate practically in all continental regions.
The influence of BC upon snow albedo was not included in the simulations done
in Paper V. Overall, the BC snow albedo effect is estimated to cause global warm-
ing that can reach ∼0.3 W/m2 (Bond et al., 2013). One thing not shown in Paper V
is how much the BC snow deposition decreases in different scenarios. For example,
in the BC emission reduction scenario, the simulation predicts that the BC snow
deposition decreases -60% globally and -37% over the Arctic area3 if compared to
the reference year (2005) simulation. For the technically maximum reduction sce-
nario, the simulation predicts -56% and -32% decrements, respectively. It should
be mentioned that these values are not directly comparable, as the snow cover was
changing according to the simulated climate (which explains why in the BC targeted
simulation the change is slightly higher). Nevertheless, these values indicate that
the BC snow forcing (warming) can be decreased by the targeted reductions as much
as with the technical maximum reduction measures. The results above (and in Pa-
per V) show that the technical maximum reduction measures can be quite harmful
from the climate point of view. All of this implies that, with the BC targeted reduc-
tions, the BC snow albedo effect can be reduced very efficiently without climatically
harmful side effects. However, as the values here are based on an offline approach,
they can only be used as rough estimates. Nevertheless, the potential for BC snow
effect reductions can be seen and this is important especially over the Arctic area,
where the air is very clean and small changes in BC concentrations/deposition can
lead to significant changes in the overall forcing (Quinn et al., 2011).
3Definition used for the Arctic area: the area above the arctic circle; 66.55◦N
Chapter V
Review of the papers and the author’s contribution
Paper I describes the regional aerosol-climate model REMO-HAM and the evalua-
tion of the new model version against measurements and the global aerosol-climate
model ECHAM-HAMMOZ. REMO-HAM is able to reproduce measured aerosol
concentrations and aerosol distributions, and was able to improve 2-m temperatures
in Eastern Europe. I was the main developer of REMO-HAM and did all the simu-
lations. I also wrote the paper and did all the data analysis and calculations.
Paper II studies how well REMO-HAM can reproduce the measured black carbon
(BC) concentrations over Finland using several statistical tools. The paper shows
that the model underestimates the BC concentrations due to deficiencies in the emis-
sions, mainly coming from domestic wood burning. The role of sinks, such as wet
deposition, was also discussed because the model is known to precipitate too much
over Finland. I did the simulations with REMO-HAM and helped write the model
description part. Also, I did the map figures representing the REMO-HAM results
and helped with the data analysis.
Paper III investigates aerosol forcing in India with temperature and precipitation
responses. It shows that aerosol absorption can play a role in the monsoon precip-
itation, but the solar dimming of aerosol can have an extinctive effect. I helped to
create the emission files and helped with the simulations and analysis. Also, I wrote
the emission description and helped with the model description part.
Paper IV describes the implementation of a measurement-based OH-proxy and
shows that the new scheme improves simulated nucleation statistics of REMO-
HAM for European boundary layer significantly. Together with Dr. Mikkonen, we
designed the new approach of OH calculations, which I implemented into REMO-
HAM and did all the simulations. I wrote most parts of the paper and did almost
all the data analysis.
Paper V studies the impacts of global aerosol emissions reductions on aerosol forc-
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ing. Four different emissions scenarios were used to investigate the forcing changes
in 2020 and 2030. The paper shows that targeted emission reductions for short-
lived climate forcers can be very beneficial to the climate, even if compared against
the technically maximum reductions scenario. I pre-processed the emission files for
ECHAM-HAMMOZ and did the coding for the new and updated emission modules.
I did all the simulations and data analysis. In addition, I wrote most parts of the
paper and prepared all the figures.
Chapter VI
Conclusions
The main focus of this thesis has been in increasing the understanding of aerosol-
climate modelling and aerosol-climate effects by developing and using both global
and regional aerosol-climate models. The main tool has been the regional aerosol-
climate model REMO-HAM, which was introduced in Paper I and used to study
black carbon over Finland in Paper II. In Paper IV, REMO-HAM was further
modified for studying the European boundary layer nucleation. Additionally, the
global aerosol-climate model, ECHAM-HAMMOZ, was used to study the Asian
monsoon and future climate forcing of aerosols (Papers III and V). This was
achieved by modifying the existing emission data used by the model.
Aerosol nucleation is a climatically important process that impacts the aerosol
and CCN concentrations on regional and global scales (Laaksonen et al., 2005;
Spracklen et al., 2006). Paper I shows that both of the models used in this study
have a tendency to overestimate sulphur dioxide concentrations, which leads to over-
estimations in sulphuric acid concentrations and to too high nucleation rates. The
reasons behind the overestimation were not fully resolved, but modifications to the
chemistry improved the model performance. As shown in Paper IV, with the
modifications, the European boundary layer nucleation can be modelled fairly ac-
curately, although many error sources, starting from the underlying understanding
of the nucleation process, still exists.
From all of the aerosol species, black carbon (BC) was studied most closely in
this work. Paper II describes how well REMO-HAM can reproduce the measured
BC concentration over Finland. As is the case with ECHAM-HAMMOZ, REMO-
HAM also underestimates the measured concentrations. Besides the error coming
from, for example, too-efficient wet deposition, the role of an inaccurate emission
database was discussed. It is known that domestic (residential) wood burning is a
major source of BC in Finland and any inaccuracies in this sector will have a big
impact upon the modelled results.
Using more recent and updated emission databases in the climate models is
important. In Papers III and V, the anthropogenic emissions were updated and
both Asian monsoon and future aerosol forcing were studied. Paper III shows that
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aerosol absorption can play a role in monsoon rainfall, but also that decreased surface
radiation and evaporation caused by solar dimming can decrease or even cancel out
this effect. In Paper V, the near future (years 2020 and 2030) was studied with
different emission scenarios. One of the main findings was that emission reductions
of the short-lived climate forcers, such as BC, can be climatically beneficial. Even
if the technologically maximum emissions reductions are used, the targeted actions
provide a much better choice from the climate point of view.
The development of REMO-HAM was successfully carried out in this work. Some
model components still need updating in order to make use of all the benefits of an
online aerosol module. For example, an interactive radiation code is needed to con-
nect the aerosol information to the radiative budget. This work will be probably
done in the future and then, for example, the optical properties of aerosols can be
studied extensively. The aerosol model itself has been updated since its implemen-
tation (Zhang et al., 2012) and some of these updates, such as an organic aerosol
module (O’Donnell et al., 2011), should also be implemented in the future. The
condensation of organics, as an example, would improve the initial growth of the
nucleated particles (Paper IV). The model development done for REMO-HAM in
Paper IV (in terms of the OH-proxy) will be also used in ECHAM-HAMMOZ in
the work by Bergman et al. (2015). Also, all the new and updated emissions used
in Paper V are already included in REMO-HAM, although the evaluation is not
yet finished.
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