Backscattered rf signals used to construct conventional ultrasound B-mode images contain frequency-dependent information that can be examined through the backscattered power spectrum. The backscattered power spectrum is found by taking the magnitude squared of the Fourier transform of a gated time segment corresponding to a region in the scattering volume. When a time segment is gated, the edges of the gated regions change the frequency content of the backscattered power spectrum due to truncating of the waveform. Tapered windows, like the Hanning window, and longer gate lengths reduce the relative contribution of the gate-edge effects. A new gate-edge correction factor was developed that partially accounted for the edge effects. The gate-edge correction factor gave more accurate estimates of scatterer properties at small gate lengths compared to conventional windowing functions. The gate-edge correction factor gave estimates of scatterer properties within 5% of actual values at very small gate lengths ͑less than 5 spatial pulse lengths͒ in both simulations and from measurements on glass-bead phantoms. While the gate-edge correction factor gave higher accuracy of estimates at smaller gate lengths, the precision of estimates was not improved at small gate lengths over conventional windowing functions.
I. INTRODUCTION
A conventional ultrasound B-mode image relates the envelope of each backscattered radio-frequency ͑rf͒ time signal to a gray-scale value. A conventional ultrasound B-mode image is made up of adjacently spaced axial time signals that have, in general, been envelope detected. Each envelopedetected time signal is a series of echoes backscattered from structures in the interrogated medium.
In a conventional ultrasound B-mode image, the frequency-dependent information in a rf time signal is not utilized. The frequency-dependent information in a rf time signal has been hypothesized to be related to the tissue microstructure ͑structures less than the ultrasound wavelength͒. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] Parametrization of the frequency dependence of backscattered signals from tissues has allowed the characterization of tissues. Several researchers have used quantitative ultrasound ͑QUS͒ information about the shape of the spectrum of backscattered ultrasound to classify tissue microstructure and identify disease. 2, 9, [11] [12] [13] [14] [15] [16] Other researchers have been able to estimate the size, shape, and internal make-up of scatterers in tissues from ͑QUS͒ models. 3, [5] [6] [7] [9] [10] [11] 16 Scattering from tissues is often modeled using the Born approximation ͑no multiple scattering͒. 17 Regions of interest ͑ROIs͒ are chosen from interrogated volumes, and the spectral properties of the rf signal corresponding to the ROIs are quantified and related to models of tissue scattering. Tissue scattering often represents a stochastic process with incoherent and coherent scattering. [17] [18] [19] The incoherent scattering includes information about the size, shape, density, and mechanical properties of the scatterers. 19 If a model accurately describes the incoherent part of the scattered spectrum, then estimates of scatterer properties can be made. If the spatial arrangement of the scatterers is regular or periodic, a coherent component is introduced into the backscattered signal. For truly random or diffuse scattering, the coherent part of the spectrum appears as noise to the incoherent part of the spectrum.
If the total interrogated volume is not homogeneous but is suspected of having a distribution of nonuniform scatterers, i.e., tissues, then taking large ROIs in the volume may not give the same average structural information as that of smaller ROIs. In the case of tissue interrogation, smaller ROIs are chosen within the interrogated volume to resolve changing structure within the interrogated volume. The smaller ROIs are then assumed to have a distribution of uniform scatterers within a larger volume composed of a possible larger distribution of different scatterers. Typically, an ROI is constructed from several rf time signal realizations axially gated to a particular length. If the gate length used to make spectral estimates is too small, a bias is introduced ͑the estimates are less accurate͒. 20 There exists a trade-off between the smaller ROI size ͑better axial resolution͒ and the ability to make accurate and precise scatterer property estimates in media characterized by randomly spaced scatterers. This trade-off has been expressed in terms of the stabilitytime-bandwidth product. 21 Reducing the size of gated time signal increases the bias of estimates in the spectral domain and causes more distortion of the spectrum. 22 Tapered wina͒ Electronic mail: oelze@uiuc.edu dows decrease sidelobe contribution that reduces the bias. However, the broader main lobe correlates consecutive frequency values increasing noise in variance of estimates. 21 Numerous studies have examined the effects of the axial gate length and windowing function on the accuracy and precision of scatterer property estimates in the context of ultrasound. One study showed that when the gated length was not large ͑5 times the wavelength at the center frequency͒ the measured backscattered power spectrum did not fit the theoretical power spectrum well no matter what windowing function was used. 23 As the size of the gated length increased, the measured backscattered power spectrum fit the theoretical power spectrum better. Further, a better fit to the theoretical power spectrum occurred at a gate length of 12.5 times the wavelength at the center frequency when a Hanning window was used over that of a rectangular window. Other studies showed that as the length of the axial gate was larger than the spatial pulse length ͑SPL͒, the contribution of the coherent spectrum was reduced, improving the accuracy and precision of scatterer property estimates. 18, 24 As the size of the axial gate length was reduced to the SPL, it was noted that the effects of the pulse needed to be incorporated. 25 Attempts were made with limited success to correct for the small gate truncation errors using a deconvolution method. 26 If the edge effects of gated time segments can be corrected, then the axial resolution, at which accurate estimates of scatterer properties are made, may be improved further. However, the precision of estimates of scatterer properties may not be improved by correcting for the edge effects.
In another study, axial resolution for ROIs was optimized to a length of 10 times the wavelength of interrogation. 15 In that study, a line was fit to the backscattered power spectrum versus gated axial length using a Hanning window. The 10-wavelength ROI was chosen at the point where the slope estimates from the best-fit line first converged. The study examined the accuracy of slope estimates versus axial length and did not consider the precision in making estimates versus axial length.
In the study reported herein, the accuracy of scatterer property estimates of smaller gate lengths is improved, and the bias is removed, by developing and using a gate-edge correction factor. The analysis assumes that the scatterers are randomly spaced and that the coherent component of the backscattered spectrum is small relative to the incoherent component. The approach is unique in that it applies physical principles of the scatterers rather than purely signalprocessing techniques to reduce bias in spectral estimates. The gate-edge correction factor allows the axial resolution to be enhanced beyond typical gating techniques that involve conventional windowing functions. Section II describes the theory behind backscattering from weakly scattering volumes and the development of the gate-edge correction factor. Section III details the construction of simulations and measurements from physical phantoms with randomly spaced glass beads. Section IV presents the results of the simulations and physical phantom measurements and compares the different gating functions with the gate-edge correction factor. The final section ͑Sec. V͒ provides some conclusions about the study.
II. THEORY
Consider a medium filled with random scatterers. A pulse is propagated from a source into the scattering medium and each scatterer reradiates the incident pulse and modifies its frequency content, giving an echo signal. Figure 1 represents a simple case of a few scatterers randomly spaced in the scattering medium. Each scatterer has an echo signal associated with it in time and these echo signals are summed back at the source to form a backscatter wavetrain.
The echo signals from the scatterers contain frequencydependent information that is related to the size, shape, and mechanical properties of the scatterers. The frequencydependent information can be determined by gating out a portion of the backscattered wavetrain and taking the Fourier transform of the gated time signal. QUS models then relate the backscattered power spectrum, which is the magnitude squared of the Fourier spectrum, to properties of the scatterers.
The gating of time signals allows estimates of scattering properties to be related to distinct ROIs in the volume under interrogation. However, the gating process also adds unwanted frequency content into the backscattered power spectrum. The unwanted frequency content leads to inaccurate estimates of scatterer properties. The reason that the gating adds unwanted frequency content into the spectrum can be illustrated. In Fig. 1 the time signal is gated using a rectangular window. When the signal is gated, inevitably echo signals will be abruptly truncated at the edges of the gate, leading to added higher frequency content in the backscattered power spectrum.
A couple of ways exist to reduce the effects of the gate edges. One way is to apply windows that taper at the edges, i.e., the Hanning window. The tapered windows reduce the high-frequency content added into the gated time signal by making the edges more continuous. Another way to reduce the effects of the gate edge is to make the total gate length longer. When the gate is longer, the effects of the echo signals truncated at the gate edge are minimized relative to the larger number of unaffected echo signals located in the middle of the gate. The longer the gate length, the better the accuracy of the estimates of scatterer properties at the expense of spatial resolution. 20 The gated region can be broken into a middle region ͑gate interior͒ and two edge regions ͑Fig. 2͒. The edge regions are the size of the backscattered echo signal pulse ͑1 SPL͒ and the edge regions represent the time durations from where truncated echo signals will originate. The length of a backscattered echo signal pulse will depend on the initial excitation pulse and the type of scatterer in the interrogated medium. The middle portion of the gated region represents the region from where unaltered echo signals originate. The time signal from a gated region, r(t), can be represented as the sum of NЈ identical scatterers in the gated volume by 27 r͑t ͒ϭs͑ tϩt 1 Figure 1 schematically demonstrates that the time signal contains truncated echo signals from scatterers not actually contained in the ROI volume, L ROI A, where L ROI is the length of the gated segment and A is the cross-sectional area of the beam ͑in most cases defined by the Ϫ6-dB beamwidth͒. For example, the left-most echo signal in Fig. 1 that originates from a scatterer outside the ROI becomes a truncated echo signal that is included inside the proximal gate edge of the time segment corresponding to the ROI. In other words, there exists some proximal length, L p , of the ROI that includes truncated echo signals from scatterers that are completely or partially outside of the ROI. Thus, the proximal length is defined as the SPL of an echo signal from a scatterer, L SPL . Furthermore, the right-most echo signal in Fig. 1 that originates from a scatterer inside the ROI contains a truncated echo signal that is included inside the distal gate edge of the ROI. In other words, there exists some distal length, L d , of the ROI that includes truncated echo signals from scatterers that are completely or partially inside of the ROI. Thus, the distal length is also defined as the SPL of an echo signal from a scatterer. Therefore, L SPL ϭL p ϭL d , the axial length of an echo signal from a scatterer. In the case of elastic scatterers where shear waves are supported, resonances can occur that elongate the SPL appreciably over the excitation pulse for large ka values. In soft tissues, shear waves are not supported so that the SPL will be very close to the size of the excitation pulse. In this analysis, either small ka values ͑р1͒ or scatterers that did not support shear waves were considered.
If the number density of scatterers is given by n , then, in the middle region, the number of scatterers Nϭn (L ROI ϪL SPL )A, where only L SPL needs to be subtracted from the full gated length, L ROI , to get the total number of scatterers in the middle region of the ROI because the proximal scatterers are not included in the physical ROI.
If the time gate is large, then NӷN p , N d and the contribution of the s p and s d scatterers is negligible relative to the s(t) echo signals of the middle gate region. When gate lengths are small, the contributions of the echo signals near the edge are not negligible and will change the frequency content of the backscattered power spectrum from that of the scatterers in the middle region.
Assuming that there is a uniform density of scatterers in the ROI, then N p ӍN d ӍN res , where N res represents the number of scatterers in a resolution cell ͑defined as the SPL times the cross-sectional area of the beam of the ultrasound source as defined by the beamwidth at half maximum͒, with
Further, assuming the echo signals are approximately identical backscattered pulses and loss is negligible within the ROI, then s p Ӎs d and
The Fourier transform of Eq. ͑3͒ gives
͑4͒
The power spectrum is obtained by taking the magnitude squared of Eq. ͑4͒. The power spectrum can be divided into incoherent ͑like terms͒ and coherent components ͑cross terms͒. Assuming that the scatterers are randomly placed ͑no periodic structure͒, then the coherent component is small relative to the incoherent. The incoherent spectrum is used for estimating the frequency dependence of scattering, and its normalized backscattered power spectrum of Eq. ͑4͒ is given by
To characterize the backscatter and obtain accurate scatterer property estimates, the first term of Eq. ͑5͒ is sought. For long gate lengths
However, when the gate lengths are small, significant contribution is made from the second term of Eq. ͑5͒. lengths are desired to obtain better axial resolution for scatterer property estimates.
To improve the accuracy of scatterer property estimates from small gated segments, the edge terms of Eq. ͑5͒ can be corrected. The edge terms are corrected by determining the additional frequency content added to the power spectrum from the truncated echo signals. In the edge terms, the exact frequency contribution from each truncated echo signal cannot be explicitly determined. In order to determine the contribution from each truncated echo signal in the edge region, the exact location of each scatterer in the cutoff regions would need to be known. Instead, the frequency contribution of the truncated echo signals in the edge region can be calculated ranging from where almost the whole echo signal is in the edge region to where almost the whole echo signal has been truncated.
The average frequency contribution from truncated echo signals in the gate edges can be calculated by
where t p is the time duration of the echo signal, s(t) is approximated from the excitation pulse and from some simple assumptions about the scatterers, and g(t,tЈ) is a rectangular gate function given by
The efficacy of the simple assumptions about the scatterers will be examined later in the context of real tissue scattering. Equation ͑5͒ represents the normalized backscattered power spectrum from a realization from a single time segment. Spatially averaging several power spectra from the different time segments that make up an ROI yields
in Eq. ͑9͒ with average frequency contribution from the truncated echo signals in the gate edges from Eq. ͑7͒,
There exists some function ␤( f ) defined as
such that
͑13͒
Solving for the scattered spectrum
where
and ( f ) is always positive, assuming that the total gate length is greater than or equal to the SPL. As the size of the ROI becomes large relative to the SPL, ( f ) approaches unity. The function, ( f ), acts as a corrective filter due to windowing of signals at small gate lengths relative to the SPL. Application of ( f ) adjusts the frequency dependence of the backscattered power spectrum from smaller gate lengths to be the same as for larger gate lengths. If ( f ) can be determined, then the backscattered power spectrum can be approximated for any gated length with the effects of the gate edges reduced. However, the functional form of ␤( f ) is unknown because both ͉͗SЈ( f )͉͘ 2 and
where ͉͗S app ( f )͉ 2 ͘ and ͉͗S app Ј ( f )͉͘ 2 represent approximate backscattered power spectra by making some simple assumptions about the scatterers.
The function ( f ) can be explicitly defined only if the excitation pulse, the frequency-dependent attenuation ͑in-cluding both total and local attenuation within the ROI͒, and the frequency-dependent backscatter from the scatterers are known. The excitation pulse and frequency-dependent attenuation can be quantified independently from the backscatter. The attenuation can be incorporated into the gate-edge correction factor by
where ␣( f ) is the frequency-dependent attenuation coefficient and x 0 is the distance from the beginning of the interrogated medium to the front edge of the gated region. If the product of the gate length and attenuation is small, then the effects of attenuation over the length of the ROI can be neglected. What is not quantified, apart from the backscatter, is the frequency-dependent information about the scatterers in the interrogated medium. The goal is to estimate the true frequency dependence of the backscatter. However, in terms of ultrasonic scattering, certain assumptions about the scatterers
The reference ͑excitation͒ pulse can then be used to construct an echo signal scattered from a point scatterer. Essentially
is the reference pulse power spectrum. We can take our original excitation pulse and scatter it from a single-point scatterer to get a model for the echo signal, s(t). From the approximate echo signal we can then use Eqs. ͑16͒ and ͑17͒ to calculate the function ( f ), Eq. ͑15͒.
In ultrasound backscatter data acquisition, point scatterers occur when the kaӶ1, where k is the acoustic wave number and a is the radius of the scatterer. Often, frequency ranges are chosen so that kaϳ1. In this case, the frequency dependence of the backscattered power spectrum is more complicated than a simple f 4 dependence given by point scatterers. The frequency dependence of the backscattered power spectrum can be described by 16 
W͑ f ͒ϭC
where C is a constant ͑depending on the beam characteristics, the gate length, the size of the scatterers, and the concentration of scatterers͒ and F( f ) is called the form factor and depends on the size, shape, and mechanical properties of the scatterers. When kaϳ1, it is possible to estimate the average scatterer size from the form factor. As the ka value increases, the form factor becomes increasingly small for most scatterers and estimates become increasingly difficult to obtain from large ka values. In numerous studies, estimates of the scatterer size from the normalized backscattered power spectrum have been used to characterize and diagnose tissues ultrasonically. [5] [6] [7] [8] [10] [11] [12] [13] 16, 28 Initial estimates of scatterer size from the backscattered power spectrum can be made by using the ( f ) correction factor for the f 4 dependence to create an echo signal, s(t), for a point scatterer. Then, a new echo signal, s(t), and a new correction factor, ( f ), can be constructed based on the initial corrected estimates of the average scatterer diameter.
III. SIMULATION AND EXPERIMENTAL METHODS
Several simulations and tissue-mimicking phantom measurements were made to examine the utility of the new gateedge correction factor for obtaining accurate estimates of scattering properties when small gate lengths are used. The simulations consisted of software phantoms interacting with an acoustic source containing randomly spaced scatterers of different kinds and with different number densities.
The software phantoms were constructed in MATLAB ͑The Mathworks Inc., Natick, MA͒ as discussed in a previous study. 28 A large-volume matrix was constructed 10 mm in depth by 20 mm parallel to the transducer face and 2 mm in height. The source was placed 50 mm from the front edge of the scattering volume. The excitation pulse of the simulated source had a 10-MHz center frequency and a pulse
matrix using randomization functions from MATLAB. Care was taken to prevent scatterers from overlapping. In the case of the Gaussian scatterers, the minimum separation distance between scatterers was the Ϫ6-dB fall-off of the Gaussian function describing the scatterers.
The first set of simulations consisted of software phantoms containing point scatterers with different number densities. The attenuation in the software phantom was set to 0.5 dB MHz Ϫ1 cm Ϫ1 and the speed of sound was 1540 m/s. Four software phantoms were constructed with relative number densities of 1.1, 3.6, 5.5, and 9.8 scatterers per resolution cell. The scatterers were point scatterers that had an f 4 dependence in the backscattered power spectrum. The power dependence of the scattering was estimated using the correction factor for point scatterers, Eqs. ͑15͒ and ͑19͒. Each estimate was made by spatially averaging the backscattered power spectra from 30 adjacent rf time signal echoes, each separated by 100 m. Estimates were made over different gate lengths using a rectangular window, a Hanning window, and a rectangular window using the gate-edge correction factor. A total of 60 estimates was made for each simulation and these estimates were averaged. The standard deviation for the average of the 60 estimates was also calculated to determine the precision of the estimation techniques.
The second set of software phantoms was constructed using spherical Gaussian scatterers with a ka value of 1.0 at the center frequency of the acoustic excitation pulse. 5 Therefore, the scatterers had a more complicated frequency dependence than that of point scatterers. The correction factor, Eq. ͑15͒, was calculated with the appropriate form factor model, Eq. ͑20͒, from initial estimates of the scatterer diameter assuming a correction factor for a point scatterer. The attenuation was varied ͑0.0, 0.5, and 1.0 dB MHz Ϫ1 cm
Ϫ1
͒. The utility of the gate-edge correction was examined in terms of spherical Gaussian scatterers and different values for attenuation. A total of 60 estimates of the scatterer diameter was made for each simulation using the linear least-squares fit estimator, and these estimates were averaged. 29 Each estimate was made by spatially averaging the backscattered power spectra from 30 adjacent rf time signal echoes, each separated by 100 m. The standard deviation for the average of the 60 estimates was also calculated to determine the precision of the estimation techniques.
The third set of software phantoms was constructed using spherical Gaussian scatterers with ka values of 0.5, 1.0, and 2.0 based on the center frequency of the excitation pulse and the size of the scatterers. In all cases, the scatterers had a more complicated frequency dependence than that of point scatterers. The correction factor, Eq. ͑15͒, was calculated with the appropriate form factor model, Eq. ͑20͒, from initial estimates of the scatterer diameter assuming a correction factor for a point scatterer. The attenuation was 0.5 dB MHz Ϫ1 cm Ϫ1 . A fourth set of software phantoms was constructed using a distribution of spherical Gaussian scatterers with different diameters rather than a single diameter. A distribution of scatterer diameters is more like the situation that might be found in real soft-tissue scattering. The diameters had an equal number of scatterer diameters between 35 and 65 m and between 20 and 80 m. The average scatterer diameter was 50 m. The correction factor, Eq. ͑15͒, was calculated with the appropriate form factor model, Eq. ͑20͒, from initial estimates of the scatterer diameter assuming a correction factor for a point scatterer. The attenuation was set to 0.0 dB MHz Ϫ1 cm Ϫ1 . Finally, measurements were made on two tissuemimicking phantoms containing randomly placed glass-bead scatterers of diameter 45-53 m. 30 The phantom measurements were made with a single-element weakly focused transducer ( f /4) that had an 8.5-MHz center frequency as measured ͑resulting in a kaϳ0.83 at the center frequency͒. The Ϫ6-dB pulse/echo bandwidth of the transducer was 6.5 MHz and the Ϫ6-dB pulse/echo beamwidth at the focus was measured to be 670 m using the wire method. 31 Figure 3 shows an example of the incident pulse reflected from a Plexiglas ® plate centered at the focus. The pulse reflected from the Plexiglas ® was used as a reference pulse. 5, 6, 17 In a measurement, the transducer's beam axis was perpendicular to the face of the phantom so that the ultrasound would propagate normal to the surface. Phantom A had a measured attenuation of approximately 0.5 dB MHz Ϫ1 cm
over the frequency range of 5-12 MHz (ka range 0.5 to 1.2͒ using an insertion loss method and a number density of scatterers approximately twice that of the second phantom ͑B͒.
30
The hydrophone used for the attenuation measurements was a 1-mm spot size polyvinylidene diflouride hydrophone ͑Sonic Technologies model 804-010, Hatboro, PA͒. In the insertion loss method, the pulse from the transducer was measured through a water path using the hydrophone. The phantom was then placed in the path between the transducer and hydrophone and a new pulse was measured with the hydrophone. The attenuation was calculated by dividing the power spectrum of the initial pulse by the power spectrum of the pulse through the phantom and by the thickness of the phantom. Phantom B had a measured attenuation of approximately 0.64 dB MHz Ϫ1 cm Ϫ1 over the frequency range of 5-12 MHz using an insertion loss method. A 2-cm-length lateral scan was performed along the surface of the phantoms with a step size of 100 m between each scan line. A scattered pulse was created by simulating the scattering of the measured excitation pulse ͑Fig. 3͒ by a glass-bead scatterer based on the theory of Faran over the analysis bandwidth. 32 The final estimate of the diameter of the glass bead was based on initial estimates using a correction factor for point scatters. The subsequent scattered pulse was used in Eqs. ͑15͒ and ͑20͒ to create the correction factor for the glassbead scatterers. Each estimate was made by spatially averaging the backscattered power spectrum from 33 consecutive rf echoes separated by 100 m. For each acquired echo, the backscattered signal was temporally averaged for 300 realizations to reduce any electronic noise associated with the measurement. Estimates of glass-bead diameter were made versus different gate lengths using a rectangular window, a Hanning window, and a rectangular window using the gateedge correction factor. A total of 60 estimates was made for each phantom and these estimates were averaged. The standard deviation for the average of the 60 estimates was also calculated to determine the precision of the estimation techniques.
IV. SIMULATION AND EXPERIMENTAL RESULTS
When a time sequence is gated with a conventional windowing function, the frequency content of the main lobe and sidelobes is modified. Tapered windows, i.e., the Hanning window, are often used because they reduce the sidelobe levels in the frequency spectrum more than a rectangular window. Figure 4 shows the effects of rectangular and Hanning windows on the spectral main lobe and sidelobes as a function of the SPL. In Fig. 4 an ideal power spectrum from a pulse scattered from a single-point scatterer ( f 4 dependence͒ is divided by a windowed wavetrain of echo signals scattered from randomly spaced point scatterers. The excitation pulse was a Gaussian pulse with a 10-MHz center frequency and an 8-MHz Ϫ6-dB bandwidth ͑analysis bandwidth of 6 -14 MHz͒. The spectra were normalized by the number of scatterers so that the relative magnitude of the two spectra was equal at the center frequency. If the ratio of the two spectra were a perfect horizontal line, then the frequency dependence of the two spectra would be identical and perfect estimates of scatterer properties could be made.
For short gate lengths ͓gate lengths of 2 SPLs, Figs. 4͑a͒ and ͑c͔͒, both rectangular and Hanning windowed spectra had markedly different frequency dependencies than the ideal spectrum. In both cases the main lobe was broader in the windowed functions and the sidelobes had either shifted in position or were larger than the ideal scattered power spectrum. When the gate length was increased ͓Figs. 4͑b͒ and ͑d͔͒, a horizontal line could be fit to both the rectangular and Hanning windowed functions over the analysis bandwidth. Therefore, scatterer property estimates made over the analysis bandwidth for the larger gated segments tend to be more accurate than estimates made at shorter gate lengths. Superior matching occurred for the spectral ratios ͑ratio closer to unity͒ with the Hanning gated spectrum over that of the rectangular gated spectrum at larger gated lengths due to the smaller sidelobes of the Hanning window and a wider main lobe. The correction factor ͓Eq. ͑15͒ combined with Eq. ͑19͔͒ was applied to the rectangular gated window and then the ideal spectrum was divided by the rectangular gated spectrum using the gate-edge correction factor. At both the short and long gate length ͓Figs. 5͑a͒ and ͑b͒, respectively͔ the corrected spectra appeared to match the ideal spectrum over the analysis bandwidth and at frequencies well above the analysis bandwidth. Even at small gate lengths, accurate estimates of the scatterer properties could be made. The gateedge correction factor did not appear to correct for frequencies lower than the analysis bandwidth. The correction factor may enable a larger analysis bandwidth to be used because higher frequency components can be included in the analysis bandwidth. The gate-edge correction factor corrected for the spectral main and sidelobe modifications at frequencies in or above the analysis bandwidth introduced by the windowing functions.
The frequency dependence of the correction factor depends on the gate length relative to the SPL. Figure 6͑a͒ shows a representative time sequence from a medium with randomly spaced Gaussian scatterers. Figures 6͑b͒ and ͑c͒ show the measured form factor ͑Gaussian͒ and the correction factor, Eq. ͑15͒, that would be applied to the measured power spectrum for gate lengths of different size. The smallest gate length has the largest frequency variance. As the gate length gets larger, the overall correction becomes flatter so that the frequency dependence in the analysis bandwidth is barely changed by the correction factor.
For point scatterers, the frequency dependence of the backscattered power spectrum is proportional to f 4 . One method of characterizing a scattering medium is to estimate the exponent of the frequency dependence in the normalized backscattered power spectrum. Figure 7 shows the results of estimating the exponent from a medium containing randomly spaced point scatterers. The results were plotted versus the size of the total gate length in SPLs. In each case the estimation of the exponent of the frequency dependence using the gate-edge correction factor yielded better accuracy ͑less bias in the estimate͒ than using rectangular and Hanning windowed time gates. The largest improvement in accuracy using the gate-edge correction factor occurred at the smaller gate lengths. The magnitude of the gate-edge correction factor was largest when the gate length was small ͓as the gate length increased, ( f )→1]. Good agreement ͑less than 5 percent error͒ between the actual frequency dependence and the estimated frequency dependence occurred at all gate lengths for the gate-edge correction estimates. The number of scatterers per resolution cell did not seem to affect the effectiveness of the gate-edge correction factor.
The next set of simulations examined non-point scatter-
Normalized ratio of an ideal scattered power spectrum from a single-point scatterer to the power spectrum from a windowed wavetrain of pulses scattered from randomly spaced scatterers with ͑a͒ rectangular windowed segment of length 2 SPLs; ͑b͒ rectangular windowed segment of 20 SPLs; ͑c͒ Hanning windowed segment of 2 SPLs; and ͑d͒ Hanningwindowed segment of 20 SPLs. The rectangular-and Hanning-windowed spectra represent the average of 30 independent realizations. The analysis bandwidth is denoted on the curves by the superimposed ''ϩ'' signs.
FIG. 5.
Normalized ratio of an ideal scattered power spectrum from a single-point scatterer to the power spectrum from a rectangular windowed wavetrain of pulses scattered from randomly spaced scatterers using the gate-edge correction factor with ͑a͒ a windowed segment of length 2 SPLs and ͑b͒ a windowed segment of 20 SPLs. The windowed spectra represent the average of 30 independent realizations. The analysis bandwidth is denoted on the curves by the superimposed ''ϩ'' signs.
ers ͑spherical Gaussian scatterers with radii sizes chosen so that the kaϳ1.0 at the center frequency of operation͒ in volumes having variable attenuation. The average scatterer diameter was estimated using the rectangular window, the Hanning window, and the gate-edge correction factor, and then compared. An initial estimate of the scatterer size was made using the gate-edge correction factor for point scatterers, and then a new estimate of the scatterer diameter was made using the initial scatterer diameter estimate. Figure 8 indicates that increasing attenuation did not affect the ability of the gate-edge correction factor to obtain more accurate estimates at small gate lengths as compared to rectangular and Hanning windowed estimates. As the attenuation increased, the rectangular and Hanning windowed estimates improved in accuracy at smaller gate lengths, but were still less accurate estimates than using the gate-edge correction factor. Figure 9 shows the average standard deviation of the estimates of the average diameter of the spherical Gaussian scatterers from the simulation. The standard deviation was best with the rectangular gated estimates and worst overall with the Hanning window. While the accuracy of the estimates was increased using the gate-edge correction factor relative to rectangular and Hanning windows, the precision at smaller gate lengths was not improved. However, the precision did not grow markedly worse using the gate-edge correction factor as opposed to standard windowing functions.
Similar trends were seen in the other simulations and measurements.
The third set of simulations examined spherical Gaussian scatterers with ka values of 0.5, 1.0, and 2.0 based on the center frequency of the excitation pulse. Accurate estimates of scatterer diameters are made when the ka value is greater than 0.5. 6 Below this ka value, it is difficult to differentiate the scatterers from point scatterers. 33 Furthermore, if the ka value is too large, the measured form factor has a small magnitude leading to less accurate estimates. Figure 10 shows the percent error in estimates made of the average scatterer diameter compared with the actual scatterer diameter using the gate-edge correction, the rectangular window, and the Hanning window. The gate-edge correction showed marked improvement in the accuracy of the estimate over the other windowing schemes for each case. For small ka the accuracy of the estimates was very poor for each method used. The largest improvement in the estimate accuracy from the gate-edge correction occurred when the kaϳ1.0 at the center frequency of operation.
The fourth set of simulations examined the effectiveness of the correction factor when a distribution of scatterers was interrogated. Figure 11 shows the percent error in estimates made of the average scatterer diameter compared with a diameter of 50 m ͓Fig. 11͑a͔͒ and 53 m ͓Fig. 11͑b͔͒ using the gate-edge correction, the rectangular window, and the Hanning window. An equal number of scatterers of diameters ranging from 35 to 65 m ͓Fig. 11͑a͔͒ or 20 to 80 m ͓Fig. 11͑b͔͒ were randomly spaced within a scattering volume with an average scatterer diameter of 50 m. For the simulation in Fig. 11͑b͒ , the estimate of scatterer diameter con- verged to about 53 m at long gate length for all window types rather than 50 m. The larger distribution of scatterers appeared to bias the estimate of average scatterer diameter to a larger scatterer diameter. The gate-edge correction showed marked improvement in obtaining estimates closer to the long gate length limit over the other windowing schemes for each case. The reason that the larger distribution biased the results to a larger estimate of scatterer diameter is because the backscattered power spectrum is proportional to the radius to the sixth power. 5 Larger scatterers will contribute more to the backscattered signal than will smaller scatterers, pushing the estimate of the average scatterer diameter towards the larger scatterers.
The final set of estimates was made from tissuemimicking phantoms containing glass beads with scatterer diameters of 45-53 m but with different concentrations and attenuation values. Figure 12 shows the estimates versus gate length using the rectangular window, the Hanning window, and the rectangular window using gate-edge correction factor. The gate-edge correction factor estimates gave improved accuracy at small gate lengths over the rectangular and Hanning windowed estimates. The most improvement over the conventional windowed estimates came from phantom A, which had the smaller attenuation and the smaller concentration of scatterers. Figure 13 shows the absolute standard deviation of the estimates from the physical phantoms. Small differences in the precision were seen using the different methods. The precision of the Hanning window estimates was worse than the precision using the other methods. However, the correction factor estimates appeared to have slightly worse precision over the simple rectangular window. The reason for the loss of precision over the rectangular gated estimates may be due to amplification of noise by the application of the correction factor. The gate-edge correction fac- tor improved the accuracy of the estimates ͑reduced or eliminated the bias͒ but did not improve the precision of the estimates at small gate lengths.
V. CONCLUSION
For QUS imaging of tissues utilizing scatterer property estimates, it is important to improve the accuracy of estimates while minimizing the size of the ROIs necessary to obtain good estimates. Minimizing the ROIs amounts to improving the spatial resolution of QUS images utilizing scatterer property estimates. One of the factors that decreases the accuracy of estimates ͑increases the estimate bias͒ is the gating of the rf signals used to obtain the scatterer property estimates. The gating effects are diminished as the size of the gate length is increased because error is introduced from the edges of the gate. As the gate length is increased the contribution of the gate edges is decreased relative to the larger, undisturbed middle region of the gate. A gate-edge correction factor was introduced that partially accounted for the edge effects prevalent in smaller gated segments.
Estimates of scatterer properties using the gate-edge correction factor were compared with estimates using conventional windowing functions. In all cases, the gate-edge correction factor yielded more accurate size estimates for smaller gate lengths than the conventional windowing functions. In almost all cases, the size estimates from the gateedge correction factor were within 5% of the actual values ͑for an ensemble average from 60 estimates͒ for the scatterer properties examined. While the gate-edge correction factor improved the accuracy of the estimates at small gate lengths, the precision of estimates was not improved above conventional windowing techniques. The lack of improvement in precision in many applications for QUS imaging techniques may be a limiting factor in using small gate lengths where estimates come from a few echo segments.
In specific cases, the conventional windowing functions gave improved results for small gate lengths but not greater than estimates using the gate-edge correction factor. For large number density of scatterers, the Hanning window appeared to approach the gate-edge correction estimates at gate lengths larger than 3 SPLs. Furthermore, larger attenuation appeared to improve the accuracy of size estimates from the conventional windowing function estimates, but not above the accuracy of estimates obtained using the gate-edge correction factor. The improvement may have resulted from the fact that the distal gate edge was more highly attenuated and thus contributed less to the overall frequency dependence.
When the kaϳ0.5 ͑as measured at the center frequency͒ the difference between real and estimated diameter using the gate-edge correction factor was 10% or greater when the gate length was less than 10 SPLs. However, diameter estimates from the gate-edge correction factor were still better relative to the conventional windowing function estimates at small gate lengths. Further research is required to determine the reason that the gate-edge correction factor failed to give as good improvement for the low ka case. FIG. 12 . Percent error between estimates of the average diameter for glass beads in tissue-mimicking phantoms versus gate length in SPLs for , gate-edge correction factor; ࡗ, rectangular window; ᭡, Hanning window in ͑a͒ phantom A; and ͑b͒ phantom B.
FIG. 13. Standard deviation of the scatterer diameter estimates for glass beads versus gate length in SPLs for , gate-edge correction factor; ࡗ, rectangular window; ᭡, Hanning window in ͑a͒ phantom A; and ͑b͒ phantom B.
