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ABSTRACT
Due to the rapid advancement of knowledge and technologies, the problem of decision mak-
ing is getting more sophisticated to address, therefore the inventing of new methods to solve
it is very important. One of the promising directions in machine learning and data mining
is classifier combination. The popularity of this approach is confirmed by the still growing
number of publications. This review paper focuses mainly on classifier combination known
also as combined classifier, multiple classifier systems, or classifier ensemble. Eventually,
recommendations and suggestions have also included.
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1. INTRODUCTION
In today’s huge on-line communications, safeguarding the precious information from slipping into the hands
of hackers is the greatest obstacle. In spite of these types of risks, the IDS try very hard to fight the cyber-attacks. IDS
is sorted to misuse and anomaly detection. In misuse detection, the IDS evaluate the data it collects and compares
it to the huge data source of attack signatures that define various attack kinds. In anomaly detection, the system
administrator identifies the normal state of network’s traffic, and then any identification of pattern which does not
conform to an anticipated saved normal state will be identified anomaly. IDS can be seen as pattern recognition. There
are three methods of pattern recognition, (i) data acquisition, where data are gathered. (ii) Data processing, where data
are processed to eliminate redundant features, and (iii) pattern classification. There are some challenges in pattern
classification. First, the huge volume of data; second, finding an effective technique to cope using numeric features;
finally, research in the area of pattern recognition show that binomial distributions cannot represent its behavior,
meaning that conventional methods of parametric statistical might not assist. Finally, pattern recognition issues involve
other kinds of classification including intrusion detection. There are several well-known datasets used in the analysis
of IDS. KDD cup 99 dataset is most famous one, followed by NSL-KDD which is recommended to solve a number of
the inherent issues in KDD’99.
2. RELATEDWORK
Different approaches have implemented to create a perfect IDS using data mining and machine learning
methods.
Patel and Buddhadev [1], proposed an architecture of hybrid IDS based on misuse and anomaly detection.
They used Snort software (free and open source software for IDS and IPS) to capture and analyze network packets.
They used string searching algorithm called ”AhoCorasick algorithm” to compare the incoming pattern with saved
one in the signature database, if there is a match, an alarm will rise, if not, the pattern will be passed to anomaly
detector for further classification. Yet, the authors did not describe which algorithm they used in the anomaly model,
nor provide experiments based on their suggested model.
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Hlaing, Thuzar [2], proposed feature selection based on Mutual Correlation method to reduce the 34 contin-
uous KDD 99 dataset features to 10. He utilized Fuzzy Decision Tree as a classifier to differentiate between normal
and 4 classes of attack. He compares his approach with Neural Network+ SVM, Fuzzy Logi, and C4.5. The author
proves that his approach could compete others in term of accuracy, though it could be great in terms of comparison
if the author implemented the Mutual Correlation feature selection with other classifiers as well, especially with the
strong C4.5 DT classifier.
Chandrashekhar and Raghuveer [3] evaluates 4 clustering methods: fuzzy c-means, Mountai, Subtractive,
and k-means clustering using the well known KDD 99 dataset. Their results show that fuzzy c-means and k-means
clustering performed better in terms of computation time and accuracy.
Taghanaki et.al [4], combined two feature extraction methods, LDA, and PCA based on RBF Neural Network
as pattern classifier. Utilizing Weka (Data Mining software), they used KDD 99 dataset for evaluating their approach
and compare the results against Kernel Discriminant Analysis (KDA), Local Liner Embedding (LLE), Principal Com-
ponent Analysis (PCA), and Linear Discriminant Analysis (LDA). Their experiments indicates that their proposed
approach could achieve better results.
Yingmei and Songtao [5] proposed classification in ad hoc networks based on improved k-means clustering
algorithm and Hybrid Genetic Algorithm (HGA). The improved k-means clustering used to split the data to normal
and anomaly traffic, and the HGA used to classify the intrusion behavior. Using KDD 99 for the experiment, the
results show improved detection accuracy and low false positive (FP) rate.
3. SINGLE PATTERN RECOGNITION
Earlier times, pattern recognition concentrated on developing single classifiers. The Vast majority of these
approaches are well recognized among pattern recognition and machine learning communities. The following is a
brief history about well know single classifiers.
• Fuzzy logic: it is a potential technique suggested by Zadeh (1965), to cope with decision-making strategies by
applying IF-THEN rules. It can solve the non-linear problems and can provide a linguistic representation. Liu
et.al. [5], proposed IDS model based on fuzzy logic and (Naı¨ve Bayes (NB) classifiers, where fuzzy system
employed to evaluate the potential threats. The results show that fuzzy system could decrease the false alarm
rate and provide better evaluation of the potential threats.
• Artificial Neural Networks (ANN): it is one of the most current effective classification methods. Versatility
and the natural speed are the advantages of choosing ANN in the data classification. It can handle the multi-
variables, non-linear data sets. Bitter et.al. [6], discussed critical cases in intrusions like spam, worm, and DoS
being resolved by ANN. He reports that dataset characteristics, such as size, format, and dimensionality are very
critical in order to model a successful ANN.
• K-Nearest Neighbors: it is well-known classification algorithm, which utilizes distance measurement. It con-
siders that the whole selection of sample consists of the perfect classification for each and every single item. To
classify a new object, the algorithm calculates the distance between every object and considers objects that are
near to each other are from the same class.
• Support Vector Machine (SVM): is a technique created by Vapnik (1998). SVM construct a hyperplane between
two datasets and try to maximize the margin between two classes to improve classification accuracy.
• Naı¨ve Baye (NB): broadly utilized method in classifications purposes. It assumes that each feature has its own
independency among others. It is based on Directed Acyclic Graph (DAG), where nodes are used to depict the
features and arcs depict their dependencies.
• Decision Trees (DT): In DT classification the feature attitudes explaining more details about the information.
For an efficient classification, the features with highest information gain (IG) are the better. DT contains nodes,
arcs (edges), and leaves. Nodes represent the segmented features, arcs (edges) is the outcome of any node
(children of that node), and leaves represent the classified class using a decision value.
4. HYBRID AND ENSEMBLE PATTERN RECOGNITION
The hybrid and ensemble classification methods seek to combine more than one classifier to boost their
efficiency in order to improve the classification accuracy and help to understand different problems. In literature,
several approaches for classifiers combination proposed.Table 1 illustrates the detailed numbers of the articles used
hybrid and ensemble methods.
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Table 1. Homogeneous ensembles for IDS
Hybrid Classifiers Ensemble Classifiers
[7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21], [22, 23, 24, 25, 26, 27, 28, 29, 30, 31]
5. DISCUSSION AND CONCLUSION
The above approaches lead to the subsequent issues:
• Data hybridization and knowledge related issues.
1. Explicitly and constancy in knowledge and data.
2. Privacy of data.
3. Integration between knowledge and data.
4. Cost of data acquire.
• Classification issues in the hybrid system.
1. Taking into consideration the diversity between classifiers ensemble, and processing time.
2. Utilize voting strategy in the ensemble.
3. Utilize other functions, such as parametric model
The quality of designing classifier depends on a good prior knowledge. If the learning was incomplete or
unrepresentative, this may create a sub-standard classifier. It is very useful to not employ the data from the same
source. Besides, subsequent questions also should be satisfy:
1. Does combining data taken from undependable resources going to reduce classification quality? and what is the
quality of such data?
2. How to combine different classifires. i.e. we can train different classifiers on different subset of data, then we
deside which method to use to combine them, still there are probelms regarding the qulity method of learning.
3. Is the classifier learning on consistent material? If we would like to combine another materials for learning the
classfier taken from other source, then such combinations could produce instability.
Besides, instability classification methods should be analyzed the following:
• Instability classification methods and removal out of the actual rule set.
• Instability classification methods in other learning data set.
• Instability classification methods and removal between learning samples and rules.
4. How to satisfy limits enforced on data source? it is generally under resitrection of law due to privacy reasons.
so we should take into account the safety of privacy.
5. Nowdays, making decision with high-quality could be in hand, but vey expensive. This is a cost-sensitive
information relation issue. i.e. the trade-off between data cost and expected medical diagnosis results in medical
scenario.
We observed the above issues. We also observed that many studies did not consider classifier combination
based on feature space partitioning, hybrid classifiers based on one-class classification paradigm, or classifier ensemble
for data stream classification. This should be good motivation for future research.
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