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WIENER-CHAOS APPROACH TO OPTIMAL
PREDICTION
DANIEL ALPAY AND ALON KIPNIS
Abstract. The chaos expansion of a general non-linear function
of a Gaussian stationary increment process conditioned on its past
realizations is derived. This work combines Wiener chaos expan-
sion approach to study the dynamics of a stochastic system with
the classical problem of the prediction of a Gaussian process based
on a realization of its past. This is done by constructing a spe-
cial basis for the Fock space of the Gaussian space generated by
the process, such that each basis element is either measurable or
independent with respect to the given samples. This property of
the basis allows us to derive the chaos expansion of a random vari-
able conditioned on part of the sample path. We provide a general
method for the construction of such basis when the underlying pro-
cess is Gaussian with stationary increment. We evaluate the basis
elements in the case of the fractional Brownian motion, which leads
to a prediction formula for this process.
Wiener chaos, prediction, stationary increment processes, fractional
Brownian motion
1. Introduction
The Wiener chaos expansion has gained popularity in the recent years
as a tool to study the dynamic of stochastic systems [18, 22, 19, 5,
24]. In this approach, the randomness is due to a fundamental set of
Gaussian random variables and the probability space is decomposed
into a direct sum of spaces spanned by polynomials in these Gaussian
elements.
Our starting point is a second order Gaussian stationary-increment pro-
cess Xp¨q “ tXptq, t P Ru, over the probability space L2pΩ,F ,Pq, with
spectral measure ∆. Let G denote the Gaussian Hilbert space gener-
ated by this process, and FA the sigma field induced by tXptq, t P Au,
where A is a Borel set. Given Y P L2pΩ,FR,Pq, we present a new way
to obtain the conditional expectation E rY |FAs which is based on the
D. Alpay thanks the Earl Katz family for endowing the chair which supported
his research.
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Wiener chaos written in terms of a special basis for G and the Hermite
polynomials. Writing
(1.1) Y ptq “
ÿ
αPJ
yαptqHα
we have
(1.2) E rY ptq|FAs “
ÿ
αPJ0
yαptqHα,
where J0 Ă J depends only on A and ∆. That is, each chaos element
Hα is either measurable with respect to FA or independent with re-
spect to it.
Wiener chaos expansion has been found useful in studying the dynam-
ics of a stochastic system driven by an underlying Gaussian process.
In particular, a significant attention was given to its use in stochastic
differential equations (SDE), since in many cases it is more feasible
to obtain an expression for the chaos expansion of the solution to a
SDE rather than the solution itself [24]. For example, in some cases
an approximate solution can be obtained by deriving a series of reg-
ular differential equations [19]. The representation (1.2) developed in
this work provides an easy way to obtain the solution of SDE when
past realization of the noise process are given: the conditioned solution
is simply given by discarding those coefficients which are not belong
to J0. When the underlying process is a semi-martingale, the condi-
tional solution is usually a simple function of the most recent sample
(although it may not be trivial to compute, see [5] for an example).
The significance of the representation (1.2) is primarily when the un-
derlying randomness is due to a general stationary-increment process
with a richer memory structure than a semi-martingale. The special
case of the fractional Brownian motion will be given a special attention.
If Y in (1.1) belongs to G, the problem of computing E rY |FAs reduces
to the problem of orthogonal projection onto the closed linear span
of the functions tXpsq, s P Au, denoted by GA. In particular, when
Y “ Xptq with t ą 0 and A “ p´8, 0s this is the classical Wiener-
Kolmogorov prediction problem. If t ą T and A “ r´T, T s, this is the
finite horizon prediction problem, which was solved by Krein; see [12].
In this work, we consider these two cases and employ similar methods
to obtain an orthonormal basis for the space GA. We also note that
another case of interest is the interpolation problem, when t P p´T, T q
and A “ p´8 ´ T s Y rT,8q. This problem was solved by Dym and
3McKean [12]. We also refer to this book for background material on
these various problems.
Consider now the more general case where Y does not belong to the
closed linear span of Xp¨q. In this case the prediction problem becomes
a non-linear problem, and it is usually hard to evaluate the predicted
value of Y from the statistics of the underlying process Xp¨q. For
example, if Y “ fpUq where U P G and f : RÑ R measurable function
such that fpUq P L2 pΩ,F pGq,Pq, it follows from [20] that
(1.3) E rfpUq|FAs “
ż
G
f pErU |FAspwq ` pI ´ P qpwqqdµpwq,
where dµ is the standard Gaussian measure on G and P is the orthog-
onal projection from G onto GA. If GA is one dimensional, then (1.3)
reduces to
E rfpUq|FAs “ fM pErU |FAsq ,
where fMpUq is the Mehler transform of f ; see [21, Ex. 4.18]. In gen-
eral, formula (1.3) does not lead to easy computations because of the
Gaussian integral.
The purpose of the approach presented in this work is to transform the
non-linear prediction problem E rfpUq|FAs into the linear problem of
finding E rU |FAs. As an example where such transformation is easily
obtained, consider the case where fpxq “ xn, or simply Y “ Un for
U P G and a positive integer n. In this case E rY |FAs is the nth moment
of the the random variable U with respect to the conditional Gaussian
distribution
fU |FApuq “
1a
2πσ2MSE
exp
"
´pu´ E rU |FAsq
2
2σ2MSE
*
,
where σ2MSE “ E rpU ´ E rU |FAsq2s. We have
(1.4) E rUn|FAs “ hr´σ
2
MSEs
n pE rU |FAsq ,
where h
rαs
n pxq is the nth Hermite polynomial with parameter α:
(1.5) hrαsn pxq , n!
tn{2uÿ
m“0
αmxn´2m ¨ p´1{2qm
m!pn ´ 2mq! .
Relation (1.4) can be reformulate as
(1.6) E rhnpUq|FAs “ hrσ
2
MSEs
n pE rU |FAsq ,
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where we denote hn “ hr1sn . Note that (1.4) and (1.6) effectively trans-
formed the non-linear prediction problem into the Wiener-Kolmogorov-
Krein linear prediction problem. This approach can be generalized by
decomposing an element Y P L2 pΩ,F ,Pq as a sum of polynomials in
elements of G. This is the idea behind the Wiener chaos decomposition.
Let tEk, k P Ju, where J Ă Z, be an orthogonal basis for the Gaussian
Hilbert space G. The Wiener-chaos expansion with respect to this
basis is a decomposition of the space L2 pΩ,F pGq,Pq into spaces of
polynomials, obtained as follows [21, 17, 16]: Denote by J be the set
of multi-indexes over J , i.e. the set of functions J Ñ N with compact
support. For α “ p...αj1 , αj2, ...q P J, define
Hαpωq “
ź
jPJ
hαj pEjpωqq ,
where thn, n ě 0u are the Hermite polynomials
(1.7) hn pxq , n!
tn{2uÿ
m“0
xn´2m ¨ p´1{2qm
m!pn ´ 2mq! .
Assume moreover that tEj , j P J0u, J0 Ă J is an orthogonal basis for GA
and denote by J0 the subset of multi-indexes whose support is contained
in J0. Our underlying observation is given by the following theorem.
Theorem 1.1. For every α P J, Hα is measurable with respect to FA
if and only if α P J0, i.e. the support of α is contained in J0 Ă Z.
Theorem 1.1 can be implicitly found in [21, Ch. 7], and an explicit
proof will be given in Section 2. Theorem 1.1 might have been useless
unless we could obtain some explicit orthogonal bases for the space GA,
this is the content of Sections 4 and 5 in which we review some methods
to do so in two cases of interest for the time index set A. The setting
for Sections 4 and 5 is given in Section 2. In Section 6 we discuss on
application of these chaos elements, and provide explicit evaluation for
the case where Xp¨q is the fractional Brownian motion.
2. Proof of Theorem 1.1
Theorem 2.1. Let tEk, k P Ju be an orthonormal basis for G such
that tEj, j P J0u span GA where J0 Ă J . Then for every α P J, Hα is
measurable with respect to FA if and only if α is contained in J0 Ă Z.
5Proof. Let ΓpGq be the symmetric Fock space of G. Recall that we have
[21, p. 18]
ΓpGq “
8à
n“0
G:n: “ L2pΩ,FR,Pq,
where G:n: is the nth symmetric tensor power of G. We also denote by
: X1, . . . , Xm :
the Wick product of the elements X1, . . . , Xm of G.
Let P denote the orthogonal projection onto GA, i.e. for an element
X P G we have
PX “ E rX|FAs .
Since }P } “ 1, ΓP , the second quantization of P , is a bounded lin-
ear operator on ΓpGq [21, Theorem 4.5], and by [21, Theorem 4.9] we
have that ΓP : L2 pΩ,FR,Pq Ñ L2pΩ,FA,Pq equals the conditional
expectation
Y Ñ E rY |FAs , Y P L2pΩ,FR,Pq.
It follows that
E rHα|FAs “ pΓP qHα
“ ΓP
ź
jPJ
hαj pEjq
a“ ΓP :
ź
jPJ
E
αj
j :
b“ :
ź
jPJ
PE
αj
j :
“
ź
jPJ
hαj pPEjq
“
ź
jPJ0
hαj pPEjq
ź
jPJzJ0
hαj pPEjq ,
(2.8)
where paq follows from [21, Theorem 3.21] and (b) follows from the
definition of the second quantization of P (see [21, Theorem 4.5]). Since
Ej P GKA for j P JzJ0, if αj ‰ 0 for some entry of α then hαj pPEjq “
hαj p0q “ 1. In this case E rHα|FAs “ 0, which means that Hα is
independent of FA. The other option is that αj “ 0 for all j P JzJ0.
Since hαj pxq ” 1 when αj “ 0 by its definition, (2.8) implies
E rHα|FAs “
ź
jPJ0
hαj pPEjq “
ź
jPJ0
hαj pEjq “ Hα.

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3. Hilbert spaces associated with a Gaussian stationary
increment process
In this section we review standard ideas from the literature on contin-
uous time Gaussian stochastic processes. We describe two additional
Hilbert spaces isomorphic to G, using the notions of the Wiener in-
tegral and the trigonometric isomorphism. This sets the frameworks
for sections 4 and 5 in which we obtain a basis for G that satisfy the
conditions in Theorem 2.1.
Assume first we are given a Gaussian stationary process 9Xp¨q ,
!
9Xptq, t P R
)
.
The spectral measure ∆pγq is determined by Bochner’s theorem through
(3.9) E
”
9Xpt1q 9Xpt2q
ı
“
ż 8
´8
eiγpt1´t2qd∆pγq.
This defines the so called trigonometric isomorphism between the Gauss-
ian Hilbert space G generated by 9Xp¨q, i.e. the close linear span of!
9Xptq, t P R
)
in L2 pΩ,FR,Pq, and the space L2 pd∆q, given by
9Xptq ÝÑ eiγt.
If 9Xp¨q is path-wise integrable then Xptq , şt
0
9Xpsqds is a Gaussian
stationary increment process, with covariance function
(3.10) E rXpt1qXpt2qs “
ż 8
´8
1´ eiγt1
iγ
1´ e´iγt2
´iγ d∆pγq,
so that e
iγt´1
iγ
is the image ofXptq under the trigonometric isomorphism.
In the setting of distributions, we can write the following correspon-
dences
9Xptq ÐÑ eiγt ÐÑ δpt´ ¨q,
Xptq ÐÑ e
iγt´1
iγ
ÐÑ 1t,
(3.11)
where the left relation is the trigonometric isomorphism and the right
relation is the Fourier transform. In (3.11) we used δptq to denote the
Dirac delta distribution concentrated at the origin and
1tpxq , 1r0,tspxq ,
#
1, x P r0, ts
0, x R r0, ts, .
We see that for a given t ě 0, Xptq may be interpreted as the stochastic
integral of the deterministic function 1t [21, p. 87], and can be extended
7to t ă 0 by setting
1tpxq “
$’&’%
1 0 ă x ď t,
´1 ´t ď x ă 0,
0 otherwise
.
For f P L2pRq we denote by pf its Fourier transform
pfpγq “ ż 8
´8
fptqeiγt
and by qf its inverse.
In general, for f P L2pRq subject to
(3.12)
ż
R
| pfpγq|2d∆pγq ă 8,
we can define its stochastic integral with respect to the process Xp¨q as
the zero mean Gaussian random variable with variance
ş
R
| pfpγq|2d∆pγq.
The set of functions in L2pRq which satisfy (3.12) constitute a pre-
Hilbert space, and we denote its completion by L∆. The map I :
L∆ ÝÑ G that carries an element of L∆ into its stochastic integral is
an Hilbert space isomorphism, and G can be regarded as the Gaussian
Hilbert spaces associated with the Hilbert space L∆ [21], in the sense
that for each f1, ..., fn P L∆, Ipf1q, ..., Ipfnq have a joint central normal
distribution with covariance matrix Q,
Qj,i “ pfi, fjq∆ “
ż 8
´8
pfipγq pfjpγqd∆pγq,
where p¨, ¨q
∆
is the inner product in L∆ induced by the norm (3.12).
Using these notations, the covariance function (3.10) can be written as
E rXptqXpsqs “ p1t, 1sq∆ .
In the case of d∆ “ dγ, L∆ reduces to L2pRq and the image of f P L2pRq
under I is called the Wiener stochastic integral of f [8, Chapter 9].
Remark 3.1. We note that for f P L∆, one can define its stochastic
integral with respect to X in the usual way by first settingż
R
fptqdXptq “
ÿ
i
αi pXpti`1q ´Xptiqq
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for a simple function fptq “ ři αi1rti`1,tis, and then take the limit in
L∆ for a general f P L∆. It can be shown that we obtain
(3.13)
ż
R
fptqdXptq “ Ipfq
in L2 pΩ,FR,Pq, that is, both definitions coincide.
In many practical cases, almost every sample path of the stationary
increment process Xp¨q is nowhere differentiable. This happens for
example in the case of the Brownian motion or the fractional Brownian
motion. However under the condition
(3.14)
ż
R
d∆pγq
1` γ2 ă 8,
it is easy to see that the indicator function 1t still belongs to L∆. Since
both spaces G and L∆, as well as the isometric map between them, are
determined exclusively by the spectral measure ∆, starting with ∆, we
may use the representation
Xptq “ Ip1tq, t P R
as the definition of the process X . We set
zt “ T p1tq “ e
iγt´1
iγ
, t P R.
Under the condition (3.14), each zt belongs to L2pd∆q. Denote by Z
the close linear span of tzt, t P Ru in L2pd∆q and by ZA the close linear
span of tzt, t P Au in L2pd∆q. It is well known (see for example [12]
that Z “ L2pd∆q.
We have obtained the following isomorphic Hilbert spaces
L∆
IÝÝÝÝÑ G TÝÝÝÝÑ Z.
Note that in the sense of distributions, T ˝ I : L∆ Ñ Z is the Fourier
transform.
The importance of the above Hilbert spaces isomorphism is that it
allows us to exchange the problem of obtaining an orthogonal basis for
G and GA with the problem of doing so in Z and ZA. Our benefit comes
from the fact that now the theory of orthogonal projections into spaces
of analytical functions is at our disposal.
94. Prediction with respect to the entire past
In order to be in the setting of Theorem 1.1, we first need to find an
explicit orthogonal basis for the space GA. In this section we will show
how to do so in the case that A “ p´8, 0s which corresponds to the
Wiener-Kolmogorov prediction problem. The case where A “ r´T, T s
for some T ą 0 which corresponds to the problem solved by Krein is
treated in the next section.
Recall that in the case of prediction with respect to the entire past,
Szego¨ theorem provides us with a criterion whether the prediction is
perfect or not, i.e. when
E
“
Xptq|Fp´8,0s
‰ “ Xptq, @t P R,
is in L2pΩ,FR,Pq or not. Or in trigonometric language: whether zt P
Zp´8,0s or else
E
”`
Xptq ´ E “Xptq|Fp´8,0s‰˘2ı ą 0.
Szego¨ criterion says that if
(4.15)
ż 8
´8
log∆1pγq
γ2 ` 1 dγ ą ´8,
then Zp´8,0s ‰ Z, and in particular zT R Zp´8,0s for any T ą 0. The
other option
(4.16)
ż 8
´8
log∆1pγq
γ2 ` 1 dγ “ ´8,
implies Zp´8,0s “ Z, i.e., the future is completely determined by the
past.
Karhunen [23] has showed that under the conditions (4.15) and ∆p8q “ş8
´8
d∆pγq ă 8, the spectral density can be decomposed as
(4.17) ∆1pγq “ hpγqhpγq,
where h is an outer function in the Hardy space H2` (see [2]). An outer
function h P H2` satisfies the property that the span of eiγthpγq, t ă 0,
in L2pdγq equals H2´, or equivalently, that the span of zth, t ă 0, in
L2pRq equals H2´. To see this equivalence we note that, for k P L1pRqż
R
eiγtkpγqdγ “ 0, @t ą 0 ðñ
ż
R
eiγt ´ 1
γ
kpγqdγ “ 0, @t ą 0
as is seen by differentiation and integration with respect to t.
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Throughout this section we assume the spectral measure ∆ satisfies
both condition (3.14) and Szego¨ criterion for optimal prediction with
respect to the entire past. We further assume that d∆ is absolutely con-
tinuous with respect to the Lebesgue measure, namely d∆ “ ∆1pγqdγ.
In view of the discussion in [12, Section 4.3], this assumption does not
limit the generality of our approach. Since these assumption does not
yet guaranty ∆p8q ă 8, we look instead at the measure ∆1pγqdγ
1`γ2
. We
have ż 8
´8
log
´
∆1pγq
1`γ2
¯
1` γ2 dγ ă 8,
so that we may decompose ∆
1pγqdγ
1`γ2
as
(4.18)
∆1pγqdγ
1` γ2 “ hpγqhpγq
with h outer, and thus obtain the decomposition:
d∆ “ ∆1pγqdγ “ | pγ ´ iqhpγq|2dγ.
Since the process X is real, ∆ is always even and we can also impose
the condition hp´γq “ ´hpγq [12, Exercise 2.7.4], so that the inverse
Fourier transform of pγ ´ iqh is a real distribution.
Lemma 4.1. The closed linear span of the functions tpγ ` iqzth, t ď 0u
in L2pdγq equals H2´.
Proof. Denote by K the close linear span of tztpγ ` iqh, t ď 0u in
L2pdγq. Let L be the set of functions f P H2´ such that pγ´iqfpγq still
belongs to H2´. It has been noted above that for h P H2´ outer, the
closed linear span of tzth, t ď 0u in L2pdγq is all H2´, so if a function
f P L satisfies ż 8
´8
ztpγqpγ ` iqhpγqfpγqdγ “ 0,
for all t ď 0, we conclude that pγ` iqf ” 0, so f “ 0, and we have that
KK
Ş
L “ t0u. In order to complete the proof it is enough to show
that L is a dense subset of H2´. The Schwartz space S of smooth
rapidly decreasing functions is a dense subset of L2pRq and is invariant
under differentiation and Fourier transformation. For s P S we de-
note by rs its projection into L2 pp´8, 0sq, which is the set of functions
in L2pRq supported in p´8, 0s. Recall that H2´ “ xL2 pp´8, 0sq “!pf, f P L2 pp´8, 0sq), which implies that yĄS is a dense subset of H2´.
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We prove that it is also contained in L. Let s P S , then
pγ ` iq prs “ pγ ` iq ż 0
´8
sptqeiγtdt “ i
ż
0
´8
ds
dt
ptqeiγtdt` i
ż
0
´8
sptqeiγtdt,
and the last two terms are the Fourier transform of functions in L2 pp´8, 0sq,
hence belong to H2´. This completes the proof. 
In what follows we construct an orthonormal basis for the space L∆ in
terms of the function h and the functions
enpγq “ 1?
π
1
1´ iγ
ˆ
1` iγ
1´ iγ
˙n
, n P Z,
which constitute an orthonormal basis of L2pRq. In addition, the family
ten, n ě 0u spans the Hardy space H2` while the family ten, n ă 0u
spans H2´; see [12, Section 2.5]. We also note that for n ě 0 and x ą 0,
the inverse Fourier transform of the tenu are the Laguerre functions:
e_n pxq “
1?
πn!
dn
dγn
`
e´iγx pi´ γqn˘
evaluated at γ “ ´i.
We are now looking for a set of functions in L∆ whose images under
I constitute an orthogonal basis in G. In view of (4.18), the function
pγ ` iqhs, when s belongs to the Schwartz space S of smooth rapidly
decreasing functions, belongs to L2pRq. Moreover the linear span of
the functions pγ ` iqhs with s P S is dense in L2pdγq. Indeed, let
g P L2pdγq be such thatż
R
spγqpγ ` iqhpγqgpγqdγ “ 0, @s P S .
Then the function pγ´ iqhg (which need not belong to L2pdγq) defines
the zero distribution on S , and so is a.e. equal to 0.
This proves that there exists a sequence tsku :“ tsk, k P Nu of Schwartz
functions such that
lim
kÑ8
}pγ ` iqhsk ´ en}L2pdγq “ 0.
Therefore the sequence tsku tends to enpγ`iqh in L2pd∆q, and so the se-
quence t qsku is a Cauchy sequence in L∆. We denote its limit by ξn.
If en
pγ`iqh
is in L2pdγq, then pξn “ enpγ`iqh .
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Theorem 4.2. The set tIpξnq, n P Zu forms an orthonormal basis for
G. Moreover,
E
“
Ipξnq|Fp´8,0s
‰ “ #Ipξnq, n ă 0
0, n ě 0 ,
so that tIpξnq, n ă 0u spans the past, and tIpξnq, n ě 0u spans its or-
thogonal complement.
Proof. The fact that the Ipξnq are orthonormal is immediate by con-
struction since
E rIpξnqIpξmqs “
ż 8
´8
enpγq
pγ ´ iqhpγq
empγq
pγ ` iqhpγqp1`γ
2q|hpγq|2dγ “ pen, emqL2pdγq .
To show that they span G, let f P L∆ and assume that Ipfq is perpen-
dicular to their span. Then for all n P Z,
0 “ E rIpξnqIpfqs “
ż 8
´8
enpγ ´ iq pfhdγ “ ´en, pγ ` iqh pf¯
L2pdγq
.
Since ten, n P Zu is an orthonormal basis for L2pdγq, it follows that pf h
is zero in L2pdγq. But it follows from condition (4.15) that hpγq ‰ 0
almost everywhere, so we conclude that f , and thus Ipfq, equals zero.
Note that this also proves that tξn, n P Zu is an orthonormal basis of
L∆.
Now for t ď 0,
E rIpξnqXptqs “
ż 8
´8
en
pγ ` iqhpγ
2 ` 1qzt |hpγq|2 dγ
“
ż 8
´8
pγ ´ iqenzthdγ
“ `en, pγ ` iqzth˘
L2pdγq
.
(4.19)
From Lemma 4.1 we know that the span of
 
ztpγ ` iqh, t ď 0
(
in L2pRq
equals H2´, so the last term in (4.19) vanishes for n ě 0. In order to
calculate ĆIpξnq , E “Ipξnq|Fp´8,0s‰ for n ă 0 we can use the trigono-
metric isomorphism and instead look for the projection of enpγq
pγ`iqh
onto
Zp´8,0s. Let g “ c1zt` . . .` cnzt, where t1, . . . tn,ď 0 and c1, ..., cn P C.
E
”
|Ipξnq ´ ĆIpξnq|2ı “ inf
g
ż 8
´8
| enpγqpγ ` iqhpγq ´ gpγq|
2∆1pγqdγ “
inf
g
ż 8
´8
|enpγq ´ gpγqpγ ` iqhpγq|2dγ.
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Since the span of
 
ztpγ ` iqh, t ď 0
(
is H2´ and en P H2´ for n ă 0,
the last projection norm is trivial, so ĆIpξnq “ Ipξnq in G, and hence
Ipξnq P Fp´8,0s. 
Example 4.3. The chaos expansion of Xptq is given by
Xptq “ Ip1tq “
8ÿ
n“´8
pξn, 1tq∆ I pξnq “
8ÿ
n“´8
pξn, 1tq∆Hǫpnq,
where ǫpnq “ p..., 0, 1, 0, ...q with 1 at the nth place. It follows that
(4.20) E
“
Xptq|Fp´8,0s
‰ “ ´1ÿ
n“´8
pξn, 1tq∆ I pξnq .
The complementary projection is given by
8ÿ
n“0
pξn, 1tq∆ I pξnq ,
so that the variance of the prediction error is
8ÿ
n“0
pξn, 1tq2∆ .
Example 4.4. The Wick exponent of the process Xptq has the chaos
expansion
: eXptq :“ exp  Ip1tq ´ }1t}2∆( “ÿ
αPJ
cαHα,
with (see [18, Exercise 2.8 (e)]
cα “
8ź
n“´8
p1t, ξnqαn∆
αn!
.
It follows that
E
“
: eXptq : |Fp´8,0s
‰ “ ÿ
αPJ0
cαHα,
where now for α P J0,
cα “
´1ź
n“´8
p1t, ξnqαn∆
αn!
.
From [21] we have
E
“
: eU : |F 1‰ “: eErU |F 1s :“ exp"E rU |F 1s ´ 1
2
E
“
X2|F 1‰*
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and we obtain the following identity:
(4.21)
ÿ
αPJ0
cαHα “ exp
#
´1ÿ
n“´8
pξn, 1tq∆ I pξnq ´
1
2
8ÿ
n“0
pξn, 1tq2∆
+
.
4.1. Basis Elements and Sample Path Relation. In the classical
prediction problem we are asked to find the conditional expectation
with respect to Fp´8,0s expressed in term of the path Xp´8,0sp¨q “
tXptq, t P Au. By Theorem 4.2 for n ă 0, Ipξnq is completely deter-
mined by Xp´8,0sp¨q. Due to the trigonometric isomorphism we have
Ipξnq “ I
`
1r´8,0sξn
˘` I `1r0,8sξn˘ ,
and
(4.22) }1r0,8sξn}2∆ “
ż 8
´8
ˇˇˇ {1r0,8sξnpγqˇˇˇ2 d∆pγq.
Note that {1r0,8sξn is the projection of
(4.23) pξnpγq “ enpγqpγ ` iqhpγq “ 1?π
ˆ
1` iγ
1´ iγ
˙n
1
p1` γ2qhpγq
into H2` (see [12, Ch. 2.4]). If h does not vanish too fast as γ Ñ 8,
(in general, condition (4.15) does not guarantee that), then pξn belongs
to H2´, in which case {1r0,8sξn “ 0. That is, we have the following
proposition:
Proposition 4.5. If pξn P L2pdγq, then
E
“
Ipξnq|Fp´8,0s
‰ “ Ipξn1p´8,0sq,
for all n “ ´1,´2, . . ..
If the condition in Proposition 4.5 is met, then the L2 pΩ,FR,Pq sto-
chastic integral with respect to the process Xptq can also be evaluated
from its sample path which is defined in the standard way as in ex-
plained in (3.13). See also [15, Sec. 2] for a pathwise definition of the
stochastic integral with respect to the fractional Brownian motion. In
such case we get
(4.24) Ipξnq “ Ip1p´8,0sξnq “
ż
0
´8
ξnptqdXptq.
This allows us to express the Ipξnq in (4.20) in terms of the sample path,
which leads to a prediction formula for a general Gaussian stationary
increment process.
15
5. Bounded time interval
In the case where A “ r´T, T s we are looking for an orthogonal basis
for Gr´T,T s, or equivalently, for its image under the trigonometric iso-
morphism Zr´T,T s. For the conditions to optimal prediction in this case
we refer to [12, Section 6.4]. The space Zr´T,T s is a reproducing kernel
Hilbert space of entire functions isometrically included in L2pd∆q, and
invariant under the backward shift operators
Rafpγq “ fpγq ´ fpaq
γ ´ a , a P C.
Therefore, by a theorem of de Branges, see [4, Theorem 3], and (for
instance) by an application of [1, Theorem 3.1], one sees that the re-
producing kernel of Zr´T,T s is of the form
(5.25) Kpγ, λq “ BpγqApλq ´ ApγqBpλq
γ ´ λ ,
where Apγq and Bpγq are entire function of the variable λ of finite
exponential type. A characterization of certain orthogonal sets in such
spaces is given in [6, Theorem 22]. We recall the result for completeness.
Set Epγq “ Apγq´iBpγq. Then there exists a continuous function ϕpxq
(x P R) such that Epx, T qeiϕpxq P R for all x P R. Let α P R and let
x1, x2, . . . P R be such that ϕpxnq ” α (mod π). The functions
Kpγ, xnq
form an orthogonal set of Zr´T,T s, and it is complete if and only if the
function e´iαEpγq ´ eiαEpγq does not belong to Zr´T,T s.
One can compute explicitly the functions Apγq andBpγq in some special
cases. For instance Dym and Gohberg considered in [11] the case where
the spectral density ∆1 is the form
∆1pγq “ 1´ pkpγq,
where k P L1pRq and such that 1 ´ pk ą 0 (in fact, they consider the
matrix-valued non Hermitian case). The case where
∆1pγq “ cH |γ|1´2H ,
which corresponds to the fractional Brownian motion, was considered
by Dzhaparidze and H. van Zanten in [13] and will be revisited again in
Section 6.2. More generally, one needs to use Kreins’s theory of strings,
as explained in [12] and [13, Section 2.8], to compute the reproducing
kernel of Zr´T,T s.
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6. Chaos and Prediction with respect to the Fractional
Brownian Motion
In this section we now specialize to the case where the spectral measure
of X is given by
(6.1) d∆pγq “ CH |γ|1´2Hdγ, 0 ă H ă 1,
where CH “ Γp1`2Hq sinpπHq2π and Γpxq is Euler’s Gamma function. This
measure satisfies conditions (3.14) and (4.15). The corresponding sta-
tionary increment Gaussian process X is called the fractional Brown-
ian motion with Hurst parameter H and is denoted BH . Its covariance
function is given by
E rBHptqBHpsqs “ 1
2
`|t|2H ` |s|2H ´ |t´ s|2H˘ ,
and it can be shown to have an almost surely continuous sample paths
[25]. This process has been found useful in a host of applications,
and was extensively studied in the past few decades; see for example
[3, 7, 26, 9].
In what follows, we will evaluate the coefficients in the chaos expansion
forBHp¨q based on an orthonormal basis with the properties of Theorem
2.1. We start with the case of prediction with respect to the entire past.
6.1. Prediction with respect to the Entire Past (A “ p´8, 0s).
For this process BHp¨q with A “ p´8, 0s we derive the following:
Theorem 6.1. The outer function in the Wiener-Hopf spectral de-
composition of ∆
1pγq
1`γ2
, where ∆1pγq “ CH |γ|1´2H , that admits the reality
condition p´γ ´ iqhp´γq “ pγ ` iqhpγq is given by
hpγq “
a
CH exp
"
iπ
2H ´ 1
4
signpγq
*
i´ γ
1` γ2 |γ|
1{2´H .
Proof. Using the formula [10, (11), p. 193], to find the outer factor h˜
in the decomposition (4.18), we see that the outer factor in the factor-
ization of (6.1) is given by
φpzq “ exp
"
1
2πi
ż 8
´8
γz ` 1
γ ´ z
logpCH |γ|1´2H{pγ2 ` 1qq
γ2 ` 1 dγ
*
“ exp
"
´i
ˆ
π{2´ tan´1pzq ´ z
a
´1{z2 tanh´1p1` 2
z2
q
˙*
ˆ exp
"
´ i
4π
plogp´zq ´ logpzqq pp2H ´ 1q plogpzq ` logp´zqq ´ 2 logpCHqq
*
(6.2)
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Figure 1. MAgnitudes of the coefficient rHj p1q “`
1r0,1s, ξj
˘
∆
, ´100 ď j ď 100, in the sum (6.3) for dif-
ferent values of the Hurst parameter H at time t “ 1.
H “ 0.5 corresponds to the Brownian motion.
Taking the restriction of φpzq to the real line we obtain
iγ ` 1
1` γ2
a
CH exp
"
signpγq2H ´ 1
4
πi
*
|γ|1{2´H .
To finish the proof we multiply the last term by i in order to impose
the reality condition
p´γ ´ iqhp´γq “ pγ ` iqhpγq ðñ hp´γq “ ´hpγq.

The deterministic coefficients in the chaos expansion (4.20) for the
conditional expectation E
“
BHptq|Fp´8,0s
‰
are given by
rHj ptq , p1t, ξjq∆ “
ż 8
´8
ztpγq ejpγq
hpγqpγ ´ iqp1` γ
2q|hpγq|2dγ
“ 1?
πCH
ż 8
´8
eiγt ´ 1
γ
ˆ
1´ iγ
1` iγ
˙j
ˆ exp
"
iπ
2H ´ 1
4
signpγq
*
|γ|H´0.5dγ.
See Figure 1 for a graphical illustration of these coefficients for a few
cases of the Hurst parameter H .
This gives us
(6.3) BHptq “
ÿ
jPZ
rHj ptqIpξjq,
which is a representation of the process BHptq as a sum of mutually
orthogonal Gaussian random variables independent of time, weighted
by the coefficients
 
rHj ptq, j P Z
(
.
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It can be shown that the sum (6.3) converges in L2pΩq uniformly in
t P R. We now split the sum in (6.3) into two sums, of elements of
j ă 0 and j ě 0 respectively, which by (4.20) corresponds to the sum
of two (in general not orthogonal) processes:
(6.4)
ÿ
jď´1
rHj ptqIpξjq “ E
“
BHptq|Fp´8,0s
‰
,
and
(6.5)
ÿ
jě0
rHj ptqIpξjq “ BHptq ´ E
“
BHptq|Fp´8,0s
‰
.
For t ă 0, rHj “ 0 for any j ě 0, and BHptq coincides with (6.4). For
t ą 0, the sum in (6.4) represents what the past ‘thinks’ the future looks
like given a specific realization, i.e. the projection of the future on the
past. The other part of the sum (6.5) is the complementary projection
which can only be determined by the future. Figure 2 illustrates a
realization of BHp¨q rendered according to the two sums in (6.4) and
(6.5). From (6.5) we also obtain an expression for the prediction error
in estimating BHptq for t ą 0:
(6.6) E
`
BHptq ´ E
“
BHptq|Fp´8,0s
‰˘2 “ÿ
jě0
`
rHj ptq
˘2
.
A closed form expression for E
`
BHptq ´ E
“
BHptq|Fp´8,0s
‰˘2
was de-
rived in [15], which leads to the identity
(6.7)
ÿ
jě0
`
rHj ptq
˘2 “ sin `πpH ´ 12q˘Γ `32 ´H˘2
π
`
H ´ 1
2
˘
Γ p2´ 2Hq t
2H .
The significance of Theorem 2.1 is in simplifying expressions for the
conditional expectation of non-linear functions of BHptq. For example,
the chaos expansion of BHptq2 is found by the Wick product identity
[18, Eq. 2.4.10]:
B2Hptq ´ |t|2H “: BHptq, BHptq :
“
ÿ
j
`
rHj ptq
˘2
h2pEjq `
ÿ
i‰j
rHi ptqrHj ptqh1pEiqh1pEjq,
(6.8)
where i and j go over all integers ,and we used the fact thatÿ
jPZ
`
rHj ptq
˘2 “ var pBHptqq “ |t|2H .
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Figure 2. An illustration of a single sample path of the
fractional Brownian motion BH with H “ 0.7, rendered
according to the two components of the sum (6.3): The
‘past’ and ‘future’ correspond to the negative and non-
negative indexes, respectively.
From Theorem 2.1 we conclude
E
“
B2Hptq|Fp´8,0s
‰ “
|t|2H `
ÿ
jď´1
`
rHj ptq
˘2
h2pEjq `
ÿ
i‰jď´1
rHi ptqrHj ptqh1pEiqh1pIpEjqq.
(6.9)
6.2. Prediction with respect to A “ r´T, T s . An orthonormal ba-
sis tξn n P Zu for the space Zr´T,T s in the case of the fractional Brow-
nian motion was obtained in [14]. This basis is defined in terms of
the zeros of J1´H , which is the Bessel function of the first order with
parameter 1´H . Specifically
(6.10) ξnpγq “ ST p2γn{T, γq}ST p2γn{T, ¨q}∆ ,
20 DANIEL ALPAY AND ALON KIPNIS
where ... ă γ´1 ă γ0 “ 0 ă γ1 ă ... are the zeros of J1´H . In addition
ST p2η, 2γq “ ST p0, 0qp2´ 2HqΓ2p1´Hq
ˆ
T 2γη
4
˙
eiT pγ´ηq
ˆJ´HpTηqJ1´HpTγq ´ J1´HpTηqJ´HpTγq
T pγ ´ ηq ,
for η ‰ γ, and
ST p2γ, 2γq “ ST p0, 0qp2´ 2HqΓ2p1´Hq
ˆ
Tγ
2
˙
ˆ
ˆ
J2
1´HpTγq `
2H ´ 1
Tγ
J´HpTγqJ1´HpTγq ` J2´HpTγq
˙
,
for γ P R.
7. Concluding Remarks
In this work we combined the Wiener chaos decomposition with the
problem of linear prediction for Gaussian stationary-increment pro-
cesses to derive the chaos decomposition of a general non-linear func-
tion of the process conditioned on past realizations of the process. This
decomposition is obtained by considering a special basis for the Gauss-
ian Hilbert space generated by the process, in which each basis element
is either completely measurable with respect to the observations or in-
dependent of it. This special basis has the property that each basis
element is either measurable or independent with the σ-field generated
by the observations. The result is a chaos approach to prediction, which
can be employed to easily derive an expression for the chaos expansion
of any non-linear function of the processes with respect to past obser-
vations.
References
[1] D. Alpay and H. Dym. Hilbert spaces of analytic functions, inverse scattering
and operator models, I. Integral Equation and Operator Theory, 7:589–641,
1984.
[2] Arne Beurling. On two problems concerning linear transformations in Hilbert
space. Acta Math., 81:17, 1948.
[3] F. Biagini, B. Øksendal, A. Sulem, and N. Wallner. An introduction to white-
noise theory and Malliavin calculus for fractional Brownian motion, stochastic
analysis with applications to mathematical finance. Proc. R. Soc. Lond. Ser.
A Math. Phys. Eng. Sci., 460(2041):347–372, 2004.
[4] L. de Branges. Some Hilbert spaces of analytic functions I. Trans. Amer. Math.
Soc., 106:445–468, 1963.
21
[5] Philippe Briand, Ce´line Labart, et al. Simulation of bsdes by wiener chaos
expansion. The Annals of Applied Probability, 24(3):1129–1171, 2014.
[6] Louis de Branges. Hilbert spaces of entire functions. Prentice-Hall Inc., Engle-
wood Cliffs, N.J., 1968.
[7] L. Decreusefond and A.S. stnel. Stochastic analysis of the fractional brownian
motion. Potential Analysis, 10(2):177–214, 1999.
[8] J.L. Doob. Stochastic Processes. Wiley Publications in Statistics. John Wiley
& Sons, 1953.
[9] TE Duncan and B. Pasik-Duncan. Control of some linear stochastic systems
with a fractional brownian motion. In Decision and Control, 2009 held jointly
with the 2009 28th Chinese Control Conference. CDC/CCC 2009. Proceedings
of the 48th IEEE Conference on, pages 8518–8522. IEEE, 2009.
[10] P.L. Duren. Theory of Hp spaces. Academic press, New York, 1970.
[11] H. Dym and I. Gohberg. On an extension problem, generalized Fourier analy-
sis, and an entropy formula. Integral Equation and Operator Theory, 3:143–215,
1980.
[12] H. Dym and H.P. McKean. Gaussian processes, function theory and the inverse
spectral problem. Academic Press, 1976.
[13] K. Dzhaparidze and H. van Zanten. Krein’s spectral theory and the Paley-
Wiener expansion for fractional Brownian motion. The Annals of Probability,
33(4):620–644, 2005.
[14] Kacha Dzhaparidze, Harry van Zanten, and Pawel Zareba. Representations of
fractional Brownian motion using vibrating strings. Stochastic Process. Appl.,
115(12):1928–1953, 2005.
[15] Gustaf Gripenberg and Ilkka Norros. On the prediction of fractional brownian
motion. Journal of Applied Probability, 33(2):400–410, 1996.
[16] T. Hida, H. Kuo, J. Potthoff, and L. Streit. White noise, volume 253 of Math-
ematics and its Applications. Kluwer Academic Publishers Group, Dordrecht,
1993. An infinite-dimensional calculus.
[17] H. Holden, B. Øksendal, J. Ubøe, and T. Zhang. Stochastic partial differential
equations. Probability and its Applications. Birkha¨user Boston Inc., Boston,
MA, 1996.
[18] Helge Holden, Bernt Øksendal, Jan Ubøe, and Tusheng Zhang. Stochastic par-
tial differential equations. Universitext. Springer, New York, second edition,
2010. A modeling, white noise functional approach.
[19] Thomas Y. Hou, Wuan Luo, Boris Rozovskii, and Hao min Zhou. Wiener
chaos expansions and numerical solutions of randomly forced equations of fluid
mechanics. J. Comput. Phys, 216:687–706, 2006.
[20] James S. Howland. Dilations and mehler’s kernel. Integral Equations and Op-
erator Theory, 2/1(8), 1979.
[21] S. Janson. Gaussian Hilbert spaces, volume 129 of Cambridge Tracts in Math-
ematics. Cambridge University Press, Cambridge, 1997.
[22] Jean-Pierre Kahane. Multiplicative chaos and multimeasures. In Complex anal-
ysis, operators, and related topics, volume 113 of Oper. Theory Adv. Appl.,
pages 115–126. Birkha¨user, Basel, 2000.
[23] Kari Karhunen. U¨ber die struktur stationa¨rer zufa¨lliger funktionen. Arkiv fo¨r
Matematik, 1(2):141–160, 1950.
22 DANIEL ALPAY AND ALON KIPNIS
[24] Sergey Lototsky and Boris Rozovskii. Stochastic differential equations: a
wiener chaos approach. In From stochastic calculus to mathematical finance,
pages 433–506. Springer, 2006.
[25] G.M. Molchan and Y.I. Golosov. Gaussian stationary processes with asymp-
totically power spectrum. Doklady Akad. Nauk SSSR, 184:546–549, 1969.
[26] V. Pipiras and M.S. Taqqu. Integration questions related to fractional Brown-
ian motion. Probab. Theory Related Fields, 118(2):251–291, 2000.
(DA) Department of Mathematics
Ben Gurion University of the Negev
P.O.B. 653,
Be’er Sheva 84105,
ISRAEL
E-mail address : dany@math.bgu.ac.il
(AK) Department of Electrical Engineering
Stanford University
Stanford, California
E-mail address : kipnisal@stanford.edu
