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RESUMEN 
El objetivo de esta línea de investigación 
es el estudio y desarrollo de sistemas de 
software que poseen restricciones tem- 
porales, como son los Sistemas de 
Tiempo Real (STR) haciendo hincapié en 
los aspectos de simulación, planificadores 
y comunicaciones.  
CONTEXTO 
          Esta línea de Investigación forma parte 
del proyecto "Arquitecturas multiprocesa- 
dor distribuidas. Modelos, Software de 
Base y Aplicaciones" del Instituto de In- 
vestigación en Informática LIDI acredi- 
tado por la UNLP.  
 
Palabras Claves: Tiempo Real, Sistemas 
Operativos de Tiempo Real, Sistemas 
Embebidos, Posix, comunicaciones, si-
mulaciones, GNU\Linux. 
1. INTRODUCCION 
Un sistema de tiempo real (STR) [2] [12] 
[15] requiere  reaccionar a  estímulos del 
medio ambiente, incluyendo el paso del 
tiempo físico, dentro de intervalos de 
tiempo dictados por dicho medio 
ambiente. Cada reacción o respuesta se 
lleva a cabo a través de un conjunto de 
instrucciones que normalmente se 
denominan tareas. Para asegurar que el 
sistema pueda ejecutar las tareas de tal 
manera que se cumplan con los plazos 
fijados por los intervalos de tiempos, se 
debe realizar una planificación rigurosa 
de tareas. Esta planificación es el punto 
central del diseño de aplicaciones de 
tiempo real. No puede quedar implícita 
simplemente por utilizar Sistemas 
Operativos de Tiempo Real (SOTR). Se 
debe conocer el funcionamiento de los 
planificadores implementados en estos 
SOTR y sus limitaciones. Es propósito de 
este proyecto de investigación abordar 
este tema, desde el punto de vista teórico 
y experimental. Para ello se dispone de 
simulaciones y sistemas reales. Debe 
tenerse en cuenta que los desarrollos 
teóricos no siempre acaban siendo 
implementados en sistemas reales. A su 
vez, los cambios en el hardware implican 
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nuevas posibilidades y variantes, tales 
como el hecho de disponer de varios 
núcleos de procesador en donde ejecutar 
tareas.  
De las diversas implementaciones exis- 
tentes de SOTR se estudia principalmente 
el sistema operativo GNU\Linux con 
parche RT, apto para tiempo real [22] 
[23] [25] [28]. Uno de los objetivos 
finales es la implementación de cambios 
en su planificador. 
Las restricciones temporales pueden ser 
más o menos estrictas, por lo que en 
algunos sistemas se impone el uso de 
planificadores que definen y utilizan 
prioridades. Esta planificación se realiza 
sobre el recurso CPU. Si la tarea necesita 
hacer uso de otros recursos, estos no están 
planificados en los SOTR en general. 
Cuando uno de estos recursos es 
compartido por tareas de diversa 
prioridad, surge el problema de la 
inversión de prioridades, lo cual también 
es tema de este trabajo. 
Comparando un STR con un sistema 
tradicional [24], advertimos se debe tener 
especial control sobre la  utilización de 
recursos, tiempos de respuesta conocidos, 
manejo de prioridades, fallos y 
comunicaciones. Las principales diferen- 
cias entre estos sistemas son: 
 Planificación de tareas dirigida al 
cumplimiento de restricciones de 
tiempo en vez de al rendimiento. 
 Control de dispositivos externos, 
como por ejemplo, brazo robot, una 
planta industrial, etc., con un mayor 
uso de E/S. 
 Procesamiento de mensajes que 
pueden arribar en intervalos regulares 
e irregulares. 
 Seguridad y confiabilidad son 
conjuntas, debe haber detección y 
control de condiciones de falla a fin 
de evitar daños y un funcionamiento 
sin interrupciones. Muchas veces 
estos sistemas no cuentan con 
supervisión humana, el manejo de 
excepciones es crítico. Se espera que 
un STR se ejecute en forma continua, 
automática y segura, teniendo impacto 
en los costos de desarrollo.  
 Modelización de condiciones con-
currentes, ya que al mezclarse eventos 
regulares e irregulares es frecuente su 
concurrencia y la de los procesos cuya 
ejecución desencadena dichos 
eventos. 
 Manejo de las comunicaciones en 
Sistemas Distribuidos permitiendo 
reaccionar a los cambios de la red, 
como productividad (throughput) o 
retraso (delay). 
 Protección de datos compartidos. 
 Por lo general se trata de Sistemas 
Embebidos [13], forman parte de un  
entorno al cual controlan. 
2. LINEAS DE INVESTIGACION 
Y DESARROLLO 
Se plantean como temas de estudio: 
 Verificación y validación del 
hardware, donde pueden encontrarse 
detalles o resultados de simulaciones 
que impliquen modificaciones. La 
simulación en software [9] [14] aclara 
este aspecto. 
 Sistemas Operativos de Tiempo Real 
sobre microcontroladores: Free RTOS 
[10] y GNU\Linux con kernel RT en 
procesadores tipo ARM  y x86. 
 Planificación de CPU para/en STR [1] 
[4] [19]  [20]: Simulaciones de 
algoritmos de planificación, 
utilizando herramienta Cheddar [6]. 
También se experimenta con la 
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planificación implementada en GNU\ 
Linux RT sobre aplicaciones [17].  La 
finalidad es evaluar la conveniencia 
de implementar modificaciones en el 
planificador, tal como implementar la 
política EDF (Earliest Deadline First 
scheduling) [11] [16]. 
 Recursos compartidos: estudio de  
inversión de prioridades [3] [18] [21] 
[26] [27]. Se experimenta sobre  
SOTR, a fin de evaluar los mecanis- 
mos implementados en los mismos. 
Se implementan simulaciones para 
experimentar mecanismos no imple- 
mentados, evaluándose la posibilidad 
de implementarlos en GNU\Linux 
RT. 
 Se está simulando tráfico de red [5] 
[8] con restricciones temporales 
(streaming de audio y/o video), a fin 
de evaluar la conveniencia de los 
emisores. 
3.  RESULTADOS 
OBTENIDOS/ESPERADOS 
 De acuerdo con las tareas desarrolladas y 
a desarrollar, los resultados se enfocarán 
en varias direcciones relacionadas con 
sistemas operativos y con sistemas embe- 
bidos de tiempo real: 
 Se estudian los sistemas operativos 
FreeRTOS y GNU\Linux RT. 
 Identificación y definición de pautas 
para estrategias en Planificadores y su 
impacto en los sistemas en STR, 
ensayando las mismas en Cheddar. En 
particular, el planificador linux 
estandar Posix  1003 [7]. 




4. FORMACION DE RECURSOS 
HUMANOS 
En base a estos temas se están desarro- 
llando un Doctorado y dos tesis de 
Magister en Redes de Datos y posibles 
tesinas de grado. También aportan tra- 
bajos de alumnos de la materia Diseño de 
Sistemas de Tiempo Real.  
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