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ii
aussi de proposer des idées d’expériences prenant en compte les limites inhérentes aux
réalités expérimentales. Ce lien fort entre théorie et expérience a été grâce à lui un des
fils conducteurs de ma thèse, et je l’en remercie.
Le deuxième trait de Rémi qui m’a beaucoup marqué est par certains aspects semblable
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appris à son contact. C’est lui qui m’a fait découvrir à quel point l’inventivité et la colle
vont de pair ! Grâce à lui j’ai pu découvrir le développement instrumental sous toutes ses
coutures. Son talent s’est exprimé en particulier lorsque nous avons débuté le montage
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Tous les résultats expérimentaux ainsi que leurs interprétations présents dans ce ma-
nuscrit proviennent d’un travail d’équipe. J’ai eu la chance de travailler aux côtés de Va-
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Résumé
L
e présent document constitue le mémoire rédigé durant ma thèse de doctorat, qui s’est
déroulée de novembre 2008 à novembre 2011 à l’Institut Langevin (ESPCI ParisTech).
Une partie de ce travail de thèse a consisté en l’étude expérimentale des fluctuations
spatiales de la densité de modes optiques (LDOS) à la surface de films d’or semi-continus,
connus pour présenter des modes de surface localisés au voisinage du seuil de percolation.
Pour cela, nous avons dispersé des nanosources fluorescentes à la surface de films de
fraction surfacique d’or croissante et mesuré la statistique du taux d’amortissement des
émetteurs. Nous avons montré que les fluctuations spatiales de LDOS sont maximales
lorsque les modes localisés apparaissent. Nous avons ensuite développé un instrument
permettant de réaliser l’imagerie de LDOS en accrochant une nanosource fluorescente à
l’apex d’une pointe d’AFM, et réalisé une preuve de principe sur des échantillons de test.
Une autre partie a concerné l’étude théorique de la réponse optique d’une nanoparticule
métallique. Nous avons montré comment le taux d’amortissement d’un dipôle en champ
proche d’une nanosphère métallique est modifié lorsque les interactions microscopiques
sont prises en compte. Nous avons également étudié l’influence de l’environnement sur
la section efficace d’absorption d’une nanoparticule, et montré que cette grandeur n’est
pas intrinsèque, mais dépend de l’environnement. Nous avons confirmé ce résultat sur un
exemple simple permettant de donner des ordres de grandeur.
Mots-clés
fluorescence, champ proche, émission spontanée, densité d’états électromagnétique,
plasmons, films métalliques semi-continus, microscopie de champ proche, fractales, modes
localisés, couplage faible, temps de vie de fluorescence, taux d’amortissement, section




his document is the report written during my Ph.D., which lasted from 2008 to 2011
at the Institut Langevin (ESPCI ParisTech, Paris, France).
One part of this work is the experimental study of the local density of electromagnetic
states (LDOS) spatial fluctuations on semi-continuous gold films. Those random films
are known to exhibit localized surface modes when they are close to the percolation
threshold. First we dispersed fluorescents nanosources on random films of increasing gold
filling fraction, then we measured the sources decay rate statistics. We have shown that
the LDOS spatial fluctuations reach a maximum when localized modes appear. We also
designed a new experimental setup which allows us to record LDOS maps by using a
fluorescent nanosource glued to an AFM tip. We made a proof of concept of this apparatus
on test samples.
Another part of this work was the theoretical study of the optical response of a metallic
nanoparticle. We have shown that the decay rate of an electric dipole in the near-field of a
metallic nanoparticle is modified when microscopic interactions are taken into account. We
also studied the dependance of the absorption cross-section of a metallic nanoparticle on
its environment, and showed that the absorption cross-section is not a intrinsic property.
We confirmed this result with a simple example which allowed us to calculate orders of
magnitude.
Key-words
fluorescence, near-field, spontaneous emission, density of electromagnetic states, plas-
mons, semi-continuous metallic films, near-field microscopy, fractals, localized modes,
weak coupling, fluorescence lifetime, decay rate, absorption cross-section, nanoparticle,
non-local effects
Thesis title
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rès souvent en histoire des sciences, l’étude d’une découverte, d’un résultat expéri-
mental, d’une théorie ou d’un paradigme fait apparaître clairement le fait suivant :
l’histoire est tout sauf linéaire, il n’y a pas qu’un seul chemin qui mène à telle théorie ou
telle découverte. La représentation chronologique habituelle tend à rendre moins visible,
voire à effacer cette constatation : les découvertes scientifiques sont le fruit d’un processus
multiple.
Cette multiplicité peut prendre plusieurs formes. Deux scientifiques peuvent par exemple
découvrir le même phénomène à quelques mois d’intervalle sans avoir connaissance des
travaux de l’autre. Ou encore, une découverte scientifique peut être issue de la rencontre
de plusieurs scientifiques qui, partageant leurs connaissances respectives, vont faire naître
des idées qu’aucun n’aurait eut seul. La rencontre de plusieurs domaines de la science (et
de la physique dans le cas présent) qui peuvent paraître très proches ou même identiques
lorsqu’on les observe au présent, peut faire oublier qu’ils ont souvent été étrangers les uns
aux autres jusqu’à ce qu’une circonstance les fasse se rejoindre. Pour celui qui débute a
posteriori dans un nouvel axe de recherche, et qui ignore donc le passé de ce dernier, il
n’est pas intuitif que c’est la jonction de plusieurs domaines différents qui a abouti à ce
nouveau chemin.
C’est avec cette idée en tête que nous allons présenter les différents chemins qui ont
mené aux motivations et aux travaux présentés dans ce manuscrit. Nous ne décrirons pas
l’intégralité de chaque domaine ayant contribué aux idées présentées ici. Nous donnerons
plutôt des étapes qui nous paraissent significatives, ainsi que les idées essentielles. La liste
n’est pas exhaustive, et ce pour deux raisons. Tout d’abord, nous nous restreindrons aux
découvertes du 20ème et 21ème siècle. D’autre part, nous ne décrirons pas l’historique com-
plet de chaque domaine. Enfin, il est clair au vu des lignes précédentes que la distinction
en chemins n’implique pas pour autant des domaines cloisonnés et indépendants les uns
des autres.
L’émission spontanée, 1917 Dans un article de 1917, A. Einstein introduit le concept
d’émission spontanée. Ce processus décrivant l’émission de lumière par un système
quantique à deux niveaux sans excitation extérieure apparente est d’une importance
fondamentale dans l’étude de l’interaction entre un émetteur quantique et le champ
électromagnétique (Einstein 1917).
La super-résolution, 1928 En 1928, E. Synge propose (et en discute avec Einstein,
voir la référence Novotny (2007)) la première idée permettant de surpasser la limite
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de résolution classique de λ/2 (Synge 1928). Synge et Einstein échangent sur la
possibilité d’utiliser une particule diffusante de taille sub-longueur d’onde (ou bien
un écran opaque percé d’un trou de même taille) afin de créer une source lumineuse
plus petite que la longueur d’onde placée au plus près d’un échantillon d’intérêt. En
déplaçant l’objet diffusant (ou l’échantillon), il est possible d’enregistrer une image.
Le concept de résolution est alors remplacé par celui de localisation.
L’effet Purcell, 1946 Le premier écrit (à notre connaissance) relatant la possibilité de
modifier le taux d’émission spontanée d’un émetteur est celui de E. M. Purcell
(Purcell 1946). Dans ce très court abstract d’une conférence d’avril 1946, Purcell
affirme que le taux d’émission spontanée du moment magnétique nucléaire dépend
de son environnement. Dans l’hypothèse d’un moment magnétique unique dans une
cavité monomode positionné au maximum du mode, il prédit une augmentation du
taux d’amortissement d’un facteur proportionnel à Q/V , où V est le volume modal
et Q le facteur de qualité du mode. Cet abstract est considéré comme le point de
départ de toutes les études portant sur la modification du taux d’amortissement en
présence d’un environnnement 1.
Modification du temps de vie de fluorescence, 1968-1975 La première vérification
expérimentale de l’influence de l’environnement sur le taux d’amortissement d’un
émetteur quantique est attribuée à K.H. Drexhage en 1968. L’expérience relatée
(Drexhage 1968) est la suivante : une monocouche d’ions d’europium (Eu3+) est
déposée à une distance d d’un miroir d’argent. Le schéma est représenté sur la fi-
gure 1 (gauche). Les auteurs mesurent le temps de vie de fluorescence des ions Eu3+
Figure 1 – Schéma de l’expérience initiale de Drexhage (gauche). Résultats expérimentaux de Drex-
hage (droite, points) et courbe théorique calculée par Chance et al. (ligne continue,
ajustement avec deux paramètres libres). Images tirées de la référence Chance et al.
1978
lorsque d varie (jusqu’à des distances d plus petites que la longueur d’onde d’émis-
sion des ions). Le résultat de la mesure est présenté sur la figure 1 (droite). Des
1. Dans le cadre de ce travail de thèse, nous n’aborderons pas le vaste domaine de l’électrodynamique
quantique en cavité (cavity QED), qui décrit le couplage entre un émetteur unique (souvent un atome)
et un mode de cavité (Haroche et Raimond 2006).
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oscillations amorties du temps de vie sont constatées, ainsi qu’une brutale chute du
temps de vie lorsque d → 0. Ce résultat est surprenant, comme le montre la cita-
tion de la figure 2, qui constitue le début de la première question posée à Drexhage
après la présentation de ses résultats lors d’une conférence en 1967 (du temps où les
questions ainsi que les réponses lors des conférences étaient notées et archivées).
Figure 2 – Extrait d’une question de H. Kallmann à K.H. Drexhage après la présentation de ses
résultats à l’International Conference on Photochemistry de septembre 1967 à Munich.
Après la publication des résultats de Drexhage, plusieurs publications tentent d’ex-
pliquer théoriquement les résultats expérimentaux (Morawitz 1969, Kuhn 1970,
Chance et al. 1974) et s’en approchent. Utilisant un modèle classique du rayonne-
ment d’un dipôle électrique, Chance et al. réussissent à expliquer quantitativement
l’effet mesuré (Chance et al. 1978).
Le microscope de champ proche optique, 1984 L’optique de champ proche désigne
l’étude des ondes non-propagatives (évanescentes) du champ électromagnétique aux
fréquences optiques. Son exploitation et sa réalisation expérimentale demandent
d’avoir un instrument de mesure sensible aux composantes évanescentes du champ
électrique généré par un échantillon. Dieter Pohl est le premier à avoir mesuré des
variations latérales de champ électrique plus petites que la longueur d’onde, réalisant
ainsi l’idée d’E. Synge presque 60 plus tard. La technique fut à l’époque baptisée sté-
thoscope optique (Pohl et al. 1984). Cet outil permet de placer une source lumineuse
sub-longueur d’onde en champ proche d’un échantillon.
Une molécule unique comme sonde de champ proche, 2000 En utilisant un mi-
croscope à force atomique au bout duquel est placé un cristal de p-terphenyl, les
auteurs de Michaelis et al. 2000 ont réussi la première image de champ proche uti-
lisant une molécule fluorescente unique comme sonde active. Ce résultat permet
d’envisager des expériences semblables aux systèmes que décrivent les théoriciens,
comme le très fréquent exemple de l’émetteur unique face à un miroir métallique.
Analogie entre l’émetteur unique et le plasmon de nano-particule, 2005 Près de
40 ans après la première réalisation expérimentale de Drexhage, les auteurs de Bu-
chler et al. 2005 ont publié deux résultats expérimentaux : le premier était une
reprise de l’expérience de Drexhage en utilisant une molécule fluorescente unique
(plutôt qu’une monocouche de molécules). L’intensité de fluorescence ainsi que le
temps de vie de fluorescence de la molécule face au miroir d’argent sont représentés
sur la figure 3 (gauche) (courbe (a) pour l’intensité de fluorescence, courbe (b) pour
le temps de vie). Ce résultat permet de montrer la faisabilité de ce type de mesures
à l’échelle de la molécule unique. L’autre résultat de cet article est présenté sur la
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figure 3 (droite) : les auteurs montrent que la largeur de la résonance plasmon d’une
nanosphère métallique (courbe (a), représentée en fonction de la distance à un plan
de verre) dépend de l’environnement de la nanosphère, et que son comportement
qualitatif suit celui du taux d’amortissement de l’émetteur quantique face à un plan
d’argent. Ce résultat souligne le fait que le dipôle de transition d’un émetteur quan-
tique et la résonance dipolaire d’une nanosphère métallique ont des comportements
similaires.












































































































Figure 3 – Intensité et temps de vie de fluorescence d’une molécule unique face à un miroir d’argent
(gauche), largeur de la résonance plasmon d’une nanoparticule d’or (80 nm de diamètre)
en fonction de la distance à un miroir de verre (droite). Courbes tirées de la référence
Buchler et al. 2005.
Nanoantenne optique couplée à un émetteur unique, 2010 Le dernier résultat que
nous mettons en avant est la publication en 2010 d’un résultat expérimental prou-
vant la capacité des techniques actuelles à maîtriser le couplage entre un émetteur
fluorescent unique et des nanostructures plasmoniques, en l’occurrence des nanoan-






Figure 4 – Image MEB d’une nanoantenne de type Yagi-Uda (gauche), le carré rouge indique la
position du quantum dot. Diagramme de rayonnement d’une nanoantenne unique excitée
par un quantum dot (droite). Images tirées de la référence Curto et al. 2010
ont démontré que leurs antennes possèdent une émission directionnelle, comme les
antennes radios classiques. La plasmonique en général, et le domaine du couplage
émetteur/nanoantenne en particulier fait également partie des sujets qui ont motivés
les travaux de cette thèse.
Les huit jalons présentés ci-dessus permettent de dessiner les contours du thème général de
cette thèse : l’étude de certains aspects de l’interaction de champ proche entre un émetteur
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dipolaire (le dipôle de transition d’un émetteur quantique ou le moment dipolaire d’une
nanoparticule) et un environnement structuré. Ce travail s’inscrit dans le domaine de la
nano-optique.
Ce mémoire est construit en trois parties : une introduction à la modification de fluo-
rescence en champ proche de nanostructures dans un premier temps, puis l’étude expéri-
mentale de la densité de modes photoniques à la surface d’échantillons nanostructurés, et
enfin deux études sur deux aspects de la réponse optique d’une nanoparticule métallique.
Dans la première partie, nous étudierons théoriquement le cas d’un émetteur dipolaire
se trouvant dans un environnement quelconque (diffusant, absorbant, désordonné ou or-
donné). Nous rappellerons tout d’abord les liens existant entre le taux d’amortissement de
l’émetteur, le tenseur de Green et la densité de modes électromagnétiques locale (LDOS).
Nous nous intéresserons ensuite à l’expression du signal de fluorescence, et montrerons en
utilisant les équations de Bloch optique comment le signal de fluorescence est affecté par
l’environnement de l’émetteur.
Dans une seconde partie, nous présenterons les premiers résultats de mesure des fluc-
tuations spatiales de la LDOS à la surface de films d’or semi-continus. Ces échantillons
formés d’amas d’or aléatoires sont connus pour présenter des propriétés de transport op-
tique remarquables : au voisinage du seuil de percolation, une partie des modes optiques
est constituée de modes spatialement localisés (Grésillon et al. 1999). Nous étudierons ces
propriétés optiques en terme de statistiques de la LDOS, et les relierons à la topologie des
amas d’or.
Nous présenterons ensuite le développement d’un instrument de mesure permettant la
cartographie de la LDOS d’un échantillon nanostructuré. Le principe est celui de la sonde
active fluorescente placée à l’apex d’une pointe de microscope à force atomique (Frimmer
et al. 2011). Les premiers résultats d’imagerie de LDOS sur des échantillons test seront
commentés.
Enfin, la troisième partie sera l’occasion de discuter deux questions rarement posées
en nano-optique. La première est celle de la limite entre la description macroscopique
et la description microscopique d’un métal en champ proche d’un émetteur dipolaire. Il
n’est pas rare aujourd’hui de réaliser des structures où des émetteurs fluorescents sont
positionnés à quelques nanomètres de nanoparticules métalliques (Curto et al. 2010),
et la réponse optique du métal est souvent considérée de façon macroscopique. Nous
montrerons que la distance critique en dessous de laquelle il est nécessaire de considérer
la réponse du métal comme microscopique est de l’ordre du libre parcours moyen des
électrons libres du métal, et nous étudierons quantitativement les déviations induites par
le régime microscopique.
Notre deuxième interrogation portera sur l’influence de l’environnement sur la section
efficace d’absorption d’une nanosphère métallique. La nanosphère est la plus simple des
nanoantennes optiques, et il a déjà été démontré que sa résonance plasmon dépend de
l’environnement (Buchler et al. 2005, Kalkbrenner et al. 2005). Nous montrerons une
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forme généralisée de l’expression de la section efficace d’absorption d’une nanoparticule
dans un environnement complexe, et donnerons des ordres de grandeur de sa modification
dans un cas simple.
Première partie
Fluorescence, champ proche et




Influence de l’environnement sur
l’émission spontanée
Table des matières
1.1 Emission d’un dipôle électrique - Modèle classique . . . . . . 4
1.1.1 Dipôle électrique et formalisme de Green . . . . . . . . . . . . 4
1.1.2 Puissance cédée par un dipôle électrique à son environnement . 5
1.1.3 Cas particulier : émission dans le vide . . . . . . . . . . . . . . 6
1.1.4 Modification de la puissance cédée par un dipôle électrique . . 7
1.2 Emission spontanée - Modèle quantique . . . . . . . . . . . . . 7
1.2.1 Système à deux niveaux . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Emission spontanée dans un environnement . . . . . . . . . . . 8
1.2.3 Cas particulier : émission spontanée dans le vide . . . . . . . . 8
1.2.4 Modification du taux d’amortissement . . . . . . . . . . . . . . 8
1.3 Influence de la LDOS sur l’émission de fluorescence . . . . . 9
1.3.1 Lien entre les approches classique et quantique . . . . . . . . . 9
1.3.2 Densité d’états électromagnétiques locale . . . . . . . . . . . . 9
1.3.3 Influence de la LDOS sur l’émission dipolaire . . . . . . . . . . 10
1.3.4 Désexcitation radiative et non-radiative . . . . . . . . . . . . . 12
1.3.5 Rendement quantique apparent . . . . . . . . . . . . . . . . . . 12
1.4 Signal de fluorescence . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Equations de Bloch optiques . . . . . . . . . . . . . . . . . . . 13
1.4.2 Intensité de fluorescence en régime stationnaire . . . . . . . . . 16
1.4.3 Influence de l’environnement sur l’intensité de fluorescence . . . 18
1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4 Chapitre 1. Influence de l’environnement sur l’émission spontanée
C
e premier chapitre a pour objectif l’introduction des concepts utiles à la description de
l’émission dipolaire et de l’émission de fluorescence. Nous étudierons en particulier
l’influence de l’environnement sur la dynamique de l’émetteur.
Dans un premier temps nous comparerons la description classique de la puissance
émise par un dipôle électrique avec la description quantique du taux d’amortissement d’un
système à deux niveaux. Nous retrouverons un résultat connu, à savoir que la modification
de la puissance cédée à l’environnement par un dipôle classique est égale à la modification
du taux d’amortissement d’un émetteur quantique dans le même environnement. Nous
relierons ensuite ces deux grandeurs au tenseur de Green ainsi qu’à la densité d’états
électromagnétiques locale.
Dans un deuxième temps nous étudierons le processus d’émission fluorescente sous exci-
tation continue, et calculerons avec les équations de Bloch optiques l’expression en régime
permanent de l’intensité de fluorescence d’un émetteur quantique. Enfin, nous discuterons
le régime linéaire et le régime saturé, et montrerons que le signal de fluorescence dépend
du rendement quantique apparent de l’émetteur ainsi que du facteur d’exaltation local du
champ électrique excitateur.
1.1 Emission d’un dipôle électrique - Modèle clas-
sique
1.1.1 Dipôle électrique et formalisme de Green
Considérons un dipôle électrique p placé à la position r0 et orienté selon le vecteur
unitaire u (p = pu). Ce dipôle rayonne de façon monochromatique à la pulsation ω (la
longueur d’onde émise est λ = 2pic/ω, où c est la vitesse de la lumière dans le vide). Son
moment dipolaire p = |p| est de la forme :
p(t) = Re [p(ω) exp(−iωt)] (1.1)
où p(ω) est l’amplitude complexe du dipôle.
Nous considérons que ce dipôle rayonne dans un environnement quelconque (voir la
figure 1.1). Son environnement peut être constitué de matériaux optiquement diffusants,
absorbants, qui peuvent être ordonnés ou désordonnés. Cela signifie que l’énergie que cède
le dipôle à son environnement peut être diffusée ou bien être absorbée par l’environnement.
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Pour toute la suite, nous considérons que l’environnement dans lequel se trouve le
dipôle vérifie le théorème de réciprocité (Carminati et al. 1998), ce qui signifie en pratique
qu’il n’y a pas de matériau optiquement actif ou de champ magnétique externe.
r0
p
Figure 1.1 – Un dipôle électrique p est placé (à la position r0) dans un environnement quelconque.
Nous allons utiliser le formalisme de la fonction de Green, qui permet de relier un
dipôle source au champ électrique qu’il génère en tout point de l’espace en régime mo-
nochromatique. Pour des champs vectoriels, la fonction de Green est un tenseur d’ordre
2 défini de la manière suivante : lorsqu’un dipôle p placé au point r0 émet, le champ
électrique E(r) qu’il génère au point r de l’espace peut s’écrire en fonction du tenseur de
Green G(r, r0, ω) :
E(r) = µ0ω2G(r, r0, ω)p (1.2)
Le tenseur de Green vérifie l’équation de propagation suivante :
∇×∇×G(r, r0, ω)− ω
2
c2
(r, ω)G(r, r0, ω) = δ(r− r0)I (1.3)
où I est la matrice identité et (r, ω) la constante diélectrique de l’environnement (qui est
un tenseur d’ordre 2 dans le cas le plus général de matériaux anisotropes). Pour définir
complètement G(r, r0, ω), on lui impose de vérifier la condition d’onde sortante à l’infini,
ainsi que les relations de continuité du champ électrique aux interfaces.
Par construction, le tenseur de Green contient toute l’information relative au milieu
dans lequel se propage le rayonnement. Son expression analytique (dans l’espace de Fou-
rier) est connue pour des géométries simples (Chen-To 1994).
1.1.2 Puissance cédée par un dipôle électrique à son environ-
nement
Nous allons maintenant exprimer la puissance moyenne P (au sens de la moyenne
temporelle sur une durée grande devant 2pi/ω) cédée par le dipôle électrique à son envi-
ronnement lorsque son moment dipolaire p = |p| est fixé. De manière générale, P s’écrit
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où E(r0) désigne l’amplitude complexe du champ électrique à la position du dipôle, et p∗
désigne le complexe conjugé de p.





Im [p∗.G(r0, r0, ω)p] (1.5)





|p|2Im [u.G(r0, r0, ω)u] (1.6)
La puissance cédée par un dipôle classique à son environnement dépend donc à la fois de
son moment dipolaire p = |p| et de son environnement au travers du terme Im [u.G(r0, r0, ω)u].
1.1.3 Cas particulier : émission dans le vide
Lorsque le dipôle p se trouve dans le vide, nous pouvons calculer l’expression de la
puissance P0 qu’il émet (toute la puissance est rayonnée, il n’y a pas d’absorption) en






|p|2Im [u.G0(r0, r0, ω)u] (1.7)
Dans le vide, la fonction de Green connectant les points r1 et r2, à la fréquence ω s’écrit :
G0(r1, r2, ω) = VP
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où nous notons r1 − r2 = R, n = R/|R|, R = |R| et k0 = ω/c = 2pi/λ. VP désigne
la valeur principale. La partie réelle de G(r0, r0, ω) possède une singularité, mais pas sa
partie imaginaire. On peut montrer (voir l’annexe B) que la partie imaginaire du tenseur
de Green du vide à l’origine (r1 = r2 = r0) s’écrit :










où 0 désigne la permittivité électrique du vide. On retrouve l’expression classique de
Larmor (Jackson 1999).
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1.1.4 Modification de la puissance cédée par un dipôle élec-
trique
Nous pouvons enfin calculer la modification de puissance cédée par le dipôle P/P0, qui
compare la situation du dipôle dans le vide avec celle du dipôle dans un environnement






Im [u.G(r0, r0, ω)u] (1.11)
Il est important de souligner que la puissance cédée par un dipôle à son environnement
n’est pas une valeur intrinsèque au dipôle mais dépend de son environnement, même
lorsque le moment dipolaire p est fixé. C’est un résultat bien connu en théorie des an-
tennes. On décrit en général ce changement comme un changement d’impédance du milieu
environnant.
1.2 Emission spontanée - Modèle quantique
Dans cette section, nous allons rappeler comment est décrite l’influence de l’environne-
ment sur l’émission spontanée d’un émetteur quantique représenté par un système à deux
niveaux d’énergie.
1.2.1 Système à deux niveaux
Considérons un système quantique à deux niveaux d’énergie dont le moment dipolaire
de transition est noté p. Lorsqu’il est excité, le système peut relaxer par émission spon-
tanée dans son état fondamental. Si le système est dans l’état excité à l’instant t = 0,
alors la probabilité pe(t) qu’il soit toujours dans l’état excité au temps quelconque t vaut










Le temps τ est appelé la durée de vie du niveau excité.
On définit le taux d’amortissement du dipôle de transition Γ comme l’inverse de la





Le profil de raie d’émission d’un système quantique à deux niveaux n’est pas parfaitement
monochromatique, mais a la forme d’une distribution Lorentzienne. La fréquence centrale
ω est telle que ~ω corresponde à l’écart d’énergie entre les deux niveaux du système (où
~ désigne la constante de Planck réduite). La largeur à mi-hauteur de la raie d’émission
est donnée par le taux d’amortissement Γ.
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1.2.2 Emission spontanée dans un environnement
Comme dans la section précédente, nous allons supposer que l’émetteur quantique est
placé dans un environnement quelconque, à la position r0, et noter u le vecteur unitaire
donnant la direction de son moment dipolaire de transition.
Un calcul perturbatif faisant appel à la règle d’or de Fermi (et donc à la condition
de couplage faible entre l’émetteur et le champ électrique) permet de montrer le résultat
suivant qui relie le taux d’amortissement Γ au tenseur de Green évalué à la position de





2|p|2Im [u.G(r0, r0, ω)u] (1.14)
où G(r0, r0, ω) désigne le tenseur de Green tel qu’il a été défini précédemment dans le cas
classique. Il décrit la réponse électromagnétique de l’environnement. Ce résultat montre
que le temps de vie du niveau excité (τ = 1/Γ) dépend de l’environnement dans lequel se
trouve l’émetteur.
1.2.3 Cas particulier : émission spontanée dans le vide
Lorsque l’émetteur quantique est dans le vide, on note Γ0 son taux d’amortissement et





2|p|2Im [u.G0(r0, r0, ω)u] (1.15)
où on a noté G0(r0, r0, ω) le tenseur de Green du vide à la position de l’émetteur et à
la fréquence d’émission ω. L’expression de Im [u.G0(r0, r0, ω)u] est donnée par l’équation
1.9, ce qui permet d’exprimer le taux d’amortissement d’un émetteur quantique à deux





On retrouve l’expression du taux d’amortissement en espace libre (coefficient d’Einstein
d’émission spontanée) d’un système à deux niveaux (Loudon 2000).
1.2.4 Modification du taux d’amortissement
Nous pouvons maintenant calculer la modification du taux d’amortissement Γ/Γ0 in-
duite par l’environnement par rapport au taux d’amortissement dans le vide. Pour cela,






Im [u.G(r0, r0, ω)u] (1.17)
Nous discutons ce résultat dans la section suivante, et en particulier son lien avec le calcul
classique de P/P0.
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1.3 Influence de la LDOS sur l’émission de fluores-
cence
1.3.1 Lien entre les approches classique et quantique
En comparant les équations 1.11 et 1.17, nous retrouvons le fait que la modification
P/P0 de la puissance cédée par un dipôle classique est égale à la modification Γ/Γ0 du









Im [u.G(r0, r0, ω)u] (1.18)
Ce résultat fondamental permet d’utiliser un modèle classique pour prédire la modification
du taux d’amortissement (et donc du temps de vie) d’un émetteur quantique (Chance et al.
1978). Cette modification est entièrement déterminée par la partie imaginaire du tenseur
de Green évaluée à la position du dipôle.
Remarques :
• La modification du taux d’amortissement n’est pas le seul effet dû à l’environnement.
La fréquence d’émission du dipôle est également décalée lorsque le dipôle émet dans
un environnement (par rapport à la fréquence d’émission dans le vide). Le modèle
classique ne permet pas de prédire correctement la modification de la fréquence
d’émission, car certains effets purement quantiques interviennent (comme le décalage
de Lamb).
• Il est possible d’exprimer la relation 1.18 en séparant le tenseur de GreenG(r0, r0, ω)
en deux parties : une partie décrivant la propagation dans le vide G0(r0, r0, ω) et
une partie décrivant l’environnement via le tenseur S(r0, r0, ω) = G(r0, r0, ω) −









Im [u.G0(r0, r0, ω)u] +
6pi
k0
Im [u.S(r0, r0, ω)u] (1.19)









Im [u.S(r0, r0, ω)u] (1.20)
1.3.2 Densité d’états électromagnétiques locale
L’équation 1.18 (ou de manière équivalente l’équation 1.20) permet de calculer le taux
d’amortissement normalisé d’un émetteur dipolaire grâce à la connaissance de la partie
imaginaire de la fonction de Green du milieu évaluée à la position de la source.
Outre l’utilisation de la fonction de Green, il est possible d’exprimer le taux d’amor-
tissement normalisé d’un dipôle à partir d’une autre grandeur fondamentale : la densité
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d’états électromagnétiques locale (LDOS, Local Density of Optical States). Puisque le taux
d’amortissement dépend de la direction du dipôle de transition, on introduit la LDOS par-
tielle ρu(r0, ω) qui mesure le nombre de canaux de désexcitation disponibles à la position
r0, à la fréquence d’émission ω, et pour un dipôle orienté selon la direction u. La LDOS
est dite partielle lorsqu’elle correspond à une orientation donnée, et totale lorsqu’elle est
sommée sur toutes les orientations possibles du dipôle.
Nous choisissons ici de définir la LDOS partielle à partir de la partie imaginaire du




Im [u.G(r0, r0, ω)u] (1.21)
Remarque : on peut montrer que cette expression correspond bien à la notion intuitive
de LDOS partielle. Pour cela, on décompose le tenseur de Green sur une base de modes
normaux en(r, ω). Cette décomposition introduite dans l’équation 1.21 permet de réécrire




|en(r0, ω) · u|2δ(ω − ωn) (1.22)
Cette expression permet d’interpréter la LDOS partielle comme la grandeur qui compte le
nombre de modes dans un intervalle de fréquence [ω, ω+dω], pondéré par la contribution
de chaque mode |en(r0, ω) · u|2 au point r0.
Nous définissons également la LDOS totale ρ(r0, ω) (appelée dans la suite simplement




Tr {Im [G(r0, r0, ω)]} (1.23)
où Tr désigne la trace du tenseur.
Lorsque l’émetteur est dans le vide, on peut calculer la LDOS en utilisant l’expression






On retrouve l’expression de la densité d’états (DOS) du vide, qui compte le nombre de
modes du champ électromagnétique entre ω et ω + dω par unité de volume.
1.3.3 Influence de la LDOS sur l’émission dipolaire
La définition de ρu(r0, ω) (équation 1.21) permet de réécrire l’équation 1.18 en fonction
du rapport entre la LDOS partielle du milieu dans lequel se trouve l’émetteur et celle du
vide :













Cette expression est le résultat principal de ce chapitre.
La première égalité P/P0 = Γ/Γ0 affirme que la modification de la puissance cédée
par un dipôle classique à son environnement est égale à la modification du taux d’amor-
tissement d’un émetteur quantique. En pratique, cela signifie que pour obtenir Γ/Γ0, les
calculs évaluent P/P0 (les calculs sont alors menés avec des dipôles classiques).
La troisième égalité met en avant le rôle fondamental de la LDOS dans les problèmes de
nano-optique, ce qui permet d’imaginer deux types de mesures différents : dans une pre-
mière expérience, il est possible de mesurer la LDOS en utilisant un émetteur fluorescent
comme sonde d’un milieu inconnu. La modification de son temps de vie de fluorescence
donne alors la modification de la LDOS et peut permettre de réaliser un instrument
sensible au contraste de LDOS.
Dans un deuxième type d’expérience, il est possible de contrôler le taux d’amortisse-
ment d’un émetteur fluorescent en le plaçant dans un milieu dont la LDOS est contrôlée.
La désexcitation peut être inhibée (par exemple dans un cristal photonique dont le gap
contient la fréquence d’émission du dipôle) ou bien au contraire exaltée (à proximité d’un
métal par exemple).
Remarques :
• La LDOS est une quantité scalaire qui ne dépend pas de l’émetteur considéré (la
LDOS partielle dépend uniquement de l’orientation du dipôle).
• Γ/Γ0 est le facteur de Purcell FP sous sa forme la plus générale. Dans le cas particulier
d’un émetteur positionné dans une cavité monomode et placé au maximum (ventre)
du mode, on peut montrer qu’on retrouve à partir de 1.25 l’expression originale de










où Q est le facteur de qualité du mode considéré, et V son volume modal. Notons
au passage que le fait que Q/V soit à un facteur près égal à la LDOS montre que les
grandeurs Q et V ne sont pas a priori indépendantes.
• Le calcul de Γ/Γ0 dans des géométries simples peut être mené de façon analytique.
Par exemple lorsque l’environnement du dipôle est constitué d’une interface plane
(Chance et al. 1978), d’une sphère (Chew 1987), ou d’une nanoparticule dipolaire
(Carminati et al. 2006). Dans des situations plus complexes, le calcul peut être fait
numériquement. Cela revient en pratique à résoudre un problème de rayonnement
classique (rayonnement d’une antenne dipolaire en environnement structuré).
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1.3.4 Désexcitation radiative et non-radiative
Du point de vue classique, la puissance P cédée à l’environnement par un dipôle rayon-
nant peut être séparée en deux contributions : la puissance diffusée par l’environnement
et rayonnée en champ lointain PR et la puissance absorbée PNR :
P = PR + PNR (1.27)
Par analogie avec le cas classique (équations 1.25 et 1.27), nous décomposons le taux
d’amortissement total Γ d’un émetteur quantique de la manière suivante :
Γ = ΓR + ΓNR (1.28)
Les taux d’amortissement radiatif et non-radiatif ΓR et ΓNR sont définis à partir de PR













ΓR désigne la désexcitation radiative correspondant à un photon détectable en champ
lointain de la source et de son environnement. ΓNR désigne la désexcitation par couplage
direct à des processus dissipatifs dans la matière. Si la réponse optique de l’environnement
est décrite par une constante diélectrique (ω), alors le taux d’amortissement non-radiatif
ΓNR dépend entre autres de Im [(ω)].
S’il est possible de séparer physiquement les contributions diffusée et absorbée, il faut
noter que la partie imaginaire du tenseur de Green comme la LDOS ne donnent que la
modification du taux d’amortissement total.
1.3.5 Rendement quantique apparent
Afin de caractériser la probabilité qu’un photon soit émis en champ lointain lorsqu’un








Ce rendement quantique est appelé apparent car on l’oppose au rendement quantique in-
trinsèque d’un émetteur, qui désigne la probabilité qu’un émetteur excité se désexcite de
manière radiative dans le vide. Pour l’instant nous avons considéré de manière implicite
que le rendement quantique intrinsèque de l’émetteur valait 1 (il n’y a pas de désexcitation
non-radiative interne à l’émetteur). Dans le cas où un processus dissipatif interne à l’émet-
teur quantique existe et est caractérisé par un taux d’amortissement ΓNRint , le rendement
quantique apparent s’écrit :
η =
ΓR
ΓR + ΓNR + ΓNRint
(1.32)
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Contrairement au taux d’amortissement total, le rendement quantique apparent n’est pas
une grandeur facile à mesurer à l’échelle d’un émetteur unique (Wenger et al. 2008).
1.4 Signal de fluorescence
Après avoir discuté du taux d’amortissement Γ d’un émetteur quantique, nous allons
maintenant calculer le signal de fluorescence Ifluo sous excitation stationnaire. Ces deux
grandeurs peuvent être mesurées, la première par la mesure du temps de vie de fluores-
cence, et la seconde par une mesure de l’intensité de fluorescence.
Nous allons calculer le signal de fluorescence avec l’approche des équations de Bloch
optiques. Nous écrirons la forme du signal dans le cas général, puis nous traiterons les cas
des régimes linéaire et saturé.
Nous allons modéliser l’émetteur par un système quantique à 3 niveaux d’énergie. Ce
choix d’un système à 3 niveaux est dicté par la volonté de modéliser le plus simplement
possible un système moléculaire réel pour lequel la fréquence d’émission est différente de
la fréquence d’absorption.
1.4.1 Equations de Bloch optiques
Système étudié et matrice densité
L’émetteur quantique étudié est représenté sur la figure 1.2. Il est constitué de 3 ni-
veaux énergétiques (plus proche de la réalité des émetteurs que le simple système à deux
niveaux). Le niveau 1 représente le niveau fondamental électronique, les niveaux 2 et
3 sont deux niveaux vibrationnels du niveau électronique excité. Le système est éclairé
par un rayonnement monochromatique à la pulsation ω quasi-résonant avec la transition
1→ 2. On note r0 la position de l’émetteur, qui est supposé inclus dans un environnement
quelconque.
Les transitions considérées et leurs taux respectifs sont :
2 → 3 K désigne le taux de désexcitation non-radiative lorsque le système passe de l’état
2 à l’état 3.
3 → 1 ΓNR correspond à la désexcitation non-radiative due à l’environnement de l’émet-
teur (absorption), ΓR correspond à la désexcitation radiative responsable de l’émis-
sion de fluorescence. ΓNRint est le taux de désexcitation interne non-radiative (respon-
sable de la diminution du rendement quantique intrinsèque de l’émetteur).
Afin de décrire la dynamique de l’émetteur couplé à l’environnement, nous utilisons le
formalisme de la matrice densité ρ(t). Si l’état quantique du système est décrit par la
fonction d’onde ψ(t) décomposée comme suit sur les états stationnaires |1〉, |2〉 et |3〉 :
ψ(t) = c1(t) |1〉+ c2(t) |2〉+ c3(t) |3〉
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Les trois composantes de la première diagonale sont les populations des trois niveaux,
Figure 1.2 – Schéma énergétique du système
les autres composantes sont les cohérences. L’évolution de ρ(t) est régie par l’équation














décrit les effets de relaxation indépendants du couplage au
champ excitateur (couplage non-radiatif à l’environnement, émission spontanée).
Evolution sans champ extérieur
En l’absence de champ excitateur, l’émission spontanée, le couplage non-radiatif à
l’environnement et les relaxations internes peuvent modifier les populations selon les taux
suivants :
• Le niveau 1 voit sa population modifiée par le terme Γρ33
• Le niveau 2 voit sa population modifiée par le terme −Kρ22
• Le niveau 3 voit sa population modifiée par les termes Kρ22 et −Γρ33
On a noté ici Γ = ΓR + ΓNR + ΓNRint .
Les cohérences des transitions 2→ 3 et 3→ 1 sont considérées nulles car ces transitions
ne sont pas résonantes avec le champ excitateur. Les cohérences de la transition 1 → 2
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relaxent avec les taux suivants (pour une démonstration, voir Cohen-Tannoudji et al.









Hamiltonien du système couplé au champ excitateur
Le hamiltonien H du système peut se décomposer en deux termes : un terme décrivant
le système isolé (sans champ excitateur) et un terme de couplage au champ :
H = H0 +Hcouplage









où E1, E2 et E3 sont les énergies associées aux états stationnaires |1〉, |2〉 et |3〉 du système.
Le champ externe appliqué au système couple les niveaux 1 et 2. La matrice représentant le
couplage sera donc nulle pour toutes les composantes autres que 12 et 21. Le hamiltonien












la fréquence de Rabi, E0 est l’amplitude du champ électrique exci-
tateur à la position r0 et D12 le moment dipolaire de transition entre les niveaux 1 et
2.
Equations de Bloch optiques
En partant de l’équation d’évolution de la matrice densité (équation 1.33), on peut
montrer que les populations ρ33 et ρ22 ainsi que les cohérences ρ12 et ρ21 voient leurs évo-
lutions régies par les 4 équations suivantes, dites équations de Bloch optiques du système
(voir l’annexe C pour une démonstration) :
ρ˙33 = Kρ22 − Γρ33
















(2ρ22 + ρ33 − 1) (1.36)
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où nous avons noté δ = ω2 − ω le désaccord entre la fréquence ω2 de la transition 1→ 2
et la fréquence ω du laser d’excitation.
1.4.2 Intensité de fluorescence en régime stationnaire
Nous allons chercher la solution stationnaire des équations de Bloch optiques afin de

















Le signal de fluorescence stationnaire, correspondant à la puissance détectée en champ
lointain, est défini par :
Ifluo = ~ω3ΓRρ33 (1.38)















Nous allons maintenant nous placer à résonance (δ = ω2−ω = 0) pour étudier les régimes
saturés et linéaires.



























Enfin, nous allons considérer que K  Γ. De façon générale, K est plus grand que tout
autre taux de relaxation du système (dans les systèmes réels, K est de l’ordre de 1012 s−1
tandis que Γ est de l’ordre de 108 s−1). Comme K  Γ, on simplifie donc l’expression de







L’expression 1.43 fait apparaître un régime linéaire (par rapport à l’intensité excitatrice)
lorsque Ω Ωs, et un phénomène de saturation du signal de fluorescence lorsque Ω Ωs.
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Régime saturé
Si nous traçons l’intensité de fluorescence Ifluo en fonction de la fréquence de Rabi au
carré (donc en fonction de l’intensité du champ incident, à une constante près), il est clair
que le signal de fluorescence subit une saturation lorsque Ω  Ωs (figure 1.3). Lors de















Figure 1.3 – Mise en évidence du phénomène de saturation (ΓR = 109 s−1, et ω3 = 2.4 10
15
rad.s−1)
la saturation, l’intensité de fluorescence en régime permanent peut finalement s’écrire (en
vertu de 1.42) :
Isat = ~ω3ΓR (1.44)
En régime saturé, l’intensité de fluorescence est directement proportionnelle au taux
d’amortissement radiatif ΓR. En effet à saturation, on peut considérer que le système
est toujours dans son état excité (ρ33 = 1). En conséquence, l’intensité émise en champ
lointain ne dépend que du nombre de canaux radiatifs disponibles.
Régime linéaire
A l’inverse du cas saturé, il est possible de considérer l’excitation du système à une
fréquence de Rabi très petite devant la fréquence de saturation :
Ω Ωs
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ΓR + ΓNR + ΓNRint
(1.46)
Ce régime de fluorescence linéaire est celui qui est le plus fréquemment utilisé en imagerie.
On préfère souvent exprimer l’intensité de fluorescence en régime linéaire en fonction de
la section efficace d’absorption de l’émetteur σa et de l’intensité incidente Ie moyennant
l’équivalence Ω2/K = σaIe. L’intensité de fluorescence s’écrit alors :
Ilineaire = ~ω3ησaIe (1.47)
1.4.3 Influence de l’environnement sur l’intensité de fluores-
cence
En régime linéaire, l’intensité de fluorescence (donnée par l’équation 1.45) est composée
de trois termes :
• Le terme ~ω3 décrit l’énergie d’un photon émis lors de la désexcitation du niveau 3
au niveau 1.
• η désigne le rendement quantique apparent (la fraction d’énergie fournie à l’émetteur
qui est effectivement rayonnée).
• Ω2/K est proportionnel à l’intensité du champ excitateur à la position de l’émetteur
|E(r0)|2.
Dans le cas d’un émetteur se trouvant dans un environnement, et d’un système émet-
teur/environnement éclairé par un champ électrique incident Ei, le champ local E(r0)
peut être différent du champ incident. On appelle κ le rapport d’amplitude entre le champ




κ est également appelé facteur d’exaltation du champ électrique. Comme la fréquence
de Rabi est proportionnelle à |E(r0)| = κ|Ei|, nous pouvons noter que l’intensité de
fluorescence est directement proportionnelle au produit ηκ2 :
Ifluo ∝ ηκ2 (1.49)
La relation 1.49 est d’une importance fondamentale dans l’étude de la modification du
signal de fluorescence d’un émetteur au voisinage d’un environnement diffusant ou absor-
bant. Dans le domaine spécifique des nanoantennes optiques par exemple, l’objectif est
d’utiliser des résonances de nanoparticules métalliques afin d’obtenir de grandes valeurs
de κ tout en conservant un rendement quantique apparent élevé.
On parle de quenching de fluorescence lorsque ηκ2  1. Cela correspond à une diminu-
tion de l’intensité de fluorescence détectée en champ lointain. A l’inverse, lorsque ηκ2  1
on parle d’amplification (ou d’exaltation) du signal de fluorescence.
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1.5 Conclusion
Ce premier chapitre nous a permis d’introduire les concepts fondamentaux qui nous
servirons dans les chapitres suivants. Nous avons montré comment décrire l’influence d’un
environnement quelconque sur la dynamique d’émission d’un émetteur dipolaire (classique
ou quantique).
Les deux résultats principaux de ce chapitre sont les équations 1.25 et 1.49. La première
affirme que la modification de la puissance cédée par un dipôle classique à son environne-
ment est égale à la modification du taux d’amortissement Γ/Γ0 d’un émetteur quantique
placé au même endroit, et que ces deux grandeurs sont reliées au tenseur de Green du sys-
tème ainsi qu’à la densité d’états électromagnétiques locale. Il est donc possible d’une part
de mesurer les variations de la LDOS d’un environnement donné en mesurant la variation
du taux d’amortissement d’un émetteur placé dans cet environnement. D’autre part, la
relation 1.25 permet également de contrôler la dynamique d’émission d’un émetteur grâce
à la connaissance de la LDOS de l’environnement.
L’équation 1.49 permet de déterminer l’influence de l’environnement sur le signal de
fluorescence d’un émetteur de manière quantitative. L’amplification de champ locale κ
permet d’augmenter le signal de fluorescence si l’environnement est bien choisi, tandis
que le rendement quantique apparent η décrit la fraction d’énergie fournie à l’émetteur
qui sera effectivement rayonnée et détectable. Les paramètres η et κ n’étant a priori pas
indépendants, leur prise en compte simultanée est nécessaire afin d’optimiser l’émission
de fluorescence.
Dans les chapitres suivants nous verrons des exemples de l’utilisation des équations 1.25
et 1.49 dans le domaine de la nano-optique. En particulier, nous allons nous intéresser à
des systèmes qui modifient fortement la LDOS, ce qui requiert de placer l’émetteur en
champ proche de son environnement.
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Introduction au champ proche
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N
ous avons vu dans le chapitre précédent que les modifications de la LDOS peuvent
être mesurées grâce au taux d’amortissement d’un dipôle. Dès les premières mesures
de modifications du temps de vie de fluorescence d’émetteurs au voisinage d’un environ-
nement modifiant la LDOS (Drexhage 1968), les expérimentateurs ont remarqué que les
modifications les plus importantes avaient lieu pour des distances émetteur-environnement
inférieure à la longueur d’onde d’émission. Cette zone s’appelle la zone de champ proche
optique, et nous allons nous attacher à la décrire dans ce chapitre. Les concepts introduits
dans ce chapitre seront utilisés tout au long du présent mémoire.
Le champ proche optique est une notion reliée au concept d’ondes évanescentes, qui
sont des ondes non propagatives. Nous allons définir les ondes évanescentes grâce à la
représentation du spectre angulaire du champ électrique, puis nous montrerons le lien
entre les ondes évanescentes et la résolution optique. Ensuite, nous présenterons une des
manières les plus utilisées pour dépasser la limite de résolution : le microscope de champ
proche. Enfin, nous introduirons le concept de plasmon, d’abord dans les volumes et les
nanoparticules, avant de décrire brièvement les plasmons de surface, qui sont un exemple
d’ondes évanescentes attirant un grand intérêt de recherche actuellement.
2.1 Ondes propagatives et ondes évanescentes
Cette section ainsi que la section suivante s’inspirent des références Greffet et Carminati
1997 et Courjon et Bainier 2001 (premier chapitre).
2.1.1 Fréquences spatiales
Les fréquences spatiales sont les analogues des fréquences temporelles d’un signal pour
le domaine spatial. Tout signal spatial (grandeur qui dépend de la position) peut être
exprimé en fonction de ses fréquences spatiales grâce à une opération de transformée
de Fourier. Les hautes fréquences spatiales correspondent aux détails de petites taille
d’une image (dans le cas bi-dimensionnel), tandis que les basses fréquences spatiales cor-
respondent aux grandes périodes spatiales de l’image. La figure 2.1 illustre ce concept.
L’image 2.1a représente Joseph Fourier (1768-1830) sur une gravure de Julien Léopold
Boilly. Après une opération de transformée de Fourier, les composantes fréquentielles de
l’image a) sont visibles sur la figure 2.1b. Le centre de l’image correspond à la fréquence
spatiale nulle (période infinie).
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Nous effectuons alors une opération de filtrage dans l’espace des fréquences spatiales :
toutes les composantes de Fourier correspondant à des fréquences supérieures à une cer-
taine limite sont prises égales à zéro. Cela est matérialisé par un disque dans lequel les
(basses) fréquences spatiales sont conservées, tandis que les fréquences spatiales supé-
rieures sont supprimées. Enfin, nous effectuons une transformée de Fourier inverse, et
obtenons l’image 2.1d. Nous constatons que l’image d) est plus floue que l’image a), et




Figure 2.1 – Illustration du filtrage des fréquences spatiales d’une image. a) Image de Joseph Fourier
originale. b) Transformée de Fourier de a) (valeur absolue en échelle logarithmique).
c) Filtre passe-bas appliqué aux fréquences spatiales de b). d) Transformée de Fourier
inverse de c) qui permet de retrouver a) sans les hautes fréquences spatiales.
Cet exemple permet de comprendre que tout signal spatial (au sens d’une grandeur qui
dépend de la position) peut être décomposé en ses fréquences spatiales, et que l’opération
de filtrage passe-bas avec une fréquence de coupure k a pour conséquence la perte des
détails de taille inférieure à 2pi/k. Nous allons voir dans la suite une application directe
de ce concept à la propagation d’un rayonnement électromagnétique.
2.1.2 Spectre angulaire d’une onde monochromatique
Considérons une onde monochromatique de fréquence ω se propageant dans le vide. On
choisit une direction arbitraire définie par le vecteur unitaire zˆ (dans le cas particulier de la
propagation d’un faisceau, zˆ est la direction de propagation). On note k = ω/c = 2pi/λ, où
c est la vitesse de la lumière dans le vide et λ la longueur d’onde. Nous faisons l’hypothèse
que l’amplitude complexe du champ électrique E(x, y, z = 0) est connue dans le plan
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z = 0. Nous faisons également l’hypothèse que la propagation se fait dans le sens des z
positifs. L’amplitude complexe du champ électrique E(x, y, z) est alors régie par l’équation
d’Helmoltz :
(∇2 + k2)E = 0 (2.1)
Nous nous plaçons dans un plan z > 0 arbitraire. Il est alors possible d’exprimer
la transformée de Fourier du champ électrique au point r = (x, y, z) par rapport aux








où R = (x, y) et K désigne la composante transversale du vecteur d’onde (dans le plan
perpendiculaire à la propagation). E˜(K, z) désigne la composante de Fourier correspon-
dant au vecteur d’onde K. Si on introduit l’équation 2.2 dans l’équation d’onde 2.1, on





E˜ = 0 (2.3)
Soit γ le nombre complexe défini tel que γ2 = k2 − |K|2. Les solutions de l’équation 2.3
s’écrivent en fonction de γ :
E˜(K, z) = A(K) exp(iγz) +B(K) exp(−iγz) (2.4)
où A et B sont des constantes d’intégration à K fixé.
Les conditions aux limites du problème nous amènent à choisir B(K) = 0 (pas de
propagation vers les z < 0) et A(K) = E˜(K, z = 0) (on a supposé connaître la valeur









L’équation 2.5 exprime le champ E(r) comme une somme d’ondes planes d’amplitudes
complexes E˜(K, z = 0) associées au vecteur d’onde k = (K, γ).
Cette décomposition sur une base d’ondes planes s’appelle la représentation du spectre
angulaire du champ électrique.
L’intégrale de l’équation 2.5 se fait sur le domaine 0 < |K| < +∞. En conséquence,
γ peut être réel ou imaginaire pur. Dans le cas où k2 − |K|2 ≥ 0, γ est réel. Dans le cas
contraire k2 − |K|2 < 0, γ = i
√
k2 − |K|2 est imaginaire pur, de la forme γ = i|γ|.
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Nous remarquons donc que les ondes planes qui constituent la décomposition du champ
peuvent être séparées en deux catégories. Si le vecteur d’onde transverse vérifie |K| ≤ k =
2pi/λ, alors l’onde plane correspondante est de la forme
E˜(K, z = 0) exp(iK ·R + i
√
k2 −K2z) (2.8)
C’est une onde plane propagative.
En revanche si |K| > k = 2pi/λ, l’onde plane correspondante s’écrit
E˜(K, z = 0) exp(iK ·R) exp(−
√
K2 − k2z) (2.9)
C’est une onde évanescente qui ne se propage pas selon z, et dont l’amplitude décroît
exponentiellement dans la direction z.
Les ondes évanescentes possèdent des vecteurs d’onde transverses supérieurs à k. En
conséquence, elles ne se propagent pas et sont composées de fréquences spatiales (latérales)
supérieures à k.
En conclusion, un rayonnement de vecteur d’onde k ne peut pas propager des vecteurs
d’onde transverses supérieurs à k = 2pi/λ. Cela signifie que la plus haute fréquence spatiale
qui peut se propager est k, et que la plus petite variation latérale de champ ∆x qui peut
se propager vérifie ∆x ' 2pi/k. Nous pouvons résumer ainsi ce résultat : la propagation
agit comme un filtre passe-bas sur les fréquences spatiales (transverses), dont la fréquence
de coupure est k.
Les ondes évanescentes ne se propageant pas (elles s’atténuent dans la direction de
propagation suivant le facteur exp(−|γ|z)), elles sont confinées au voisinage du plan z = 0
(par exemple la surface d’un échantillon). Dans le cas d’une surface matérielle, l’informa-
tion relative aux grandes fréquences spatiales du champ électrique reste confinée près des
interfaces. Cela signifie que pour mesurer les composantes du champ qui varient avec des
hautes fréquences spatiales, il faut être capable d’aller sonder le champ électrique près des
interfaces. Théoriquement, cela permettrait d’avoir accès aux hautes fréquences spatiales,
sans fréquence de coupure.
2.1.3 Diffraction par un objet circulaire
Nous allons étudier dans cette section la conversion d’une onde propagative en onde
évanescente. Pour cela, nous allons calculer le spectre des fréquences spatiales du champ
électrique d’une onde plane lorsqu’elle est limitée dans un plan par une ouverture circu-
laire.
Considérons une onde plane se propageant dans la direction zˆ, dans le sens des z
croissants. Le champ électrique peut s’écrire en tout point de l’espace :
E(R, z) = E0 exp(ikz) (2.10)
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où E0 est l’amplitude constante du champ.
Si on effectue une transformée de Fourier à deux dimensions dans un plan à z fixé, les
composantes de Fourier E˜(K, z) du champ électrique s’expriment ainsi :
E˜(K, z) = 4pi2E0 exp(ikz)
∫∫
exp[−iK ·R]d2R (2.11)
Nous reconnaissons la distribution de Dirac centrée en K, ce qui permet d’écrire :
E˜(K, z) = 4pi2E0 exp(ikz)δ(K) (2.12)
Plaçons maintenant un écran opaque dans le plan z = 0, puis imaginons que cet écran est
percé d’un trou centré à l’origine et de rayon Rt laissant passer l’onde. On peut alors écrire
le champ électrique dans le plan z = 0 en présence de l’écran (c’est une approximation
valable si Rt  λ) :
Eecran(R, z = 0) = E(R, z = 0) · disque {0, 0, Rt} (2.13)
où disque {0, 0, Rt} est la fonction qui vaut 1 dans le disque de rayon Rt centré en (0, 0)
et vaut 0 ailleurs.
La transformée de Fourier d’un produit de fonction est égal au produit de convolution
des transformées de Fourier, ce qui nous permet d’écrire en utilisant 2.12 :
E˜ecran(K, z = 0) = 4pi2E0TF [disque {0, 0, Rt}] (2.14)
On peut montrer que la transformée de Fourier de la fonction disque s’exprime en fonction
de la première fonction de Bessel J1 de la façon suivante :
E˜ecran(K, z = 0) ∝ R2t
J1 (2piRt|K|)
Rt|K| E0 (2.15)
Ce résultat nous permet de faire les remarques suivantes :
• Le spectre de Fourier du champ électrique dans le plan de l’ouverture contient des
fréquences spatiales supérieures à k = 2pi/λ à condition que la taille de l’ouverture
Rt soit plus petite que λ (cela reste vrai, même si l’hypothèse menant à 2.13 n’est
plus valable).
• Les fréquences spatiales générées par l’ouverture ont des amplitudes associées qui
oscillent avec Rt|K|.
• On peut en déduire qu’un petit objet diffusant permet de convertir des ondes pro-
pagatives en ondes évanescentes (le raisonnement appliqué ici à une petite ouverture
reste valable pour un nano-objet quelconque).
• On peut également montrer l’effet réciproque : la conversion des ondes évanescentes
en ondes propagatives grâce à la diffusion sur un obstacle (c’est une conséquence du
théorème de réciprocité, voir la référence Carminati et al. 1998).
• La présence de fréquences spatiales qui tendent vers l’infini (avec des amplitudes
faibles mais non nulles) provient du fait que l’objet diffusant possède une frontière
infiniment abrupte.
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Nous avons donc vu qu’il est possible de convertir des ondes propagatives en ondes éva-
nescentes au moyen d’un objet diffusant de petite taille (plus petite que λ), et que l’ordre
de grandeur des fréquences spatiales latérales maximales obtenues est 2pi/Rt où Rt est la
taille de l’objet (trou ou particule) diffusant.
2.2 Résolution optique et champ proche
Dans cette section nous allons discuter du lien existant entre les ondes évanescentes
et la résolution d’un instrument d’imagerie. Nous rappellerons la définition de la résolu-
tion habituellement utilisées en microscopie optique, et verrons comment l’introduction
des ondes évanescentes permet de dépasser cette limite. Nous ferons également quelques
remarques sur le champ électrique rayonné par un dipôle et son lien avec le champ proche
optique.
2.2.1 Pouvoir séparateur et résolution
La résolution d’un appareil d’imagerie est habituellement reliée au pouvoir séparateur
de l’instrument utilisé. Le pouvoir séparateur désigne la capacité de l’appareil à discerner
deux objets ponctuels rapprochés. Plus le pouvoir séparateur de l’instrument est grand,
plus il sera facile de distinguer deux points très proches. La résolution est une quantité
utilisée pour quantifier le pouvoir séparateur. Sa définition nécessite l’établissement d’un
critère arbitraire qui définit la distance nécessaire entre les images de deux points du plan
objet pour qu’ils soient considérés comme séparés.
La définition de la résolution nécessite donc habituellement de considérer deux objets
ponctuels, et d’estimer la distance minimale entre ces objets que l’instrument d’imagerie
peut séparer. On appelle cette distance résolution de l’appareil. On peut montrer que la
résolution maximale que l’on peut obtenir avec un instrument d’imagerie classique (tel
un microscope optique) utilisant des ondes propagatives se propageant dans le vide est de
l’ordre de λ/(2 NA) où NA est l’ouverture numérique du système d’imagerie (l’ordre de
grandeur de λ/2 est prédit par la majorité des critères de résolution utilisés).
Cette limite de résolution (aussi appelée limite de diffraction) provient de la nature
même des ondes propagatives, qui ne peuvent pas transmettre des variations latérales de
champ électrique plus petites que λ/2.
2.2.2 Résolution sub-longueur d’onde
Nous avons vu précédemment que l’utilisation d’un système d’imagerie utilisant les
ondes propagatives uniquement limite la résolution optique à λ/2 dans le meilleur des
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cas (avec une ouverture numérique de 1). Nous avons également vu que les hautes fré-
quences spatiales du champ électrique sont uniquement présentes sous la forme d’ondes
évanescentes, qui s’atténuent exponentiellement dans la direction de propagation.
En conséquence, il apparaît que la mesure de variations latérales du champ électrique
plus petites que λ/2 nécessite d’être sensible aux ondes évanescentes. Considérons que le
champ électrique varie latéralement dans le plan z = 0 sur des échelles ∆x  λ. Afin
de développer un instrument sensible aux détails de l’ordre de ∆x, il faut connaître la
distance d > 0 à laquelle se placer pour être en mesure de détecter les fréquences spatiales
(de l’ordre de 2pi/∆x) contenues dans les ondes évanescentes.




K2 − k2z) = exp(−|γ|z) = exp(−z/d) (2.16)
où nous avons noté d = ∆x/2pi, avec |K| ' 2pi/∆x  k, ce qui implique |γ| ' |K| '
2pi/∆x. Ce résultat signifie donc que pour détecter des variations latérales du champ
électrique de l’ordre de ∆x, il faut que la mesure du champ soit faite à une distance de
l’ordre de ∆x/2pi du plan z = 0. On définit le champ proche comme la zone qui s’étend
sur une distance d ' ∆x/2pi  λ.
Nous notons que la distance d ne dépend pas de la longueur d’onde lorsque les variations
spatiales du champ électrique ont lieu sur des échelles latérales ∆x λ.
Nous verrons ci-dessous comment certains dispositif expérimentaux peuvent atteindre
la zone de champ proche et être ainsi sensibles aux variations latérales du champ électrique
plus petites que λ/2.
2.2.3 Dipôle rayonnant et champ proche
Nous allons voir dans cette section que le concept de champ proche se retrouve dans les
lois fondamentales du rayonnement, en particulier dans l’expression du champ électrique
d’un dipôle rayonnant.
Champ électrique d’un dipôle
Si on considère un dipôle électrique p placé dans le vide au point r0, et que l’on














où on a noté r = |r− r0|, u = (r− r0)/r et k = 2pi/λ.
Nous pouvons voir que cette expression contient trois termes, qui sont respectivement
proportionnels à r−1, r−2 et r−3. Le terme proportionnel à r−1 est le terme de champ
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lointain, c’est celui qui domine lorsque r  λ = 2pi/k. Inversement, le terme proportion-
nel à r−3 domine lorsque r  λ, c’est le terme de champ proche. Un troisième terme
proportionnel à r−2 fait le lien entre les deux régimes, dans une zone intermédiaire où r
est de l’ordre de λ.
Nous voyons donc que l’existence de la distinction entre le champ proche et le champ
lointain est inscrite dans l’expression 2.17, mais que la présence d’un terme intermédiaire
(en r−2) ne permet pas de raisonner uniquement entre champ proche et champ lointain.
Approximation quasistatique et champ proche
Nous allons maintenant nous intéresser au champ rayonné par un dipôle lorsqu’on se
place dans la limite kr → 0. Cette limite correspond à des distances d’observations r
beaucoup plus petites que la longueur d’onde. Sous cette hypothèse, le champ électrique
(équation 2.17) devient :
E(r) =
3(p · u)u− p
4pi0r3
(2.18)
Le fait de considérer que kr → 0 est équivalent à considérer que c → +∞ (avec ω et r
fixés), ce qui signifie que l’on considère que la propagation des champs est instantanée.
S’il n’y a plus d’effet de retard, la structure spatiale du champ électrique est celle du
champ électrostatique (sans oublier que le champ oscille à la fréquence ω). On parle alors
d’approximation quasistatique. Dans cette approximation, le terme en 1/r3 du champ
rayonné par un dipôle électrique domine tous les autres. Ceci permet de donner une autre
définition au champ proche : la zone dans laquelle la contribution quasistatique au champ
électrique domine. Enfin, notons que le vecteur d’onde k n’apparaît pas dans l’expression
2.18, on retrouve le fait que la longueur d’onde n’est plus une échelle caractéristique dans
la zone de champ proche. La seule longueur à considérer est la distance r entre la source
et le point d’observation.
2.3 Sondes locales à balayage
Nous allons présenter dans cette section une des techniques les plus utilisées actuelle-
ment pour réaliser des mesures de champ proche optique, la microscopie de champ proche
optique. Elle fait partie des techniques de sondes locales à balayage. Le principe général
est le suivant : un échantillon est translaté dans son plan pendant qu’une sonde de taille
sub-longueur d’onde se trouve à proximité de l’échantillon (quelques dizaines de nano-
mètres typiquement). En pratique la sonde est souvent l’extrémité d’une pointe effilée.
Une mesure est effectuée en chaque point du balayage, permettant de former une image
complète lorsque le balayage est terminé (Novotny et Hecht 2006, Dupas et al. 2004).
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2.3.1 Microscopie à force atomique
Quelques années après la découverte du microscope à effet tunnel (STM, Scanning
Tunneling Microscope), une nouvelle technique de sonde locale à balayage est inven-
tée (Binning et al. 1986) pour permettre de mesurer la topographie d’échantillons non
conducteurs. En utilisant l’interaction mécanique (force) entre la pointe et la surface de
l’échantillon comme signal de rétroaction, la microscopie à force atomique (AFM, Ato-
mic Force Microscopy) permet la mesure de topographie selon la méthode suivante : un










Mode contact Modes oscillants
Figure 2.2 – Schéma de principe de la microscopie à force atomique. Une pointe (immobile en mode
contact, ou bien oscillante) voit son altitude modifiée par les forces d’interaction avec
l’échantillon, générant un écart à l’altitude de consigne. Cet écart donne la topographie
de l’échantillon.
tionnement (contact, voir la figure 2.2), semblable au principe du rugosimètre classique,
la pointe est au contact de l’échantillon durant le balayage, et son altitude suit le relief de
l’échantillon. Le signal de rétroaction provient des contraintes exercées sur la pointe par
le relief de l’échantillon.
Un deuxième type de fonctionnement existe : le mode oscillant. Dans cette configu-
ration, la pointe oscille (verticalement en mode tapping ou horizontalement en mode
shear-force, voir la figure 2.2). Lorsque la distance pointe/échantillon atteint quelques na-
nomètres, des forces apparaissent et modifient l’amplitude de vibration de la pointe. En
réaction, le dispositif relève la pointe pour qu’elle oscille avec son amplitude de consigne.
Le signal de rétroaction sur l’altitude de la pointe ∆z = f(x, y) est enregistré, pour
former une image de la topographie de l’échantillon. Cette technique de mesure permet
d’atteindre des résolutions (au sens topographique) de l’ordre de 0.1 nanomètre verti-
calement, et quelques nanomètres latéralement (la résolution latérale est principalement
limitée par le rayon de courbure de l’apex de la pointe).
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2.3.2 Microscopie optique de champ proche
Considérons un échantillon dont le relief génère des variations latérales de champ élec-
trique sub-longueur d’onde lorsqu’il est éclairé par une onde plane de longueur d’onde λ.
Nous avons vu que les ondes évanescentes sont confinées à la surface de l’échantillon. Afin
de mesurer la contribution de ces ondes évanescentes, nous avons vu plus haut qu’il est
possible d’utiliser un objet de taille sub-longueur d’onde pour convertir les ondes évanes-
centes en ondes propagatives. Ce résultat est le principe de fonctionnement du microscope
de champ proche optique (SNOM, Scanning Near-Field Optical Microscope). Le principe
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Figure 2.3 – Idée originale de Synge pour dépasser la limite de résolution (a) : une nanoparticule de
petite taille d λ en champ proche d’un échantillon diffuse un signal proportionnel au
champ électrique à sa position. Première réalisation de D. Pohl (b). Sonde à ouverture
en mode illumination (c) et collection (d). SNOM à pointe diffusante (e). Microscopie
de champ proche à sonde active (f).
original de la mesure (Synge 1928) est représenté sur la figure 2.3a. Elle repose sur l’uti-
lisation d’une nanoparticule de taille très inférieure à la longueur d’onde d’observation.
Lorsque le système nanoparticule/échantillon est éclairé par une onde plane, la particule
diffuse (diffracte) le champ incident de manière proportionnelle au champ excitateur à sa
position. Si la particule est plus petite que les variations latérales de champ électrique, il
est alors possible d’enregistrer une image de l’intensité diffusée point par point avec une
résolution meilleure que λ/2.
Dans la pratique, la première réalisation expérimentale (Pohl et al. 1984, figure 2.3b)
utilise une aiguille de quartz métallisée afin de créer une ouverture de quelques dizaines
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de nanomètres à l’apex de la pipette. L’excitation et la détection se fait alors par l’arrière
de l’aiguille de quartz. La technique de la sonde à ouverture s’est ensuite déclinée en deux
versions, le mode illumination (figure 2.3c) et le mode collection (2.3d).
Ces premières réalisations expérimentales ont été suivies par l’invention du SNOM à
pointe diffusante (figure 2.3e). Dans cette nouvelle version, la pointe est métallique et
pleine. Elle diffracte le champ incident pour le coupler aux ondes évanescentes, qui se
couplent ensuite au champ lointain pour la détection (Bachelot et al. 1995).
Enfin, la dernière configuration est celle de la sonde active (figure 2.3f). Ici, l’idée
est d’accrocher à l’apex de la pointe une nanosource (une bille métallique, ou une source
fluorescente) afin de l’utiliser comme dans l’idée originale (figure 2.3a), la pointe ne jouant
que le rôle de support mécanique à la source lumineuse. Nous verrons plus en détail ce
type de sonde active dans le chapitre 4.
2.4 Plasmons de surface
Nous allons brièvement décrire le phénomène des plasmons : tout d’abord la fréquence
plasma d’un métal, puis les résonances plasmon de surface localisées sur des nanoparti-
cules, et enfin les plasmons-polaritons de surface.
2.4.1 Fréquence plasma
Les électrons libres d’un métal peuvent osciller sous l’action d’un champ électrique
de fréquence ω, donnant lieu à une oscillation collective appelée plasmon de volume (les
charges positives sont fixes, le gaz d’électrons libres se comporte comme un plasma).
On peut montrer qu’un gaz d’électrons libres de densité n électrons par unité de volume






où e est la charge d’un électron, m la masse d’un électron. On appelle résonance plasmon
la résonance obtenue lorsque le gaz d’électrons libres est excité à la fréquence ω = ωp. En
nano-optique l’or et l’argent sont les métaux les plus utilisés car leurs résonances plasmon
respectives se trouvent dans le spectre visible.
Nous allons voir dans la suite pourquoi les plasmons sont étudiés intensivement pour
la nano-optique.
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2.4.2 Plasmon de nanoparticule
Considérons maintenant une particule métallique de taille nanométrique située dans
un milieu diélectrique. Sous l’excitation d’un champ électrique à la fréquence ω, le nuage
électronique oscille autour de sa position d’équilibre.
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Figure 2.4 – Représentation instantanée de la position des charges dans une nanoparticule métal-
lique éclairée par un champ électrique E. Le déplacement temporaire des électrons de
conduction créé une exaltation du champ électrique à proximité de la surface de la
sphère, créant un plasmon localisé.
Dans l’approximation quasistatique (qui revient à considérer des particules de taille
inférieure à l’épaisseur de peau du métal dont elles sont faites, et donc inférieure à la lon-
gueur d’onde excitatrice), on peut montrer que la polarisabilité d’une particule métallique





où V est le volume de la particule, (ω) la constante diélectrique du métal, et d celle du
milieu environnant. Nous verrons dans le chapitre 6 que la polarisabilité dynamique est
plus complexe que l’expression 2.20, qui est suffisante en première approximation.
L’interêt des plasmons de nanoparticules provient de leur capacité à créer des zones de
concentration du champ électrique de taille très petite (de l’ordre de la taille de la parti-
cule). En effet, l’équation 2.20 montre que si la fréquence ω est telle que Re [(ω) + 2d] = 0
alors la polarisabilité (et le moment dipolaire induit) de la particule atteint un maximum
(dans le vide, la résonance plasmon d’une nanoparticule sphérique vaut ωp/
√
3). Ce maxi-
mum de la polarisabilité se traduit par une augmentation de la section efficace de diffusion
ainsi que du champ électrique local (autour de la particule).
Il est donc possible de créér des exaltations sub-longueur d’onde de champ électrique
avec ce type de particules métalliques en les illuminant simplement avec une onde plane
accordée avec leur résonance plasmon (Stockman 2011). Ce type de nanoparticule est
utilisé intensivement dans le domaine des nanoantennes optiques (Novotny et Hecht 2006,
Quidant et Girard 2008, Novotny et Hulst 2011).
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2.4.3 Plasmon de surface
Les plasmons de surface délocalisés (généralement appelés plasmons-polaritons de sur-
face) sont une solution des équations de Maxwell à une interface métal/diélectrique qui
décrit des ondes propagatives dans le plan de l’interface, et évanescentes dans le diélec-
trique et le métal (dans la direction normale à l’interface, voir la figure 2.5). Ces modes
de surface sont le résultat d’un couplage du champ électrique avec les électrons du métal,
comme dans le cas précédent des plasmons de surface localisés sur une nanoparticule.
La plasmons-polaritons de surface ont une polarisation TM (transverse magnetique), le






Figure 2.5 – Schéma d’un plasmon-polariton de surface se propageant à l’interface métal-
diélectrique. La décroissance exponentielle du champ électrique dans le métal est plus
rapide que dans le diélectrique.







où (ω) est la constante diélectrique du métal, et d celle du milieu environnant.
L’expression 2.21 montre que Re [kSPP(ω)] > k0 = 2pi/λ. En conséquence, il n’est pas
possible d’exciter un plasmon-polariton de surface à partir d’une onde plane extérieure
(Maier 2007) : c’est une onde évanescente. Dans la pratique, on peut utiliser un objet de
taille sub-longueur d’onde pour diffracter l’onde incidente (ou un réseau) et ainsi créer des
vecteurs d’onde dont les composantes parallèles au plan de l’interface sont suffisamment
grandes pour égaler kSPP. Réciproquement, un plasmon-polariton ne peut pas se coupler
au champ lointain et rayonner son énergie sans un objet diffractant sur son trajet.
2.5 Conclusion
Dans ce chapitre nous avons introduit la notion de champ proche optique, qui repose
sur la contribution des ondes non-propagatives, ou évanescentes. Nous avons rappelé le
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fait que les variations spatiales du champ électrique d’une onde propagative ne peuvent
être plus petites que λ/2, ce qui limite fondamentalement la résolution des instruments
d’imagerie de champ lointain.
Il est possible de dépasser cette limite en ayant accès au champ proche d’un échantillon,
qui désigne la zone où sont confinées les ondes évanescentes. Celles-ci décrivent les varia-
tions spatiales (latérales) du champ électrique inférieures à λ/2. Pour effectuer une telle
mesure, il faut positionner un diffuseur (ou une source lumineuse) de taille sub-longueur
d’onde en champ proche d’une surface. C’est le principe de fonctionnement du SNOM.
Nous avons enfin brièvement rappelé les concepts de base du domaine de la plasmo-
nique, qui décrit l’interaction de champ proche entre les électrons libres d’un métal et le
champ électrique. Les résonances plasmon sont particulièrement étudiées pour leur capa-
cité à localiser l’énergie du champ électromagnétique sur des volumes bien plus petits que
λ3.
Dans le chapitre suivant, nous étudierons expérimentalement une situation où la LDOS
(et donc le taux d’amortissement d’un émetteur) est fortement modifiée en champ proche
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L’
intérêt de l’étude des propriétés de transport de la lumière dans les milieux désor-
donnés provient à la fois de problèmes fondamentaux (Sheng 2006, Akkermans et
Montambaux 2007) comme la localisation d’Anderson (John 1984) et du développement de
nouvelles techniques d’imagerie dans les milieux hétérogènes (Sebbah 2001). D’autre part,
les milieux désordonnés diélectriques ou encore les matériaux hybrides métal/diélectrique
désordonnés forment les bases de nouveaux matériaux pour le contrôle du transport op-
tique et l’amélioration du couplage entre lumière et matière (Singh et Lakhtakia 2000,
Rojas-Ochoa et al. 2004, Barthelemy et al. 2008, Vellekoop et Mosk 2007, Sapienza et al.
2010).
Dans ce cadre, les films métalliques désordonnés (aussi appelés films métalliques semi-
continus) bénéficient d’une attention particulière due initialement à leur rôle dans la
technique de mesure SERS (Surface Enhanced Raman Spectroscopy) qui fait appel à des
couches métalliques minces rugueuses pour augmenter de plusieurs ordres de grandeur un
signal Raman, permettant parfois de faire de la spectroscopie Raman de molécule unique
(Fleischmann et al. 1974, Brouers et al. 1997). Ces films sont formés d’une couche mince
d’un milieu hétérogène, constitué pour une part de métal (de fraction surfacique notée
p), et pour l’autre part d’un diélectrique (fraction surfacique 1 − p). Ils ont été étudiés
de façon intensive, en particulier théoriquement. Des modèles pour décrire les faibles
fractions surfaciques d’or (Maxwell-Garnett, Bruggeman) et les fortes fractions surfaciques
(Bruggeman) ont été développés, mais ces modèles ne décrivent pas correctement le régime
intermédiaire, où la percolation électrique apparaît.
Outre leur intérêt pour le SERS, les films semi-continus ont été étudiés pour leur
propriétés plasmoniques. En effet, des mesures de champ proche ainsi que des études
théoriques ont montré (Stockman 1997, Grésillon et al. 1999, Sarychev et Shalaev 2000)
que les plasmons de surface de ces films peuvent être localisés sur des dimensions trans-
verses plus petites que la longueur d’onde d’excitation λ. Ces propriétés de localisation
du champ électromagnétique semblent apparaître uniquement lorsque le film semi-continu
est proche du seuil de percolation électrique. Ce résultat étant potentiellement relié au
phénomène de la localisation d’Anderson (Anderson 1958), une forte activité de recherche
a eu lieu autour de ces structures. Des théories concurrentes ont prétendu pour l’une
que la localisation d’Anderson avait bien lieu sur ces films dans une certaine gamme de
fréquences (Sarychev et al. 1999, Sarychev et Shalaev 2000), et pour l’autre que la loca-
lisation est inhomogène, au sens où coexistent dans cette gamme de fréquence des modes
localisés et des modes délocalisés (Stockman et al. 2001, Seal et al. 2006).
Les variations spatiales du champ électrique à la surface d’un film d’or semi-continu
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proche de la percolation électrique sont connues pour être importantes, plus importantes
que pour un motif de diffusion multiple (speckle) par des particules indépendantes. En
particulier, l’apparition dans le champ électrique d’échelles de longueur plus petites que
λ est surprenant. Nous avons décidé d’étudier les variations spatiales non pas du champ
électrique, mais de la densité de modes optiques locale (LDOS) en fonction de la fraction
surfacique d’or p.
Nous commencerons par décrire la fabrication et les propriétés optiques des films d’or
semi-continus. L’imagerie électronique par transmission (TEM) nous permettra d’étudier
la topologie des amas d’or, et de discuter leur géométrie fractale. Afin de mesurer la LDOS
sur ces structures, nous utiliserons des émetteurs fluorescents nanoscopiques dont nous
détaillerons les propriétés ainsi que les raisons qui nous ont amené à les choisir. Nous
décrirons ensuite l’expérience de mesure de temps de vie de fluorescence que nous avons
mise en place.
Enfin, nous présenterons les résultats de mesure de temps de vie de fluorescence sur
les films d’or désordonnés. Nous montrerons l’influence de la distance entre le film et
les émetteurs, ainsi que l’influence de la fraction surfacique sur la distribution spatiale
des temps de vie. Nous terminerons le chapitre par une discussion sur la localisation
électromagnétique sur ces surfaces et ferons le lien avec la topologie fractale des amas
d’or.
3.1 Films d’or désordonnés
3.1.1 Fabrication
Les films d’or semi-continus sont fabriqués par évaporation par faisceau d’électron
(electron beam vapor deposition, EBVD) de lingots d’or sur des substrats de verre (couvres-
lames de 24 mm de côté, d’épaisseur variable entre 150 et 200 µm). Dans ce processus, un
lingot d’or (or pur à 99,99%, de taille centimétrique, Neyco) est disposé dans un creuset
de tungstène, dans une enceinte sous vide (voir le schéma de la figure 3.1). A proximité
du creuset se trouve un filament à partir duquel des électrons sont éjectés, permettant
de chauffer l’or suffisamment pour que des particules d’or (de taille nanométrique) s’en
détachent et tapissent l’enceinte à vide et l’échantillon.
Le bâti de dépôt que nous avons utilisé est produit par la société Oerlikon. Il permet de
déposer plusieurs matériaux durant le même dépôt, par couches successives (de l’or et de
la silice dans notre cas). De plus, il dispose d’un cache amovible permettant d’obstruer une
partie de l’échantillon. La pompe turbo (modèle Turbovac 600C), puis la pompe primaire
(modèle SC 30D) permettent d’atteindre un vide de l’ordre de 10−6 mbar.
La mesure de l’épaisseur déposée est effectuée à l’aide d’une balance à quartz disposée
à l’intérieur de l’enceinte de dépôt. La fréquence de résonance mécanique d’un cristal de
quartz est mesurée, et le décalage de la résonance permet de déduire la masse de matière
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déposée. On en déduit l’épaisseur massique em : c’est l’épaisseur qu’aurait un film continu
de même masse. Pour un film rectangulaire de côtés a et b, si on note e(x, y) l’épaisseur









Durant le dépôt, l’épaisseur massique déposée est affichée en temps réel, permettant de
déposer des épaisseurs précises de métal. Il est également possible de contrôler la vitesse de
dépôt, paramètre qui a une influence sur la morphologie des films semi-continus. Durant
nos dépôts, nous avons utilisé une vitesse de dépôt d’environ 1 A˚/s.
Avant le dépôt, les substrats sont nettoyés à l’éthanol (sonication et rinçage) puis
séchés sous flux d’azote. Les lamelles de verre sont ensuite disposées dans le bâti, puis
le vide est fait. Une fois le vide satisfaisant, le faisceau d’électrons évapore le métal qui
va ensuite recouvrir les échantillons. Nous appelons pour la suite p la fraction surfacique
d’or recouvrant le substrat de verre (p ∈ [0; 1]). Nous avons réalisé huit échantillons de








Figure 3.1 – Schéma simplifié du bâti de dépôt.
3.1.2 Propriétés optiques
Les propriétés optiques remarquables des films semi-continus sont visibles à l’oeil nu.
Lorsque de l’or est déposé sur un substrat plan de verre, le film désordonné change de
couleur de façon notable en fonction de la fraction surfacique d’or p. La figure 3.2 est une
photographie de sept de ces films (déposés sur des lames de verre de 24 mm de côté), sur
lesquels p va de 30% (film de gauche) à 99% (à droite). Le changement de couleur est net,
du rose au vert en passant par le bleu.
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Lorsque p est faible, le film est constitué d’amas d’or de quelques nanomètres chacun
(nanoparticules), séparés par des distances de l’ordre de la dizaine de nanomètre. Le mi-
lieu effectif résultant est donc celui d’une collection de résonateurs, qui ont des fréquences
de résonance proches (la résonance plasmon de chaque amas). En conséquence, le spectre
d’absorption (courbe verte du panneau gauche de la figure 3.3, mesures prises sur des
films différents de ceux présentés figure 3.2, voir la référence Laverdant 2007) présente un
maximum bien défini vers 600 nanomètres. Cette résonance explique la couleur rose des
films semi-continus de faible fraction surfacique d’or. Nous retrouvons également cette
couleur lorsqu’on observe des billes d’or nanométriques en solution. Pour un film de frac-
Figure 3.2 – Photographie des films d’or pour des fractions surfaciques d’or allant de 30% (gauche)
à 99% (droite).
tion surfacique p proche de 1, le système se comporte comme le ferait une couche mince
d’or parfaite : sa couleur et sa réponse optique dépendent de la comparaison entre son
épaisseur et l’épaisseur de peau du métal. Pour l’or, si le film est plus épais que l’épaisseur
de peau, il apparaît jaune (on observe uniquement de la lumière réfléchie). Dans le cas
contraire, il peut apparaître vert car on observe de la lumière transmise à travers le film.
Entre ces deux régimes extrêmes, la figure 3.3 (gauche) montre les spectres d’absorp-
tion, de transmission et de réflexion d’un film semi-continu au voisinage du seuil de per-
colation. L’absorption ne présente plus une résonance localisée proche de 600 nm, mais
plutôt un plateau d’absorption qui va de 700 nm jusqu’au moyen infrarouge. Ce plateau
d’absorption, associé à la courbe de transmission (qui présente un pic à 500 nm), ex-
plique dans une première approche la couleur bleue des films semi-continus au voisinage
du seuil de percolation. Outre l’analyse spectrale précédente, il est également intéressant
Figure 3.3 – Spectres de transmission, absorption et réflexion de films d’or semi-continus à faible
fraction surfacique d’or (gauche) et proche du seuil de percolation (droite). Images
tirées de Laverdant 2007.
de mesurer une propriété globale du film semi-continu : sa transmission (à une longueur
d’onde λ = 560 nm , normalisée par la transmission du substrat de verre) en fonction
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de la fraction surfacique d’or (figure 3.4). Nous remarquons qu’entre p = 0 (substrat
de verre) et environ p = 0.6, la transmission totale décroît de manière linéaire, et reste
ensuite constante jusqu’à p = 0.95. Ce résultat surprenant (la transmission ne diminue
pas alors que la fraction surfacique d’or augmente de 50%) montre encore une fois que
les films semi-continus possèdent des propriétés optiques remarquables au voisinage du
seuil de percolation. Les propriétés optiques en champ lointain des films métalliques semi-
continus ont été intensément étudiées depuis le milieu des années 1980 (Gadenne et al.
1989, Shalaev 1999).



























Figure 3.4 – Transmission normalisée mesurée pour λ = 560 nm en fonction de la fraction surfacique
d’or.
3.1.3 Imagerie par microscopie électronique
Nous avons étudié les films d’or semi-continus en microscopie électronique par trans-
mission (Transmission Electron Microscope, TEM). Cette technique permet d’imager des
échantillons minces (quelques nanomètres) avec une résolution de l’ordre de l’angström
(0.1 nm).
Pour chaque film, une image de 150 nm de côté est présentée sur la figure 3.5. Les
zones sombres représentent les amas d’or, le fond gris est le substrat de verre. L’échan-
tillon de fraction surfacique p = 0.3 présente des amas d’or quasi-circulaires de quelques
nanomètres, séparés par des distances de quelques nanomètres. Nous constatons que ni les
tailles des grains ni les distances inter-grains ne présentent de grande dispersion. Certains
grains sont mono-cristallins, d’autres poly-cristallins. La figure 3.6 présente une image
haute résolution d’un amas d’or unique sur l’échantillon de fraction surfacique p = 0.3.
Nous pouvons distinguer les rangées atomiques du grain d’or monocristallin. Lorsque
l’épaisseur massique déposée augmente, les grains d’or se rejoignent pour former des amas
plus grands. La forme des amas d’or dépend de la vitesse de dépôt, de la température du
substrat, ainsi que de l’état de surface du substrat.
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Figure 3.5 – Image TEM des 8 films semi-continus utilisés dans la suite. Les fractions surfaciques
sont notées sur chaque film, la barre d’échelle représente 50 nm.
A un certain point (théoriquement autour de p = 0.5) se forme le premier amas qui
traverse d’un côté à l’autre l’échantillon de manière continue. Cet amas est nommé l’amas
percolant, et son apparition définit la percolation électrique, seuil au delà duquel l’échan-
tillon voit sa résistance électrique prendre une valeur finie. On a alors p = pc. La figure 3.7
illustre ce concept en comparant deux échantillons différents : l’un dont l’image présente
une zone non percolée, et l’autre une zone percolée. Les propriétés optiques particulières
(spectre, exaltations de champ sub-λ) des films semi-continus sont connues pour appa-
raître au voisinage du seuil de percolation, et non uniquement à la percolation. En effet,
pour p < pc, certains amas peuvent être proches de la percolation, plusieurs amas peuvent
être en concurrence pour devenir l’amas percolant. La topologie du film juste avant la per-
colation est donc celle de plusieurs amas longs et tortueux, tous sur le point de percoler.
Ceci explique également que les effets attendus ne sont pas valables exclusivement sur
l’amas percolant, mais sur toute la surface du film. Enfin lorsque la fraction surfacique
tend vers 1, le film tend vers une surface continue d’or.
Les images TEM nous permettent de mesurer la fraction surfacique. Une fois les images
obtenues, nous pouvons déduire la fraction d’or dans chaque image, et répéter le traitement
sur plusieurs images de chaque échantillon afin d’améliorer la précision du résultat.
3.1.4 Caractère fractal des amas d’or
Les films métalliques semi-continus sont connus pour présenter un caractère fractal au
voisinage du seuil de percolation (Voss et al. 1982, Nagatani 1986, Blacher et al. 1993).
L’objectif de cette partie est de démontrer la présence de ces amas fractals dans les films
semi-continus. A cette fin, nous introduirons les concepts et grandeurs nécessaires à l’étude
des fractales dans le cadre des films semi-continus grâce à l’exemple de la courbe de Koch.
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Figure 3.6 – Images TEM d’un grain d’or (p = 0.3) sur lequel on distingue les rangées atomiques
dans les grains d’or. La barre blanche représente 3 nm.
67% 84%
Figure 3.7 – Illustration du concept de percolation électrique. A gauche, une zone non percolée, à
droite une zone percolée. La barre blanche représente 50 nm.
Nous relierons ensuite le caractère fractal des amas d’or à leur surface et leur périmètre
avec l’exemple du flocon de Koch, et enfin nous construirons une mesure permettant
d’évaluer la proportion d’amas fractals dans un film d’or semi-continu. Ce travail a été
mené en collaboration avec Alexandre Cazé dans le cadre de sa thèse de doctorat.
Fractalité et auto-similarité
L’objectif de ce qui va suivre est de faire une introduction simple aux objets frac-
tals, permettant d’appréhender l’application de la théorie des fractales aux films d’or
semi-continus. Pour des explications plus poussées sur les fractales, on pourra prendre
connaissance des références Mandelbrot 1977 ou Smirnov 1990.
Le concept de fractales a été introduit par Benoît Mandelbrot en 1973 (Mandelbrot
1973). Les fractales sont des objets géométriques qui possèdent une propriété d’auto-
similarité (self-similarity), dite également d’invariance d’échelle. La propriété d’auto-
similarité est définie de la façon suivante :
Soient r ∈ R∗+ et P ∈ N∗. Soient [a, b] un intervalle de R et f un fonction de [a, b]
dans R. On dit de la fonction f qu’elle est auto-similaire sur [a, b] si elle vérifie la relation
3.1. Films d’or désordonnés 47
suivante :
∀ x ∈ [a, b], f(x) = Pf(rx) (3.2)
On appelle alors P le nombre de parties et r le coefficient d’homothétie (Mandelbrot 1977).
On peut montrer l’équivalence suivante :
∀ x ∈ [a, b], f(x) = Pf(rx)⇔ ∃ λ ∈ R, ∀ x ∈ [a, b], f(x) = λxD (3.3)





On remarque que les fonctions auto-similaires sont donc les fonctions puissance.
Une fonction f est dite fractale sur un intervalle [a, b] si elle est auto-similaire de
dimension d’homothétieD non-entière. La dimension fractale (ou dimension de Hausdorff)
est la dimension d’homothétie d’une fonction fractale.
Caractère fractal de la courbe de Koch
Prenons l’exemple de la courbe de Koch (von Koch 1904), dont les quatre premières
étapes de la construction sont représentées sur la figure 3.8. La construction de cette
courbe se fait selon le processus suivant : à partir de l’itération n, on passe à l’étape n+1
en remplaçant chaque segment de droite par la figure de la deuxième itération (n = 2).





Figure 3.8 – Les 4 premières itérations de la construction de la courbe de Koch.
On appelle extension linéaire de la courbe de Koch la longueur a du segment dans
lequel elle est incluse (longueur du segment de l’itération 1 sur la figure 3.8).
Supposons que l’on veuille représenter une courbe de Koch complète d’extension linéaire
a à l’aide de segments de longueur G fixée. Dans ce cas, tous les détails de la courbe idéale
plus petits que G ne peuvent être représentés. Par exemple, l’itération n = 4 (voir la figure
3.8) de la courbe de Koch correspond à la représentation de la courbe idéale (n tend vers
l’infini) avec des segments de longueur a/27.
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On appelle masse de la courbe de Koch et on note M(a,G) le nombre de segments




Figure 3.9 – Justification de la relation d’auto-similarité sur la masse de la courbe de Koch.
observe sur la figure 3.9 que la masse vérifie une relation d’auto-similarité. En effet (pour
G fixé à a/9), la courbe rouge est répétée quatre fois pour obtenir la courbe bleue, et la
courbe bleue a une extension linéaire trois fois plus importante que la courbe rouge.
La masse M de la courbe de Koch est donc une fonction auto-similaire :
M(a,G) = 4M(a/3, G) (3.5)





D’après les équations 3.3 et 3.5 la masse M peut s’exprimer sous la forme :
M(a,G) ∝ aD (3.7)
Surface et périmètre - Flocon de Koch
Considérons maintenant le flocon de Koch, qui est la courbe construite en réunissant
trois courbes de Koch dans le plan. La figure 3.10 représente le flocon de Koch d’extension
linéaire a représenté avec des segments de longueur a/27. On appelle périmètre du flocon
P (a,G) la grandeur définie à partir de la masse d’une courbe de Koch :
P (a,G) = 3 G M(a,G) (3.8)
La définition de P (a,G) et l’équation 3.7 permettent d’écrire :
M(a,G) ∝ aD ⇒ P (a,G) ∝ aD (3.9)
Le périmètre du flocon de Koch est donc proportionnel à aD.
On appelle surface du flocon de Koch et on note S(a,G) l’aire du flocon d’extension a
représenté avec des segments de longueur G. On peut montrer que la surface du flocon de






a2 ∝ a2 (3.10)
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a
G=a/27
Figure 3.10 – Flocon de Koch d’extension linéaire a représenté avec des segments de longueur
G = a/27.
La surface du flocon de Koch n’est pas fractale, mais bien une surface de dimension 2.
Nous pouvons maintenant exprimer le lien entre la surface et le périmètre du flocon de
Koch. Les relations 3.9 et 3.10 donnent :
P (a,G) ∝ S(a,G)D/2 (3.11)
Dans le cas d’une courbe fermée du plan dont la frontière est un ensemble fractal de
dimension D, le périmètre croît comme la puissance D/2 de la surface de la courbe. Le
caractère fractal du flocon de Koch est contenu dans son contour. Ce comportement est
différent des courbes fermées dont les frontières sont dites euclidiennes (de dimension 1),
qui elles vérifient la relation classique :
P (a,G) ∝ S(a,G)1/2 (3.12)
Relation surface/périmètre d’un amas fractal
Nous pouvons appliquer les concepts présentés ci-dessus aux amas d’or constituant un
film semi-continu afin d’étudier leur caractère fractal. Pour ce faire, nous avons extrait
de chaque image TEM les couples surface/périmètre de chaque amas d’or. La procédure
utilisée est la suivante : un seuil de niveau de gris est d’abord choisi pour séparer le
métal du diélectrique. Puis, pour affiner le résultat et supprimer du bruit, les amas les
plus petits ne correspondant pas à la réalité (amas de quelques pixels pour une image
de 1024x1024 pixels) sont supprimés en choisissant un seuil de taille minimale. Enfin, les
inclusions de diélectrique dans le métal sont étudiées : certaines sont réelles, d’autres sont
des conséquences du bruit présent sur l’image. Nous choisissons donc un troisième seuil
pour supprimer les inclusions de diélectrique trop petites pour être réelles.
Le résultat de ce processus permet de déterminer le périmètre et la surface de chaque
amas. Nous pouvons ensuite représenter tous ces couples surface/périmètre dans un gra-
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phique à double échelle logarithmique. La figure 3.11 présente le résultat pour deux films
d’or de fractions surfaciques p = 0.3 et p = 0.89. Sur le graphique surface/périmètre,
chaque point bleu représente un amas d’or. Les amas d’or de l’échantillon p = 0.3 semblent
être tous alignés sur une droite, tandis que pour l’échantillon p = 0.89 on trouve deux com-
portements différents, avec une brisure de pente aux environs d’une surface S = 5.103 px2
pour cet échantillon. La pente la plus faible correspond aux amas de plus petites tailles,
qui ne sont pas fractals (dits euclidiens, de dimension D = 1). La pente sur laquelle
s’alignent les amas les plus grands (amas fractals de dimension D = 1.88) correspond à
l’exposant de l’équation 3.11. Les résultats obtenus sur le flocon de Koch nous apprennent
que la dimension d’homothétie des amas fractals est le double de cette pente. La figure

































Figure 3.11 – Images TEM (gauche) des films d’or de 30% (haut) et 89% (bas) d’or. Diagrammes
surface/périmètre correspondants (droite).
3.12 montre un exemple de courbe surface/périmètre en identifiant deux amas particuliers,
et affichant leurs positions respectives sur le film d’or et sur la courbe surface/périmètre.
La courbe grise de pente 0.5 est tracée avec la pente fixée (pas d’ajustement), en prenant
comme préfacteur de l’équation 3.12 la moyenne des préfacteurs des 20 plus petits amas.
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La courbe grise de pente la plus élevée n’est pas issue d’un ajustement, c’est une courbe
de pente 0.94 en référence à la dimension fractale des amas de percolation (Voss et al.
1982, Nagatani 1986, Smirnov 1990). Le préfacteur de l’équation 3.11 est égal à celui du
point de plus grand périmètre. Les amas euclidiens sont de plus petite taille que les amas
fractals, qui sont issus de la fusion de plusieurs petits amas.
Certains films présentent donc des comportements non-euclidiens clairs. Nous allons



















Figure 3.12 – Images TEM (après traitement informatique) d’un film d’or de fraction surfacique
70% (gauche). Diagramme surface/périmètre correspondant (droite).
Critère de présence des amas fractals
Une fois les courbes surface/périmètre obtenues pour chaque fraction surfacique d’or,
nous avons défini une mesure permettant d’évaluer l’importance des amas fractals par rap-
port aux amas euclidiens. Nous utilisons la grandeur Sf/Se, où Sf est la surface fractale
totale, définie comme la somme des surfaces des amas fractals, et Se la surface euclidienne
totale, définie comme la somme des surfaces des amas euclidiens. Le choix de cette gran-
deur a été dicté par le fait que les effets optiques non-triviaux des films semi-continus
semblent provenir de leur topologie fractale (Vries et al. 1989). Plus il y a d’amas fractals,
plus les effets devraient se faire sentir, d’où le choix de retenir Sf/Se comme mesure de
leur importance dans la réponse optique du matériau.
Nous voyons sur la courbe de la figure 3.12 qu’il est malaisé de définir précisément la
zone de séparation entre le comportement euclidien et le comportement fractal des amas.
Nous avons choisi de prendre le point d’intersection des courbes grises (de pentes 0.5
et 0.94 en double échelle logarithmique) comme critère de séparation : tous les amas de
surface supérieure à la surface du point d’intersection sont considérés comme fractals, tous
les autres comme euclidiens. Nous avons calculé le rapport Sf/Se pour chaque fraction
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Figure 3.13 – Rapport de la surface des amas fractals et de la surface des amas euclidiens en fonction
de la fraction surfacique d’or.
surfacique d’or, et pour plusieurs images TEM par fraction surfacique afin de minimiser
les erreurs dues aux effets de bord des images. La figure 3.13 représente le rapport Sf/Se
en fonction de la fraction surfacique d’or. Les barres d’erreur horizontales représentent
l’erreur sur la mesure de la fraction surfacique des films (elles sont souvent plus petites
que la taille des points), les barres d’erreur verticales représentent l’erreur sur le rapport
Sf/Se, estimée sur plusieurs images TEM par film.
Le rapport Sf/Se est proche de 0 pour les faibles fractions surfaciques, ce qui correspond
au fait que la majorité des amas est constituée d’amas de forme quasi-circulaire, qui ont
un comportement euclidien. Lorsque p > 0.5 le rapport Sf/Se augmente, pour atteindre
plus de 10 lorsque p > 0.8. Nous n’avons pas calculé Sf/Se pour des fractions surfaciques
supérieures à 0.85 car dans ce cas le film étant totalement percolé, il n’y a qu’un seul amas.
L’augmentation brutale du rapport Sf/Se permet de définir deux zones : la première, pour
p < 0.6, où les amas euclidiens sont majoritaires (en terme de surface) sur le film, et la
zone p > 0.6, dans laquelle ce sont les amas fractals qui dominent la surface du film.
Nous nous attendons à ce que les propriétés optiques du film, en particulier les variations
spatiales de LDOS en champ proche du film, soient influencées par l’existence de ces deux
régimes.
3.1.5 Surintensités de champ électrique et modes localisés
Dans un article publié en 1998 (Shalaev et Sarychev 1998), Shalaev et Sarychev ont
prédit l’existence de sur-intensités de champ électrique en champ proche de films semi-
continus métalliques. En 1999, des expériences de mesure de l’intensité du champ élec-
trique en champ proche et de spectroscopie de champ proche (Grésillon et al. 1999, Du-
courtieux et al. 2001) ont confirmé la prédiction, montrant que les films semi-continus
proches de la percolation électrique présentent des exaltations de l’intensité du champ
électrique pouvant être localisées sur des distances plus petites que la longueur d’onde.
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La cartographie en champ proche couplée à la spectroscopie montre que ces points chauds
d’intensité (hot spots) se déplacent en fonction de la fréquence du rayonnement incident.
La figure 3.14 est tirée de la référence Ducourtieux et al. 2001. Elle montre le résultat
expérimental (haut) et théorique (bas) de la structure spatiale de l’intensité du champ
électrique à la surface des films d’or semi-continus. On observe des sur-intensités de champ
dont l’extension spatiale est plus petite (de l’ordre de la centaine de nanomètres) que la
longueur d’onde (λ = 790 nm). La figure 3.15 tirée de Grésillon et al. 1999 montre les
spectres de champ proche (calculés) à deux endroits différents (notés 1 et 2 sur la figure) du
film semi-continu. Les pics présents dans le spectre ont une largeur de l’ordre de quelques
dizaines de nanomètres, et les mesures ont confirmé cette prévision. Il a également été
montré que les hot-spots d’intensité se déplacent sur le film métallique en fonction de la
polarisation du champ incident (Laverdant et al. 2008).
Figure 3.14 – Images SNOM mesurée (haut) et calculée (bas) sur un film semi-continu d’or au seuil
de percolation à 790 nm (image tirée de Ducourtieux et al. 2001).
En 2001, Stockman et al. ont introduit le concept de localisation inhomogène, affir-
mant que les modes de surface des films semi-continus au seuil de percolation ne sont
pas tous localisés (Stockman et al. 2001). D’après leurs conclusions, les modes du champ
électrique sur les films métalliques peuvent être localisés ou délocalisés, un mode localisé
étant constitué d’un petit nombre de hot-spots et insensible aux frontières du système
(comme dans le phénomène de la localisation d’Anderson). Les modes délocalisés en re-
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vanche seraient constitués d’un grand nombre de hot-spots couvrant toute la surface de
l’échantillon. L’extension spatiale du mode complet (formé d’une multitude de hot-spots)
est alors sensible à la taille du système. De plus, une distinction (indépendante du ca-
ractère localisé ou délocalisé des modes) sur le couplage des modes de surface au champ
lointain permet de séparer les modes entre les modes radiatifs (bright modes) et les modes
non-radiatifs (dark modes).
Figure 3.15 – Spectre de champ proche calculé en 2 points différents d’un film semi-continu d’or
au seuil de percolation (image tirée de Grésillon et al. 1999).
Plus récemment, Seal et al. ont réalisé des mesures d’intensité en champ proche de
films semi-continus afin d’étudier l’influence de la fraction surfacique de métal sur les
fluctuations d’intensité électrique (Seal et al. 2006). Ils ont observé un minimum local des
fluctuations d’intensité (contraste de speckle) à la percolation, les maxima des fluctuations
étant de part et d’autre (p < pc et p > pc) de la percolation. Les auteurs affirment que
leurs résultats sont en accord avec le concept de localisation inhomogène.
Enfin, la référence Cang et al. 2011 présente une expérience qui permet de sonder les
hot-spots d’un film d’aluminium sans utiliser de microscope de champ proche. L’expé-
rience consiste à utiliser le mouvement brownien de molécules fluorescentes uniques et à
mesurer l’intensité de fluorescence et la position des molécules qui viennent aléatoirement
s’adsorber en coïncidence d’un hot-spots. C’est le premier résultat de mesure de la taille
des hot-spots utilisant une sonde (des molécules fluorescentes uniques) dont la précision
de localisation atteint l’échelle du nanomètre. Les auteurs concluent que l’intensité des
hot-spots décroît exponentiellement latéralement et que leur taille est de l’ordre de 15 nm.
L’existence des hot-spots de champ électrique est démontrée expérimentalement et est
reliée à la localisation spatiale des modes de surface des films semi-continus. Ces modes
résultent de la diffusion multiple de plasmons de surface. On parle donc souvent de plas-
mons localisés. Nous avons cherché à savoir si nous pouvons obtenir des informations sur
la localisation et les hot-spots avec des mesures de temps de vie de fluorescence. Notre
objectif n’est pas de reprendre à nouveau des mesures en microscopie de champ proche,
mais d’étudier la façon dont la LDOS est spatialement distribuée en champ proche des
films d’or semi-continus. En effet, la LDOS est une grandeur fondamentale pour la carac-
térisation des propriétés optiques des nanostructures. Nous cherchons donc à en étudier
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certaines propriétés. A cette fin, nous avons dispersé des émetteurs fluorescents de taille
nanométrique sur les films d’or afin de mesurer leurs temps de vie de fluorescence, ce qui
nous a permis d’obtenir les fluctuations spatiales de la LDOS.
3.2 Montage expérimental
Nous avons développé un montage classique de mesure de temps de vie de fluorescence,
capable de mesurer des temps de vie de fluorescence dans la gamme 1-100 ns , avec la
sensibilité suffisante pour mesurer la fluorescence issue d’émetteurs uniques. Dans cette
section, nous allons détailler les différentes parties du montage expérimental.
3.2.1 Schéma de l’expérience
La figure 3.16 présente le schéma simplifié de notre expérience de mesure de temps
de vie. Une source laser pulsée est spectralement filtrée à 560 nm puis envoyée dans un
microscope inversé vers un objectif de grande ouverture numérique, qui focalise l’excitation
sur l’échantillon. Les émetteurs présents sur l’échantillon absorbent le rayonnement, et le
ré-émettent par émission spontanée (fluorescence). Une partie de l’émission de fluorescence
de l’échantillon est émise à travers l’objectif, puis séparée de l’excitation par un miroir
dichroïque ainsi qu’un filtre de fluorescence. Enfin, un miroir amovible permet de choisir
entre l’observation plein champ de l’échantillon sur une caméra EM-CCD ou bien la















Figure 3.16 – Schéma de principe d’une expérience d’imagerie de fluorescence et de mesure de
temps de vie de fluorescence (TCSPC : Time Correlated Single Photon Counting,
CCD : Charge Coupled Device, SPAD : Single Photon Avalanche Diode).
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3.2.2 Excitation
Nous allons maintenant détailler la partie amont du montage de mesure de temps de
vie, en s’appuyant sur la figure 3.17 qui représente la préparation optique du faisceau
d’excitation.
La source laser utilisée est un super-continuum (Fianium SC450). Cette source est
composée d’un laser primaire pulsé de faible puissance (fréquence de répétition de 20 MHz)
émettant à 1064 nm (infra-rouge), suivi d’un diviseur de fréquence acousto-optique (pulse-
picker) puis d’une fibre amplificatrice (dopée Yb), et d’une fibre optique non-linéaire. Le
pulse-picker permet de diminuer la fréquence de répétition de 20 MHz à 1, 2, 5 ou 10
MHz. La fibre non-linéaire est responsable de l’élargissement spectral du rayonnement
incident : à partir d’un fondamental à 1064 nm, des processus non-linéaires au sein de la
fibre (doublage de fréquence, somme de fréquence, différence de fréquence) permettent de
générer toutes les composantes du spectre visible. La durée des impulsions est de l’ordre
de 10 ps pour le laser primaire, et de l’ordre de 100 ps à la sortie de la fibre non-linéaire.
La fibre à cristal photonique est optimisée pour faire en sorte que le spectre du rayon-
nement issu du laser soit plat entre 400 nm et 800 nm. Le super-continuum est donc
une source extrêmement pratique lorsqu’on a besoin de changer fréquemment la longueur
d’onde d’excitation du système. Nous avons vérifié que le rayonnement issu du laser n’est
































Figure 3.17 – Schéma de la partie d’excitation optique du montage de mesure de temps de vie de
fluorescence.
Dès la sortie du rayonnement du laser (voir figure 3.17), nous avons placé deux miroirs
froids : ils sont transparents dans l’infrarouge, et réfléchissants dans le visible (Thorlabs
FM02). Ils permettent de supprimer l’infrarouge présent dans le rayonnement de la source
laser (issu du fondamental à 1064 nm). Un télescope permet ensuite d’augmenter l’exten-
sion latérale du faisceau. Le filtrage spectral est effectué par un filtre interférentiel autour
de 560 nm (largeur spectrale du filtrage : 20 nm, Semrock FF01-560 14/25). Un jeu de
densités optiques permet de modifier la puissance incidente à volonté, suivi par un miroir
amovible permettant la mesure de puissance. Enfin, une lentille amovible permet, si elle
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est sur le trajet du faisceau, de défocaliser le faisceau en aval afin d’observer l’échantillon
en plein champ.
Le faisceau entre alors dans un microscope inversé (Olympus IX-71), puis est réfléchi
par un miroir dichroïque adapté vers un objectif à grande ouverture numérique (Olympus
UPLFLN 100XOI2 , x100, NA 1.3), qui focalise le faisceau à la limite de diffraction si la
lentille amovible (figure 3.17, avant l’entrée dans le microscope) n’est pas sur le trajet du
faisceau, ou bien qui étale le faisceau sur une zone de 50 µm de diamètre sur l’échantillon
permettant l’observation plein champ.
3.2.3 Détection























Figure 3.18 – Schéma de la partie détection du montage de mesure de temps de vie de fluorescence.
Chemin optique de détection
Les objets fluorescents présents sur l’échantillon émettent une partie du signal de fluo-
rescence à travers l’objectif qui a servi pour l’excitation (figure 3.18). De plus, une partie
du faisceau incident (à 560 nm) est réfléchie par le substrat de l’échantillon, et s’ajoute au
signal de fluorescence. Un miroir dichroïque (Semrock Di01-R561x36) ainsi qu’un premier
filtre de fluorescence (Semrock BLP01-561R-25) permettent de supprimer presque entiè-
rement ce rayonnement, pour ne laisser passer que le signal de fluorescence. A la sortie
du microscope inversé, une lentille de tube focalise le faisceau sur un trou confocal. Ce
diaphragme de 50 µm permet une sélection spatiale dans les trois directions de l’origine
de la lumière passant par le trou. La position du trou selon l’axe optique permet de sélec-
tionner le plan de l’échantillon duquel provient la lumière pouvant passer à travers le trou.
Sa position latérale (dans le plan perpendiculaire à l’axe optique) permet de sélectionner
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la zone latérale du plan précité. En considérant le grossissement de l’objectif (x100), la
focale de la lentille de tube et le diamètre du trou confocal, on trouve que le trou confo-
cal sélectionne la fluorescence émise par une zone de l’ordre de 0.7 µm de diamètre sur
l’échantillon. Le trou confocal permet également de minimiser le bruit optique ambiant.
Après le trou confocal, une lentille convergente permet de collimater le faisceau, qui
passe ensuite par un autre filtre de fluorescence (Semrock FF01-607/70-25, filtre passe
bande de largeur 70 nm centré sur 607 nm) afin de supprimer les résidus du faisceau
d’excitation. Un objectif de faible grossissement (Newport, x5, NA 0.10) permet enfin de
coupler la fluorescence dans une fibre optique multimode de 100 µm de diamètre de coeur
et d’ouverture numérique de 0.29, qui conduit les photons de fluorescence vers le compteur
de photons.
Le détecteur utilisé est une photodiode à avalanche (Perkin Elmer, SPCM-AQR 15)
fonctionnant dans en régime de comptage de photons. La partie sensible du détecteur est
constituée d’une puce de silicium de 180 µm de diamètre. Ce dispositif permet de mesurer
des flux extrêmement faibles de photons, et dispose d’un nombre de coups d’obscurité
(dark count) de moins de 50 coups par seconde. Le taux de conversion photon/impulsion
électronique est supérieur à 50% entre 500 nm et 850 nm, et atteint plus de 70% à 700 nm.
La photodiode à avalanche est limitée par un temps mort d’environ 80 ns, ce qui signifie
qu’elle ne peut pas mesurer le temps d’arrivée d’un photon si le précédent est arrivé moins
de 80 ns avant. Le taux de comptage maximal est donc 1/80 ns = 12,5 MHz.
Nous disposons également d’une caméra EM-CCD refroidie (Andor iXon 897) per-
mettant l’observation plein champ d’une zone de 50 µm de diamètre sur l’échantillon.
La caméra est représentée sur la figure 3.16 mais pas sur la figure 3.18. Pour observer
l’échantillon en plein champ, la lentille amovible (voir la figure 3.17) doit être positionnée
sur le chemin du faisceau.
Electronique de détection
Afin de mesurer un temps de vie de fluorescence, il faut disposer d’une impulsion élec-
trique synchronisée avec les impulsions optiques du laser. Nous utilisons pour cela une
sortie électronique présente sur le boîtier du laser, qui envoie une impulsion électrique
(signal TTL) à chaque impulsion optique. De même, le détecteur envoie un signal élec-
trique à chaque photon reçu (photon de fluorescence, bruit d’obscurité ou bruit ambiant).
Ces deux signaux sont envoyés dans une carte de mesure de temps de vie. Nous avons
utilisé une carte de mesure de temps de vie de fluorescence (PicoQuant, TimeHarp 200)
permettant de mesurer des délais aussi courts que 32 picosecondes (ps).
La mesure du temps de vie de fluorescence suit alors la procédure suivante (procédure
stop-start) : dès qu’un photon est reçu sur la photodiode à avalanche (le photon est issu
des émetteurs excités par l’impulsion optique n du laser), la carte d’acquisition déclenche
son horloge interne et attend l’impulsion n+ 1 du laser. Le temps ∆t entre la mesure du
photon et l’impulsion laser suivante est stocké puis ajouté sur l’histogramme des délais.
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Cette procédure est répétée autant de fois qu’il y a de photons mesurés. L’histogramme
est alors inversé temporellement, afin de donner la décroissance de fluorescence classique.
Ce schéma de mesure inversé (stop-start à la place de start-stop) est mis en place par le
constructeur de la carte pour des raisons de performances du système.
La carte d’acquisition permet également d’enregistrer le temps d’arrivée de chaque
photon avec une précision de 100 ns (grâce à son horloge interne, moins précise pour
mesurer des temps absolus que des temps relatifs). Cette donnée sert à tracer l’intensité
de fluorescence au cours de la mesure.
3.2.4 Choix des émetteurs fluorescents
Quels émetteurs fluorescents pour notre expérience ?
L’expérience que nous avons réalisée est la suivante : nous avons dispersé de manière
aléatoire des émetteurs fluorescents nanoscopiques sur la surface d’un film d’or semi-
continu, afin de mesurer les variations spatiales de LDOS en fonction de la fraction surfa-
cique d’or p. Nous allons maintenant expliquer les critères qui nous ont permis de choisir
les sources fluorescentes, puis détailler les propriétés de fluorescence pour chaque type de
source envisagé. Les différents paramètres à prendre en compte sont listés ci-dessous :
Temps de vie de référence Le temps de vie de référence est mesuré lorsque l’émetteur
est adsorbé sur une lame de verre. Ce temps de vie doit être accessible à la gamme
de mesure de temps de vie de notre expérience.
Section efficace d’absorption La section efficace d’absorption doit être la plus grande
possible afin d’augmenter le signal de fluorescence.
Taille Notre objectif est de mesurer la LDOS en faisant une moyenne spatiale la plus
petite possible (dans les trois directions). Cela demande d’utiliser une source la
plus petite possible qui permette tout de même d’émettre un signal mesurable en
présence du film métallique (la transmission de la fluorescence à travers le film d’or
diminue l’intensité mesurée, comme le montre la figure 3.4).
Spectre d’émission La longueur d’onde d’émission de la source doit être compatible
avec la gamme de fréquences dans laquelle le plateau d’absorption des films d’or
semi-continus est présent (i.e. pour des longueurs d’onde supérieures à 650 nm).
Nombre de dipôles émetteurs Les sources fluorescentes peuvent être des émetteurs
uniques (molécule organique, quantum dot, centre NV unique du diamant) ou bien
présenter un grand nombre de dipôles de transition (nanodiamants avec plusieurs
centres NV, billes fluorescentes).
Photostabilité La photostabilité désigne la stabilité de l’émission de fluorescence dans
le temps. Plus un émetteur est photostable, plus il va être capable d’émettre des
photons longtemps sous excitation constante. Nous devons privilégier un émetteur
avec une photostabilité suffisante pour être en mesure de mesurer son temps de vie
avec une bonne précision.
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Clignotement Lorsqu’ils sont excités de façon continue, certains émetteurs alternent
entre un état où ils émettent de la fluorescence (état on) et un état dans lequel ils
n’émettent plus de signal de fluorescence (état off ). Dans la mesure du possible,
c’est un phénomène à éviter pour maximiser le signal émis au cours du temps.
Nous allons maintenant décrire rapidement quatre types de sources fluorescentes qui
peuvent être candidates pour la mesure des variations spatiales de LDOS en champ proche
d’un film d’or semi-continu : les molécules organiques, les quantum dots, les centres NV
du diamant et les billes de polymère dopées avec des molécules organiques (nommées
ci-après billes fluorescentes). Pour plus de détails, les caractéristiques de fluorescence des
molécules organiques, centres NV du diamant et quantum dots sont comparées dans la
référence Faklaris 2009.
Molécules organiques Les molécules organiques sont des émetteurs fluorescents utili-
sés de longue date en biologie comme marqueurs fluorescents. Elles sont caractérisées par
leur faible photostabilité (de l’ordre de quelques secondes à quelques minutes à tempéra-
ture ambiante dans l’air ou l’eau, pouvant atteindre plusieurs minutes dans des matrices
de polymères). Ce sont des molécules, leur taille est donc de l’ordre du nanomètre. Il
est aujourd’hui habituel de travailler avec des molécules uniques, que ce soit pour de la
spectroscopie ou des mesures de temps de vie de fluorescence (Weiss 1999). La figure
3.19 (gauche) représente le signal de fluorescence d’une molécule unique d’Atto647n qui
est d’abord stable, puis passe brutalement à 0 au moment où la molécule photo-blanchit
(photo-bleaching). La figure 3.19(droite) représente la décroissance de fluorescence de la
même molécule. Les molécules organiques présentent généralement un décalage de Stokes
de l’ordre de quelques dizaines de nanomètres, et ont un temps de vie de fluorescence de
l’ordre de la nanoseconde.
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Figure 3.19 – Signal de fluorescence (gauche) et décroissance de fluorescence (droite) d’une molé-
cule unique d’Atto 647n.
Quantum dots Les quantum dots sont des nanocristaux de semi-conducteurs fluores-
cents de quelques nanomètres pouvant exister en solution (quantum dots colloïdaux) ou
sur des substrats (quantum dots épitaxiés). Ils ont un grand nombre d’applications en bio-
logie et en physique (Bera et al. 2010, Michalet et al. 2005). Ils ont une taille de quelques












Figure 3.20 – Spectres d’absorption, d’excitation et de fluorescence de nanocristaux coeur/coque de
CdSe/CdS (gauche). Image TEM de quantum dots (droite, figures tirées de Mahler
2009).
nanomètres (voir la figure 3.20), et un temps de vie de fluorescence de l’ordre de quelques
dizaines de nanosecondes. Leur section efficace d’extinction est de l’ordre de celle d’une
molécule organique (Faklaris 2009). Ils sont sensibles au photoblanchiment, et présentent
un clignotement notable (Mahler et al. 2008). Chaque nanocristal est un émetteur unique.
La figure 3.20 (gauche) montre les spectres d’absorption, d’excitation et de fluorescence
de quantum dots colloïdaux en CdSe/Zns (coeur/coque).
N
V
Figure 3.21 – Structure cristallographique d’un centre NV du diamant.
Centres colorés du diamant Les centres colorés du diamant désignent les défauts
du diamant qui se comportent comme un système quantique pouvant fluorescer. En par-
ticulier, le défaut appelé NV (pour Nitrogen-Vacancy) désigne le fait d’avoir, dans du
diamant, un atome d’azote substitué à un atome de carbone, placé à côté d’une lacune
(une position atomique non remplie, voir la figure 3.21). Ce défaut existe en deux états
de charge, le NV − et le NV 0. La figure 3.22 (tirée de Cuche 2010) présente les spectres
d’émission des deux types de centres NV . Le temps de vie de fluorescence des centres NV
est de l’ordre de la dizaine de nanosecondes. Leur section efficace d’absorption est de 10 à
100 fois moins importante que celle des quantum dots ou des molécules organiques (Fak-
laris 2009). Ces centres NV sont généralement créés dans des nanocristaux de diamants
(leur taille variant de 10 nm à 100 nm) par irradiation puis recuit. Il est possible d’avoir
un centre NV unique dans un nanocristal, ou bien plusieurs centres émetteurs dans le
même nanocristal. Les centres NV du diamant ont la particularité d’être parfaitement
photostables : l’émission de fluorescence n’est pas sensible au photoblanchiment, ce qui
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les rend particulièrement appréciés pour les applications de cryptographie quantique et
d’émission de photons uniques (Beveratos et al. 2001, Cuche et al. 2009b).
Figure 3.22 – a) Spectre d’émission d’un centre NV− du diamant. b) Spectre d’émission d’un centre
NV0 du diamant.
Billes de polystyrène dopées Les billes fluorescentes sont des sources constituées
d’une matrice de polymère, dans laquelle sont incluses des molécules organiques fluores-
centes. La taille de la bille peut varier de 20 nm à plus de 200 nm, le nombre d’émetteurs
dépendant de la taille de la bille. Cette source partage avec les molécules organiques le fait
d’avoir un temps de vie de fluorescence de quelques nanosecondes (Birowosuto et al. 2010).
En revanche, la photo-stabilité des billes fluorescentes est augmentée par rapport aux mo-
lécules organiques, pour deux raisons : le plus grand nombre d’émetteurs (qui demande
donc une puissance d’excitation moins grande pour le même signal de fluorescence) et la
protection de la matrice de polymère. Il est possible d’observer des billes fluorescentes de
25 nm pendant plus de 30 minutes sans diminution gênante du signal de fluorescence. La
figure 3.23 montre les spectres d’excitation et d’émission de billes fluorescentes (Invitrogen
















Figure 3.23 – Spectre d’absorption et d’émission des billes fluorescentes F-8786 d’Invitrogen.
Au regard des critères de choix, nous avons décidé d’utiliser des billes fluorescentes.
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En effet, les quantum dots présentent l’inconvénient d’être des émetteurs uniques, et
comme le processus de dispersion des sources sur l’échantillon ne nous permet pas de
contrôler la direction du moment dipolaire de transition de l’émetteur, l’interprétation des
données obtenues serait malaisée. Pour la même raison, les molécules organiques ne sont
pas des candidats acceptables pour notre expérience (sans compter leur forte propension
au photoblanchiment). Enfin, les centres NV des nanocristaux de diamant pourraient être
de bons candidats, mais leur faible section efficace d’excitation invalide leur utilisation
pour cette expérience. Pour d’autres applications (voir le chapitre suivant), nous utilisons
les centres NV du diamant (en collaboration avec Géraldine Dantelle et Thierry Gacoin).
Les billes choisies ont un diamètre de 25 nm, et sont composées de plusieurs dizaines
d’émetteurs. Ceci permet d’assurer la mesure de la LDOS de manière isotrope, au sens où
le nombre d’émetteurs permet d’effectuer une moyenne sur les orientations des dipôles de
transition (voir l’annexe D pour une justification). D’autre part, le grand nombre d’émet-
teurs ainsi que la protection par la matrice de polymère permet d’obtenir un émetteur
stable sur des durées compatibles avec la mesure de temps de vie.
Signal et temps de vie de fluorescence
Le montage expérimental décrit et les émetteurs choisis, nous allons maintenant pré-
senter brièvement un exemple de mesure obtenue sur une bille fluorescente unique de 25
nm de diamètre (Invitrogen red fluorescent 580/605 F-8786). Une solution diluée de billes
a été dispersée (par spin-coating) sur une lamelle de verre, puis placée sur le microscope
inversé. Grâce à la caméra EM-CCD, une bille unique est placée dans le spot focal de
l’objectif, puis son signal de fluorescence et son temps de vie sont mesurés en suivant la
procédure détaillée ci-dessus. Le résultat de la mesure est présenté sur la figure 3.24. Le
temps de vie est représenté en échelle semi-logarithmique dans laquelle une distribution
exponentielle décroissante est représentée par une droite de pente négative, dont l’opposé
de la pente est le taux d’amortissement de l’émetteur fluorescent. Dans le cas des billes
fluorescentes, on obtient une monoexponentielle.
Dans cet exemple, le taux d’amortissement est de 0.15 ns−1, correspondant à un temps
de vie de l’ordre de 6 ns. La fréquence de répétition des impulsions optiques du laser
est adaptée au temps de vie des sources, afin d’obtenir le meilleur signal de fluorescence
(pour minimiser les temps de mesure) tout en conservant suffisamment de temps entre
deux impulsions pour avoir accès à des délais de plusieurs fois le temps de vie. Nous avons
fixé, pour ces émetteurs fluorescents, la fréquence de répétition à 10 MHz.
Remarque : la mesure du temps de vie de fluorescence s’appuie sur les photons rayon-
nés en champ lointain par le système émetteur/environnement. Pourtant, c’est bien le taux
d’amortissement total Γ qui est mesuré, et non le taux d’amortissent radiatif ΓR. Pour
l’expliquer, nous pouvons raisonner sur un ensemble de N émetteurs (avec N  1) qui
sont tous excités à l’instant t = 0. L’intensité de fluorescence émise par cet ensemble
d’émetteurs décroît au cours du temps comme exp(−Γt) = exp(−[ΓR + ΓNR]t). L’inten-
64 Chapitre 3. Statistiques de la LDOS sur des films d’or désordonnés



































Figure 3.24 – Décroissance de fluorescence (gauche) et intensité de fluorescence (droite, avec un
pas d’intégration de 1 ms) d’une bille fluorescente de 25 nm sur un substrat de verre.
sité de fluorescence est donc proportionnelle à tout instant au nombre d’émetteurs encore
excités.
Considérons un premier cas où l’environnement n’est pas absorbant. Dans ce cas, on
note Γ1 = ΓR le résultat de la mesure du taux d’amortissement. On considère ensuite
le même environnement (tel que ΓR est inchangé) avec de l’absorption. Une partie de
l’énergie étant dissipée par absorption (ΓNR), le signal de fluorescence décroîtra plus vite,
et donc la mesure du taux d’amortissement donnera un résultat Γ2 > Γ1. L’absorption
influe donc sur le résultat de la mesure, prouvant que le taux d’amortissement mesuré est
bien le taux d’amortissement total.
3.3 Fluctuations spatiales de la LDOS sur les films
d’or désordonnés
Nous avons étudié la distribution spatiale de la densité d’états électromagnétique locale
(LDOS) à la surface des films d’or semi-continus en faisant varier deux paramètres diffé-
rents : la distance entre le film d’or et les émetteurs fluorescents (contrôlée par l’épaisseur
d’un spacer de silice), et la fraction surfacique d’or (contrôlée par l’épaisseur massique
d’or déposée).
Nous avons vu dans le chapitre 1 que la mesure du temps de vie de fluorescence τ
permet d’avoir accès au taux d’amortissement total de l’émetteur Γ = 1/τ , qui est lui-
même relié à la LDOS ρ(r, ω) par la relation Γ = piω/(~0)|p|2ρ(r, ω) où ω est la fréquence
d’émission et p le dipôle de transition de l’émetteur (Wylie et Sipe 1984). Mesurer le temps
de vie de l’émetteur revient à mesurer la LDOS à la position de l’émetteur à la fréquence
d’émission (moyennée sur le volume de l’émetteur et sur sa largeur spectrale).
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3.3.1 Influence de la distance à la surface
Le premier résultat que nous présentons dans cette section concerne l’influence de la
distance entre le film métallique et les émetteurs sur la statistique de LDOS. Le terme
spacer désigne la couche de silice (SiO2) déposée sur le film d’or avant d’y disperser les
émetteurs fluorescents. Cette couche séparatrice a plusieurs effets sur l’interaction entre
l’émetteur et le film semi-continu :
Diminution du quenching L’interaction de champ proche entre un émetteur fluores-
cent et une particule métallique est dominée par les effets non-radiatifs (absorption
par le métal). Eloigner les émetteurs du métal permet de diminuer l’absorption par
la couche d’or, et ainsi augmenter le signal de fluorescence. Cela revient à dire qu’on
diminue la désexcitation dans des modes purement non-radiatifs.
Augmentation de la moyenne spatiale latérale Si la bille est en champ proche du
métal à une distance z, elle est sensible à une zone d’extension latérale de l’ordre de
z sur le métal. Eloigner la bille la rend sensible à un plus grand nombre d’amas d’or,
et donc augmente la zone sur laquelle la moyenne spatiale de la LDOS est effectuée.
Réduction de la distribution verticale du champ électrique Les modes localisés
présents sur un film semi-continu d’or ont une décroissance exponentielle en fonction
de la distance au film. Comme le montre la figure 3.25, l’ajout d’un spacer réduit
l’hétérogénéité des taux d’amortissement dans la direction perpendiculaire au plan
du film. En conséquence, la distribution des taux d’amortissement des molécules
contenues dans la bille fluorescente est moins large grâce au spacer , ce qui se tra-
duit de manière expérimentale par un signal monoexponentiel (faible dispersion des
taux d’amortissement autour de la valeur moyenne). Dans le cas contraire (pas de
spacer , ou un spacer très fin), la décroissance de fluorescence est multiexponentielle
(Sapienza et al. 2011 et Birowosuto et al. 2010).
Diminution du taux d’amortissement moyen Le fait d’éloigner la bille fluorescente
du film d’or semi-continu a pour conséquence une diminution du taux d’amortis-
sement moyen car l’intensité produite par chaque mode dans la bille est réduite et





Figure 3.25 – Schéma en coupe des échantillons. Le spacer permet de réduire la distribution verticale
d’intensité électromagnétique ressentie par la bille. Il permet également d’éviter le
quenching de fluorescence, i.e. la diminution du signal de fluorescence à cause de
l’absorption trop importante dans le métal.
Afin de tester expérimentalement l’influence du spacer , nous avons fabriqué 3 échantillons
différents, présentés en coupe sur la partie droite de la figure 3.26. Ils sont constitués d’une
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couche d’or semi-continue au voisinage de la percolation, d’un spacer de silice d’épaisseur
variable (20 nm, 40 nm et 80 nm), et des billes fluorescentes déposées par spin-coating (10
secondes à 900 tours/minute, puis 30 secondes à 3000 tours/minute). L’épaisseur massique
d’or est la même pour les 3 échantillons pour lesquels elle n’est pas nulle. Nous n’avons
pas réalisé d’image TEM pour ces échantillons. Un échantillon de référence, constitué des
billes fluorescentes dispersées sur une lamelle de verre a également été réalisé.
Nous avons ensuite mesuré le temps de vie de fluorescence de 30 billes différentes sur
chaque échantillon, en prenant garde de toujours mesurer le signal issu d’une unique bille.
Pour s’en assurer, la dilution des billes était suffisamment grande pour avoir une densité
finale de billes de l’ordre de 10−2µm−2. Le montage confocal permet donc d’isoler le signal
provenant d’une bille unique. Les résultats de cette étude sont présentés sur la figure
3.26. La partie droite de la figure présente les échantillons, la partie gauche représente la



























Référence : billes sur verre
SiO2 : 80 nm
SiO2 : 40 nm
SiO2 : 20 nm
Figure 3.26 – Distribution des taux d’amortissement pour 3 épaisseurs de SiO2, et comparaison à
la référence.
L’influence de l’épaisseur de silice a deux conséquences visibles : un effet sur la moyenne
de la distribution, et un effet sur sa largeur.
Effet sur la moyenne de la distribution Dans la situation de référence (billes sur
verre), la distribution est centrée autour de Γ = 0.15 ns−1. La proximité du métal
augmente la moyenne du taux d’amortissement (processus non-radiatifs principale-
ment), et ce d’autant plus que les billes sont proches du métal. Lorsque la distance
n’est plus que de 20 nm, la moyenne du taux d’amortissement atteint 0.46 ns−1,
trois fois plus importante que dans la situation de référence. Comme dans le cas
d’une surface plane (voir le chapitre 5), le couplage à des modes non-radiatifs est
responsable d’une forte absorption (quenching). L’augmentation de la moyenne de
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la distribution du taux d’amortissement est donc expliquée par la présence du métal
en champ proche des billes fluorescentes.
Effet sur la largeur de la distribution La largeur de la distribution est également
fortement modifiée par la présence du film d’or semi-continu : l’écart-type de la dis-
tribution pour l’échantillon de référence vaut 1.4 10−2ns−1, il augmente lorsque les
billes fluorescentes sont en présence du film semi-continu pour atteindre 7.3 10−2ns−1
lorsque l’épaisseur du spacer est de 20 nm. L’explication de cet élargissement no-
table provient de la structure désordonnée du film semi-continu. Ce résultat est une
première manifestation du caractère complexe de l’échantillon, qui ne se comporte
pas comme un film homogène équivalent. En effet, les billes fluorescentes sont toutes
à des endroits différents sur l’échantillon, chaque position étant caractérisée par la
forme des amas d’or, leur taille, et la distance entre les amas proches. Le caractère
désordonné du film d’or conduit à une distribution importante des tailles d’amas,
ce qui conduit à une forte dispersion de la LDOS, et donc à une augmentation de la
largeur de la distribution des taux d’amortissement. Plus le spacer est épais, moins
cet effet est important, à cause de l’effet de moyenne spatiale : la bille étant plus
éloignée du film d’or, le taux d’amortissement moyen mesuré sur une bille prend en
compte une plus grande zone (latérale) de l’échantillon.
Ces deux résultats (l’effet sur la moyenne et l’effet sur la largeur de la distribution)
montrent un effet net du caractère désordonné du film. Les fluctuations spatiales de LDOS
dépendent fortement de la distance entre le film et les émetteurs.
D’autre part, cette expérience confirme nos prévisions : si le spacer est trop épais, la
moyenne de la distribution est peu modifiée, et les fluctuations spatiales seront d’autant
plus faibles que le spacer est épais. En revanche, si le spacer est trop fin, deux difficultés
peuvent apparaître : tout d’abord, le quenching risque de rendre impossible la mesure du
signal de fluorescence. Ensuite, la taille finie de la bille (25 nm) va avoir pour conséquence
l’augmentation de la distribution des taux d’amortissement au sein d’une même bille, et
l’apparition d’une décroissance de fluorescence multi-exponentielle. En conclusion, pour
l’expérience suivante qui consiste à étudier l’influence de la fraction surfacique d’or, et
dans laquelle l’épaisseur du spacer est constante, nous fixons l’épaisseur de la couche de
silice à 40 nm.
3.3.2 Influence de la fraction surfacique d’or
Nous avons vu précédemment que les films d’or désordonnés présentent trois régimes
distincts qui se succèdent durant la croissance :
1. Pour des fractions surfaciques faibles (f < 50%), les grains d’or sont de forme
quasi-sphérique et se comportent comme des nanoparticules isolées.
2. Lorsque la fraction surfacique augmente (50% < f < 90%), les amas d’or fusionnent
et forment des structures fractales.
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3. Aux grandes fractions surfaciques (f > 90%), le film tend vers une couche continue
d’or.
La figure 3.27 présente les distributions spatiales des taux d’amortissement pour deux
films : l’un correspondant au régime 1 (histogramme a, f = 30 %) et l’autre au régime
2 (histogramme b, f = 82 %), avec les images TEM respectives de chaque échantillon.
Nous avons mesuré le temps de vie de fluorescence d’environ 100 émetteurs différents
sur chaque échantillon. Les distributions du taux d’amortissement de ces deux films pré-
sentent des différences flagrantes. L’augmentation de f décale la distribution vers les
grands taux d’amortissement (la moyenne augmente de 0.19 ns−1 à 0.32 ns−1) et élargit
la distribution. En particulier, on observe quelques billes fluorescentes qui présentent un
taux d’amortissement très élevé (Γ > 0.45 ns−1), brisant la symétrie de la distribution.
Ce comportement n’est observé que pour des fractions surfaciques de l’ordre de 80%, ce
qui correspond dans notre cas à des films proches de la percolation électrique.
Taux  d’amortissement (ns-1)
Figure 3.27 – Distribution spatiale du taux d’amortissement pour 2 fractions surfaciques d’or diffé-
rentes (30% en haut, 82% en bas)
Nous proposons l’explication suivante de ce comportement : aux faibles fractions sur-
faciques, l’excitation optique en champ lointain du film d’or désordonné génère une figure
de speckle qui peut s’interpréter comme la conséquence de la diffusion par des grains d’or
indépendants (Seal et al. 2005, Laverdant et al. 2008). Les fluctuations spatiales de la
valeur du champ électrique sont alors relativement faibles (figure 3.27, haut). Lorsque les
amas d’or fusionnent puis deviennent fractals (régime 2), le caractère auto-similaire des
amas permet au film d’or de présenter un très grand nombre de longueurs caractéristiques,
ce qui engendre une résonance plasmon spectralement étendue dans le régime du proche
infrarouge (Shalaev 1999). En conséquence, l’amplitude des modes propres de la surface
montre des fluctuations spatiales importantes d’extension latérale bien plus petite que la
longueur d’onde (Grésillon et al. 1999), les hot spots. Les billes fluorescentes se trouvant
en coïncidence (ou proches) d’un hot spot de champ électrique ressentent une LDOS plus
importante, ce qui se traduit par un taux d’amortissement anormalement élevé.
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La présence d’une asymétrie due à des grandes valeurs du taux d’amortissement à
également été prédite (Froufe-Pérez et al. 2007, Froufe-Pérez et Carminati 2008, Pierrat
et Carminati 2010, Cazé et al. 2010) puis mesurée (Sapienza et al. 2011) dans le cas des
milieux diffusants en volume.
3.3.3 Variance normalisée du taux d’amortissement
Nous avons ensuite étendu notre mesure de la distribution spatiale du taux d’amor-
tissement à un plus grand nombre de fractions surfaciques d’or (la liste des fractions
surfaciques est la suivante : p ∈ [0.30 ; 0.49 ; 0.67 ; 0.79 ; 0.82 ; 0.84 ; 0.89 ; 0.99]), per-
mettant d’étudier les trois régimes décrits précédemment. Afin d’estimer l’élargissement
de la distribution dû à l’apparition des hot spots, nous avons calculé pour chaque fraction




〈Γ〉2 − 1 (3.13)
où 〈〉 représente la moyenne spatiale (sur les 100 positions différentes des billes fluores-
centes).
La variance normalisée est représentée sur la figure 3.28(a) en fonction de la fraction
surfacique, ainsi que trois images TEM correspondant aux trois régimes de croissance du
film (Krachmalnicoff et al. 2010). Pour f < 65%, la variance normalisée varie peu autour
de la valeur 0.02. En revanche pour f > 65% on observe un double pic de fluctuations
du taux d’amortissement. Un premier pic pour f ' 80%, puis un second pour f ' 90%.
Comme l’augmentation brutale des fluctuations de LDOS est attendue là où les amas
fractals dominent le film d’or, nous avons reproduit sur la figure 3.28(b) la figure 3.13 qui
donne le rapport des surfaces fractales et des surfaces euclidiennes en fonction de f .
On observe que l’augmentation rapide du rapport Sf/Se pour des fractions surfaciques
f > 65% (droite verticale en pointillés rouge) coïncide avec l’augmentation rapide des
fluctuations de Γ (f = 82%), pour atteindre Sf/Se ' 15 lorsque la variance normalisée
de la distribution est maximale (f = 82%). Il y a donc corrélation entre l’apparition
des amas fractals et le maximum des fluctuations de LDOS. Dans la suite nous allons
donner des arguments qualitatifs montrant que cette corrélation est directement reliée à
la localisation spatiale des modes.
3.3.4 Extension spatiale des modes du champ électrique
Afin de pouvoir relier les grandes fluctuations de LDOS à l’apparition des modes loca-
lisés nous présentons une analyse faisant appel à une grandeur utilisée dans la théorie de
la localisation d’Anderson : le rapport de participation inverse (inverse participation ra-
tio) noté RIP. Cette grandeur permet de mesurer l’extension spatiale des fonctions d’onde
ainsi que la transition vers le régime de localisation (Mirlin 2000). Ici, c’est la mesure de
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Figure 3.28 – Variance normalisée de la distribution des taux d’amortissement en fonction de la
fraction surfacique (a). Rapport des surfaces fractales et des surfaces euclidiennes en
fonction de la fraction surfacique d’or (b).
l’extension spatiale des modes optiques qui nous intéresse tout particulièrement. Le RIP










où S désigne la surface d’un plan parallèle au film d’or. On peut montrer (voir les argu-
ments ci-dessous) que pour des modes localisés, le RIP est indépendant de la taille L de
l’échantillon, tandis que pour des modes étendus (dans le contexte de la localisation in-
homogène les deux types de mode sont présents dans le système) le RIP est proportionnel
à L−2 (Zekri et al. 2000).
Dans sa définition (équation 3.14) le RIP n’est pas naturellement relié à la LDOS.
Néanmoins, nous pouvons faire une hypothèse raisonnable qui nous permettra d’effectuer
ce rapprochement : nous allons supposer qu’à chaque position r du film d’or, et à chaque
fréquence ω, le champ électrique est dominé par un seul mode. Cette hypothèse est par-
faitement adaptée à la situation dans laquelle des hot spots sont présents. En effet, si les
modes sont constitués de hot spots de taille nanométrique, il est très peu probable que
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pour une position et une fréquence il y ait plus qu’un hot-spot qui contribue au champ
électrique. Sous cette hypothèse, l’expression de la LDOS (Novotny et Hecht 2006) se
simplifie pour donner :
ρ(r, ω) ∝∑
n
|En(r)|2δ(ω − ωn) ' 1∆ω |En(r)|
2 (3.15)
où ∆ω est la largeur spectrale du mode dominant à (r, ω). On note I(r) = |E(r)|2 l’in-
tensité du mode à la position r. Sous cette hypothèse, en supposant de plus l’ergodicité
du système (la moyenne spatiale et la moyenne statistique sont égales), le RIP est relié à












L’équation 3.16 montre que, dans le cas où le champ électrique est constitué de hot spots,
la mesure des fluctuations de la LDOS ρ (ou de manière équivalente des fluctuations
du taux d’amortissement Γ) revient à mesurer le RIP. En effet, l’équation 3.16 permet
d’écrire :
(RIP − 1)S = σ
2(Γ)
〈Γ〉2 (3.17)
le terme de droite décrivant les fluctuations spatiales de la LDOS. Ce résultat nous permet
de relier l’augmentation des fluctuations spatiales de la LDOS à la réduction de l’extension
spatiale des modes. En effet, d’après le concept de localisation inhomogène (Stockman
et al. 2001), les modes délocalisés sont constitués d’un grand nombre N de hot spots,
d’extension spatiale caractéristique ξ. Pour un mode délocalisé (N  1), le RIP (qui




En revanche pour un mode localisé, N ∼ 1 et l’extension spatiale vérifie ξl  ξ, ce qui






L’augmentation du RIP est donc une conséquence de la diminution de l’extension des
modes, ce qui dans le concept de localisation inhomogène revient à la prédominance des
modes localisés sur les modes délocalisés. Le pic de la figure 3.28(a) pour f ∼ 80% est
donc la signature d’une augmentation du nombre de modes localisés dans le régime où les
amas d’or fractals dominent la surface du film.
Enfin, la structure en double pic de la variance normalisée (figure 3.28(a)) semble être
en accord avec les résultats de Seal et al. (Seal et al. 2006). Dans cet article, les auteurs
mesurent les fluctuations spatiales de l’intensité du champ électrique (mesure SNOM)
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à la surface de films métalliques désordonnés. Ils obtiennent un minimum local de la
variance normalisée de l’intensité à la percolation électrique, encadré par deux maxima
(une structure en double pic). Les auteurs en concluent la domination des modes localisés
autour de la percolation, mais pas exactement à la percolation (en accord avec les résultats
de simulations numériques de Genov et al. 2003).
Notons pour terminer la différence entre l’expérience de Seal et al. (mesure des fluctua-
tions d’intensité avec un SNOM) et celle que nous avons décrite (mesure des fluctuations
du taux d’amortissement avec des émetteurs dispersés à la surface du film). Certains
modes du champ électrique étant peu radiatifs (dark modes, Stockman et al. 2001) il est
très difficile d’exciter ces modes avec une illumination en champ lointain. Les expériences
de microscopie en champ proche à pointe diffusante utilisent la diffraction de l’illumina-
tion par la pointe pour exciter efficacement ces modes. En revanche, les modes radiatifs
(bright modes) sont excités directement par l’illumination de champ lointain. Cette dis-
tinction sur la manière d’exciter les modes n’est pas présente dans notre expérience : les
modes, radiatifs ou non, sont sondés de la même manière par les billes fluorescentes.
3.4 Conclusion
Dans ce chapitre nous avons présenté la première utilisation de la mesure de temps de
vie de fluorescence d’émetteurs nanoscopiques pour sonder les fluctuations spatiales de la
LDOS à la surface de films d’or désordonnés, en fonction de la fraction surfacique d’or
(Krachmalnicoff et al. 2010).
Nous avons dans un premier temps montré l’influence nette de la distance entre les
émetteurs et le film d’or aléatoire. Lorsqu’on rapproche (à fraction surfacique d’or f fixée)
les émetteurs du film semi-continu, la distribution de taux d’amortissement mesurée se
décale vers les grands taux d’amortissement (phénomène dû à l’absorption dans l’or)
et s’élargit (phénomène dû au caractère désordonné du film qui engendre une grande
dispersion de taille et de forme des amas d’or). Ce premier résultat met déjà en évidence
la complexité du système désordonné, qui ne peut pas être réduit à une simple couche
homogène équivalente.
Nous avons ensuite montré que les fluctuations spatiales de LDOS présentent un maxi-
mum pour une fraction surfacique qui correspond à un régime où les amas d’or fractals
dominent la topographie du film désordonné. Nous attribuons ce maximum des fluctua-
tions de LDOS à l’existence de modes plasmons localisés dus au caractère fractal des amas
d’or, et dont la taille latérale est de l’ordre de la dizaine de nanomètres. Le maximum
des fluctuations spatiales de LDOS correspond au maximum du rapport de participation
inverse, ce qui permet de confirmer le caractère localisé des modes du champ électroma-
gnétique. Enfin, nos résultats semblent confirmer le concept de localisation inhomogène
(Stockman et al. 2001, Seal et al. 2006).
Cette expérience confirme que la LDOS est une grandeur pertinente pour l’étude des
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régimes de transport optique dans les milieux diffusants (Birowosuto et al. 2010, Sapienza
et al. 2011). Afin d’obtenir de plus grandes statistiques, nous présenterons dans le cha-
pitre suivant une amélioration expérimentale qui nous permettra d’avoir le contrôle de
la position (au nanomètre près) d’un émetteur nanoscopique à la surface des films d’or
semi-continus. Ce dispositif nous permettra de réaliser des cartes (dans le plan parallèle
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Chapitre 4. Nanomanipulation de sources fluorescentes en microscopie de champ
proche
L
’idée initiale de l’utilisation en imagerie d’une source lumineuse de taille inférieure à la
longueur d’onde utilisée a été proposée au début du 20ème siècle par E. Synge (Synge
1928). Il aura fallu attendre plusieurs dizaines d’années pour que les premières expériences
soient publiées (Pohl et al. 1984, Betzig et al. 1986), suivies par les premières utilisations
de sources fluorescentes (Lewis et Lieberman 1991, Sekatskii et Letokhov 1996). C’est
ensuite au début du 21ème siècle qu’a eu lieu la première expérience d’imagerie de champ
proche utilisant un émetteur unique (Michaelis et al. 2000). Par la suite plusieurs types
de sources fluorescentes ont été utilisés : les centres colorés du diamant (Kuhn et al. 2001,
Cuche et al. 2009a, Cuche et al. 2010), les nanocristaux de semi-conducteur (Shubeita
et al. 2003, Chevalier et al. 2005, Sonnefraud et al. 2006) ou encore les verres dopés avec
des terres rares (Aigouy et al. 2003).
Toutes ces techniques utilisent une pointe de microscope de champ proche comme sup-
port mécanique de la source fluorescente, même si quelques exemples prometteurs laissent
à penser qu’il serait possible de manipuler une source fluorescente avec une excellente pré-
cision (uniquement dans un plan pour l’instant) en utilisant les mouvements d’un fluide
dans lequel est plongé la source (Ropp et al. 2010).
Enfin, les premiers résultats d’imagerie de la densité d’états électromagnétiques locale
(LDOS) utilisent une bille fluorescente et montrent qu’il est possible de mesurer des
modifications de LDOS en champ proche de nanostructures métalliques (Frimmer et al.
2011).
Notre objectif est de réaliser un instrument permettant la cartographie simultanée de
la topographie, de l’intensité de fluorescence et du taux d’amortissement (proportionnel
à la LDOS) d’une nanosource fluorescente. Ce dispositif permettra d’étudier de manière
plus efficace les variations spatiales de la LDOS à la surface des films semi-continus (voir
le chapitre 3), ou encore d’étudier des nanoantennes optiques.
Ce chapitre est construit de la manière suivante : dans un premier temps nous détaille-
rons le principe et la réalisation du montage expérimental. Ensuite nous étudierons la
procédure d’accrochage d’un objet en bout de pointe que nous avons développée. Enfin,
nous présenterons nos premiers résultats de cartographie de LDOS sur des échantillons
simples.
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4.1 Principe de l’expérience
L’objectif de notre montage expérimental est d’être capable de faire l’image de la
densité d’états électromagnétiques locale (LDOS) en champ proche de nanostructures,
métalliques ou diélectriques, désordonnées ou ordonnées. De plus, nous voulons également
être en mesure d’enregistrer simultanément la cartographie de la LDOS, la topographie de
l’échantillon observé, ainsi que la carte de l’intensité de fluorescence émise par la source
en champ proche.
Nous avons vu dans le chapitre 3 comment mesurer la statistique de LDOS en champ
proche de films métalliques semi-continus. La procédure expérimentale présentée dans le
chapitre 3 permet uniquement d’établir des conclusions sur des grandeurs statistiques,
car la position des émetteurs fluorescents n’est pas contrôlée, ni mesurée précisément par





Figure 4.1 – Schéma de principe de l’expérience : une nanosource fluorescente est fixée à l’apex d’une
pointe d’AFM, puis placée au point focal d’un objectif. Un échantillon nanostructuré
est balayé en champ proche de la source, modifiant ses propriétés de fluorescence en
fonction de la position de l’échantillon.
expérimental une manière de contrôler précisément la position d’un émetteur fluorescent
nanoscopique. La solution choisie est celle d’un contrôle piézoélectrique grâce à une pointe
d’AFM (Atomic Force Microscope, voir le chapitre 2 pour des précisions sur le fonction-
nement d’un AFM). La figure 4.1 représente un schéma simplifié de l’expérience que
nous avons développée : une nanosource fluorescente est accrochée à l’apex d’une pointe
d’AFM, puis l’ensemble pointe/nanosource est maintenu à une distance nanométrique
d’un échantillon grâce à une boucle de rétroaction (ici, la grandeur utilisée pour contrôler
la distance pointe/échantillon est l’amplitude de vibration latérale de la pointe, c’est une
régulation de type shear force). L’objet fluorescent est alors placé en coïncidence avec le
point focal de l’objectif du microscope utilisé (voir le chapitre 3). De cette façon, il est
possible de mesurer l’intensité de fluorescence et le temps de vie de fluorescence de la
source, de même que son altitude grâce à la rétroaction de l’AFM. Enfin, l’échantillon est
balayé dans son plan (le plan horizontal), et en chaque point du balayage on enregistre
l’altitude de la pointe, l’intensité de fluorescence et le temps de vie de fluorescence de la
source.
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Nous allons maintenant décrire la partie expérimentale de la mesure de fluorescence,
puis celle qui concerne l’AFM.
4.2 Mesure de temps de vie de fluorescence
Nous disposons d’un montage de mesure de temps de vie et d’intensité de fluorescence
dont la description précise se trouve dans le chapitre 3. Nous avons apporté des amé-
liorations au montage décrit sur les schémas 3.17 et 3.18 du chapitre 3. Les figures 4.2
et 4.3 représentent le montage optique (la partie d’excitation et de détection respective-
ment) pour la mesure de fluorescence que nous avons utilisé pour les études présentées
































Figure 4.2 – Schéma de la partie d’excitation optique du montage de mesure de temps de vie de
fluorescence.
• La synchronisation des impulsions laser est maintenant réalisée grâce à une photo-
diode (PicoQuant TDA 200). Une partie du faisceau laser d’excitation est déviée
et vient frapper le détecteur (silicium) de la TDA 200, qui délivre une impulsion
électrique à chaque impulsion laser.
• La longueur d’onde d’excitation est maintenant centrée autour de 532 nm (nous
expliquerons dans la suite la raison du choix de cette longueur d’onde d’excitation).
• Nous avons remplacé la photodiode à avalanche présentée dans le chapitre 3 par un
modèle de la série PDM (du fabricant Micro Photonic Device), qui possède une effica-
cité quantique similaire, avec un bien meilleur jitter (erreur sur la mesure temporelle
de l’arrivée d’un photon), de l’ordre de 50 picosecondes (ps). Cette photodiode à
avalanche n’est pas fibrée, la partie optique de détection qui précède immédiatement
le détecteur a donc été modifiée en conséquence (figure 4.3) : une lentille convergente
focalise la lumière de fluorescence sur la partie sensible du détecteur.
• Nous avons remplacé la carte de mesure de temps de vie TimeHarp 200 par le modèle
HydraHarp 400 de PicoQuant, qui possède une résolution temporelle de 1 ps.
Ces modifications nous permettent d’accéder à des temps de vie de fluorescence plus
courts, pouvant descendre jusqu’à 100 ps (ou moins en utilisant une déconvolution). La
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Figure 4.3 – Schéma de la partie de détection du montage de mesure de temps de vie de fluorescence
mise à jour avec un détecteur et une carte d’acquisition différents de ceux du chapitre 3.
4.3 Instrumentation AFM
4.3.1 Micro et nanomanipulation de la pointe
Pour les besoins de notre expérience, nous avons développé un microscope à force ato-
mique (AFM) fonctionnant en mode shear-force (ce terme désigne le fait que la pointe
vibre parallèlement à l’échantillon, et son amplitude est modifiée par des forces de ci-
saillement dues à la présence de l’échantillon, voir Karrai et Grober 1996). Les figures
4.4 a) et b) présentent un schéma (vue de face et de côté) du dispositif de micro- et
nanomanipulation de la pointe d’AFM.
La pointe est collée à l’extrémité d’un diapason de quartz (modèle R26 de Raltron,
habituellement utilisé pour les applications d’horlogerie) dont le mode fondamental de
vibration résonne à 32768 Hz. Lorsqu’il est mécaniquement excité à cette fréquence, les
bras du diapason s’écartent et se rapprochent d’une distance (de l’ordre de la dizaine de
nanomètres dans nos applications) qui varie en fonction de l’amplitude de l’excitation.
Pour exciter le diapason on utilise une pastille piézoélectrique (de dimensions 6x6x1 mm3)
qui est représentée en bleu sur la figure 4.4. Le diapason est collé sur cette pastille de
façon à ce que ses deux bras soient dans un plan horizontal.
Afin de mesurer les variations d’amplitude de vibration des bras du diapason, on
mesure la tension aux bornes des deux pattes du diapason (étant en quartz et donc
piézoélectrique, une tension apparaît lorsqu’il est mécaniquement excité). L’ensemble
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Figure 4.4 – Dispositif de manipulation de la tête de balayage. a) Vue de côté b) Vue de face c)
Photographie prise de côté.
pointe/diapason/pastille piézoélectrique est relié à un tube piézoélectrique, dont le rôle
est de moduler l’altitude de la pointe à la surface de l’échantillon. Ce tube (Morgan
Electro Ceramic, modèle PZT5A) possède une course de 2 microns lorsqu’il est soumis
à une tension de 270V. On appelle tête de scan l’ensemble pointe/diapason/pastille pié-
zoélectrique/tube piézoélectrique. Enfin, l’ensemble est monté sur un manipulateur 3D
(Smaract, constitué de trois positionneurs piézoélectriques linéaires SLC-1720) qui per-
met de déplacer la tête de scan sur des distances de quelques millimètres avec une précision
de l’ordre de quelques nanomètres. La figure 4.4 c) est une photographie de la tête de scan
positionnée sur le microscope inversé de notre expérience. Certains éléments du montage
ont été fabriqués dans du MACOR, une céramique usinable ayant l’avantage d’être moins
sensible aux variations de température que le métal.
4.3.2 Electronique de contrôle
L’électronique de contrôle de l’AFM est responsable de l’excitation de la pastille pié-
zoélectrique (afin de faire vibrer le diapason), de la mesure de l’amplitude des vibrations
du diapason, du contrôle de l’altitude de la pointe (grâce au tube piézoélectrique) et du
déplacement dans un plan (balayage) de l’échantillon qui est sous la pointe. Le signal
de rétroaction utilisé ici est l’amplitude de vibration de la pointe : si cette amplitude
est plus grande que l’amplitude de consigne, la rétroaction va allonger le tube piézoélec-
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trique afin de rapprocher la pointe de la surface, et inversement. Le signal de correction
envoyé au tube piézoélectrique (voir la figure 4.4) permet de cartographier la topogra-
phie de l’échantillon. Nous utilisons le modèle SPM100 de RHK comme électronique de
contrôle de l’AFM. Cela nous permet d’obtenir la topographie d’échantillons nanosco-
piques (dont les variations latérales et verticales sont typiquement de l’ordre de la dizaine
de nanomètres). Un schéma complet (optique et électronique) du montage expérimental
est disponible en annexe E pour plus de détail.
La zone de contact de la pointe est définie comme la zone où la rétroaction s’enclenche
(quand les forces de friction dues à la proximité de la surface de l’échantillon sont suffi-
santes pour modifier l’amplitude de vibration de la pointe, et donc du diapason). Dans ce
cas, la distance entre l’échantillon et la pointe est de l’ordre de 10 nm (Karrai et Tiemann
2000).
4.3.3 Fabrication des pointes
Nous avons testé expérimentalement deux types de pointes avec notre AFM : des
pointes de tungstène et des pointes de silice. Nous allons brièvement décrire leur fabrica-
tion et leur caractéristiques.
Pointes en tungstène
Les pointes de tungstène sont fabriquées à partir de fil de tungstène de 50 µm de dia-
mètre. Le protocole de fabrication et de fixation au diapason est détaillé dans la référence
De Wilde et al. 2003. Avec cette méthode on obtient des pointes dont le rayon de courbure
de l’apex est inférieur à 100 nm.
Pointes en silice
Les pointes de silice sont obtenues par étirage de fibres optiques. Nous utilisons une
étireuse (Sutter Instrument P2000) et des fibres optiques d’un diamètre de 100 µm. La
figure 4.5 est une image de microscopie à balayage électronique (MEB) d’une pointe de
silice obtenue avec cette méthode. Nous constatons que le rayon de courbure de l’apex de
la pointe est de l’ordre de 50 nm (ou inférieur).
Dans notre expérience, la fonction de la pointe de l’AFM est uniquement de positionner
l’objet fluorescent accroché à son apex dans le point focal de l’objectif de microscope (voir
la figure 4.1). La pointe doit donc répondre aux critères suivants :
• Le rayon de courbure de l’apex doit être le plus petit possible afin d’augmenter la
résolution latérale des images de topographie.
• La pointe doit avoir le moins d’effet possible sur la structure spatiale des modes du
champs électromagnétiques dus à l’échantillon.
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Figure 4.5 – Image MEB d’une pointe de silice pour l’AFM obtenue par étirage d’une fibre optique.
Le rayon de courbure à l’apex est de l’ordre de 50 nm.
• La pointe ne doit pas être responsable d’une émission parasite (diffusion du laser
d’excitation, luminescence).
4.3.4 Performances de l’AFM
Nous présentons maintenant trois résultats permettant de valider le bon fonctionnement
de l’AFM. Le type de pointe utilisé sera précisé pour chaque résultat. Sauf indication














Figure 4.6 – Image AFM du bord d’un film d’or semi-continu (fraction surfacique 82%, épaisseur
massique 9 nm). La partie sombre correspond au substrat de verre, la partie claire au
film métallique.
Le premier échantillon test que nous avons utilisé est constitué d’un film d’or semi-
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continu (voir le chapitre 3) d’épaisseur massique 9 nm (fraction surfacique d’or de 82%).
Son épaisseur réelle moyenne est donc 9 nm. La figure 4.6 représente une image (de 3
µm de côté) de topographie de cet échantillon (mesurée avec une pointe de tungstène),
montrant le contraste topographique entre le substrat de verre et le film semi-continu. Le
contraste permet de distinguer sans difficulté deux zones dont les altitudes diffèrent de
moins de 10 nanomètres. Les variations d’altitude présentes sur le film d’or semi-continu
(et pas sur le substrat) reflètent le fait qu’un film semi-continu n’est pas une surface plane




























Figure 4.7 – Image AFM (gauche) et coupe selon la ligne horizontale rouge (droite) d’un échantillon
constitué de 2 disques d’or de 30 nm de hauteur et 150 nm de diamètre sur un substrat
de verre.
Afin de tester la résolution latérale de l’AFM, nous avons mesuré la topographie d’un
échantillon constitué de deux disques d’or de 150 nm de diamètre et de 30 nm de haut
(les échantillons ont été fabriqués par Stéphane Collin au LPN et nous ont été prêtés par
Sarah Y. Suck et Gilles Tessier). La figure 4.7 représente la topographie de l’échantillon
(gauche) ainsi qu’une coupe (droite), mesurée avec une pointe en silice. On remarque que
la hauteur des disques est bien retrouvée, en revanche nous obtenons des disques d’un
diamètre de 500 nm et non 150 nm. Cette différence est due au rayon de courbure de la
pointe, qui est de l’ordre de 100 nm. La convolution de la forme des disques avec la forme
de la pointe résulte en une mauvaise mesure de la taille des nanodisques. Ce problème
peut être résolu en employant des pointes possédant un plus petit rayon de courbure.
L’objectif du montage expérimental étant de réaliser des cartes de LDOS à la surface
d’échantillons nanostructurés, il est nécessaire de contrôler la position relative de la source
fluorescente par rapport à l’échantillon avec une précision de l’ordre du nanomètre. Cette
précision est aisément obtenue dans les directions parallèles au plan de l’échantillon, grâce
à l’utilisation d’actuateurs piézoélectriques en boucle fermée (qui agissent sur l’échan-
tillon). Concernant la direction perpendiculaire au plan de l’échantillon, la stabilité de
l’altitude de la pointe est de l’ordre de quelques nanomètres, ce qui permet de réaliser
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Figure 4.8 – Image AFM (gauche) et de fluorescence (droite) réalisées en balayant un échantillon
de nanodiamants dispersés sur un substrat (dimension des images : 5 µm de côté).
La bonne coincidence des images topographique et optique prouve que la pointe a été
positionnée correctement dans le point focal de l’objectif.
des cartographies à distance constante pointe-échantillon avec une précision nanométrique
(lorsque la rétroaction AFM est enclenchée).
Enfin, nous présentons sur la figure 4.8 une image de topographie (gauche, obtenue
avec une pointe de tungstène) et de fluorescence (droite) d’un échantillon constitué de
quatre nanodiamants dispersés (par spin-coating) sur un substrat de verre. L’image de
fluorescence est obtenue en mesurant à chaque point du balayage le signal de fluores-
cence émis par la partie de l’échantillon se trouvant dans le point focal de l’objectif. Les
nanodiamants ont une taille inférieure à 50 nm, mais apparaissent sur l’image de topogra-
phie avec une taille de l’ordre de 500 nm (pour la même raison que précédemment). La
très bonne coïncidence de position entre les deux images (position relative des diamants
les uns par rapport aux autres, mais aussi position absolue des diamants dans l’image)
permet d’affirmer que nous sommes capables de positionner la pointe de l’AFM dans le
point focal du laser avec une précision meilleure qu’un micron. Cette précision dans le
positionnement nous sera utile dans la suite lors de la procédure d’accrochage de la source
fluorescente sur la pointe.
Les performances de notre AFM sont loin d’être à l’état de l’art en matière de réso-
lution topographique (qui peut atteindre l’échelle du nanomètre). Ces performances sont
cependant suffisantes pour nos études, et pour cette raison nous n’avons pas poussé plus
avant le développement de l’AFM.
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4.4 Accrochage d’une nanosource fluorescente à l’apex
d’une pointe d’AFM
4.4.1 Choix de la source fluorescente
Notre objectif étant de réaliser une cartographie de la LDOS sur un échantillon nano-
structuré, nous devons choisir le type de source fluorescente à accrocher à la pointe en
suivant les critères suivants (qui sont proches des critères présentés dans le chapitre 3) :
• La source fluorescente doit être constituée d’un grand nombre d’émetteurs fluores-
cents pour être sensible à la LDOS de manière isotrope en polarisation (voir l’annexe
D).
• La taille de la source doit être suffisamment petite pour être sensible à des variations
de LDOS sur des échelles latérales de l’ordre de la dizaine de nanomètres.
• La source doit être suffisamment photostable pour permettre des mesures de carto-
graphie en balayage (le temps de mesure d’une cartographie complète peut atteindre
une heure).
• La section efficace d’absorption de la source doit être suffisamment élevée pour que
le signal de fluorescence soit facile à mesurer, et pour que la puissance d’excitation
puisse être suffisamment faible pour ne pas endommager l’échantillon observé.
Nous n’avons pas trouvé de source fluorescente qui respecte ces quatre critères. Les
billes fluorescentes de 25 nm utilisées dans le chapitre 3 ne sont pas suffisamment pho-
tostables pour permettre de réaliser une cartographie (nous avons constaté qu’elles pho-
toblanchissent après 30 minutes sous une excitation nécessaire pour obtenir un signal
de fluorescence suffisant). Les nanodiamants contenants des centres NV sont parfaite-
ment photostables, mais demandent une puissance d’excitation telle que leur utilisation
peut amener à endommager l’échantillon. En conséquence, nous avons testé deux types
de sources fluorescentes : des nanodiamants de 25 nm contenant des centres colorés NV
(fournis par Géraldine Dantelle et Thierry Gacoin), et des billes fluorescentes de 100 nm
(Invitrogen F-8800, dont le maximum d’émission est atteint pour λ =560 nm). Les billes
fluorescentes sont suffisamment photostables, mais ont une taille supérieure aux varia-
tions latérales de LDOS présentes sur les échantillons nanostructurés que nous étudions.
Nous avons mis en place une excitation à λ = 532 nm pour ces deux types de sources
fluorescentes.
Nous avons utilisé les billes fluorescentes avec des pointes d’AFM de silice, et les na-
nodiamants avec des pointes de tungstène. La figure 4.9 présente les configurations expé-
rimentales correspondantes : dans un cas (pointe de tungstène et nanodiamant) la pointe
est collée à l’extrémité d’un des deux bras du diapason, et dans l’autre cas (pointe de
silice et bille fluorescente de 100 nm) la pointe est fixée sur le côté d’un des bras du dia-
pason. Ces différences dans la nature et le positionnement des pointes nous permettent
de chercher la meilleure solution expérimentale.
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Figure 4.9 – Schéma des deux configurations utilisées. a) Pointe de tungstène collée au diapason et
munie d’un nanocristal de diamant. b) Pointe de silice en appui sur le diapason munie
d’une bille fluorescente. Vue de face (gauche) et de côté (droite).
4.4.2 Protocole d’accroche
Nous allons maintenant décrire le protocole permettant d’accrocher une nanosource
(nanodiamant ou bille fluorescente) à l’apex d’une pointe d’AFM. L’objectif de cette
étape est d’arriver à accrocher de manière durable la source à l’apex (ou au plus proche de
l’apex) de la pointe. Les étapes du protocole que nous avons développé sont les suivantes :
• Les sources fluorescentes sont dispersées par spin-coating à la surface d’un substrat
de verre, avec une densité surfacique de l’ordre de 10−2µm−2.
• Les sources fluorescentes sont ensuite imagées en champ large. Le choix de la source à
accrocher se fait selon les deux critères suivants : un signal de fluorescence important
(de l’ordre de 104 coups/s) et un temps de vie de fluorescence proche des valeurs
connues pour le type de source en question.
• La pointe d’AFM est approchée verticalement à quelques microns des sources. Durant
cette étape, nous visualisons la position de l’apex de la pointe au microscope optique
(avec une précision de l’ordre d’un micron).
• Passage de la pointe en coïncidence avec la source à accrocher. Nous avons développé
deux types de passage, représentés sur la figure 4.10. Dans le premier type de passage,
la pointe est amenée à la verticale de la nanosource, puis descendue sur la source.
Dans l’autre type de passage, la pointe est amenée sur le côté de la nanosource.
Ce deuxième type de passage se fait en mode contact de l’AFM (la rétroaction
est enclenchée, la pointe se trouve alors à moins de 20 nm de la surface). L’étape
du passage de la pointe en coïncidence de l’objet peut être réalisée manuellement
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(à l’aide d’actuateurs piézoélectriques commandés par l’expérimentateur) ou bien
lors d’un balayage de l’échantillon de sources sous la pointe, commandé alors par
l’électronique de contrôle de l’AFM.
• Accroche : lorsque la pointe passe en coïncidence avec la source, la source s’accroche à
la pointe grâce à des interactions dont l’origine n’est pas entièrement connue (Cuche
2010). Ce sont probablement des interactions électrostatiques, ou dipolaires (Van der
Waals). Nous avons tenté d’utiliser des polymères (PMMA, PVA) pour améliorer la
qualité de l’accroche, mais aucun avantage significatif n’a été obtenu.
~1 μm
~20 nm
Figure 4.10 – Schéma de principe des deux modes d’accroche développés : descente verticale
(gauche) et approche latérale (droite).
Cette procédure nous a permis d’accrocher avec succès de manière durable (pendant
plusieurs jours) des nanosources aux pointes d’AFM. Le signal de fluorescence émis par
la source en bout de pointe est de l’ordre de 104 coups/s, ce qui est suffisant pour réaliser
une mesure de temps de vie en quelques secondes.
La figure 4.11 présente deux images de fluorescence (acquises avec la caméra EM-CCD,
voir le chapitre 3 pour les détails) d’un échantillon de billes fluorescentes (quatre billes
sont présentes sur l’image de gauche). Une pointe de silice vient accrocher une bille à son
apex (encadrée en rouge sur l’image de gauche), puis est éloignée du plan de l’échantillon.
L’image de droite montre l’échantillon après l’accrochage et l’éloignement de la pointe,
prouvant l’absence de la bille que la pointe a effectivement accrochée. L’apparition d’un
signal de fluorescence venant de l’apex de la pointe après l’accrochage permet de vérifier
que celui-ci est effectif.
Nous avons cherché à caractériser l’influence de l’étape d’accrochage sur le temps de
vie de la source fluorescente. Nous avons constaté une réduction du temps de vie de
fluorescence des deux types de source utilisées après leur accroche en bout de pointe.
La figure 4.12 représente la décroissance de fluorescence d’une bille fluorescente de 100
nm avant (courbe bleue) et après (courbe verte) l’accrochage à la pointe. Les courbes
rouges sont des ajustements réalisés en considérant une décroissance monoexponentielle
ainsi qu’un bruit de fond constant. Le temps de vie de fluorescence est diminué de 7.6 ns
à 4.9 ns lorsque la bille est accrochée à la pointe de silice. Cette réduction du temps de
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Figure 4.11 – Images de fluorescence (mesurées en champ large avec la caméra EM-CCD) de billes
fluorescentes avant (gauche) et après (droite) accrochage d’une des billes à l’apex de
la pointe de silice. Le champ est de 11 µm x 11 µm.
vie est probablement due à l’influence de la pointe (augmentation de la LDOS) en champ
proche de la source fluorescente.
























τ = 4.9 ns τ = 7.6 ns
Figure 4.12 – Décroissance de fluorescence de la bille fluorescente avant (courbe bleue) et après
(courbe verte) accrochage à une pointe de silice.
4.5 AFM couplé à la mesure de temps de vie pour
l’imagerie de LDOS
4.5.1 Interface pour l’acquisition simultanée des cartes de LDOS,
d’intensité de fluorescence et de topographie
Jusqu’à présent nous avons décrit une procédure pour accrocher une nanosource fluo-
rescente à l’apex d’une pointe d’AFM de manière à mesurer l’intensité et le temps de vie
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de fluorescence de la source lorsqu’elle se trouve en champ proche d’un échantillon nano-
structuré. Nous allons maintenant présenter la méthode utilisée pour avoir accès simulta-
nément aux cartes de topographie, d’intensité de fluorescence et de LDOS de l’échantillon













Figure 4.13 – Schéma simplifié du handshaking. La liaison entre la mesure de topographie et la
mesure de fluorescence s’effectue (flèche rouge) à chaque point du balayage entre le
SPM100 et l’ordinateur relié à la carte d’acquisition HydraHarp.
munie de l’objet fluorescent, nous plaçons sur le microscope un échantillon d’intérêt (na-
nostructure diélectrique ou métallique, ordonnée ou désordonnée). La pointe est alors mise
en contact (au sens de la rétroaction AFM) avec l’échantillon, et sa position est optimisée
pour se trouver en coïncidence avec le point focal de l’objectif. Ensuite, nous débutons un
balayage (commandé par l’électronique de l’AFM) qui s’arrête en chacun de ses points.
Une fois arrêté, un signal électrique est envoyé au système de mesure de fluorescence afin
d’acquérir l’intensité et le temps de vie de fluorescence de la source. Quand la mesure
est terminée, un signal électrique est renvoyé à l’électronique de contrôle de l’AFM afin
de continuer le balayage jusqu’au point suivant. Cette procédure, dite de handshaking,
est répétée sur l’ensemble du balayage. Elle permet d’obtenir les trois cartographies en
un seul balayage. La vitesse de mesure est limitée par le temps d’acquisition nécessaire à
chaque point pour mesurer le signal de fluorescence provenant de la source.
La figure 4.13 représente un schéma simplifié (le schéma complet se trouve à l’annexe E)
du montage expérimental complet, en particulier du lien entre la mesure de fluorescence
(temps de vie et intensité) et la mesure de topographie.
4.5.2 Résultats sur des échantillons de test
Nous présentons dans cette dernière section du chapitre les premiers résultats que nous
avons obtenus sur des échantillons de test. Tout d’abord, nous avons vérifié que notre
montage expérimental est capable d’enregistrer simultanément une image de topographie
et une image d’intensité de fluorescence (sans le temps de vie de fluorescence, qui demande
un temps d’acquisition relativement long). L’échantillon que nous avons utilisé est consti-
tué d’un film semi-continu d’or d’épaisseur massique 9 nm sur un substrat de verre. Pour
cette mesure nous avons utilisé une pointe en silice munie d’une bille fluorescente de 100
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nm à son apex. Nous avons représenté sur la figure 4.14 la topographie et l’intensité de
fluorescence (émise par la nanosource en bout de pointe) sur une zone de 5 µm de côté. La
coïncidence entre les deux images provient de l’alignement de la source fluorescente avec
l’axe optique. Nous remarquons que le signal de fluorescence décroit lorsque la source est
en champ proche du métal. Cela s’explique par la géométrie de notre montage : le signal
de fluorescence que nous mesurons est largement diminué par l’absorption dans la couche
d’or (l’échantillon se trouve entre la bille fluorescente et l’objectif du microscope).
lm d’or
substrat
Figure 4.14 – Image AFM (gauche) de 5 µm de côté d’un film d’or semi-continu et de son substrat.
A droite, intensité de fluorescence d’une bille fluorescente de 100 nm collée à l’apex
de la pointe d’AFM. Les deux images ont été enregistrées simultanément.
Enfin, nous présentons les deux premiers résultats de cartographie de LDOS sur un
film d’or (15 nm d’épaisseur massique, fraction surfacique d’or de 99%). Ces résultats ont
été obtenus avec un nanodiamant de 25 nm placé au bout d’une pointe de tungstène. La
figure 4.15 représente la topographie (cartes a) et b)), l’intensité de fluorescence (c) et le
taux d’amortissement total (d) d’une zone de l’échantillon de 5 µm de côté. Les cartes b),
c) et d) ont été acquises pendant le même balayage.
La carte a) a été enregistrée avec un plus grand nombre de points. Nous constatons
comme sur l’échantillon précédent une forte diminution (d’un facteur 4) du signal de
fluorescence lorsque le film d’or se trouve entre la source fluorescente et l’objectif du
microscope. La carte d) montre l’augmentation (de 20% environ) du taux d’amortissement
total de la source fluorescente lorsqu’elle se trouve en champ proche du film d’or. Nous
retrouvons le résultat bien connu que la LDOS (proportionnelle au taux d’amortissement)
augmente à proximité d’un plan métallique (augmentation dominée par les mode non-
radiatifs, Chance et al. 1978).
La figure 4.16 présente des résultats similaire à la figure 4.15, sur une zone différente du
même échantillon (film d’or de 15 nm d’épaisseur massique, sur un substrat de verre). La
figure 4.15(a) présente la topographie d’une zone de 5 µm de côté de l’échantillon. Nous
avons ensuite choisi une zone plus petite (2 µm de côté, représentée par le carré rouge). La
zone balayée contient un îlot d’or dont l’altitude est très proche de l’altitude moyenne du
film d’or. Nous avons cherché à réaliser une carte de LDOS de cet îlot. Les résultats de cette
mesure sont les cartes b) et c) qui représentent respectivement l’intensité de fluorescence



















































Figure 4.15 – a) Image AFM (topographie) d’une zone de 5 µm de côté constituée d’un film d’or
(15 nm d’épaisseur, quasi-continu) sur un substrat de verre. b) même image que a)
avec 8 points au lieu de 64. c) Intensité de fluorescence d’une source (centre NV dans
un nanodiamant) balayée en champ proche de b). d) Taux d’amortissement de la
source fluorescente à sur la zone b). Les images b), c) et d) ont été acquises pendant
le même balayage.
ainsi que le taux d’amortissement total de la source. Nous remarquons encore que le signal
de fluorescence décroît lorsque la source fluorescente est en coïncidence avec l’îlot d’or, et
que le taux d’amortissement total augmente (d’environ 20%). Il est intéressant de noter
que la carte du taux d’amortissement et celle de l’intensité de fluorescence ne coïncident
pas aussi bien que celles présentées dans l’exemple ci-dessus.
Nous faisons finalement quelques remarques à propos des deux premiers résultats pré-
sentés ci-dessus :
• Le faible nombre de points des cartes présentées sur les figures 4.15 et 4.16 est dû au
fait que la stabilité thermique et mécanique du dispositif expérimental ne permettait
alors pas d’acquérir un grand nombre de points sans être soumis à des dérives ou à
des vibrations. Le développement du montage qui se poursuit actuellement devrait
permettre de lever ces difficultés pour pouvoir réaliser des balayages avec un plus
grand nombre de points (et donc une durée plus importante).
• Nous avons présenté les cartes du taux d’amortissement sans les normaliser. Ce fai-
sant, nous prenons en compte non seulement l’influence de l’échantillon sur la nano-
source, mais aussi l’influence de la pointe sur l’émission spontanée de la nanosource à
son apex. Normaliser le taux d’amortissement par la valeur du taux d’amortissement
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Figure 4.16 – a) Image AFM (topographie) d’une zone de 5 µm de côté constituée d’un film d’or (15
nm d’épaisseur, quasi-continu) sur un substrat de verre. c) Intensité de fluorescence
d’une source (centre NV dans un nanodiamant) balayée en champ proche de a) sur
une zone de 2 µm de côté (carré rouge de a)). c) Taux d’amortissement de la source
fluorescente à sur la zone rouge de a). Les images b) et c) ont été acquises pendant
le même balayage.
de la source en bout de pointe sans échantillon permettrait d’obtenir une carte de
LDOS de l’échantillon, sans influence de la pointe.
• Ces résultats sont préliminaires, il est complexe à ce stade d’estimer la résolution
(optique) de notre dispositif de mesure. Le faible nombre de points et la simplicité
des échantillons observés ne permettent pas de déduire une taille de détail minimale
que notre appareil peut résoudre. Il est probable que la résolution soit une fonction
de la taille de la source et de la distance source-échantillon. L’objectif fixé dans le
cadre de ce travail consistait à fournir une preuve de concept des mesures simultanées
des trois signaux et de notre capacité à fixer un nano-objet fluorescent à l’apex d’une
pointe AFM, sans chercher dans un premier temps à optimiser la résolution spatiale.
4.6 Conclusion
Après avoir décrit dans le chapitre 3 le montage d’une expérience de mesure de temps
de vie de fluorescence et les résultats sur les statistiques de LDOS à la surface de film d’or
semi-continus, nous avons présenté dans ce chapitre le développement d’un instrument
permettant de cartographier la LDOS en champ proche de nanostructures. Un premier
résultat a été obtenu, validant le concept de mesure simultanée de l’intensité de fluores-
cence et du taux de décroissance d’une nanosource dont la position est contrôlée avec une
précision nanométrique. Ceci a été possible grâce à l’ajout d’un dispositif de microscopie
à force atomique dont la pointe sert de support à une nanosource fluorescente fixée à son
apex. Les variations de temps de vie de la source lors du balayage sont les conséquences
de la variation spatiale de la LDOS sur l’échantillon étudié.
Nous avons testé deux types de pointes ainsi que deux types d’émetteurs fluorescents
de taille nanométrique, les centres colorés du diamant et les billes fluorescentes. Nous
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avons montré que nous sommes capables d’accrocher un de ces objets à l’apex d’une
pointe d’AFM de façon reproductible et de mesurer son temps de vie de fluorescence.
Nous avons réalisé des expériences sur des échantillons de test qui nous ont permis de
confirmer que notre expérience est en mesure d’enregistrer simultanément la topographie,
l’intensité et le temps de vie de fluorescence de la sonde en champ proche de l’échantillon.
Enfin, nous avons pu mesurer des réductions de temps de vie (faibles mais mesurables)
lorsque l’émetteur est en champ proche d’un métal.
Le principe de l’expérience étant ainsi validé, les perspectives sont – dans un premier
temps – les suivantes : cet instrument devrait tout d’abord nous permettre d’étudier la
cartographie de la LDOS sur les films semi-continus au voisinage du seuil de percola-
tion, afin de caractériser la présence des surintensités de champ électrique. L’étude des
nanoantennes pourra également bénéficier d’une telle technique de mesure, de même que
le domaine naissant de la plasmonique combinée à l’électrodynamique quantique.
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L
orsqu’on étudie la modification du temps de vie de fluorescence d’un émetteur au
voisinage d’une nanostructure métallique, il est souvent suffisant d’utiliser une des-
cription macroscopique du matériau, à l’aide de la constante diélectrique. Cette grandeur
permet de définir la polarisation du matériau, et donc sa réponse électromagnétique. Dans
cette description, la constante diélectrique ne dépend alors que de la fréquence de l’onde
incidente. En revanche, quand les distances mises en jeu sont de l’ordre des échelles de
longueur microscopiques du gaz d’électrons libres du métal, la description macroscopique
ne suffit plus. Il faut alors prendre en compte la non-localité spatiale et la constante di-
électrique devient dépendante du vecteur d’onde. Ce sujet a été initialement traité dans
un article de Ford et Weber (Ford et Weber 1984). En 2004, Larkin et al. (Larkin et al.
2004) ont présenté un calcul prenant en compte les interactions microscopiques, et prédit
une augmentation importante (giant enhancement) du taux d’amortissement. Plus ré-
cemment encore, une version simplifiée du modèle non-local (utilisée par Vielma et Leung
2007) prédit une forte augmentation du taux d’amortissement d’un émetteur proche d’une
surface métallique plane.
Dans ce chapitre nous allons utiliser une description non-locale du métal, afin de ré-
pondre aux deux questions suivantes : Où se trouve la transition entre le régime macro-
scopique (local) et le régime microscopique (non-local), et quel est l’effet de la prise en
compte de la dépendance en vecteur d’onde de la constante diélectrique ?
Nous commencerons par calculer le taux d’amortissement total normalisé d’un émetteur
dipolaire unique au voisinage d’une nanosphère métallique, en utilisant le développement
de Mie (faisant appel aux fonctions sphériques) ; puis nous discuterons des régimes ex-
trêmes (interaction à courte et grande distance) et de la transition entre ces régimes. Ceci
nous permettra de décrire complètement les transitions entre le régime de champ lointain
et celui de champ proche.
Nous étudierons ensuite l’influence de la non-localité du matériau considéré aux pe-
tites échelles. Le comportement spectral ainsi que la modification d’amplitude du taux
d’amortissement seront présentés. Nous étudierons également l’influence des interactions
microscopiques sur le rendement quantique apparent d’un émetteur fluorescent.
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5.1 Les différents régimes d’interaction
5.1.1 Taux d’amortissement d’un dipôle au voisinage d’une
nanosphère métallique
Considérons une sphère métallique positionnée à l’origine, de rayon r. A une distance z
de la surface de la sphère, on place un émetteur fluorescent de moment dipolaire de transi-
tion p émettant à la longueur d’onde λ (voir la figure 5.1). Nous allons chercher à calculer
le taux d’amortissement total normalisé du dipôle, noté Γ/Γ0. La constante diélectrique
du milieu environnant est notée 1 et vaut 1 dans notre cas, celle de la nanosphère est
notée 2 et dépend, dans un premier temps, de la fréquence uniquement.
Dans toute cette étude, le dipôle émetteur et la sphère métallique sont dits en couplage
faible, ce qui signifie que la règle d’or de Fermi (Novotny et Hecht 2006) est valable, et que





|p(r)|2Im [u ·G(r, r, ω) · u] (5.1)





Figure 5.1 – Emetteur unique face à une nanosphère métallique
Orientation du dipôle
Dans toute l’étude qui suivra, nous considèrerons que le moment dipolaire p est orienté
de manière à pointer vers la nanosphère (configuration perpendiculaire). En effet, les effets
de modification du taux d’amortissement en champ proche sont plus importants lorsque p
est normal à la surface de la particule. A très courte distance, si on fait appel à la méthode
des images pour évaluer l’effet de la nanosphère sur le taux d’émission (figure 5.2), on
remarque que dans la configuration parallèle les dipôles s’annulent lorsque l’émetteur
s’approche de l’interface, alors que dans la configuration perpendiculaire le dipôle et son
image s’additionnent (Barnes 1998).
Notre objectif étant de chercher des situations expérimentales réalisables et mesurables,
nous nous limiterons au cas de la configuration perpendiculaire, susceptible d’engendrer
des effets plus importants (et donc mesurables plus facilement).
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Figure 5.2 – Dipôles images en champ proche d’une surface plane
Constante diélectrique - Modèle de Drude
Nous choisissons pour cette partie d’utiliser le modèle de Drude pour la constante
diélectrique macroscopique. Ce dernier est construit de façon à prendre en compte la fré-
quence plasma du matériau, ainsi que l’amortissement que subissent les électrons du métal
à cause des collisions. Le modèle de Drude n’est valable que sur une bande de fréquences
limitée. Afin de prendre en compte de manière effective les transitions inter-bandes, un
terme statique (noté ∞ ou parfois b) est rajouté à 2(ω). La constante diélectrique s’écrit
alors (Kittel 1976) :
2(ω) = ∞ − ωp
ω(ω + iγ)
(5.2)
avec les notations suivantes :
∞ constante diélectrique lorsque ω →∞
ωp pulsation plasma
γ taux de collision des électrons
La figure 5.3 représente les parties réelle et imaginaire de la constante diélectrique du
modèle de Drude pour l’argent. Nous avons utilisé les données suivantes :
Donnée Valeur Unité Source
∞ 3.6 . Ford et Weber 1984
ωp 1.42 1016 rad.s−1 Ford et Weber 1984
γ 8.79 1013 Hz Ford et Weber 1984
kf 1.2 1010 m−1 Kittel 1976
vf 1.39 106 m.s−1 Kittel 1976
5.1.2 Développement de Mie
Le calcul du taux d’amortissement dans le cadre de la théorie de Mie (décrite dans la
référence Mie 1908) est développé dans la référence Chew 1987. On pourra s’y reporter
pour plus de précision. Le taux d’amortissement total normalisé s’exprime sous la forme
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n (ρ1)]′ − 1h(1)n (ρ1)[ρ2jn(ρ2)]′
(5.4)










Nous posons pour la suite 1(ω) = 1 et 2(ω) = (ω).















h(1)n (x) = jn(x) + iyn(x) (5.7)
Jn+ 1
2
(x) et Yn+ 1
2
(x) sont les fonctions de Bessel de première et deuxième espèce. jn(x) et
yn(x) sont les fonctions sphériques de Bessel de première et deuxième espèce. h(1)n (x) est
une fonction sphérique de Hankel.
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Les expressions des dérivées s’écrivent :
[xjn(x)]
′ = xjn−1(x)− njn(x)
[xjn(x)]
′ = xjn−1(x)− njn(x)[
xh(1)n (x)
]′
= xh(1)n−1(x)− nh(1)n (x)
Taux d’amortissement
La courbe en pointillés bleus de la figure 5.4 présente une courbe d’approche (taux
d’amortissement normalisé représenté en fonction de la distance émetteur-surface) d’une
sphère d’argent de 10 nm de rayon, calculée avec le développement de Mie présenté ci-
dessus. Le dipôle émet à λ = 600 nm. En dessous de 20 nm le taux d’amortissement
normalisé augmente et atteint plus de 103 à 1 nm de la surface. L’augmentation du
taux d’amortissement provient d’une part de l’augmentation du nombre de canaux de
désexcitation radiatifs (la diffusion de la lumière par la sphère métallique) et d’autre part
de l’augmentation du nombre de canaux non-radiatifs (l’absorption par le métal). On note
que le comportement du taux d’amortissement sous 10 nm suit une loi de puissance en
1/z3, c’est un résultat connu issu de l’interaction en champ proche entre l’émetteur et la
surface (Chance et al. 1978). Nous verrons par la suite que le modèle de Drude pour la
constante diélectrique macroscopique est mis en défaut pour des distances inférieures à
quelques nanomètres.
5.1.3 Transition entre les régimes d’interaction
La théorie de Mie permet de calculer de manière générale le taux d’amortissement grâce
à un développement multipolaire de la réponse optique de la sphère. Lorsque la distance z
devient très grande devant r et λ, il est possible de négliger les termes d’ordre supérieur au
terme dipolaire. Cette approximation (appelée approximation dipolaire électrique) permet
de simplifier les calculs lorsque la particule peut être assimilée à un dipôle électrique. La
courbe noire de la figure 5.4 a été calculée en utilisant le modèle dipolaire électrique.
Nous détaillerons dans la suite le calcul qui permet d’obtenir le taux d’amortissement de
l’interaction dipolaire.
D’autre part, lorsque la distance z devient petite devant r et λ, la sphère peut être
approchée par un plan, car l’émetteur est surtout sensible aux termes d’ordre élevé de la
série de Mie. La courbe rouge de la figure 5.4 est calculée en prenant en compte un plan
métallique infini devant lequel est placé le dipôle émetteur. Nous verrons également dans
la suite le modèle utilisé pour ce calcul.
Entre ces deux régimes se trouve celui où la distance z est de l’ordre de r, et qui
nécessite un calcul complet, contenant tous les ordres de la série de Mie de l’équation
5.3. Nous discutons maintenant les transitions entre les différents régimes d’interaction en
s’appuyant sur la figure 5.4 :
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r = 10 nm
Figure 5.4 – Taux d’amortissement d’un émetteur face à une sphère d’argent - Comparaison du
développement de Mie avec les approximations du plan et du dipôle
• Tout d’abord, les deux modèles extrêmes (dipolaire et planaire, courbes noire et
rouge) coïncident bien avec la courbe générale, respectivement à grande et courte
distance.
• Le taux d’amortissement suit bien une loi de puissance en 1/z3 à courte distance.
• Le modèle dipolaire devient suffisant à partir d’environ 10 nm (le rayon de la sphère).
• Le modèle planaire coïncide avec le modèle général en dessous de 5 nm, et arbore
bien la pente en 1/z3.
Nous allons commencer par décrire les modèles dipolaire et planaire, qui utilisent la des-
cription macroscopique du métal. Ensuite, nous verrons les limites aux courtes distances
du modèle macroscopique, et nous introduirons une description microscopique du métal.
Comme les effets microscopiques ne se font sentir qu’à très courte distance (moins de
quelques nanomètres), la figure 5.4 montre qu’il est suffisant d’étudier l’influence des inter-
actions microscopiques dans le modèle du plan semi-infini. En effet, lorsque z devient plus
petit que 5 nm, le modèle planaire décrit correctement l’interaction entre la nanosphère
et le dipôle émetteur.
Enfin lorsque z est petit devant les autres longueurs caractéristiques du système (λ et r),
il est possible de négliger les temps de propagation afin de simplifier l’expression du taux
d’amortissement : c’est l’approximation quasistatique, que nous étudierons uniquement
dans le cas du plan semi-infini, car c’est le seul cas pour lequel l’hypothèse r  (λ, z) est
vérifiée.
Le tableau suivant présente les modèles que nous étudions dans ce chapitre en fonction
de la géométrie considérée et de la description (macroscopique ou microscopique) du
matériau constituant la nanosphère. La description de l’interaction dipôle-sphère est dite
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retardée lorsque les temps de propagation sont pris en compte, en opposition à l’étude
quasistatique.
Description du matériau Plan Sphère Dipôle
Macroscopique retardé | quasistatique retardé retardé
Microscopique retardé | quasistatique
5.1.4 Interaction à grande distance - couplage dipolaire
Approximation dipolaire électrique
Dans le cadre de ce chapitre, on appellera approximation dipolaire électrique le fait de
considérer que le champ électrique total est constant dans la nanosphère métallique. Pour
que cette hypothèse soit vérifiée, les deux relations suivantes doivent être vérifiées :
r  λ La particule doit être plus petite que l’échelle naturelle d’oscillation du champ
électrique
r  z Pour que le champ soit constant dans la particule, il ne doit pas présenter des
fréquences spatiales supérieures à r−1, ce qui impose que la particule soit beaucoup
plus petite que la distance entre elle-même et le dipôle émetteur
Lorsque les conditions de l’approximation dipolaire sont vérifiées, il est possible de mo-
déliser la nanoparticule par un dipôle électrique. Le couplage dipolaire est alors la seule
interaction qui est à prendre en compte.
De manière générale, on considère l’approximation dipolaire valide dès que le dipôle
émetteur est placé à une distance supérieure à une fois le rayon de la particule métal-
lique (on peut également trouver des auteurs citant le double du rayon comme distance
minimale). Cette hypothèse ne vérifie pas rigoureusement la condition r  z, mais nous
verrons ci-dessous qu’elle est suffisante pour se placer dans l’approximation dipolaire.
Calcul du taux d’amortissement
Le calcul complet du taux d’amortissement est donné par exemple par Carminati et al.
2006. Nous présentons ici les principales étapes de calcul. On notera rp la position de la
nanoparticule et r celle du dipôle émetteur. Ce dernier émet un rayonnement à la pulsation
ω.






Im [u · S(r, r, ω) · u] (5.8)
Pour obtenir ce résultat, on a séparé le tenseur de Green G(r, r, ω) en deux parties :
G0(r, r, ω) est la fonction de Green du vide, et S(r, r, ω) est la contribution de l’environ-
nement de l’émetteur.
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Le terme S(r, r, ω0) s’écrit en fonction du tenseur de Green de l’espace libreG0(r, rp, ω)
de la façon suivante :
S(r, r, ω0) = G0(r, rp, ω) · α(ω)0G0(rp, r, ω) (5.9)
où α(ω) est la polarisabilité de la nanoparticule métallique.
Polarisabilité













Nous utiliserons le modèle de Drude pour la constante diélectrique (ω).
Taux d’amortissement
En insérant 5.9 dans 5.8, et en utilisant l’expression de la fonction de Green du vide
(équation 1.8 au chapitre 1), on obtient l’expression du taux d’amortissement normalisé. Il
est possible d’effectuer le calcul pour différentes orientations du dipôle, nous ne présentons
ici que le cas où le dipôle émetteur est orienté vers la nanoparticule (son moment dipolaire
pointe vers elle). Dans ce cas, le taux d’amortissement total normalisé s’écrit (Carminati






































On remarque que le taux d’amortissement non-radiatif suit une loi en 1/z6 à courte
distance. Le taux d’amortissement radiatif est donné par la différence des équations 5.12
et 5.13 (conservation de l’énergie).
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Transition vers le régime dipolaire
La figure 5.5 représente le taux d’amortissement normalisé total, radiatif et non-radiatif
pour un dipôle devant une sphère d’argent de 5 nm de rayon, avec λ = 600 nm, calculé
avec les expressions 5.12 et 5.13. L’axe des abscisses commence délibérément à partir de 10
nm, qui est double du rayon de la sphère, car en dessous de cette valeur l’approximation
dipolaire n’est plus valable.
Le taux d’amortissement total normalisé tend vers 1 à grande distance, et augmente
lorsque z diminue. L’augmentation du taux d’amortissement total est principalement due
à la contribution non-radiative. Le taux d’amortissement radiatif n’augmente que très peu
à courte distance, mais il devient le terme prépondérant dès que z dépasse 20 nm.






























Figure 5.5 – Taux d’amortissement d’un dipôle devant une sphère d’argent de 5 nm de rayon calculé
dans l’approximation dipolaire. Distinction entre amortissement radiatif et non-radiatif.
Nous allons maintenant comparer le modèle général d’une sphère d’argent à celui assi-
milant la sphère à un dipôle. La figure 5.6 représente le taux d’amortissement normalisé
pour un dipôle devant une sphère d’argent de 20 nm de rayon (z variant de 1 nm à 100
nm), calculé avec le modèle présenté précédemment. Sur cette courbe est superposée celle
du taux d’amortissement calculé avec le modèle dipolaire développé ci-dessus. Le modèle
utilisant le développement de Mie prédit un taux d’amortissement plus important aux
courtes distances. Les deux modèles sont en accord pour des distances à la surface supé-
rieures à une fois le rayon de la nanosphère, ce qui correspond au domaine de validité du
modèle dipolaire. En revanche, sous cette limite, le modèle dipolaire sous-estime la valeur
du taux d’amortissement de plusieurs ordres de grandeur. En conclusion, nous pouvons
noter les remarques suivantes : tout d’abord, l’augmentation du taux d’amortissement à
courte distance est dictée par la forte augmentation du taux d’amortissement non-radiatif
(les processus d’absorption), qui suit une loi en 1/z6 à courte distance. A grande distance,
c’est le taux d’amortissement radiatif qui domine.
Cette étude nous a également permis de déterminer la limite de validité du modèle































Figure 5.6 – Comparaison du modèle dipolaire avec celui de Mie. Domaine de validité du modèle
dipolaire
dipolaire développé dans ce chapitre. La figure 5.6 montre que le modèle dipolaire est
valable pour des distances z telles que z > r, avec r le rayon de la nanoparticule. Nous
verrons dans la suite comment étudier le régime des très courtes distances (z  r).
5.1.5 Interaction à courte distance
Nous allons maintenant nous intéresser au taux d’amortissement d’un émetteur suffi-
samment proche de la nanosphère métallique pour que cette dernière puisse être assimilée
à un plan métallique. Nous nous intéressons à des nanoparticules utilisées dans des expé-
riences d’optique de champ proche (SNOM, plasmonique), qui ont des tailles comprises
entre 10 et 100 nm. Nous excluons le cas des particules de quelques nanomètres de dia-
mètre, pour lesquelles des effets de taille supplémentaires doivent être pris en compte.
En conséquence, l’étude de l’interaction à courte distance sera faite pour des distances
émetteur-sphère allant de 1 nm à 20 nm principalement. Nous calculerons le taux d’amor-
tissement total, et le comparerons aux résultats obtenus avec le calcul en série de Mie et
celui de l’approximation dipolaire.
Calcul du taux d’amortissement total
Considérons deux espaces semi-infinis séparés par le plan (Ox,Oy), tous deux ho-
mogènes, isotropes, non-magnétiques. Le demi-espace z > 0 est appelé le milieu 1, sa
constante diélectrique 1. C’est le milieu dans lequel est plongé le dipôle rayonnant. Dans
toute l’étude ce milieu est le vide (1 = 1). Le milieu 2 correspondant à z < 0 est un
milieu métallique, sa constante diélectrique est 2(ω). Ce milieu métallique correspond à
la nanoparticule. La figure 5.7 présente la géométrie du problème. Tel qu’expliqué précé-
demment, le dipôle est orienté de façon à pointer vers la surface métallique. Nous suivrons
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Figure 5.7 – Emetteur face à un plan - Géométrie et notations
les notations de Sipe (Sipe 1987) pour les vecteurs d’onde. Les grandeurs indicées 1 sont
valables dans le milieu 1, 2 dans le milieu 2. Les vecteurs d’onde ki se décomposent sur
la base (x,z) : k±i = (K,±γi) avec i ∈ (1, 2). K est la composante du vecteur d’onde
parallèle au plan métallique. On a K = |K| ∈ [0; +∞[. γi est la composante du vecteur




avec Re(γi) > 0 et Im(γi) > 0. k0 = ω/c = 2pi/λ est le vecteur d’onde dans le vide.
Soient Kˆ, kˆ
±
i et zˆ les vecteurs unitaires qui portent K, k
±
i et z. kˆ
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On définit alors les vecteurs sˆ et pˆ qui définissent les états de polarisation d’une onde
plane de vecteur d’onde ki :








Le vecteur sˆ est orienté dans la direction parallèle au plan z = 0, tandis que pˆ est contenu
dans un plan orthogonal au plan z = 0.
Nous introduisons dans cette section les coefficients de réflexion de Fresnel, qui nous
serviront par la suite dans le calcul du taux d’amortissement total. Lorsqu’une onde
électromagnétique (de polarisation s ou p) rencontre une surface, le coefficient de réflexion
en amplitude détermine la fraction d’énergie réfléchie, ainsi que le déphasage induit lors
de la réflexion. Il est possible de calculer ces coefficients de réflexion pour un rayonnement
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L’exposant l indique que le coefficient de réflexion décrit la matière de manière locale (à ce
stade on utilise la constante diélectrique macroscopique). Les indices s et p correspondent
à la polarisation.
Afin de calculer le taux d’amortissement total, nous partons de la formule reliant la







Im[u · S(r, r, ω) · u] (5.20)
Nous allons calculer le terme u·S(r, r, ω0)·u. Nous avons besoin de l’expression du tenseur
de Green, qui s’écrit en fonction de ses composantes de Fourier :







avec r = (R, z) et r′ = (R′, z′). La composante de Fourier g˜(K, z, z′) est la somme de
la contribution de l’espace libre d’une part (g˜0(K, z, z
′)), et de la réflexion sur l’interface
d’autre part. En soustrayant g˜0(K, z, z
′) à g˜(K, z, z′), on obtient uniquement la contribu-
tion de l’interface, qui nous intéresse pour calculer Im[u · S(r, r, ω0) · u].
On obtient (Sipe 1987, Mulet 2003) :















Nous cherchons à calculer le terme zˆ · S(r, r, ω0) · zˆ. Pour cela il faut appliquer le produit
scalaire avec zˆ à gauche et à droite de 5.22.
Le produit scalaire zˆ · sˆ vaut 0 car sˆ et zˆ sont orthogonaux 1. Le premier terme du










En conséquence, le terme zˆ · S(r, r, ω0) · zˆ s’écrit :










Comme γ1 et rlp ne dépendent que de K = |K|, un changement de variable permet alors
d’exprimer plus simplement cette intégrale. On décompose K de la façon suivante :
Kx = K cos(θ)
Ky = K sin(θ)










1. De ce fait, la polarisation sˆ ne sera plus utilisée dans la suite, et l’indice p ne sera plus indiqué.
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En prenant la partie imaginaire de 5.25 et en l’injectant dans 5.20, on obtient alors












Il suffit maintenant de remplacer dans cette équation le coefficient de réflexion par sa
valeur donnée par l’équation 5.18 pour être en mesure de calculer (numériquement) le
taux d’amortissement face à un plan.
Approximation quasistatique
Dans la résolution de certains problèmes d’électromagnétisme, il est parfois possible
de négliger les temps de propagation des ondes, en particulier lorsque le problème fait
intervenir des très petites échelles de distance. Dans ce cas, on peut simplifier les équations
en se plaçant dans l’approximation dite quasistatique, qui revient à considérer que z  λ.
Comme les fréquences spatiales mises en jeu sont de l’ordre de K ∼ 2pi/z, cette limite
revient aussi à considérer que K  k0.
En régime quasistatique, l’expression de γi se modifie pour devenir γ1 = γ2 = iK.





Il est alors possible d’exprimer de façon analytique le taux d’amortissement normalisé.
En partant de l’équation 5.26, et en remplaçant γ1 par iK et rl(K) par son expression














Cette expression analytique est valable à très courte distance lorsque la particule est
décrite de manière macroscopique (nous verrons par la suite à quelle échelle elle n’est plus
valable). Nous remarquons que la formule analytique fait apparaître la loi de puissance
en 1/z3 qui était déjà présente lors du calcul du taux d’amortissement d’un dipôle face à
une sphère en utilisant le formalisme de Mie.
Courbes et résultats
Nous présentons des courbes représentant le taux d’amortissement total normalisé en
fonction de la distance du dipôle au plan. Les calculs sont faits pour un plan en argent, à
une longueur d’onde λ = 600 nm.
2. Cette formule est générale, on omettra le 1 dans la suite car le milieu 1 sera toujours le vide.
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Figure 5.8 – Taux d’amortissement d’un émetteur face à un plan d’argent calculé avec le modèle
local retardé
Courbes d’approche
La figure 5.8 représente le taux d’amortissement total normalisé d’un dipôle rayonnant
face à un plan d’argent. La distance au plan (l’abscisse) varie de 1 Å à 1 µm. Pour z <
10 nm, le taux d’amortissement augmente suivant une loi de puissance lorsque z diminue.
Au delà de 10 nm, des oscillations d’amplitude décroissante apparaissent. La figure 5.9
présente un agrandissement de la précédente, pour des distances comprises entre 100 nm et
1 µm. Les oscillations sont dues à des interférences entre les ondes incidentes et réfléchies




























Figure 5.9 – Détail de la courbe 5.8 pour z compris entre 100 nm et 1 µ m
représenté la courbe du modèle quasistatique, dont l’expression analytique est donnée
par l’équation 5.28. La courbe quasistatique est la somme d’un terme constant, et d’une
pente en 1/z3. Nous notons que pour le cas de l’argent à cette longueur d’onde, le modèle
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quasistatique est suffisant pour décrire le taux d’amortissement en dessous de quelques
nanomètres. D’après les résultats obtenus ci-dessus, lorsque la distance entre le dipôle





























émetteur − plan (modèle local quasistatique)
émetteur − plan (modèle local retardé)
Figure 5.10 – Comparaison des modèles retardé et quasistatique pour un émetteur face à un plan
d’argent (λ =600 nm)
rayonnant et la nanoparticule devient très petite (typiquement quelques nanomètres),
le taux d’amortissement suit une loi de puissance en 1/z3. Si on s’en tient au modèle
utilisé, ce régime perdure jusqu’au contact. La réalité est probablement différente, mais
ce comportement est dicté par le modèle utilisé, qui n’est pas fait pour atteindre des
échelles auxquelles la structure atomique du matériau doit être prise en compte.
Figure 5.11 – Amplification et quenching de fluorescence - Expérience de Anger et al. 2006
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Limite de la description macroscopique
Dans un article paru en 2006 (Anger et al. 2006), Anger et al. relatent l’expérience sui-
vante : une sphère d’or de 80 nm de diamètre est placée au dessus d’un film contenant des
molécules fluorescentes diluées dont le moment dipolaire est orienté vers la nanosphère.
Le système est excité à 650 nm. Les expérimentateurs mesurent l’intensité de fluorescence
(count rate) en fonction de la distance entre le film et la sphère. La figure 5.11 représente
le résultat de cette expérience. Les points noirs sont le résultat de l’expérience, la courbe
rouge correspond au modèle théorique macroscopique. Le signal de fluorescence augmente
lorsqu’on rapproche la sphère du plan, atteint un maximum vers 5 nm, puis baisse bruta-
lement (quenching de fluorescence). Les auteurs font alors la remarque suivante ( Anger
et al. 2006) :
« Interestingly, for distances z < 2 nm the measured fluorescence rate drops
more rapidly than the theoretical curve which is indicative for nonlocal effects
(failure of local dielectric constants) and other surface related effects such as
contamination. »
La courbe théorique ne prédit pas bien le signal de fluorescence à très courte distance,
ce qui selon les auteurs peut s’expliquer à la fois par l’apparition d’effets non-locaux (le
modèle de Drude macroscopique de la constante diélectrique ne serait plus assez précis)
mais également par des effets de surface comme l’adsorption.
Dans la partie suivante, nous allons nous attacher à décrire des effets non-locaux,
dans le but de mieux comprendre ce qui se passe à très petite échelle. Comme ces effets
n’apparaissent qu’à quelques nanomètres de la surface de la nanoparticule ( Anger et al.
2006), nous ne les décrirons que dans le modèle planaire. En effet, la figure 5.4 prouve
que pour des distances de moins de 10 nanomètres, l’approximation de l’interaction avec
un plan semi-infini est valable.
5.2 Effets non-locaux
Lorsque le dipôle rayonnant s’approche à quelques nanomètres de la sphère métallique
– qui devient alors assimilable à un plan –, la constante diélectrique donnée par le modèle
macroscopique de Drude ne décrit pas assez bien les phénomènes qui entrent en jeu à ces
échelles. Nous allons étudier une description « non-locale » du métal, qui permet de mieux
prendre en compte les aspects microscopiques de la réponse du métal. Nous comparerons
les prédictions de ce modèle au modèle planaire utilisé précédemment.
5.2.1 Non-localité d’un milieu
L’origine des effets non-locaux dans un milieu peut être comprise par analogie avec
l’origine de la dispersion temporelle. La dispersion temporelle a pour cause l’inertie pré-
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sente dans un matériau, et donc le retard observé entre l’excitation par un rayonnement
et la réponse du milieu. Lorsque le temps caractéristique de variation du rayonnement
devient proche des temps caractéristiques de réponse du milieu, certaines grandeurs de-
viennent dépendantes de la fréquence d’excitation (par exemple la constante diélectrique
 devient (ω) au voisinage des résonances du matériau) et des résonances apparaissent.
De la même façon, lorsque la structure de l’onde incidente possède des dimensions
proches des dimensions microscopiques caractéristiques du matériau, il se produit une
dispersion spatiale : la réponse du matériau dépend fortement de la structure spatiale
du rayonnement. En particulier, la constante diélectrique dépend non seulement de la
fréquence, mais également du vecteur d’onde ((k, ω)). Cela implique de devoir considé-
rer une constante diélectrique longitudinale l(k, ω)(dans la direction du vecteur d’onde
incident) et une constante diélectrique transversale t(k, ω)(direction normale au vecteur
d’onde). Si on note  le tenseur dont les composantes sont les valeurs de la constante
diélectrique dans les différentes directions, le vecteur polarisation du milieu s’écrit alors :
p(r, ω) = 0
∫
[(r− r’, ω)− 1]E(r’, ω)d3r’ (5.29)
Nous verrons dans la section suivante quelles sont les échelles de longueur pertinentes
pour notre étude, et à quelle distance nous pouvons nous attendre à observer des effets
non-locaux.
5.2.2 Echelles de longueur microscopiques
Quand une étude est faite en champ lointain, la longueur d’onde est une donnée fon-
damentale du problème. Dans le cas de l’optique de champ proche, ce n’est plus le cas.
En effet, les longueurs mises en jeu sont toutes plus petites que λ. Il faut donc trouver
quelles sont les longueurs de référence qui pilotent la réponse du matériau. Dans notre
cas, on peut dégager les échelles caractéristiques présentes dans le tableau ci-dessous (la
plupart sont reliées à la vitesse de Fermi des électrons de conduction).
La longueur de Thomas-Fermi se calcule de la même façon que la longueur d’écrantage
de Debye, mais en prenant la statistique de Fermi-Dirac pour le nuage électronique (Spruch
1991).
La longueur d’onde de Fermi joue le rôle de borne inférieure dans les échelles du pro-
blème : c’est la plus petite échelle de variation spatiale de la densité électronique. Elle
est comparable à la longueur de Thomas-Fermi, mais beaucoup plus petite que le libre
parcours moyen.
Enfin, la longueur parcourue par un électron de Fermi pendant une période du champ
vF/ω gouverne un processus d’absorption par ondes évanescentes appelé l’amortissement
Landau (« Landau damping »).
L’amortissement Landau désigne un processus d’absorption du rayonnement par des
électrons libres accélérés. Pour plus d’informations à ce sujet, on pourra lire Larkin et al.
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2004, Chapuis et al. 2008, Röpke et al. 1999 ou Mermin 1970.
Nom Expression Valeur pour l’argent
pour λ = 600 nm








Longueur parcourue par un électron de








5.2.3 Constante diélectrique de Lindhard
Afin de prendre en compte les effets microscopiques dus à l’interaction avec la structure
microscopique du gaz d’électrons libres du matériau, il n’est plus suffisant d’utiliser le
modèle de Drude pour la constante diélectrique. Nous allons désormais utiliser le modèle
développé initialement par Lindhard (valable pour k < kF , puis complété par Mermin pour
le cas des grands vecteurs d’onde, voir les références Mermin 1970 et Kliewer et Fuchs
1969). Ce modèle prend en compte l’influence du libre parcours moyen et l’amortissement
Landau. Nous utiliserons les notations de l’article Ford et Weber 1984 pour la constante
diélectrique :











ω(ft(x, u)− 3x2fl(x, u)) + iν(ft(x, 0)− 3x2fl(x, 0))
]







Les fonctions de Lindhard fl,t(x, u) ainsi que leurs valeurs limites lorsque u → 0 sont
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Nous pouvons remarquer qu’on retrouve le modèle de Drude lorsqu’on se limite aux
grandes échelles spatiales (donc aux petits vecteurs d’onde).
Les figures 5.12 et 5.13 représentent la partie réelle, imaginaire, et la norme de la
constante diélectrique longitudinale et transversale de Lindhard (pour l’argent à λ = 600
nm, avec k ∈ [0 ; 1010] m−1).
5.2.4 Impédance de surface – Coefficient de réflexion
A très courte distance, les effets de surface modifient le facteur de réflexion du plan
métallique. Pour rendre compte de ces effets, nous utiliserons le modèle SCIB (Semi-
Classical Infinite Barrier) qui permet d’exprimer le coefficient de réflexion en fonction
d’une impédance de surface dépendant de la fréquence et du vecteur d’onde Zr(K,ω).
Pour une onde polarisée p, le coefficient de réflexion non-local s’exprime ainsi (Ford et
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(rnl désigne le coefficient de réflexion pour le modèle non-local en champs retardés). L’im-









où l’indice 2 désigne le milieu 2. L’impédance s’exprime en fonction de la constante di-





















avec k2 = K2 + γ2.
5.2.5 Taux d’amortissement en modèle non-local
Il est maintenant possible de calculer le taux d’amortissement total normalisé en modèle
planaire non-local : repartant de la formule 5.26 et en y injectant 5.30, on peut calculer























De la même manière que précédemment, nous pouvons nous placer dans l’approxima-
tion quasistatique (qui revient à négliger les effets de retard). On a alors les relations









−iK2rnlq e−2Kz dK (5.35)















Nous pouvons désormais calculer le taux d’amortissement avec le modèle non-local
(Castanié et al. 2010). Nous allons voir dans ce qui suit les courbes pour l’argent, avec
une émission à λ = 600 nm. La figure 5.14 représente le taux d’amortissement total entre
1 Å et 1 µm pour le modèle local (courbe en pointillés rouges) et non-local (courbe bleue).
Nous faisons les remarques suivantes :
• Au-delà de 20 nm, le modèle non-local coïncide avec le modèle local. Il faut noter
que cet ordre de grandeur correspond au libre parcours moyen des électrons (16 nm).
Le modèle local est donc valable pour des distances grandes devant le libre parcours
moyen des électrons, qui est donc l’échelle caractéristique déterminant la limite de
validité du modèle macroscopique.
• Entre 1 Å et 20 nm, le modèle non-local prédit un taux d’amortissement plus im-
portant que le modèle local (la pente du taux d’amortissement est plus importante
dans le modèle non-local). L’écart entre les deux modèles atteint presque un ordre
de grandeur vers 1 nm.
• Le taux d’amortissement calculé en non-local présente un comportement en loi de
puissance entre 5 Å et 10 nm. En dessous de 5 Å, il apparaît une « saturation ». En
effet, pour des vecteurs d’onde supérieurs à kF , le modèle de Lindhard-Mermin prédit
que la partie imaginaire de la constante diélectrique diminue brutalement, conduisant














































Figure 5.14 – Taux d’amortissement normalisé d’un émetteur face à un plan d’argent - Comparaison
des modèles local et non-local
à une réduction de l’absorption par le métal, et donc à une augmentation moins
rapide du taux d’amortissement (Chapuis et al. 2008). Cet effet de saturation n’est
pas surprenant, physiquement le matériau ne peut pas absorber une énergie infinie.
En revanche, pour décrire précisément cette région d’interaction, il faut prendre en
compte la description atomique du métal, ce qui n’est pas l’objectif de la présente
étude.
• La figure en médaillon de la figure 5.14 compare les modèles non-local retardé et
non-local quasistatique. Elle permet de confirmer que l’approximation quasistatique
n’est plus valable au-delà de quelques nanomètres, et qu’il est donc possible pour ces
calculs de faire appel à des expressions simplifiées.
Etude spectrale sur la bande 450 nm – 700 nm
Dans le but de pouvoir réaliser une expérience de mesure de temps de vie de fluorescence
(qui est l’inverse du taux d’amortissement) qui permettrait de corroborer les résultats
obtenus, nous avons cherché à savoir à quelle longueur d’onde il est préférable de se placer
pour obtenir le plus grand écart entre le modèle local et le non-local. Les données sur
l’argent dont nous disposons proviennent de Ford et Weber 1984, et sont valables sur le
domaine de longueur d’onde [450,700] nm. Nous avons donc réalisé une étude fréquentielle
entre 450 et 700 nm, à z = 1 nm. La figure 5.15 présente les résultats de l’étude. Nous
remarquons qu’il est plus favorable de se placer à grande longueur d’onde (700 nm) car
l’écart entre le taux d’amortissement prédit par le modèle non-local et celui prédit par le
modèle local augmente avec la longueur d’onde (sur ce domaine de longueur d’onde).
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Figure 5.15 – Etude spectrale du taux d’amortissement normalisé entre 450 et 700 nm (émetteur
face à un plan d’argent)
Rendement Quantique Apparent
Le rendement quantique apparent est une des grandeurs qui pilote le signal de fluores-
cence. C’est donc une quantité physique qui est intéressante dans le but de réaliser une








Nous allons calculer le terme ΓR afin de représenter η.
Taux d’amortissement radiatif
Le calcul du taux d’amortissement radiatif normalisé est présenté dans l’annexe ??. Le












∣∣∣1 + rle2iγ1z∣∣∣2 sin(θ)3dθ (5.39)
Le calcul consiste à intégrer la puissance réfléchie par le plan métallique sur une sphère
de rayon infini. Face à un plan, seules les ondes propagatives sont réfléchies (réflexion de
Fresnel), et elles sont les seules à contribuer à la puissance rayonnée en champ lointain. Les
ondes évanescentes ne sont pas à prendre en compte pour le calcul. En conséquence, le taux
d’amortissement radiatif est calculé en utilisant le modèle local (constante diélectrique de
Drude et facteur de réflexion de Fresnel).
Nous avons tracé (figure 5.16) le taux d’amortissement radiatif devant un plan, entre 1
Å et 2 µm. Nous notons tout d’abord que le taux d’amortissement radiatif exhibe un com-
portement oscillatoire, avec un minimum global présent aux environs de 200 nm. Il oscille
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Γ R (modèle local)
Figure 5.16 – Taux d’amortissement radiatif normalisé face à un plan (modèle local pour l’argent
avec λ = 600 nm)
ensuite autour d’une valeur asymptotique différente de 1 (0.989 dans ce calcul). Cet écart
est dû à l’absorption. Nous avons vérifié que pour un métal parfaitement conducteur (avec
2 ∈ R), cet écart disparaît et le taux d’amortissement radiatif tend vers 1 aux grandes
distances. Nous avons cherché à savoir d’où provient le brusque minimum global présent
à 200 nm. Les auteurs de Chance et al. 1978 expliquent que cette brutale diminution du
taux d’amortissement radiatif est due à une interférence destructive.
La figure 5.17 présente sur le même graphique le taux d’amortissement total, le taux
d’amortissement radiatif, et le taux d’amortissement non-radiatif (calculé en faisant la
différence des deux précédents, en vertu de l’équation Γ = ΓR + ΓNR).
Le taux d’amortissement non-radiatif ne présente pas d’oscillations, et tend vers 0 (en
réalité une faible valeur non nulle) aux grandes distances.
Nous disposons maintenant du taux d’amortissement radiatif, il est possible de tracer
le rendement quantique apparent. La partie gauche de la figure 5.18 représente η(z) pour
z ∈ [0; 2]µm. η possède le même comportement que le taux d’amortissement radiatif vers
200 nm, et tend vers 1 aux grandes distances. Cette figure présente le comportement de
η bien au-delà du libre parcours moyen, il est donc impossible d’observer une différence
entre les modèles local et non-local. A cette fin, nous avons tracé le rendement quantique
apparent entre 1 nm et 20 nm pour les modèles local et non-local (le taux d’amortissement
radiatif n’est calculé qu’en modèle local, et est utilisé pour le calcul des deux rendements
quantiques apparents). Il est représenté sur la partie droite de la figure 5.18. Nous notons
que le rendement quantique apparent prédit par le modèle non-local est inférieur à celui
prédit par le modèle local pour des distances inférieures à 20 nm.
Enfin, la figure 5.19 représente le taux d’amortissement (modèles macroscopique et
microscopique) d’un dipôle face à une sphère d’argent de 25 nm de rayon, calculé avec
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ΓR/ Γ0 (modèle local)
ΓNR/ Γ0 (modèle local)
Γ/ Γ0 (modèle local)
Figure 5.17 – Taux d’amortissements normalisés radiatif, non-radiatif et total face à un plan


























Figure 5.18 – Gauche : rendement quantique apparent face à un plan (modèle local). Droite :
Rendement quantique apparent (entre 1 nm et 20 nm, comparaison entre le modèle
local et non-local)
le développement de Mie pour les distances supérieures à 10 nm (partie de la courbe à
droite de la barre verticale rouge) et calculé avec le modèle planaire microscopique pour
les distances inférieures à 10 nm. Les deux modèles donnent la même valeur de taux
d’amortissement pour z = 10 nm, ce qui permet de tracer la courbe complète.
5.3 Conclusion
Dans cette étude nous avons décrit la modification du taux d’amortissement normalisé
d’un émetteur dipolaire électrique par une nanosphère métallique. Le cadre théorique uti-
lisé nous a permis de décrire l’émission spontanée de l’émetteur entre le champ lointain
(régime macroscopique) jusqu’au champ proche extrême (régime microscopique), en pas-
sant par un régime intermédiaire qui connecte les régimes extrêmes (Castanié et al. 2010).
Le libre parcours moyen des électrons du métal est confirmé comme étant l’échelle de lon-
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Figure 5.19 – Taux d’amortissement normalisé d’un dipôle unique face à une nanosphère d’argent
de 25 nm de rayon, calculé avec le développement de Mie pour les valeurs à droite
de la barre verticale rouge, et avec le modèle planaire microscopique pour les valeurs
à gauche de la barre verticale rouge
gueur critique en dessous de laquelle les effets non-locaux ne peuvent plus être négligés.
Lorsque la distance z est inférieure au rayon de la nanosphère, nous avons montré que
c’est le taux d’amortissement non-radiatif qui domine (responsable du quenching de fluo-
rescence), et que ce taux peut être augmenté par l’interaction non-locale (microscopique)
avec la surface. Ce résultat est valable pour des distances z suffisamment petites pour que
la forme et la taille de la particule n’entrent pas en compte dans le calcul, l’approximation
du milieu plan semi-infini étant suffisante.
L’écart entre le modèle microscopique et le macroscopique obtenu dans le calcul du
taux d’amortissement se retrouve dans le rendement quantique apparent, grandeur qui
rentre en compte dans l’expression du signal de fluorescence. Lorsque z = 1 nm, les calculs
prédisent une réduction du rendement quantique apparent d’un facteur 8 par rapport au
calcul de l’interaction macroscopique (pour l’argent à λ = 600 nm).
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Chapitre 6. Influence de l’environnement sur la section efficace d’absorption d’une
nanoparticule métallique
I
l est bien connu qu’un émetteur dipolaire quantique voit sa fréquence d’émission ainsi
que la largeur de sa résonance modifiées par la présence d’un environnement diffusant
ou absorbant (Chance et al. 1978, Barnes 1998, Novotny et Hecht 2006). Ces modifications
sont dues à l’influence de la densité d’états locale, qui varie en fonction du nombre de
canaux radiatifs et non-radiatifs disponibles pour la désexcitation de l’émetteur. Le lien
entre le taux d’amortissement et la LDOS, ainsi que l’influence de l’environnement sur le
taux d’amortissement sont présentés et discutés dans le chapitre 1 de cette thèse.
De même qu’un électron dans un système à deux niveaux est excité par l’absorption
d’un photon puis se désexcite en émettant un photon via une transition dipolaire, le gaz
d’électrons libres d’une nanoantenne métallique est excité par un photon incident, puis
émet un photon diffusé. Les deux processus présentent des différences, mais également
de fortes similitudes. En particulier lorsque la nanoparticule est suffisamment petite pour
que sa réponse optique soit dominée par son terme dipolaire électrique. Dans ce cas,
le rôle de la LDOS doit être proche de celui qu’elle joue dans la modification du taux
d’émission spontanée d’un émetteur dipolaire quantique. On peut donc s’attendre à ce
que les propriétés spectrales (forme, position, largeur de la résonance plasmon) d’une na-
noparticule métallique dépendent de l’environnement dans lequel se trouve cette dernière
(Buchler et al. 2005). Nous allons maintenant formaliser l’influence de l’environnement
sur la résonance plasmon d’une nanoparticule métallique afin d’expliciter ce terme.
Dans ce chapitre, nous allons exprimer la polarisabilité habillée ainsi que les sections
efficaces d’absorption et d’extinction d’une nanoparticule dans un environnement struc-
turé, diffusant et absorbant. Nous nous placerons ensuite dans le cas d’un exemple simplifié
qui nous permettra d’obtenir des expressions analytiques décrivant l’influence de l’envi-
ronnement sur la réponse optique de la nanoparticule. Enfin, nous étudierons l’exemple
du miroir parfaitement conducteur afin de donner un ordre de grandeur des variations
attendues de la section efficace d’absorption dans un cas simple.
6.1 Expression générale des sections efficaces d’ab-
sorption et d’extinction d’une particule dipolaire
6.1.1 Polarisabilité habillée
Considérons une particule homogène de volume V et de forme quelconque dans un
environnement arbitraire (voir la figure 6.1). On note (ω) sa constante diélectrique. Ici,
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arbitraire signifie que l’environnement peut être quelconque du point de vue de sa réponse
optique : diffusant, absorbant, ordonné, ou désordonné. Le barycentre de la particule est
à la position r0. La réponse électrodynamique de l’environnement (sans la nanoparticule)
à la fréquence ω est décrite par la fonction de Green (tenseur dyadique) G(r, r′, ω) 1.
V
r0
Figure 6.1 – Une nanoparticule métallique de volume V est placée dans un environnement quel-
conque (son barycentre est à la position r0).
On illumine le système complet (particule et environnement) avec un champ électrique
produit par des sources externes. On note Eext(r, ω) le champ électrique sans la nano-
particule (mais en présence de l’environnement) et E(r, ω) le champ électrique total à la
fréquence ω et à la position r.
Le champ électrique total E(r, ω) s’écrit :
E(r, ω) = Eext(r, ω) + k20
∫
V
G(r, r′, ω)E(r′, ω)[(ω)− 1]d3r′ (6.1)
Nous considérons une particule suffisamment petite pour que le champ électrique soit
constant dans tout le volume V de la particule. Sous cette approximation, la réponse de
la particule est dipolaire électrique. Cette hypothèse nous permet d’écrire :
E(r0, ω) = Eext(r0, ω) + k20[(ω)− 1]E(r0, ω)
∫
V




′, ω)d3r′ entre sa partie singulière que nous notons −L/k20




−L/k20 + VGreg(r0, r0, ω) (Bladel 1991 et Yaghjian 1980). L correspond à la partie singu-
lière du tenseur de Green, c’est donc une grandeur réelle (Guérin et al. 2007).
Nous obtenons alors la relation suivante :
E(r0, ω) = Eext(r0, ω) +
[
−L+ k20VGreg(r0, r0, ω)
]
[(ω)− 1]E(r0, ω) (6.3)
1. Nous utilisons la convention suivante : E(r) = µ0ω
2G(r, r′, ω)p, E(r) étant le champ électrique
rayonné au point r par le dipôle électrique p placé au point r′.
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Le champ électrique total dans la particule peut donc s’écrire :
E(r0, ω) =
[
I+ ((ω)− 1)L− k20V ((ω)− 1)Greg(r0, r0, ω)
]−1
Eext(r0, ω) (6.4)
Cette expression relie le champ total dans la particule, supposé uniforme, au champ ex-
terne (champ excitateur de la particule). Afin de décrire la réponse optique de la nano-
particule sous l’action du champ électrique, nous définissons la polarisabilité α(ω), qui
est un tenseur dans le cas le plus général.
La polarisation volumique P(r0, ω) dans la particule s’exprime à l’aide de la constante
diélectrique :
P(r0, ω) = 0((ω)− 1)E(r0, ω) (6.5)





3r′ = V 0((ω)− 1)E(r0, ω) (6.6)
Par définition de la polarisabilité, le moment dipolaire s’écrit également :
p(r0, ω) = 0α(ω)Eext(r0, ω) (6.7)
Les équations 6.7 et 6.4 permettent d’écrire :
α(ω) = V ((ω)− 1)
[
I+ ((ω)− 1)L− k20V [(ω)− 1]Greg(r0, r0, ω)
]−1
(6.8)
Nous définissons maintenant une polarisabilité de référence, notée α0(ω) (un tenseur
d’ordre deux dans le cas le plus général). α0(ω) est définie comme la polarisabilité quasi-
statique de la particule dans le vide. Elle s’écrit (Albaladejo et al. 2010) :
α0(ω) = V [(ω)− 1] [I+ ((ω)− 1)L]−1 (6.9)
Dans le cas particulier d’une particule sphérique (pour laquelle L = 1/3I, ce qui im-
plique que α0(ω) est scalaire), α0(ω) prend la forme connue dite de Clausius-Mossotti :
α0 (ω) = 3 V [(ω) − 1]/[(ω) + 2].
Nous pouvons exprimer α(ω) en fonction de α0(ω) :
α(ω) = α0(ω)
[
I− k20Greg(r0, r0, ω)α0(ω)
]−1
(6.10)
Le résultat 6.10 montre que la polarisabilité d’une particule métallique dépend de l’en-
vironnement. Sa fréquence de résonance ainsi que la largeur de sa résonance dépendent
de l’environnement par le terme Greg(r0, r0, ω). Ce comportement est similaire à celui de
l’influence de l’environnement (via la LDOS) sur la polarisabilité d’un émetteur dipolaire
quantique.
La polarisabilité est une quantité résonante, dont la fréquence de résonance est solution
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0 (ω)− (ω/c)2Greg(r0, r0, ω)
]
.
La seule hypothèse utilisée jusqu’alors est la suivante : le champ E(r, ω) est constant
sur le volume V .
6.1.2 Section efficace d’absorption
Après avoir calculé la polarisabilité, nous allons donner l’expression de la section efficace
d’absorption de la nanoparticule sous une forme générale qui n’est pas habituellement
présente dans les ouvrages de référence.







Re [j(r′, ω).E∗(r′, ω)] d3r′ (6.12)
où j(r′, ω) est le courant induit dans la nanoparticule.













Le courant dans la particule peut s’exprimer en fonction de la polarisation volumique :
j(r′, ω) = −iωP(r′, ω) = −iω0((ω)− 1)E(r0, ω) (6.14)





Nous pouvons alors exprimer la puissance absorbée Pa en fonction du champ électrique
externe en utilisant les l’équation 6.6 et 6.7 dans l’équation 6.15 :
Pa =
ωV 0Im ((ω))
2V 2|(ω)− 1|2 |α(ω)Eext(r0, ω)|
2 (6.16)
Afin de définir une section efficace d’absorption, il faut introduire un flux incident local.
Nous considérons le module du vecteur de Poynting qu’aurait une onde plane d’ampli-









Nous pouvons maintenant définir la section efficace d’absorption d’une nanoparticule en
présence d’un environnement quelconque en normalisant la puissance absorbée Pa par le
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Il est possible d’exprimer σa(ω) en fonction de la polarisabilité uniquement. En calculant
le terme Im (α0)[α0.α∗0]




I = k0Im (α0)[α0.α∗0]
−1 |α(ω)Eext(r0, ω)|2
|Eext(r0, ω)|2 (6.19)
L’équation 6.19 est un des résultats principaux de ce chapitre. Nous pouvons faire plusieurs
remarques à propos de cette relation :
• Dans l’équation 6.19 nous exprimons σa(ω) sous la forme d’une matrice diagonale
σa(ω)I pour une raison de simplicité d’écriture. En effet, le terme Im (α0)[α0.α∗0]
−1
est porté par la matrice identité I.
• L’expression obtenue dans 6.19 est exacte. Elle a été obtenue sous la seule hypo-
thèse évoquée ci-dessus. Elle peut être utilisée avec l’équation 6.10 pour discuter du
comportement de la section efficace d’absorption dans un environnement structuré.
• Nous notons que σa(ω) dépend de Greg(r0, r0, ω), qui décrit l’interaction avec l’envi-
ronnement. Cela inclut tous les effets dus à l’environnement. Nous examinerons dans
la suite des cas simplifiés afin de mieux comprendre l’influence de l’environnement
sur σa(ω).
• Nous notons également que si la nanoparticule est faite d’un matériau non absorbant
(qui vérifie Im () = 0, ce qui implique que Im (α0) = 0), alors on obtient σa = 0
quelque soit l’environnement, tel qu’attendu.
• Enfin, il est primordial de remarquer que c’est bien la section efficace d’absorption
et non la puissance absorbée Pa qui est exprimée par l’équation 6.19. Le fait de
normaliser la puissance absorbée par la valeur de l’intensité du champ électrique à la
position de la particule (équation 6.18) permet de s’affranchir de la modification du
champ électrique due à la présence de l’environnement. En conséquence, ce résultat
montre que l’environnement de la nanoparticule modifie la probabilité (au sens de
la section efficace) qu’elle absorbe un rayonnement incident, et non sa puissance
absorbée.
6.1.3 Section efficace d’extinction
Dans ce chapitre nous nous focalisons sur la section efficace d’absorption σa(ω), mais
nous pouvons également calculer la section efficace d’extinction σe(ω), pour laquelle nous
allons donner les expressions. L’utilisation de l’une ou l’autre section efficace dépend du
type d’expérience qui pourrait être envisagée.
Afin de déterminer l’expression de la section efficace d’extinction, nous écrivons la







′, ω)] d3r′ (6.20)




Re [−iα(ω)Eext(r0, ω).E∗ext(r0, ω)] (6.21)
6.2. Cas particulier : nanosphère métallique dans un environnement isotrope 131
L’équation 6.17 donnant l’intensité excitatrice permet d’obtenir l’expression de la section





Im [α(ω)Eext(r0, ω).E∗ext(r0, ω)]
|Eext(r0, ω)|2 (6.22)
6.2 Cas particulier : nanosphère métallique dans un
environnement isotrope
6.2.1 Hypothèses de travail
A partir des équations 6.19 et 6.22, il est possible de calculer numériquement les valeurs
des sections efficaces d’absorption et d’extinction pour des environnements quelconques
à condition de savoir déterminer le tenseur de Green de l’environnement. Nous allons
maintenant chercher à obtenir des expressions analytiques dans des cas simples à partir des
équations 6.19 et 6.22 afin de comprendre l’influence de l’environnement, et en particulier
de la densité d’états locale sur le comportement de σa et σe. Pour que les expressions
précédentes deviennent analytiques, nous avons besoin de nous placer dans un cas où la
polarisabilité, la section efficace d’absorption et d’extinction sont des grandeurs scalaires,
et non plus vectorielles.
En conséquence, nous allons étudier le cas d’une nanoparticule sphérique de volume V
suffisamment petite pour que le champ électrique soit constant sur V . La forme sphérique
permet d’obtenir une expression scalaire du terme L, qui devient L = 1/3 I (Bladel 1991
et Yaghjian 1980).
Concernant l’environnement de la nanoparticule, nous faisons l’hypothèse queGreg(r0, r0, ω)
possède la même symétrie que l’espace libre (i.e.,Greg(r0, r0, ω) est de la forme Greg(r0, r0, ω)I).
Cette hypothèse n’est pas réaliste (sauf pour un milieu homogène ou à symétrie cubique),
mais elle permet d’avoir accès aux expressions analytiques des sections efficaces σa et σe.
Sous ces hypothèses, nous écrivons la polarisabilité quasistatique (qui est maintenant
scalaire) sous la forme :
α0(ω) =
V ((ω)− 1)




On retrouve alors l’expression de la polarisabilité quasistatique dite de Clausius-Mossotti.
La polarisabilité habillée prend la forme suivante :
α(ω) =
α0(ω)
1− k20Greg(r0, r0, ω)α0(ω)
(6.24)
La section efficace d’absorption devient :
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L’expression précédente montre qu’en l’absence d’anisotropie de polarisation induite par
l’environnement, la section efficace d’absorption ne dépend pas du champ excitateur
(contrairement à l’expression 6.19). Cette quantité généralise la section efficace d’ab-
sorption habituelle (dans le vide), en prenant en compte la polarisabilité habillée (i.e. la
réaction de rayonnement complète en présence d’un environnement quelconque).
Afin de mettre en évidence l’influence de la densité d’états locale sur la polarisabi-
lité et les sections efficaces, nous l’introduisons comme la partie imaginaire de la partie




Im [Greg(r0, r0, ω)] (6.26)
Puisque Im (L) = 0, on peut également écrire ρ(r0, ω) = 6ω/(pic2)Im [G(r0, r0, ω)].
Nous introduisons également une grandeur pour la partie réelle de la partie régularisée




Re [Greg(r0, r0, ω)] (6.27)
6.2.2 Polarisabilité
Pour exprimer la constante diélectrique de la nanoparticule, nous utilisons le modèle
de Drude :





avec ωp la fréquence plasma et γ le taux de pertes par absorption du matériau (taux de
collisions électrons/phonons et électrons/impuretés). Nous avons choisi ici le modèle de
Drude pour obtenir des expressions simples des sections efficaces d’absorption, mais les
résultats 6.19 et 6.22 sont indépendants de la forme de la constante diélectrique.




ω20 − ω2 − iωγ
(6.29)
où nous avons noté ω0 = ωp/
√
3.
L’expression de la polarisabilité habillée scalaire s’obtient en injectant les équations























− ω2 = 0 (6.31)
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et la largeur de la résonance est donnée par :
γeff(ω) = γ +
pi
2
V ω20ρ(r0, ω) (6.32)
Nous soulignons le fait que l’équation 6.31 est une équation implicite qui donne la position
de la résonance de la polarisabilité. Nous notons également que la largeur de la résonance
γeff(ω) dépend de la fréquence ω, ce qui est différent du résultat bien connu dans le cas
d’une distribution lorentzienne pour un oscillateur harmonique (Zuloaga et Nordlander
2011).
6.2.3 Section efficace d’absorption à résonance
En injectant 6.30 dans 6.25 on peut exprimer la section efficace d’absorption (scalaire)





[ω20 {1− φV (ω)} − ω2]2 + ω2γeff(ω)2
(6.33)
où nous avons noté par souci de clarté :
V0 = 3V ω20, φV (ω) =
pi
2
V ωφ(r0, ω), et γρ(ω) =
pi
2
ω20 V ρ(r0, ω) (6.34)
Ceci nous permet d’écrire γeff(ω) = γ+γρ(ω), qui représente la largeur de la résonance de
la polarisabilité, et contient la LDOS ρ(r0, ω) ainsi que le terme de pertes par collision γ.
Le résultat principal de l’équation 6.33 est la mise en évidence du rôle de la LDOS dans
l’expression de σa(ω). A travers le terme γρ(ω), on peut remarquer que la LDOS joue un
double rôle :
• l’augmentation de la LDOS conduit à la diminution de la section efficace d’absorption
• l’augmentation de la LDOS conduit à l’élargissement spectral de la résonance plas-
mon de la nanoparticule
L’amplitude de σa décroît quand la LDOS ρ(r0, ω) croît (équation 6.33). En effet, lorsque
le gaz d’électrons de la particule a été excité par le champ électrique incident, il peut
se désexciter soit par des canaux radiatifs (émission de lumière diffusée), soit par des
canaux non-radiatifs (l’absorption du rayonnement due aux collisions électrons-phonons).
Augmenter la LDOS augmente la probabilité du processus de désexcitation radiative (ainsi
que l’absorption par l’environnement), ce qui réduit l’absorption par la nanoparticule. La
LDOS joue donc un rôle sensiblement identique à celui qu’elle joue dans le cas du taux
d’amortissement d’un émetteur quantique.
Nous pouvons imaginer des méthodes de mesure de la quantité σa in situ. Une mé-
thode appropriée pourrait être l’utilisation d’une détection photothermique (un faisceau
sonde pourrait mesurer l’augmentation de température de la nanoparticule due à l’absorp-
tion, à une fréquence différente de la fréquence d’excitation). Des exemples de mesures
photothermiques pour la détection de nanoparticules uniques dans des environnements
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complexes peuvent être trouvés dans Boyer et al. 2002, Berciaud et al. 2004 ou Berciaud
et al. 2006, ainsi que des calculs numériques du chauffage de nanoparticules métalliques
sous excitation femtoseconde (Baffou et Rigneault 2011).
Une autre idée a été exploitée dans un article de 2005 (Kalkbrenner et al. 2005).
Les auteurs ont réalisé l’imagerie d’un milieu métallique structuré en enregistrant les
variations de la position et de la largeur de la résonance plasmon d’une nanoparticule
d’or de 100 nm de diamètre dues à l’environnement. Sans nommer la LDOS, les auteurs
imputent les variations de largeur et de position de la résonance à un terme qu’ils décrivent
comme the part of the particle’s self-field caused by reflections from the surroundings. Il
est donc possible que les auteurs de Kalkbrenner et al. 2005 aient déjà mesuré les effets
de l’environnement sur la résonance plasmon d’une particule métallique.
Nous pouvons également établir l’expression de la section efficace d’absorption à réso-
nance. Pour ce faire, nous résolvons l’équation σ′a(ω) = 0, où σ
′
a(ω) est la dérivée première
de σa(ω) en fonction de la fréquence. Nous obtenons l’équation vérifiée par la fréquence
de résonance ωa :
[
ω20 {1− φV (ωa)} − ω2a
] [















[ω20 {1 + ωaφ′V (ωa)− φV (ωa)}+ ω2a]2
γ′2ρ (ωa)
] (6.36)
L’équation 6.36 appelle plusieurs commentaires : tout d’abord, nous remarquons que la
valeur de la section efficace d’absorption à résonance dépend de l’environnement à travers
quatre termes : γeff(ωa) et φV (ωa), ainsi que leurs dérivées premières par rapport à la
fréquence. Les termes γeff(ωa)2 et γ
′2
ρ (ωa) contiennent la LDOS et sa dérivée première.
Lorsqu’ils augmentent, la section efficace d’absorption à résonance diminue. En revanche,
l’augmentation des termes φV (ωa) et φ′V (ωa) tend à augmenter la section efficace d’absorp-
tion à résonance. Cette analyse qualitative doit être considérée prudemment, car γρ(ω) et
φV (ωa) ne sont pas indépendants (ils proviennent des parties réelle et imaginaire de Greg,
qui sont reliées par les relations de Kramers-Kronig). Il n’est donc pas possible d’étudier
les effets de la modification d’un des deux termes sans prendre en compte l’autre.
D’autre part, si nous faisons l’hypothèse que les termes γ′ρ(ω) et φV (ω) varient peu
en fonction de la fréquence ω (i.e. si nous écrivons γ
′2
ρ (ωa) = 0 et φ
′






Ce résultat est cohérent avec l’expression du maximum de la distribution lorentzienne
que nous aurions à partir de l’équation 6.33 en faisant les mêmes hypothèses sur γ′ρ(ω)
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et φ′V (ω). En effet, si on calcule l’expression de σa(ω) à partir de l’équation 6.33 en
considérant que γ
′2
ρ (ωa) = 0 et φ
′





[ω20 {1− φV } − ω2]2 + ω2γeff2
(6.38)
Cette équation est celle d’une Lorentzienne, dont la valeur à résonance est γV0/(cγ2eff) et
dont la largeur à mi-hauteur vaut γeff .
6.2.4 Section efficace d’extinction à résonance
Dans un environnement isotrope (α(ω) = α(ω)I), la section efficace d’extinction d’une
nanoparticule sphérique devient :
σe(ω) = k0 Im [α(ω)] (6.39)





[ω20 {1− φV (ω)} − ω2]2 + ω2γeff(ω)2
(6.40)
De même que précédemment, nous pouvons calculer la section efficace d’extinction à























0{1− φV (ωe)} − ω2e)
)2
(6.42)
6.3 Nanoparticule métallique au voisinage d’un mi-
roir parfait
6.3.1 Nanoparticule et miroir parfait
Afin de donner un exemple concret des effets de l’environnement sur la section efficace
d’absorption, nous allons considérer une nanoparticule d’argent au voisinage d’un miroir
parfaitement conducteur. La figure 6.2 décrit la géométrie du problème ainsi que les nota-
tions utilisées. Le modèle de Drude ne décrivant pas correctement la constante diélectrique
des métaux pour des fréquences élevées, nous allons utiliser les valeurs de la constante
diélectrique de l’argent données dans la référence Palik 1985. La figure 6.3 représente les
spectres des parties réelle et imaginaire de la constante diélectrique de l’argent pour des
longueurs d’onde d’excitation comprises entre 300 et 500 nm.
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Figure 6.2 – Nanoparticule métallique au voisinage d’un miroir parfait






















Figure 6.3 – Parties réelle et imaginaire de la constante diélectrique de l’argent (données provenant
de Palik 1985).
6.3.2 Section efficace d’absorption normalisée
Nous utilisons la section efficace d’absorption telle que définie par l’équation 6.19. Nous
ne faisons donc pas ici l’hypothèse d’isotropie de l’environnement (qui n’est évidemment
pas vérifiée).
Afin d’étudier la modification de σa, nous allons la comparer à la section efficace d’ab-
sorption de la nanoparticule dans le vide, définie par :















Cette expression est celle de la polarisabilité complète dans le vide. Elle prend en compte
la réaction de rayonnement, et respecte ainsi le théorème optique (vérification de la conser-
vation de l’énergie, voir les références Carminati et al. 2006 et Albaladejo et al. 2010).
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Nous allons maintenant calculer puis tracer la section efficace d’absorption normalisée
σna (ω, d) définie par :





L’équation 6.19 requiert l’expression du champ électrique excitateur pour calculer la
section efficace d’absorption. Pour trouver son expression, on calcule la somme du champ
incident et du champ réfléchi par le miroir à la position de la nanoparticule. Il est néces-
saire de traiter les deux cas de polarisation du champ incident : polarisation s (TE) et
polarisation p (TM).
Champ électrique incident en polarisation s
En suivant les notations de la figure 6.2, nous illuminons le système avec le champ
électrique incident suivant :
Esinc(x, z, k0, θ) = E0 exp(i(kxx+ kzz))ey (6.46)
où ey est le vecteur unitaire de la direction y (voir la figure 6.2), E0 l’amplitude du champ
incident, θ l’angle d’incidence pris par rapport à l’incidence normale. k0 est le module du






En conséquence, le champ excitateur (à la position de la nanoparticule) est donné par :
Esext(d, k0, θ) = −2iE0 sin(k0 cos θ d)ey (6.47)
Champ électrique incident en polarisation p
Pour la polarisation p, le champ électrique incident est défini par :
Epinc(x, z, k0, θ) = E0 exp(i(kxx+ kzz))(cos θ ex + sin θ ez) (6.48)
où ex et ez sont les vecteurs unitaires des directions x et z.
Le champ excitateur a pour expression :
Epext(d, k0, θ) = 2E0 [sin θ cos(k0 cos θ d)ez − i cos θ sin(k0 cos θ d)ex] (6.49)
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6.3.4 Fonction de Green du système étudié
Afin de déterminer la fonction de Green du système, nous utilisons la méthode du dipôle
image. Le dipôle de la nanoparticule induit par le champ excitateur est une combinaison














































Tout d’abord, nous rappelons l’expression de la fonction de Green du vide (prise entre
deux points quelconques r0 et r′0) :
G0(r0, r′0, ω) = VP
{[












où nous avons noté r0 − r′0 = R, u = R/|R| et R = |R|
L’influence de l’environnement, représentée par la fonction de Green G, est scindée en
deux parties : celle du vide G0 et celle provenant du reste de l’environnement, notée S,
selon la relation G = G0 + S.
Pour calculer la section efficace d’absorption (équations 6.9, 6.10 et 6.19), nous avons
besoin de l’expression deGreg(r0, r0, ω) = VP[G(r0, r0, ω)] = VP[G0(r0, r0, ω)]+S(r0, r0, ω)
(S(r0, r0, ω) n’a pas de partie singulière).
Nous négligeons la partie réelle de la valeur principale VP[G0(r0, r0, ω)] devant la partie
singulière, ne conservant que la partie imaginaire. Cela conduit à obtenir :
VP[G0(r0, r0, ω)] ' i k06pi I (6.53)
Dans la méthode du dipôle image, le terme S(r0, r0, ω) qui décrit l’influence de l’environ-
nement est défini par :
S(r0, r0, ω)p = G0(r0,−r0, ω)p′ (6.54)
pour chacun des trois dipôles introduits précédemment. Pour le dipôle induit px, nous
obtenons :
S(r0, r0, ω)px = G0(r0,−r0, ω)p′x (6.55)
S(r0, r0, ω)px =
[
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où R = 2d et u = ez.
On peut montrer que (u ⊗ u)p′x = (u.p′x)u = −(u.px)u = 0 car u = ez et px sont
orthogonaux. Nous trouvons :




















Ce résultat donne la première colonne du tenseur S(r0, r0, ω). Comme px n’a qu’un élément














Pour des raisons de symétrie (les directions x et y peuvent être inversées), la deuxième














Enfin, nous écrivons le dernier terme S(r0, r0, ω)pz :
S(r0, r0, ω)pz = G0(r0,−r0, ω)p′z (6.63)
S(r0, r0, ω)pz =
[










Ici, u.p′z = 1, ce qui donne (u⊗ u)p′z = ez = pz . Nous obtenons :







Nous pouvons écrire le tenseur S(r0, r0, ω) entièrement :



























avec R = 2d.
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6.3.5 Résultats
Nous avons mené les calculs pour une sphère d’argent de 30 nanomètres de diamètre.
La distance minimale entre le miroir parfaitement conducteur et le centre de la nano-
sphère vaut une fois le diamètre de la sphère, afin de rester dans la zone de validité de
















































Figure 6.4 – LDOS face à un miroir métallique parfaitement conducteur en fonction de λ et d
(gauche). LDOS et LDOS partielles (dans les directions x et z) pour λ = 400 nm en
fonction de d (droite).
Nous présentons tout d’abord sur la figure 6.4 (gauche) la densité d’états locale nor-
malisée par la densité d’états du vide en fonction de la longueur d’onde λ et de la distance
d au plan (d entre 30 nm et 600 nm). La figure 6.4 (droite) représente la LDOS ainsi que
la LDOS partielle (Novotny et Hecht 2006) dans les directions x et z pour λ = 400 nm
en fonction de la distance d. La LDOS partielle est l’analogue de la LDOS mais dans une
direction seulement, au lieu de moyenner sur les trois directions de l’espace. La LDOS par-
tielle dans la direction x correspond par exemple au nombre de modes dans lesquels peut
se désexciter un dipôle aligné selon la direction x. Elle est proportionnelle à la composante
(x,x) de la partie imaginaire du tenseur de Green, contrairement à la LDOS qui est elle
proportionnelle à la trace de la partie imaginaire du tenseur de Green. Nous remarquons
sur la figure 6.4 (droite) que la LDOS a un comportement oscillatoire en fonction de la
distance d, dû aux interférences entre les ondes incidentes et réfléchies sur le plan métal-
lique. Les variations de la LDOS sont de l’ordre de 10% pour des distances d inférieures
à λ. Ce comportement est connu pour ses effets sur le temps de vie de fluorescence, et a
déjà été mesuré précisément (Chance et al. 1978).


















































Figure 6.5 – σna (λ, d) en fonction de d et λ pour un champ incident polarisé s (gauche). Coupe pour
λ = 361 nm superposée à la LDOS partielle normalisée dans la direction y (droite).
Section efficace d’absorption en polarisation s
Dans un premier temps, nous étudions l’influence de l’environnement sur σna (λ, d)
lorsque le système est illuminé par une onde plane polarisée s : le champ électrique incident
est parallèle à la surface z = 0 (porté par ey). Dans cette configuration, le dipôle induit
dans la nanosphère est toujours orienté selon ey, en conséquence σna (λ, d) ne dépend pas
de l’incidence du champ électrique θ. La figure 6.5 (gauche) présente σna (λ, d) pour une
illumination par un champ polarisé s, en fonction de d (compris entre 30 nm et 300 nm)
et λ (compris entre 300 et 500 nm). La résonance plasmon visible pour d < 100 nm se
trouve autour de λ = 360 nm. La figure 6.5 (droite) représente σna (λ, d) ainsi que la LDOS
normalisée partielle dans la direction y en fonction de d, à λ = 361 nm (nous représentons
la LDOS partielle dans la direction du dipôle induit dans la particule pour une excitation
en polarisation s).
















Figure 6.6 – σna (λ, d) superposée à la LDOS pour d fixé à 30 nm en fonction de λ (excitation par
un champ polarisé s)
Nous remarquons que σna (λ, d) varie en fonction de d en oscillant. L’amplitude de varia-
tion de σna (λ, d) est de l’ordre de 5% entre 50 nm et 250 nm de distance au plan. La section
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efficace d’absorption est donc modifiée par l’environnement. Comme prévu par définition,
σna (λ, d) tend vers 1 aux grandes distances. Nous remarquons que la LDOS partielle et
σna (λ, d) oscillent en fonction de d avec une période similaire, en quasi opposition de phase.
Ce résultat n’est pas surprenant, car nous avons vu précédemment que lorsque la LDOS
augmente, la probabilité qu’un photon soit absorbé par la particule diminue.
La figure 6.6 représente une coupe de la figure 6.5 (gauche) en fonction de λ pour d
fixé à 30 nm (distance minimale du calcul), superposée à la LDOS. On voit clairement
l’effet de la résonance plasmon du métal autour de 360 nm.





















































Figure 6.7 – σna (λ, d) en fonction de d et λ pour un champ incident polarisé p incident à 45
◦
(gauche). Coupe pour λ = 361 nm (droite) superposée à la LDOS normalisée (droite).
















Figure 6.8 – σna (λ, d) superposée à la LDOS pour d fixé à 30 nm en fonction de λ (excitation par
un champ polarisé p à 45◦ d’incidence)
En polarisation p, le dipôle induit dans la nanosphère a une direction qui dépend
directement de l’angle d’incidence θ. Lorsque θ = 0 (incidence normale), les polarisations s
et p se confondent. En conséquence, nous allons uniquement étudier la polarisation p pour
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une incidence de 45◦ (les calculs pour une incidence rasante de 85◦ donnent sensiblement
les même résultats que pour 45◦).
La figure 6.7 (gauche) représente σna (λ, d) pour la polarisation p et l’angle d’incidence
45◦, la partie droite de la figure est une coupe à λ = 361 nm à laquelle sont superposées
les LDOS partielles dans les directions x et z (les deux composantes de la LDOS qui sont
à prendre en compte en polarisation p). Le comportement de σna (λ, d) en fonction de d
est similaire à celui de l’incidence normale présenté ci-dessus : des oscillations amorties,
avec des variations de σna (λ, d) de l’ordre de quelques pourcents (pouvant aller jusqu’à
15% pour d = 30 nm). Le comportement de σna (λ, d) en fonction de la longueur d’onde
d’excitation est en revanche différent de celui observé pour θ = 0. En effet, la figure 6.8
fait apparaître un minimum de σna (λ, d) pour λ ' 345 nm, suivi d’un maximum autour
de 370 nm. Lorsque λ passe de 345 nm à 370 nm, σna (λ, d) voit sa valeur modulée de
quasiment 40%. Pour la polarisation p de même que la polarisation s, une corrélation
apparaît donc entre les variations de σna (λ, d) en fonction de d et celles de la LDOS. La
section efficace d’absorption d’une nanoparticule métallique varie sous l’influence de son
environnement.
Notons enfin que ces effets, de même que ceux qui modifient les propriétés d’émission
spontanée d’un émetteur quantique (Chance et al. 1978), ne sont notables que dans le
régime de champ proche. La figure 6.7 montre que dès que la nanoparticule s’éloigne du
miroir de plus d’une demi-longueur d’onde, elle retrouve les propriétés optiques qu’elle a
dans le vide (la section efficace d’absorption est égale à celle qu’aurait la particule dans
le vide).
6.4 Conclusion
Nous avons obtenu une nouvelle expression de la section efficace d’absorption et d’ex-
tinction d’une nanoparticule dans un environnement complexe (équations 6.19 et 6.22),
sous la seule hypothèse que le champ électrique est constant sur le volume de la nanopar-
ticule. Les expressions de la polarisabilité et des sections efficaces dépendent directement
de la fonction de Green de l’environnement.
Dans une discussion qualitative, en considérant un exemple non réaliste (dans lequel la
fonction de Green de l’environnement est scalaire), nous avons été capable d’obtenir des
expressions analytiques pour les sections efficaces, ce qui nous a permis entre autres de
montrer que la section efficace d’absorption est inversement proportionnelle à la LDOS et
à sa dérivée première.
Enfin, dans un exemple quantitatif (le miroir parfaitement conducteur), nous avons
montré que la section efficace d’absorption d’une nanoparticule métallique dépend de la
LDOS à sa position. Ce résultat est différent de la modification de l’absorption totale due
à la modulation spatiale du champ électrique devant l’interface. Ici, le changement spatial
de LDOS modifie la probabilité qu’a la particule d’absorber un photon, et pas sa puissance
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absorbée (c’est la valeur du champ électrique à la position de la particule qui détermine
le flux local incident). D’après l’équation 6.19, la modification du champ électrique et de
la LDOS sont responsables de l’absorption totale, mais la probabilité d’absorption est
uniquement due à la modification de la LDOS.
Ce résultat peut être utilisé dans le domaine des nanoantennes optiques de deux ma-
nières différentes : dans une première expérience, il serait possible, en modifiant la LDOS
autour d’une nanoparticule métallique, de modifier la probabilité qu’un photon soit ab-
sorbé par la nanoparticule ou de modifier la largeur de sa résonance plasmon. Dans une
deuxième expérience, il est envisageable de mesurer les variations spatiales de la LDOS
dans un environnement en fonction de la résonance plasmon (Kalkbrenner et al. 2005).
Conclusion et perspectives
D
urant ma thèse, j’ai eu l’occasion de travailler sur plusieurs aspects de l’interaction
de champ proche entre des émetteurs dipolaires (fluorescents ou non) et des nano-
structures. Je vais maintenant résumer les avancées et nouveaux résultats décrits dans
ce manuscrit, ainsi que donner les perspectives qui s’ouvrent pour chacun des thèmes
abordés.
Dans la première partie, nous avons commencé par rappeler et décrire le lien existant
entre la dynamique de désexcitation d’un émetteur dipolaire et son environnement proche.
Nous avons vu que la modification du nombre de canaux de désexcitation, qu’ils soient
radiatifs ou non-radiatifs, amène à la modification du taux d’amortissement de l’émetteur.
L’influence de l’environnement a été formalisée par l’utilisation de la fonction de Green, et
plus particulièrement sa partie imaginaire à la position de la source, qui est proportionnelle
à la densité locale de modes photoniques. Nous avons également calculé l’expression du
signal de fluorescence d’un émetteur unique, et montré qu’il dépend de l’environnement à
travers deux termes, le rendement quantique apparent ainsi que le facteur d’amplification
de champ local. Dans le chapitre 2, nous avons étudié plus particulièrement les situations
où l’émetteur est en champ proche de son environnement, ce qui correspond aux plus fortes
modifications de la LDOS. Nous avons introduit le phénomène des plasmons de volume
(pour les nanoparticules) et de surface (pour les interfaces planes), et montré l’influence
de ces résonances sur les amplifications de champ électrique. Nous avons enfin présenté
quelques méthodes expérimentales permettant d’avoir accès au champ proche optique de
nanostructures.
La seconde partie est dédiée à l’étude des modes de surface des films d’or semi-continus.
Nous avons rappelé les nombreuses études déjà publiées sur la topologie fractale des amas
d’or lorsque le film est proche du seuil de percolation. Nous avons également présenté
les résultats de mesures de champ proche optique prouvant l’existence de surintensités
de champ électrique d’extension latérale sub-longueur d’onde, ainsi que le concept de
localisation inhomogène affirmant que des modes localisés et délocalisés du champ élec-
tromagnétique coexistent à la même fréquence sur les films métalliques semi-continus.
Nous avons obtenu les premiers résultats sur l’étude des variations spatiales de la LDOS
en champ proche de ces structures. Nous avons montré que les surintensités de champ
électrique, qui créent de larges variations de LDOS, apparaissent lorsque les amas fractals
dominent la surface du film. Enfin, nous avons relié les fluctuations spatiales de la LDOS
à l’extension spatiale des modes (grâce au rapport de participation inverse), ce qui nous a
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permis de confirmer que les modes ont des extensions spatiales latérales minimales lorsque
le film est au voisinage du seuil de percolation.
Nous avons ensuite présenté le développement ainsi que les premiers résultats d’un ins-
trument permettant d’obtenir la cartographie simultanée de la topographie d’un échan-
tillon nanostructuré, de l’intensité et du temps de vie de fluorescence d’une nanosource
positionnée en champ proche de l’échantillon. Pour réaliser cette mesure, nous avons dé-
veloppé un protocole permettant d’accrocher une nanosource fluorescente à l’apex d’une
pointe d’AFM. Les premiers résultats sur des échantillons test sont encourageants, et
doivent être bientôt confirmés par des mesures sur des structures d’interêt. En particu-
lier, la structure de la LDOS à la surface des films d’or semi-continus ainsi que des nano-
antennes optiques sera étudiée dans les mois à venir. Outre la cartographie de la LDOS,
cet instrument qui permet de positionner une source fluorescente avec une précision na-
nométrique pourra être utilisée pour étudier spécifiquement des systèmes présentant des
facteurs de Purcell élevés.
Dans la troisième et dernière partie, nous avons étudié deux aspects de la réponse op-
tique d’une nanoparticule métallique. La première étude a concerné la variation du taux
d’amortissement d’un dipôle placé au voisinage d’une nanosphère métallique. Lorsque la
distance entre le dipôle et la sphère dépasse un certain seuil, il est suffisant de décrire la
réponse optique de la sphère métallique avec une constante diélectrique macroscopique, ne
prenant en compte que la dispersion temporelle de la réponse du gaz d’électrons libres du
métal. Notre objectif était de donner un sens à ce seuil en dessous duquel il est nécessaire
d’utiliser une description microscopique (prenant en compte la dispersion spatiale de la
réponse optique du métal) de la nanosphère métallique. Pour cela, nous avons d’abord
rappelé les modèles macroscopiques utilisés pour décrire l’interaction entre un dipôle et
une sphère : le modèle dipôle-dipôle pour la limite des grandes distances, le modèle de
l’interface plane pour les courtes distances, et le modèle de diffusion de Mie pour le régime
intermédiaire. Nous avons montré que le libre parcours moyen des électrons de Fermi du
métal est la distance critique en dessous de laquelle il est nécessaire de décrire la réponse
du métal de manière microscopique. Pour des distances inférieures, des processus dissipa-
tifs plus efficaces que ceux décrits par le modèle macroscopique de Drude apparaissent,
et ont pour conséquence l’augmentation du terme ΓNR. L’utilisation d’une description
macroscopique pour des distances à une sphère d’or de l’ordre du nanomètre conduit
à sous-estimer le taux d’amortissement de presque un ordre de grandeur. Ces résultats
n’ayant à notre connaissance pas encore été vérifiés expérimentalement, nous pouvons
imaginer mesurer la variations du taux d’amortissement d’un émetteur unique face à une
sphère d’or, et ainsi valider la nécessité d’utiliser une description microscopique du métal
pour des distances de l’ordre de quelques nanomètres.
La seconde étude nous a amenés à étudier l’influence de l’environnement sur la section
efficace d’absorption d’une nanoparticule métallique. Nous avons montré une nouvelle
façon d’exprimer la section efficace d’absorption en présence d’un environnement quel-
conque, et que à l’instar du taux d’amortissement d’un dipôle, la section efficace d’ab-
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sorption n’est pas intrinsèque à une particule, mais dépend de son environnement. Nous
avons ensuite obtenu des expressions analytiques (en faisant une hypothèse forte sur la
symétrie du milieu) de la section efficace d’absorption et de sa valeur à résonance, qui
nous ont permis d’étudier plus particulièrement l’influence de l’environnement à travers
les parties réelles et imaginaires de la fonction de Green du milieu. Enfin, nous avons uti-
lisé l’exemple de l’interaction entre une nanoparticule d’argent et un miroir parfaitement
conducteur afin d’obtenir des ordres de grandeur sur la variation de la valeur de la section
efficace d’absorption. Pour ce sujet comme pour le précédent, il serait très intéressant de
mettre en place un instrument de mesure permettant de valider ces prédictions. Pour cela,
il faudrait disposer d’un outil permettant de mesurer une section efficace d’absorption (ou
bien d’extinction et de diffusion simultanément) d’une nanoparticule avec une précision
de l’ordre du pour cent.
Enfin, bien que cette thèse porte essentiellement sur des questions fondamentales du
domaine de la nanophotonique (qu’elles soient théoriques ou expérimentales), les résultats
présentés dans ce manuscrit sont susceptibles de stimuler la recherche appliquée de ce
même domaine. Nous pouvons citer deux champs d’applications de cette thèse : tout
d’abord la biologie ou le domaine médical, où l’utilisation de marqueurs fluorescents pour
l’observation ou bien de nanoparticules absorbantes pour la thérapie peuvent bénéficier
des résultats de ce travail. Nous pensons également au domaine des capteurs à plasmons,
qui tirent parti des surintensités de champ électrique dues aux plasmons localisés pour





Puissance cédée par un dipôle
classique à son environnement
D
ans cette annexe nous allons utiliser le modèle de l’électron élastiquement lié pour dé-
montrer la formule 1.4 qui donne la puissance que cède un dipôle électrique classique
de moment dipolaire p fixé à son environnement.
Considérons qu’un dipôle électrique p de moment dipolaire p = |p| fixé est constitué
d’un électron de charge électrique −e et de masse me qui oscille à la fréquence ω dans
la direction u autour du point r0. On se place dans en régime monochromatique (les
dépendances temporelles des grandeurs physiques sont de la forme exp(−iωt). On appelle
r la position de l’électron pendant son mouvement. Le dipôle p s’écrit p = −er.
La puissance moyenne 〈Pc〉 fournie par le champ électromagnétique au dipôle p s’écrit
(on moyenne sur une durée grande devant 2pi/ω) :
〈Pc〉 = 12Re [Fc.v
∗] (A.1)
où Fc est la force exercée par le champ sur le dipôle, et v = r˙ la vitesse de l’électron du
dipôle, qui est orientée selon u. ∗ désigne le complexe conjugé.
Si on considère uniquement l’action du champ électrique total E(r0) sur l’électron, Fc
s’écrit F = −eE(r0). 〈Pc〉 devient donc :
〈Pc〉 = 12Re [−eE(r0).r˙
∗] (A.2)
Nous sommes en régime monochromatique de fréquence ω, donc r˙ = −iωr, ce qui permet
d’écrire :
〈Pc〉 = 12Re [−iωeE(r0).r
∗] (A.3)
On utilise alors la définition du moment dipolaire p = −er, et 〈Pc〉 devient :
〈Pc〉 = ω2Re [iE(r0).p
∗]
〈Pc〉 = −ω2 Im [E(r0).p
∗] (A.4)
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On appelle 〈P 〉 la puissance moyenne que cède le dipôle au champ. Par conservation de
l’énergie, on a 〈P 〉 = −〈Pc〉.
〈P 〉 = ω
2
Im [E(r0).p∗] (A.5)
Nous retrouvons bien la formule 1.4.
Annexe B
Partie imaginaire du tenseur de
Green du vide
N
ous allons calculer l’expression de la partie imaginaire du tenseur de Green du vide
G(r1, r2, ω) évalué à l’origine (r1 = r1 = r0).
Nous rappelons tout d’abord l’expression du tenseur de Green du vide entre les points
r1 et r2 :
G0(r1, r2, ω) = VP
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Dans cette expression nous avons noté R = r1−r2, I est la matrice identité et n = R/|R|.
VP désigne la valeur principale, et k0 = ω/c est la norme du vecteur d’onde à la fréquence
ω.
Notre objectif est de calculer le terme Im [G0(r0, r0, ω)]. Nous prenons tout d’abord la
partie imaginaire de G0(r1, r2, ω) :


















(I− 3n⊗ n) (B.2)
Nous allons maintenant prendre le développement limité de l’expression B.2 au 3ème ordre
en k0R. Nous obtenons (en omettant les termes supérieurs) :


















(I− 3n⊗ n) (B.3)
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Nous regroupons les termes en facteur de I et n⊗ n :



















Nous faisons alors tendre k0R vers 0, et nous obtenons :




La partie imaginaire du tenseur de Green du vide à l’origine est donc égal à la matrice
identité I multipliée par le facteur k0/(6pi).
Annexe C
Equations de Bloch optiques pour un
système à trois niveaux
L
es équations de Bloch optiques permettent de calculer l’évolution d’un système ato-
mique (populations des niveaux et cohérences) avec un modèle semi-classique. Le
calcul équivalent pour un système à deux niveaux se trouve dans la référence Cohen-
Tannoudji et al. 1996. Dans cette annexe nous allons montrer comment obtenir les ex-
pressions 1.36 (chapitre 1) à partir de l’équation 1.33 que nous rappelons ici et qui donne










La décomposition du hamiltonien en H0 et Hcouplage permet de réécrire l’équation C.1 :
[H, ρ] = [H0 +Hcouplage, ρ] = (H0 +Hcouplage)ρ− ρ(H0 +Hcouplage) (C.2)
A partir des expressions de H0 et Hcouplage (voir le chapitre 1), on peut écrire le commu-




α(ρ21 − ρ12) α(ρ22 − ρ11) + ρ12(E1 −E2) αρ23 + ρ13(E1 −E3)
α(ρ11 − ρ22) + ρ21(E2 − E1) α(ρ12 − ρ21) αρ13 + ρ23(E2 −E3)
−αρ32 + ρ31(E3 −E1) −αρ31 + ρ32(E3 − E2) 0


L’objectif ici est de calculer la population ρ33 du niveau 3 (dans le chapitre 1, l’objectif est
de calculer l’intensité de fluorescence, qui est proportionnelle à la population du niveau
excité).
Seules 4 équations (sur les 9 que comporte l’équation C.1) sont suffisantes pour dé-
terminer ρ33(t). Ces 4 équations sont les suivantes (après ajouts des termes de relaxation
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sans couplage introduits à la section 1.4.1) :
ρ˙33(t) = Kρ22 − Γρ33
ρ˙22(t) = −(K + ΓRF )ρ22 + 1
i~
~Ωcos(ωt)(ρ12 − ρ21)






[~Ωcos(ωt)(ρ22 − ρ11) + (E1 − E2)ρ12]






[~Ωcos(ωt)(ρ11 − ρ22) + (E2 − E1)ρ21]
Nous utilisons ensuite le fait que E2 −E1 = ~ω2 et que ρ11 + ρ22 + ρ33 = 1 pour écrire :
ρ˙33(t) = Kρ22 − Γρ33
ρ˙22(t) = −(K + ΓRF )ρ22 − iΩcos(ωt)(ρ12 − ρ21)
ρ˙12(t) = −K + Γ
RF
2
ρ12 − iΩcos(ωt)(2ρ22 + ρ33 − 1) + iω2ρ12
ρ˙21(t) = −K + Γ
RF
2
ρ21 + iΩcos(ωt)(2ρ22 + ρ33 − 1)− iω2ρ21
Nous considérons maintenant un nouveau jeu de variables :
ρ′12 = ρ12 exp (−iω2t)
ρ′21 = ρ21 exp (iω2t)
ρ′22 = ρ22
ρ′33 = ρ33
En remplaçant les variables initiales par les variables primées, puis en appliquant l’ap-
proximation de l’onde tournante (les termes résonants avec ω2 sont conservés et les termes




ρ˙′22(t) = −(K + ΓRF )ρ′22 −
iΩ
2














exp[i(ω2 − ω)t](2ρ′22 + ρ′33 − 1)
Il est possible de simplifier encore les équations en utilisant les variables suivantes :
σ12 = ρ′12 exp [i(ω2 − ω)t]
σ21 = ρ′21 exp [i(ω − ω2)t]
σ22 = ρ′22
σ33 = ρ′33
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Nous obtenons :
σ˙33 = Kρ22 − Γρ33
















(2ρ22 + ρ33 − 1) (C.3)
Nous retrouvons bien les équations 1.36.

Annexe D
Diagramme de rayonnement d’un
ensemble de dipôles ponctuels
orientés aléatoirement
D
ans cette partie nous allons répondre à la questions suivante : étant donnés n dipôles
de même norme tirés aléatoirement, que doit valoir n pour que l’émission incohérente
des n dipôles soit isotrope ?
Pour y répondre, nous allons sommer les diagrammes de rayonnement des dipôles,
et moyenner sur les configurations. Nous évaluerons ensuite l’écart entre le diagramme
de rayonnement des dipôles et celui d’une émission isotrope de même puissance. Enfin,
nous calculerons de manière analytique l’écart entre le diagramme de rayonnement d’un
ensemble de dipôles aléatoires et celui d’une sphère.
Calcul du diagramme de rayonnement d’un dipôle
Soit un dipôle de moment dipolaire p, dont les composantes dans un repère cartésien


















En champ lointain, le champ électrique au point M repéré par le vecteur u s’écrit :
E(θ, φ) = µ0ω2Gp = µ0ω2
eikr
4pir
[(u× p)× u] (D.3)
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aléatoirement
La puissance élémentaire dP émise dans l’angle solide dΩ s’écrit :



















La figure D.1 présente le diagramme d’émission d’un dipôle unique orienté selon l’axe z.
Une coupe du diagramme de rayonnement dans un plan parallèle au dipôle est représentée
dans la figure D.2. Nous retrouvons le résultat bien connu que le dipôle ne rayonne pas
dans la direction de son axe.
Figure D.1 – Diagramme de rayonnement d’un dipôle orienté selon l’axe vertical z
Deux dipôles orthogonaux
Si on place deux dipôles orthogonaux au même point, on obtient le diagramme de
rayonnement de la figure D.3.
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Figure D.2 – Coupe de la figure D.1 dans le plan Oxz
Diagramme de rayonnement incohérent de trois di-
pôles orthogonaux
Si on place trois dipôles orthogonaux, le diagramme de rayonnement de l’ensemble est
isotrope. Nous allons calculer de manière analytique la puissance angulaire émise par trois
dipôles orthogonaux et montrer qu’elle est constante (indépendante de l’angle d’émission).
Calcul analytique
Calculons la puissance émise par unité d’angle solide lorsque l’émetteur est constitué
de trois dipôles orthogonaux au même point. Nous prendrons les dipôles alignés selon les
trois axes du repère cartésien :
px = [1, 0, 0]
py = [0, 1, 0]
pz = [0, 0, 1]



























|(u× pi)× u|2 (D.9)
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Figure D.3 – Diagramme de rayonnement de deux dipôles rayonnants disposés selon les axes z et x




= |(u× pi)× u|2 (D.10)
On développe le double produit vectoriel :
dPi
dΩ
= |pi − (u.pi)u|2 (D.11)
On développe l’identité remarquable :
dPi
dΩ
= |pi|2 − 2(u.pi)2 + (u.pi)2|u|2 (D.12)
La norme de pi ainsi que celle de u valent l’unité. L’expression devient
dPi
dΩ
= 1− (u.pi)2 (D.13)
On fait maintenant la somme des trois puissances angulaires :
dP
dΩ











Les vecteurs pi étant les vecteurs de base du repère orthonormé, le second terme de
l’équation précédente est l’expression du carré de la norme du vecteur u.
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Figure D.4 – Diagramme de rayonnement de trois dipôles orthogonaux
Le résultat est bien indépendant de θ et φ, donc l’émission est isotrope. Trois dipôles
orthogonaux incohérents rayonnent de manière isotrope en champ lointain.
Ecart à la sphère pour n dipôles
Dans cette section, nous allons estimer l’écart entre l’émission de n dipôles orientés
aléatoirement et l’émission isotrope. Pour cela, nous choisirons un critère numérique, puis
mènerons des simulations. Enfin, nous ferons le calcul analytique de ce critère.
Critère choisi









où n est le nombre de dipôles considérés, Pt(n,u) est la puissance totale rayonnée par
les n dipôles dans la direction d’émission u et PS(n) est la puissance angulaire moyenne
d’une émission isotrope de n dipôles. e(n) est un nombre sans dimension. e(n) vaut 0 si
l’émission est isotrope, et voit sa valeur augmenter si le diagramme d’émission s’éloigne
de l’isotropie.
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Résultats
La figure D.5 donne l’exemple d’une configuration de 200 dipôles. e(n) est représenté en
ordonnée, et en abscisse figure le nombre de dipôles considérés dans le calcul de e(n). La










Figure D.5 – Ecart à la sphère pour un ensemble de 200 dipôles, en fonction du nombre de dipôles
considérés
figure D.6 est calculée avec 20 dipôles et 50 configurations. La courbe rouge représente une
configuration prise au hasard, la courbe bleue est une moyenne sur 50 configurations. Les
barres d’erreur bleues représentent l’écart-type autour de la moyenne. Les deux courbes










Moyenne sur les 50 configurations
Exemple d’une configuration
Figure D.6 – Ecart à la sphère pour 20 dipôles, moyenne sur 50 configurations
ont été normalisées à un dans le cas d’un unique dipôle.
L’observation des courbes sur les figures D.5 et D.6 montre un comportement décrois-
sant rapidement faisant penser à une loi de puissance. Le calcul de e(n) peut être réalisé
de manière analytique, et nous allons montrer que cette l’hypothèse se vérifie.
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Calcul analytique de l’anisotropie du rayonnement
Les notations utilisées sont : n sera le nombre total de dipôles considérés, u le vecteur
donnant la direction d’observation, pi le moment dipôlaire du i
ème dipôle, Ei le champ
électrique généré par le ième dipôle. Pi(u) sera la puissance rayonnée par le ième dipôle
dans la direction u. Pt(n,u) est la puissance totale rayonnée dans la direction u. Pt(n) est
la puissance totale rayonnée dans tout l’espace. PS(n) est la puissance moyenne angulaire
rayonnée par les n dipôles.









Le critère choisi pour évaluer l’écart à l’émission isotrope est noté g(n), égal à la moyenne













où P (pi) est la densité de probabilité d’avoir un dipôle orienté dans la direction pi, et dpi
représente les n intégrations sur les orientations des n dipôles.

















Afin de calculer g(n), nous commençons par déterminer la valeur de PS(n).
Le champ rayonné par le dipôle i dans la direction Pt(n,u) s’écrit (aux constantes
près, nous pouvons ne pas les considérer car elles disparaissent dans la normalisation de
l’équation D.20) :
Ei ∝ G0pi = (u× pi))× u (D.21)
On développe le double produit vectoriel, et on utilise le fait que u et pi sont de norme
1 pour écrire :
Ei ∝ G0pi = pi − (u.pi)u (D.22)
La puissance Pi(u) s’écrit :
Pi(u) ∝ |Ei|2 = 1− (u.pi)2 (D.23)
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Pt(n) ∝ 8pin3 (D.28)
On divise par 4pi pour obtenir la puissance moyenne angulaire :
PS(n) ∝ 2n3 (D.29)



























L’orientation des dipôles est aléatoire, ce qui permet d’écrire P (pi) = 1/4pi, résultat
indépendant de la direction des dipôles, qui peut donc être sorti des intégrales. D’autre





















On appelle µi le produit scalaire u.pi, pris par rapport à une direction u de référence.
Ensuite, on change de variable pour l’intégration, on n’intègre plus par rapport à u mais
par rapport au couple d’angles (θ, φ) qui définissent l’orientation des dipôles. Comme
le terme u.pi est un produit scalaire, il ne fait intervenir que θ. De plus u étant une
orientation fixe, l’intégrant ne dépend plus de u, ce qui permet d’intégrer le terme du sur
4pi, ce qui donne un terme 4pi supplémentaire.
Le changement de variable d’intégration modifie également les bornes des n intégrales,
qui sont maintenant −1 et 1. L’angle φ n’est pas présent dans l’intégrant, on peut donc sor-
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La double somme donne n2, puis l’intégrale multiple
∫ · · · ∫ 1−1 dµi donne 2n. Ce terme est












La somme sur j va simplement sortir un facteur n car l’expression précédente ne dépend
pas de j. Les n-intégrales sont répétées n fois (somme sur i), et chaque n-intégrale vaut
2n/3. Ceci donne le terme n2n/3.




















































Nous avons démontré que le critère choisi pour observer l’anisotropie du rayonnement
de n dipôles orientés aléatoirement suit une loi en 1/n. Ce résultat permet d’affirmer qu’il
suffit d’un petit nombre de dipôles pour obtenir un rayonnement angulairement proche
de l’isotropie.
En particulier, ce résultat est relié à la mesure de LDOS : un mélange aléatoire de
quelques dipôles permet (si la source est petite devant les variations de LDOS mesurées)




Détail de la procédure de
handshaking
D
ans cette annexe nous allons décrire en détail le type de liaison utilisé pour faire com-
muniquer le SPM100 (RHK) et l’ordinateur qui commande le boitier HydraHarp400
(PicoQuant). Nous établirons également un schéma complet du câblage électrique du
montage expérimental.
Schéma complet du câblage du montage expérimen-
tal
Le schéma complet du montage expérimental est représenté sur la figure E.3. Chaque
composant du montage est représenté ainsi que toutes les liaisons câblées. Les flèches
(simples ou doubles) indiquent le sens (unidirectionnel ou bidirectionnel) des signaux. La
liaison représentée en bleu (entre le PC Lifetime et le RHK SPM100) sera détaillée dans
les sections suivantes.
Nous présentons maintenant pour chaque appareil du montage expérimental la façon
dont il est câblé aux autres composants.
Fianium SC450 La source laser Fianium est connectée au PC Lifetime par l’intermé-
diaire d’une liaison USB.
TDA 200 La photodiode de synchronisation TDA 200 est reliée à la HydraHarp 400 par
un câble coaxial (connexions SMA).
SPAD La photodiode à avalanche (MPD) est reliée à la HydraHarp 400 (câble coaxial,
connecteurs SMA) ainsi qu’au compteur Fluke (câble coaxial, BNC).
PicoQuant HydraHarp 400 Le boîtier HydraHarp 400 possède 3 liaisons. Une liaison
à la TDA (entrée ’Sync in’), une liaison au PC Lifetime (USB) et une liaison au
détecteur SPAD (coaxial SMA, entrée ’Timing 01’).
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Fluke Le compteur Fluke possède une liaison provenant du SPAD (BNC, entrée A) et
une sortie en direction de l’oscilloscope (sortie BNC, ’Analog out’) et du SPM100
(entrée ’Aux Inputs, Aux 1’ sur le SPM100).
Caméra Andor La caméra Andor possède une liaison avec le PC Lifetime (câble pro-
priétaire, relié à la carte d’acquisition située dans le PC).
Max232 Le boitier Max232 est relié au PC Lifetime et au SPM100, la liaison est détaillée
ci-dessous.
PC Lifetime Le PC Lifetime possède 4 liaisons. Une liaison USB au Fianium, une autre
liaison USB à la HydraHarp 400, une liaison RS-232 au Max232 (voir plus bas) et
une liaison à la caméra Andor (carte d’acquisition présente dans l’ordinateur).
PiezoJena PXY 200 Ce piézoélectrique est commandé par le boitier PiezoJena (câble
coaxial) ainsi qu’au SPM100 (câble coaxial BNC relié aux entrées de modulation du
boitier PiezoJena).
PiezoJena PZ 38 Ce piézoélectrique est relié au boitier de commande PiezoJena (câble
coaxial).
Diapason Le diapason est relié au pré-ampli par un câble 3 brins (2 brins sur les 2 bras
du diapason, le troisième flottant).
Pré-Ampli Le pré-ampli est relié au diapason (câble coaxial biaxe, connecteur LEMO)
ainsi qu’au boitier PLLPro (BNC, entrée ’Feedback Input’).
Pastille piézo La pastille d’excitation mécanique du diapason est reliée par un câble
coaxial (SMA puis BNC) à la sortie ’Probe Drive’ du boitier PLLPro.
Tube piézo Z Le tube piézoélectrique Z est relié par un câble coaxial (SMA puis BNC)
à la sortie ’Z scan signal’ du boitier SPM100.
Smaract SLC1720 Le positionneur 3D Smaract est relié au PC AFM par l’intermédiaire
du boitier de commande Smaract (connectique propriétaire).
Oscilloscope Nous utilisons trois voies de visualisation. La sortie ’Analog out’ du comp-
teur Fluke, la sortie ’DAC Ch1 Output’ du boitier PLLPro et la sortie ’Monitor
Outupt Z Position’ du boitier SPM100.
PC AFM L’ordinateur de contrôle de l’AFM est relié au boitier de commande Smaract
(USB), et au PLLPro (RJ-45 et carte dédiée).
RHK SPM100 Le SPM100 est relié au PLLPro, au tube piézo Z, au Max232, au Pie-
zoJena PXY 200 et au Fluke.
RHK PLLPro Le PLLPro est relié au PC AFM, à la pastille piézoélectrique, au pré-
amplificateur et au SPM100. Ce schéma ne représente pas le boitier intermédiaire
placé entre le SPM100 et le PLLPro, qui n’est utilisé que pour la connectique de
handshaking.
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Détail du protocole de handshaking
Dans cette section, nous allons présenter la procédure de handshaking. Le fonction-
nement de cette procédure est le suivant : un balayage AFM est lancé, et va s’arrêter
à chaque point du balayage. Une fois arrêté, un signal est envoyé (la sortie ’TTL Out’
présente sur le boîtier situé entre le SPM100 et le PLLPro passe d’une tension de 0V à
+5V). Dès que la sortie ’TTL Out’ passe à +5V, le PC Lifetime déclenche la mesure de
temps de vie de fluorescence. Dès que cette mesure est terminée, le PC Lifetime envoie
une impulsion TTL sur l’entrée ’TTL In’. Ce signal indique au SPM100 que le balayage
peut continuer, et la sortie ’TTL Out’ repasse à l’état 0 (tension nulle).







Mesure de temps de vie




Figure E.1 – Tensions aux bornes de ’TTL Out’ et ’TTL In’ durant le handshaking. Les variations
de tension de TTL Out sont imposées par le SPM100, celles de TTL In par le PC
Lifetime.
Détail de la connexion entre l’AFM et la mesure de
temps de vie
Dans cette section, nous allons détailler la connectique utilisée pour relier l’ordinateur
Lifetime au SPM100. La liaison de handshaking relie un port RS-232 du PC Lifetime au
boitier XPM Pro Adaptor. La liaison dans le sens AFM vers Lifetime n’est pas identique
à celle du sens Lifetime vers AFM (pour une raison de tension que nous allons expliquer).
XPM Pro Adaptor vers PC Lifetime
Le signal logique fourni aux bornes de la sortie TTL Out vaut 0V pour l’état bas et
3.3V pour l’état haut. Ce signal est lu (avec Matlab) à travers la valeur de la broche de








Figure E.2 – Schéma de la connexion de handshaking. Le port série (RS232) du PC Lifetime est
relié aux bornes TTL In et TTL Out du boitier XPMPro Adaptor par l’intermédiaire
d’un circuit intégré dans le sens Lifetime vers AFM, et par un simple câble dans l’autre
sens.
contrôle PinStatus de la connexion RS232 (port série). Un simple câble coaxial est utilisé
pour relier la broche 8 du port série à la sortie TTL Out.
PC Lifetime vers XPM Pro Adaptor
Pour signifier au SPM100 que la mesure de temps de vie de fluorescence est terminée,
on utilise la broche de contrôle 7 du port série du PC Lifetime (broche 7 : RequestToSend).
La tension fournie par les broches du RS232 vaut -12V dans l’état bas et +12 V dans l’état
haut. Comme l’entrée TTL In n’admet que des signaux TTL (amplitude max 5V), nous
avons utilisé un convertisseur de tension basé sur un circuit intégré Max232. La figure E.2

















































































































Taux d’amortissement radiatif face à
un plan
D
ans cette annexe nous calculons la formule 5.39 qui donne la modification du taux
d’amortissement radiatif d’un dipôle placé devant un plan semi-infini dont la réponse
optique est déterminée par le coefficient de réflexion de Fresnel.
Puissance rayonnée par un dipôle face à un plan
Afin de calculer le taux d’amortissement radiatif normalisé ΓR/Γ0, on utilise le fait
qu’il est égal au rapport de la puissance rayonnée en champ lointain Pray divisée par la












La puissance rayonnée en présence de l’interface est donnée par l’intégrale de la moyenne
temporelle du vecteur de Poynting sur la demi-sphère S de rayon r (voir la figure F.1)








Re (E(r)×B(r)∗) · n dS (F.3)
où r = rn.
Nous considérons maintenant la décomposition en ondes planes (voir le chapitre 2) du



















Figure F.1 – Géométrie du calcul du taux d’amortissement radiatif d’un dipôle pointant vers un plan
métallique
avec r = (x, y, z) et R = (x, y). K et γ1 désignent les composantes (respectivement
tangentielle et normale) du vecteur d’onde k0 = k0 = (K, γ1), vérifiant |k0|2 = |K|2 + γ21 .
On peut alors montrer par la méthode de la phase stationnaire (voir les annexes de la
référence Born et Wolf (1999)) que lorsque r  λ = 2pi/k0 la seule composante à prendre










où r = |r|.
L’hypothèse de la phase stationnaire impose que le champ ait une structure locale
d’onde plane, ce qui permet alors d’écrire E(r)×B(r)∗ = (1/c)|E(r)|2.
Dans ces conditions :
〈Π(r)〉 · n = 0c
2
|E(r)|2 (F.6)














|γ1|2|e(K = k0 r
r
)|2 sin(θ)dθdφ (F.8)
Il ne manque plus que la composante de Fourier du champ électrique e(k0 r/r) afin de
pouvoir déterminer le rapport ΓR/Γ0.
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Taux d’amortissement radiatif
Le calcul de e(K) dans le cas d’une interface plane se trouve dans la référence Wylie
et Sipe 1984. Le principe du calcul est le suivant : on utilise l’expression du tenseur de
Green en réflexion sur une interface plane. De manière générale le tenseur de Green dans
l’espace de Fourier s’exprime de la façon suivante :
G(r, r′) = G(R, z,R′, z′) =
∫∫




où r = (R, z) désigne la position du dipôle source et r′ = (R′, z′) celle du point d’intégra-
tion sur la sphère S. La composante g(K, z, z′) dans le cas d’une interface plane s’écrit
(Wylie et Sipe 1984) :











où zˆ le vecteur unitaire de la direction z, sˆ = Kˆ×zˆ (avec Kˆ = K/|K|) et pˆ = 1/k0 [|K|zˆ− sgn(z−
z′)γ1 Kˆ] (notations de Sipe).
Comme on considère uniquement le cas du dipôle pointant vers la surface, les termes en
sˆ disparaissent. De même, comme le dipôle source et les points de mesure sont distincts, on
peut supprimer le terme 1/(k20)δ(z − z′)zˆzˆ. En utilisant le fait que E(r′) = µ0ω2G(r′, r)p




















En insérant l’équation F.11 dans F.8 on obtient l’expression suivante pour la modification












∣∣∣1 + rle2iγ1z∣∣∣2 sin(θ)3dθ (F.12)
Cette équation montre que la modification du taux d’amortissement radiatif ne dépend
que de la distance z entre le plan et le dipôle et du facteur de réflexion rl.
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