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Abstract.
This thesis examines the connections between the quantum group invariants
for the quantum groups U
q
(sl(N)) and the Homy skein of the annulus.
A Gyoja [G] constructed idempotent elements of the Hecke algebras of type A
which specialise to the Young symmetrisers of the group algebra of the symmetric
group CS
n
. We construct skein theoretic versions of these idempotents. For each
Young diagram  we construct an element of the Homy skein of the annulus
Q

for which
J(L;V

1
; : : : ; V

k
) = X
N
(L
1
Q

1
t    t L
k
Q

k
)
where J(L;V

1
; : : : ; V

k
) is the U
q
(sl(N))-invariant of a link L coloured by the
representations V

1
, : : :, V

k
, X
N
is obtained from the framed Homy polynomial
by making (N dependent) substitutions for the variables of the Homy polyno-
mial in terms of q and L
1
Q

1
t    t L
k
Q

k
is a satellite of the link L. We
show that if we evaluate X
N
when q a primitive root of unity we can restrict
our attention to a limited set of colours among which we identify an element


r
. If every component of a link is coloured by 

r
then we can normalise X
N
to
produce a 3-manifold invariant.
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Introduction.
The motivation for this thesis is to describe algebraic results about quantum
group invariants combinatorially using the language of linear skein theory.
Quantum groups were discovered in 1985 by Drinfel'd [D1] and independently
by Jimbo [Ji1]. They can be thought of as 1-parameter deformations of Lie alge-
bras. In this thesis we are interested only with the quantum groups U
q
(sl(N)),
derived from the Lie algebras sl(N). Kulish and Reshetikhin [KR] produced
link invariants which generalised the Jones polynomial, using representations of
the quantum group U
q
(sl(2)). Reshetikhin and Turaev [RT1] generalised the
method, producing knot invariants from any quantum group. These invariants
depend on the isotopy class of the link and a choice of colouring. A colour is
a representation of the quantum group and a colouring is a choice of colour for
each component of the link. We identify a fundamental colour, an irreducible
representation for which every other irreducible representation is a summand of
some tensor power.
Meanwhile, several groups [FYHLMO, PT] had introduced a 2-variable poly-
nomial, now called the Homy polynomial. The Jones polynomial can be ob-
tained from the Homy polynomial by making substitutions for the two variables.
The Homy polynomial can be described combinatorially but turns out to be
closely related to the quantum group invariants for the quantum group U
q
(sl(N)).
Turaev [T1] showed that upon appropriate substitutions for the variables, the
U
q
(sl(N))-invariants of a link can be calculated directly from the Homy polyno-
mial if the fundamental colour is applied to every component of the link. Thus,
we have a connection between the algebraic world of quantum groups and the
combinatorial world of the Homy polynomial.
In this thesis we calculate patterns (link diagrams in an annulus) that allow us
to calculate the U
q
(sl(N)) invariants of a link L with any colouring by calculating
the Homy polynomial of an appropriate satellite of L.
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The contents of this thesis can be summarised as follows.
Chapter 1 covers some of the denitions of classical knot theory relevant to
this thesis.
Chapter 2 is an introduction to the combinatorial theory underpinning the
results of subsequent chapters. We dene the Homy polynomial and derive
the framed Homy polynomial. We discuss the skein theory associated with the
framed Homy polynomial. The second half of this chapter is devoted to the
combinatorial properties of Young diagrams. These will be used in Chapter 3
to describe the representation ring of the quantum group U
q
(sl(N)) for generic
values of q.
In Chapter 3, Hopf algebras are discussed and the quantum group U
q
(sl(N))
is dened. The irreducible representations of U
q
(sl(N)) are indexed by the Young
diagrams with fewer than N rows. We demonstrate how to construct knot in-
variants from quantum groups. We nish by stating Turaev's theorem which
relates the quantum invariants of U
q
(sl(N)) with fundamental colouring and the
framed Homy polynomial.
Chapter 4 is the main body of the thesis. Here we discuss Hecke algebras of
type A and their connections with the Homy skein theory of Chapter 2. Gyoja
[G] gave an algebraic construction for idempotent elements of the Hecke algebra
and we use the connections with skein theory to give versions of these elements as
linear combinations of braids. We prove that these idempotents, interpreted as
endomorphisms of tensor powers of the fundamental representation of U
q
(sl(N)),
are the projection maps onto the irreducible summands. We denote the closure
of the projector onto the irreducible module indexed by the Young diagram 
by Q

. The Q

provide the patterns required to calculate the the U
q
(sl(N))-
invariant of a knot coloured by the irreducible module V

in terms of the framed
Homy polynomial of the satellite knot K Q

. We dene X
N
to be the framed
Homy polynomial with the substitution of variables required to equate it with
the quantum invariants for U
q
(sl(N)). We show that the Q

work for all N at
once. We demonstrate that the Q

satisfy the product rules of the ring of Young
diagrams, in particular, that they are given by the Giambelli formula for .
In Chapter 5 we extend link invariants to invariants of 3-manifolds. It was
shown by Lickorish [Li1] that every 3-manifold can be obtained from a framed
link by surgery. We evaluate X
N
when q is a primitive rth root of unity. We
demonstrate that we can work with a restricted set of linear combinations of
7
colours which form a nite dimensional vector space. The nite dimensionality
allows us to dene a colour 

r
for which X
N
behaves nicely under the Kirby
moves. Hence, we can derive a 3-manifold invariant from X
N
by appropriate
normalisation. WhenN = 2, Morton and Strickland [MS] showed that evaluation
at a root of unity gives rise to a 3-manifold invariant which is equivalent to the
3-manifold invariant of Reshetikhin and Turaev [RT2]. This chapter extends the
ideas of [MS] to all values of N .
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Chapter 1
The preliminaries.
1.1 Introduction.
In this chapter we look at some of the classical theory of knots. Much of the
detail can be found in the books by Burde and Zieschang [BZ], Rolfsen [Ro] and
Adams [Ad]. The rst two books have the avour of algebraic topology, whereas
the third book is more elementary.
We introduce the concepts required for the subsequent chapters.
1.2 Basic Denitions.
1.2.1 Denitions.
A topological knot is an embedding of the circle, S
1
into IR
3
or S
3
.
A link L, with jLj components, is an embedding of jLj copies of S
1
into IR
3
or S
3
. We will denote a link with k components by L = L
1
t L
2
t    t L
k
. We
call the link oriented if each component of L has an orientation.
Given two embeddings f
0
,f
1
: S
1
! S
3
we say that they are isotopic if there
exists an embedding F : S
1
 I ! S
3
 I such that F (x; t) = (f(x; t); t), for
x 2 S
1
, t 2 I = [0; 1] with f(x; 0) = f
0
(x) and f(x; 1) = f
1
(x).
The two embeddings are ambient isotopic if there is a level preserving isotopy
9
H : S
3
 I ! S
3
 I, with H(y; t) = (h
t
(y); t), where f
1
= h
1
 f
0
and h
0
= id. If
the knots are oriented we further require that the isotopy preserves orientation.
These denitions are extended to links in the obvious way.
We will call two links equivalent if they are ambient isotopic.
To avoid pathological behaviour, we shall restrict ourselves to the category of
piecewise linear (p-l) links, i.e. to links which are ambient isotopic to a collection
of simple closed polygons in IR
3
or S
3
. Such links are called tame.
We adjust our denitions of isotopy and ambient isotopy to insist that the
mappings f(x; t) and h
t
must be p-l embeddings for all t.
We shall call two p-l knots p-l equivalent if they are p-l ambient isotopic.
1.2.2 Notes.
The denition of ambient isotopy prevents us from \unknotting" the knot by
pulling it tight, as in the diagram below.
Obviously if we were allowed to do this then the subject of knot theory would
be much simpler.
Two tame knots are ambient isotopic if and only if they are p-l ambient
isotopic. Hence, for tame knots the two relations are the same.
From now on, we shall assume that we are working in the piecewise linear
category. The prex piecewise linear will be omitted.
1.2.3 Denitions.
A link diagram is a projection of a link, along a given direction, on to a plane.
The image must have only a nite number of singular points, each a transverse
double point with the over and under crossings distinguished.
We will dene the sign of a crossing, "(c), by the prescription
10
" = +1 " =  1
1.2.4 Theorem.[Re]
Let D and D
0
be diagrams of links L and L
0
. The links L and L
0
are equivalent if
and only if D
0
can be obtained from D by applying a nite number of the moves
described below.
R I R I
R II
R III
We shall call these the Reidemeister moves I, II and III.
Proof. A proof of this Theorem can be found in [BZ].
1.2.5 Denition.
Fix a particular diagram of an oriented link L and let L
1
and L
2
be two compo-
nents of L. The linking number, lk(L
1
; L
2
), of the two components is dened to
be
lk(L
1
; L
2
) =
X
c
"(c) :
where the sum is taken over the crossings, c, of L
1
over L
2
and "(c) = 1 is the
sign of the crossing, c.
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1.2.6 Proposition.
Linking number is an ambient isotopy invariant of oriented links and
lk(L
1
; L
2
) = lk(L
2
; L
1
) :
The linking number is unchanged if we reverse the orientation of both compo-
nents and switches sign if we reverse the orientation of one of the components.
Proof. Consider how the linking number changes under the three Rei-
demeister moves. The RI move only involves one component, so the linking
number is unchanged. The number of crossings and their signs are unchanged
under RIII and therefore so is linking number. With the RII move, two cross-
ings are created (or removed). However, they appear with opposite sign so there
is no net change in the linking number.
To see the second statement, view the diagram from below. Each crossing of
L
1
over L
2
becomes a crossing of L
2
over L
1
with the same sign.
The last two statements can be shown by considering what happens to the
sign of a crossing if the orientation of one or both strings is reversed.
1.2.7 Denition.
A framed link is a link L with a chosen parallel curve for each component. If the
link is oriented the parallel curves inherit their orientations from the components.
Below we give two examples of framed trefoil knots.
In this thesis all framed link diagrams will be assumed to have blackboard framing
(i.e. the parallel curve will be assumed to lie in the plane of the paper). With
this assumption a framed knot will be uniquely determined by its diagram. Our
previous examples will therefore be drawn as follows:
:
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1.2.8 Denition.
Two framed knots are said to be regularly isotopic (or framed equivalent) if they
are ambient isotopic and the linking numbers of the parallel curves with the link
components agree.
Obviously, although our two examples are ambient isotopic they are not
framed equivalent, since the linking number of the knot and its parallel is +3 for
the knot on the left and +2 for the one on the right.
Most of the link invariants we are concerned with in this thesis are regular
isotopy invariants. The following Proposition expresses regular isotopy in terms
of Reidemeister moves. This interpretation of regular isotopy is the one that we
will use in subsequent chapters.
1.2.9 Proposition.
Two framed links are equivalent if their diagrams are related by a series of RII
and RIII moves and the following move
=
Proof. Firstly we rule out the rst Reidemeister move, on the grounds
that it changes the linking number of the component with its parallel. From
the pictures below it is easy to see that adding the full curl adjusts the linking
number by 1.
= 6= :
The linking number remains unchanged under RII and RIII using similar rea-
soning to that in the proof of Proposition 1.2.6.
In fact we can switch a curl from one side of the string to the other using
RII and RIII.
We use the Whitney trick, shown in Figure 1.1, to cancel curls of opposite
sign which occur on the opposite sides of a string.
13
Figure 1.1: The Whitney trick for introducing or cancelling curls.
If we have two curls of opposite sign on the same side of a string, then we can
cancel them by considering the link as a whole. We can pass the string under
every other crossing in the link using RII and RIII, as shown below.
= :
Therefore, if L is a link, with two adjacent curls of opposite sign on the same
side of the string, we can proceed as follows
L =
=
= :
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Note that we have used only RII and RIII moves to achieve this. We can,
therefore add or remove pairs of curls with opposite sign at will and preserve the
regular isotopy class of a link diagram. Hence,
= = :
Thus, moving a curl from one side of the string to the other can be achieved
in a nite number of RII and RIII moves. Therefore if two link diagrams are
regular isotopic, we can obtain one from the other in a nite number of RII and
RIII moves.
1.2.10 Denition.
Let D be a diagram of a link L. The writhe, !(D), is the signed crossing number
of the diagram, i.e. !(D) =
P
c
"(c) over the crossings in D.
Writhe is an invariant of framed links. The proof of this fact is very similar
to that for Proposition 1.2.6 concerning linking numbers. For a knot diagram
the writhe is equal to the linking number of the framed knot with its parallel
curve. This number is sometimes called the framing of the knot.
1.3 Braids.
1.3.1 Denition.
Let I denote the unit interval [0; 1]. Consider the cube I  I  I. Fix n pairs of
points, namely (1=2; i=(n+1); 0) and (1=2; i=(n+1); 1) for i = 1 : : : n. We dene
a braid on n strings to be the following. Attach a string to each of the n points
(1=2; i=n + 1; 1). The other end of the string is attached to (1=2; j=n+ 1; 0) for
some j = 1 : : : n. We insist no two strings are attached to the same point. We
further insist that the strings can't turn back on themselves at any point i.e. for
any t 2 [0; 1] each string intersects the plane z = t exactly once.
Two braids are equivalent if one can be obtained from the other by a nite
number of RII and RIII moves, relative to the xed boundary points.
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1.3.2 Proposition.[A]
The set of all n-string braids forms a group, B
n
, under product. The product of
two braids, B and C, is given by concatenation, as in the gure below.
BC =
B
C
Notice that we are taking multiplication on the right rather than the left.
The braid group has a presentation
*

i
i = 1; : : : n  1






i

j
= 
j

i
ji  jj > 1

i

i+1

i
= 
i+1

i

i+1
+
where 
i
corresponds to the braid where the (i+ 1)st string crosses over the ith
string and no other strings cross.
......
Pictorially, the second set of relations is a version of the third Reidemeister move,
= :
1.3.3 Denition.
For each permutation  2 S
n
, we will dene an n-braid !

called a positive
permutation braid. It is uniquely determined by the following properties :
1. All strings are oriented from top to bottom.
2. String i joins the point numbered i at the top of the braid to the point
numbered (i) at the bottom of the braid.
3. All the crossings occur with positive sign.
4. The ith and the jth strings cross at most once.
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We can think of the braid as sitting in layers, with the rst string at the back
and the nth string at the front.
We will dene the negative permutation braid in exactly the same manner as
the positive permutation braid except that we will demand that all the crossing
be negative. We shall denote this braid by !
 1

.
Note that, perversely, !

!
 1

6= 1 in general but, !

!
 1

 1
will always be the
identity braid. For example if  = (431) 2 S
4
then
!

= !
 1

=
!

 1
=
1.3.4 Comment.
The positive permutation braids were rst identied by Elrifai and Morton [EM].
Morton and Traczyk [MT] showed that they form a basis for the Hecke algebra.
They will be the elements from which we will build our idempotent elements in
Chapter 4.
1.4 New knots from old.
1.4.1 Denition.
Let P be a knot contained in a standardly embedded solid torus T . A disc in T
is called a meridinal disc if it bounds a meridian. We require P to be essential
in T (P must intersect every meridinal disc of T ). Let C be a knot in S
3
and
let T
0
be a tubular neighbourhood of C. Let h : T ! T
0
be a homeomorphism.
Then h(P ) is a satellite knot with companion C and pattern P .
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1.4.2 Remarks.
In some denitions there is the further requirement that h is faithful (i.e. h
takes the preferred meridian and longitude of T onto the preferred meridian
and longitude of T
0
). This would determine the satellite of C uniquely for a
given pattern. However, there is an alternative denition which denes the
satellite for a framed companion knot. The framing determines the choice of
homeomorphism in the previous denition by identifying a preferred curve on T
0
to which the longitude of T should be mapped, therefore, it is essential to have
an agreed framing on the companion knot. Let C be a framed knot and P be
a knot diagram in an annulus. The parallel of C determines an embedding of
an annulus in S
3
. Let S be the image of P under the embedding. We call S a
satellite knot. The knot C is called the companion knot and P is known as the
pattern. The knot S will sometimes be denoted as C  P .
If the pattern P is framed then S will be framed, inheriting its framing from
P . The condition that h is faithful corresponds to the requirement that the knot
C has zero framing in this denition. The example in Figure 1.2 is of a satellite
of the gure of eight knot. This satellite construction lies at the heart of the
Figure 1.2: A satellite of the gure-eight knot with framing  1.
connection between quantum invariants of coloured links and the framed Homy
polynomial. In Chapter 4, we calculate a pattern, Q, for each colour, V , and
show that the quantum invariant of a knot, K coloured by V is equal to the
framed Homy polynomial of the satellite K Q.
18
Chapter 2
Combinatorial results.
2.1 Introduction.
We rst discuss the Homy polynomial and some basic skein theory. Connections
between these and the quantum invariants of links will be established in Chapter
3.
We then look at partitions and Young diagrams. The approach is combina-
torial, making use of the connections between Young diagrams and symmetric
polynomials. I.G. Macdonald gives a detailed account of the theory of symmetric
functions and their connections with Young diagrams in [Mac].
We describe a ring structure on the set of Young diagrams, set up to reect
the representation theory of the Lie algebra sl(N) and its quantum enveloping
algebra, which will be discussed in Chapter 3. Connections with the representa-
tion theory of the group algebra CS
n
and the Hecke algebras of type A will be
established in Chapter 4.
2.2 The Homy polynomial.
2.2.1 Denition.
The Homy polynomial, P (L) 2 C[v
1
; z
1
], is an ambient isotopy invariant of
an oriented link L which is multiplicative over distant union. It was discovered
19
by several groups; [FYHLMO, PT].
It is determined up to a scalar multiple by the skein relation
v
 1
P (L
+
)  vP (L
 
) = zP (L
0
) :
where L
+
, L
 
and L
0
are oriented links which dier only in the disc indicated
below.
L
+
L
 
L
0
We normalise P by setting the value of the Homy polynomial for the empty
link to be 1 (rather than the more usual normalisation, P ( ) = 1.) As a direct
consequence of the skein relation
P (L t O) =
v
 1
  v
z
P (L) ;
where L t O denotes the link L together with a distant simple closed curve.
We will often write skein relations schematically. For example we can describe
the skein relation of the Homy polynomial pictorially as
v
 1
P
 
  v P
 
= z P
 
:
The Homy polynomial is invariant under all three Reidemeister moves, although
this can't be proved directly from the skein relation.
If, instead, we require a regular isotopy invariant we must modify the Homy
polynomial to take account of changes in the writhe of a link. We will work with
X (L) 2 C[x
1
; v
1
; z
1
], which is an invariant of framed oriented links. We will
call X the framed Homy polynomial. Discussion of this invariant can be found
in sections 18 and 19, Chapter 6 of Kauman's book [K1] and also in [M2].
It is constructed from the Homy polynomial by extending the coecient
ring to include an indeterminate x and setting X (L) = (xv
 1
)
!(D)
P (L), where
!(D) is the writhe of the knot diagram. The following relation, therefore, holds
X
 
= (xv
 1
)X
 !
:
The skein relation needs to be adjusted to take account of this curl relation. The
framed skein relation is
x
 1
X
 
  xX
 
= z X
 
:
20
Set z = s  s
 1
and  = (v
 1
  v)=z. Following Morton and Traczyk, [MT], we
will set  to be a quotient of the ring of polynomials in x
1
, v
1
, z and ,
 = C[x
1
; v
1
; z; ]= < v
 1
  v = z > :
It is easy to see from its construction that the framed Homy polynomial is an
element of . The variable  is introduced to keep track of the occurrences of
z
 1
and allows for specialisations of  in which z is mapped to 0.
2.2.2 Notation.
We will denote the evaluation of P (L)= at v = 1, by r(L). Note that when we
calculate the Homy polynomial we can always reduce diagrams to a collection
of unknots, therefore, P (L) always has a factor of . The value of r on the
unknot is 1,
r
 
= 1 :
(Note that if we had normalised P (v; z) to be 1 on the unknot, then the value
of r(L) would be exactly the Homy polynomial evaluated at v = 1.)
We can calculate r from X by setting x = v = 1.
Since P is an ambient isotopy invariant,r is also an ambient isotopy invariant
which is polynomial in z. It satises the skein relation
r
 
  r
 
= zr
 
:
From the skein relation, we have
0 = r

T S

  r

T S

= zr

ST

:
Therefore, if L is a split link then r(L) = 0.
2.2.3 Remarks.
We introduce r here because we use the fact that it vanishes on split links to
prove Proposition 4.8.2. In fact the invariant r is a well known invariant called
the Conway polynomial. It is closely related to the Alexander polynomial and
pre-dates the Homy polynomial. We dene it in terms of the Homy polynomial
here as it will only appear in this context in this thesis. Details of the original
denition can be found in J.H. Conway's paper [C].
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2.3 Skein theory.
Skein theory was rst introduced by J.H. Conway, [C]. Here we are interested
in the skein theory associated to the Homy polynomial. In particular we are
interested in the skein theory of the annulus and its connections to satellite knots.
The Homy skein theory is discussed in detail in the work of Lickorish and Millet
[LiM, Li2].
2.3.1 Denition.
Let F be a planar surface. If F has boundary, we x a (possibly empty) set of
distinguished points on the boundary.
In this context we dene a diagram in F to be a collection of oriented closed
curves and arcs joining the distinguished boundary points, allowing only simple
crossings. Two diagrams are equivalent if one can be obtained from the other by
a nite number of Reidemeister moves II and III.
Let D(F ) be the set of -linear combinations of diagrams in F , up to equiv-
alence.
2.3.2 Examples.
If F = IR
2
then D(F ) is the set of -linear combinations of oriented link dia-
grams.
Let F = S
1
 I be an annulus. In this case D(F ) is the set of linear combi-
nations of link diagrams such as the one below.
Set I = [0; 1] and x integers n and m. Let F = I
2
with distinguished
boundary points at (i=(m+1); 0) for i = 1 : : : m and (j=(n+1); 1) for j = 1 : : : n.
Then D(F ) will be the set of -linear combinations of diagrams such as the one
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below, in the case where m = n = 3
We will call such diagrams tangles.
More importantly, we shall be concerned with a subset of these diagrams.
Firstly we will insist that there are n boundary points at both the top and the
bottom of the rectangle. Secondly, we insist that the points at the top are inputs
and those at the bottom are outputs. By this, we mean that the strings which
meet the top of the square are oriented into the square and the strings which
meet the bottom of the square are oriented out of it. We shall denote the set
of such diagrams by D(R
n
n
) . The set of n-string braids is contained in D(R
n
n
),
however, the diagram above is not an element of D(R
3
3
) since two of its strings
turn back on themselves.
2.3.3 Denition.
The framed Homf ly skein S(F ) of a planar surface F with a distinguished set
of boundary points is the quotient of D(F ) by the relations
x
 1
  x = z
and
= (xv
 1
) :
Again, it is a consequence that
D
G
=
(v
 1
  v)
z
D
where is a null-homotopic loop in F .
The following denition explains how to map the linear skein of one surface,
F , into the linear skein of another, F
0
.
A wiring w of F into F
0
is a choice of inclusion of F into F
0
and a choice of
a xed diagram of curves and arcs in F
0
nF . The boundary of this xed diagram
is the union of the distinguished sets of F and F
0
.
Examples of this can be found in Examples 2.3.5.
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2.3.4 Theorem.
A wiring of F into F
0
induces a linear map of the skein of F into the skein of F
0
dened by
S(w) : S(F ) ! S(F
0
)
D 7! w(D)
where w(D) is the inclusion of the diagram D in the xed diagram described
above.
Proof. Suppose a collection of diagrams in S(F ) satisfy the skein rela-
tions. Since the relations are dened locally, the diagrams will continue to satisfy
the relations when we extend to S(F
0
).
In fact we can extend this idea to wiring several surfaces, F
1
, F
2
,: : :,F
n
into
a surface F . This gives us a multi-linear map
S(F
1
) S(F
2
)     S(F
n
)! S(F )
In some of the following examples this idea will be used to turn linear skein
modules into algebras.
2.3.5 Examples.
We can wire the rectangle R
n
n
into the annulus as indicated below.
.
.
.
.
.
.
...
This element will be called the closure of the tangle. For a tangle T we will
denote its closure by
b
T .
There is an obvious wiring of the annulus into the plane by \forgetting" the
annulus.
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Two copies of the rectangle R
n
n
can be wired together as follows,
n
n
n
:
This gives us a bi-linear map S(R
n
n
) S(R
n
n
)! S(R
n
n
) which denes a product
on S(R
n
n
). Therefore, S(R
n
n
) is an algebra over .
The next example also denes a product this time in S(S
1
 I). A wiring of
S(S
1
 I) S(S
1
 I)! S(S
1
 I) is given by the following diagram
The two annuli are stacked one inside the other. This product is obviously
commutative (lift the inner annulus up and stretch it so that the outer one will
t on the inside of it). Hence S(S
1
 I) is a commutative -algebra.
2.3.6 Notation.
Let C = S(S
1
 I) as a -algebra. Let C
+
be the sub-algebra generated by
the diagrams which have all their strings running anti-clockwise through some
meridian.
2.3.7 Theorem.[T2]
The framed Homy skein C
+
is freely generated as an algebra by '
+
m
, m 2 IIN,
where '
+
m
is the closure of the braid in the picture below.
. . .
. . .
m
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2.3.8 Corollary
The algebra C
+
is graded. Let C
(n)
be the linear space spanned by all the terms
('
+
i
1
)
j
1
('
+
i
2
)
j
2
   ('
+
i
p
)
j
p
where
P
p
k=1
i
k
j
k
= n. Then
C
+
=
1
M
n=0
C
(n)
(Note that C
(n)
is the linear space of all diagrams with algebraic intersection
equal to n on some meridional arc.)
Proof. By Theorem 2.3.7, every element of C
+
is a -linear combination
of such monomials. Since the elements '
+
m
generate C
+
freely as an algebra, the
monomials must generate C
+
as a -module.
Let c
(m)
2 C
(m)
and c
(n)
2 C
(n)
. Without loss of generality we can assume
that they are monomials. Let
c
(m)
= ('
+
i
1
)
j
1
('
+
i
2
)
j
2
   ('
+
i
p
)
j
p
;
with
P
p
t=1
i
t
j
t
= m, and
c
(n)
= ('
+
k
1
)
l
1
('
+
k
2
)
l
2
   ('
+
k
r
)
l
r
with
P
r
t=1
k
t
l
t
= n. Then
c
(m)
c
(n)
= ('
+
i
1
)
j
1
('
+
i
2
)
j
2
   ('
+
i
p
)
j
p
('
+
k
1
)
l
1
('
+
k
2
)
l
2
   ('
+
k
r
)
l
r
:
is a monomial in C
(m+n)
as required.
2.3.9 Comment
Note that all the elements of C
(n)
are linear combinations of terms, each of which
has exactly n strings running anti-clockwise through some meridian.
2.3.10 Theorem.[MT]
Let w : S(R
n
n
) ! S(S
1
 I) be the wiring as described in the rst example in
Examples 2.3.5. Dene
W =
[
n2IIN
w(S(R
n
n
))
Then W is a sub-algebra of C, namely the sub-algebra C
+
.
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Proof. It is obvious that W is closed under addition, product and scalar
multiplication. It is also clear that W  C
+
since the arcs in the xed diagram
all run round anti-clockwise.
To see that C
+
 W consider a element c 2 C
+
. For each term in the
expression c there is a meridian somewhere through which all the strings pass
in the same direction. If we cut along each of these meridians and open out the
resulting rectangles we obtain an element of S(R
n
n
), for some whole number n,
which closes to c as required.
2.3.11 Motivation.
We can think of C as a collection of patterns for satellite links. In Chapter 3
we introduce quantum link invariants, which depend on the link and a choice
of colouring. At the end of Chapter 4 we show that these quantum invariants
can be calculated by nding the framed Homy polynomial of certain satellites
of the link, with an appropriate specialisation of the ring . Since we are only
concerned with the framed Homy polynomial of these satellite links and any
two patterns which are equivalent in C will produce satellite links with the same
framed Homy polynomials, we can assume that the patterns are elements of C.
In fact, a property of the quantum invariants allows us just to consider patterns
in C
+
.
2.4 Partitions.
2.4.1 Denitions.
Fix a natural number n 2 IIN. Set  = (
1
; 
2
;    ; 
k
), with 
i
2 IIN,
P
k
i=1

i
= n
and 
1
 
2
     
k
. We call  a partition of n.
Often it is stipulated that the 
i
must be non-zero, however, since we wish
to compare partitions of dierent numbers later, we allow our partitions to have
a nite number of zeros at the end. We will make no distinction between two
partitions which dier only by a collection of zeros.
We shall formally include (0) as a partition of 0.
We can represent a partition of n by a Young diagram, a collection of n cells
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arranged in rows, with 
1
cells in the rst row, 
2
cells in the second row and
so forth. We shall abuse notation by denoting both the partition and its Young
diagram by . Note that the Young diagram for (0) is the empty diagram.
We dene the size of a partition, denoted by jj =
P
i

i
, to be the number
of cells in the Young diagram.
The conjugate of , 
_
, is the partition obtained from  by setting 
_
i
to be
the number of 
j
 i. In terms of Young diagrams, 
_
is the diagram whose
rows are the columns of .
Suppose that  is a Young diagram with n cells and T () is an assignment
of the numbers 1 to n to the cells of  such that they increase from left to right
and top to bottom. We call T () a standard tableau.
We can dene a total ordering on the set of Young diagrams using the lexico-
graphic order. Set  = (
1
;    ; 
k
) and  = (
1
;    ; 
m
). Let j be the smallest
value of i for which 
i
  
i
6= 0. If 
j
  
j
is positive then  > .
Note that we do not insist that  and  are both partitions of the same
natural number or that they have the same number of rows. If k < m we can
add a collection of empty rows to  so that 
i
  
i
is well dened for i > k.
For a given cell in a Young diagram we dene the hook length to be the
number of cells below it in the same column and to the right of it in the same
row. The cell itself is included in the count.
2.4.2 Example.
Let  = (4; 2; 1), then jj = 7. The Young diagram for this partition is
 = :
It follows that 
_
= (3; 2; 1; 1) and has the following Young diagram

_
= :
Below we give two examples of standard tableaux for the partition .
5
3 6
21 4 7 2 3 5
64
7
1
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The diagram below shows the hook lengths for each cell in .
1
1
1246
3
2.4.3 Denition.
Let each Young diagram determine a vertex of a graph. An edge will join 
to  if  can be obtained from  by removing one cell. Figure 2.1 shows the
graph for Young diagrams with up to 7 cells, arranged in increasing size down
the page. This graph is usually used to indicate how irreducible representations
of the Hecke algebra, H
n
(respectively CS
n
) decompose when restricted to rep-
resentations of H
n 1
(respectively CS
n 1
). It is known as a Brattelli diagram.
We will return to these topics in Chapter 4.
We dene two integers, d

and 

, recursively using the graph. Let d
2
= 1.
The integer 
2
is not dened. Instead we set  =  1 and  = 1. We then
dene
d

=
X
d

0


=
X


0
where the sum is over all those Young diagrams with one fewer cell which are
connected to  by an edge of the graph. In fact there is a closed formula for d

.
2.4.4 Proposition.[FRT]
The number of standard tableaux of the Young diagram  is d

and
d

=
n!
Q
hook lengths
:
where jj = n.
2.5 The ring of Young diagrams.
Next we put a ring structure on the set of formal -linear combinations of Young
diagrams. It is devised to have the same structure constants as the ring of repre-
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Figure 2.1: The graph of Young diagrams.
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sentations of the Lie algebra sl(N). However, it is dened purely combinatorially
and completely independently of N .
We have already mentioned that, in Chapter 3, we introduce quantum in-
variants which depend on a coloured link. In fact a colouring is a choice of an
element of this ring for each component of the link. In Chapter 4, therefore, we
need only to construct an element, Q

2 C
+
, for each Young diagram , for which
the framed Homy polynomial of the satellite C Q

is the quantum invariant of
C coloured by . Since the Young diagrams span the ring we will then be able
to calculate the quantum invariant of a link with any colouring via the framed
Homy polynomial.
2.5.1 Denitions.
The ring of Young diagrams, Y , is dened to be the set of formal -linear combi-
nations of Young diagrams where addition is given by formal linear combination
and the product is dened by the following formula
 =
X
jj=jj+jj
a


 :
where the structure constants, a


, are the the Littlewood-Richardson coecients
This product is associative and commutative with identity the empty partition.
Neither of these properties is obvious from the combinatorics; they follow from
the representation theory of Lie algebras, described in Proposition 3.4.9.
These coecients can be calculated combinatorially as the number of ways
the diagram  can be obtained from a strict expansion of  by , as follows.
Let  = (
1
;    ; 
k
) and  = (
1
; ;    ; 
m
) be two Young diagrams.
A -expansion of  is obtained by rst adding 
1
boxes to , each labelled
with a 1. No two boxes can be placed in the same column and the result must
be a legitimate Young diagram. Then add 
2
boxes labelled 2 (respecting the
same rules) and continue until you have added 
m
boxes labelled m. At each
stage no two cells with the same label can appear in the same column.
For any given cell, let n
i
be the number of cells numbered i above and to the
right of it (including the cell itself). The expansion is called strict if, for any cell,
i < j implies that n
i
 n
j
.
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A clear description of this method of calculating the Littlewood-Richardson
coecients can be found in [J].
2.5.2 Remarks.
Let Y
(n)
be the linear space generated by the Young diagrams with exactly n
cells, then
Y =
1
M
n=0
Y
(n)
Note that, with respect to this decomposition, the ring is graded, i.e. if  2 Y
(m)
and  2 Y
(n)
then  2 Y
(m+n)
2.5.3 Proposition.
The ring Y is generated as a polynomial ring by the Young diagrams with a
single column.
Proof. The proof goes by induction on the number of columns and the
number of cells in the nal column. The empty diagram can be thought of as a
single column with no cells. It is obvious that any Young diagram with a single
columns can be written as a polynomial in the Young diagrams with one column.
Now, assume that we know the result for all Young diagrams with at most
m columns and fewer than k cells in the last column. Write 
_
= (
_
1
;    ; 
_
m
)
with 
_
m
= k. Let  be the Young diagram obtained from  by removing the
last column. Since  has m  1 columns, there is an expression for  in terms of
the diagrams with a single column. Certainly  is a summand of  c
k
. Since the
only way to add k cells to  to obtain  is to add the ith cell of c
k
to the ith row
of , the scalar a

 c
k
must be 1. Following the rules of strict expansion all the
other summands of  c
k
must have at most m columns and at most k  1 cells in
the mth column. They, therefore, have an expression in terms of the diagrams
with a single column. Thus we have an expression for  in terms of the diagrams
with a single column.
32
2.5.4 Remarks.
Let c
i
be the diagram with a single column of i cells. There is a formula which
will express any Young diagram, , as a polynomial in the c
i
, known as the
Giambelli formula.
If  = (
1
; 
2
; : : : ; 
k
) is a Young diagram with 
1
= m then 
_
will have m
rows and the formula for  in terms of the c
i
is given by
 =










c

_
1
c

_
1
+1
   c

_
1
+m 1
c

_
2
 1
c

_
2
   c

_
2
+m 2
.
.
.
.
.
.
.
.
.
.
.
.
c

_
m
 m+1
c

_
m
 m+2
   c

_
m










:
As there is an obvious symmetry between the rows and columns, it is not too
surprising that there is a similar formula for  in terms of the Young diagrams
with one row. Let d
i
denote the Young diagram with one row of i cells, then
 =










d

1
d

1
+1
   d

1
+k 1
d

2
 1
d

2
   d

2
+k 2
.
.
.
.
.
.
.
.
.
.
.
.
d

k
 k+1
d

k
 k+2
   d

k










:
2.5.5 Notation.
We will denote the ring of polynomials in an innite number of indeterminates
over , by R
1
.
R
1
= [c
1
; c
2
;    ; c
i
;   ] :
Note that since they are both freely generated -algebras on a countably
innite set of generators, R
1
is isomorphic to C
+
. We shall return to the rela-
tionship between these two rings in Chapter 4.
2.5.6 Lemma.
Let c
i
be of weight i. The ring R
1
is graded by weighted degree. (For denitions
of weight and weighted degree see Denition 5.2.12.)
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Proof. Dene R
(n)
1
to be the linear space generated by monomials of
weighted degree n. Every monomial is in R
(n)
1
for some n. Every polynomial in
R
1
is a linear combination of these monomials, therefore,
R
1
=
1
M
n=0
R
(n)
1
:
Weighted degree behaves additively under multiplication of monomials and it
follows that R
1
is graded.
2.5.7 Proposition.
The ring Y is isomorphic to R
1
.
Proof. Dene an algebra homomorphism f : R
1
! Y by
f : c
i
7 !
i
:
This is surjective by Proposition 2.5.3.
By denition, f : R
(n)
1
! Y
(n)
. The Young diagrams with n cells form a
linear basis of Y
(n)
. We know that the monomials of weighted degree n are a
linear basis for R
(n)
1
. Since f is surjective they must span Y
(n)
. By Lemma
2.5.8, we see that this spanning set has cardinality equal to the the number of
partitions of n. Therefore, the images of the monomials must be a linear basis
for Y
(n)
and hence, f must be injective.
2.5.8 Lemma.
Let c
i
have weight i. The number of monomials of weighted degree n in R
1
is
equal to the number of partitions of n.
Proof. Let c
j
1
i
1
c
j
2
i
2
   c
j
m
i
m
be a monomial of weighted degree n. We can
assume, without loss of generality, that i
1
> i
2
>    > i
m
. The monomial
is of weighted degree n if and only if
P
m
k=1
j
k
i
k
= n. This, however, uniquely
describes the partition of n with j
k
columns of length i
k
. This establishes a
one to one relationship between the partitions of size n and the monomials of
weighted degree n.
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2.5.9 Remarks.
We next examine the product structure of Y in more detail. Consider the product
of a Young diagram with a single column and one with a single row. What Young
diagrams can be obtained by applying the rules of strict expansion? If we add
the cells from the single row to the single column each cell must be placed in a
dierent column. Hence, there are only two possibilities; one cell is added to the
rst column and all the others start new columns or all the cells from the single
row start a new column. The corresponding diagrams have the shape of a hook.
For k; l > 0, write 
k;l
2 Y for the Young diagram below, with k+ l  1 cells,
k
l
Then taking c
0
= d
0
= 1 2 Y ,
c
k
d
l
=
8
>
<
>
:
c
k
if l = 0
d
l
if k = 0

k+1;l
+ 
k;l+1
otherwise.
Note that 
k;1
= c
k
and that 
1;l
= d
l
.
2.5.10 Proposition.[We]
Let
C(X) =
1
X
k=0
( 1)
k
c
k
X
k
and D(X) =
1
X
l=0
d
l
X
l
be formal power series with coecients in Y . These series satisfy the relation
C(X)D(X) = 1:
Proof. Let C(X)D(X) =
P
1
m=0
a
m
X
m
with a
m
=
P
m
k=0
( 1)
k
c
k
d
m k
:
Then a
0
= c
0
d
0
= 1. For m > 0,
a
m
=
m
X
k=0
( 1)
k
c
k
d
m k
= d
m
+
m 1
X
k=1

( 1)
k
(
k+1;m k
+ 
k;m k+1
)

+ ( 1)
m
c
m
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= d
m
+
m
X
k=2
( 1)
k 1

k;m k+1
+
m 1
X
k=1
( 1)
k

k;m k+1
+ ( 1)
m
c
m
= d
m
+ ( 1)
m 1

m;1
+ ( 1)
1;m
+ ( 1)
m
c
m
+
m 1
X
k=2
( 1)
k 1
(
k;m k+1
  
k;m k+1
)
= d
m
  d
m
+ ( 1)
m 1
(c
m
  c
m
)  0
= 0:
2.5.11 Denition.
Let R
N
be the quotient ring
R
N
= R
1
= hc
k
= 0 ; 8k > Ni :
It is obvious that R
N

=
[c
1
;    ; c
N
].
We will denote the quotient homomorphism by p
N
: R
1
!R
N
.
To interpret Proposition 2.5.10 in R
N
, set C
N
(X) to be the image of C(X)
in the quotient ring. Then
C
N
(X) = 1  c
1
X +    + ( 1)
N
c
N
X
N
:
This polynomial can be formally factorised;
C
N
(X) = 
N
i=1
(1  x
i
X) :
Thus c
k
is the kth elementary symmetric function in fx
i
g
N
i=1
. In particular
c
1
=
N
X
i=1
x
i
:
The ring R
N
can, therefore, be thought of as the ring of symmetric polynomials
in fx
i
g
N
i=1
. In this interpretation, d
l
is the lth complete symmetric polynomial,
i.e. the sum of all the monomials of degree l.
We shall see C
N
again in Section 4.9 and in Proposition 5.2.15.
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2.5.12 Proposition.
The ring R
N
is isomorphic to the quotient, Y
N
, of the ring Y , given by setting
all Young diagrams with more than N rows equal to zero.
Proof. Recall that we have an isomorphism f : R
1
! Y . Let I denote
the image, in Y , of the ideal in R
1
generated by the c
i
for i > N . Let I be the
ideal given by setting all Young diagrams with more than N rows equal to zero.
We need to show that these two ideals are the same. It is clear that I  I, since
c
i
has more than N rows if i > N . To show that I  I, consider the Giambelli
polynomial of , in terms of the c
i
. If  has more than N rows then 
_
1
> N and
so the entries in the top row of the matrix are all elements of I. Expanding by
the top row we see that  2 I as required.
2.5.13 Remarks.
Proposition 2.5.10 is used extensively at the end of Chapter 4, to nd an alterna-
tive generating set for C
+
to that of Turaev (see Theorem 2.3.7). The generators
are elements of C
+
which correspond to the power sums
P
i
x
m
i
, in R
N
. It is well
known that these generate the ring of symmetric functions. The expression for
the mth power sum in C
+
will be a linear combination of the closures of m braids
on m strings.
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Chapter 3
Quantum group invariants.
3.1 Introduction.
Quantum groups were introduced by Drinfel'd [D1] and Jimbo [Ji1]. They are
certain types of Hopf algebra obtained from the universal enveloping algebras of
semi-simple Lie algebras by a 1-parameter deformation.
The rst part of the chapter will discuss Hopf algebras and the construction
of quantum groups for generic values of a parameter q. We will then go on to
investigate how link invariants are constructed from quantum groups.
We leave discussion of quantum groups at a root of unity and 3-manifold
invariants until Chapter 5.
3.2 Hopf algebras.
3.2.1 Denition.
A coalgebra is a triple (C;; ) where C is a vector space over a eld k with
linear maps  : C ! C 
C and  : C ! k, such that the diagrams in Figure 3.1
commute. We say that the coalgebra is coassociative and counital. The map 
is called the comultiplication and the map  is called the counit
The tensor product C 
C is generated by the elements x
 y, where x and y
are elements of C. Therefore, if z 2 C
C, we can express z in terms of elements
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C
 ! C 
 C
 # # 1

C 
 C

1
 ! C 
 C 
 C
C
.
#
&
k 
 C

1
   C 
 C
1

 ! C 
 k
Figure 3.1: The comultiplication is coassociative and counital.
of this form,
z =
X
i
x
i

 y
i
:
This is known as Sweedler's notation, [Sw], for elements of C 
 C. We will use
it often in this chapter. Let x 2 C, then (x) =
P
i
x
0
i

 x
00
i
.
A bialgebra is a vector space, A, which has both algebra and coalgebra struc-
ture, i.e. it has a multiplication, unit, comultiplication and counit.
Let A be an algebra, with multiplication and unit , and let C be a coalgebra
as above. Let f ,g 2 Hom(C;A). We dene the convolution product as follows
f  g =   (f 
 g)  ;
or in the Sweedler notation
f  g(x) =
X
i
f(x
0
i
)g(x
00
i
) :
Let (A;; ;; ) be a bialgebra. An anti-automorphism S of A is called an
antipode if
S  1 = 1  S =   
While not all bialgebras have an antipode, if the antipode exists it can be shown
to be unique.
A Hopf algebra is a bialgebra with antipode.
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3.2.2 Example.
Let g be a Lie algebra with universal enveloping algebra U(g), then, U(g) is a
Hopf algebra. The antipode, comultiplication and counit are dened by
S(g) =  g
(g) = g 
 1 + 1
 g
(g) = 0
9
>
=
>
;
8g 2 g :
3.2.3 Denitions.
A Hopf algebraA is called quasi-triangular (or, sometimes, quasi-cocommutative)
if there exists an invertible element R of the algebra A
A such that for all x 2 A,
we have

op
(x) = R(x)R
 1
:
Here 
op
= 
A;A
 and 
A;A
is the ip map
 : A
 A ! A
 A
X
x
0
i

 x
00
i
7!
X
x
00
i

 x
0
i
:
Such an element is called a universal R-matrix.
A quasi-triangular Hopf algebra is braided if the universal R-matrix satises
the relations
(
 1)R = R
13
R
23
(3.1)
(1
)R = R
13
R
12
(3.2)
where, if R =
P
i
s
i

 t
i
in Sweedler notation,
R
13
=
X
i
s
i

 1
 t
i
;
R
12
=
X
i
s
i

 t
i

 1
and
R
23
=
X
i
1
 s
i

 t
i
:
Set u to be
u =
X
i
S(t
i
)s
i
:
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This element is invertible with
u
 1
=
X
i
t
i
S
2
(s
i
) :
The element u has the property that for any element a 2 A,
uau
 1
= S
2
(a) :
A ribbon Hopf algebra is a quasi-triangular Hopf algebra, A, with a central
element y 2 A such that
y
2
= uS(u) ; S(y) = y ; (y) = 1
and
(y) = (R
21
R
12
)
 1
(y 
 y) :
The element uy
 1
also has the following properties;
(uy
 1
)a(uy
 1
)
 1
= S
2
(a) 8a 2 A ; (3.3)
(which follows immediately from the fact that the relation holds for u and that
y is central) and
X
i
s
i
yu
 1
t
i
=
X
i
t
i
uy
 1
s
i
: (3.4)
Let A be a quasi-triangular Hopf algebra. We denote by RepA the category
of nite dimensional linear representations of A. Its objects are A-modules and
its morphisms are module homomorphisms. The comultiplication of A induces
a tensor product on RepA. The action of a 2 A on V 
W is given by
a  (v 
 w) =
X
b
i
v 
 c
i
w ;
where (a) =
P
b
i

 c
i
. The antipode allows us to turn the dual linear spaces
into A-modules. Let V

= Hom(V;). The action of A on V

is given by
a  (f(x)) = f(S(a)  x) 8x 2 V :
There is a canonical isomorphism V

=
V

, with
a  x

= S
2
(a)  x = (uau
 1
)  x :
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3.2.4 Denition.
Let A be a ribbon Hopf algebra. We dene the quantum dimension of an object V
in RepA to be the trace of the linear operator f : V ! V , where f : x 7! uy
 1
x.
In general, if g : V ! V we dene tr
q
(g) to be the trace of x 7! (uy
 1
)  g(x) i.e.
tr
q
(g) = tr(f  g) :
3.2.5 Theorem.
The universal R-matrix satises the equation
R
12
R
13
R
23
= R
23
R
13
R
12
:
This is known as the quantum Yang-Baxter equation.
Proof.
R
12
R
13
R
23
= R
12
(
 1)(R) by equation 3.1
= (
op

 1)(R)R
12
= (
AA

 1)(
 1)(R)R
12
= (
AA

 1)(R
13
R
23
)R
12
= (R
23
R
13
)R
12
:
3.2.6 Comment.
More information about Hopf algebras can be found in [Ab] and [Sw].
3.3 Representing Lie algebras
In this section we provide a rough guide to the representation theory of semi-
simple complex Lie algebras. Although we will not explicitly calculate the rep-
resentations of sl(N), the terminology developed will be used in the subsequent
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sections. The details can be found in several books. The approach we follow
here is that of J.E. Humphreys [H].
Let g be a semi-simple Lie algebra. We can nd a maximal abelian sub-
algebra, h which acts diagonally on g, under the adjoint representation. We call
such a sub-algebra a Cartan sub-algebra. We, therefore, have a decomposition of
g with respect to this action,
g = h (
M

g

) ;
where g

= fX 2 g : H:X = (H)X; 8H 2 hg. We call  a root of g. Every
set of roots has a base, a subset of roots f
i
g for which every root, , can be
written as a linear combination of the roots in the base, with coecients either
all positive integers or all negative integers. If the coecients are positive we
call  a positive root. Otherwise  is a negative root.
Let V be a nite dimensional g-module. Since h is abelian, it will act diag-
onally on V and V will decompose in an analogous way to g,
V =
G
V

where V

= fv 2 V : H:v = (H)v 8H 2 hg. Now g

takes V

onto V
+
. Let
v 2 V

. We call v maximal if v 2 Kerg

for all positive roots . Let U(G) be
the universal enveloping algebra of the Lie algebra g. If V = U(G):v we call v
a highest weight vector, with highest weight . Obviously, in this case V is a
simple module. We call  dominant integral if (H) > 0 for all H 2 h.
3.3.1 Theorem.
For each weight , there is an irreducible nite dimensional representation V

,
with highest weight  if and only if  is dominant integral.
The proof of this Theorem can be found in [H].
3.4 The Lie algebra sl(N).
Firstly, we dene the Lie algebra sl(N) and its universal enveloping algebra. We
then describe the ring of (complex) representations of the universal enveloping
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algebra of sl(N). We will not calculate explicit representations but, we will
identify an index set for the irreducible representations and state how the tensor
product of two irreducibles decomposes in terms of this index set.
3.4.1 Denition.
The Lie algebra sl(N) is the complex vector space of N N matrices with zero
trace. The Lie bracket is given by [X;Y ] = XY   Y X.
3.4.2 Theorem.[Se]
The universal enveloping algebra U(sl(N)) is generated by fX
i
; Y
i
;H
i
g
N
i=1
, with
the relations
H
i
H
j
= H
j
H
i
; X
i
Y
j
  Y
j
X
i
= 
ij
H
i
;
H
i
X
j
 X
j
H
i
= a
ij
X
j
; H
i
Y
j
  Y
j
H
i
=  a
ij
Y
j
:
Also, for i 6= j
1 a
ij
X
k=0
( 1)
k

1  a
ij
k

X
k
i
X
j
X
1 a
ij
 k
i
= 0
and
1 a
ij
X
k=0
( 1)
k

1  a
ij
k

Y
k
i
Y
j
Y
1 a
ij
 k
i
= 0
where a
ij
is the (i; j)th entry in the Cartan matrix. For sl(N) the Cartan matrix
is given by
a
ij
=
8
>
<
>
:
2 if i = j
 1 if ji  jj = 1
0 otherwise.
In this presentation of the universal enveloping algebra, the elements H
i
generate
the Cartan sub-algebra as dened in section 3.3.
3.4.3 Theorem.[FH]
The irreducible representations of the universal enveloping algebra U(sl(N)) are
indexed by the Young diagrams with at most N rows. The irreducible represen-
tations V

and V

are isomorphic if and only if 
i
 
i
is a constant independent
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of i for 1  i  N . We have complete reducibility of representations.
3.4.4 Remarks.
This theorem implies that if two irreducible representations are isomorphic then
their Young diagrams must dier by a collection of columns with N cells. The
irreducible modules are, therefore, uniquely indexed by Young diagrams with
fewer than N rows.
The fundamental representation of sl(N) (i.e. that of dimensionN) is indexed
by the Young diagram with one cell, 2.
The problem of nding the coecients for the decomposition of tensor prod-
ucts is known as the Clebsch-Gordan problem. For sl(N), the decomposition of
the tensor product is known. Let V

and V

be simple modules indexed by the
Young diagrams  and  respectively. Then
V


 V

=
X
a


V

where the a


are the Littlewood-Richardson coecients described in Chapter
2, with the assumption that V

= 0 if  has more than N rows.
3.4.5 Proposition.
Let V

be some irreducible representation of sl(N), with  = (
1
; 
2
;    ; 
N
).
Setting a
i
= 
i
  
i+1
for i < N and a
N
= 
N
, we have
 = (
N
X
i=1
a
i
;
N
X
i=2
a
i
;    ;
N
X
i=N
a
i
) :
Then (V

)


=
V


, where


= (
N 1
X
i=1
a
i
;
N 2
X
i=1
a
i
;    ; a
1
)
Pictorially, 

is the Young diagram which remains if you remove  from a 
1
N
grid of cells and rotate the picture through .
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3.4.6 Example.
For  = (4; 2; 1), we give 

for N = 3, 4 and 5.
N = 3 N = 4 N = 5


= (3; 2) 

= (4; 3; 2) 

= (4; 4; 3; 2)


= 

= 

=
3.4.7 Denition.
Let [V

] denote the isomorphism class of the representation V

. Form the free
abelian group, R
N
, on these classes, quotiented out by the relations [V ] = [V
0
]
[V
00
] whenever V is isomorphic to V
0
 V
00
. The complete reducibility of the
representations of sl(N) implies that R
N
is free abelian. We give R
N
a ring
structure by dening the product to be the tensor product of representations.
3.4.8 Comment.
Note that we have a minor notation problem here. The representation ring
R
N
dened in this chapter is isomorphic to a quotient of the ring R
N
dened
in Chapter 2, the extra relation being c
N
= 1. However, this extra condition
doesn't make any material dierence to any of the results in Chapter 2, we can
just substitute c
N
= 1 into any formula. Therefore, from now on we shall take
R
N
to be the quotient of R
1
which sets c
k
= 0, for k > N and c
N
= 1.
Note, however, that with this adjustment the grading of R
N
by the number
of cells is destroyed.
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3.4.9 Proposition.
The ring R
N
is isomorphic to the ring Y
N
= < c
N
= 1 >, where Y
N
is as dened
in Chapter 2.
Proof. This just a restatement of the representation theory in terms of
Young diagrams.
3.5 The quantum enveloping algebra.
In this section we shall dene U
q
(sl(N)), the quantum enveloping algebra of
sl(N) for generic values of q. We shall consider the situation when q is primitive
root of unity in Chapter 5. The construction given here follows that given by
Drinfel'd in [D1] and independently by Jimbo in [Ji1] for a general semi-simple
Lie algebra.
We then describe its irreducible representations. Results of Rosso [R] and
Lusztig [L] showed that for a generic value of q the representations are deforma-
tions of those for U(sl(N)).
The subject of quantum groups is covered extensively in Kassel's book [Ka].
3.5.1 Denition.
For a parameter h set q = e
h
. Let s = e
h=2
. Let n 2 Z. We dene the associated
quantum integer [n] to be
[n] =
s
n
  s
 n
s  s
 1
:
The quantum binomial is then given by the formula
"
n
k
#
=
[n]!
[k]![n   k]!
where [n]! = [n][n  1]    [1].
Let G = fX
i
; Y
i
;K
i
g
N
i=1
. The quantum enveloping algebra U
q
(sl(N)) is the
quotient of the free algebra over G by the following relations,
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Ki
K
j
= K
j
K
i
; X
i
Y
j
  Y
j
X
i
= 
ij
K
i
 K
 1
i
s s
 1
;
K
i
X
j
= s
a
ij
X
j
K
i
; K
i
Y
j
= s
 a
ij
Y
j
K
i
;
and for i 6= j
1 a
ij
X
k=0
( 1)
k

1  a
ij
k

X
k
i
X
j
X
1 a
ij
 k
i
= 0 ;
1 a
ij
X
k=0
( 1)
k

1  a
ij
k

Y
k
i
Y
j
Y
1 a
ij
 k
i
= 0
where a
ij
is the (i; j)th entry in the Cartan matrix.
Note that setting K
i
= exp(hH
i
=2) and taking s = e
h=2
then these relations
become the relations for the universal enveloping algebra U(sl(N)), as given in
Denition 3.4.2, when h! 0.
3.5.2 Proposition.[D2, Ji2, T1]
The quantum enveloping algebra of sl(N) is a quasi-triangular Hopf algebra.
The antipode, comultiplication and counit are dened as follows,
S(X
i
) =  K
i
X
i
; (X
i
) = 0 ; (X
i
) = X
i

 1 +K
 1
i

X
i
;
S(Y
i
) =  Y
i
K
 1
i
; (Y
i
) = 0 ; (Y
i
) = Y
i

K
i
+ 1
 Y
i
;
S(K
i
) = K
 1
i
; (K
i
) = 1 ; (K
i
) = K
i

K
i
:
The R-matrix for the fundamental representation is given by
R = s
 
1
N
0
@
X
i6=j
e
ii

 e
jj
+ s
X
i
e
ii

 e
ii
+ (s  s
 1
)
X
i<j
e
ij

 e
ji
1
A
where e
ij
is the N N elementary matrix with (k; l)th entry 
ik

jl
and in which
s
 1=N
is taken to be e
 h=2N
.
3.5.3 Remarks.
Calculations of the R-matrix for the fundamental representation can be found
in [D2, Ji2]. The version given here is that of Drinfel'd.
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3.5.4 Theorem.[Ji2, L, R]
Any simple integrable highest weight module V of U(sl(N)) admits a quantum
deformation: there exists a simple U
q
(sl(N)) module
~
V such that
~
V specialises
to V as q tends to 1; the dimensions of the weight spaces of
~
V (with respect to
K
i
) are the same as those of the corresponding weight spaces of V (with respect
to the H
i
).
3.5.5 Remarks.
This result is proved for Lie algebras of type A by Rosso (The sl(2)) case is dealt
with by Jimbo). The general reslut is the work of Lusztig.
We therefore have an isomorphism between the representation ring of the Lie
algebra and that of the quantum group. All the properties of the representation
ring of the Lie algebra will, therefore, carry through to the quantum group.
3.6 The quantum group link invariants.
3.6.1 Introduction.
We rst give the instructions for building an invariant given a link diagram ,
some U
q
(sl(N)) modules and some module homomorphisms. Only then will we
deal with the technicalities of determining the homomorphisms and the relations
between them.
3.6.2 A basic construction method.
Let L = L
1
t L
2
t    t L
k
be a framed link, with diagram D. The diagram can
be regularly isotopped so that it lies in levels. In each level all but two of the
strings will run through parallel. One pair of strings will either cross over, form
a cap or form a cup.
We colour L by assigning a representation of U
q
(sl(N)), V
i
, to each component
L
i
. At any point in the diagram where a string is running from top to bottom
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of a level it is coloured with the representation colouring that component. If the
string has the reverse orientation it is coloured by the dual module.
Each of these layers will determine a module homomorphism, which will be
built up from the elementary tangles of crossings, cups and caps. The pictorial
rules in Figure 3.2 describe how we can compose them. Let T be a coloured tan-
gle, i.e. a tangle with an irreducible module assigned to each of its components.
We denote by J(T ) the module homomorphism obtained from the composition
of the module homomorphism determined by each elementary layer. Note we
can only dene J(TS) if the colourings are compatible. In Figure 3.2 we re-
quire l = m and V
0
i
= W
i
for i = 1 : : : m to be able to compose the module
homomorphisms in this way.
T J(T ) : V
1

    
 V
k
 ! V
0
1

    
 V
0
l
S J(S) :W
1

    
W
m
 !W
0
1

    
W
0
n
;
T
S
J(TS) = J(T )  J(S) ;
TS J(T 
 S) = J(T )
 J(S) :
Figure 3.2: The pictorial composition of the module homomorphisms.
Applying these to a link diagram we can construct a module homomorphism,
from the scalars to the scalars, dependent on the diagram and the colouring.
3.6.3 Example.
Figure 3.3 shows a gure-eight knot, K, coloured by the module V and arranged
into layers. Each layer determines a module homomorphism from the module
at the top of the layer to the module at the bottom, as indicated on the right
hand side. Taking the compositions of these, the knot K determines a module
homomorphism from the scalars at the top of the picture to the scalars at the
bottom.
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VC[s
1=N
]
#
V 
 V

#
V 
 V


 V 
 V

#
V 
 V 
 V


 V

#
V 
 V


 V 
 V

#
V 
 V


 V


 V
#
V


 V 
 V


 V
#
V


 V
#
C[s
1=N
]
Figure 3.3: The gure-eight knot arranged in layers.
3.6.4 Denitions.
We dene the elementary module homomorphisms for each of the elementary
tangles. The denitions given here are those of [RT2]. A detailed description of
the U
q
(sl(2)) case can be found in [KM].
The straight string will correspond to the identity homomorphism of the
colour.
V = Id
V
Let R
V;W
be the map assigned to the positive crossing
V W
where
R
V;W
= 
V;W
R : V 
W ! W 
 V :
x
 y 7!
X
t
i
y 
 s
i
x
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The negative crossing coloured by V andW (as shown below) will correspond
to the homomorphism R
 1
W;V
.
V W
Although neither 
VW
nor R are module homomorphisms, it turns out that their
composite is. The cup and cap homomorphisms are given in Figure 3.4, with the
assumption that the string oriented downward is coloured by V .
: V


 V ! C[s
1=N
]
f 
 v 7! f(v)
: V 
 V

! C[s
1=N
]
v 
 f 7! f((uy
 1
):v)
: C[s
1=N
]! V 
 V

1 7!
P
i
e
i

 e
i
: C[s
1=N
]! V


 V
1 7!
P
i
e
i

 (yu
 1
)e
i
Figure 3.4: The cup and cap homomorphisms.
3.6.5 Theorem.[RT1]
The maps R
VW
, R
 1
VW
, , , and are module homomorphisms. They
satisfy the identities described pictorially by the Reidemeister moves RII and
RIII.
They also satisfy the pictorial identities of Figure 3.5 (and those obtained
from Figure 3.5 by changing the sign of the crossing) with all possible colourings
and orientations.
The relations of Figure 3.6 also hold for all possible choices of orientation.
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= = =
(a) (b)
= =
(c) (d)
Figure 3.5: The pictorial isotopy relations between the homomorphisms.
X V W X V 
W
=
(e)
V W
=
V 
W
V W
=
V 
W
(f) (g)
Figure 3.6: Further relations between the module homomorphisms.
Let J(L;V
1
; V
2
;    ; V
k
) denote the module homomorphism determined by the
link L, coloured by V
1
, : : :, V
k
. Then J(L;V
1
; V
2
;    ; V
k
) is a regular isotopy in-
variant.
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3.6.6 Comment.
If the tangle T below is coloured by a simple module then, by Schur's Lemma, it
must represent either the zero homomorphism or a scalar multiple of the identity.
T =
The Whitney trick (shown in Figure 1.1) implies that the homomorphism deter-
mined by T must be a non-zero isomorphism, hence
V

= f

V

for some non-zero scalar f

.
3.6.7 Proposition.
Let T be a coloured (n; n) tangle with associated module homomorphism J(T ).
Let L be a coloured link which is the closure of T . Then
J(L) = tr
q
J(T ) :
where tr
q
is as dened in Denition 3.2.4.
3.6.8 Proposition.
Let L
i
be a component of an oriented link L. Let V
i
be the colour assigned to
L
i
. Dene L to be the link L with the orientation of L
i
reversed and the colour
V
i
replaced by V

i
.
J(L;V
1
; : : : ; V
i 1
; V
i
; V
i+1
; : : : V
k
) = J(L;V
1
; : : : ; V
i 1
; V

i
; V
i+1
; : : : V
k
)
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3.7 Quantum invariants and the Homy
polynomial.
In this section we give an explicit formula for the U
q
(sl(N)) invariants in terms
of the framed Homy polynomial X , when all components are coloured by the
irreducible representation V
2
.
3.7.1 Theorem.[T1]
The invariant J(L;V
2
;    ; V
2
) is given as a function of s by the framed Homy
polynomial X (L), evaluated at x = s
 1=N
and v = s
 N
.
Proof. In this proof, we consider the universal R-matrix constructed by
Drinfel'd, given in Proposition 3.5.2. The method of proof follows that of Turaev
in [T1]. The notation in [T1] is not consistent with our notation. What we denote
by s = e
h=2
is denoted by  q in [T1]. When we write s
1=N
we shall mean e
h=2N
rather than any other Nth root of s.
The invariant J(L;V
2
;    ; V
2
) is a function of s, since it is a module endo-
morphism of the ring C[s
1=N
], as described in Example 3.6.3.
The universal R-matrix in [D2] diers from that given in [T1] by a multiple
of e
h=2N
. Therefore, by [T1], the R-matrix for the fundamental representation
satises the following relation,
s
1=N
R   s
 1=N
R
 1
= (s  s
 1
)Id

2
:
Therefore, with the substitution x = s
 1=N
, X and J(L), will satisfy the same
skein relation. We next consider the substitution for v, by comparing the values
of the two invariants on the unknot with zero framing. For the framed Homy
polynomial
X
 
=
v
 1
  v
s  s
 1
:
The U
q
(sl(N)) invariant for the unknot is calculated in [T1] to be
J
 
=
s
N
  s
 N
s  s
 1
:
These two values agree for v = s
 N
or v =  s
N
. We require, however, that
v ! 1 as h ! 0. Since s = e
h=2
, this forces the choice of substitution for v
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to be v = s
 N
. The curl factor for X is given by xv
 1
. By Schur's Lemma,
since the curl on a string coloured by V
2
is an endomorphism of a simple module
which commutes with all other endomorphisms, it must be a scalar multiple of
the identity. Also, since a positive and a negative curl cancel each other out,
the scalar for the negative curl must be the inverse of that for the positive curl.
Denote by , the scalar for the positive curl. From
s
1=N
J
 
  s
 1=N
J
 
= (s  s
 1
)J
 
;
we see that  must satisfy the quadratic relation

2
  s
 1=N
(s
N
  s
 N
)  s
 2=N
= 0 ;
and therefore,  = s
N 
1
N
or  =  s
 N 
1
N
. Since we wish the curl factor to tend
to 1 as h tends to 0, we set  = s
N 
1
N
= xv
 1
With the substitutions x = s
 1=N
and v = s
 N
, the Homy polynomial
satises the same skein relations as the quantum invariant J(L) and the two
invariants have the same value on the unknot with zero framing. Thus we have
proved the theorem.
3.7.2 Remarks and notation.
The obvious question to ask is \Can a similar formula be found for quantum
invariants of links coloured by higher dimensional representations?"
The answer is yes. In Chapter 4, we will show how to nd patterns, Q

, for
each Young diagram, , such that when jj = n we can take Q

as the closure
of some (n; n)-tangle T

which represents the projection map from V

n
2
onto V

,
when coloured by V
2
. We can then apply the above theorem to the satellite of
a knot, with Q

as pattern, to nd the quantum invariant of the knot coloured
by V

. A feature of the construction is that Q

is completely independent of N .
We state a version of the \Satellite Theorem" here for completeness. The proof
can be found on page 89, Theorem 4.6.16.
We will denote the evaluation of the framed Homy polynomial at v = s
 N
and x = s
 1=N
by X
N
.
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3.7.3 Theorem.
For each Young diagram, , there exists Q

2 C
+
for which, given a link L,
J(L;V

1
; : : : ; V

k
) = X
N
(L
1
Q

1
t : : : t L
k
Q

k
)
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Chapter 4
Idempotents of the Hecke algebra.
4.1 Introduction.
In this chapter we construct quasi-idempotent elements of the Hecke algebra
following the prescription set out by A. Gyoja in [G]. We will build our idempo-
tents from the positive permutation braids, which are a set of generators for the
Hecke algebra, as described in [Jo2]. Positive permutation braids (see Denition
1.3.3) were rst dened by Elrifai and Morton [EM]. Details of the relationship
between them and the Hecke algebras can be found in [M2].
We will exploit the relationships between the Hecke algebras, the braid groups
and the skein theory of Chapter 2 to obtain quasi-idempotent elements of the
Hecke algebra expressed as linear combinations of braids. The closures of these
elements in the skein of the annulus provide the patterns required for the Satellite
Theorem 3.7.3. They provide the key to the translation between the skein theory
and the quantum group representations.
At the end of this chapter there is some discussion of recent work by Yokota
[Y]. Connections between this thesis and Yokota's work are indicated at appro-
priate places during this chapter.
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4.2 The Hecke algebras.
4.2.1 Denitions.
The nth Hecke algebra (of type A), over the ring  (dened in Denition 2.2.1),
will be denoted H
n
. It has the following presentation,
H
n
=
*

i
: i = 1; : : : n  1






i

j
= 
j

i
: ji  jj > 1

i

i+1

i
= 
i+1

i

i+1
x
 1

i
  x
 1
i
= z ;
+
;
where z = s s
 1
. Notice that v doesn't appear in the presentation. However, we
will see later that H
n
is isomorphic to S(R
n
n
). The indeterminate v is required to
keep track of framing of these diagrams.Elements of H
n

H
m
can be written as
linear combinations of terms of the form h
n

 h
m
, where h
n
2 H
n
and h
m
2 H
m
.
These terms are represented in S(R
n+m
n+m
) by the juxtaposition of a tangle in
S(R
n
n
) with a tangle in S(R
m
m
).
If we set v = x = s = 1, we recover a presentation of the symmetric group
algebra CS
n
. It is obvious from the presentation that H
n
is isomorphic to a
quotient of the group algebra B
n
, where B
n
is the n-string braid group as
described in Proposition 1.3.2.
4.2.2 Proposition.[MT]
The Hecke algebra, H
n
, is isomorphic to S(R
n
n
). As a -module, it is freely
generated by the n! positive permutation braids.
4.3 Connections with the symmetric group
algebras.
In this section we consider the representation theory of the symmetric group
algebra, CS
n
. We then discuss the relationship between the representations of
CS
n
and those of H
n
.
It is well known that the number of distinct irreducible representations of
CS
n
is equal to the number of conjugacy classes of S
n
. The conjugacy classes
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of the symmetric group are determined by the cycle type of the permutations,
therefore, the number of irreducible representations of CS
n
is equal to the number
of partitions of n. For CS
n
, we can give a direct relation between the conjugacy
classes and the irreducible representations.
The following results are well known in the theory of representations of the
symmetric group. Details can be found in James' book [Ja] and in the rst few
chapters of Fulton and Harris' book [FH].
4.3.1 Denitions.
Let D be a standard tableau of the Young diagram . Set
P
D
= fp 2 S
n
: p preserves the rows of Dg
Q
D
= fq 2 S
n
: q preserves the columns of Dg :
We dene two elements A
D
, B
D
2 CS
n
by
A
D
=
X
p2P
D
p ; B
D
=
X
q2Q
D
( 1)
l(q)
q
where l(q) is the length of the permutation q. The Young symmetriser, C
D
, is
dened to be
C
D
= A
D
B
D
2 CS
n
:
4.3.2 Comment.
As with the braid group in Chapter 1, we will take the product to act on the
right. Thus, pq is the permutation obtained by performing p and then q.
4.3.3 Example.
Let D be the Young tableau given below,
7
5
1 2 3 4
6
:
Then P
D
is generated by the set of transpositions f(12); (23); (34); (56)g and Q
D
is generated by the set f(15); (57); (26)g.
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4.3.4 Lemma.
Let D and D
0
be dierent Young tableaux for the same Young diagram. We can
nd some permutation  for which
C
D
= C
D
0

 1
:
Proof. Let  be the permutation which takes the label in a given cell of
D to the label in the corresponding cell of D
0
. Note that  takes the rows of D
to the rows of D
0
and the columns of D to the columns of D
0
.
Let p
0
2 P
D
0
. Then p
0

 1
is a permutation which takes the rows of D to the
rows of D, i.e. p
0

 1
2 P
D
. For any p 2 P
D
, (
 1
p)
 1
= p and 
 1
p is a
permutation of the rows of D
0
. Hence
P
D
= fp
0

 1
: p
0
2 P
D
0
g ;
therefore,
A
D
= A
D
0

 1
:
Similarly, we have that
B
D
= B
D
0

 1
:
Hence
C
D
= A
D
B
D
= A
D
0

 1
B
D
0

 1
= A
D
0
B
D
0

 1
= C
D
0

 1
:
4.3.5 Theorem.
The element C
D
is a quasi-idempotent i.e.
C
2
D
= a
D
C
D
:
for some non-zero scalar a
D
. Let c
D
=
1
a
D
C
D
, then c
D
is a genuine idempotent.
The image of CS
n
under right multiplication by c
D
is a simple left module
of CS
n
. Thus CS
n
c
D
is a minimal left ideal. Every minimal left ideal of CS
n
is
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equal to CS
n
c
D
for some tableau D, therefore the c
D
determine all the simple
CS
n
modules
Two ideals CS
n
c
D
and CS
n
c
D
0
are isomorphic if and only if D and D
0
are
tableaux of the same Young diagram.
The ideal CS
n
c
D
CS
n
is a minimal two-sided ideal. Let D

denote the set of
tableaux for the Young diagram , then
CS
n
c
D
CS
n
=
M
D
0
2D

CS
n
c
D
0
:
If we x one Young tableau D

for each Young diagram  with n cells we obtain
a direct sum decomposition for CS
n
,
CS
n
=
M
jj=n
CS
n
c
D

CS
n
:
Sketch proof. We indicate how to proceed to prove that C
D
is a quasi-
idempotent. First we must prove the following two statements:
1. C
D
C
D
0
= 0 when D and D
0
are tableaux for dierent Young diagrams.
2. For all x 2 S
n
the element C
D
xC
D
is a scalar multiple of C
D
.
The proof then proceeds as follows. Let V
D
= CS
n
c
D
. Then, by statement 2,
c
D
V
D
 CS
n
c
D
. Suppose that W is a sub-representation of V
D
, then c
D
W is
either 0 or Cc
D
. However, if W = Cc
D
then V
D
 W . A similar argument can
be used to show that C
2
D
is a non-zero multiple of C
D
.
Suppose that CS
n
C
D

=
CS
n
C
D
0
and that D is a tableau for the Young
diagram . If we multiply by C
D
on the left then CS
n
C
D
0
will be non-zero if and
only if D
0
is also a tableau for the Young diagram .
The details of this proof can be found in [FH].
4.3.6 Comments and notation.
The details of the proof have been omitted because we will be using an identical
method to prove that we have idempotent elements of the Hecke algebra.
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Let T () be the standard tableau whose cells are numbered 1 to n, from left
to right, from top to bottom.
In view of Lemma 4.3.4 and Theorem 4.3.5, we will abuse notation by writ-
ing C

for the quasi-idempotent C
D
constructed using D = T (). All other
idempotents for the same Young diagram will be conjugate and the irreducible
representations they index will be isomorphic.
We will denote by a

and c

, respectively, the scalar and genuine idempotent
associated with C

.
The decomposition of CS
n
given in Theorem 4.3.5 can be restated using this
notation:
CS
n
=
M
jj=n
CS
n
c

CS
n
:
4.3.7 Proposition.[FRT]
The dimension of the simple CS
n
-module CS
n
c

is equal to the number of stan-
dard tableaux, which by Proposition 2.4.4 can be calculated as
d

= dimCS
n
c

=
n!
Q
hook lengths
:
Therefore the dimension of the subspace CS
n
c

CS
n
is d
2

.
4.3.8 Remarks.
Details of the last result, due to J.S. Frame, G. de B. Robinson and R.M. Thrall,
can be found in G.D. James book on the representation theory of the symmetric
groups [Ja].
The calculation of the scalar a

can be found in [FH, p54]. In fact,
a

=
Y
hook lengths :
Since a

is invertible in CS
n
, Theorem 4.3.5 will hold with C

in place of c

.
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4.3.9 Theorem.[B, Go]
Every irreducible representation of H
n
is a deformation of some irreducible rep-
resentation of CS
n
.
4.4 Construction of the idempotent elements.
By Theorem 4.3.9, we need only to nd idempotent elements of the Hecke algebra
which specialise to the Young symmetrisers and we have all the irreducible repre-
sentations of H
n
. We rst produce building blocks from which we will construct
quasi-idempotent elements.
Much of the earlier part of this section is based on the paper by Morton [M2].
4.4.1 Denition.
Let E
n
(
1
; 
2
;    ; 
n 1
) be dened as follows,
E
n
(
1
; 
2
;    ; 
n 1
) =
X
2S
n
!

;
where !

is the positive permutation braid associated to the permutation  as
dened in Denition 1.3.3.
4.4.2 Theorem.[M2]
For each i, we can factorise E
n
in H
n
, as
E
n
= E
(i)
n
(
i
+ 1)
= (
i
+ 1)E
(i)
n
where
E
(i)
n
=
X
(i)<(i+1)
!

:
Proof. We will show this for the case E
n
= (1 + 
i
)E
(i)
n
; the other case
works similarly.
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For each permutation , consider 
0
= (i; i + 1). Exactly one of the pair
reverses the order of i and i+1. Suppose that it is 
0
, so that (i) < (i+1), then
the braid 
i
!

is a positive permutation braid, with permutation 
0
, therefore,
we have that 
i
!

= !

0
. Hence,
E
n
=
X
2S
n
!

=
X
(i)<(i+1)
!

+
X

0
(i)>
0
(i+1)
!

0
=
X
(i)<(i+1)
!

+
X
(i)<(i+1)

i
!

= (1 + 
i
)
X
(i)<(i+1)
!

= (1 + 
i
)E
(i)
n
;
as required.
Given a scalar , we may substitute 
i
for 
i
in !

. The element
!

(
1
;    ; 
n 1
) = 
l()
!

(
1
;    ; 
n 1
)
where l() is the length of the permutation. Note that the length of a permuta-
tion, , is equal to the writhe of its positive permutation braid, !

.
4.4.3 Denition.
The quadratic relation in H
n
can be factorised,
(
i
  a)(
i
  b) = 0 8i ;
where a =  xs
 1
and b = xs.
We dene a
n
to be
a
n
= E
n
( a
 1

1
; a
 1

2
;    ; a
 1

n 1
)
and b
n
to be
b
n
= E
n
( b
 1

1
; b
 1

2
;    ; b
 1

n 1
)
where a and b are the roots of the quadratic equation.
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4.4.4 Examples.
Note that a
1
= b
1
is just a single string. The expression for a
2
is
a
2
= + x
 1
s ;
and
b
2
=   x
 1
s
 1
:
Note that if we set x = s = 1 then a
n
and b
n
are just the Young symmetriser
and anti-symmetriser for CS
n
.
4.4.5 Proposition.
We can factorise a
n
and b
n
as
a
n
= (1  a
 1

i
)a
(i)
n
= a
(i)
n
(1  a
 1

i
)
b
n
= (1  b
 1

i
)b
(i)
n
= b
(i)
n
(1  b
 1

i
)
where a
(i)
n
=
P
(i)<(i+1)
( a)
 l()
!

and b
(i)
n
=
P
(i)<(i+1)
( b)
 l()
!

.
Proof. The proof of this result can be deduced directly from the proof of
4.4.2 by substituting  a
 1

i
for 
i
.
4.4.6 Remark.
Since 1 a
 1

i
=  a
 1
(
i
 a), the element a
n
has a right (respectively left) factor
(
i
  a). Similarly, b
n
has a left (respectively right) factor (
i
  b). Therefore,
since (
i
  a)(
i
  b) = 0, we have that a
n
b
m
= 0 (respectively b
m
a
n
= 0), for
every n, m > 1.
We shall make repeated use of this factorisation throughout this chapter.
4.4.7 Theorem.[M2]
Let 
a
and 
b
be linear homomorphisms from the Hecke algebra, H
n
, to the ring
of scalars  dened by 
a
(
i
) = a and 
b
(
i
) = b for i = 1; : : : ; n   1. Then for
all h 2 H
n
,
a
n
h = 
b
(h)a
n
= ha
n
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and
b
n
h = 
a
(h)b
n
= hb
n
:
Proof. It is enough to show this for each 
i
, 1  i < n. Applying Propo-
sition 4.4.5 and the factorisation of the quadratic relation we have that
a
n
(
i
  b) =  a
 1
a
(i)
n
(
i
  a)(
i
  b) = 0
and therefore
a
n

i
= ba
n
:
4.4.8 Remarks.
In his paper [G], A. Gyoja constructed idempotent elements of H
n
which spe-
cialise to the Young symmetrisers. We shall construct versions of these idem-
potents in S(R
n
n
) by appealing to the isomorphism between H
n
and S(R
n
n
) es-
tablished by Morton and Traczyk [MT]. As in our construction of the Young
symmetrisers we shall index our idempotents by the Young diagrams with n
cells. However, we shall really be referring to the tableau T () whose cells are
numbered from 1 to n left to right, from top to bottom.
We show below that the elements constructed for other tableaux with the
same Young diagram are conjugate to the elements we produce. Since the main
goal is to look at the closure of these idempotents, and conjugate elements in
H
n
will close to the same element of C
+
, it is legitimate to work with a preferred
tableau.
Throughout we shall illustrate the method of construction using the partition
 = (4; 2; 1).
 = T () =
7
5
1 2 3 4
6
We can consider a 3-dimensional picture for the idempotents, which will be
given as linear combinations of braids in a cube rather than their diagrams
in a rectangle. Recall that the Young symmetriser is a sum of products of
permutations which preserve the rows and permutations which preserve columns.
The idea is to replace permutations with positive permutation braids in the rows
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and columns of the Young diagram. However, in terms of calculation the 3-
dimensional viewpoint has certain disadvantages. For example, although the
pictures of the idempotents are intuitive in 3-dimensions, we cannot compose
them directly with each other. We will, therefore, do calculations with a 2-
dimensional version. It will, however, be useful to bear in mind the 3-dimensional
picture on occasion. For example, if we take the closure of the diagram in C
+
then
the order of the strings in not so tightly constrained. We give the 3-dimensional
picture for  in Figure 4.1. Note how the strings are rst grouped in rows and
then in columns. Although the braids sit in the vertical plane the boxes are drawn
in the horizontal plane to give the impression of how closely the idempotent is
related to the shape of the Young diagram. Yokota [Y] doesn't interpret the
1
bb1
b
3
2
b
a
a
a 4
2
1
Figure 4.1: The 3-dimensional quasi-idempotent associated to .
quasi-idempotents in this 3-dimensional way. However, a 3-dimensional picture
of his elements _e

would carry an extra copy of the lower Young diagram, labelled
with the b
i
, on top. Note that Theorem 4.4.7 is stated in [Y, equation 7].
From now on we will work with a 2-dimensional picture. We use the labels
in the cells of the tableau to provide an ordering for the strings of the braids
upon attening the picture. With this in mind, it is not dicult to see that the
idempotents for two tableaux, D and D
0
, with the same Young diagram will be
conjugate. Let  be the permutation which takes the labels of D to those of D
0
.
If e
D
is the idempotent associated to D then !

 1
e
D
!
 1

will be the idempotent
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associated to D
0
. For example if D = T () and
D
0
=
1 3 5 7
2 4
6
;
then  = (235)(476).
4.4.9 Denitions.
We will draw  as a line of cells, with cells from the same row of  grouped
together. We will sometimes draw in the rows of cells of the Young diagram (in
feint dotted lines) to emphasize this grouping. To each cell we assign a braid
string. On the collection of strings which correspond to the ith row of , we
place a

i
. We will denote this linear combination of braids by E

(a).
Similarly we dene E

(b) by replacing a

i
by b

i
for 1  i  k, in the above
denition.
E

(a) =
4a a2
Recall that we obtain 
_
from  by interchanging rows and columns.

_
=
Note, however, that this doesn't take T () to T (
_
). Under the exchange of
rows and columns the cell labelled i by T () is taken to some cell of 
_
. Let j
be the number assigned to this cell by T (
_
). We dene the permutation 

by


(i) = j. Let T ()
_
be the image of T () under the interchange of rows and
columns. For the Young diagram  we have
T ()
_
=
51 7
4
3
2 6
; T (
_
) =
7
6
4 5
321
and


=
 
1 2 3 4 5 6 7
1 4 6 7 2 5 3
!
:
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Let !


be the positive permutation braid associated with the permutation 

.
We dene e

2 H
n
to be the element
e

= E

(a)!


E

_
(b)!
 1


_
:
The element e

is shown in Figure 4.2.
4a a2
b 23 b
Figure 4.2: The quasi-idempotent e

.
4.4.10 Remark.
This picture can be obtained from the 3-dimensional picture by sliding the rows
apart at the top of the diagram and sliding the columns apart at the bottom. The
permutation braid !


provides a way of attening the 3-dimensional picture.
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4.4.11 Theorem.
For each Young diagram , with n cells, e

is a quasi-idempotent element of H
n
,
i.e.
e
2

= 

e

for some scalar 

.
Let  6=  be two Young diagrams both with n cells then e

and e

are
orthogonal in H
n
,
e

e

= 0 for  6=  :
4.5 Proof of Theorem 4.4.11.
To prove this theorem we need some further denitions and results. The proof
of Theorem 4.4.11 is deferred until page 77.
4.5.1 Denition.
Let  and  be two Young diagrams with jj = jj = n. We will call them
inseparable if every permutation  2 S
n
sends some pair of numbers in the same
row of T () to the same row of T ().
If there is some permutation for which no pair of numbers in the same row of
T () are mapped to the same row of T () then we say that  and  are separable.
4.5.2 Example.
For any Young diagram , the pair  and 
_
are separable. For example, the
permutation 

will always separate a Young diagram and its conjugate. Note
that if t is a transposition which switches two numbers in the same row of T ()
(respectively T (
_
)) then t

(respectively 

t) will also separate the two Young
diagrams. (Recall that we are multiplication to act on the right.)
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4.5.3 Denition.
Let R() be the set of permutations of T () which preserve the rows of T (). For
example R() is generated by the set of transpositions f(12); (23); (34); (56)g.
4.5.4 Lemma.
Let  and  be two Young diagrams, both with n cells. If  >  then  and 
_
are inseparable.
Proof. This is shown by induction on the number of cells.
n = 1. Here  =  and the result is vacuously true.
n = 2. If  > , then  = and  = . Hence 
_
= . Now  and 
_
both
have one row, so both cells in  are permuted to cells in the same row of 
_
under either of the permutations in S
2
, hence  and 
_
are inseparable.
We now assume the result for all i < n, and deduce the result for jj = jj = n.
Let  = (
1
; 
2
;    ; 
k
) and let  = (
1
; 
2
;    ; 
m
). We have two cases to
consider.
Case:
1
> 
1
. Note that 
1
is the number of rows in 
_
. Here the number of
cells in the rst row of  is greater than the number of rows in 
_
, therefore,
any permutation must map at least two numbers from the rst row of  to the
same row of 
_
, so the two Young diagrams can't be separable.
Case:
1
= 
1
. For any Young diagram , let r() be the Young diagram obtained
from  by removing the rst row. Since 
1
= 
1
, then jr()j = jr()j < n, and
since  > , it follows that r() > r(). Hence, by induction, r() and r()
_
are inseparable.
It remains to prove that if r() and r()
_
are inseparable, then so are  and

_
. In fact we show that if  and 
_
are separable then so are r() and r()
_
.
Let  be the permutation which separates  and 
_
. Since 
1
= 
1
, the
number of cells in the rst row of  is equal to the number of rows of 
_
. As
 separates, it must send exactly one cell from the rst row of  to each row
of . We can suppose, without loss of generality, that it is the rst cell in each
row of 
_
, for if not, there is a transposition s 2 R(
_
) which will switch the
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rst cell of the row with the image of the cell in the rst row of , and s is
a permutation in S
n
, which also separates  and 
_
. We can now restrict  to
all but the rst row of , and its image will be exactly the cells of r()
_
. This
restricted permutation must, therefore, separate r() and r()
_
.
4.5.5 Corollary.
Given any two Young diagrams,  and , either
1.  and 
_
are inseparable.
2. 
_
and  are inseparable.
3.  = .
It therefore follows that if  and 
_
are separable and  6= , then 
_
and  are
inseparable.
Proof. Given any two Young diagrams, either case 3 holds or  >  or
 < . By Lemma 4.5.4, if  > , then case 1 holds and if  < , then case 2
holds.
The following lemma is at the crux of proving that the quasi-idempotents are
orthogonal. Roughly speaking, the lemma says that if two strings leave a box
labelled a
i
and arrive at a box labelled b
j
then, whatever happens in between,
then the braid combination is equal to 0 as an element of the Hecke algebra.
4.5.6 Lemma.
Given any two Young diagrams,  6=  with jj = jj, if  and  are inseparable
then
E

(a)H
n
E

(b) = 0
and
E

(b)H
n
E

(a) = 0 :
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Proof. We will show that E

(a)H
n
E

(b) = 0. The proof of the second
statement is similar.
Since H
n
is spanned by positive permutation braids, it is enough to show
that E

(a)!

E

(b) = 0 for an arbitrary positive permutation braid, !

.
Since  and  are inseparable, there are two cells in some row of , the lth
say, which are sent to two cells in the same row of , the pth say, by !

.
Suppose that the two cells in the lth row of  are not adjacent. We can nd
a transposition, , for which !

!

sends two adjacent cells of the lth row of 
to the pth row of . Now  preserves the rows of  i.e.  2 R(). In fact  only
permutes strings in the lth row of . Hence a

l
!

= (!

)a

l
. Therefore, at the
expense of a scalar, we can assume that the two cells are an adjacent pair, i and
i+ 1 say.
Similarly, we can suppose the two cells in  are an adjacent pair j and j +1,
again at the expense of some scalar. Note that

i
!

= !


j
: (4.1)
By Proposition 4.4.5 we know that
a

l
= a
(i)

l
(1  a
 1

i
) =  a
 1
a
(i)

l
(
i
  a) ;
and
b

p
= (1  b
 1

j
)b
(j)

p
=  b
 1
(
j
  b)b
(j)

p
:
Hence E

(a)!

E

(b) has the term (
i
  a)!

(
j
  b) in its expression. This is
demonstrated pictorially in Figure 4.3. By equation 4.1 (
i
  a)!

= !

(
j
  a),
therefore, we can rewrite this subexpression as !

(
j
  a)(
j
  b).
Now (
j
  a)(
j
  b) = 0 2 H
n
, therefore, E

(a)H
n
E

(b) = 0.
4.5.7 Lemma.
Let  be a permutation which separates  and 
_
. We can nd permutations

1
2 R() and 
2
2 R(
_
) for which 
1

2
= 

.
Proof. Recall that 
j
is the number of rows in 
_
with at least j cells.
Since  separates  and 
_
, exactly one cell from the jth row of  must be sent
to each of the rst 
j
rows of 
_
.
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p
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Figure 4.3: A subexpression of E

(a)!

E

(b).
(This can be seen by considering each row of  in turn. There are exactly 
1
rows in 
_
. Exactly one cell from the rst row of  must be sent to each row
of 
_
by  , since  separates. Only the rows of 
_
with more than one cell will
have spaces left after we have dealt with the image of the rst row of  under  .
The number of such rows is exactly 
2
and so forth.)
We can nd a permutation 
1;j
2 R() which reorders the cells in the jth
row of , so that , for 1  i  
j
, the ith cell of the row is sent to the ith row of

_
by 
1;j
.
Note that, since 
1;j
only permutes cells in the jth row of , all the cycles
in 
1;j
are disjoint from those in 
1;j
0
if j 6= j
0
and so they commute. Set

1
=
Q
k
j=1

1;j
. Then 
1
2 R().
Similarly, for the jth row of 
_
, we can nd a permutation 
2;j
2 R(
_
),
which reorders the cells in the jth row of 
_
, so that the ith cell is the image of
a cell in the ith row of , under 
1

2;j
. Let 
2
=
Q

1
j=1

2;j
2 R(
_
). Then 
1

2
sends the ith cell of the jth row of  to the jth cell of the ith row of 
_
, i.e. it
interchanges rows and columns. Hence 

= 
1

2
as required.
4.5.8 Example.
In this example, we show how to calculate 
1
and 
2
for the Young diagram .
Recall that  = . The permutation  =

1234567
7635142

separates  and 
_
.
2 3 4 5 6 71 
 !
5 7 3 6 4 2 1
Note that  sends the third cell of the rst row of  to the rst row of 
_
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whereas 

sends the rst cell of the rst row to the rst row of 
_
. Therefore

1;1
must send 1 to 3. By similar arguments we nd that 
1;1
=

1234567
3421567

and

1;2
= 
1;3
= 1. Hence 
1
= 
1;1
and 
1
 is as follows,
2 3 4 5 6 71 1
 !
4 3 1 2 5 6 7 
 !
5 7 1 6 2 3 4
:
(Note that the permutations refer to the position of the cell in the diagram rather
than the labels the cells carry.)
We then nd that 
2;1
=

1234567
2314567

and 
2;2
=

1234567
1235467

.
Noting that 
2;3
= 
2;4
= 1, we have that 
2
=

1234567
2315467

.
5 7 1 6 2 3 4 2
 !
1 5 7 2 6 3 4
Therefore,

1

2
= (1324)(172645)(123)(45)
= (247365)
= 

:
4.5.9 Corollary.
With ,  , 
1
and 
2
as dened in Lemma 4.5.7, we have that
!

= !

 1
1
!


!

 1
2
:
Proof. From Lemma 4.5.7, we have that  = 
 1
1



 1
2
. We must prove
that !

 1
1
!


!

 1
2
is a positive permutation braid. We know that !

 1
1
2 R(),
!

 1
2
2 R(
_
) and they are both positive permutation braids. Note that !


doesn't cross strings belonging to the same row of  or the same row of 
_
.
Suppose !

 1
1
crosses the ith and the jth string. Since 
 1
1
2 R(), the ith and
jth string must belong to the same row of . The braid !


does not cross these
two strings since it doesn't cross any two strings in the same row of . Since
!


separates  and 
_
, the ith and jth strings will end up in dierent rows of

_
. Since !

 1
2
2 R(
_
) it will not cross over two strings in dierent rows of

_
. Similar arguments show that if one of the three braids, !

 1
1
, !

 1
2
and !


crosses a pair of strings, neither of the other two braids will. Therefore, since
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the three braids are positive permutation braids, !

 1
1
!


!

 1
2
is a braid which
crosses no two strings more than once and all the crossings have positive sign.
Hence !

and !

 1
1
!


!

 1
2
are two positive permutation braids which represent
the same permutation and must, therefore, be the same braid.
4.5.10 Proof of Theorem 4.4.11.
We will rst show that e

is quasi-idempotent.
We know that e
2

= E

(a)hE

_
(b)!
 1


_
where
h = !


E

_
(b)!
 1


_
E

(a)!


:
We can express h as a linear combination of positive permutation braids,
h =
X
2S
n


!

:
Then
e
2

=
X
2S
n


E

(a)!

E

_
(b)!
 1


:
A similar argument to Lemma 4.5.6 shows that if  doesn't separate  and 
_
,
then E

(a)!

E

_
(b) = 0. Hence, we need only consider those  which separate
 and 
_
. In this case we can write !

= !

 1
1
!


!

 1
2
for some 
1
2 R() and

2
2 R(
_
), by Lemma 4.5.7.
Now, by Theorem 4.4.7
E

(a)!

 1
1
= 
b
(!

 1
1
)E

(a)
and
!

 1
2
E

(b) = 
a
(!

 1
2
)E

(b) :
Therefore, if we set
() = 
b
(!

 1
1
)
a
(!

 1
2
)
and


=
X
2S
n
()

we have that e
2

= 

e

as required.
Suppose now that  6= . We can see readily that e

e

= 0. For
e

e

= E

(a)!


E

_
(b)!
 1


_
E

(a)!


E

_
(b)!
 1


_
:
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Since  6= , either  and 
_
are inseparable or 
_
and  are inseparable by
Corollary 4.5.5. If 
_
and  are inseparable, then by Lemma 4.5.6,
E

_
(b)(!
 1


_
)E

(a) = 0 :
If  and 
_
are inseparable, then by Lemma 4.5.6,
E

(a)

!


E

_
(b)!
 1


_
E

(a)!



E

_
(b) = 0 :
Hence, if  6= , then e

and e

are orthogonal as required.
4.5.11 Comment.
The orthogonality of the quasi-idempotents is proved in [Y, Proposition 2.9], also
using the fact that a symmetriser and and anti-symmetriser must be joined by
two strings.
4.6 Specialisation of the Hecke algebra.
We wish to show that the quasi-idempotent elements we have produced specialise
to the Young symmetrisers when we set v = x = s = 1. From this we can show
that the idealsH
n
e

H
n
are the minimal two-sided ideals of H
n
and so correspond
to the simple modules.
4.6.1 Notation.
Let g : ! C denote the ring homomorphism dened by
g(x) = g(v) = g(s) = 1 :
Note that g(z) = g(s  s
 1
) = 0.
We can regard C as a -module, with the action of  given by
r  w = g(r)w 8 r 2 ; w 2 C :
Therefore, H
n



C is a -module. In fact, we can give H
n



C a C-algebra
structure, the action of C being given by
(x
 w)  w
0
= x
 ww
0
8w;w
0
2 C; x 2 H
n
:
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We dene the product by
(h
w)(h
0

w
0
) = hh
0

 ww
0
8h; h
0
2 H
n
; w; w
0
2 C
4.6.2 Lemma
The C-algebra H
n



C is generated by f
i

 1 : i = 1 : : : n  1g.
4.6.3 Proposition.
There is an C-algebra isomorphism,
f : H
n



C! CS
n
;
dened by
f(
i

 1) = (i i+ 1) :
Proof. First, note that any relation in H
n



C must be inherited from
one of the two algebras or the denition of the tensor product. Therefore, the
following is a complete list of relations in H
n



C.
If ji  jj  2, then
(
i

 1)(
j

 1) = 
i

j

 1
= 
j

i

 1
= (
j

 1)(
i

 1) :
For i = 1 : : : n  2,
(
i+1

 1)(
i

 1)(
i+1

 1) = 
i+1

i

i+1

 1
= 
i

i+1

i

 1
= (
i

 1)(
i+1

 1)(
i

 1) :
From the denition of tensor product, rh 
 1 = h 
 g(r), for r 2 , h 2 H
n
.
Therefore, for i = 1 : : : n  1,
0
 1 = x
 1

i

 1  x
 1
i

 1  (s  s
1
)1
 1
= 
i

 g(x
 1
)  
 1
i

 g(x)  1
 g(s  s
 1
)
= 
i

 1  
 1
i

 1
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If we dene f : H
n

 C! CS
n
by 
i
7! (i i + 1) then it is obvious that f is
an isomorphism since the two algebras have identical presentations.
4.6.4 Notation.
We will write   : H
n
! CS
n
, for the composite map
H
n

=
H
n




1
g
! H
n

 C
f
! CS
n
:
Then   is a ring homomorphism satisfying
 (r
i
) = g(r)(i i+ 1) for r 2  :
We shall sometimes describe the eect of   as \specialising H
n
to CS
n
".
4.6.5 Proposition.
The image of the quasi-idempotent e

under   is the Young symmetriser C

2
CS
n
,
 (e

) = C

:
Proof. In order to prevent the notation becoming too clumsy, we will
denote the Young tableau T () by D and the tableau T ()
_
by D
_
.
Recall that C

= A
D
B
D
, where
A
D
=
X
p2P
D
p ; B
D
=
X
q2Q
D
( 1)
l(q)
q ;
P
D
is the set of permutations in S
n
which preserve the rows of D and Q
D
is the
set of permutations which preserve the columns.
Recall, also, that in the construction of e

, it was mentioned that the tableau
D is implicitly involved and that with respect to this tableau we can dene
E

(a) =
X
p2P
D
(xs
 1
)
 l(p)
!
p
:
Now g((xs
 1
)
 l(p)
) = 1 and  (!
p
) = p. Hence
 (E

(a)) = A
D
:
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It remains to show that !


E

_
(b)!
 1

 1

specialises to B
D
.
!


E

_
(b)!
 1

 1

=
X
p2P
D
_
( xs)
 l(p)
!


!
p
!
 1

 1

;
which specialises to
X
p2P
D
_
( 1)
 l(p)


p
 1

:
Note that, since 

sends columns of D to rows of D
_
, p preserves rows
of D
_
and 
 1

takes rows of D
_
to columns of D, each term in this sum is
a permutation that preserves the columns of D. We need only show that any
permutation which preserves the columns of D can be uniquely written in this
form.
Suppose q 2 Q
D
. We can show that 
 1

q

2 P
D
_
by using similar arguments
to those above. Obviously q = 

(
 1

q

)
 1

.
Since conjugating by 

is an isomorphism, no two elements of Q
D
will give
rise to the same element of P
D
_
or vice versa. Also note that the sign of a
permutation is preserved by conjugation therefore,
X
p2P
D
_
( 1)
 l(p)


p
 1

=
X
q2Q
D
( 1)
 l(
 1

q

)
q
=
X
q2Q
D
( 1)
 l(q)
q
Noting that ( 1)
 l(q)
= ( 1)
l(q)
, we have shown that
 (e

) = C

:
4.6.6 Remark.
So far we have been able to work with  as the ring
 = C[x
1
; v
1
; s
1
; ]= < v
 1
  v = (s  s
 1
) > :
We now wish to show that, with the substitutions x = s
 1=N
and v = s
 N
,
the closures of our elements e

will provide the required patterns to prove the
Satellite Theorem 3.7.3.
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Note that with these substitutions  becomes a genuine Laurent polynomial
in s,
 =
s
N
  s
 N
s  s
 1
= s
N 1
+ s
N 3
+    + s
 N+1
:
Therefore, the framed Homy polynomial of a knot, evaluated at x = s
 1=N
, v =
s
 N
will be a Laurent polynomial in s
1=N
. However, to ensure the invertibility
of the scalar 

we must further make the substitution of s = e
h=2
and write
everything as a power series in terms of h. The ring homomorphism g dened
in 4.6.1 is now dened by g(h) = 0.
From this point, therefore, we will take  to be the ring of power series in h,
C[[h]]. We will then be able to prove invertibility of certain elements of  simply
by showing that they have non-zero constant term.
4.6.7 Lemma.
The scalar 

is invertible in  = C[[h]].
Proof. To show that 

is invertible, consider what happens to e
2

upon
specialisation. Since e

specialises to C

and   is a ring homomorphism, e
2

specialises to C
2

. Now
C
2

= a

C

and since 

e

= e
2

, 

must specialise to a

2 Q. Therefore, as a power series
in h, the element 

must have a non-zero constant term and must be invertible.
4.6.8 Remark.
In the proof of the last Lemma, it was noted that under   the scalar 

specialised
to the scalar a

, i.e.
 (

) =
Y
hook lengths :
In particular, note that this is non-zero and corresponds to the evaluation of 

at x = s = v = 1. This fact will be used in the proof of Theorem 4.8.8.
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4.6.9 Theorem.
With the substitutions described above, the Hecke algebra H
n
has a direct sum
decomposition
H
n
=
M
jj=n
H
n
e

H
n
where the 2-sided ideals H
n
e

H
n
have -dimension d
2

.
Proof. Recall that CS
n
has a complex vector space basis given by the n!
permutations, f
i
: i = 1 : : : n!g in S
n
.
By Proposition 4.2.2, H
n
is freely generated as a -module by the n! positive
permutation braids, f!
i
: i = 1 : : : n!g. Under  , a positive permutation braid
is taken to its associated permutation. We may choose the ordering so that
 (!
i
) = 
i
. By Theorem 4.3.5
CS
n
=
M
CS
n
C

CS
n
:
It is an immediate consequence of Theorem 4.3.5 and Proposition 4.6.5 that
 
0
@
M
jj=n
H
n
e

H
n
1
A
= CS
n
:
Since   is surjective, we can nd v
i
2
L
jj=n
H
n
e

H
n
for which  (v
i
) = 
i
. We
can write v
i
as a linear combination of the positive permutation braids
v
i
=
n!
X
j=1
b
ij
!
j
:
Let B be the n! n! matrix whose (ij)th entry is b
ij
. It is enough to show that
the determinant of this matrix is non-zero, since then !
i
2
L
H
n
e

H
n
for each i
and thus H
n
=
L
H
n
e

H
n
as required.
We know that  (v
i
  !
i
) = 0, therefore, in CS
n
,
(g(b
ii
)  1)
i
+
X
i6=j
g(b
ij
)
j
= 0 :
However, since the 
i
are a vector space basis for CS
n
, this implies that
g(b
ij
) = 
ij
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where 
ij
is the Kronecker delta. Hence b
ij
is a power series in h which has
non-zero constant term if and only if i = j. We can write B as
B = I + hB
0
for some matrix B
0
. It follows that the determinant of B is a power series in h
with constant coecient 1 and hence is invertible in  = C[[h]] as required.
A consequence of this result is that f!
i
: i = 1 : : : n!g is a -basis for
L
jj=n
H
n
e

H
n
.
Let @

denote the -dimension of H
n
e

H
n
for each . From the rst part of
this proof, we have that
X
jj=n
@

= n! : (4.2)
Since  (e

) = C

and   is surjective,
 (H
n
e

H
n
) = CS
n
C

CS
n
: (4.3)
From the classical result Proposition 4.3.7, the dimension of CS
n
C

CS
n
as a
complex vector space is d
2

. By Theorem 4.3.5 it follows that
X
jj=n
d
2

= n! : (4.4)
Suppose that H
n
e

H
n
has -basis fw
1
; w
2
; : : : ; w
f
g. By equation 4.3, the set
f (w
1
); (w
2
); : : : ; (w
f
)g must span CS
n
C

CS
n
. Therefore, for each ,
@

 d
2

: (4.5)
Combining equations 4.4 and 4.2 we have that
X
jj=n
d
2

=
X
jj=n
@

: (4.6)
Equations 4.5 and 4.6 together imply that @

= d
2

as required.
4.6.10 Comments.
We can now reintroduce the quantum group invariants of Chapter 3 and prove
Theorem 3.7.3. First we formalise an idea that was implicit in the construction
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of the quantum group invariants. Given a diagram in R
n
n
, we have a recipe for
constructing an element of the endomorphism ring of V

n
2
, where V
2
denotes the
fundamental representation of U
q
(sl(N)). Theorem 3.7.1 allows us to consider
elements of S(R
n
n
) since two tangles which are equivalent in S(R
n
n
) give rise to
the same module endomorphism, provided we work with  = C[[h]]. Thus we
obtain a representation of the Hecke algebra H
n
on End(V

n
2
).
4.6.11 Theorem.[Ji2]
Recall that V
2
denotes the fundamental representation of U
q
(sl(N)). For each n
and N , there is a representation of the Hecke algebra H
n
on End(V

n
2
),
 : H
n
! End(V

n
2
)
given by the substitutions x = s
 1=N
and v = s
 N
and 
i
7! 1 
    
 1 
 R 

1 
    
 1 where the R sits in the (i; i + 1) position of the n-fold tensor. This
homomorphism is surjective.
We wish to consider the images of the endomorphisms (e

). First we prove
the following Lemma.
4.6.12 Lemma.
Let  = (
1
; 
2
;    ; 
k
) and 
_
= (
_
1
; 
_
2
;    ; 
_
m
) be a Young diagram and its
conjugate diagram. The representation V

is the only summand to occur in both
c

_
1

 c

_
2

    c

_
m
and d

1

 d

2

    
 d

k
. It occurs with multiplicity 1.
Proof. By considering the leading terms of the two Giambelli formulae for
, we see that  is a summand in the decomposition of both the tensor products.
The main work is to show that it is the only summand common to both products.
Any summand of c

_
1

 c

_
2

    
 c

_
m
must come from a succession of strict
expansions of c

_
1
, by columns labelled from 1 to 
_
i
. The only cells which can
be added to the rst row must carry the label 1. Therefore, at each stage we
can add at most one cell to the rst row. It follows that any summand of
c

_
1

 c

_
2

  
 c

_
m
can have at most 
1
cells in the rst row. If a summand has

1
cells in the rst row we can use a similar argument to show that it must have
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at most 
2
in the second row and so forth. Continuing in this manner, we must
either obtain  as a summand or at some point the length of the rst column
must be increased to be longer than 
_
1
. Such a diagram, therefore, cannot be a
summand of d

1

 d

2

    
 d

k
since at most 
_
1
  1 cells can be added to the
rst column of d

1
. This follows from the fact that no two cells with the same
label can be placed in the same column of a strict expansion.
From this description, it is clear that in either tensor product there is only one
way to obtain  via a strict expansion. The multiplicity of V

must, therefore,
be 1.
4.6.13 Lemma.
The scalars  for the Young diagrams and are given by
 = s[2] ;  = s
 1
[2] :
Proof. We give the proof for e . The proof for e is similar.
e
2
=

+ x
 1
s

2
= + 2x
 1
s + x
 2
s
2
= + 2x
 1
s + x
 1
s

s(s  s
 1
) + xs

= (1 + s
2
) + (2 + s(s  s
 1
))x
 1
s
= s(s+ s
 1
) + (1 + s
2
)x
 1
s
= s [2] e
4.6.14 Theorem.
The endomorphism (e

) of V

n
2
is a scalar multiple of the projection map onto
a single copy of the irreducible U
q
(sl(N))-module V

.
Proof. The proof is an induction on n.
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n = 1. Since e
2
is the identity in H
1
and  is an algebra homomorphism, (e
2
)
must be the identity map as required.
n = 2.
We have the following decomposition for V
2
2
,
V
2
2
= V  V :
The endomorphism ring has dimension 2 and is spanned by, for example, the
identity and the R-matrix. Thus since (e

) is a non-zero linear combination of
these two maps, it must be non-zero.
We know that e e = 0 as elements of the Hecke algebra, therefore, their
images must be disjoint; the image of (e ) being either V or V . The image
of (e ) will then be the complementary summand.
By Schur's Lemma, upon restriction to the appropriate irreducible module,
the homomorphisms, being non-zero, must be isomorphisms. Since (e )
2
=


(e ), it follows that upon restriction to the irreducible summand the map
is a scalar multiple of the identity map i.e. up to a scalar, (e ) is a projection
onto one of the irreducible summands. Similarly, (e ) must be a projection
onto the other summand.
We decide which summand is the image by applying Theorem 3.7.1. Evalu-
ating the framed Homy polynomial at x = s
 1=N
and v = s
 N
we nd that
1

X (
b
e ) = [N ][N + 1]=[2] ;
which is the quantum dimension of V . On the other hand
1

X (
b
e ) = [N ][N   1]=[2] :
which is the quantum dimension of V .
We now assume that the result is true for all n < k.
n = k.
This is split into two cases. The cases where the Young diagram is a single
row or single column require a little more thought and will be dealt with later.
For now, assume  is a Young diagram with k cells and at least two columns and
two rows.
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Consider the skein diagram for e

. By the induction hypothesis, the image
of (e

) is contained in the image of the composition of the projection map to
d

1

 d

2

    
 d

k
and the projection map to c

_
1

 c

_
2

    
 c

_
m
.
By Lemma 4.6.12, the image of (e

) must, therefore, be either 0 or the
irreducible V

. Hence, applying Schur's Lemma, (e

)j
V

is an isomorphism or
the zero homomorphism. Fortunately, (e

) cannot be the zero homomorphism
since Theorem 4.6.11 says that  is surjective and by Lemma 4.6.12, no other
ideal H
n
e

H
n
could possibly contain the preimage of the projection map for V

.
Therefore, (e

) must be an isomorphism of V

and (e
2

) = (e

)
2
= 

(e

).
We know that 

is non-zero, and therefore (e

) must be a scalar multiple of
the identity when restricted to V

. Hence (e

) is 

times the projection map
as required.
 = d
n
.
Set 
0
= d
n 1
. We know that (e

0

 1)e

is a non-zero scalar multiple of the
element e

. Hence the image of (e

) is a summand of the image of (e

0

1). By
the induction hypothesis, the image of (e

) is therefore a summand of d
n 1

V
2
.
This decomposes into two summands, d
n
+ V

, where  = (n   1; 1). But we
have already shown that (e

) is the projection map from V

n
2
onto V

and since
 and  are orthogonal, the image of (e

) must be disjoint from V

. Hence it
must be d
n
. We use similar arguments to those above to show that (e

) is not
the zero map and is in fact the required projection. The proof for the case  = c
n
is similar.
4.6.15 Remarks and notation.
Note that the above proof implies that the endomorphism (e

) is the zero map
if and only if it is projecting onto the zero module in U
q
(sl(N)). Therefore, (e

)
will be the zero homomorphism if and only if  has more than N rows.
A consequence of the above result is that e

behaves nicely under framing
change. In the quantum invariant set up, we know that
V

= f

V

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for some scalar, f

. It follows that
.
 
.
 
.
. . .
λe
= f

e

:
The value of f

, calculated in [M1] by evaluating the full twist coloured by c

n
1
in two ways, is
f

= x
jj
2
v
 jj
s
n

where
n

=
jj(jj   1)

d

and 

and d

are as dened in Denition 2.4.3. It is not dicult to show that n

is always an integer. It satises the following recursive relation. Let 
0
denote the
Young diagram obtained from  by removing the rst column (which contains

_
1
cells). Then
n

= n

0
+ 2j
0
j+ 
_
1
  (
_
1
)
2
:
We will now prove the Satellite Theorem 3.7.3. Write "

for the genuine idem-
potent
1


e

. Let Q

=
b
"

be its closure in C
+
.
4.6.16 Theorem.
Let C be a framed knot coloured by the irreducible representation V

. Let S be
the satellite knot C Q

with companion C and pattern Q

. Then
J(C;V

) = X
N
(S) :
The result also holds for links where each component coloured by V

is decorated
by Q

.
Proof. If  has n cells then V

is a summand of V

n
2
with multiplicity d

.
The knot C is the closure of some (1; 1) tangle, say T . Let T
(n)
be the n-string
parallel of T . Then
J(T
(n)
) : V

n
2
 ! V

n
2
P
jj=n
d

V

7!
P
jj=n
t

d

V

for scalars
t

= J(T ;V

) 2  :
89
Now S is the closure of "

 T
(n)
. Therefore, applying Proposition 3.6.7 and
Theorem 3.7.1
X
N
(S) = J(S;V
2
; V
2
;    ; V
2
)
= tr
q
(J("

)  J(T
(n)
;V
2
; V
2
;    ; V
2
))
= tr
q
(J("

)  J(T ;V

n
2
)) :
By Theorem 4.6.14, we know that J("

) is the projection onto the irreducible
summand V

, therefore,
tr
q
(J("

)  J(T ;V

n
2
)) = J(C;V

) :
Now, assume that L is a link with k components and that the kth component
is coloured by V

, where jj = n. We can present L as the closure of a (1; 1)-
tangle, T , (by cutting open the kth component). Let T
(n)
be the tangle obtained
from T by taking the n-string parallel of the kth component of L. Then
J(L;V

1
; : : : ; V

k 1
; V

k
) = tr
q
(J(T ;V

1
; : : : ; V

k 1
; V

k
))
= tr
q
(J("

T
(n)
; (V

1
; : : : ; V

k 1
; V
2
; : : : ; V
2
))
= tr
q
(J("

)  J(T
(n)
;V

1
; : : : ; V

k 1
; V
2
; : : : ; V
2
))
= J(L
0
;V

1
; : : : ; V

k 1
; V
2
; : : : ; V
2
) ;
where L
0
is the link obtained from L by decorating the kth component with
Q

k
. We can repeat this process for each component, to obtain a link with every
component coloured by V
2
and we can then apply Theorem 3.7.1.
4.6.17 Comments and notation.
Theorem 4.6.16 holds only if we are very careful about how we index the rep-
resentations of U
q
(sl(N)). We must restrict ourselves to those Young diagrams
with fewer than N rows. Later we will show that if we instead restrict our set
of colours to the representations which correspond to Young diagrams with a
single column then if c
k
is the zero module (i.e. k > N) then the substitu-
tions for x and v will kill X
N
. Since the representation ring R
N
is generated
as an algebra by these representations, in theory, we can calculate all possi-
ble U
q
(sl(N))-invariants by colouring with polynomials in this restricted set of
colours. Hence we can calculate the quantum invariants of any link with any
colouring for all N at once.
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We will show that the patterns Q

are given by the Giambelli polynomials
for the Young diagrams . From this and the above comment it will follow that
we will be able to calculate the quantum invariants for all N at once without
having to express every colour as a polynomial in the Young diagrams with a
single row.
4.7 Genuine idempotents and the skein of the
annulus.
The last theorem required genuine idempotent elements of the Hecke algebras.
So far, we have only calculated the scalar 

for three Young diagrams, namely
2, and .
Here we calculate the scalars  for the Young diagrams c
k
, d
l
and 
k;l
for
every k, l 2 IIN.
4.7.1 Remarks and notation.
To avoid clumsy notation, we shall denote the quasi-idempotent associated to
the Young diagram 
k;l
by e
k;l
, where 
k;l
is the hook-shaped diagram as dened
in Remarks 2.5.9 and shown below.

k;l
=
k
l
Similarly, we will denote the scalar by 
k;l
rather than 

k;l
. Hence
e
2
k;l
= 
k;l
e
k;l
:
We will also denote by Q
k;l
the closure of the genuine idempotent in C
+
related
to the Young diagram 
k;l
:
Q
k;l
=
1

k;l
b
e
k;l
:
In the diagrams, we will represent the elements E
i
(a) and E
j
(b) by boxes.
The boxes representing E
j
(b), corresponding to columns in the Young diagram,
will be shaded to distinguish them from those boxes representing the elements
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Ei
(a), which correspond to the rows. We shall label the boxes by the number of
strings they involve. For example, e
k;1
will be pictured as a shaded box bearing
the label k.
If k
0
 k then e
k
0
;1
e
k;1
= 
a
(e
k;1
)e
k
0
;1
and if l
0
 l then e
1;l
0
e
1;l
= 
b
(e
1;l
)e
1;l
0
.
Therefore, 
k;1
= 
a
(e
k;1
), which we calculate by induction.
First we will prove a Lemma which will be used repeatedly to manipulate the
quasi-idempotents.
4.7.2 Lemma.
In H
n
, we can decompose e
1;l
into a linear combination of terms which involve
e
1;l 1
:
e
1;l
= e
1;l 1

 e
1;1
+
l 2
X
i=0
(x
 1
s)
i+1
l-1
. . .
i
=
l-1
. . .
. . .
+
l 2
X
i=0
(x
 1
s)
i+1
l-1
. . .
i
:
Similarly,
e
k;1
= e
k 1;1

 e
1;1
+
k 2
X
i=0
( x
 1
s
 1
)
i+1
k-1
. . .
i
=
k-1
. . .
. . .
+
k 2
X
i=0
( x
 1
s
 1
)
i+1
k-1
. . .
i
:
Proof. We give the proof for e
k;1
. The proof of the result for e
1;l
diers
only in the weights assigned to the crossings.
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Let !

be a positive permutation braid on k strings, with (k) = i. Dene a
permutation 
0
2 S
k
by

0
(j) =
8
>
<
>
:
(j) 1  (j) < i
k j = k
(j)  1 i < (j)  k
(4.7)
Note that 
0
is uniquely determined by . Let 
i
denote the permutation

i
= (i i+ 1 : : : k) 2 S
k
:
The positive permutation braid !

i
has k   i positive crossings,
!

i
=
...
...
k-i
:
The braid !

0
!

i
is a positive permutation braid, since the kth string doesn't
cross any string in !

0
. Hence
!

0
!

i
= !

for some permutation  2 S
k
. Now
(j) = 
i
(
0
(j)) ;
hence,
(j) =
8
>
<
>
:

0
(j) 1  
0
(j) < i

0
(j) + 1 i  
0
(j) < k
i 
0
(j) = k
:
From its denition, 
0
(j) = (j) for 
0
(j) < i, and when i  
0
(j) < k, then

0
(j) = (j)  1. Finally if 
0
(j) = k then j = k, therefore
(j) =
8
>
<
>
:
(j) 1  
0
(j) < i
(j)  1 + 1 i  
0
(j) < k
i = (k) j = k
:
Therefore,
!

= !

0
!

i
:
Given a permutation  2 S
k
and a xed i, the permutation 
0
is uniquely
determined by . Suppose we have two permutations 
1
,
2
2 S
k
with 
1
(k) =

2
(k) = i and 
0
1
= 
0
2
. When 1  
1
(j) < i, then

0
1
(j) = 
0
2
(j) = 
1
(j) :
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Therefore, 1  
0
2
(j) < i and this implies that
1  
2
(j) < i :
Hence,

0
2
(j) = 
2
(j) = 
1
(j) :
We can similarly show that for i < 
1
(j)  k,

1
(j) = 
2
(j) ;
proving uniqueness.
Now, suppose we take  2 S
k
for which (k) = k and x i. Dene  as
follows,
(j) =
8
>
<
>
:
(j) 1  (j) < i
(j) + 1 i  (j) < k
i j = k :
Then  is uniquely determined by  and  = 
0
.
We have established that any positive permutation braid, !

, with (k) = i
can be written uniquely as a product of a permutation braid in which the kth
string passes straight through and !

i
and that all such products occur.
Hence, taking into account the weighting given to the crossings in e
k;1
, we
get
e
k;1
=
k
X
i=1
( x
 1
s
 1
)
k i
k-1
ω ipi
. . .
. . .
=
k-1
. . .
. . .
+
k 1
X
i=1
( x
 1
s
 1
)
k i
k-1
. . .
k-i
=
k-1
. . .
. . .
+
k 1
X
j=1
( x
 1
s
 1
)
j
k-1
. . .
j-1
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=k-1
. . .
. . .
+
k 2
X
i=0
( x
 1
s
 1
)
i+1
k-1
. . .
i
as required.
4.7.3 Proposition.
The scalar 
k;1
(associated to the Young diagram c
k
) is given by

k;1
=
[ k ]!
s
k(k 1)=2
:
The scalar for 
1;l
(associated to d
l
) is given by

1;l
=
[ l ]!
s
 l(l 1)=2
:
Proof. We will prove the result for the Young diagrams c
k
. The proof for
d
l
is almost identical.
First, recall that e
k;1
= b
k
as dened in Denition 4.4.3, and that b
k
could
\swallow" any braid on k strings at the expense of a scalar as described in
Theorem 4.4.7. The proof goes by induction.
For k = 1 we know that 
k;1
= 1 = 1=s
0
.
For k > 1, note that for any i 2 IIN, 
i;1
= 
a
(e
i;1
). By Lemma 4.7.2
e
2
k;1
=
. . .
. . .
k
k
=
. . .
. . .
k-1
k
+
k 2
X
i=0
0
B
B
B
B
B
B
@
( x
 1
s
 1
)
i+1
. . .
. . .
k-1
k
1
C
C
C
C
C
C
A
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where the braid
in the ith summand has i positive crossings. Therefore, by the induction hy-
pothesis and Theorem 4.4.7
e
2
k;1
=
[ k   1 ]!
s
(k 1)(k 2)=2
e
k;1
+
k 2
X
i=0
0
B
B
B
B
B
B
@
( x
 1
s
 1
)
i+1
( xs
 1
)
i+1
. . .
. . .
k-1
k
1
C
C
C
C
C
C
A
=
 
[ k   1 ]!
s
(k
2
 3k+2)=2
+
[ k   1 ]!
s
(k
2
 3k+2)=2
k 2
X
i=0
s
 2i 2
!
e
k;1
=
[ k   1 ]!
s
(k
2
 k)=2
 
1 + s
 k
[ k   1 ]
s
 k+1
!
e
k;1
=
[ k   1 ]!
s
(k
2
 k)=2
 
(s  s
 1
) + s
 k
(s
k 1
  s
 k+1
)
(s  s
 1
)s
 k+1
!
e
k;1
=
[ k   1 ]!
s
(k
2
 k)=2
 
s
k 1
s  s
 2k+1
s
k 1
(s  s
 1
)
!
e
k;1
=
[ k ]!
s
k(k 1)=2
e
k;1
as required.
4.7.4 Proposition.
The scalar 
k;l
, dened in Remarks 4.7.1, is

k;l
=
[ k + l   1 ][ k   1 ]![ l   1 ]!
s
(k(k 1) l(l 1))=2
:
Proof. First, we give a dierent presentation of e
k;l
, which is easier to
work with,
e
k;l
=
. . .
. . .
. . .
...
. . .
. . .
l
k =
. . .
l
k
:
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Therefore, applying Lemma 4.7.2
e
2
k;l
=
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
l
k
k
l
=
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
l
l
k-1
k
+
k 2
X
i=0
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
( x
 1
s
 1
)
i+1
. . .
. . .
. . .
. . .
. . .
. . .
...
k
l
k-1
l
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
:
Now, apply Theorem 4.4.7, rst to the boxes with i positive crossings and then
to the strings which join white and shaded boxes :
k 2
X
i=0
( x
 1
s
 1
)
i+1
. . .
. . .
. . .
. . .
. . .
. . .
...
k
l
k-1
l
=
 
k 2
X
i=0
( x
 1
s
 1
)
i+1
( xs
 1
)
i
!
. . .
. . .
. . .
. . .
. . .
. . .
l
l
k-1
k
97
=  x
 1
 
k 2
X
i=0
s
 2i 1
!
(xs)
l 1
(xs)
 (l 1)
. . .
. . .
. . .
. . .
. . .
. . .
l
k
l
k-1
=  x
 1
(s
 1
+    + s
 2k+3
)(xs)
 (l 1)
. . .
. . .
. . .
. . .
. . .
. . .
l
l
k
k-1
:
The coecient of the last diagram simplies
x
 1
(s
 1
+   + s
 2k+3
)(xs)
 (l 1)
= x
 1
s
 k+1
(s
k 2
+    + s
 k+2
)(xs)
 (l 1)
= x
 1
s
 k+1
[k   1](xs)
 (l 1)
:
Apply Lemma 4.7.2 to the lower of the two rows of l cells and then use Theorem
4.4.7 to obtain
. . .
. . .
. . .
. . .
. . .
. . .
l
l
k
k-1
=
. . .
. . .
. . .
. . .
. . .
. . .
l-1
k
k-1
l
+
l 2
X
j=0
(x
 1
s)
j+1
. . .
. . .
. . .
. . .
. . .
...
l-1
k
k-1
l
= ( xs
 1
)
1;l 1

k 1;1
. . .
. . .
. . .
. . .
l
k
98
+0
@
l 2
X
j=0
(x
 1
s)
j+1
(xs)
j
1
A
. . .
. . .
. . .
. . .
. . .
l-1
k
k-1
l
:
Note that
l
l-1
k-1
k
= 0 :
To see this, note that the l  1st and lth strings are two strings of e
1;l
which are
also adjacent strings in e
k;1
. We can factorise both e
1;l
and e
k;1
by Proposition
4.4.5, to obtain the term
(
l 1
  a)(
l 1
  b) = 0 :
Therefore,
e
2
k;l
= 
k 1;1

1;l
e
k;l
+ s
 k
[k   1](xs)
 (l 1)
(xs)
l 1

k 1;1

1;l 1
. . .
. . .
. . .
. . .
l
k
= (
k 1;1

1;l
+ s
 k
[k   1]
k 1;1

1;l 1
)e
k;l
Now, applying Proposition 4.7.3,

k 1;1

1;l
+ s
 k
[k   1]
k 1;1

1;l 1
=
[k   1]! [l   1]!
s
(k 1)(k 2)=2
 
[l]
s
 l(l 1)=2
+
s
 k
[k   1]
s
 (l 1)(l 2)=2
!
=
[k   1]! [l   1]!
s
(k 1)(k 2)=2
 
s
l 1
[l] + s
 k
[k   1]
s
 l(l 1)=2
s
l 1
!
=
[k   1]! [l   1]!
s
(k 1)(k 2)=2
 
s
l k
(s
l k 1
  s
 l k 1
+ s
k 1 l
  s
 k+1 l
)
s
 l(l 1)=2
s
l 1
(s  s
 1
)
!
=
[k   1]! [l   1]!
s
(k 1)(k 2)=2
s
 l(l 1)=2
 
s
 k+1
(s
l+k 1
  s
 l k+1
)
(s  s
 1
)
!
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=[k   1]! [l   1]! [k + l   1]
s
f(k 1)(k 2)+2(k 1)g=2
s
 l(l 1)=2
=
[k   1]! [l   1]! [k + l   1]
s
k(k 1)=2 l(l 1)=2
as required.
4.7.5 Remarks.
We can easily show that the scalar 
k;l
specialises to the scalar a

k;l
, dened in
Remarks 4.3.8.
For the Young digram 
k;l
the hook length of the corner cell is given by
k + l   1. Down the column the cells have hook lengths k   1, k   2, : : :, 2, 1.
Along the row, the product of the hook lengths is (l   1)!. Therefore,
Y
hook lengths = (k + l + 1)(k   1)!(l   1)!
Now, since [ i ]! i as s! 1, it follows that a
k;l
specialises to a

as expected.
Recall that Q

denotes the closure of the genuine idempotent (1=

) e

.
4.7.6 Proposition.
The elements Q

form a free -basis for C
+
.
Proof. We will show that the set fQ

: jj = ng is a - basis for C
(n)
.
By Theorem 2.3.10 we have a surjective linear map
w : S(R
n
n
)! C
(n)
:
By Proposition 4.2.2, since S(R
n
n
) is isomorphic to H
n
, every element of C
(n)
can
be expressed as the closure of some element h 2 H
n
.
Let c 2 C
(n)
. Choose h 2 H
n
such that
b
h = c. By Theorem 4.6.9, we can
write
h =
X
jj=n
h
0

e

h
00

=
X
jj=n
(1=

) h
0

e
2

h
00

:
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Therefore,
c =
X
jj=n
(1=

)
d
h
0

e
2

h
00

=
X
jj=n
(1=

)
d
e

h

e

where
h

= h
00

h
0

:
The remainder of the proof applies the techniques used in the proof of Theorem
4.4.11 (the proof can be found on p.77). From the denition of e

,
e

h

e

= E

(a)

!


E

_
(b)!
 1


_
h

E

(a)!



E

_
(b)!
 1


_
:
We can write !


E

_
(b)!
 1


_
h

E

(a)!


as a linear combination of positive per-
mutation braids, say
P



!

. Therefore
e

h

e

=
X



E

(a)!

E

_
(b)!
 1


_
:
If  is a permutation which doesn't separate  and 
_
then
E

(a)!

E

_
(b)!
 1


_
= 0 :
When  does separate  and 
_
, then by Lemma 4.5.7 we can nd permutations

1
2 R() and 
2
2 R(
_
) for which
!

= !

1
!


!

2
:
Substituting this into our expression for e

h

e

, we can remove !

1
and !

2
at
the expense of some scalar, () 2 . Therefore,
e

h

e

=
X

()

e

:
Thus
c =
X
jj=n
(1=

)
 
X



()
!
b
e

=
X
jj=n


Q

where


=
X



() 2  :
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We have, therefore, shown that given any element of C
(n)
we can express it as a -
linear combination of the Q

for which  has n cells. Therefore, fQ

: jj = ng
spans C
(n)
. In fact, this set is a basis. By Corollary 2.3.8 and Lemma 2.5.8
the -dimension of C
(n)
is equal to the number of partitions of n. We have a
set of this cardinality which spans C
(n)
, hence, since  is a commutative ring,
fQ

:  2 Y g is a -basis for C
+
.
We next wish to calculate the value of the framed Homy polynomial X
(dened in Denition 2.2.1) for the unknot decorated by Q
k;1
. From this we
derive the value of the unknot decorated by Q
1;l
.
4.7.7 Proposition.
X (Q
k;1
) =
k
Y
i=1
v
 1
s
 (i 1)
  vs
i 1
s
i
  s
 i
:
Proof. The result follows by an induction on k, starting at k = 1,
X (Q
1;1
) = X
 
=
v
 1
  v
s  s
 1
:
Assume that we have the result for all i < k. It is enough to show that
X (Q
k;1
) =
 
v
 1
s
 k+1
  vs
k 1
s
k
  s
 k
!
X (Q
k 1;1
) (4.8)
as we can then use the induction hypothesis to obtain
X (Q
k;1
) =
 
v
 1
s
 k+1
  vs
k 1
s
k
  s
 k
!
k 1
Y
i=1
v
 1
s
 i+1
  vs
i 1
s
i
  s
 i
=
k
Y
i=1
v
 1
s
 i+1
  vs
i 1
s
i
  s
 i
:
We now establish equation 4.8. Recall that since we are working in C
+
, we
can slide pieces of tangle o the top of a diagram and reintroduce them at the
bottom.
X (Q
k;1
) =
1

k;1
X (
b
e
k;1
)
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=1

k;1
X
0
B
B
B
B
B
B
@
. . .
. . .
k-1 +
k 2
X
i=0
( x
 1
s
 1
)
i+1
...
i
. . .
k-1
1
C
C
C
C
C
C
A
=
1

k;1
X
0
B
B
B
@
v
 1
  v
s  s
 1
. . .
. . .
k-1
+
k 2
X
i=0
( x
 1
s
 1
)
i+1
(xs
 1
)
i
(xv
 1
)
. . .
. . .
k-1
1
C
C
C
A
=

k 1;1

k;1
 
v
 1
  v
s  s
 1
  v
 
k 2
X
i=0
s
 2i 1
!!
X (Q
k 1;1
)
=
[k   1]!
[k]!
s
k(k 1)=2
s
(k 1)(k 2)=2
 
v
 1
  v
s  s
 1
  v
 1
s
 k+1
[k   1]
!
X (Q
k 1;1
)
=
s
k 1
[k]
 
v
 1
  v   v
 1
s
 k+1
(s
k 1
  s
 k+1
)
s  s
 1
!
X (Q
k 1;1
)
=
 
s
k 1
(v
 1
  v   v
 1
+ v
 1
s
 2k+2
)
s
k
  s
 k
!
X (Q
k 1;1
)
=
 
v
 1
s
 k+1
  vs
k 1
s
k
  s
 k
!
X (Q
k 1;1
) :
Therefore,
X (Q
k;1
) =
k
Y
i=1
v
 1
s
 i+1
  vs
i 1
s
i
  s
 i
as required.
4.7.8 Corollary.
Evaluating the framed Homy polynomial at v = s
 N
and x = s
 1=N
,
X
N
(Q
k;1
) =
(
1 for k = N
0 for k > N .
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Proof. By Proposition 4.7.7
X (Q
k;1
) =
k
Y
i=1
v
 1
s
 (i 1)
  vs
i 1
s
i
  s
 i
:
When i = N + 1 and v = s
 N
v
 1
s
 (i 1)
  vs
i 1
s
i
  s
 i
=
s
N
s
 N 1+1
  s
 N
s
N+1 1
s
N+1
  s
 (N+1)
=
1  1
s
N+1
  s
 (N+1)
= 0 :
Therefore, since this term is a factor of X
N
(Q
k;1
), for k > N ,
X
N
(Q
k;1
) = 0 for k > N :
By Proposition 4.7.7
X
N
(Q
N;1
) =
(v
 1
  v)
(s  s
 1
)
(v
 1
s
 1
  vs)
(s
2
  s
 2
)
  
(v
 1
s
 N+1
  vs
N 1
)
(s
N
  s
 N
)
=
(s
N
  s
 N
)
(s  s
 1
)
(s
N 1
  s
 N+1
)
(s
2
  s
 2
)
  
(s  s
 1
)
(s
N
  s
 N
)
= 1 :
4.7.9 Proposition.
Let L be a link with n components. Let L
0
be the satellite of L, obtained from
L by decorating the ith component by the pattern Q

i
, for i < n and the nth
component of L by Q
k;1
. If k > N then
X
N
(L
0
) = 0 :
Proof. The link L can be presented as the closure of a (1; 1)-tangle, T ,
on the nth component. Therefore, we can present L
0
as the closure of T
0
 "
k;1
which is a (k; k) tangle. (Here "
k;1
= (1=
k;1
) e
k;1
.)
L
0
= 1=
k;1
k
. . .
. . .
T /
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Since T
0
is an element of S(R
k
k
), it can be swallowed up by e
k;1
at the expense
of a scalar, (T
0
). Therefore,
X
N
(
d
T
0
e
k;1
) = (T
0
)X
N
(
b
e
k;1
) :
Now by Proposition 4.7.7, since k > N ,
X
N
(
b
e
k;1
) = 0 ;
therefore,
X
N
(L
0
) = 0 :
4.7.10 Lemma.
The following relation holds, at v = s
 N
and x = s
 1=N
:
X
N
0
B
B
B
B
@
N
N
 . . . 
1
C
C
C
C
A
= x
 1
s
 N
[N ] X
N
0
B
B
B
B
@ N
N
 . . . 
1
C
C
C
C
A
where the relationship is local, i.e. if two link diagrams are identical except
where shown in the above relation, then X
N
will evaluate to the same value on
either diagram.
Proof. For readability, we express the equalities as equalities between
diagrams, despite the fact it is the values of X
N
for each diagram which are
equal.
N
N
 . . . 
=
N+1
N
 . . . 
 
N
1
X
i=0
( x
 1
s
 1
)
i+1
N
 . . . 
N
by Lemma 4.7.2
=  
 
N 1
X
i=0
( x
 1
s
 1
)
i+1
( xs
 1
)
i
!
N
N
 . . . 
by Prop. 4.7.9
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= x
 1
 
N 1
X
i=0
s
 2i 1
!
N
N
 . . . 
= x
 1
s
 N
[N ]
N
N
 . . . 
:
4.7.11 Lemma.
Let L
t
and L
b
be two link diagrams which dier only where shown.
N
N
 . . . 
 . . . 
N
N
 . . . 
L
t
L
b
The framed Homy polynomial of L
t
is equal to that of L
b
,
X
N
(L
t
) = X
N
(L
b
) :
Proof. To prove this, we consider the value of the framed Homy poly-
nomial, X . To make the proof easier to read, we will write down equalities as
if they held for the diagrams, although the equalities will hold only for their
quantum invariants.
N
N
 . . . 
=
N
 . . . 
N+1
+ x
 1
s
 N
N
N
 . . . 
by Lemma 4.7.10
= x
 1
s
 N
[N ]
N
N
 . . . 
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= x
 1
s
 N
[N ]( xs
 1
)
 N+1
N
N
. . .
by Theorem 4.4.7
= x
 1
s
 N
[N ]( xs
 1
)
 2(N 1)
N
N
 . . . 
= x
 1
s
 N
[N ]( xs
 1
)
 2(N 1)
N
 . . . 
N
= x
 1
s
 N
[N ]( xs
 1
)
 2(N 1) N
N
 . . . 
= x
 1
s
 N
[N ]( xs
 1
)
 2(N 1)
0
B
B
B
B
@
x
 2 N
N
 . . . 
 x
 1
(s  s
 1
) N
N
 . . . 
1
C
C
C
C
A
:
We can apply Lemma 4.7.10 to the rst term of the expression on the righthand
side, to obtain
N
N
 . . . 
=
 
x
 3
s
 N
[N ]( xs
 1
)
 2(N 1)
x
 1
s
 N
[N ]
  x
 2
s
 N
[N ](s  s
 1
)( xs
 1
)
 2(N 1)
!
N
N
 . . . 
 . . . 
We now simplify the coecient of L
t
in the above expression.
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x 3
s
 N
[N ]( xs
 1
)
 2(N 1)
x
 1
s
 N
[N ]
  x
 2
s
 N
[N ](s  s
 1
)( xs
 1
)
 2(N 1)
= x
 2N
s
2N 2
  x
 2N
s
 N
(s
N
  s
 N
)s
2N 2
= x
 2N
s
2N 2
  x
 2N
s
N 2
(s
N
  s
 N
)
= x
 2N
(s
2N 2
  s
2N 2
+ s
 2
)
= x
 2N
s
 2
Upon setting x = s
 1=N
, we have that
X
N
0
B
B
B
B
@
N
N
 . . . 
1
C
C
C
C
A
= X
N
0
B
B
B
B
@
N
N
 . . . 
 . . . 
1
C
C
C
C
A
as required.
Lemma 4.7.11 is a specic case of [Y, Lemma 1.3], namely [Y, equation 20].
The more general result in not needed in this thesis.
4.7.12 Proposition.
Let L = L
1
t L
2
t    t L
n
be an n-component link. Denote the link obtained
from L by removing the nth component by L
0
. Suppose the ith component is
coloured by V

i
, for i  n and that V

n
= c
N
. Then
X
N
(L) = X
N
(L
0
) :
Proof. By Lemma 4.7.11, we can switch the sign of any crossing which
involves the nth component of L without altering the value of the invariant.
Therefore, we can assume the nth component of L is unlinked from all the other
components. Further, we can unknot the component to obtain a distant union
of L
0
and an unknot decorated by Q
N;1
. Therefore, evaluating X
N
, we get
X
N
(L) = X
N
(L
0
tQ
N;1
)
= X
N
(L
0
)X
N
(Q
N;1
)
= X
N
(L
0
) by Proposition 4.7.8.
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4.7.13 Remarks.
A consequence of Propositions 4.7.9 and 4.7.12 is that we can calculate the
U
q
(sl(N)) invariants for all N at once, so long as we stick to colouring links with
the c
i
. However, since the c
i
generate R
1
as an algebra, we can calculate every
quantum invariant, as a linear combination of links coloured by the c
i
.
We next demonstrate that a relationship which we know to hold in R
1
also
holds in C
+
and go on to calculate the value of X for the unknot decorated by
Q
1;l
. It is not dicult to establish the value of X (Q
1;l
) directly (as we did for
X (Q
k;1
), but the indirect approach taken here is used in the proof of Proposition
4.9.8. We rst establish a skein theoretic result for C
+
.
4.7.14 Lemma.
Consider the closures of the e
k;l
in the skein of the annulus, i.e.
b
e
k;l
2 C
+
. The
following relation holds :
s
l
[ l ]
b
e
k+1;l
+ s
 k
[ k ]
b
e
k;l+1
= s
l k
[ l + k ]
b
e
1;l
b
e
k;1
:
Proof. For the sake of simplicity, the pictures only show the tangle which
we close to form an element S(S
1
 I). However, since we are working with the
closures, we can slide pieces of the diagram o the top and place them on the
bottom of the picture without changing the diagram as an element in the skein
of the annulus.
b
e
k+1;l
=
. . .
. . .
. . .
...
. . .
. . .
k+1
l
=
. . .
l
k+1
=
. . .
l
k
+
k 1
X
i=0
0
B
B
B
B
B
B
B
B
B
@
( x
 1
s
 1
)
i+1
. . .
. . .
. . .
. . .l
k
1
C
C
C
C
C
C
C
C
C
A
;
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where there are i crossings in the braid
:
Since we are working in the skein of the annulus, we can slide this braid around
the annulus so that it appears under e
k;1
. The properties of e
k;1
mean that we
can remove each of these braids at the expense of a scalar, ( xs
 1
)
i
. We obtain
e^
k+1;l
=
. . .
. . . . . .
. . .
l k
+
k 1
X
i=0
0
B
B
B
B
B
B
B
B
B
@
( x
 1
s
 1
)
i+1
( xs
 1
)
i
. . .
. . .
...
...
l
k
1
C
C
C
C
C
C
C
C
C
A
=
. . .
. . . . . .
. . .
l k
  x
 1
 
k 1
X
i=0
s
 2i 1
!
...
. . .
...
l k
=
. . .
. . . . . .
. . .
l k
  x
 1
s
 k
[ k ]
...
. . .
...
l k
:
Using exactly the same technique on
b
e
k;l+1
we obtain
b
e
k;l+1
=
. . .
. . . . . .
. . .
l k
+ x
 1
s
l
[ l ]
...
. . .
...
l k
:
Hence
s
l
[ l ]
b
e
k+1;l
+ s
 k
[ k ]
b
e
k;l+1
= (s
l
[ l ] + s
 k
[ k ])
b
e
1;l
b
e
k;1
= s
l k
[ l + k ]
b
e
1;l
b
e
k;1
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4.7.15 Comment.
A version of Lemma 4.7.14 appears as [Y, Lemma 1.2]. However, since Yokota's
quasi-idempotents contain an extra row of antisymmetrisers, the expression in-
volves a term which is not one of the quasi-idempotents. Thus the idea that this
is the \Giambelli polynomial" for the decomposition of e
k;1
e
1;l
is not emphasised.
4.7.16 Proposition.
The idempotents Q
k;l
satisfy
Q
k+1;l
+Q
k;l+1
= Q
k;1
Q
1;l
:
Note that this is the decomposition of the product of c
k
and d
l
in the ring of
Young diagrams.
Proof. From Lemma 4.7.14 we know that
s
l
[l]
k+1;l
Q
k+1;l
+ s
 k
[k]
k;l+1
Q
k;l+1
= s
l k
[l + k]
k;1

1;l
Q
k;1
Q
1;l
Now
s
l
[l]
k+1;l
s
l k
[l + k]
k;1

1;l
=
s
l
[l][k + l][k]![l   1]!s
k(k 1)=2
s
 l(l 1)=2
s
l k
[l + k]s
k(k+1)=2
s
 l(l 1)=2
[k]![l]!
=
s
l
s
l k
s
k
= 1 :
Similarly,
s
 k
[k]
k;l+1
s
l k
[l + k]
k;1

1;l
=
s
 k
[k][k + l][k   1]![l]!s
k(k 1)=2
s
 l(l 1)=2
s
l k
[l + k]s
k(k 1)=2
s
 l(l+1)=2
[k]![l]!
=
s
 k
s
l k
s
l
= 1 :
Therefore
Q
k+1;l
+Q
k;l+1
= Q
k;1
Q
1;l
:
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4.7.17 Proposition.
Let us denote by Q
C
(X) and Q
D
(X) the power series
Q
C
(X) =
1
X
k=0
( 1)
k
Q
k;1
X
k
and
Q
D
(X) =
1
X
l=0
Q
1;l
X
l
:
(These formal power series are can be thought of as C
+
versions of the formal
power series, C(X) and D(X), dened in Proposition 2.5.10.) Then,
Q
C
(X)Q
D
(X) =
 
1
X
k=0
( 1)
k
Q
k;1
X
k
! 
1
X
l=0
Q
1;l
X
l
!
= 1 :
Proof. The coecient of X
0
in Q
C
(X)Q
D
(X) is given by Q
0;1
Q
1;0
which
is the empty knot, which acts as the identity in C
+
. Therefore, the coecient of
X
0
in Q
C
(X)Q
D
(X) is 1. It remains to show that the coecient of X
m
is zero
for m > 0 i.e.
m
X
k=0
( 1)
k
Q
k;1
Q
1;m k
= 0 :
To do this we use the relation established in Proposition 4.7.16.
m
X
k=0
( 1)
k
Q
k;1
Q
1;m k
= Q
1;m
+ ( 1)
m
Q
m;1
+
m 1
X
k=1
( 1)
k

Q
k+1;m k
+Q
k;m k+1

= Q
1;m
+ ( 1)
m
Q
m;1
+
m 1
X
k=1
( 1)
k
Q
k+1;m k
+
m 2
X
k=0
( 1)
k+1
Q
k+1;m k
= Q
1;m
+ ( 1)
m
Q
m;1
+ ( 1)
m 1
Q
m;1
+ ( 1)Q
1;m
+
m 2
X
k=1
( 1)
k

Q
k+1;m k
 Q
k+1;m k

= 0 :
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The following Lemma, which provides a factorisation for X (Q
C
(X)), was
suggested, in it's present form, by Morton.
4.7.18 Lemma.
We can express X (Q
C
(X)) as an innite product of rational functions in X with
coecients in the ring .
X (Q
C
(X)) =
1
Y
k=0
1  vs
2k+1
X
1  v
 1
s
2k+1
X
Proof. Let us denote the right hand side by P (X). As a formal power
series,
P (X) =
1
X
r=0
p
r
X
r
:
Note that
P (X) =
1  vsX
1  v
 1
sX
P (s
2
X)
and so
(1  v
 1
sX)P (X) = (1  vsX)P (s
2
X) :
Expand both sides as power series in X and compare coecients of X
r+1
. Then
p
r+1
  v
 1
sp
r
= s
2r+2
p
r+1
  vs
2r+1
p
r
;
and so
p
r+1
=
(v
 1
s  vs
2r+1
)
(1  s
2r+2
)
p
r
=
s
r+1
(vs
r
  v
 1
s
 r
)
s
r+1
(s
r+1
  s
 r 1
)
p
r
=
(vs
r
  v
 1
s
 r
)
(s
r+1
  s
 (r+1)
)
p
r
:
The value of p
0
is given by setting X = 0,
p
0
= P (0) = 1 :
Therefore, for r > 0,
p
r
=
r
Y
i=0
vs
i 1
  v
 1
s
 (i 1)
s
i
  s
 i
=
r
Y
i=0
( 1)
v
 1
s
 (i 1)
  vs
i 1
s
i
  s
 i
= ( 1)
r
X (Q
r;1
) by Proposition 4.7.7 :
113
Thus,
P (X) = X (Q
C
(X)) :
4.7.19 Proposition.
The value of the framed Homy polynomial on the unknot decorated by Q
1;l
is
X (Q
1;l
) =
l
Y
i=1
v
 1
s
i 1
  vs
 (i 1)
s
i
  s
 i
:
Proof. This result can be proved directly, as for X (Q
k;1
), but in light of
Lemma 4.7.18 we give the following, more elegant proof. By Proposition 4.7.17,
X (Q
C
Q
D
) = X (Q
C
)X (Q
D
) = 1 :
Therefore, by Lemma 4.7.18
X (Q
D
) =
1
Y
k=0
1  v
 1
s
2k+1
X
1  vs
2k+1
X
:
The power series expansion of X (Q
D
) is therefore given by writing v for v
 1
in
the power series X (Q
C
). Therefore,
X (Q
D
) =
1
X
l=0
 
( 1)
l
l
Y
i=1
vs
 (i 1)
  v
 1
s
i 1
s
i
  s
 i
!
X
l
=
1
X
l=0
 
l
Y
i=1
v
 1
s
i 1
  vs
 (i 1)
s
i
  s
 i
!
X
l
and hence,
X (Q
1;l
) =
l
Y
i=1
v
 1
s
i 1
  vs
 (i 1)
s
i
  s
 i
:
4.7.20 Corollary.
The denominator of X
N
(Q
1;l
) is \no worse than" [N   1]!. By this we mean
that there are no poles at any roots of unity of order N or larger. This will be
important in Chapter 5.
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Proof. By Proposition 4.7.19
X (Q
1;l
) =
(v
 1
  v)
(s  s
 1
)
(v
 1
s  vs
 1
)
(s
2
  s
 2
)
  
(v
 1
s
l 1
  vs
 l+1
)
(s
l
  s
 l
)
:
Therefore,
X
N
(Q
1;l
) =
(s
N
  s
 N
)
(s  s
 1
)
(s
N
s  s
 N
s
 1
)
(s
2
  s
 2
)
  
(s
N
s
l 1
  s
 N
s
 l+1
)
(s
l
  s
 l
)
=
[N ]
[1]
[N + 1]
[2]
  
[N + l   1]
[l]
:
It is clear that if l < N , then the result is true. Suppose l  N . Then
X
N
(Q
1;l
) =
[N ][N + 1]    [2N   2][2N   1][2N ]    [N + l   1]
[1][2]    [N   1][N ][N + 1]    [N + l  N ]
=
[l + 1][l + 2]    [l +N   1]
[N   1]!
:
We next prove a result concerning the dual Young diagrams for the c
i
.
4.7.21 Proposition.
X
N
(Q
k;1
) = X
N
(Q
N k;1
) :
Proof. By Proposition 4.7.7 and Theorem 4.6.16
X
N
(Q
N k;1
) =
N k
Y
j=1
s
N
s
 j+1
  s
 N
s
j 1
s
j
  s
 j
=
N k
Y
j=1
s
N j+1
  s
 N+j 1
s
j
  s
 j
=
[N ]
[1]
[N   1]
[2]
  
[k + 1]
[N   k]
=
[N ]!
[N   k]! [k]!
=
[N ]
[1]
  
[N   k + 1]
[k]
= X
N
(Q
k;1
) :
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4.7.22 Comment.
This result follows automatically from the properties of the quantum group in-
variants since the Young diagram c
N k
is the index for the dual representation
of c
k
in R
N
.
Later, we will show that this holds for all Young diagrams and their duals.
This will be important when we come to dene a 3-manifold invariant in Chapter
5.
4.8 A homomorphism from R
1
to C
+
.
We next dene an algebra homomorphism fromR
1
to C
+
. Later, we will demon-
strate a set of generators for C
+
by considering the image of a generating set of
R
1
under this homomorphism.
4.8.1 Denition.
We dene the algebra homomorphism  : R
1
! C
+
by
(c
i
) = Q
c
i
8i 2 IIN
4.8.2 Proposition.
The homomorphism  is an algebra isomorphism.
Proof. For this proof, we denote Q
c
i
by Q
i
.
The ring R
1
is dened to be the free algebra generated by c
i
, i 2 IIN. Hence,
the homomorphism  is an isomorphism if we can show that the elements Q
i
generate C
+
as a free algebra.
By 2.3.7, the elements '
+
m
, m 2 IIN, generate C
+
freely, as an algebra, where
'
+
m
is the closure of the braid in Figure 4.4.
By induction on n, we will show that '
+
n
can be expressed in terms of the
Q
i
, for i  n. Thus, fQ
i
: i 2 IINg generates C
+
as an algebra.
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. . .
. . .
m
;
Figure 4.4: The braid which closes to '
+
m
2 C
+
.
For n = 1, we have that Q
1
= '
+
1
, and we are done.
Now, assume that we have an expression for '
+
m
in terms of the Q
i
for all
m < n. It follows from the denition of C
(n)
(see Corollary 2.3.8) that Q
n
2 C
(n)
.
Therefore, there is an expression for Q
n
in terms of monomials of weighted
degree n in the '
+
m
. The monomials of weighted degree n can be indexed by
the partitions of n, hence
Q
n
= 
n
'
+
n
+
X
jj=n


'
+

1
'
+

2
  '
+

k
for some scalars 

2 .
The aim is to prove that 
n
is invertible in . Then, by the induction hy-
pothesis, we can write '
+
n
in terms of the Q
i
, with i  n. This then proves that
the elements Q
i
generate C
+
as an algebra.
Recall from Notation 2.2.2, that the Conway polynomial can be calculated
from the framed Homy polynomial by setting x = v = 1.
Note that all the terms on the right hand side, except for '
+
n
, are split links.
Since the Conway polynomial is 0 on any split link and '
+
n
is ambient isotopic
to the unknot,
r(Q
n
) = r(
n
'
+
n
) = 
0
n
where 
0
n
is the evaluation of 
n
at x = v = 1.
Since we are working in  = C[[h]], 
n
is invertible if and only if it has non-
zero constant term when written in terms of h. Recall that the power series
expressions for x and v, in terms of h, have constant term 1. Therefore the
constant term of 
n
is equal to that of 
0
n
. If we can show that the constant term
of r(Q
n
) is non-zero, we have shown that 
n
is invertible.
Consider calculating the constant term of r for each positive permutation
braid in Q
n
.
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For a link, L, with k components the Conway polynomial, written as a poly-
nomial in z has the form
r(L) = m
L
z
k 1
+ higher order terms in z ;
where m
L
is a scalar depending on the linking numbers of the components of L.
For a knot, K,
r(K) = 1 + higher order terms in z.
Since z = s  s
 1
, as a power series in h
z = h+ higher order terms in h.
Therefore, no power of z contributes to the constant term of r(Q
n
). Hence the
only terms of Q
n
which contribute to the constant term of r, as a power series
in h, are those positive permutation braids which close to knots.
An n-string positive permutation braid closes to a knot if and only if the
permutation has order n. Let  be such a permutation. The coecient of !

in
Q
n
is ( x
 1
s
 1
)
l()
. Since  is of order n,
l()  n  1 mod 2 :
The constant term of ( x
 1
s
 1
)
l()
, as a power series in h, is therefore, ( 1)
n 1
.
There are (n 1)! such positive permutation braids and therefore the constant
term of r(Q
n
) is ( 1)
n 1
(n  1)!. Hence 
n
is invertible in  = C[[h]].
By induction, we can write '
+
n
in terms of Q
i
for any n 2 IIN. Since the
elements '
+
n
generate C
+
as an algebra it follows that the elements Q
i
will also
generate C
+
as an algebra. Thus,  is surjective.
It remains to show that C
+
is generated freely by Q
i
, i 2 IIN.
Since fQ
i
: i 2 IINg generates C
+
as an algebra, the set of monomials in
the Q
i
must span C
+
as a -module. The set of monomials Q
j
1
i
1
Q
j
2
i
2
  Q
j
m
i
m
for
which
P
m
k=1
i
k
j
k
= n, generate C
(n)
as a -module. We already know that C
(n)
is
freely generated by a set of elements with cardinality the number of partitions
of n. A similar count to that of Lemma 2.5.8 will show that we have exactly this
number of monomials. Therefore, since  is commutative, the monomials form a
free -basis for C
(n)
. We know that C
+
=
L
n2IIN
C
(n)
, therefore the set of all the
monomials forms a free -basis for C
+
. It follows that fQ
i
: i 2 IINg generates
C
+
as a free algebra.
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We next demonstrate that (d
l
) = Q
1;l
and that (
k;l
) = Q
k;l
. The aim is
to prove that () = Q

for any Young diagram .
4.8.3 Proposition.
Under , the Young diagram with a single row of l cells is mapped to the closure
of the genuine idempotent (1=
1;l
) e
1;l
,
(d
l
) = Q
1;l
:
Proof. We already know that C(X)D(X) = 1. Therefore, for m  1,
m
X
k=0
( 1)
k
c
k
d
m k
= 0 :
Since  is an algebra isomorphism,
m
X
k=0
( 1)
k
(c
k
)(d
m k
) = 0 :
The proof is an induction on the number of cells.
We know that d
1
= c
1
, therefore
(d
1
) = Q
1;1
as required.
Assume we have the result for d
i
, for i < m. We consider the sum
m
X
k=0
( 1)
k
Q
k;1
Q
1;m k
:
It follows from the induction hypothesis that
m
X
k=0
( 1)
k
Q
k;1
Q
1;m k
= Q
m
+
m
X
k=1
( 1)
k
(c
k
)(d
m k
) :
By Proposition 4.7.17, we know that
m
X
k=0
( 1)
k
Q
k;1
Q
1;m k
= 0 :
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Therefore, by the induction hypothesis
0 = Q
m
+
m
X
k=1
( 1)
k
(c
k
)(d
m k
) 
m
X
k=0
( 1)
k
(c
k
)(d
m k
)
= Q
m
  (d
m
)
Since  is an algebra isomorphism, it follows that
(d
m
) = Q
m
as required.
From this result, we can nd the images of the hook shaped diagrams 
k;l
under , by induction. The proof is a direct application of the skein relation
deduced in Lemma 4.7.14.
4.8.4 Proposition.
The images of 
k;l
under , for k  1, l  1 are given by
(
k;l
) = (1=
k;l
)
b
e
k;l
= Q
k;l
:
The scalar 
k;l
is given in Proposition 4.7.4 as

k;l
=
[ k + l   1 ][ k   1 ]![ l   1 ]!
s
(k(k 1) l(l 1))=2
:
Proof. We go by induction on the number of cells, and the length of the
rst column, noting that (
1;l
) = (d
l
) for every l, by Proposition 4.8.3. It
follows that we have the result for m = 1.
The induction step works as follows. We assume the result for all diagrams
with n cells where n < m. We also assume we know the result for all hook
shaped diagrams with m cells and at most k cells in the rst column. Since  is
an algebra isomorphism,
(
k+1;m k
) = (c
k
d
m k
)  (
k;m k+1
) :
Now, by the induction hypothesis and Lemma 4.7.14
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(c
k
d
m k
)   (
k;m k+1
)
=
s
k(k 1)=2
s
 (m k)(m k 1)=2
[k]! [m   k]!
 
s
k
[m  k]
[m]
b
e
k+1;m k
+
s
 m+k
[k]
[m]
b
e
k;m k+1
!
 
s
(k(k 1) (m k+1)(m k))=2
[k + (m  k + 1)  1] [k   1]! [(m  k + 1)  1]!
b
e
k;m k+1
=
s
(k
2
 k m
2
+2mk+m k
2
 k)=2
s
k
[k]! [m  k]![m]
b
e
k+1;m k
+
 
s
(k
2
 k m
2
+2mk+m k
2
 k)=2
s
 m+k
[k   1]! [m  k]! [m]
 
s
(k
2
 k m
2
+2mk k
2
 m+k)=2
[m] [k   1]![m  k]!
!
b
e
k;m k+1
=
s
( m
2
+2mk+m)=2
[k]! [m   k   1]![m]
b
e
k+1;m k
+
 
s
 m
2
+2mk m)=2
  s
 m
2
+2mk m)=2
[m] [k   1]! [m  k]!
!
b
e
k;m k+1
=
s
(k+1)k=2 (m k)(m k 1)=2
[(k + 1)  1)! [(m  k)  1]! [(k + 1) + (m  k)  1]
b
e
k+1;m k
;
= Q
k+1;m k
as required.
To show that () = Q

for every Young diagram , we require the following
Lemma.
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4.8.5 Lemma.
Let Q(y
1
; y
2
; y
3
) be a polynomial in 3 variables.
Q(y
1
; y
2
; y
3
) =
X
c
i
2C i2IIN
3
c
i
y
i
1
1
y
i
2
2
y
i
3
3
Suppose that Q(y
N
2
3
; y
N
3
; y
3
) is identically equal to zero for every value of N 2 IIN.
Then
Q(y
1
; y
2
; y
3
)  0 :
Proof. We suppose that Q(y
1
; y
2
; y
3
) is not identically zero and show that
this leads to a contradiction. Let j be the largest of the indexes i (in the lexico-
graphic ordering) for which c
i
6= 0. We claim that, for N large enough, this is
the only term that contributes to the highest power of y
3
in Q(y
N
2
3
; y
N
3
; y
3
). Now
Q(y
N
2
3
; y
N
3
; y
3
) =
X
i
c
i
y
i
1
N
2
+i
2
N+i
3
3
:
We wish to show that if we choose N large enough then
j
1
N
2
+ j
2
N + j
3
> i
1
N
2
+ i
2
N + i
3
:
for all i < j with c
i
6= 0. Suppose that j
1
> i
1
. Then
(j
1
  i
1
)N
2
+ (j
2
  i
2
)N + (j
3
  i
3
) > 0 () N
2
>
(i
2
  j
2
)
(j
1
  i
1
)
N  
(i
3
  j
3
)
(j
1
  i
1
)
:
Now for any a, b 2 Q
aN + b
N
2
! 0 as N !1 ;
Therefore, we can nd n
i
2 IIN for which
N
2
>
(i
2
  j
2
)
(j
1
  i
1
)
N +
(i
3
  j
3
)
(j
1
  i
1
)
8N > n
i
:
If j
1
= i
1
and j
2
> i
2
then
(j
2
  i
2
)N + (j
3
  i
3
) > 0 () N >
i
3
  j
3
j
2
  i
2
:
Therefore
n
i
=
i
3
  j
3
j
2
  i
2
:
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Finally, if j
1
= i
1
and j
2
= i
2
then j
3
> i
3
by the assumption that i < j.
Therefore
j
3
  i
3
> 0 8N 2 IIN
as required. We can take n
i
= 1.
Since Q is a polynomial the number of i for which c
i
is non-zero is nite.
Hence, we can set n to be the maximum of the n
i
. Then for every N > n
j
1
N
2
+ j
2
N + j
3
> i
1
N
2
+ i
2
N + i
3
8 i < j :
Therefore, for N > n, c
j
is the coecient of the largest power of y
3
in
Q(y
N
2
3
; y
N
3
; y
3
). However, for any N 2 IIN, Q(y
N
2
3
; y
N
3
; y
3
) is identically zero.
Therefore, c
j
= 0 which contradicts the assumption that it was non-zero. There-
fore Q(y
1
; y
2
; y
3
) must also be identically zero.
4.8.6 Remark.
The above result will hold, even if we know only that Q(y
N
2
3
; y
N
3
; y
3
) if identically
zero only for all N > m say. Taking n
0
= maxfn;mg we can still derive the
contradiction, since c
j
will be forced to be zero for N > n
0
.
4.8.7 Lemma.[TW]
Let s be a primitive root of unity and  and  be two q-admissible Young
diagrams (see Denition 5.2.1). Recall that J(H;V

; V

) denotes the quantum
invariant for the Hopf link (with positive linking) with one component coloured
by V

and the other by V

. Set M to be the matrix (M
;
) where
M
;
= J(H;V

; V

) ;
where the indexing set runs over all q-admissible diagrams. ThenM is invertible.
4.8.8 Theorem.
The image of the Young diagram  under the algebra isomorphism  is Q

() = Q

:
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The element Q

, therefore, is given by the Giambelli formula for .
Proof. Let G

denote the Giambelli formula for  in terms of the c
i
. Since
 is an algebra isomorphism
() = (G

) :
Hence, () 2 C
(n)
, where n is the number of cells in .
By Proposition 4.7.6 we can express () Q

as a linear combination of the
Q

where  is a Young diagram with n cells;
() Q

=
X
jj=n
b

Q

: (4.9)
We will show that b

= 0 for every  with n cells. Then, since Proposition 4.8.2
proves that  is an algebra isomorphism
() = Q

as required.
Suppose b

6= 0 for some . We will show that this assumption leads to a
contradiction. From the proof of Proposition 4.7.6, we know that b

is a Laurent
polynomial in x, v and s divided by some power of (s   s
 1
). Therefore, when
we substitute s = x
 N
and v = x
N
2
, we have a Laurent polynomial in x (with a
nite number of isolated poles and zeros) or the zero polynomial. Let 

denote
the scalar obtained from b

by making these substitutions.
We will show that 

is identically zero, for any N > n. Assuming that
we have shown that 

is zero we can apply Lemma 4.8.5, as follows, to show
that b

= 0, giving us the required contradiction. If we remove a factor of the
largest power of s, and the smallest powers of x and v from b

, we see that b

is the product of a Laurent monomial and a \genuine" polynomial in x, v and
t = s
 1
divided by a power of s   s
 1
. We can then apply Lemma 4.8.5 to the
polynomial (with y
1
= v, y
2
= t = s
 1
and y
3
= x) to determine that b

 0.
This contradicts the assumption that b

was non-zero. Therefore, b

= 0 for
every Young diagram  with n cells.
To show that 

 0 we consider how it behaves in a neighbourhood of
x = 1. It is possible that x = 1 is a pole, or a zero of 

. However, since all
poles and zeros are isolated there is some neighbourhood of x = 1 for which 

is well dened and non-zero. Note also that we know that 1=

is well dened
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and non-zero at x = s = 1 from Remark 4.6.8. We can therefore choose a
neighbourhood of x = 1 for which both 

and 1=

are both well dened and
non-zero.
In particular, we can pick p 2 IIN for which x = e
 2i=pN
lies in this neigh-
bourhood. Therefore, the scalars 

and 1=

are well dened and non-zero at
the primitive pth root of unity s = e
2i=p
. Set r

to be minimum value of p for
which this is true.
We can nd such an r

for every b

which is not identically zero. Set r to
be the maximum of all the r

and 2N . (We require r  2N since all the Young
diagrams of size n must t into a rectangle of length r  N and height N   1.)
Order the Young diagrams with fewer than N rows and at most r N columns
(for example by size). We can extend the expression for ()   Q

to a linear
combination of these Young diagrams by setting b

j
= 0 if j
j
j 6= n.
Given any link, if we decorate any component by () and calculate X
N
,
for any N > n, this will evaluate to the same Laurent polynomial in x as X
N
evaluated on the link with the component decorated by Q

. This follows from the
denition of the quantum invariants, Theorem 4.6.16 and the fact that () =
(G

) where G

is the Giambelli polynomial for  in terms of the c
k
.
In particular if H denotes the Hopf link
H = :
then for each i
J(H;
i
; () Q

) =
X

;
j
J(H;
i
; 
j
) = 0 : (4.10)
Dene the matrix J(H) by setting the (i; j)th entry to be the value of the
U
q
(sl(N)) quantum invariant for the Hopf link with one component coloured by

i
and the other by 
j
.
We can rewrite the set of equations 4.10 in matrix form :
0
B
@
J(H;
i
; 
j
)
1
C
A
0
B
@


j
1
C
A
=
0
B
B
@
0
.
.
.
0
1
C
C
A
:
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By Lemma 4.8.7 the matrix J(H) is invertible and this implies that 

j
is
zero for all 
j
. However, since we assumed that 

was non-zero this is a
contradiction.
Therefore, 

= 0 for all  and hence we have proved that
() = Q

:
4.8.9 Comments.
It is worth noting that for many sizes of Young diagram there is a more direct
proof of this result. Recall from Remarks 4.6.15 that the elements Q

behave
nicely under change of framing. Let U
n
denote the unknot with framing n 2 Z.
Then
X (U
n
Q

) = f
n



where 

denotes the value of X evaluated on the unknot decorated by Q

.
Therefore, if we set
() Q

=
X

b

Q

by Lemma 4.8.5
X (U
n
 (() Q

)) = 0 :
This gives rise to a set of linear equations namely
0
B
B
B
B
B
B
B
@
1 1    1
f

1
f

2
   f

m
f
2

1
f
2

2
   f
2

m
.
.
.
.
.
.
.
.
.
.
.
.
f
m 1

1
f
m 1

2
   f
m 1

m
1
C
C
C
C
C
C
C
A
0
B
B
B
B
B
B
B
@
b

1


1
b

2


2
b

3


3
.
.
.
b

m


m
1
C
C
C
C
C
C
C
A
=
0
B
B
B
B
B
B
B
@
0
0
0
.
.
.
0
1
C
C
C
C
C
C
C
A
;
where m is the number of Young diagrams with jj cells. The matrix is a Van-
dermonde matrix and is invertible if and only if f

i
6= f

j
for i 6= j. If the matrix
is invertible then b

= 0 for every  and () = Q

.
For jj = 1, 2, 3, 4 and 5 this is not a problem. Unfortunately there are
some pairs of Young diagrams with the same number of cells which have the
same curl factor. For example, when jj = 6. The two diagrams in Figure
4.5(a) have the same curl factor, x
36
v
 6
s
6
. Other cases arise when there is more
than one Young diagram with a xed number of cells which is self conjugate
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(i.e. has reectional symmetry along the leading diagonal). For these Young
diagrams 

= 0, therefore, the curl factor for such Young diagrams is x
jj
2
v
 jj
.
For example, when jj = 8, there are two distinct Young diagrams which are
both self conjugate. These are shown in Figure 4.5(b). Hence, the matrix is not
f

= x
36
v
 6
s
6
f

= x
64
v
 8
(a) (b)
Figure 4.5: Young diagrams with the same curl factors.
invertible when n = 6 or n = 8. These are not the only cases, although I can
see no way of predicting when pairs of Young diagrams with this property will
occur.
4.8.10 Corollary to Theorem 4.8.8.
Given N and any Young diagram 
X
N
(Q

) = X
N
(Q


) :
Proof. Let G

denote the Giambelli polynomial for  with c
i
= 0 for
i > N and c
N
= 1. This is an identity in R
N
. The Giambelli polynomial G


,
for 

, in R
N
can be described by taking that for  and replacing c
i
by c
N i
for i < N . Now, we know from Proposition 4.7.21 that the invariant of the
unknot decorated by c
i
is equal to that of the unknot decorated by c
N i
. Also,
because we are considering the unknot, the invariant of the unknot decorated by
 is equal to the product of the invariant of the unknot decorated by  and the
invariant of the unknot decorated by . Hence, by Theorem 4.8.8
X
N
(Q


) = X
N
((G


))
= X
N
((G

))
= X
N
(Q

) :
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4.8.11 Proposition.
Let T be an (n; n) tangle which closes to c 2 C
(n)
. Suppose that for all  with
jj = n there exist 

2  such that
J(T ;V
2
;    ; V
2
) =
X
jj=n

0

V

where 
0

is obtained from 

by setting v = s
 N
and x = s
 1=N
. Then
(
X
jj=n


) = c :
Proof. We can write any element of C
(n)
as a linear combination of ele-
ments Q

where  has n cells. In particular
c =
X
jj=n


Q

;
for some coecients 

2 , where c is the closure of T . Since  is an isomorphism
(
X
jj=n


) = c :
Now
(
X
jj=n


) =
X
jj=n


Q

:
We will denote the evaluation of 

at x = s
 1=N
and v = s
 N
by 
0

.
Let H = H
1
tH
2
denote the Hopf link (as in the proof of Theorem 4.8.8).
We can think of H as the closure of the (1; 1) tangle S shown below.
S =
For any Young diagram  with less than N rows
X
jj=n

0

J(H;V

; V

) =
X
jj=n

0

X
N
(H
1
Q

tH
2
Q

)
= X
N
(H
1
Q

tH
2
 c)
= X
N
(H
1
Q

tH
2

b
T )
= tr
q
(J(S;V

;
X

0

V

)) by Prop. 3.6.7
=
X
jj=n

0

tr
q
(J(S;V

; V

))
=
X
jj=n

0

J(H;V

; V

) :
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Thus, for any Young diagram, , with fewer than N rows
X
jj=n
(
0

  
0

)J(H;V

; V

) = 0 :
We can use exactly the same techniques as were used in the proof of Theorem
4.8.8 to show that 
0

  
0

= 0 and therefore, that


  

= 0 :
Hence,
X
jj=n


Q

=
X
jj=n


Q

as required.
4.8.12 Remarks.
The proof of the Theorem 4.8.8 relies upon our knowledge of the representation
ring R
N
, quantum invariants and their relation with the framed Homy poly-
nomial. However, the result is a relationship which holds in C
+
and is purely
skein theoretic. It would be pleasing to have a direct proof, in terms of the skein
theory.
We consider the preimage of '
+
m
next. By Proposition 4.8.11, the preimage
of '
+
m
is given by the endomorphism of V

m
2
represented by the braid in Figure
4.4. Note that '
+
m
is a torus knot. The quantum invariants of torus knots have
been calculated by Rosso and Jones [JR] and Strickland [S]. We give a simplied
version of Strickland's result below.
4.8.13 Theorem. [S]
Let m and p be coprime integers. Let K
(m;p)
denote the (m; p) cable of the knot
K. Then
J(K
(m;p)
; c
1
) =
X
2 
m
(c
1
)
f
p=m

J(K; ) :
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where the (m; p)-cable of K is the satellite of K with pattern the pth power of
the tangle
. . .
. . .
   m  !
and  
m
(c
1
) is the mth Adams operation (see Denition 4.9.1).
Applying Proposition 4.8.11, Theorem 4.8.13 with p = 1 and Proposition
4.9.2 we obtain the following expression for 
 1
('
+
m
):

 1
('
+
m
) = (xv
 1
)
 1
m
X
k=1
( 1)
k 1
f
1=m

k;m k+1

k;m k+1
where, for a Young diagram , f

is the framing factor given in Remarks 4.6.15
as
f

= x
jj
2
v
 jj
s
n

Recall that 

and d

are dened in Denition 2.4.3 and a recursive denition
for n

is given in Remarks 4.6.15.
For  = 
k;m k+1
, we have n

= m
2
  2mk+m. Therefore f
1
m

contains only
integer powers of x, v and s.
Let '
 
m
denote the m-string braid obtained from '
+
m
by switching the (m 1)
crossings from positive to negative. By applying Theorem 4.8.13 with p =  1
we see that

 1
('
 
m
) = (xv
 1
)
m
X
k=1
( 1)
k 1
f
 1=m

k;m k+1

k;m k+1
and hence, the value of 
 1
('
 
m
) can be obtained by replacing s, x and v by s
 1
,
x
 1
and v
 1
respectively in the preimage of '
+
m
. This can be demonstrated easily
for the case where m = 2, using the skein relations. Note that
= (c
1
)
and
= xs  ( )   xs
 1

 
:
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Thus
= x
 2
  x
 1
(s  s
 1
)
= x
 1
s(
1;2
)  x
 1
s
 1
(
2;1
)  x
 1
(s  s
 1
)(c
2
1
)
= x
 1
(s  s+ s
 1
)(
1;2
)  x
 1
(s
 1
+ s  s
 1
)(
2;1
)
= x
 1
s
 1
(
1;2
)  x
 1
s(
2;1
)
= x
 1
s
 1
 ( )   x
 1
s 
 
:
The relationship between 
 1
('
+
m
) and 
 1
('
+
m
) is not so easy to see in general.
4.8.14 Proposition.
The following equalities hold :
'
+
m
= x
m 1
m
X
k=1
( 1)
k 1
s
m k
[k](c
k
d
m k
)
'
 
m
= x
 (m 1)
m 1
X
k=0
( 1)
k
s
k
[m  k](c
k
d
m k
)
Proof.
'
+
m
= x
 1
v
m
X
k=1
( 1)
k 1
x
m
v
 1
s
m 2k+1
(
k;m k+1
)
=
m
X
k=1
( 1)
k 1
x
m 1
s
m 2k+1
(
k;m k+1
)
= x
m 1
m
X
k=1
( 1)
k 1
s
m 2k+1
m
X
i=k
( 1)
i k
(c
i
d
m i
)
= x
m 1
m
X
i=1
i
X
k=1
( 1)
i 1
s
m 2k+1
(c
i
d
m i
)
= x
m 1
m
X
i=1
( 1)
i 1
s
m+1
 
i
X
k=1
s
 2k
!
(c
i
d
m i
)
= x
m 1
m
X
i=1
( 1)
i 1
s
m+1
s
 2
(1  s
 2i
)
(1  s
 2
)
(c
i
d
m i
)
= x
m 1
m
X
i=1
( 1)
i 1
s
m i
[i](c
i
d
m i
) :
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Since, by Proposition 4.8.3,
P
m
i=0
( 1)
i
(c
i
)(d
m i
) = 0 for m > 0, we can
add multiples of it to '
+
m
.
'
+
m
= '
+
m
+ (x
m 1
[m]
m
X
i=0
( 1)
i
c
i
d
m i
)
= [m]x
m 1
(c
0
d
m
) + x
m 1
m
X
i=1
( 1)
i 1
(s
m i
[i]  [m])(c
i
d
m i
)
= [m]x
m 1
(c
0
d
m
) + x
m 1
m
X
i=1
( 1)
i
 
m i
X
k=1
s
 m 1+2k
!
(c
i
d
m i
) :
Then
'
 
m
= x
 (m 1)
m
X
i=0
( 1)
i
 
m i
X
k=1
s
m+1 2k
!
(c
i
d
m i
)
= x
 (m 1)
m
X
i=0
( 1)
i
s
i
[m   i](c
i
d
m i
)
= x
 (m 1)
m 1
X
i=0
( 1)
i
s
i
[m  i](c
i
d
m i
):
4.8.15 Denition.
We dene 
+
(X) and 
 
(X) to be the following two power series :

+
(X) =
1
X
m=1
'
+
m
X
m 1
(4.11)
and

 
(X) =
1
X
m=1
'
 
m
X
m 1
: (4.12)
We also dene \quantum derivatives" of C(X) and D(X),
C
0
q
(X) =
1
X
k=1
( 1)
k
[k]c
k
X
k 1
and D
0
q
(X) =
1
X
l=1
[l]d
l
X
l 1
:
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4.8.16 Proposition.
The following three identities hold :

+
(X) =   

C
0
q
(xX)D(xsX)

,

 
(X) = 

C(x
 1
sX)D
0
q
(x
 1
X)

and

 
(X) =   

C
0
q
(x
 1
X)D(x
 1
s
 1
X)

:
Proof. The rst two identities follow automatically from the denitions.
To show the third identity, note that
1
X
m=1
x
 m+1
[m]
 
m
X
k=0
( 1)
k
c
k
d
m k
!
X
m 1
= 0 :
We can, therefore, subtract any multiple of the image of this sum under  from

 
(X) by applying Proposition 2.5.10. Hence

 
(X) = 
 
(X) 
1
X
m=1
x
 m+1
m
X
k=0
( 1)
k
[m](c
k
d
m k
)X
m 1
=
1
X
m=1
x
 m+1
m
X
k=0
( 1)
k
(s
k
[m   k]  [m])(c
k
d
m k
)X
m 1
=
1
X
m=1
x
 m+1
m
X
k=0
( 1)
k
 
s
m
  s
 m+2k
  s
m
+ s
 m
s  s
 1
!
(c
k
d
m k
)X
m 1
=
1
X
m=1
x
 m+1
m
X
k=0
( 1)
k
s
 m+k
 
 s
k
+ s
 
k
s  s
 1
!
(c
k
d
m k
)X
m 1
=
1
X
m 1
x
 m+1
m
X
k=0
( 1)
k 1
s
 m+k
[k](c
k
d
m k
)X
m 1
:
The third equation now follows by comparing the coecient of X
m 1
on the
right with that of 

C(x
 1
sX)D
0
q
(x
 1
X)

.
4.9 Adams operations.
Here we consider another generating set for the ring R
N
. Recall that we can
express the elements ofR
N
as symmetric functions in variables x
i
, for i = 1 : : : N .
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It is well known that the power sums
P
i
x
m
i
, m 2 IIN, generate R
N
as an algebra.
We will give an expression for the image of the mth power sum, under , as a sum
of m elements in C
+
. The advantage of these over the elements Q

is that the
number of terms in each expression is linear rather than factorial in the number
of cells and all the terms are reasonably simple braids. For the denitions of C
N
and p
N
the reader is referred back to Denition 2.5.11.
4.9.1 Denition.
The Adams operations, f 
m
g
m2IIN
, are a family of R
N
-endomorphisms,
 
m
: R
N
!R
N
;
dened by their images on the x
i
:
 
m
(x
i
) = x
m
i
:
Hence  
m
(c
1
) =
P
x
m
i
, the mth Newton power sum. This is well known to be
a polynomial in the c
i
which is independent of N , i.e. there is a polynomial
b
m
(c) 2 R
1
with p
N
(b
m
) =  
m
(c
1
) for all N .
4.9.2 Proposition.
The following identities hold for  
m
(c
1
),
 
m
(c
1
) = p
N
 
m
X
k=1
( 1)
k 1
kc
k
d
m k
!
= p
N
 
m
X
k=1
( 1)
k 1

k;m k+1
!
:
Proof. The function ln(C(X)) has a formal power series expansion
ln(C(X)) =
1
X
m=1
b
m
(c)X
m
where b
m
(c) is a polynomial in fc
k
g
1
k=1
. Dierentiating ln(C(X)) with respect
to X, we get
C
0
(X)
C(X)
= C
0
(X)D(X) =
1
X
m=1
mb
m
(c)X
m 1
:
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By comparing coecients it follows that
mb
m
(c) =
m
X
k=1
( 1)
k
kc
k
d
m k
=
m 1
X
k=1

( 1)
k
k(
k+1;m k
+ 
k;m k+1
)

+ ( 1)
m
m
m;1
= ( 1)
m
m
m;1
+
m 1
X
k=1
( 1)
k
k
k;m k+1
+
m
X
k=2
( 1)
k 1
(k   1)
k;m k+1
=  
1;m
+ ( 1)
m
(m m+ 1)
m;1
+
m 1
X
k=2
( 1)
k
(k   k + 1)
k;m k+1
=
m
X
k=1
( 1)
k

k;m k+1
:
For each N we have that
ln(C
N
(X)) =
N
X
i=1
ln(1  x
i
X)
=  
1
X
m=1
N
X
i=1
x
m
i
m
X
m
=  
1
X
m=1
 
m
(c
1
)
m
X
m
:
Now ln(C
N
(X)) = p
N
(ln(C(X))) and so
 
m
(c
1
) =  p
N
(mb
m
(c)) :
The result follows directly from this equation.
4.9.3 Remarks.
These formulae are independent of N . For a given N , we nd  
m
(c
1
) by applying
p
N
. For most purposes we can treat  
m
(c
1
) as if it were an element of R
1
.
4.9.4 Lemma.
Let 	(X) =
P
1
m=1
 
m
(c
1
)X
m 1
. Then
	(X) =  C
0
(X)D(X) = D
0
(X)C(X) :
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Proof. From the proof of 4.9.2 we know that
	(X) =  
d
dX
ln(C(X)) =  C
0
(X)D(X) :
It remains to note that
D
0
(X)C(X) =
 
1
C(X)
!
0
C(X) =
 C(X)
0
C(X)
2
C(X) =  C
0
(X)D(X) :
The objective now is to interpret the Adams operations,  
m
(c
1
), as the image
under  of a simple sum of m braids on m-strings.
4.9.5 Denition.
Let '
i;j
2 C
+
be the closure of the diagram given below, with i positive crossings
and j negative crossings (so '
+
m
= '
m 1;0
).
...
...
j i
4.9.6 Theorem.
The element  
m
(c
1
) is a scalar multiple of the image of the sum of braids
P
m
= x
m 1 .  .  .
+ x
m 3 .  .  .
+ x
m 5
. . .
+    + x
 m+3
.  .  .
.  .  .
+ x
 m+1
. . .
. . .
under the homomorphism . In fact,
P
m
= [m]( 
m
(c
1
)) :
Proof. The proof goes by induction on m.
For m = 1 we have P
1
= c
1
and  
1
(c
1
) = 1(c
1
). Note that [1] = 1.
Now, assuming the result holds for all k < m, we can apply Lemma 4.9.7 to
obtain the following,
P
m
=
m 1
X
k=1
(s  s
 1
)x
m 1 k
P
k
'
0;m 1 k
+mx
m 1
'
0;m 1
:
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Therefore, by the induction hypothesis,
P
m
=
m 1
X
k=1
(s
k
  s
 k
)x
m 1 k
( 
k
(c
1
))'
0;m 1 k
+mx
m 1
'
0;m 1
:
Using the denition in Lemma 4.9.4 and equation 4.12 it can be shown that
m 1
X
k=1
x
m 1 k
(s
k
  s
 k
)( 
k
(c
1
))'
0;m k
is the coecient of X
m 2
in
s  (	(sX) )
 
(xX)  s
 1


	(s
 1
X)


 
(xX) :
Applying Lemma 4.9.4 and Proposition 4.8.16
s (	(sX) )
 
(xX)   s
 1


	(s
 1
X)


 
(xX)
= s 

 C
0
(sX)D(sX)C(sx
 1
xX)D
0
q
(x
 1
xX)

+s
 1


D
0
(s
 1
X)C(s
 1
X)D(x
 1
s
 1
xX)C
0
q
(x
 1
xX)

= 

s
 1
D
0
(s
 1
X)C
0
q
(X)  sD
0
q
(X)C
0
(sX)

by Proposition 2.5.10. The coecient of X
m 2
in the expression above is given
by
(b
m 2
) = 
 
m 1
X
k=1
( 1)
k
[k](m  k)s
 m+k
c
k
d
m k
 
m 1
X
k=1
( 1)
k
[m  k]ks
k
c
k
d
m k
!
:
The coecient of c
k
d
m k
in b
m 2
is
( 1)
k
 
(m  k)
(s
 m+2k
  s
 m
)
s  s
 1
  k
(s
m
  s
 m+2k
)
s  s
 1
!
= ( 1)
k
 
ms
 m+k
[k]  k
(s
m
  s
 m
)
s  s
 1
!
= ( 1)
k
(ms
 m+k
[k]  k[m])
= ( 1)
k
ms
 m+k
[k] + ( 1)
k 1
k[m] :
Recall that '
0;m 1
= '
 
m
and add back on the term mx
m 1
('
0;m 1
). By
Proposition 4.8.14,
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Pm
= 
 
m 1
X
k=1
( 1)
k
(ms
 m+k
[k]  k[m])c
k
d
m k
+m
m 1
X
k=0
( 1)
k
s
k
[m  k]c
k
d
m k
!
= 
 
m 1
X
k=1
( 1)
k
 
ms
k
(s
k m
  s
 k m
+ s
m k
  s
k m
)
s  s
 1
  k[m]
!
c
k
d
m k
+m[m]c
0
d
m
!
= 
 
m 1
X
k=1
( 1)
k
 
ms
k
(s
m k
  s
 m k
)
s  s
 1
  k[m]
!
c
k
d
m k
+m[m]c
0
d
m
!
= 
 
m 1
X
k=1
( 1)
k
(m[m]  k[m])c
k
d
m k
+ m[m]c
0
d
m
!
= 
 
[m]
m
X
k=1
( 1)
k 1
kc
k
d
m k
  ( 1)
m 1
m[m]c
m
d
0
+m[m]c
0
d
m
+m[m]
m 1
X
k=1
( 1)
k
c
k
d
m k
!
= 
 
[m] 
m
(c
1
) +m[m]
m
X
k=0
( 1)
k
c
k
d
m k
!
by Proposition 4.9.2
= [m] ( 
m
(c
1
)) +m[m]0 by Proposition 2.5.10
= [m] ( 
m
(c
1
))
4.9.7 Lemma.
Let
P
m
= x
m 1 .  .  .
+ x
m 3 .  .  .
+ x
m 5
. . .
+    + x
 m+3
.  .  .
.  .  .
+ x
 m+1
. . .
. . .
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=m 1
X
i=0
x
m 1 2i
'
i;m 1 i
:
Then
P
m
=
m 1
X
k=1
(s  s
 1
)x
m 1 k
P
k
'
0;m 1 k
+mx
m 1
'
0;m 1
:
Proof. The method here is to switch and smooth the positive crossings in
the braids using the skein relation. Numbering the crossings from bottom left to
top right on the diagrams, we start with the (m  1)st (positive) crossing.
P
m
= x
m 1 .  .  .
+ x
m 3 .  .  .
+ x
m 5 . . .
+    + x
 m+3
.  .  .
.  .  .
+ x
 m+1
. . .
. . .
= x
m 1
'
0;m 1
+x
 1
 
x
m 2 .  .  .
+ x
m 4 . . .
+    + x
 m+4
.  .  .
.  .  .
+ x
 m+2
. . .
. . .
!
= x
m 1
'
0;m 1
+ (s  s
 1
)P
m 1
'
0;0
+x
 
x
m 2 .  .  .
+ x
m 4 . . .
+    + x
 m+4
.  .  .
.  .  .
+ x
 m+2
. . .
. . .
!
= 2x
m 1
'
0;m 1
+ (s  s
 1
)P
m 1
'
0;0
+x
m 3 . . .
+    + x
 m+5
.  .  .
.  .  .
+ x
 m+3
. . .
. . .
:
Applying the skein relation to the (m  2)nd crossing we then see that
P
m
= 2x
m 1
'
0;m 1
+ (s  s
 1
)(P
m 1
'
0;0
+ xP
m 2
'
0;1
) + x
m 1
'
0;m 1
+ weighted sum of diagrams with
the (m  1)st and (m  2)nd crossings negative.
Applying the skein relation to all the positive (m   3)rd, (m   4)th, : : :, 2nd
crossings we nally arrive at
P
m
= (m  1)x
m 1
'
0;m 1
+ (s  s
 1
)
m 1
X
k=2
x
m 1 i
P
k
'
0;m k 1
+ x
m 3
.  .  .
= (m  1)x
m 1
'
0;m 1
+ (s  s
 1
)
m 1
X
k=2
x
m 1 i
P
k
'
0;m k 1
+ x
 1
 
x
m 2
.  .  .
!
139
= (m  1)x
m 1
'
0;m 1
+ (s  s
 1
)
m 1
X
k=2
x
m 1 k
P
k
'
0;m k 1
+(s  s
 1
)P
1
'
o;m 2
+ xx
m 2
'
o;m 1
= mx
m 1
'
0;m 1
+ (s  s
 1
)
m 1
X
k=1
x
m 1 k
P
k
'
0;m k 1
as required.
We now calculate the framed Homy polynomial for the Adams operations,
using the formula for  
m
in terms of the logarithm of C(X). We then show that
this calculation agrees with the calculation of the framed Homy polynomial for
P
m
.
4.9.8 Proposition.
X (( 
m
(c
1
))) =
v
m
  v
 m
s
m
  s
 m
:
Proof. From Proposition 4.9.2 we know that
ln(C
N
(X)) =
1
X
m=1
b
m
(c)X
m
and that for each N ,
 
m
(c
1
) =  p
N
(mb
m
(c)) :
Consider
X ((ln(C(X)))) = X (ln(Q
C
(X)))
= ln
 
1
Y
k=0
1  vs
2k+1
X
1  v
 1
s
2k+1
X
!
=
1
X
k=0
ln(1  vs
2k+1
X)  ln(1  v
 1
s
2k+1
X)
=
1
X
k=0
 
1
X
m=1
 
(vs
2k+1
X)
m
m
 
1
X
m=1
 
(v
 1
s
2k+1
X)
m
m
!
=
1
X
k=0
1
X
m=1
(v
 m
  v
m
)
m
s
2km+m
X
m
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=1
X
m=1
(v
 m
  v
m
)
m
s
m
X
m
 
1
X
k=0
(s
2m
)
k
!
=
1
X
m=1
(v
 m
  v
m
)
m
s
m
1  s
2m
X
m
:
Therefore,
X ((b
m
(c)) =
v
 m
  v
m
m (s
m
  s
 m
)
and hence
X (( 
m
(c
1
))) =
v
m
  v
 m
s
m
  s
 m
:
4.9.9 Remark.
Note that this calculation agrees with the evaluation of X on P
m
.
X (P
m
) =
m 1
X
i=0
x
m 1 2i
X ('
i;m 1 i
)
=
m 1
X
i=0
x
m 1 2i
(xv
 1
)
i m+1+i
(v
 1
  v)
s  s
 1
=
m 1
X
i=0
x
m 1 2i
(xv
 1
)
 m+2i+1
(v
 1
  v)
s  s
 1
=
m 1
X
i=0
v
m 2i 1
(v
 1
  v)
s  s
 1
=
(v
 1
  v)
s  s
 1
v
m 1
m 1
X
i=0
v
 2i
=
(v
 1
  v)
s  s
 1
v
m 1
(1 + v
 2
+   + v
 2m+2
)
=
(v
 1
  v)
s  s
 1
v
m 1
v
 m+1
(v
m 1
+ v
m 3
+    + v
 m+1
)
=
v
m
  v
 m
s  s
 1
:
By Theorem 4.9.6
P
m
= [m]( 
m
(c
1
)) ;
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hence,
X (( 
m
(c
1
))) =
v
m
  v
 m
s
m
  s
 m
which agrees with the calculation in Proposition 4.9.8.
4.10 A discussion of the work of Y. Yokota.
While writing up this thesis, I was given a copy of a preprint by Yokota entitled
\Skeins and quantum SU(N) invariants of 3- manifolds."[Y]. Some of the results
in this and the subsequent chapter of this thesis also appear in this preprint.
Here I highlight some of the similarities and dierences between the two bodies
of work.
Yokota works with the substitutions for x and v in terms of s already in
place, giving a 1-parameter family of skein relations. The idempotent building
blocks f
(l)
and g
(k)
are, respectively, equal to 1=
1;l
e
1;l
and 1=
k;1
e
k;1
. They
are dened inductively rather than directly as in Denition 4.4.3. However, it is
easily veried that the 1=
1;l
e
1;l
and 1=
k;1
e
k;1
satisfy the inductive denitions
[Y, equations 5, 6], by applying Lemma 4.7.2. In [Y] the quasi-idempotents
are made by sandwiching a row of symmetrisers f

k

    
 f

1
between two
rows of anti-symmetrisers g

_
1

    
 g

_
m
to produce the element _e

. Note,
that upon closure, since the building blocks g
(k)
are idempotent, the two rows of
anti-symmetrisers can be replaced by one, hence,
b
_e

=
1


1
   

k


_
1
   

_
m
b
e

:
The description of Young diagrams in [Y, x2] leads to the row of symmetrisers
appearing in the reverse order and the crossings are all negative (compare Figure
4.2 with [Y, Figure 3.]). However, there is no material dierence between e

and
_e

. Our elements e

can easily be rearranged to look like those of Yokota. For
example, when working with the Young diagrams 
k;l
in Proposition 4.7.4 we
rearranged our diagram for e
k;l
to present it in the same form as Yokota's quasi-
idempotent for 
k;l
, to simplify the calculation of 
k;l
.
It is worth noting that, even working with idempotent building blocks, the
resulting _e

is only quasi-idempotent and not an idempotent. Yokota scales this
element to obtain a genuine idempotent.
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The decomposition of the Hecke algebra H
n
into minimal 2-sided ideals of
Theorem 4.6.9 relied upon the fact that the idempotents "

specialised to the
Young symmetrisers of the symmetric group algebra CS
n
. Yokota makes no use
of this fact. Instead he works purely in the Hecke algebra with the idempotents
associated to the rectangular Young diagrams with l columns and n rows, where
1  n  N   1.
In [Y, Proposition 2.4], the framed Homy polynomial is calculated for the
unknot decorated by Q

for any Young diagram . It is reasonably quick to
check that this agrees with our calculations in Propositions 4.7.7 and 4.7.19 for
Q
k;1
and Q
1;l
. To show that we can obtain the U
q
(sl(N)) invariants from X we
note, in Corollary 4.7.8, that X
N
(Q
k;1
) = 0 for k > N and that X
N
(Q
N;1
) = 1.
The case for N + 1 is noted in [Y, equation 19]. The cases where k > N + 1
follow from the inductive denition of g
(k)
. In [Y, equation 20] Yokota notes
that a string can be unlinked from a component carrying g
(N)
without altering
the value of X
N
, as we observed in Lemma 4.7.11. However we don't need to
introduce the identities of [Y, Figure 8], rather they arise naturally from the
properties of X
N
, for each N , upon making the substitutions for x and v.
In Chapter 5 we extend X
N
to a 3-manifold invariant. We show that we have
invariance under the Rourke-Fenn version of the Kirby moves whereas Yokota
works with Kirby's original handle slides. However, the 3-manifold invariants
arrived at are equal. To see this consider the correction terms. Let L be a k
component link and set
sig(L) = 
+
  
 
:
Since 
+
+ 
 
= k, we have
c
 
+
+
c
 
 
 
= (r)
 (
+
+
 
)
c(r)
 
+
+
 
)
= (r)
 k
c(r)
 sig(L)
:
(For the denition of sig(L) see Denition 5.5.3, for c
+
, c
 
, (r) and c(r) see
Notation 5.5.5.)
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Chapter 5
The 3-manifold invariants.
5.1 Introduction.
In this chapter we demonstrate that the link invariant X
N
, dened in Chapter 4,
gives rise to a 3-manifold invariant when evaluated at primitive roots of unity.
We will show that X
N
vanishes on any link if any component is coloured by
certain Young diagrams with a single row, when evaluated at a primitive rth root
of unity. Let I denote the ideal generated by these Young diagrams. It follows
that, at any given root of unity, we can calculate the invariant using colours in
the quotient ring R
N
=I.
Note that, when q is a root of unity, our scalar ring  is the eld of complex
numbers C. The ring R
N
=I can be described as a complex vector space (rather
than a free module) and we will construct a basis for this space.
We give a brief description of the construction of 3-manifolds via surgery on
framed links and describe the requirements for a link invariant to determine a
3-manifold invariant.
Finally we provide an example of a 3-manifold invariant by xing a colour


r
in R
N
=I, and showing how X
N
(L) behaves under Kirby moves when every
component of L is coloured by 

r
.
Note that throughout this chapter we treatR
N
as an abstract polynomial ring
with indeterminates c
1
, c
2
, : : :, c
N 1
. The connection with the representation
ring of U
q
(sl(N)) is all but forgotten.
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5.2 Two ideals and their connection.
In this section we x q to be a primitive rth root of unity. We describe two
generating sets (which depend on r) and show that they generate the same ideal
of R
N
. We will demonstrate a vector space basis for the resulting quotient ring.
5.2.1 Denition.
Fix N and a primitive rth root of unity q with r > N . We dene the level l of q
to be
l = r  N :
We call a Young diagram q-admissible if it has fewer than N rows and at most l
columns. We will denote the set of q-admissible diagrams by Diag
N;r
.
5.2.2 Notation.
Let I be the ideal in R
N
generated by the Young diagrams with exactly l + 1
columns.
We now show that Diag
N;r
is a spanning set for the vector space R
N
=I.
5.2.3 Lemma.
Let  2 R
N
be a Young diagram with n columns. Then   c
i
is a linear
combination of diagrams with either n  1, n or n+ 1 columns.
Proof. Let  = (
1
; 
2
; : : : ; 
k
), where k < N and 
1
= n. Label the cells
of c
i
from 1 to i, top to bottom.
The rst cell can be added to  in any position that results in the formation
of a legitimate Young diagram. From the combinatorial rules, any cell labelled
with j, j > 1, must be placed in a position below and to the left of the rst
cell, hence, the only possible way of increasing the number of columns is shown
in Figure 5.1 (a). In this case, the number of columns can't increase further
because of the restrictions on the positions of the other cells.
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λ
λ 1
2
1
λ
λ 1
λ j-1
j
j+1 1
λ
λ
k
k-1
(a) (b) (c)
Figure 5.1: Legitimate strict expansions of .
We have, therefore, shown that any summand of   c
i
must have at most
n+ 1 columns.
To show the second inequality, we need to consider the possible ways that 
can have cells added to give a column with N cells.
Let k = N   m. To reduce the number of columns, we must add m cells
to the rst column of  and no more. Any cell to the right of or above these
m cells must have a smaller label. Therefore, these m cells must be labelled
(i  m + 1),(i  m + 2),: : :,i, and the remaining cells must all have been placed
in the rst k rows, so no other column can have been lled.
This tells us that any summand can have at most one fewer columns than .
5.2.4 Theorem.
Let  be a Young diagram in R
N
with more than l + 1 columns. Then  can
be expressed as a linear combination of Young diagrams with at most l columns
modulo I. Furthermore, if  has l + 1 + i columns where 0  i  l then  can
be expressed as a linear combination of Young diagrams with at least l + 1   i
columns and at most l columns.
Proof. The proof is an induction on the number of columns and the num-
ber of cells in the nal column of the Young diagrams. For any Young diagram 
with l+1 columns,  2 I. Therefore, any linear combination of Young diagrams
with all the coecients equal to 0 will suce.
Assume that the result is known for all Young diagrams  < . Let  be the
Young diagram with l + 1 + i columns and k cells in the last column and 
0
be
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the Young diagram obtained from  by removing the last column. Then

0
 c
k
= +
X
j

j
(5.1)
where 
j
<  for every j. By the induction hypothesis we know that each of the

j
can be expressed as a linear combination of Young diagrams with at most l
columns. It remains to show that 
0
c
k
can be expressed as a linear combination
of diagrams with at most l columns. The quotient map  : R
N
! R
N
=I is a
ring homomorphism, hence, (
0
 c
k
) = (
0
)  (c
k
). Now (c
k
) = c
k
modulo
I. By the induction hypothesis we have an expression for 
0
2 R
N
=I as a linear
combination of Young diagrams with at most l columns. By Lemma 5.2.3, the
product of any of these terms with c
k
contributes terms with at worst one extra
or one fewer column. Therefore, the number of columns for the summands of
(
0
 c
k
) is bounded by 0 below and l+ 1 above. Any term with l + 1 columns
is equivalent to 0 modulo I. We have thus proved the rst part of the Theorem.
We now examine the cases where  has between l + 1 columns and 2l + 1
columns in more detail to establish the second part.
By Lemma 5.2.3, the 
j
in equation 5.1 will have at most l + 1 + i columns
and at least l + 1 + i   2 columns. Note that l + 1  (i  2) > l + 1  i. Recall
that 
j
<  for every j. Therefore, by the induction hypothesis, we can assume
that the expressions for the 
j
modulo I only involve Young diagrams with at
least l + 1   i columns as required. It remains to show that this also holds for
the product 
0
c
k
. By the induction hypothesis 
0
can be expressed as a linear
combination of Young diagrams with at least l + 1   (i   1). If we multiply
any of these Young diagrams by c
k
the number of columns in each summand is
bounded below by l+1  i and above by l+1, by Lemma 5.2.3. Any term with
l + 1 columns is equivalent to 0 modulo I and this proves the second part of
the Theorem. Note that for i > l this says no more than the rst part of the
Theorem.
This result implies that the set of Young diagrams with fewer than N rows
and at most l columns is a spanning set for the quotient space R=I. In Corollary
5.2.20 we establish that this set is a vector space basis.
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5.2.5 Proposition.
The number of q-admissible Young diagrams V (r;N) is the binomial coecient
V (r;N) =

r   1
N   1

:
Proof. There is a one to one correspondence between the q admissible
Young diagrams and the monomials of actual degree l in N variables. (Note
that here we are working with actual degree, not weighted degree as elsewhere
in the thesis.) Let  = (
1
; 
2
;    ; 
k
). Add l   
1
columns with N cells to .
The Young diagram corresponds to the monomial
c

_
1
c

_
2
: : : c

_
k
c
l 
1
N
:
The number of monomials in N variables of degree l is equal to

r   1
N   1

as required.
5.2.6 Denition.
Recall from Denition 4.9.1 that the rth Adams operator of c
1
is given by the
formula
 
r
(c
1
) = x
r
1
+ x
r
2
+    + x
r
N
;
where the c
i
are the elementary symmetric functions in the x
j
. We dene the
ideal I to be
I = h @ 
r
=@c
i
: 1  i  N   1 i :
5.2.7 Proposition.
The partial derivative of  
r
(c
1
) with respect to c
k
is given by
@ 
r
=@c
i
= ( 1)
k 1
rd
r k
:
The ideal I is therefore generated by fd
r i
g
1iN 1
I = hd
r 1
; d
r 2
; : : : ; d
r N+1
i :
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Proof. Recall from the proof of Proposition 4.9.2 that
ln(C(z)) =
1
X
m=1
  
m
(c
1
)
m
z
m
:
Now
@
@c
k
ln(C(z)) =
@ ln(C(z))
@C(z)
@C(z)
@c
k
= ( 1)
k
z
k
D(z) :
Therefore, equating the coecients of z
r
, we get
( 1)
@
@c
k
 
r
(c
1
)
r
= ( 1)
k
d
r k
:
Now, since ( 1)
k 1
r is invertible and I is generated by the partial derivatives of
 
r
(c
1
), we have shown that
I = hd
r 1
; d
r 2
; : : : ; d
r N+1
i ;
as required.
5.2.8 Proposition.
Let q be a primitive rth root of unity. Then for p where r  N < p < r
X
N
(Q
1;p
) = 0 :
Proof. By Proposition 4.7.19
X
N
(Q
1;p
) =
p
Y
i=1
s
N
s
i 1
  s
 N
s
 (i 1)
s
i
  s
 i
= s
 (N+1)p
p
Y
i=1
q
N+i 1
  1
q
i
  1
Now q
N+i 1
= 1 whenever i = kr N +1 for some k 2 IIN. In particular if k = 1
q
N+r N+1 1
= q
r
= 1 :
Hence q
r
  1 appears in the numerator for p > r   N . To ensure that this is
not a factor of the denominator, we require p to be less than r. Therefore, for
r  N < p < r, the quantum invariant evaluates to 0 for q a primitive rth root
of unity.
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5.2.9 Corollary.
Let L be a link with a component coloured by d
p
, where l < p < r. Then
X
N
(L) = 0 :
Proof. The link L can be written as the closure of a (1; 1)-tangle T , ob-
tained from L by cutting the link at some point along the component coloured
by d
p
. Hence, for some scalar 
T
2 
X
N
(L) = 
T
X
N
(Q
1;p
) :
Suppose that the other components of L are coloured by 
1
, : : :, 
k
. We can write
each 
i
as a polynomial in the c
j
where j < N . The denominator of 
T
is the
product of the denominators of the scalars 1=
j;1
. These scalars were calculated
in Proposition 4.7.3 and the denominator of 1=
j;1
is [j]!. Since j < N , the term
q
r
 1 is not a factor of the denominator of 
T
. Hence, X
N
(L) = 0, by Proposition
5.2.8.
5.2.10 Remarks.
In view of Corollary 5.2.9, it may seem peculiar to dene I in terms of the partial
derivatives of the rth Adams operator. After all, we were looking for an ideal
generated by colours which make X
N
vanish and we have shown that the d
i
,
l < i < r, have this property.
However, we will use the fact that I is generated by the partial derivatives of
a polynomial in Proposition 5.2.15 on the way to proving that I = I.
We have shown that if we think of d
l+1
, : : :, d
r 1
as polynomials in the c
i
then when q is a primitive rth root of unity (X
N
(c
i
))
1i<N
2 C
N 1
is a solution
of
(d
l+1
; : : : ; d
r 1
) = (0; : : : ; 0) :
These are not necessarily the only solutions. However, there is no obvious way
to interpret other solutions in terms of knot invariants.
5.2.11 Proposition.
The ideal I contains I.
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Proof. For any given Young diagram  = (
1
; 
2
; : : : ; 
k
), there is a poly-
nomial expression in fd
i
g
i0
, given by
 =













d

1
d

1
+1
d

1
+2
   d

1
+k 1
d

2
 1
d

2
d

2
+1
   d

2
+k 2
d

3
 2
d

3
 1
d

3
   d

3
+k 3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
d

k
 k+1
d

k
 k+2
d

k
 k+3
   d

k













:
If  is a generator for I, then 
1
= l + 1 and the top row of the matrix will be
(d
l+1
; d
l+2
; : : : ; d
l+k 1
) :
Since k < N , we have that l + k   1 < l + N   1 = r   1, so all the terms in
the top row are generators of I. Expanding the determinant by the top row,
therefore, gives us  2 I. All the generators of I being in I, we have shown that
I  I.
We now show that these two ideals are the same ideal and calculate its
codimension. A corollary of this calculation will be that the spanning set of
q-admissible diagrams is a basis of R
N
=I (see Corollary 5.2.20).
5.2.12 Denition.
Let P (y
1
; y
2
; : : : ; y
n
) be a polynomial. We say that P is weighted homogeneous
of weighted degree d with weights k
1
, k
2
, : : :, k
n
if for any scalar t
P (t
k
1
y
1
; t
k
2
y
2
; : : : ; t
k
n
y
n
) = t
d
P (y
1
; y
2
; : : : ; y
n
) :
From the relation C(z)D(z) = 1, we know that we can write d
j
as a weighted
homogeneous polynomial of weighted degree j in the c
i
, 1  i  N , where c
i
has
weight i. Let F : C
N 1
 IR! C
N 1
be dened by
F (c; t) = (d
r 1
(c; c
N
= t); : : : ; d
r N+1
(c; c
N
= t)) :
5.2.13 Remarks.
Note that when t = 1 the components of F (c; t) are exactly the polynomials
which generate I. However, when t = 0 we can apply Lemma 5.2.14 and so
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we can easily count the number of solutions to F (c; 0) = 0 (with multiplicity).
Showing that this number is preserved under a small perturbation from t = 0
will allow us to calculate the codimension of I and show that the q-admissible
Young diagrams form a basis of R
N
=I. Note that since we have a spanning set
for R
N
=I and I  I, we know that I is of nite codimension in R
N
.
5.2.14 Lemma.[MO, x2 Theorem 1]
Let f(y
1
; : : : ; y
n
) be a weighted homogeneous polynomial of weighted degree d
with weights w
1
, : : :, w
n
with an isolated critical point at the origin. Let
f
0
: (C
n
; 0)! (C
n
; 0)
be dened by
f
0
(y
1
; y
2
; : : : ; y
n
) = (@f=@y
1
; @f=@y
2
; : : : ; @f=@y
n
) :
Then the local degree of f
0
at 0 is given by the formula
deg f
0
=
n
Y
i=1
(d  w
i
)
w
i
:
5.2.15 Proposition.
The equation F (c; 0) = 0 has only one solution, namely c = 0, and this solution
occurs with multiplicity

r 1
N 1

.
Proof. Let c = (c
1
; c
2
; : : : ; c
N 1
) be a solution of F (c; 0) = 0. At t = 0,
we have that c
N
= 0, hence,
C(z) = 1  c
1
z + c
2
z
2
    + ( 1)
N 1
c
N 1
z
N 1
D(z) = 1 + d
1
z + d
2
z
2
+   + d
l
z
l
+ d
l+N
z
l+N
+   
If we work modulo z
N+l
, we can write
D(z) = D
0
(z) + z
l+N
D
00
(z)
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where D
0
is a polynomial of degree l. Now at the point c,
1 = C(z)D(z)  C(z)D
0
(z) mod z
l+N
:
The degree of CD
0
is at most l +N   1, and so
C(z)D
0
(z) = 1 ;
but both C and D
0
are polynomials and therefore must both be equal to 1. Hence
(c
1
; c
2
; : : : ; c
N 1
) = (0; 0; : : : ; 0) :
Note that the weighted degree of  
r
(c
1
) is r. By Lemma 5.2.14 the multiplicity
of the root 0 is given by
N 1
Y
i=1
r   i
i
=
(r   1)(r   2)    (r  N + 1)
(N   1)(N   2)    1
=
(r   1)!
(r  N)!(N   1)!
=

r   1
N   1

The following three standard results will be instrumental in showing that the
two ideals are equal and that the set of Young diagrams with fewer than N rows
and at most l+1 columns is actually a vector basis for the quotient space rather
than just a spanning set. The proof that the number of critical points (counted
with multiplicity) is preserved for our 1-parameter family of maps F (c; t) was
explained to me by J.W. Bruce.
5.2.16 Proposition.[AGV, p. 92]
Suppose that a map, g, has no zeros on the boundary of a bounded domain
U  C
n
and that the degree of the map g=jgj from the boundary of U to the n
dimensional unit sphere is equal to k. Then the system g = 0 has a nite number
of roots in U and the sum of their indices is equal to k. (For our purposes, the
index of a root is equal to its multiplicity.)
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5.2.17 Theorem.[F]
Let J be an ideal of the polynomial ring C[c
1
; : : : ; c
n
] and assume that the variety
V (J) = fP
1
; : : : ; P
m
g is a nite set of points. Let O
i
be the local ring associated
with the point P
i
. Then there is a natural isomorphism
C[c
1
; : : : ; c
n
]=J

=
m
Y
i=1
O
i
=J:O
i
5.2.18 Corollary.
Using the same notation as in Theorem 5.2.17, let m
P
i
denote the multiplicity
of the point P
i
. The dimension of C[c
1
; : : : ; c
n
]=J is equal to the sum of the
multiplicities of the points P
i
,
dimC[c
1
; : : : ; c
n
]=J =
i
X
i=1
m
P
i
:
Proof. FromTheorem 5.2.17 we have that the dimension of C[c
1
; : : : ; c
n
]=J
is equal to the sum of the dimensions of O
i
=J:O
i
, for each i. This dimension is
exactly the denition of the multiplicity of the point P
i
and we are done.
Now we return to our specic example. Each of the primitive rth roots of
unity provide us with a point P
i
in the variety V (I). It is not clear all the points
in V (I) arise in this way, however, other solutions of F (c; 1) = 0 have no obvious
interpretation in terms of knot invariants.
5.2.19 Theorem.
The codimension of the ideal I is

r 1
N 1

.
Proof. For any given scalar ,
C(z)D(z) = 1 ;
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so the polynomial d
j
(c
1
; : : : ; c
N 1
) is weighted homogeneous of weighted degree
j with weights (1; 2; : : : ; N).
Choose (c; t) 2 C
N 1
 IR such that F (c; t) = 0. Since d
j
is weighted homo-
geneous, then for a given ,
F (c
1
; 
2
c
2
; : : : ; 
N 1
c
N 1
; 
N
t
N
) = (
r 1
d
r 1
(c; t); : : : ; 
r N+1
d
r N+1
(c; t))
= 0 :
Setting  = t
 1=n
and y = (c
1
; 
2
c
2
; : : : ; 
N 1
c
N 1
) then F (y; 1) = 0. Note
also, that given any solution y of F (y; 1) = 0, then for each t we can nd an x
such that F (x; t) = 0.
Since 0 < t  1, we have that   1 and so
jyj  jcj
If we choose R 2 IR such that
R > max
fy:F (y;1)=0g
jyj ;
then the ball B
R
will contain all the preimages of 0 for 0 < t  1 and none of
these points will lie on @B
R
= S
R
. Since the only preimage of 0 for t = 0, is 0,
in fact the inequality can be extended to 0  t  1.
By the choice of R, the map
F (c; t)
jF (c; t)j
: S
R
 [0; 1]! S
1
is well dened and is a homotopy from t = 0 to t = 1, so it has xed degree
for any value of t. By Proposition 5.2.16 the degree, for a given t, is equal to
the sum of the multiplicities of the roots of F (c; t) in the interior of B
R
. For
t = 0, we have that the only root of F (c; 0) is 0 and the multiplicity of this root
is V (r;N), by Proposition 5.2.15. At t = 1 we therefore have that the sum of
the multiplicities of the roots of F (c; 1) in the interior of B
R
must also be equal
to this number, but by the choice of R, all the roots are inside S
R
, so this is
the sum of the multiplicities of all the roots. Therefore by Theorem 5.2.17 the
codimension of the ideal I is V (r;N).
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5.2.20 Corollary.
The two ideals I and I are equal :
I = I :
The set of Young diagrams with at most l columns and fewer than N rows is a
vector space basis for the quotient space C[c
1
; : : : ; c
N 1
]=I :
Proof. By combining Theorems 5.2.19, 5.2.4 and Proposition 5.2.11 we
have the following set of inequalities from the codimension calculations:

r   1
N   1

= dimC[c
1
; : : : ; c
N 1
]=I  dimC[c
1
; : : : ; c
N 1
]=I 

r   1
N   1

:
Hence I = I and by Theorem 5.2.4 we have a spanning set which has exactly
the correct number of elements by Theorem 5.2.19, namely the Young diagrams
with at most l columns and fewer than N rows.
5.3 The ring R
N
=I.
In this section we consider a property of the structure constants for R
N
=I which
is inherited from R
N
.
5.3.1 Notation.
We will denote the coecient of  in the product  2 R
N
=I by b


and the
coecient of 

in the product  by b

. Therefore,
 =
X

b


 =
X


b



and consequently
b

= b



:
This is consistent with the notation for the Littlewood-Richardson coecients
as dened in Denition 2.5.1.
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5.3.2 Proposition.
Let , 2 R
N
, then the empty Young diagram ;   if and only if  = 

.
The coecient of ; in  

is 1.
5.3.3 Theorem.
Let a

denote the coecient of 

in  2 R
N
, then
a

= a

= a

:
Proof. Let the decomposition of  2 R
N
be
 =
X

a



:
Consider the decomposition of the tensor product .
 =
X

a




By Proposition 5.3.2, the empty Young diagram will occur in only one term,
namely when  = , with coecient a

. Similarly, we have that a

is the
coecient of ; in the decomposition of  and a

is the coecient of ; in
. Noting that
 =  = 
we are done.
5.3.4 Theorem.
The relation in Theorem 5.3.3 holds for the structure constants of R
N
=I. Recall
that b

denotes the coecient of 

2 Diag
N;r
in the expression for , as an
element of R
N
=I. Then
b

= b

= b

:
Proof. Let ,, 2 R
N
=I be Young diagrams in Diag
N;r
. The decompo-
sition of , in R
N
=I, is given by
 =
X
2Diag
N;r
b



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Note that as  has at most l columns, then so has 

. Therefore 

2 Diag
N;r
.
Hence, 

can be written as a linear combination of Young diagrams with at
most 2l columns, as an element of R
N
. The trivial representation will occur with
coecient 1 from Proposition 5.3.2. Those terms with at least l+2 columns can
be expressed as linear combinations of Young diagrams with at least 1 row, by the
Theorem 5.2.4. Since Diag
N;r
is a basis and the trivial module doesn't appear in
the expressions for diagrams with more than l+1 columns, the only contribution
to the scalar term is 1. We can then use the same method as for Theorem 5.3.3
to show that
b

= b

= b

; 8; ;  2 Diag
N;r
:
5.4 Surgery on a link.
5.4.1 Denition.
Let L = L
1
t L
2
t    t L
m
be a framed link in S
3
. Surgery is a method of
producing a 3-manifold by cutting up S
3
using the link as a pattern.
Remove a solid torus neighbourhood V
i
of each component L
i
from S
3
. This
gives us a compact 3-manifold with boundary called the exterior of the link which
we denote by extL. The manifold M(L) is obtained by gluing a solid torus to
each of the boundary components of extL. The gluing species which curves on
the boundary of extL are to be glued to the meridian of the solid torus. This is
determined by the framing of the link. The framing of a link component identies
a choice of parallel curves. It is these curves which are glued to the meridians of
the solid tori.
More formally, let U be a regular closed neighbourhood of L in S
3
, consisting
of solid tori U
1
; : : : ; U
m
. For i = 1 : : : m identify U
i
with S
1
 B
2
so that L
i
is
identied with S
1
0 where 0 is the centre of B
2
. The framing of L
i
is identied
with a constant normal vector eld on S
1
 0  S
1
B
2
.
Let B
4
be a closed 4-ball bounded by S
3
. Glue m copies of the 2-handle
B
2
B
2
to B
4
along the identities U
i
= S
1
B
2
= @B
2
B
2
for each i.
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5.4.2 Comments.
Lickorish [Li1] proved that every 3-manifold can be obtained in this way. Of
course, it is possible that the same manifold can be obtained by surgery on
two dierent links. The next result, determines exactly when this can happen.
Details of these results can be found in Rolfsen's book [Ro].
5.4.3 Theorem.[FR, Ki, Li1]
Every closed oriented 3-manifold, M , can be obtained by surgery on a framed
link, i.e. given any 3-manifold M there is some link L for which M =M(L).
There is an orientation preserving homeomorphism betweenM(L) andM(L
0
)
if and only if L and L
0
are related by a nite sequence of Kirby moves. The
positive and negative Kirby moves are shown in Figures 5.2 and 5.3.
T
 !
T
L  ! '
+
(L)
Figure 5.2: The positive Kirby move.
T
 !
T
L  ! '
 
(L)
Figure 5.3: The negative Kirby move.
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5.4.4 Remarks.
Ideally we wish to nd an element of the representation ringR
N
, 
 say, for which
the quantum invariant
J(L; 
; : : : ;
) = J(L
0
; 
; : : : ;
)
where L
0
and L are related by a Kirby move, then we have a 3-manifold invariant.
In fact, we describe an element 

r
2 R
N
=I for which
J(L; 

r
; : : : ;

r
) = cJ(L
0
; 

r
; : : : ;

r
)
for some scalar c when we evaluate at q a primitive root of unity. We need
to introduce a correction term to obtain a 3-manifold invariant. Working in
R
N
=I, which is a nite dimensional space, we know that 

r
will be a nite
linear combination of  2 Diag
N;r
.
5.5 A 3-manifold invariant.
In this section, we use the techniques of Morton and Strickland [MS] to obtain
a 3-manifold invariant by evaluating X
N
at a primitive root of unity.
Throughout this section we will assume that q is a xed primitive rth root
of unity. All evaluations of X
N
will be at this root of unity.
5.5.1 Notation.
Let 

r
denote the following linear combination of elements in R
N
=I.


r
=
X
2Diag
N;r



 :
where



= X
N
(Q


) :
Note that Corollary 4.8.10 implies that


= 


:
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5.5.2 Proposition.
Let L
1
be an oriented link with k components and let L
2
be the link obtained
from L
1
by reversing the orientation of the rst component. Then
X
N
(L
1
; 

r
; 
2
; : : : ; 
k
) = X
N
(L
2
; 

r
; 
2
; : : : ; 
k
) :
Proof.
X
N
(L
1
; 

r
; 
2
; : : : ; 
k
) =
X
2Diag
N;r



X
N
(L
1
;; 
2
; : : : ; 
k
)
=
X
2Diag
N;r



X
N
(L
2
;

; 
2
; : : : ; 
k
)
This follows from the properties of the quantum invariants. Now, 

has at most
the same number of columns as , hence,  2 Diag
N;r
if and only if 

2 Diag
N;r
.
Therefore, since 

= 


,
X
2Diag
N;r



X
N
(L
2
;

; 
2
; : : : ; 
k
) =
X
2Diag
N;r



X
N
(L
2
;; 
2
; : : : ; 
k
)
= X
N
(L
2
; 

r
; 
2
; : : : ; 
k
)
5.5.3 Denition.
Given a framed link L with k components we can dene the k  k matrix (l
i;j
)
by
l
i;j
=
(
lk(L
i
; L
j
) for i 6= j
framing on L
i
for i = j
:
The matrix is symmetric and hence can be thought of as a quadratic form.
We dene sig(L) to be the signature of this quadratic form. (Note this is not
necessarily equal to the standard denition of the signature of a link.)
5.5.4 Lemma.
If L is the link obtained from L by reversing the orientation of every component
then
sig(L ) = sig(L) :
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Under a Kirby move the signature is altered as follows :
sig(L) = sig('

(L)) 1 :
5.5.5 Notation.
Let c
+
denote the scalar
c
+
=
X
2Diag
N;r
f


2

and c
 
the scalar
c
 
=
X
2Diag
N;r
f
 1


2

:
The scalar c
+
(respectively c
 
) is the values of X
N
on the unknot with framing
+1 (respectively framing  1) coloured by 

r
.
c
+
= X
N



r

:
c
 
= X
N



r

:
Since c
+
2 C, we can write c
+
as the product of a positive real number (r) and
a complex number of unit length c(r)
c
+
= (r)c(r) :
5.5.6 Theorem.
The element
T (L) = (r)
 k
c(r)
 sig(L)
X
N
(L; 

r
; : : : ;

r
)
depends only on the manifold given from the k component link L by surgery
where sig(L) is the signature of the quadratic form described in Denition 5.5.3.
The proof relies, almost entirely, on the symmetry of the coecients b

demonstrated in Theorem 5.3.4. First we establish some properties of 

r
as an
element of the ring R
N
=I and look at the behaviour of X
N
under the Kirby
moves. The proof of Theorem 5.5.6 can be found on page 169.
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5.5.7 Lemma.
The element 

r
is an eigenvector for multiplication by , for any  2 Diag
N;r
.
Proof.


r
=
X
2Diag
N;r




=
X
2Diag
N;r
X
2Diag
N;r



b



=
X
2Diag
N;r
X
2Diag
N;r



b



by Theorem 5.3.4.
Now,
 =
X
2Diag
N;r
b



:
Therefore,


= 



=
X
2Diag
N;r
b




:
Hence,


r
=
X
2Diag
N;r






= 



r
:
5.5.8 Proposition.
Let  be a basis element of R
N
=I. Then
X
N
0
B
B
B
B
@
 

r
1
C
C
C
C
A
= c
+
X
N



Similarly
X
N
0
B
B
B
B
@
 

r
1
C
C
C
C
A
= c
 
X
N



where c
 
is the complex conjugate of c
+
.
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Proof. By Proposition 5.5.2, a component coloured by 

r
can be oriented
in either direction, without changing the value of X
N
. Therefore, we can choose
the orientation so that the linking number of the two components is 1 rather
than  1. Therefore, omitting to write X
N
,
 

r
= 
Ω r
= 

r
= 



r
by Lemma 5.5.7.
= c
+


:
To show the result for the negative Kirby move change all the framings in the
above proof from +1 to  1.
To see that c
 
= c
+
, note that
jf

j = 1
and therefore f
 1

is the complex conjugate of f

. We can calculate 

by writing
 as a polynomial in the c
i
. Therefore, 

is an integer linear combination of
rationals of quantum integers. Now for any given n 2 Z
[n] =
s
n
  s
 n
s  s
 1
:
Since s has unit length s
 n
is the conjugate of s
n
and so [n] 2 IR. Hence 
2

is a
real number and therefore self conjugate.
5.5.9 Corollary.
Let L be a link which is the closure
c
X of some (n; n)-tangle X. Then
X
N
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
X


r
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
= c
+
X
N
(L) :
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Although the diagram on the lefthand side is drawn as an open tangle, we will
evaluate X
N
on its closure.
Proof. The tangle X determines an endomorphism of c
n
1
. As an element
of R
N
=I, we can write c
n
1
as a linear combination of q-admissible diagrams
c
n
1
=
X
2Diag
N;r


 :
By Schur's Lemma, as an R
N
-module endomorphism the tangle X is a scalar
multiple, 

say, of the identity map when restricted to each irreducible piece.
Hence we can replace X by
P
2Diag
N;r




. The result then follows from
Proposition 5.5.8.
X
N
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
X


r
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
=
X
2Diag
N;r




X
N
0
B
B
B
B
B
@



r
1
C
C
C
C
C
A
=
X
2Diag
N;r
c
+




X
N
0
@

1
A
= c
+
X
N
(L) :
5.5.10 Lemma.
Let L and K be two links and let  denote an element of the basis of R
N
=I.
Then
J(L;; 
2
; : : : ; 
m
)J(K;; 
2
; : : : ; 
n
) = 

J(L#K;; 
2
; : : : ; 
m
; 
2
; : : : ; 
n
)
where L#K denotes the connected sum of the links L and K.
Proof. Consider the link L as the closure of a (1; 1)-tangle T on the rst
component and K as the closure of S.
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The tangle T determines a module endomorphism of  which by Schur's
Lemma is a scalar multiple of the identity map. Let 
T
denote the scalar. Let

S
denote the scalar associated to S. Then
J(L;; 
2
; : : : ; 
m
)J(K;; 
2
; : : : ; 
n
) = 


T



s
= 




T

S
= 

J(L#K;; 
2
; : : : ; 
m
; 
2
; : : : ; 
n
)
5.5.11 Notation.
Let H (respectively H

) denote the matrix (over the basis Diag
N;r
) for the Hopf
link where the linking number of the two components is +1 (respectively  1)
and each component has zero framing. Therefore, H is the matrix dened in
Lemma 4.8.7 and
H

= X
N
(H;; ) :
Note that, by reversing the orientation of one component we obtain the Hopf
link with linking number  1 (respectively 1), therefore,
H


= H


By Lemma 4.8.7 the matrix H is invertible. This is essential to prove that T (L)
is a 3-manifold invariant as stated in Theorem 5.5.6.
We dene the matrix F to be the matrix whose entries are the framing
coecients f

(see Comment 3.6.6) on the diagonal and 0 o the diagonal.
The next Proposition demonstrates how we can use the Kirby moves and the
connected sum of links to calculate X
N
is two ways and so derive relationships
between H and H

. The next Proposition does the spade work required to show
that H

is the inverse of H up to a scalar,
H

H = (r)
2
I :
5.5.12 Proposition.
The following hold
HFHF = c
+
F
 1
H

: (5.2)
H

F
 1
H

F
 1
= c
 
FH : (5.3)
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Proof. Consider the matrix HF , where H and F are as dened in Nota-
tion 5.5.11. The (; )th entry of HF is f

H
;
which corresponds to calculating
the X
N
of the link below.
 
Let T
;;
denote the value of X
N
for the link below
 

T
;;
= 
 1

f

H
;
f

H
;
by Lemma 5.5.10
= 
 1

(HF )
;
(HF )
;
:
Therefore,
((HF )
2
)
;
=
X
2Diag
N;r


T
;;
:
Alternatively we can think of this as the value of X
N
on the link below.
 


r
Now
X
N
0
B
B
@
 


r
1
C
C
A
= X
N
0
B
B
B
B
@
 λ 
r
1
C
C
C
C
A
= c
+
X
N
0
@
 
1
A
= c
+
(F
 1
H

)
;
:
Therefore,
HFHF = c
+
F
 1
H

:
The proof of the second relation is similar. We use Hopf links with negative
linking number and negative framing and apply Lemma 5.5.10, providing us with
two ways to calculate the same invariant.
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Let T


denote the value of X
N
for the link below
 

T

;;
= 
 1

f
 1

H

;
f
 1

H

;
by Lemma 5.5.10
= 
 1

(H

F
 1
)
;
(H

F
 1
)
;
:
Therefore,
((H

F
 1
)
2
)
;
=
X
2Diag
N;r


T
;;
:
Alternatively we can think of this as the value of X
N
on the link below.
 


r
Now
X
N
0
B
B
@
 


r
1
C
C
A
= X
N
0
B
B
B
B
@
 λ 

r
1
C
C
C
C
A
= c
 
X
N
0
@
 
1
A
= c
 
(FH)
;
:
Therefore,
H

F
 1
H

F
 1
= c
 
FH :
5.5.13 Corollary.
The scalar c
+
(and therefore c
 
) is non-zero and the two Hopf matrices H and
H

are almost inverses of each other
H

H = c
+
c
 
I
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and
(r)
2
= c
+
c
 
=
X
2Diag
N;r

2

:
This equation can be found in [Y, Propsition 4.3].
Proof.
H

HFH = H

HFHFF
 1
= c
+
H

F
 1
H

F
 1
by equation 5.2
= c
+
c
 
FH by equation 5.3.
Therefore, since F and H are invertible,
H

H = c
+
c
 
I :
Calculating the rst entry of H

H we see that
X
2Diag
N;r
H
;;

H
;;
=
X
2Diag
N;r





=
X
2Diag
N;r

2

by Corollary 4.8.10.
Since 
2

is a positive real number, c
+
and c
 
can't be zero.
We can now prove that T (L) is a 3-manifold invariant as stated in Theorem
5.5.6
5.5.14 Proof of Theorem 5.5.6
If L has k + 1 components, '
+
(L) will have k. By Lemma 5.5.4 we know that
sig(L) = sig('
+
(L)) + 1 :
Therefore,
T (L) = (r)
 k 1
c(r)
 sig(L)
X
N
(L; 

r
; : : : ;

r
)
= (r)
 1
(r)
 k
c(r)
 (sig('
+
(L))+1)
c
+
X
N
('
+
(L); 

r
; : : : ;

r
)
= (r)
 1
c(r)
 1
c
+
T ('
+
(L))
= T ('
+
(L)) :
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For the negative Kirby move, note that c
 
= (r)c(r) and since c(r) has unit
length, c(r) = c(r)
 1
. Therefore,
T (L) = (r)
 1
c(r)c
 
T ('
 
(L))
= (r)
 1
c(r)(r)c(r)T ('
 
(L))
= c(r)c(r)
 1
T ('
 
(L))
= T ('
 
(L)) :
This completes the proof.
5.5.15 Comments.
In [RT2], Turaev and Reshetikhin gave a method for constructing 3-manifold
invariants from modular Hopf algebras. Turaev and Wenzl [TW] and Andersen
[An] proved that the representation theory of U
q
(sl(N)) at q a root of unity
gives rise to a modular Hopf algebra. (The case where N = 2 had been treated
earlier in [RT2].) Hence we can dene a 3-manifold invariant from quantum
group invariants at q a root of unity. A detailed account of the theory can be
found in Turaev's book [T3].
5.5.16 Theorem.
For a xed N and r the 3-manifold invariant T (L) dened in Theorem 5.5.6 is
equal to the Turaev-Reshetikhin invariant for U
q
(sl(N)) up to normalisation.
Discussion.
Theorem 5.5.16 follows directly from the work of Turaev and Wenzl [TW]. Mor-
ton and Strickland [MS] proved the result directly for N = 2.
We can't identify the ring R
N
=I with a ring generated by the irreducible
representations of U
q
(sl(N)) at a root of unity. Wenzl [Wz2] proved that the q-
admissible diagrams index the irreducible representations of the Hecke algebras of
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type A when q is a root of unity. We can show that the Littlewood-Richardson co-
ecients for Hecke algebras at a root of unity calculated by Goodman and Wenzl
[GW] are equal to our coecients b


. In fact Goodman andWenzl demonstrated
that they can be calculated by considering any Young diagram to represent an
element of the ring of symmetric polynomials and reducing modulo the ideal
of q-admissible diagrams. (Recall that in Chapter 4 that we described the c
i
as the elementary symmetric polynomials in N   1 variables.) They comment
that these coecients should be related to the decomposition of the irreducible
representations of U
q
(sl(N)) when q is a root of unity.
The representation theory of U
q
(sl(N)) at a root of unity has been investi-
gated by many people. Andersen [An] demonstrated the existence of a simple
U
q
(sl(N))-module for each q-admissible diagram. He denes a reduced tensor
product which gives rise to a ring structure for the set of semi-simple U
q
(sl(N))-
modules. Various properties of this ring were established by Turaev and Wenzl
[TW] in their study of 3-manifold invariants. The question of whether it is possi-
ble to realise the abstract ring R
N
=I by these modules of U
q
(sl(N)) is discussed
in [Wz3]. It is not clear that the structure coecients for the decomposition of
tensor products tally with the Littlewood-Richardson coecients of Goodman
and Wenzl.
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Concluding remarks.
Theorem 4.8.8 states the equivalence of two elements of the Homy skein of the
annulus. However, we had to appeal to the relationship with quantum group
representations to prove it. It would be pleasing to have a completely skein
theoretic proof of this result.
To this end, it is worth pursuing the possibility of reasonably simple skein
relations between the elements Q

. This would also facilitate calculation of the
scalars 

and calculation of invariants for knots by using the skein relations
to simplify the colouring. Such a skein relation should be enough to show that
the scalar 

is a Laurent polynomial in s only. Yokota achieves a form of
relationship between the idempotents as elements of the Hecke algebra in [Y,
Lemma 1.3]. However, it requires use of the product in the Hecke algebra which
is not possible upon taking closure.
What information do the 3-manifold invariants carry for specic values of N
and q? Do well known 3-manifold invariants appear when we evaluate at specic
roots of unity?
Many of the results in Chapters 4 and 5 rely upon the invertibility of the
Hopf matrix. Although this result is proved in [TW], it would be more satisfying
to prove it directly from the theory of Chapter 5 and so take a step nearer to
divorcing the theory from the representation theory of quantum groups.
172
Bibliography
[Ab] Abe, E. \Hopf algebras." C.U.P. 1980.
[Ad] Adams, C.C. \The knot book : an elementary introduction to the
mathematical theory of knots." W.H. Freeman and Co. 1994.
[An] Andersen, H.H. \Tensor products of quantised tilting modules."
Comm. Math. Phys. 149 (1992) 149{159.
[AGV] Arnold, V.I., Gusein{Zade, S.M. and Varchenko A.N. \Singularities
of dierentiable maps. Vol. 1" Birkhauser 1985.
[A] Artin, E. \Theory of braids." Ann. Math. 48 (1947) 1010{1026.
[B] Bourbaki, N. \Groupes et Algebres de Lie. IV, V, VI " Masson Paris
1982.
[BZ] Burde, G. and Zieschang, H \Knots." Walter de Gruyter 1985.
[C] Conway, J. \An enumeration of knots and links." Computational
problems in abstract algebra. Pergamon Press, New York. (1970)
329{358.
[D1] Drinfel'd, V.G. \Hopf algebras and the quantum Yang Baxter equa-
tion." Soviet Math. Dokl. 32 (1985) 254{258.
[D2] Drinfel'd, V.G. \Quantum groups." Proceedings of the I.C.M.
(Berkeley 1986) A.M.S. Providence R.I. (1987) 798{820.
[EM] Elrifai, E.A. and Morton, H.R. \Algorithms for positive braids."
Quart. J. Math. Oxford (2) 45 (1994) 479{497.
[FR] Fenn, R. and Rourke, C. \On Kirby's calculus of links." Topology
18 (1979) 1{15.
173
[FRT] Frame, J.S., Robinson, G. de B. and Thrall, R.M. \The hook graphs
of the symmetric group." Canad. J. of Math. 6 (1954) 316{324.
[FYHLMO] Freyd P., Yetter D., Hoste J., Lickorish W.B.R., Millet K.C. and
Ocneanu A. \A new polynomial invariant of knots and links." Bull.
Amer. Math. Soc. 12 (1985) 239{246.
[F] Fulton, W. \Algebraic Curves." W.A. Benjamin Inc. 1969.
[FH] Fulton, W. and Harris, J. \Representation theory { a rst course."
G.T.M. Springer Verlag 1991.
[Go] Goldschmidt, D.M. \Group Characters, symmetric functions and
the Hecke algebra." University Lecture Series Vol. 4 A.M.S. (1993).
[GW] Goodman, F. and Wenzl, H. \Littlewood{Richardson coecients for
Hecke algebras at roots of unity." Adv. Math. 82 (1990) 224{265.
[G] Gyoja, A. \A q-analogue of Young symmetriser." Osaka J. Math.
23 (1986) 841{852.
[H] Humphreys, J.E. \Introduction to Lie algebras and representation
theory." Springer Verlag 1972.
[Ja] James, G.D. \The representation theory of the symmetric groups."
Lecture notes in mathematics 682 Springer 1978.
[Ji1] Jimbo, M. \A q dierence analogue of U(g) and the Yang Baxter
equation." Lett. Math. Phys. 10 (1985) 63{69.
[Ji2] Jimbo, M. \A q-analogue of U(gl(N + 1)), Hecke algebra and Yang
Baxter equation" Lett. Math. Phys. 11 (1986) 247{252.
[J] Jones, H.F. \Groups, representations and physics." Adams Hilger
1990.
[Jo1] Jones, V.F.R. \Index for subfactors." Invent. Math. 72 (1983) 1{25.
[Jo2] Jones, V.F.R. \Hecke algebra representations of braid groups and
link polynomials." Ann. Math. 126 (1987) 335{388.
[JR] Jones, V. and Rosso, M. \On invariants of torus knots derived from
quantum groups." J. Knot Theory Ramif. 2 (1993) 97{112
[Ka] Kassel, C. \Quantum groups." G.T.M. Springer Verlag 1995.
174
[K1] Kauman, L.H. \On knots." Annals of Mathematics Studies 115.
Princeton University Press 1987.
[Ki] Kirby, R. \A calculus of framed links in S
3
." Invent. Math. 45 (1978)
35{56.
[KM] Kirby, R. and Melvin, P. \The 3-manifold invariants of Witten and
Reshetikhin{Turaev for sl(2;C)." Invent. Math. 105 (1991) 473{545.
[KR] Kulish, P.P. and Reshetikhin, N. Yu. \Quantum linear problem for
the sine{Gordon equation and higher representations." J. Soviet
Math. 23 (1983) 2435{2441.
[Li1] Lickorish, W.B.R. \A representation of orientable, combinatorial 3-
manifolds." Ann. Math. 76 (1962) 531{540.
[Li2] Lickorish, W.B.R. \Linear skein theory and link polynomials."
Topology and its Applications 27 (1987) 265{274
[LiM] Lickorish, W.B.R. and Millet, K.C. \A polynomial invariant of ori-
ented links." Topology 26 (1987) 107{141.
[L] Lusztig, G. \Quantum deformations of certain simple modules over
enveloping algebras." Adv. Math. 70 (1988) 237{249
[Mac] Macdonald, I.G. \Symmetric functions and Hall polynomials."
Clarendon Press. Oxford. 1979.
[MO] Milnor, J. and Orlick, P. \Isolated singularities dened by weighted
homogeneous polynomials." Topology 9 (1970) 385{393.
[M1] Morton, H.R. \Quantum invariants given by evaluation of knot poly-
nomials." J. Knot Theory Ramif. 2 (1993) 195{209.
[M2] Morton, H.R. \Invariants of links and 3-manifolds from skein theory
and from quantum groups." Topics in knot theory. N.A.T.O. A.S.I.
series C 399. (editor M. Bozhuyuk) Kluwer (1993) 107{156.
[MS] Morton, H.R. and Strickland, P.M. \Satellites and surgery invari-
ants." Knots 90 Walter de Gruyter (1992) 798{820.
[MT] Morton, H.R. and Traczyk, P. \Knots and algebras." Contribuciones
Matematicas en homenaje al profesor D. Antonio Plans Sanz de Bre-
mond. Editors E. Martin{Peinador and A Rodez Usan. University
of Zaragoza. (1990) 201{220.
175
[PT] Przytycki, J. and Traczyk, P. \Invariants of links of Conway type."
Kobe J. Math. 4 (1987) 115{139.
[Re] Reidemeister, K. \Knotentheorie." Ergebn. Math. Grenzgeb. Bd. 1
Springer-Verlag (1932).
[RT1] Reshetikhin, N.Yu. and Turaev, V.G. \Ribbon graphs and their in-
variants derived from quantum groups." Comm. Math. Phys. 127
(1990) 1{26.
[RT2] Reshetikhin, N.Yu. and Turaev, V.G. \Invariants of 3-manifolds via
link polynomials and quantum groups." Invent. Math. 103 (1991)
547{597.
[Ro] Rolfsen, D. \Knots and links." Publish or Perish Inc. 1976.
[R] Rosso, M. \Finite dimensional representations of the quantum ana-
log of the enveloping algebra of a complex simple Lie algebra." Com-
mun. Math. Phys. 117 (1988) 581{593.
[Se] Serre, J-P. \Algebres de Lie semi-simple complexes." W.A. Ben-
jamin 1966.
[S] Strickland, P. \On the quantum enveloping algebra invariants of
cables." Preprint, Liverpool University (1990).
[Sw] Sweedler, M. \Hopf algebras." W.A. Benjamin 1969.
[T1] Turaev, V.G. \The Yang Baxter equation and invariants of links."
Invent. Math. 92 (1988) 527{553.
[T2] Turaev, V.G. \The Conway and Kauman modules of the solid torus
with an appendix on the operator invariants of tangles." L.O.M.I.
preprints E-6-88 (1988).
[T3] Turaev, V.G. \Invariants of knots and 3-manifolds." Walter de
Gruyter 1994.
[TW] Turaev, V.G. and Wenzl H. \Quantum invariants of 3-manifolds
associated with classical simple Lie algebras." Int. J. Math. 4 (1993)
323{358.
[We] Weyl, H. \The classical groups and their invariants and representa-
tions." Princeton University Press 1946.
176
[Wz1] Wenzl, H. \On sequences of projections." C.R. Math. Rep. Acad.
Sci. Canada 9 (1987) 5{9.
[Wz2] Wenzl, H. \Hecke algebras of type A
n
and subfactors." Invent. Math.
92 (1988) 349{383.
[Wz3] Wenzl, H. \Unitary braid representations." Proceedings of the RIMS
Research Project \Innite Analysis" 1991. Int. J. Modern Physics
A 7 Suppl. 1B (1992) 985{1006.
[Y] Yokota, Y. \Skeins and quantum SU(N) invariants of 3-manifolds."
Math. Ann. (to appear).
177
