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Introduction {#s0005}
============

Enterobacteriaceae are a family of gram-negative, rod-shaped, facultative anaerobic bacteria, which are mainly recognized for their ability to cause intestinal diseases [@b0005]. Enterobacteriaceae are responsible for a variety of human and animal illnesses, including urinary tract infections, gastroenteritis, meningitis, pneumonia, and septicemia [@b0010; @b0015]. Microbiological diagnosis for detecting the presence and type of Enterobacteriaceae from clinical samples is potentially important. Various biochemical tests are traditionally used for presumptive identification and clustering of different enterobacterial species [@b0020; @b0025]. Biochemical tests such as indole production test, methyl red test, Voges-Proskauer test, citrate utilization etc. are usually performed [@b0005; @b0020; @b0025; @b0030]. Results of different tests are manually evaluated either as positive or negative for identification of a particular group of bacteria [@b0010].

Manual check and comparison of biochemical test results are cumbersome and the results are sometimes hard to interpret, especially if the number of isolates is large. When there are a large volume of isolates, it becomes error-prone and difficult to reproduce, which is further confounded by the fact that the test result for a given species is not completely fixed: a given species may provide several combinations of biochemical test results [@b0005].

By automating the analysis process of biochemical results, sorting (clustering), and identification of particular genera, the difficulties associated with manual sorting could be resolved. Here we propose a MATLAB-based tool, which was specifically designed for the clustering and identification of 128 species of Enterobacteriaceae from 30 genera based on the results of different biochemical tests (1--47 selected tests in Bergey's Manual of Systematic Bacteriology, [@b0005]). We used two types of algorithms. One is the agglomerative hierarchical clustering algorithm (HC) and the other is a modified hierarchical clustering algorithm, which we termed as Improved Hierarchical Clustering algorithm (IHC). Agglomerative HC is a "bottom up" approach. Each observation starts in its own cluster, and pairs of clusters are merged as one to move up along the hierarchy [@b0035; @b0040]. Using BioCluster, HC can be applied directly to cluster Enterobacteriaceae isolates based on the biochemical properties. However, HC-based clustering may provide a misleading result due to the variability of the test results present within the same species. For example, closely-related *Escherichia* spp. can be sorted into different clusters, whereas different *Salmonella* spp. can be clustered with *Escherichia* spp. Therefore the algorithm was improved to take into account the variability of test results in Enterobacteriaceae by maximal utilization of relevant biochemical information for isolate clustering. We tested the accuracy of the new algorithm using computer-generated synthetic data and some real data, and it showed improved performance as compared to the naive HC algorithm.

BioCluster provides a user-friendly, easy method for the rapid clustering and identification of Enterobacteriaceae species based on biochemical properties. This tool is freely available for non-profit use at: <http://microbialgen.du.ac.bd/biocluster/>.

Methods {#s0010}
=======

Algorithm {#s0015}
---------

BioCluster uses HC as the clustering algorithm in two different ways. In one case, HC is directly applied to cluster the biochemical test results. However, biochemical test results are not numerical but are categorical (with binomial output as + or − for a given test). Hamming distance was thus chosen to measure the distance among different isolates, since it only considers the identity or non-identity of a test at a given position but not the actual numerical distance [@b0045; @b0050].

The clustering is further improved in IHC to provide a more refined output of biochemical test data. Species/isolates of a given genus show different levels of variability in their biochemical test results. For a given species, every test result may not be equally informative in clustering. For instance, the frequency for the *Edwardsiella hoshinae* isolates to produce a positive test result for indole production is about 50% [@b0055]. So, the indole production test does not provide useful information for *E. hoshinae* identification/exclusion. As a result, the biochemical test results weight differentially when classifying a certain species.

Bergey's Manual of Systematic Bacteriology is a systematic catalog that contains information on the variability of the biochemical test results of a particular species [@b0005]. Data tables for the frequency of positive biochemical test results for possible species of Enterobacteriaceae were taken from Bergey's Manual ([Table S1](#s0075){ref-type="sec"}) [@b0010]. For IHC, the frequency table for positive results of biochemical tests (1--47 tests) is converted to conditional probability score matrixes for 128 Enterobacteriaceae species in 30 genera.

Naïve Bayesian model was used to find the probability of different instances of test results belonging to the set of 128 Enterobacteriaceae species [@b0050; @b0060; @b0065]. It is assumed that the isolate belongs to one of the 128 members. If an isolate (*e.g.*, isolate 1) has the biochemical result *T* (*T* is a string of result, *e.g.*, *T* = + − + + +⋯ −), then probability score for species S~i~ is given by Bayesian probability as$$P(S_{i}|T) = \frac{P(S_{i})P(T|S_{i})}{\sum_{j = 1}^{n}P(S_{j})P(T|S_{j})}$$

Prior probability of being in one or other species is equal, which means:$$P(S_{1}) = P(S_{2}) = P(S_{3}) = \ldots P(S_{k}) = \frac{1}{n} = 1/128$$$$P(S_{i}|T) = \frac{\frac{1}{n}P(T|S_{i})}{\frac{1}{n}\sum_{j = 1}^{n}P(T|S_{j})} = \frac{P(T|S_{i})}{\sum_{j = 1}^{n}P(T|S_{j})}$$

There are *t* tests and test results are independent from each other according to the naivety assumption:$$P(T|S_{i}) = \Pi_{j = 1}^{t}Q_{j}$$where *Q~j~* stands for the probability of the Species *S~i~* to show the same result for *j*th test as in *T* and n is the total number of species (128 in this case).

The choice of an appropriate distance metric is crucial for multidimensional clustering analysis. It is not always obvious what the distance metric means for a particular situation. In this study, we have chosen a distance metric, which we considered as one of the best possible solutions in the context, for the distance between the two isolates is defined as the probability that they belong to different species. It can be easily calculated from the conditional probability matrix. If *C~i~* and *C~j~* stands for conditional probability vector of *i*th and *j*th isolates, the distance is:$$D(i\text{,}j) = 1 - C_{i}^{T}.C_{j}$$

For future reference, we will call this distance metric the Bayesian probability distance (BPD), which is a special case for canonical distance measure (CDM) developed by Baxter [@b0070]. Although BPD is symmetrical and non-negative, it does not follow the identity indiscernible axiom. $D(x\text{,}y) \neq 0$ when $x = y$; and also, there exist *x*, *y* for which $D(x\text{,}y) < D(x\text{,}y)$. In other words, it is not self-minimal. Since this distance can be mathematically shown to be optimum, metric axioms have no special status for 1-nearest-neighbor classification [@b0035; @b0075]. In BPD, distance is expressed as probabilities.

Finally, using the distance measured from the preceding steps, a dendrogram is constructed using the HC algorithm. A cutoff value is chosen to divide the dendrogram into distinct clusters. A dendrogram potentially contains more information than simply clusters, such as how clusters (which are normally species) themselves form higher-level clusters (*i.e.*, genus or higher hierarchy). Unfortunately BPD metric is not useful for this purpose. For BPD, in addition to probability distribution of tests we need to know the actual phylogeny of the species. We have taken the phylogenetic tree generated from 16S rRNA gene as the model tree for this purpose. Although BPD measure is optimum for forming the lowest level cluster (*i.e.*, species level), it could not establish the phylogenetic relationship of the isolates examined. So we have employed another distance metric that captures this aspect, by using cost function.$$d(x\text{,}y) = \sum\limits_{(S_{i}\text{,}S_{j})}R(S_{i}|S_{j})P(S_{i}|x)P(S_{j}|y)$$$$\text{where}\ S_{i} \neq S_{j}$$

($R(S_{i}|S_{j})$) is cost for miss-classifying species *S~i~* for species *S~j~* and $P(S_{i}|x)$ is the conditional probability. BPD can be considered as a special case of cost function (formulation can be found in [@b0035]), where ($R(S_{i}|S_{j})$) is the same for all pairs. In this work $R(S_{i}|S_{j})$ represents the phylogenetic distance between species *S~i~* and *S~j~*, which is the percent dissimilarity between the pair after multiple sequence alignment (MSA) of 16S rRNA gene sequence of the corresponding species. BPD gives better clustering accuracy, whereas cost function captures the phylogenetic relatedness of the clusters better.

Implementation and availability {#s0020}
-------------------------------

All algorithmic tools in BioCluster are implemented in MATLAB. This software can be accessed easily from a user-friendly graphical user interface (GUI). BioCluster is available as an executable file that runs on Windows XP/Vista/7/8 (32/64 bit), provided that the MATLAB Compiler 7.17 is installed. This tool is licensed under GNU GPL version 3.0 and does not have any restrictions to use by non-academics.

Software architecture and data input/output {#s0025}
-------------------------------------------

In BioCluster, three different tasks are available: traditional HC, IHC, and identification. They are located on the upper panel of the GUI. Within the BioCluster, data are arranged in such a manner that columns correspond to tests and rows correspond to isolates. So each row corresponds to test results of a particular bacterial isolate. Positive test results are denoted as 1 and negative test results are denoted as 0. An example of input can be:$$\begin{aligned}
 & 11000001011000001001 \\
 & 11010001011011110001 \\
 & 11000110011010010001 \\
 & 11010110001010011001 \\
 & {0011000000010111111\text{nan}} \\
\end{aligned}$$

Here, 1 means positive result, 0 means negative result, and nan means absence of a test result. The input data have to be pasted into the text-box labeled input "Biochemical Data". For HC, test number is not essential as all tests are considered with equal weight. However, for IHC it is mandatory to assign the sequential number for each test. This can be done by selecting biochemical tests serially from the upper left panel of the IHC window, or by entering test numbers from 1 to 47 manually in the "sequence of selected test" window.

The name of the isolates can be provided as "enter" delimitated (one under other). This is optional, if no names are provided, then the numbered labeling would be used in the dendrogram. The number corresponds to the sequential position (row number) of the isolates in the data. For colored partitioning of the dendrogram, a cutoff value of the distance measure can be provided with the default cutoff value as 0.3. A dataset that is expected to form a single cluster can also be pasted in the same box, from which the cutoff value will be computed.

Unlike HC, in IHC the tests used should be specified, so as the order that they appear in the data. There is a list box under "Select test", from which the appropriate tests can be selected. The order in which these tests appear in the original data set has to be specified within the "Sequence of the selected test" box. For example, "3 1 2 5 4" (without quotation) indicate that the 3rd test from the list is the 1st test in the data, the 1st test appeared 2nd in the data and so forth. The list of all 47 tests can be found in [Table S1](#s0075){ref-type="sec"}. Then the name of the isolates can be typed (optional) and the cutoff value for cluster-formation can be designated or by default (0.3). Finally pressing the "Make Dendrogram" button will create a dendrogram. One of two distance metrics, either the "BPD" or "cost function" can be selected from a drop-down menu with the former set as default. BPD gives better accuracy in clustering but doesn't reflect phylogenetic relationship. For a better interpretation of clustering results, tests with both BPD and cost-function should be performed to compare. Clicking on the "Show in Enterobacteriaceae tree" button shows where the isolates stand in the population of the randomly selected 128 Enterobacteriaceae species. In both HC and IHC, there is a button called "show in new window". By clicking on this button, the dendrogram will be shown in a fresh new window and can be saved in the new window as well.

The function of the identification tab is to view the Bayesian probability score for different species. The tool has to be provided with Biochemical data, Isolate names, Tests, Test sequence as input for bacterial identification. Users can choose the desired number of the highest scoring target species to list and three best results are shown by default in a descending order.

Results {#s0030}
=======

Performance on simulated data {#s0035}
-----------------------------

To synthetically generate data, a test number t (number of the test to be used, maximum is 47) was chosen. Then t number of tests was randomly chosen from the whole test set without replacement. Then five species were chosen from 128 species set without replacement. Bergey's Manual was taken as gold standard for synthetic data generation. For each species, five samples were computationally generated with random number generator (RNG) with the probability given by Bergey's manual [@b0055]. These five sets of isolates from five species were defined as "Original cluster set". Two dendrograms were constructed, one using IHC and other using HC. Clustering accuracy (CA) was computed for both dendrograms.

The clustering accuracy is defined as$$\text{CA} = \frac{\text{Number\ of\ clusters\ correctly\ identified}}{\text{Total\ number\ of\ original\ clusters}}$$

We say a cluster is correctly identified when there is at least one node that contains all the elements from an original cluster set but none out of that set.

CA will obviously be different depending on the test amount, and higher CA would be achieved when more tests are used. It will also be related to choice of the tests and species. Here we compared CA of IHC and HC in terms of number of tests used. For each test number, CA was calculated 4000 times for different randomly-chosen combinations of tests and species, and then the average was taken.

The mean clustering accuracy was calculated as:$${\bar{\text{CA}}}_{n} = \frac{1}{40 \times 100}\sum\limits_{j = 1}^{40}\sum\limits_{k = 1}^{100}\text{CA}_{n}(\text{TC}_{j}\text{,}\text{SC}_{k})$$$\bar{\text{CA}}$ is the mean CA and n is the number of tests used. TC and SC stand for particular combinations of tests and species used, respectively.

Different linkage criteria of clustering, *e.g.*, single, complete, average, weighted, ward, and centroid, were tested for both algorithms. The complete linkage criterion was found to be the optimum for both algorithms, which was presented in [Figure 1](#f0005){ref-type="fig"}. Moreover, IHC offers better CA than HC for all tests and combinations generally, which is not due to species bias as we have randomly selected species and the results are presented as average of random iterations.

Accuracy of BPD compared to other distance metric {#s0040}
-------------------------------------------------

There are other distance metrics that are quite close to BPD, *e.g.*, Peterson' distance and cosine distance [@b0050; @b0065]. Cosine distance between two observations *O~i~* and *O~j~* is given by$$D(O_{i}\text{,}O_{j}) = 1 - \frac{O_{i}.O_{j}}{|O_{i}||O_{j}|}$$

Peterson distance between two observations *O~i~* and *O~j~* is given by$$D(O_{i}\text{,}O_{j}) = 1 - \frac{\mathit{cov}(O_{i}\text{,}O_{j})}{S_{O_{i}}S_{O_{j}}}$$

In the context of our work the observations are conditional probability vectors as in Equation [(4)](#e0030){ref-type="disp-formula"}. From the data generated with the algorithm described in the preceding subsection, we compared the performance of Cosine and Peterson distances with BPD. Euclidean distance was also included for comparison, as it is the most natural choice of a distance metric. It should be noted that, these distance metrics are applied on the conditional probability matrix. [Table 1](#t0005){ref-type="table"} shows the relative percentage difference (RPD) of CA, which was calculated by BPD over the three distance metrics aforementioned. Positive values shown in [Table 1](#t0005){ref-type="table"} represent a higher accuracy for BPD than the corresponding distance metrics. The BPD metric scored the highest accuracy for all test numbers except test numbers 1 and 2. The most commonly used distance metric, Euclidean distance scored poorly compared to other distance metrics. The accuracy of BPD, Peterson, and Cosine distance were fairly close, though BPD did better in most of the cases. These distances are mathematically very similar, which may explain comparable CA using these algorithms. When the magnitude of the observation vectors is equal to 1, Cosine distance and BPD become the same. When mean of the observation vector is equal to 0, the Peterson distance becomes equal to Cosine distance. Mathematically, Cosine distance is closer to BPD than Peterson. And as expected, Cosine distance does better than Peterson distance in a majority of the cases.

Comparison between BPD and cost function distance metrics {#s0045}
---------------------------------------------------------

Dendrograms were constructed using the two distance metrics, BPD and cost function. We only took a dendrogram that has correctly identified all original cluster sets. The topology of the dendrogram was compared with its corresponding dendrogram constructed from 16S DNA sequences. Topological accuracy (TA) is defined as:$$\text{TA} = \frac{\text{Number\ of\ times\ topology\ is\ perfectly\ matched}}{\text{Total\ number\ of\ iterations}}$$

TA can be viewed as the proportion of 4000 repetitions, in which topology is correctly identified. Only a perfect match of topology is counted while partial match is ignored. Like CA for each test number, TA was calculated 4000 times for different randomly-chosen combination of tests and species, and then the average was taken.

The mean topological accuracy was calculated as:$${\bar{\text{TA}}}_{n} = \frac{1}{40 \times 100}\sum\limits_{j = 1}^{40}\sum\limits_{k = 1}^{100}\ \text{TA}_{n}(\text{TC}_{j}\text{,}\text{SC}_{k})$$

$\bar{\mathit{TA}}$ is the mean TA and n is the number of tests used. TC and SC stand for particular combinations of tests and species used, respectively.

Comparison of TA between BPD and cost function distance metrics is shown in [Figure 2](#f0010){ref-type="fig"}. It's obvious that cost function distance gives significantly better results than BPD. At the maximum performance with 44 tests, correctly-identified topology was found in 83.27% of the 4000 trials. Performance of cost function is correlated with the number of tests. The overall Spearman rank correlation coefficient is 0.9960 with a *P* value of 6.1189E−49. Conversely, BPD scores poorly for TA: topology is correctly identified only 3.45% of the times even at its best performance (with 14 tests) and 0% when less than 8 tests were used. Moreover, there is not much correlation between the performance and test number (Spearman rank correlation coefficient: 0.2911; *P* value: 0.0471).

Topological analysis has shown that cost function is better at identifying phylogenetic relationship between the species (*i.e.*, higher topological accuracy). Using synthetic data, we also compared CA of BPD and cost function. Our data showed that BPD is undoubtedly superior to cost function ([Figure 3](#f0015){ref-type="fig"}). Therefore, BPD and cost function should be used together to better understand the relationships and clustering of isolates.

Performance on real data {#s0050}
------------------------

To assess the performance of BioCluster on real data, we collected some biochemical test result data from different published literature and also some data from several lab experiments to validate our tool ([Table S2](#s0075){ref-type="sec"}). Consequently, we obtained 36 samples and compared CA using IHC and HC. We found that IHC showed higher CA than HC ([Figure 4](#f0020){ref-type="fig"}), indicating that results from real data are consistent with results from synthetic data. We also tested BioCluster for its capability to identify different bacterial species correctly using the same dataset. Out of 36 samples, 33 samples were correctly identified (91%). We went further to test BioCluster by selecting different test numbers in random combination to find out the optimum test numbers for bacterial identification ([Table S3](#s0075){ref-type="sec"}). Our data indicated that for a test number of 10 or less of randomly-chosen tests, the test accuracy is around 40% (Equation [(2)](#e0020){ref-type="disp-formula"}), and the tool can identify enterobacterial species with an accuracy of 90%--98% when the number of tests is 18 or higher. Therefore, higher accuracy can be achieved with the increasing test numbers.

Discussion {#s0055}
==========

Automation of bacterial clustering and identification process has great potential in screening large datasets of biochemical test results of Enterobacteriaceae as opposed to the manual process. In this study, we have shown that improved clustering performs better by taking into account the probabilistic nature of test results, which allows more accurate results than the direct clustering. Here, we have introduced two distance metrics; one is BPD and the other is cost function. BPD is good at lower level clustering but performs poorly at higher level. Therefore, BPD is expected to perform very well at clustering all samples of *Escherichia coli* or samples of *Proteus vulgaris* accurately but not for the clustering at the genus level. On the other hand, cost function shows better results at clustering species of the same genus (or higher) together, but it is relatively error-prone for clustering at species level, compared to BPD. By combining these two metrics (separately in the BioCluster) together, users can infer the clustering both at species level and higher levels.

To the best of our knowledge, no similar tool for biochemical clustering of Enterobacteriaceae is available in the public domain so far. Hence, our tool can provide a unique role for identifying and clustering Enterobacteriaceae. It allows the presumptive identification process to be more robust and flexible as it can deal with variability. To properly cluster and identify the isolates, higher number of tests is always preferable. With low test numbers, two different organisms can show the same (or very similar) test results by chance alone. But by using a sufficiently-high number of tests, this problem could be resolved. BioCluster is very efficient at discerning organisms when enough information is provided. Therefore, BioCluster could give substantial advantage in terms of more accurate, rapid and reproducible data analysis.

In summary, BioCluster is a user-friendly MATLAB-based tool. All operation of the tool is done through GUI, therefore, no programing skill and acquaintance with programing language is required.
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![**Comparison of clustering accuracy of DHC and IHC**\
*X*-axis denotes the test number and *Y*-axis denotes clustering accuracy. Dark line indicates clustering accuracy of Improved Hierarchical Clustering (IHC) and gray line indicates clustering accuracy of direct hierarchical clustering (DHC). Clustering accuracy was calculated 4000 times for different randomly-chosen combinations of tests and species, and then the average was taken (Equation [(7)](#e0045){ref-type="disp-formula"}). Random combinations of tests were iterated 40 times and random combinations of species were iterated 100 times.](gr1){#f0005}

![**Comparison of topological accuracy of BPD and cost function distance metrics**\
*X*-axis denotes the test number and *Y*-axis denotes percentage of times when the topology of dendrogram is correctly identified, *i.e.*, topological accuracy. Dark line indicates topological accuracy of Bayesian probability distance (BPD) and gray line indicates topology accuracy of cost function distance. Clustering accuracy was calculated 4000 times for different randomly-chosen combinations of tests and species, and then the average was taken (Equation [(11)](#e0065){ref-type="disp-formula"}). Random combinations of tests were iterated 40 times and random combinations of species were iterated 100 times.](gr2){#f0010}

![**Comparison of clustering accuracy of BPD and cost function distance metrics**\
*X*-axis denotes the test number and *Y*-axis denotes clustering accuracy. Dark line indicates clustering accuracy of Bayesian probability distance (BPD) and gray line indicates clustering accuracy of cost function distance metric. Clustering accuracy was calculated 4000 times for different randomly-chosen combination of tests and species, and then the average was taken (Equation [(7)](#e0045){ref-type="disp-formula"}). Random combinations of tests were iterated 40 times and random combinations of species were iterated 100 times.](gr3){#f0015}

![**Comparison of clustering accuracy of DHC and IHC using real data**\
*X*-axis denotes the test number and *Y*-axis denotes clustering accuracy. Dark line indicates clustering accuracy of Improved Hierarchical Clustering (IHC) and the gray line indicates clustering accuracy of direct hierarchical clustering (DHC). IHC showed better performance than DHC. Clustering accuracy was calculated 4000 times for different randomly-chosen combination of tests and species, and then the average was taken (Equation [(7)](#e0045){ref-type="disp-formula"}). Random combinations of tests were iterated 40 times and random combinations of species were iterated 100 times.](gr4){#f0020}

###### 

Relative percentage difference of CA with different distance metrics compared to BPD in random test combinations

  Test number   Peterson (%)   Cosine (%)   Euclidean (%)   Test number   Peterson (%)   Cosine (%)   Euclidean (%)   Test number   Peterson (%)   Cosine (%)   Euclidean (%)
  ------------- -------------- ------------ --------------- ------------- -------------- ------------ --------------- ------------- -------------- ------------ ---------------
  1             0.00           0.00         0.00            17            1.62           0.26         29.85           33            14.14          6.06         149.03
  2             −0.07          0.15         2.59            18            1.52           0.51         27.25           34            17.17          10.10        144.43
  3             0.14           0.42         5.90            19            1.22           0.31         22.08           35            8.57           1.51         86.66
  4             0.31           0.32         11.42           20            1.17           0.36         19.31           36            12.09          5.54         65.46
  5             0.93           1.29         19.35           21            0.98           0.26         15.99           37            16.10          9.06         74.47
  6             1.50           1.54         24.77           22            0.84           0.25         12.99           38            11.58          6.04         49.83
  7             2.17           1.17         32.81           23            0.59           0.13         10.02           39            6.54           3.02         42.76
  8             1.94           0.87         36.57           24            0.61           0.21         9.09            40            10.05          5.02         30.15
  9             2.33           0.59         39.48           25            0.64           0.24         9.04            41            4.02           2.51         27.14
  10            2.58           1.00         42.33           26            0.42           0.11         6.14            42            4.52           2.51         22.11
  11            2.61           0.72         43.08           27            0.38           0.11         4.81            43            7.03           6.53         20.08
  12            2.71           0.74         40.97           28            0.36           0.14         4.23            44            7.03           4.52         17.06
  13            2.18           0.58         38.37           29            0.23           0.09         3.14            45            4.51           3.51         13.54
  14            2.33           0.64         37.56           30            0.27           0.07         2.91            46            4.01           3.01         12.54
  15            1.88           0.34         34.15           31            0.22           0.11         2.62            47            4.01           3.01         11.54
  16            1.87           0.35         31.73           32            0.21           0.08         1.96                                                      

*Note:* Relative percentage difference (RPD) of *x* with respect to $y = \frac{(y - x)}{(x + y)/2} \times 100\%$. Here *x* represents the CA of Cosine, Peterson, or Euclidean distance metrics and *y* represents the CA of BPD. RPD is calculated for different combinations of 47 tests. For a given number of tests, *e.g.*, 10, 10 tests are randomly selected from the 47 available tests and CA was calculated. This process is carried out 4000 times and the average RPD is presented here. CA, clustering accuracy; BPD, Bayesian probability distance.
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