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摘要 :小脑模型神经网络是 Albus 在一系列基础应用论文中被提出的。首先分析了小脑模型神经
网络的生物学基础、基本原理和学习算法及其扩展。在此基础上综述了小脑模型的研究进展和及
其它的一些应用。小脑模型是一种局部学习网络 ,结构简单 ,收敛速度快 ,易于软硬件实现 ,因而
具有广泛的应用前景 ,最后预测了小脑模型未来的发展趋势。
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0 　引　言







每一叶片表面是 1 层灰质 ,即小脑皮质 ,皮质下为白质 (髓质) 。小脑皮质从外到内明显地分 3 层 :分子
层、颗粒层和蒲肯野细胞层。皮质内的神经元有星形细胞、篮状细胞、蒲肯野细胞、颗粒细胞和高尔基细
胞 5 种。基于小脑的 3 层结构 ,Albus 也提出了相应的小脑模型 3 层结构 ,以展开研究。
2 　Albus 小脑模型
Albus 提出的小脑模型的原理 ,是一种易于软件实现的传统小脑模型数学描述。
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2. 1 　Albus 小脑模型的工作原理
Albus 小脑模型是前馈神经网络[3 ] ,由两个基本映射表示输入输出之间的非线性关系。X空间的 xi
(i = 1 ,2 , ⋯n)构成小脑模型的输入 ,在 M 的量化空间中 ,进行组合得到虚拟地址 A ,由 A 用哈希编码变
换得到 Ap ,再从 Ap 得到输出 y
[7 ] 。
(1)从 X到 M 的映射。X空间的信号一般由传感器测得 ,M 是一个量化的感知器。由于综合的需
要 ,xi 在它对应量化值的周围 C 个感知器同时被激励 ,C 称为泛化常数。在实际中 C 一般可取 10 到
100。
(2)由 M 映射到 A。从 M 到 A 的映射是通过滚动组合得到的 ,其原则是输入空间中比较相近的矢
量 ,要求在输出空间也比较接近 ,由于 A 是以地址形式出现的 ,如果输入感知器的兴奋元为 C 个 ,不管
它的输入是多少维 ,在 A 中映射的地址也应为 C个。
(3) A 映射到 Ap 。在小脑模型网络中使用杂散编码技术是将分布稀疏、占用较大存储空间的数据
作为一个伪随机发生器的变量 ,产生一个占用空间较小的随机地址 ,而这个随机地址内存放着占用大量
内存空间地址的数据 ,这就完成了由多到少的映射 ,即 A 到实际存储器 Ap 的映射。
(4) 从 Ap 映射到 y 。通过 Ap 存储的权值 ,运算得到输出 y。
2. 2 　Albus 小脑模型的原理
假定一个标准的小脑模型输入向量 ,它在 N 维输入空间中 ,泛化常数为 C。
　　　　　　S = ∫ S1 , S2 , ⋯, SNó (1)
第一步就是生成一个标准整数输入向量 S′。它可以通过 S i 除以一个合适的量化参数 △j 得到 :










第二步 ,计算得出一个包含输入点 S′的 C 个感知域地址向量A i 。
　　　　　　A i = ∫ s′1 - ( ( s′1 - i) %C) , s′2 - ( ( s′2 - i) %C) , ⋯, s′N - ( ( s′N - i) %C) ó
　　　　　　　= ∫αi1 ,αi2 , ⋯,αiNó　　　i = 1 ,2 , ⋯, C (3)
%代表模运算符 , i 指感知域的第 i 个平行层。因为在 N 维空间感知域的总数相当大 ,感知域地址
A i 通常认为是虚拟地址 ,而不是物理地址。所以接下来就是生成标量的物理地址 A
′
i 。
　　　　　　A′i = h (αi1 ,αi2 , ⋯,αiN) (4)
式中 h ( ⋯) d 代表任意伪随机杂散函数 ,通过杂散函数运算单元αij感知域的虚拟地址 ,在大小为
M 的物理存储器中产生分布一致的标量地址。
最后小脑模型的输出为 :





W[ A′i ] (5)
网络的训练通常通过比较训练数据集 S 和 Yd ( S ) 的差别来调整权值 , yd ( S ) 是根据输入 S 期望得
到的输出。权值调整公式如下 :
　　　　　　△W =βÞ( yd ( S) - y ( S) ) (6)
小脑模型神经网络属于局部逼近网络 ,相对于其它神经网络它主要有如下几个优点 : (1) 小脑模型
神经网络把信息存储在局部的结构上 ,在保证函数逼近性能的前提下 ,学习速度快 ; (2) 小脑模型函数逼
近器对学习数据出现的次序不敏感 ; (3) 小脑模型结构简单 ,因而有利于硬件实现和软件实现。
3 　小脑模型的研究进展和应用
3. 1 　小脑模型结构方面的研究
小脑模型结构简单 ,易于硬件和软件实现 ,因而应用比较普遍。但它有一个很大的缺点 ,即神经网
络权值系数的存储空间随着小脑模型输入维数增大而急剧增加。通常可以采用杂散编码来解决这个问
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题 ,但罗忠等人的研究表明[4 ] ,采用杂散编码方法在学习时存在冲突问题 ,可能会导致学习速度下降 ,或
者学习发散。Wang 等人也指出杂散编码法并不能提高小脑模型的逼近能力[5 ] 。针对上面提出的几个
问题 ,许多学者在这方面做了很多研究并提出了一些有效的办法。David 等人运用一种领域顺序
(Neighbor Sequential)法[6 ] ,在整个学习期间每个记忆单元对应的权系数只调整一次 ,这样可以解决学习
时可能发生冲突的问题。Eldracher 等人采用自适应编码技术[7 ] ,能有效的提高 小脑模型函数逼近能力。
Chiang 和Lin 等人在原有小脑模型原理和结构的基础上[8 ] ,第一次提出了基于广义基函数的小脑模型。
主要原理是把小脑模型的输入空间量化成离散状态 ,并选取一定数量的超立方体 ,每个超立方体包含许
多离散状态 ,每个离散状态具有记忆细胞的功能 ,用来存储信息。小脑模型就可以看作基函数网络 ,小









模型结构。例如 ,Huang 提出了层叠小脑模型结构 (通过多个低维输入小脑模型按某种规律组合在一
起 ,相当于一个高维输入小脑模型) 来改善单个 小脑模型非线性映射的精度[10 ] ,并且把它应用于打印
机彩色校准。Tham 等人研究得出的一种 H - 小脑模型 (递阶小脑模型) 结构[11 ] ,能有效地减少存储空
间 ,用于快速学习复杂非线性函数。Lin 和 Li 提出多 小脑模型结构[12 ] ,每个小的 小脑模型的输入是整
个系统输入空间的子集 ,这样可以把一个高维 小脑模型化为若干个低维 小脑模型。
人脑实际上是神经网络与模糊系统有机的自然结合 ,所以两者的结合是发展的必然。Nie 和
Linkens 结合小脑模型和模糊系统 ,提出了 F 小脑模型 (模糊小脑模型) [13 ] 。国内 ,王士同也在模糊小脑
模型理论方面做了很多努力。例如 ,在 Badwin 的 mass - assignment 理论基础上 ,王士同研究了新的基于
mass - assignment 的 F 小脑模型神经网络[14 ] ,并得出它的学习规则。并且王士同还提出了广义模糊小脑
模型神经网络[15 ] ,导出了它学习的充分条件和证明它在平方误差意义下的学习收敛性。Park 和
Wong[16 ]等人利用不同的方法[17 ] ,证明了 Albus 算法的收敛性 ;刘惠等指出 Albus 算法在批量学习时的













小脑模型最早应用在机器人控制中。机器人行走、视觉跟踪、机器人控制运动学[41 ,42 ] 、动力学、机
械手等中都用到小脑模型。Hu 等人把小脑模型引入控制双足行走的机器人控制中 ,提高了它的抗干扰
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入侵检测系统 ( Intrusion Detection System ,简称 IDS)技术 ,是发现外部攻击和合法用户滥用特权的一









要设计一种好的神经网络学习算法必须遵循如下 5 条准则 :完成网络的设计任务 ;学习的鲁棒性 ;
学习的快速性 ;学习的有效性 ;学习的泛化性。
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Research and Development of CMAC :A Survey
WAN Tai2ping1 , ZENG Wen2hua2
(1. School of Computer Science , Hangzhou Institute of Electronics Engineering , Hangzhou Zhejiang 310037 , China ;
2. Department of Computer Science , Xiameng University , Xiamen Fujian 361005 , China)
Abstract :The Cerebellar Model Articulated Controller (CMAC) was introduced and then developed by Albus in a
series of fundamental papers. Because CMAC is a local learning neural network , simple architecture , quick learning
convergence , and easy to be implemented by software and hardware , it has a very promising potential of applica2
tion. In this paper , the Albus CMAC and its extensions are introduced ,a review of the research and application in
CMAC and development trend are presented.
Key words :CMAC ; Fuzzy CMAC ; Intrusion detection system ; Hashing - coding
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