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Abstract
The role of a physical phase space structure in a classical and quantum dynamics
of gauge theories is emphasized. In particular, the gauge orbit space of Yang-Mills
theories on a cylindrical spacetime (space is compactified to a circle) is shown to
be the Weyl cell for a semisimple compact gauge group, while the physical phase
space coincides with the quotient IR2r/WA, r a rank of a gauge group, WA the affine
Weyl group. The transition amplitude between two points of the gauge orbit space
(between two Wilson loops) is represented via a Hamiltonian path integral over the
physical phase space and explicitly calculated. The path integral formula appears
to be modified by including trajectories reflected from the boundary of the physical
configuration space (of the Weyl cell) into the sum over pathes.
The Gribov problem of gauge fixing ambiguities is considered and its solution is
proposed in the framework of the path integral modified. Artifacts of gauge fixing
are qualitatively analyzed with a simple mechanical example. A relation between a
gauge-invariant description and a gauge fixing procedure is established.
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1 Introduction
This paper is devoted to an analysis of quantum dynamics of gauge theories on a gauge
orbit space. Its main aim is to establish the path integral representation of the transition
amplitude on the gauge orbit space which results from the Dirac’s operator method of
quantizing first-class constrained systems [1].
The whole configuration space of any gauge theory is splinted into a set of gauge
group orbits so that gauge transformations generated by constraints are shifts along those
orbits. Any motion of a system along a gauge orbit is physically irrelevant and, therefore,
only transitions between distinct gauge orbits carry physical information. So, dynamics of
physical degrees of freedom occurs in the space of gauge orbits which serves as a physical
configuration space.
In Sec.2, we show with trivial examples of a particle in a box, on a circles and on a line
that a configuration space structure affects quantum dynamics. Then we give a definition
of the physical phase space in gauge theories. In Sec.3, we analyze a physical configuration
(and phase) space structure in 2D Yang-Mills theories (QCD2) with a semisimple compact
gauge group and show that it differs from an Euclidean space. Due to a solvability of
the model [2], [3], it is intensively investigated [4] and regarded as a good toy model for
verifying various ideas and methods proposed for 4D gauge theories.
Recently, we have proposed a path integral formula for a transition amplitude on the
gauge orbit space for 4D Yang-Mills theories [5]. Because of the Gribov’s ambiguity
[6], [7], the gauge orbit space of Yang-Mills potentials cannot be uniquely parametrized
by potentials satisfying a gauge condition chosen. A gauge condition surface in the total
configuration space contains gauge-equivalent configurations. The gauge orbit space turns
out to be isomorphic only to a certain domain on it which is called a modular domain [8].
It was shown in [5] that the Dirac quantization method leads to a modified path integral
formula. One should include contributions of trajectories reflected from the modular
domain boundary into the Feynman sum over paths in order to obtain a gauge invariant
transition amplitude. In Sec. 5, we apply this recipe to the two dimensional case and
obtain an exact quantum amplitude for a transition between two gauge orbits [9].
When describing quantum dynamics on the gauge orbit space, one needs to introduce
coordinates or a certain set of parameters which span the orbit space. A choice of the
orbit space parametrization is not unique and implies, actually, fixing a gauge. Some
gauge fixing artifacts which might occur through an inappropriate gauge condition choice
are discussed in Sec. 4.
For the Yang-Mills theory on a cylindrical spacetime, physical degrees of freedom can
be described by spatially homogeneous connections belonging to the Cartan subalgebra,
i.e. the Cartan subalgebra is chosen to be a space of physical coordinates. However, this
space is over complete in a sense that there are configurations in it which correspond to
the same gauge orbit. The latter does not lead to decreasing a number of physical degrees
of freedom, but it does reduce a ”volume” of the physical configuration space. It turns
out that physically distinct configurations constitute a compact domain in the Cartan
subalgebra, namely, the Weyl cell [9].
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The path integral formula resulting from Dirac’s operator method of quantizing first-
class constrained system does not contain an integration over the Weyl cell K+W . A correct
transition amplitude is given by a sum over all trajectories reflected from the Weyl cell
boundary, which is technically equivalent to carrying out functional integration over the
Cartan subalgebra H with a sequent symmetrization the result with respect to the affine
Weyl group WA [9], K
+
W = H/WA.
The paper also contains a few Appendices where some technical and mathematical
points are explained.
2 Physical phase space in gauge theories
There is no doubt that phase-space (PS) geometry is one of the main characteristics of
Hamiltonian systems, and classical as well as quantum dynamics strongly depend on it.
Consider, for example, a free particle on a line. The Hamiltonian reads H = p2/2. If PS
is assumed to be a plane IR2, then classical trajectories are straight lines perpendicular
to the momentum axis in PS and outgoing to infinity. In quantum theory we have the
Hamiltonian spectrum E = p2/2, p ∈ IR, and wave functions being plane waves ψ ∼
exp ipx.
Let us change the PS topology by compactification of the configuration space to a
finite size L. One can do it in different ways. We may identify the boundary points of the
configuration space to turn it into a circle S1 of length L, then the phase space becomes
a cylinder PS = IR ⊗ S1. Another way is to install infinite walls at the boundary points
x = 0, L to prevent a particle from penetrating outside of the interval, then the phase space
is a strip IR⊗ (0, L). The classical motion becomes periodical. The system returns to its
initial state (a PS point) via time T = L/p0, p0 is a particle momentum, if PS = IR⊗S1.
For a particle moving between two walls the period is equal to T = 2L/p0 because a
particle has to reflect from both walls to reach an initial PS point (notice, each reflection
changes a sign of a particle momentum). The quantum theories are also different. For
the cylindrical PS the spectrum and wave functions read En = 2π
2n2/L2, n ∈ ZZ, and
ψn ∼ exp(2πinx/L), respectively, while for PS being a strip they are En = π2n2/(2L2),
and ψn ∼ sin(πxn/L), n = 0, 1, 2, ... .
A main feature of gauge theories is the existence of unphysical variables whose evo-
lution is determined by arbitrary functions of time [1], while physical quantities appear
to be independent of the gauge arbitrariness. A non-trivial geometry of the physical PS
(denoted below as PSph) may occurs in gauge theories, even if the total PS is assumed to
be an even-dimensional Euclidean space [10]-[13].
Let a system with N degrees of freedom have M independent first-class constraints
[1] σa(q, p) = 0, a = 1, 2, ...,M . Let H = H(q, p) be a Hamiltonian of the system
such that its Poisson bracket with the constraints vanishes on the constraint surface,
i.e. {H, σa} = cabσb = 0. The latter means that the system never leaves the constraint
surface in due course since σ˙a = {σa, H} = 0. Then our system admits a generalized
dynamical description, namely, on the constraint surface the time evolutions generated
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by the Hamiltonians H and HE = H + λaσa, where λa are arbitrary functions of time,
are physically indistinguishable [1]. Indeed, the first class constraints generate gauge
transformations of canonical variables δq = ωa{σa, q} and δp = ωa{σa, p}, ωa are arbitrary
infinitesimal functions of time[1]. Any physical quantity F = F (q, p) must be gauge
invariant and, therefore, δF = ωa{σa, F} = 0, which leads to the equality F˙ = {F,HE} =
{F,H} on the surface σa = 0.
A general solution of the constraints and equations of motion induced by HE depends
on M arbitrary functions of time λa, while any variation of those functions means no
change of a physical state of the system [1]. Such a variation is nothing but a gauge
transformation of canonical variables. If we require that any physical state corresponds
just to one point of PSph, then we are led to the following definition of PSph. The
physical phase space is the quotient of the constraint surface in the whole PS by gauge
transformations G generated by all independent first class constraints σa,
PSph = PS|σa=0/G . (2.1)
Let us apply (2.1) to a simple gauge system. Consider a particle moving in a plane.
Let the only constraint be its angular momentum [10] σ = pTx = 0, T = −iτ2, τ2
the Pauli matrix, x and p are position and momentum vectors of the particle. The
constraint generates simultaneous rotations of p and x since δp = ω{p, σ} = ωTp and
δx = ω{x, σ} = ωTx and T is a generator of SO(2). So, the angular variable turns out to
be unphysical, and only the radial motion should be of physical interest. Dynamics of the
radial degree of freedom occurs on the constraint surface p ∼ x in the total PS = IR4.
By means of gauge SO(2)-rotations we can identify any vector x with a particular vector
(x, 0), x2 = x2. A momentum vector is simultaneously reduced to (p, 0) by the same
gauge transformation since p ∼ x. The continuous gauge arbitrariness is exhausted.
Notice that the relation p ∼ x implies p ∼ x. However, the variables p and x are
regarded as independent because the proportionality coefficient is an arbitrary function
of time (it can be found only by solving Hamiltonian equations of motion).
One would assume PSph spanned by p and x to be a plane IR
2. But it is not the case.
There remain discrete gauge transformations, the SO(2)-rotations of the vector (x, 0)
through the angle π which identify the phase-space points p, x and −p,−x on the phase
plane IR2 (as p ∼ x, the gauge transformations x → ±x imply the simultaneous change
of the momentum sign, p→ ±p). Therefore, PSph in the model is a cone unfoldable into
a half-plane [10],
PSph = IR
2/ZZ2 = cone(π) . (2.2)
A manifestation of the PSph structure (2.2) can be observed in classical and quantum
dynamics. Let the Hamiltonian be H = (p2 + ω2x2)/2. After eliminating an unphysical
degree of freedom we have a one-dimensional oscillator with a conic PS. A classical phase-
space trajectory of a harmonic oscillator is an ellipse with its center at the origin. As the
points p, x and −p,−x are gauge equivalent, the system returns to its initial state (an
initial phase-space point) via time Tph = π/ω rather than the period T = 2π/ω, i.e. the
physical frequency is doubled [10] ωph = 2π/Tph = 2ω.
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In quantum theory, the operator σˆ must annihilate physical states [1]. Rewriting it via
the destruction and creation operators , aˆ = (
√
ωxˆ + ipˆ/
√
ω)/
√
2 and aˆ+, respectively,
we have [11] σˆ|ph〉 = −iaˆ+T aˆ|ph〉 = 0. Therefore |ph〉 = Φ(aˆ+)|0〉, aˆ|0〉 ≡ 0, where
[σˆ, Φˆ] = 0. The latter means that the operator Φˆ is a function invariant under the SO(2)-
rotations of its argument aˆ+. The only independent invariant which can be built of the
vector aˆ+ is its square aˆ+2; all invariants are functions of it. Thus, an arbitrary physical
Fock state reads
|ph〉 =
∞∑
n=0
Φn(aˆ
+2)n|0〉 , (2.3)
which yields the physical spectrum Ephn = 2ω(n+1/2) = ωph(n+1/2), n = 0, 1, ..., of the
Hamiltonian H = ω(aˆ+aˆ+1). The distance between energy levels is doubled. This result
can be also recovered by quantizing the conic PS (2.2) in the framework of the WKB
method [10], [12].
A further consideration of the PSph geometry in mechanical gauge systems can be
found in a review [12] or in a monograph [13], an application to minisuperspace cosmology
[14] is given in [15], a relation between the PSph geometry and quantum Green function
in gauge theories are discussed in [5] (see also for a review [16]).
3 Phase space structure in Yang-Mills theory on a
cylinder
The PSph definition (2.1) holds for gauge field theories, i.e. for systems with an infinite
number of degrees of freedom. PS in a field theory is a functional space, which gives rise
to some technical difficulties when applying (2.1). Nevertheless, for some particular gauge
field theories, the quotient (2.1) can be explicitly calculated. The 2D Yang-Mills theory
on a cylindrical spacetime (space is compactified to a circle S1) [2], [3] exhibits a nice
example of that kind. We shall establish the PSph structure of this theory in the case of
an arbitrary compact semisimple gauge group.
The Lagrangian reads
L = −1
4
2πl∫
0
dx(Fµν , Fµν) ≡ −1
4
〈Fµν , Fµν〉 , (3.1)
where Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ], g a coupling constant, µ, ν = 0, 1; the Yang-
Mills potentials Aµ being elements of a Lie algebra X are periodic functions of a spatial
coordinate, Aµ(t, x + 2πl) = Aµ(t, x), i.e. l is the space radius; the brackets (, ) in the
integrand (3.1) stand for the invariant inner product in X . We assume it to be the Killing
form (see Appendix A) and suppose also that the orthonormal basis (A.5) is introduced
in X . The spatial coordinate x ∈ S1, the Lorentz and Lie algebra suffices of Aµ label
degrees of freedom in the theory.
To go over the Hamiltonian formalism, we determine the canonical momenta Eµ =
δL/δA˙µ = F0µ, the overdot denotes the time derivative. The momentum conjugated to
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A0 vanishes, E0 = 0, forming the primary constraints. The canonical Hamiltonian has
the form H = 〈Eµ, Aµ〉 − L = 〈E1, E1〉/2 − 〈A0, σ〉 where σ = ∇(A1)E1 with ∇(A1) =
∂1 − ig[A1, ] being the covariant derivative in the adjoint representation. The primary
constraints must be satisfied during the time evolution [1]. This yields the secondary
constraints
E˙0 = {E0, H} = ∂1E1 − ig[A1, E1] = σ = 0 , (3.2)
where the standard symplectic structure {Aaµ(x), Ebν(y)} = δabδµνδ(x− y), x, y ∈ S1, has
been introduced, the suffices a, b enumerate Lie algebra components. Since {σa(x), σb(y)}
= ifabcδ(x − y)σc(x), fabc are structure constants of X , and {σa, H} = −fabcAb0σc, we
conclude that there is no more constraints in the theory, and all constraints are of the
first class [1].
The primary and secondary (first-class) constraints are treated as independent genera-
tors of gauge transformations (see Sec.2). It is readily to see that the primary constraints
Ea0 = 0 generate shifts of A
a
0 (δA
a
0(x) = {Aa0, 〈ω0, E0〉} = ωa0(x)) and leave the phase space
variables Eaµ and A
a
1 untouched. Therefore the hyperplane E
a
0 = 0 being the constraint
surface in the total PS is a gauge orbit. In accordance with (2.1) it contributes just a
point E0 = A0 = 0 to PSph. Thus, we can ignore those pure unphysical degrees of freedom
and concentrate our attention just on the remaining variables.
The constraints (3.2) generate following gauge transformations
E1 → ΩE1Ω−1 = EΩ1 , A1 → ΩA1Ω−1 +
i
g
Ω∂Ω−1 = AΩ1 ; (3.3)
here and below ∂1 ≡ ∂, Ω = Ω(x) takes its values in a semisimple compact group G (X
is its Lie algebra). The gauge transformed variables EΩ1 and A
Ω
1 must be also periodic
functions of x. This results in the periodicity of Ω modulo the center ZG of G
Ω(x+ 2πl) = zΩ(x) , z ∈ ZG . (3.4)
Indeed, by definition z commutes with any element of X and, therefore, EΩ1 and A
Ω
1 are
invariant under the shift x→ x+ 2πl.
The relation (3.4) is called a twisted boundary condition [17]. As has been pointed
out in [17], twisted gauge transformations (i.e. satisfying (3.4) with z 6= e, e a group unit)
form distinct homotopy classes. Therefore they cannot be continuously deformed towards
the identity. On the other hand, gauge transformations generated by the constraints (3.2)
are homotopically trivial because they are built up by iterating the infinitesimal trans-
formations [18] δE1 = {E1, 〈ω, σ〉} = ig[E1, ω] and δA1 = {A1, 〈ω, σ〉} = −∇(A)ω with
ω being an X-valued periodic function of x. Thus, we are led to the following conclu-
sion. When determining PSph by means of (2.1), one should restrict oneself by periodic
(i.e. homotopically trivial) gauge transformations [9]. Such transformations determine a
mapping S1 → G. Yet we shall see that quantum states annihilated by the operators of
the constraints (i.e. the physical states [1]) are not invariant under twisted gauge trans-
formations (see Appendix D) which confirms that twisted gauge transformations belong
to a homotopically non-trivial class [18].
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Consider a periodic function f(x) taking its values in X . It is expanded into a Fourier
series
f(x) = f0 +
∞∑
n=1
(
fs,n sin
nx
l
+ fc,n cos
nx
l
)
. (3.5)
We denote a space of functions (3.5) F and its finite dimensional subspace formed by
constant functions F0 so that A1 = A10 + A˜1, where A10 ∈ F0 and A˜1 ∈ F ⊖ F0.
Any configuration A1 belongs to the same gauge orbit as its homogeneous component
A1 = A10 does. Set Ω
−1 = P exp ig
∫ x
0 ωdy, ω ∈ F ⊖ F0, in (3.3) and require ∂1AΩ1 = 0
(the Coulomb gauge AΩ1 ∈ F0). Using the relations ∂Ω−1 = igωΩ−1 and ∂Ω = −igΩω we
derive the equation for ω
∇(A1)ω = ∂ω − ig[A1, ω] = ∂A˜1 . (3.6)
The operator ∇(A1) is invertible for ω ∈ F ⊖ F0. Indeed, a general solution to the
homogeneous equation ∇(A1)ω = 0 can be written as ωhom(x) = Wω(x0)W−1, W =
P exp ig
∫ x
x0
dyA1. For ω
hom ∈ F ⊖ F0 there always exists a point x0 ∈ (0, 2πl) such that
ωhom(x0) = 0 because
∫ 2πl
0 dxω
hom = 0, and, hence, ωhom(x) ≡ 0 since W 6= 0. So, any
configuration A1 ∈ F can be reduced towards a spatially homogeneous configuration A10
by means of a gauge transformation.
Now we shall prove that the gauge reduction of A1 to A10 leads to a simultaneous gauge
reduction of the momentum E1 to E10 ∈ F0 on the constraint surface (3.2). Substituting
(3.3) into (3.2) and assuming AΩ1 ≡ A10 we get ∂EΩ1 − ig[A10, EΩ1 ] = 0. Putting EΩ1 =
E10 + E˜
Ω
1 , E˜
Ω
1 ∈ F ⊖ F0 we obtain two equations
σ0 ≡ [A10, E10] = 0 , (3.7)
∂E˜Ω1 − ig[A10, E˜Ω10] = 0 . (3.8)
Equation (3.8) has only trivial solution E˜Ω1 = 0 (see the above discussion of the solution
ωhom = 0 to Eq. (3.6)).
Thus, we are led to a system with N = dimX degrees of freedom and the constraint
(3.7) which generates homogeneous gauge transformations of the phase-space variables
A10 and E10 (∂Ω ≡ 0 in (3.3)). This mechanical system has been studied in [11]. The
system is shown to have r = rank X physical degrees of freedom which can be described
by Cartan subalgebra components of A10 and E10.
Any element of X can be represented in the form [19] A10 = ΩAaΩ
−1
A , a an element of
the Cartan subalgebra H (see Appendix A), ΩA ∈ G. Therefore configurations A10 and a
belong to the same gauge orbit. Moreover, a spatially homogeneous gauge transformation
with Ω = Ω−1A brings the momentum E10 on the constraint surface (3.7) to the Cartan
subalgebra. Indeed, from (3.7) we derive [a,Ω−1A E10ΩA] = 0 and conclude that pa =
Ω−1A E10ΩA ∈ H by the definition of H . The element a has a stationary group being the
Cartan subgroup of G. This means that not all of the constraints (3.7) are independent.
Namely, there are just N − r, r = dimH , independent constraints amongst (3.7). The
continuous gauge arbitrariness is exhausted in the theory.
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One would assume PSph to be IR
2r (meaning H ∼ IRr) but this is wrong. There remain
discrete gauge transformations which cannot decrease a number of physical degrees of
freedom, while they do reduce their PS.
As has been pointed out in [11], the mechanical system with the constraint (3.7)
possesses a non-trivial PSph geometry due to the Weyl group W [19] being a subgroup of
the gauge group and acting in the reduced PS spanned by a and pa. Any element of W
is a composition of reflections sˆω in hyperplanes orthogonal to simple roots ω, (a, ω) = 0
(see Appendix A),
sˆωa = ΩωaΩ
−1
ω = a−
2(a, ω)
(ω, ω)
ω , Ωω ∈ G . (3.9)
The Weyl group preserves the root system of X [19], p.456. The group elements Ωω can
be easily found in the orthogonal basis (A.5),
Ωω = Ωs = exp
iπ
(ω, ω)1/2
sω, or Ωω = Ωc = exp
iπ
(ω, ω)1/2
cω . (3.10)
Using the commutation relations
[sω, cω] = iω , [ω, sω] = i(ω, ω)cω , [ω, cω] = −i(ω, ω)sω (3.11)
one can be convinced that the group elements (3.10) satisfy (3.9). The existence of two
different representations (3.10) of the reflection operators (3.9) plays the crucial role in
gauge dynamics with fermions [20].
Let G = SU(2). The representation of the Cartan-Weyl basis via the Pauli matrices is
given in Appendix A. Using it we get Ωs = iτ1 and Ωc = iτ2, τ3 is the only basis element
of Hsu(2). Then (iτ1)τ3(−iτ1) = −τ3 = (iτ2)τ3(−iτ2) = sˆωτ3.
Thus, we conclude that the points sˆpa, sˆa, sˆ ∈ W, in IR2r are gauge equivalent, i.e.
they belong to the same gauge orbit and, therefore, should be identified in accordance
with (2.1). The Weyl group simply transitively acts on the set of Weyl chambers [19],
p.458. Any element of H can be obtained from an element of the positive Weyl chamber
K+ (a ∈ K+ if (a, ω) > 0, ω ranges all simple roots) by a certain transformation from
W . In other words, the chamber K+ is the quotient H/W .
In contrast with the mechanical model studied in [11], the Weyl group does not cover
the whole admissible discrete gauge arbitrariness in the 2D Yang-Mills theory. Put E1 =
pa and A1 = a in (3.3) and consider such gauge transformations Ω which do not transfer
pa and a out of the Cartan subalgebra and preserve the conditions ∂a = ∂pa = 0. If Ω
does not belong to the Cartan subgroup GH and ∂Ω = 0, then it must be an element
of W as we have seen above. If Ω ∈ GH and ∂1Ω = 0, then it is an element of the
stationary group of a. Let now Ω ∈ GH and depend on x such that Ω∂Ω−1 is independent
of x. Obviously, Ω = Ωη = exp(ixη/l) where η ∈ H . This transformation transfers a to
a + a0η, a0 = (gl)
−1, and leaves pa untouched. The group element Ωη has to obey the
boundary condition (3.4) with z = e as has been argued above. This yields the equation
for η
exp(2πiη) = e . (3.12)
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The set of elements η obeying (3.12) is called the unit lattice in the Cartan subalgebra
[19], p.305.
Consider the diagram D(X) being a union of a finite number of families of equispaced
hyperplanes in H determined by (α, a) ∈ a0ZZ, α ranges over the root system. Consider
then a group Te of translations in H , a → a + a0η, where η belongs to the unit lattice.
The group Te leaves the diagram D(X) invariant [19], p.305. The diagram D(X) is
also invariant with respect to Weyl group transformations. Since W is generated by the
reflections (3.9), it is sufficient to prove the invariance of D(X) under them. We have
(α, sˆωa) = a0nω where nω = n − 2kω(ω, α)/(ω, ω) is an integer (see Appendix A), and
(a, ω) = kωa0, kω ∈ ZZ because a ∈ D(X). So, sˆωD(X) = D(X).
Consider the complement H ⊖ D(X). It consists of equal polyhedrons whose walls
form the diagram D(X). Each polyhedron is called a cell. A cell inside of the positive
Weyl chamber K+ such that its closure contains the origin is called the Weyl cell K+W . For
instance, D(su(2)) consists of points na0ω/(ω, ω), n ∈ ZZ with ω being the only positive
root of su(2), (ω, ω) = 1/2 (ω = τ3/4, see Appendix A). A cell of Hsu(2) ⊖D(su(2)) is an
open interval between two neighbor points ofD(su(2)). SinceK+ ∼ IR+, we conclude that
a ∈ K+W if a3 ∈ (0,
√
2a0) where a =
√
2a3ω, (a, a) = a
2
3 in the orthonormal basis. The
translations a→ a + 2na0ω/(ω, ω), n ∈ ZZ form the group Te, and W = ZZ2, sˆωa = −a.
So, D(su(2)) is invariant under translations from Te and the reflection from W .
For X = su(3) we have three positive roots, ω1, ω2 and ω12 = ω1 +ω2 which have the
same norms. The angle between any two neighbor roots is equal to π/3. The diagram
D(su(3)) consists of three families of equispaced straight lines (ω1,2,12, a) = a0n1,2,12, n ∈
ZZ on the plane Hsu(3) ∼ IR2. The lines are orthogonal to the roots ω1,2,12, respectively.
The complement Hsu(3) ⊖ D(su(3)) is a set of equal-side triangles covering the plane
Hsu(3). The Weyl cell K
+
W is the triangle bounded by lines (ω1,2, a) = 0 (being ∂K
+)
and (ω12, a) = a0. The group Te is generated by integral translations through the vectors
2a0α/(α, α), α ranges ω1,2,12, (α, α) = 1/3 (see Appendix A).
Since all residual discrete gauge arbitrariness is exhausted by Te and W , we con-
clude that there are no gauge equivalent points in K+W , i.e. H ⊃ CSph ⊇ K+W where
CSph denotes the physical configuration space. It can be defined analogously to (2.1),
CSph = CS/G if gauge transformations generated by constraints do not mix generalized
coordinates spanning the total configuration space CS and generalized momenta. In the
case of the 2D Yang-Mills theory, CPph = [A1]/G where G is composed of the homotopi-
cally trivial transformations (3.3). Actually, we shall prove the equality CSph = K
+
W .
Let WA denote the group of linear transformations of H generated by the reflections
in all the hyperplanes in the diagram D(X). This group is called the affine Weyl group
[19], p.314. WA preserves D(X) and, hence,
K+W = H/WA , (3.13)
i.e. the Weyl cell is a quotient of the Cartan subalgebra by the affine Weyl group. Consider
a group Tr of translations a→ a+2a0∑α>0 nαα/(α, α), nα ∈ ZZ. Then WA is semidirect
product of Tr and W [19], p.315. The fact that CSph coincides with K
+
W follows from the
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equality [19], p.317,
exp
4πiα
(α, α)
= e , (3.14)
i.e. Te ⊇ Tr.
Thus, the residual discrete gauge transformations form the affine Weyl group. The
physical phase space is the quotient [9]
PSph = IR
2r/WA , (3.15)
where the action of WA on H ⊗ H ∼ IR2r is determined by all possible compositions of
the following transformations
sˆα,npa = sˆαpa = pa − 2(α, pa)
α, α)
α , (3.16)
sˆα,na = sˆαa +
2nαa0
(α, α)
α , (3.17)
where the element sˆα,n ∈ WA acts on a as a reflection in the hyperplane (α, a) =
nαa0, nα ∈ ZZ, and α is any root.
To illustrate the formula (3.15), let us first construct PSph for the simplest case X =
su(2). We have r = 1, W = ZZ2, (ω, ω) = 1/2. The group Tr = Te acts on the phase plane
IR2 spanned by the coordinates p3, a3 (we have introduced the orthonormal basis in Hsu(2);
see the discussion of D(su(2)) above) as p3, a3 → p3, a3+2
√
2na0. So, IR
2/Tr is a cylinder
or the strip p3 ∈ IR, a3 ∈ (−
√
2a0,
√
2a0) with the identified boundary lines a3 = ±
√
2a0.
On this strip one should stick together the points p3, a3 and −p3,−a3 connected by the
reflection from the Weyl group. This converts the cylinder into a half-cylinder ended by
two conic horns at the points p3 = 0, a3 = 0,
√
2a0. In neighborhoods of these points
PSph looks locally like cone(π) (cf. (2.2)) because WA acts as the ZZ2-reflections (3.16)
and (3.17) with α = ω and n = 0, 1 near a3 = 0,
√
2a0, respectively.
For groups of rank 2, all conic (singular) points of PSph are concentrated on a triangle
being the boundary ∂K+W of the Weyl cell (if X = su(3), ∂K
+
W is an equal-side triangle
with side length
√
3a0 in the orthonormal basis defined in Appendix A). Let us introduce
local symplectic coordinates p⊥a , a
⊥ and p‖a, a
‖ in a neighborhood of a point of ∂K+W
(except the triangle vertices) which vary along lines perpendicular and parallel to ∂K+W ,
respectively. The WA-reflection in the wall of ∂K
+
W going through this neighborhood
leaves p‖a, a
‖ untouched, while it changes the sign of the other symplectic pair, p⊥a , a
⊥ →
−p⊥a ,−a⊥. Therefore PSph locally coincides with IR2 ⊗ cone(π). At the triangle vertices,
two conic singularities going along two triangle edges stick together. If those edges are
perpendicular, PSph is locally cone(π)⊗ cone(π). If not, PSph is a 4D− hypercone. The
point of the 4D − hypercone is “sharper” than the point of cone(π)⊗ cone(π), meaning
that the 4D−hypercone can be always put inside of cone(π)⊗ cone(π). Obviously, a less
angle between the triangle edges corresponds to a “sharper” hypercone.
A generalization of this pattern of singular points in PSph to gauge groups of an
arbitrary rank is trivial. The Weyl cell is an rD-polyhedron. PSph at the polyhedron
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vertices has the most singular local 2rD−hypercone structure. On the polyhedron edges
it is locally viewed as IR2⊗ 2(r− 1)D− hypercone. Then on the polyhedron faces, being
polygons, the local PSph structure is IR
4 ⊗ 2(r − 2)D − hypercone, etc.
4 Artifacts of gauge fixing and the Gribov problem
The definition (2.1) of PSph is independent of choosing symplectic coordinates and ex-
plicitly gauge-invariant. However, upon a dynamical description (quantum or classical)
of a constrained system, we need to introduce coordinates on PSph, which means fixing
a gauge or choosing a PSph parametrization. This parametrization is usually motivated
by physical reasons. If we deal with gauge fields, one may describe physical degrees of
freedom by transverse components A⊥ of the vector potential and their canonically con-
jugated momenta E⊥, i.e. the Coulomb gauge ∂A = 0 is imposed to remove unphysical
degrees of freedom. This choice comes from by our experience in QED where two indepen-
dent polarizations of a photon are naturally described by the transverse vector-potential.
Apparently, for QED PSph ∼ [A⊥]⊗ [E⊥] where [A⊥] implies the functional space of all
configurations A⊥.
Transverse fields cannot serve as good variables parametrizing PSph in the non-Abelian
case because there are gauge-equivalent configurations in [A⊥], Gribov’s copies [6]. More-
over, this gauge fixing ambiguity always arises and has a geometric nature [7] related to
topological properties of the gauge orbit space and cannot be avoided if gauge potentials
are assumed to vanish at the spatial infinity. So, one should develop a formalism taking
into account a true geometric structure of PSph in a quantum dynamical description [5].
In the 2D Yang-Mills theory considered in Sec.3, spatially homogeneous Cartan sub-
algebra components of the vector potential A = a and field strength E = pa can be
regarded as symplectic coordinates on PSph. In fact, this implies the Coulomb gauge
condition ∂A = 0 which is not complete in this case because there are some unphysical
degrees of freedom left. They are removed by imposing the additional gauge condition
(e±α, A) = 0, i.e. A ∈ H . Gribov’s copies of a configuration A = a ∈ [a] = H ∼ IRr are
obtained by applying elements of the affine Weyl group WA to a. The modular domain
(see Sec.1) obviously coincides with the Weyl cell. If a belongs to the modular domain
boundary ∂K+W , the residual gauge arbitrariness contains even continuous transforma-
tions. However, such configurations form a set of zero measure in [a] = H and play no
role in quantum dynamics.
Gribov’s copies themselves do not have much physical meaning because they strongly
depend on a concrete choice of a gauge fixing condition that is rather arbitrary. To
illustrate this, let us return back to a simple mechanical gauge model of Sec.2. The
unitary gauge x2 = 0 is most convenient to describe the physical configuration space
being a space of concentric circles. Suppose for a moment that we do not know the
structure of the gauge orbit space. Then all gauge conditions have to be treated on equal
footing.
Any gauge condition F (x) = 0 determines a curve on a plane IR2 over which a physical
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variable ranges. The curve F (x) = 0 must cross each orbit at least once because a gauge
choice is nothing but a parametrization of the gauge orbit space. In the model under
consideration, this yields that the curve has to go through the origin to infinity. Let us
introduce a parametrization of the gauge condition curve
x = x(u) = f(u) , u ∈ IR , (4.1)
where f(0) = 0 and |f | → ∞ as u→∞ so that u serves as a physical variable. If f2 = 0
and f1 = u, we recover the unitary gauge considered above.
Now we can easily see that an inappropriate choice of f might make a dynamical
description very complicated. Let points x and xs belong to the same gauge orbit, then
xs = Ωsx, Ωs ∈ SO(2). Suppose the curve (4.1) intersects a gauge orbit at points x = f(u)
and xs = f(us). We have also us = us(u) because f(us) = Ωsf(u). If the structure of
gauge orbits is supposed to be unknown, the function us(u) can be found by solving the
following equations
F (Ωsf) = 0 , (4.2)
Ωs(u)f(u) = f(us(u)) . (4.3)
Solutions of (4.2) (the trivial solution, Ωs = 1, always exists by the definition of f) form a
set SF of discrete residual gauge transformations. Eq. (4.3) determines an induced action
of SF on the physical variable u (a representation of SF in the space of u ∈ IR). The set
SF is not a group because for an arbitrary F a composition ΩsΩs′ of two elements from
SF might not belong to SF (if it does not satisfy (4.2)), while for each Ωs there exists Ω
−1
s
such that Ω−1s Ωs = 1.
Suppose we have two different solutions Ωs and Ωs′ to the system (4.2)-(4.3). Then,
in general case, the composition ΩsΩs′ is not a solution to (4.2), i.e. F (ΩsΩs′f(u)) =
F (Ωsf(us′)) 6= 0 because us′ 6= u whereas F (Ωsf(u)) = 0. The functions us(u) determined
by (4.3) do not have a unique analytical continuation to the whole covering space u ∈ IR,
otherwise the composition us ◦ us′ = uss′(u) would be uniquely defined and, hence, one
could always find an element Ωss′ = ΩsΩs′ being a solution to (4.2), which is not the case.
Moreover, a number of elements in SF can depend on u.
To exhibit these artifacts of gauge fixing, we consider a concrete choice of f . A general
analysis can be found in [16],[13]. Set f1 = −u0, f2 = −γ(2u0 + u) for u < −u0 and f1 =
u, f2 = γu for u > −u0 where γ and u0 are positive constants. The curve (4.1) touches
circles (gauge orbits) of radii r = u0 and r = u0γ0, γ0 =
√
1 + γ2. It intersects twice all
circles with radii r < u0 and r > u0γ0, whereas any circle with a radius from the interval
r ∈ (u0, u0γ0) has four common points with the gauge condition curve. Therefore, SF
has one nontrivial element for u ∈ IR1 ∪ IR3, IR1 = (−u0/γ0, u0/γ0), IR3 = (−∞,−3u0)∪
(u0,∞) and three nontrivial elements for u ∈ IR2 = (−3u0,−u0/γ0) ∪ (u0/γ0, u0). Since
points f(us) and f(u) belong to the same circle (gauge orbit), the functions us have to
obey the following equation
f2(us) = f
2(u) . (4.4)
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Denoting SF = Sα for u ∈ IRα, α = 1, 2, 3, we have S1 = ZZ2, us(u) = −u; S2 is
determined by the following mappings of the interval K2 = (u0/γ0, u0)
us1(u) = −u , us1 : K2 → (−u0,−u0/γ0) ; (4.5)
us2(u) = −2u0 + γ0(u2 − u20/γ20)1/2/γ , us2 : K2 → (−u0,−2u0) ; (4.6)
us3(u) = −2u0 − γ0(u2 − u20/γ20)1/2/γ , us3 : K2 → (−2u0,−3u0) ; (4.7)
and for S3 we get
us(u) = −2u0 − γ0(u2 − u20/γ20)1/2/γ : (u0,∞)→ (−3u0,−∞) . (4.8)
The functions (4.6-7) do not have a unique analytical continuation to the whole domain
IR2 and, hence, their composition is ill-defined. The mappings (4.5-7) do not form a group.
Since they realize a representation of Sα, Sα is not a group.
The physical configuration space is, obviously, isomorphic to K = ∪Kα, Kα = IRα/Sα,
i.e. Kα is a fundamental domain of IRα with respect to the action of SF = Sα in IRα,
IRα = ∪sˆKα, sˆ ranges over Sα. Upon solving (4.4) (or (4.2-3)) we have to choose a
particular interval as the fundamental domain. We have put K2 = (u0/γ0, u0) in (4.5-7).
Another choice would lead to another form of the functions us (to another representation
of SF in IR2). Setting, for example, K2 = (−2u0,−u0) we obtain from (4.4)
us1(u) = −4u0 − u , us1 : K2 → (−3u0,−2u0) ; (4.9)
us2(u) = −(u20 + γ2(2u0 + u)2)1/2/γ0 , us2 : K2 → (−u0,−u0/γ0) ; (4.10)
us3(u) = (u
2
0 + γ
2(2u0 + u)
2)1/2/γ0 , us3 : K2 → (u0/γ0, u0) . (4.11)
To find group elements Ωs(u) corresponding to us(u), one should solve Eq.(4.3). Set-
ting Ωs = exp(−Tωs) and substituting (4.5-7) into (4.3), we find
ωs1(u) = π ; (4.12)
ωs2(u) =
3π
2
− sin−1
(
u0
γ0u
)
− tan−1 γ ; (4.13)
ωs3(u) =
π
2
+ sin−1
(
u0
γ0u
)
− tan−1 γ , (4.14)
where u ∈ K2 = (u0/γ0, u0). Elements of S1,3 are obtained analogously. It is readily seen
that Ωs1Ωs2 6= Ωs3 , etc., i.e. the elements Ωs do not form a group. An alternative choice
of K2 results in a modification of the functions (4.12-14).
One would assume that all complications of the CSph structure, CSph ∼ K, found
above are caused by using non-invariant variables for describing physical degrees of free-
dom. Indeed, we have fixed a “crazy” gauge F (x) = 0 and gained a complicated set of
residual gauge transformations (Gribov’s problem). However, one can easily turn the vari-
able u into the gauge-invariant one by means of a special canonical transformation. The
set SF will appear again due to topological properties of such a canonical transformation
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rather than due to gauge fixing ambiguities. It will determine the phase space structure
of gauge-invariant canonical variables.
Consider the following canonical transformation of x and p [5],[16]
x = exp(Tθ)f(u) ; (4.15)
pθ = pTx = σ , pu =
1
2
(p,x)
d
du
lnx2 , (4.16)
where {θ, pθ} = {u, pu} = 1 (if {xi, pj} = δij) all other Poisson brackets vanish. Equality
(4.15) represents a generalization of the polar coordinates (f1 = u, f2 = 0). Since pθ
coincides with the constraint, we conclude that θ is the unphysical variable in the model;
σ = pθ generates its shifts, whereas {σ, u} = {σ, pu} = 0 and, hence, u and pu are
gauge-invariant. Using the decomposition
p = pθ
Tx
x2
+ pu
x
µ(u)
, (4.17)
where µ(u) = (df/du, f), and the constraints pθ = 0 we derive the physical Hamiltonian
Hph =
(
1
2
p2 + V (x2)
)
|pθ=0 =
1
2
f2(u)
µ2(u)
p2u + V (f
2(u)) . (4.18)
Hamiltonian equations of motion generated by (4.18) provide a gauge-invariant dynamical
description.
Let turn now directly to seeking the hidden set of transformations SF . As we have
pointed out above, dynamics is very sensitive to a phase space structure. So, to com-
plete our gauge-invariant description, one should establish a structure of the phase space
spanned by u and pu. Let us forget for a moment about the gauge symmetry and the
constraint pθ = 0 induced by it. Since (4.15) is a change of variables there should be a
one-to-one correspondence between points x ∈ IR2 and θ, u. The latter yields a restriction
on admissible values of θ and u, θ ∈ [0, 2π) and u ∈ K ⊂ IR. To see this, we allow the
variables θ and u to have their values on the whole real axis and consider transformations
θ, u→ θ + θs = sˆθ, us = sˆu such that
x(sˆθ, sˆu) = x(θ, u) , (4.19)
i.e. we assume f(u) to be a real analytical function on IR. Points sˆθ, sˆu of the (u, θ)-plane
are mapped to one point on the x-plane. To provide the mapping (4.15) to be one-to-one
(otherwise it is not a change of variables), one should restrict values of θ and u by the
modular domain K˜ = IR2/S˜ where transformations from S˜ are defined by (4.19). The
set S˜ is decomposed into the product Te × SF where elements of Te are translations of θ
through the group manifold period,
Te : θ→ θ + 2πn, u→ u, n ∈ ZZ , (4.20)
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and SF coincides with the set of residual gauge transformations described above. Let
Ωs = exp(−Tωs(u)), then it is easily to be convinced that transformations
SF : θ → θ + ωs(u) , u→ us(u) (4.21)
satisfy (4.19) by θs = ωs. So, K˜ ∼ [0, 2π) ∪ K. In the case of the polar coordinates,
SF = ZZ2, ωs = π and us = −u, hence K ∼ IR+ (a positive semiaxis).
Under the transformations (4.20), the canonical momenta (4.16) remain untouched,
while
pθ → pθ , pu →
(
dus
du
)−1
pu ≡ pus = sˆpu (4.22)
under (4.21). In the new canonical variables, a state p,x corresponds to phase-space points
(pθ, sˆθ, sˆpu, sˆu), sˆ runs over SF (assuming θ ∈ [0, 2π)). Therefore, configurations of new
canonical variables connected with each other by SF -transformations are not physically
distinguishable.
Consider a phase-space plane, where pθ = 0 and θ has a fixed value, and states
(pθ = 0, θ, sˆpu, sˆu) on it. These states differ from each other by values of the angular
variable (pθ, θ, sˆpu, sˆu) ∼ (pθ, sˆ−1θ, pu, u) where sˆ−1θ = θ − ωs(u). If now we switch on
the gauge symmetry, the angular variable becomes unphysical and, hence, the difference
between all those states disappears. They correspond to the same physical state. Thus,
the transformations u, pu → us, pus of the phase plane turn into the gauge ones so that
we have to stick together all points sˆu, sˆpu, sˆ ∈ SF , to obtain PSph spanned by u and pu.
For the polar coordinates, we obviously get PSph = cone(π). If we do not care whether
our gauge-invariant variables naturally span the gauge orbit space, we can gain a very
complicated structure of PSph, which can make a dynamical analysis hopeless.
One should emphasize that in our approach transformations sˆ ∈ SF in the (u, pu)-plane
cannot be regarded as the ones generated by the constraint σ = pθ since {σ, u} = {σ, pu} =
0 in contrast with the gauge fixing description considered above. Physical variables are
chosen so that the set SF determining their phase space coincides formally with the set
of residual gauge transformations in the gauge fixing approach. Thus, one can always
construct gauge-invariant variables such that their configuration (phase) space coincides
with a surface determined by a gauge condition chosen and therefore, all artifacts inherent
to an “inappropriate” gauge fixing may be emerged in a gauge-invariant approach.
To demonstrate qualitatively what kind of artifacts might occur through the “in-
appropriate” parametrizing PSph, we compare phase-space trajectories in the canonical
variables r = |x|, pr = (x,p)/r and u, pu. They are connected by the canonical trans-
formation r = r(u) = |f(u)|, pr = rpu/µ = pu(dr/du)−1. We also assume the function f
to be differentiable such that dr/du = 0 only at two points u = u1,2 and dr/du > 0 as
u < u2 and u > u1, while dr/du < 0 if u ∈ (u2, u1). Our assumption means that the curve
x = f(u), u ∈ IR+, goes from the origin, crosses the circle |x| = r1 = r(u1) at x = f(u′1)
and reaches the circle |x| = r2 = r(u2), touches it at x = f(u2) and turns back to the
circle |x| = r1 and after touching it at the point x = f(u1) tends to infinity, crossing the
circle |x| = r2 at x = f(u′2).
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In a neighborhood of the origin, PS(pr, r) has the conic structure as we have shown
above. This local structure is preserved upon the canonical transformation to the variables
u, pu because it is a smooth and one-to-one mapping of the strip r ∈ (0, r1) on u ∈ (0, u′1).
The same is related to the half-planes r > r2 and u > u
′
2. Troubles rise up on the domain
r ∈ (r1, r2) where the inverse function u = u(r) becomes multi-valued; it has three
branches in our particular case. States belonging to the strips u ∈ (u′1, u2), u ∈ (u2, u1)
and u ∈ (u1, u′2) are physically equivalent because there are transformations from SF
mapping the strips on each other and leaving points pr, r ∈ (r1, r2) untouched.
To understand what might happen to phase-space trajectories in the PS region u ∈
(u′1, u
′
2), consider a motion with a constant momentum pr and suppose that a particle is
outgoing from the origin r = 0. On the (pu, u)−plane, the particle motion corresponds
to a point running along a curve going from the origin u = 0. As soon as the PS point
reaches the line u = u′1, there appear two “phantom” PS trajectories outcoming from
the point pu = 0, u = u1 (notice, pu1 = pu2 ≡ 0 since dr/du = 0 at u = u1,2, and u′1 is
SF -equivalent to u1). If us1 and us2 map (u
′
1, u2) onto (u2, u1) and (u1, u
′
2), respectively,
such that r(u) = r(us1) = r(us2), u ∈ (u′1, u2), then the “phantom” trajectories are
described by the pairs sˆ1,2pu, sˆ1,2u (cf. (4.22)) where pu, u range the trajectory in the
PS region u ∈ (u′1, u2). Since dus1/du < 0 and dus2/du > 0, the “phantom” trajectory
sˆ2pu, sˆ2u goes to the infinity, while the point sˆ1pu, sˆ1u runs in the opposite direction. The
points pu, u and sˆ1pu, sˆ1u arrive at pu = pu2 = 0, u = u2 in the same time and annihilate
each other, whereas a “phantom” particle moving along the branch sˆ2pu, sˆ2u approaches
the line u = u′2. In the next time moment a particle leaves the interval r ∈ (r1, r2) (or
u ∈ (u′1, u′2)).
Such “branching” of classical PS trajectories is a pure artifact of an “inappropriate”
parametrization of PSph (or, as we have argued above, of gauge fixing). It has to be
removed by gluing all the “phantom” trajectories (branches). In so doing, we cannot
however avoid breaking PS trajectories at the singular points u = u1,2. Indeed, consider
trajectories approaching the line u = u′1 with different momenta pu from the origin and
crossing it. The element sˆ1 maps these trajectories with u > u
′
1 onto trajectories out-
coming from just one PS point pu = 0, u = u
′
1, but sˆ1 does not touch these trajectories
with u < u′1 at all. So, we will gain breaking of PS trajectories at u = u
′
1 after gluing
points pu, u and sˆ1pu, sˆ1u. The same occurs at the line u = u
′
2 and the singular point
pu = 0, u = u2. Notice also that points pu = 0, u1 and pu = 0, u
′
1 are stuck together as
well as pu = 0, u2 and pu = 0, u
′
2, i.e. trajectories in the PS domain u ∈ (u2, u1) change
their orientation when gluing.
To construct PS(pu, u), we take the half-plane u ≥ 0, pu ∈ IR, cut it along the lines
u = u1,2 and u = u
′
1,2, remove the strips u ∈ (u′1, u2) and u ∈ (u1, u′2). Then we glue the
semi-axes u = 0, pu > 0 and u = 0, pu < 0 (the conic structure at the origin is preserved!).
To complete constructing PSph(pu, u), we have to identify the points pu = 0, u = u
′
1,2
with pu = 0, u = u1,2, respectively, so that the phase space looks like a chain of the “cut”
cone, the strip u ∈ (u1, u2) and the half-plane u > u′2 coupled just by a point-like bridges.
We cannot identify the lines u = u1 and u = u
′
1 (as well as u = u2 and u = u
′
2) because
there is no PS trajectory in the PS region u ∈ (u1, u2) reaching the lines u = u1,2 with a
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non-zero momentum pu; all trajectories inside the strip u ∈ (u1, u2) fall on the singular
points pu = 0, u = u1,2 being artificial attractors created by gauge fixing. These attractors
correspond to zeros of the Faddev-Popov determinant µ(u1,2) = 0 [16].
We conclude this section with a few brief remarks.
1. Our analysis of gauge fixing artifacts can be generalized to gauge systems with many
degrees of freedom [12], [13] (even to gauge field theories [16],[5]). It can be achieved by
treating u and f(u) as elements of (in)finite dimensional Euclidean spaces; Ω becomes
an element of a gauge group generated by all independent first-class constraints; the
condition F = 0 has to fix a gauge completely, i.e., it has to remove all unphysical degrees
of freedom.
2. A construction of gauge-invariant symplectic variables (meaning that they commute
with constraints) might turn out to be not very helpful for analyzing dynamics if the gauge
orbit space is unknown. A phase space of those variables may have artificial attractors
and “branching” trajectories, i.e. all artifacts inherent to the gauge fixing approach.
3. Nevertheless, if the analysis of the gauge orbit space is complicated (or there is a
reason to prefer a particular gauge condition to the others), one can develop a quantum
theory in the curvilinear coordinates (4.15) or in their generalization to gauge systems
with a higher number of degrees of freedom [16], [13]. A summary of this approach is
given in Appendix B.
4. The variables a and pa we constructed in Sec. 3 look gauge non-invariant (they
are related to the Coulomb gauge). In virtue of a canonical transformation analogous
to (4.15)-(4.16), one can always turn a and pa into gauge-invariant symplectic variables.
Dynamics in these invariant variables occurs on the phase space (3.15) (see Sec. 6).
5 The Hamiltonian path integral and a configuration
space topology
In the previous sections we have seen that the PSph structure plays an important role in
classical mechanics of gauge theories. The path integral formalism [24] is a natural bridge
between classical and quantum mechanics because it allows us to formulate a quantum
theory in terms of classical quantities. A transition of a classical system from an initial
state to the final one is described by a phase-space trajectory connecting two points on
PS (the initial and final states) and satisfying Hamiltonian equations of motion. After
quntization, a transition amplitude is determined by a sum over all trajectories connecting
initial and final configuration space points, i.e. by the path integral [24]. Therefore one
might expect that such a sum depends on a topological structure of a space formed by
these trajectories.
To elucidate what happens to the path integral (PI) representation of the transition
amplitude upon changing a topology of PS or CS, we first analyze the problem in the
framework of the operator formalism. A reason for this is rather obvious. The operator
and PI approaches are two languages for describing the same theory. If we have a solution
of a problem in one of them, one can always ”translate” it to the other language by means
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of some basic rules [24],[25]. In the operator formalism, the transition amplitude obeys
the Schroedinger equation, while topological properties of CS are taken into account by
imposing some boundary conditions. Thus, the problem is reduced to solving a standard
mathematical task.
Consider, for example, a free one-dimentional motion. The transition amplitude
Ut(x, x
′) = 〈x| exp(−itHˆ |x′〉, Hˆ = −∂2x/2 being the Hamiltonian, satisfies the Schroedin-
ger equation
i∂tU(x, x
′) = −1
2
∂2xUt(x, x
′) (5.1)
with the initial condition
Ut=0(x, x
′) = 〈x|x′〉 = δ(x− x′) . (5.2)
If CS = IR, a solution to (5.1-2) is well-known [24]
Ut(x, x
′) = (2πit)−1/2 exp
i(x− x′)2
2t
= (5.3)
=
∫
IR2
t∏
τ=0
(
dp(τ)dx(τ)
2π
)
exp i
t∫
0
dτ
(
px˙− 1
2
p2
)
, (5.4)
where the measure in (5.4) implies a sum over all trajectories x(τ) going from x′ = x(0)
to x = x(t).
Let now CS be compactified to a circle or to a strip (a particle on a circle or in a
box). Then in addition to Eqs.(5.1-2), the transition amplitude has to obey the boundary
conditions
U ct (x+ L, x
′) = U ct (x, x
′ + L) = U ct (x, x
′) , (5.5)
U bt (0, x
′) = U bt (L, x
′) = U bt (x, 0) = U
b
t (x, L) = 0 , (5.6)
with L being a configuration space volume, for a particle on a circle and in a box, respec-
tively. To obtain a solution to (5.1-2) and (5.5) or (5.6), one should take the following
linear combinations of (5.3) [22],[23],[13]
U c,bt (x, x
′) =
∞∫
−∞
dx′′Ut(x, x
′′)Qc,b(x′′, x′) , (5.7)
Qb(x′′, x′) =
∞∑
n=−∞
[δ(x′′ − x′ − 2Ln)− δ(x′′ + x′ − 2Ln)] , (5.8)
Qc(x′′, x′) =
∞∑
n=−∞
δ(x′′ − x′ − Ln) , (5.9)
where x′′ ∈ IR and x, x′ ∈ (0, L). From the technical point of view, the kernels (5.8-9)
are analytical continuations of the unit operator kernel (5.2) to the whole axis. They can
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be obtained by straightforward summing the spectral decomposition of the unit operator
kernel 〈x′′|x′〉 assuming x′′ ∈ IR. For example, in the case of a particle on a circle we have
〈x′′|x′〉 = ∑
E
ψE(x
′′)ψ∗E(x
′) = L−1
∞∑
n=−∞
exp
(
2πin
L
(x′′ − x′)
)
= (5.10)
=
∞∑
n=−∞
2π
L
δ
(
2π
L
(x′′ − x′)− 2πn
)
= Qc(x′′, x′) (5.11)
for x′′ ∈ IR and x′ ∈ (0, L). The kernels (5.8-9) contain all information about symmetry
properties of wave functions satisfying either periodic or zero boundary conditions on
the interval (0, L). The representation (5.7) provides keeping these properties during the
time evolution of any state because the evolution operator kernel (5.7) possesses theses
properties for its left argument x and, hence, its application to any state ψ0(x) always
produces a state with the same symmetry properties, ψt(x) =
∫ L
0 dx
′U c,bt (x, x
′)ψ0(x
′).
Doing the integral over x′′ in (5.7) we see that the transition amplitude in CS with
a non-trivial topology is given by a sum over paths outgoing from not the only initial
point. For a particle on a circle, the sum contains trajectories going from x′ +Ln, n ∈ ZZ
to x. Because of the periodicity of the action, we can interpret such a sum as a sum
over all trajectories with all possible winding numbers n. The latter provides fulfilling
the boundary conditions (5.5) or incorporating the CS topology into the path integral
formalism.
In the case of a particle in a box, contributions of trajectories going from x′ + 2Ln
to x and of those going from −x′ + 2Ln to x have opposite signs, which results from the
boundary conditions (5.6). The straight trajectories x′ + 2Ln→ x can be interpreted as
continuous trajectories connecting x′, x ∈ (0, L) with 2n reflections from the walls at the
interval boundaries because they have the same action. Contributions of the trajectories
−x′ + 2Ln → x are equivalent to contributions of trajectories inside of the box with an
odd number of reflections 2n+ 1.
A general analysis of boundary conditions (or CS topology) in the path integral for-
malism is given in [13]. A conclusion is similar to that we have found above – a topology of
CS (or PS) can be taken into account by including additional ”reflected” trajectories into
a sum over paths. For gauge theories with a non-trivial PSph, this statement is proved in
Appendix B.
6 The Hamiltonian PI on the gauge orbit space for
2D Yang-Mills theory
In this section we show that the idea of including reflected trajectories into a sum over
paths can be successfully applied to 2D Yang-Mills theories to construct PI on the gauge
orbit space. PI for the 4D-case has been obtained in [5],[16]. An advantage of considering
2D gauge field theories is that they are exactly solvable. Therefore, they give nice toy
models for verifying ideas invented for gauge field theories of a general type.
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Following the Dirac method we change the canonical variables E1(x)→ −ih¯δ/δA(x),
A1(x)→ A(x), A(x) ∈ F , by operators 1 and get the quantum theory in the Shroedinger
functional representation [18]
HˆΦn[A] = − h¯
2
〈 δ
δA
,
δ
δA
〉Φn[A] = EnΦn[A] , (6.1)
σˆΦn[A] = ∇(A) δ
δA
Φn[A] = 0 . (6.2)
In accordance with the general method proposed in Appendix B, to solve Eq.(6.2) and
to project the Hamiltonian in (6.1) onto the gauge orbit space, one should introduce
curvilinear coordinates associated with both a gauge transformation law and a gauge
condition chosen [9] (cf.(4.15) and (B.4))
A(x) = Ω(x)aΩ−1(x) +
i
g
Ω(x)∂Ω−1(x), Ω(x) ∈ G/G0H , a ∈ K+W , (6.3)
where G is a gauge group, G0H is spatially homogeneous Cartan subgroup of G, Gf = G0H .
In Sec.3, any configuration A1(x), x ∈ S1, is shown to be uniquely represented in the
form (6.3). The condition a ∈ K+W is imposed to provide a one-to-one correspondence
between the ”old” and ”new” variables. If we assume Ω(x) ∈ G/G0H and a ∈ H ∼ IRr,
then configurations Ω(x)Ω−1s , sˆa, sˆ ranges the affine Weyl group WA (see (3.17), (3.10)
and (3.9)), are mapped to the same configuration A(x) by (3.6). That is why admissible
values of a in (6.3) have to be restricted by the Weyl cell K+W , otherwise equality (6.3)
does not determine a change of variables. Thus, we parametrize the gauge orbit space
[A1]/G = F/G ∼ K+W by the variables a. We show below (see (6.20)) that the constraint
operator σˆ commutes with a and, therefore, a is a gauge-invariant variable.
For sequential calculations we introduce the following decomposition of the functional
space (3.5)
F =
∞∑
n=0
⊕Fn =
∞∑
n=0
⊕(FHn ⊕ F˜n) , (6.4)
where F0 is a space of constant Lie algebra-valued functions (the first term in the series
(3.5)), Fn, n 6= 0, is a space of functions with the fixed period 2πl/n (a term in the sum
(3.5) with a fixed n). Each subspace of F is finite-dimensional, dimF0 = dimX, dimFn =
2dimX, n 6= 0 (we recall that Lie algebra-valued functions are considered). Functions
belonging to FHn take their values in the Cartan subalgebra H , while F˜n is composed of
2πl/n-periodic functions with values in X ⊖H . All subspaces introduced are orthogonal
with respect to the scalar product 〈, 〉 = ∫ 2πl0 dx(, ).
The differential δA ∈ F can be represented in the form
δA = Ω
(
da− i
g
(∂δw − ig[a, δw])
)
Ω−1 = Ω
(
da− i
g
∇(a)δw
)
Ω−1 , (6.5)
1We ignore the pure unphysical degree of freedom A0, E0 [18].
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where by the definition of the change of variable da ∈ FH0 and δw(x) = iΩ−1δΩ ∈ F⊖FH0 .
Therefore the metric tensor (B.5) reads
〈δA, δA〉 = 2πl(da, da)− g−2〈δw,∇2(a)δw〉 . (6.6)
Equality (6.6) results from the trivial observation 〈da,∇(a)δw〉 = −〈∇(a)da, δw〉 = 0
which is due to ∂da = 0 and [da, a] = 0. In the notations of Appendix B, we have
g11 = 2πl, g12 = g21 = 0, g22 = −g−2∇2(a), where the operator ∇(a) acts in the space
F ⊖FH0 . It has no zero mode on this space if a ∈ K+W and, hence, is invertible.
To obtain the scalar product (B.13), one has to calculate the determinant det gAB =
det g11 det g22 = (2πl)
r det(−g−2∇2(a)). Consider the orthogonal decomposition
F˜n =
∑
α>0
⊕Fαn , (6.7)
where Fαn contains only 2πl/n-periodic functions taking their values in the two-dimen-
sional subspace Xα⊕X−α of the Lie algebra X (see Appendix A, (A.1-4)). The subspaces
FHn , Fαn are invariant subspaces of the operator ∇(a); it has a block-diagonal form in the
in the decomposition (6.4), (6.7). Indeed, we have ∇(a) = ∂ − igaˆ, where aˆ = [a, ] is the
adjoint operator acting in X (see Appendix A). The operator ∂ is diagonal in the algebra
space, and its action leaves periods of functions untouched, i.e. FH,αn are its invariant
spaces. Obviously, aˆFHn = 0 and aˆFαn = Fαn if (α, a) 6= 0 with accordance with (A.2).
Therefore an action of the operator ∇(a) on F ⊖FH0 is given by an infinite-dimensional,
block-diagonal matrix. Its blocks have the form
∇Hn (a) ≡ ∇(a)|FHn = ∂|FHn =
(
⊗n
l
T
)r
, n 6= 0, r = rankX, (6.8)
∇α0 (a) ≡ ∇(a)|Fα0 = −igaˆ|Fα0 = −ig(a, α)T (6.9)
∇αn(a) ≡ ∇(a)|Fαn = 1I⊗
n
l
T − ig(a, α)T ⊗ 1I (6.10)
where T = −iτ2, τ2 the Pauli matrix, 1I is the 2 × 2 unit matrix. In (6.10) the first
components in the tensor products correspond to the algebra indices, while the second
ones determine the action of ∇(a) on the functional basis sin xn/l, cosnx/l. We have
det gAB = (2πl)
r
∏
α>0
det(ig−1∇α0 )2
∞∏
n=1
[
det(ig−1∇Hn )2
∏
α>0
det(−ig−1∇αn)2
]
=
= (2πl)r
∏
α>0
(a, α)4
∞∏
n=1

( n
gl
)4r ∏
α>0
(
n2
g2l2
− (a, α)2
)4 . (6.11)
Set (det gAB)
1/2 = C(l)µ(a), µ(a) = κ2(a). Including all divergences of the product
(6.11) into C(l) we get [9]
κ(a) =
∏
α>0
[
π(a, α)
a0
∞∏
n=1
(
1− (a, α)
2
a20n
2
)]
=
∏
α>0
sin
π(a, α)
a0
, (6.12)
C(l) = (2πl)r/2
(
a0
π
)N+ ∞∏
n=1
(n2a20)
r+2 , (6.13)
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where a0 = (gl)
−1, N+ = (N−r)/2 is the number of positive roots in X ; the last equality
in (6.12) results from a product formula given in p.37, [26]. Following the prescription
(B.13) we define the scalar product in the model
∫
[A]
∏
x∈s1
dA(x)Φ∗n[A]Φn′ [A]→
∫
K+
W
daκ2(a)Φ∗n(a)Φn′(a) = δnn′ , (6.14)
where the infinite constant C(l)
∫
G/GH
∏
x ∧dw(x) is removed by a renormalization of phys-
ical states, which we denote by the arrow in (6.14). This. renormalization is admissible
because of the gauge invariance of physical states Φn[A] = Φn(a) (compare (3.3) and
(6.3)). Notice that Eq.(6.2) being written via the new variables has the form
σˆΦn[a, ω] = −igΩˆ δ
δw
Φn[a, w] = 0 ; (6.15)
here we have used the notation Ωˆy = ΩyΩ−1 = yΩˆT , ΩˆT Ωˆ = ΩˆΩˆT = 1 for any element
y ∈ X . So, det Ωˆ 6= 0 and solutions to (6.15) are given by functionals independent of
w(x).
To prove the equivalence of Eqs.(6.2) and (6.15), we derive first the following relations
from (6.5)
da = PH0 Ωˆ
T δA , (6.16)
δw = ig∇−1(a)(1− PH0 )ΩˆT δA (6.17)
with PH0 being a projector on FH0 (the operator ∇(a) is invertible on (1 − PH0 )F). The
straightforward calculations lead us to the desired result
∇(A) δ
δA
= ∇(A)
[(
δa
δA
,
∂
∂a
)
a
+ 〈δw
δA
,
δ
δw
〉w
]
= (6.18)
= ∇(A)
[(
PH0 Ωˆ
T
)T ∂
∂a
+
(
ig∇−1(a)(1− PH0 )ΩˆT
)T δ
δw
]
= (6.19)
= Ωˆ∇(a)PH0
∂
∂a
− igΩˆ∇(a)(1− PH0 )∇−1(a)
δ
δw
= −igΩˆT δ
δw
. (6.20)
In (6.18), the suffix at the scalar product brackets denotes variables over whose indices
the scalar product is taken, i.e. all indices of A(x) (the Lie algebra ones and x ∈ S1) in the
scalar products entering into (6.18) are left free. Equality (6.19) results from (6.16-17).
In (6.20), we have used ∇(a)PH0 ∂/∂a ≡ 0 and ∇(A)Ωˆ = Ωˆ∇(a).
Thus, we have proved the gauge invariance of the variable a, [σˆ, aˆ] = 0. In this
approach, the Gauss law (6.2) is explicitly solved (even in the 4D case [5]). We do not fix
a gauge at all, but we do choose a certain coordinates on the gauge orbit space.
To project the functional Laplace operator in (6.1) on the gauge orbit space spanned
by variables a, one should calculate the Laplace-Beltrami operator in the new coordinates
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(6.3) and drop all terms containing δ/δw in it. A general recipe is given by (B.11). Using
it, we arrive at a quantum mechanical problem
HˆphΦn(a) =
[
− h¯
2
4πl
1
κ(a)
(∂a, ∂a) ◦ κ(a)− EC
]
Φn(a) = EnΦn(a) , (6.21)
where we have taken into account g11 = (2πl)−1, the quantum potential (B.12) turns out
to be independent of a,
Vq =
h¯2
4πl
κ−1(∂a, ∂a)κ = − πh¯
2
4a20l
(∑
α>0
)2
= −EC . (6.22)
A proof of (6.22) is given in Appendix C. In fact, EC coincides with the Casimir energy
related to the curvature of the group manifold (cf. the SU(N) case considered in [27],[28]).
Notice that the Casimir energy naturally appears upon solving the constraint (6.2), which
would not occur through quantizing after eliminating all unphysical degrees of freedom
by imposing the gauge condition A1(x) = a (this approach is considered in [29] for G =
SU(N)). In the case of an arbitrary gauge, a quantization of the gauge-fixed theory might
give rise to not only loosing the Casimir energy, but even to more drastic consequences
– the gauge dependence of the quantum theory – as we have shown in Appendix B. To
ensure the gauge independence, one should quantize before removing gauge degrees of
freedom.
As has been proved in Appendix B, any regular solution of (6.21) must be invariant
with respect to the discrete transformations (3.17) SF = WA
Φn(sˆa) = Φn(a) , sˆ ∈ WA . (6.23)
In Appendix D we verify (6.23) by explicit solving Eq.(6.21) and show that the eigen func-
tions are given by characters of the irreducible representations of G, while the eigen values
are proportional to eigen values of the quadratic Casimir operator of G. The property
(6.23) determines the boundary conditions which we need to construct the PI represen-
tation of the transition amplitude by means of the method of ”reflected” trajectories. It
gives also an analytical continuation of physical wave functions to the unphysical region
a ∈ H (to the covering space of the gauge orbit space) in full accordance with a general
analysis in Appendix B (see (B.14)).
To obtain a PI representation of the transition amplitude Upht (a, a
′) = 〈a|e−itHˆph/h¯|a′〉,
one should repeat calculations (B.17-30) for this particular model. Due to (6.23) and
(6.14), the analytical continuation of the unit operator kernel reads
〈a|a′〉 = ∑
sˆ∈WA
(κ(a)κ(sˆa′))
−1
δr(a− sˆa′) , a ∈ H, a′ ∈ K+W . (6.24)
The kernel (6.24) is WA-invariant. Consider the reflection (3.17); we have to prove
〈sˆα,na|a′〉 = 〈a|a′〉. Change the summation over sˆ in (6.24) by sˆαsˆ and use relations (C.7-
8) κ(sˆα,na) = κ(sˆαa) = −κ(a) and δr(sˆα,na − sˆαsˆa′) = δ(sˆ−1α sˆα,na − sˆa′). The element
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sˆ−1α sˆα,n is a translation through periods of the unit group lattice which are independent
of a. Since the measure κ(a) is invariant under these translations (see Appendix C), the
shift of sˆ−1α sˆα,na = a − 2naα/(α, α), n ∈ ZZ, can be included into shift of a′ generated
by all sˆ ∈ W by virtue of resummation in the infinite series (6.24), which completes the
proof.
Therefore the infinitesimal transition amplitude is given by (B.18) where (µµ′′)−1/2 is
changed by (κκ′′)−1, IRM → H ∼ IRr ∈ a′′,
Q(a′′, a′) =
∑
sˆ∈WA
δr(a′′ − sˆa′) , (6.25)
and in (B.19) (u, p)→ (a, pa), pa ∈ H ∼ IRr,
Heff(a, pa) =
1
4πl
(pa, pa)−Ec ; (6.26)
notice that the second term in (B.20) vanishes because gph is independent of a. TheWA −
invariance of the infinitesimal kernel
Uphǫ (sˆα,n, a
′) = Uphǫ (a, a
′), sˆα,n ∈ WA , (6.27)
results from the representation (B.18) for Uphǫ (sˆα,na, a
′). Indeed, the transformation sˆα,n
is a composition of a translation tn ∈ Te and a reflection sˆα from the Weyl group. The
Te invariance of U
ph
ǫ (a, a
′) is obvious because Ueffǫ (a, a
′) in (B.18) depends only on ∆ =
a− a′′. Indeed, any Te-shift of a can be removed by a shift of the integration variable a′′.
The Te−invariance follows from the Te−invariance of the kernel (6.25) and the function
κ(a) (see appendix C). To prove the W −invariance, one should do the integral over
a′′ in (B.18), then change the integration variables in (B.19) pa → sˆαpa and use the
W -invariance of the Killing form (sˆαpa, sˆαa) = (pa, a).
Proved (6.27) we find for the convolution of infinitesimal evolution operator kernels
Uph2ǫ (a, a
′) =
∫
K+
W
da1κ
2(a1)U
ph
ǫ (a, a1)U
ph
ǫ (a1, a
′) = (6.28)
=
∑
WA
∫
K+
W
da1κ
2(a1)
κ(a)κ(sˆa1)
Ueffǫ (a, sˆa1)U
ph
ǫ (a1, a
′) = (6.29)
=
∫
H∼IRr
da′′
κ(a)κ(a′′)

 ∫
H∼IRr
da1U
eff
ǫ (a, a1)U
eff
ǫ (a1, a
′′)

Q(a′′, a′) ; (6.30)
where (6.29) is obtained by substitution the representation (B.18) into (6.28) and doing
the integral over a′′, then we have changed the integration variables in (6.29) a1 → sˆa1 (the
Jacobian being Js(a) = det sˆ = ±1), and used (6.27), the integration rule∑WA ∫sˆK+W da1 =∫
H da1, κ
2(sˆa) = κ2(a) and (B.18) again to derive (6.30). Equalities (6.28-30) are to
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illustrate (B.26-28). Thus, for a finite time the convolutions (B.29) and (B.30) yield
Upht (a, a
′) =
∫
IRr
da′′
κ(a)κ(a′′)
Uefft (a, a
′′)Q(a′′, a) (6.31)
Uefft (a, a
′′) =
∫
IR2r
t∏
τ=0
(
dpa(τ)da(τ)
(2πh¯)r
)
exp
i
h¯
t∫
0
dτ
(
(p, a˙)− (p, p)
4πl
+ EC
)
= (6.32)
=
(
l
ih¯t
)r/2
exp
(
iπl(a− a′′)2
h¯t
+
it
h¯
EC
)
. (6.33)
The function (6.33) is a transition amplitude for a free r-dimentional particle of mass
2πl. In fact, we have proved that the 2D Yang-Mills theory on a cylindrical spacetime is
equivalent to a quantum theory of an r-dimentional free particle moving in a polyhedron
being the Weyl cell of the gauge group. Substituting Φn = κ
−1Ψn into (6.21) we see
that Ψn satisfies the Schroedinger equation for a free r-dimentional particle. But it is not
completely free motion because of the boundary condition (6.23). The particle ”interacts”
with the boundary of the Weyl cell, which leads to the ”twisted” boundary condition
Ψn(sˆa) = det sˆΨn(a), sˆ ∈ WA . (6.34)
Any regular function on H obeying (6.34) vanishes on ∂K+W (even on the whole diagram
D(X) (see Sec.3)) providing a regular behavior of Φn on ∂K
+
W (and on the covering
space H). An important point following from our consideration is that the boundary
condition (6.23) or (6.34) automatically results from the Dirac method, and we do not
need to impose them (or another ones) by hand (in contrast with [28], [29]). Moreover,
WA−invariant functions (6.23) are regular functions of the Wilson loop (see Appendix
D), i.e. they turn out to be explicitly gauge-invariant.
Notice also that (6.31) can be regarded as a transition amplitude between two Wilson
loops because a space of Wilson loops is isomorphic to the Weyl cell K+W (cf. (D.6)).
Acknowledgments
The author is grateful to J.-B.Zuber and D.Bernard for useful discussions.
Appendix
A. The Cartan-Weyl basis in Lie algebras
Any simple Lie algebra X is characterized by a set of linearly independent r-dimen-
sional vectors ~ωj , j = 1, 2, ..., r = rank X , called simple roots. The simple roots form a
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basis for the algebra root system. Any root ~α is a linear combination of ~ωj with either
non-negative integer coefficients (~α a positive root) or non-positive integer coefficients
(~α a negative root). Obviously, all simple roots are positive. If ~α is a root then −~α
is also a root. The root system is fixed by the Cartan matrix cij = −2(~ωi, ~ωj)/(~ωj, ~ωj)
(here (~ωi, ~ωj) is a usual scalar product of two r-vectors) which can be uniquely restored
from the Dynkin diagrams [19]. Elements of the Cartan matrix are integers. For any
two roots ~α and ~β, the cosine of the angle between them can take only following values
(~α, ~β)[(~α, ~α)(~β, ~β)]−1/2 = 0,±1/2,±1/√2,±√3/2. By means of this fact and the Cartan
matrix, the whole root system can be restored [19], p.460.
For any two elements x, y of X , the Killing form is defined as (x, y) = tr(xˆyˆ) = (y, x)
where the operator xˆ acts in X , xˆy = [x, y]. A maximal Abelian subalgebra H in X is
called the Cartan subalgebra, dimH = rank X = r. There are r linearly independent
elements ωj in H such that (ωi, ωj) = (~ωi, ~ωj). We shall also call the algebra elements ωi
simple roots. It will not lead to any confusing in what follows because the root space IRr
and the Cartan subalgebra are isomorphic, but we shall keep arrows over elements of IRr.
The corresponding elements of H have no the over-arrow.
A Lie algebra X is decomposed into the direct sum X = H ⊕∑α>0(Xα ⊕ X−α), α
ranges the positive roots, dimX±α = 1. Simple roots form a basis (non-orthogonal) in H .
Basis elements e±α of X±α can be chosen such that [19], p.176,
[eα, e−α] = α , (A.1)
[h, eα] = (α, h)eα , (A.2)
[eα, eβ] = Nα,βeα+β , (A.3)
for all α, β belonging to the root system and for any h ∈ H , where the constants Nα,β
satisfy Nα,β = −N−α,−β . For any such choice N2α,β = 1/2q(1−p)(α, α) where β+nα (p ≤
n ≤ q) is the α-series of roots containing β; Nα,β = 0 if α+ β is not a root.
Any element x ∈ X can be decomposed over the Cartan-Weyl basis (A.1-3),
x = xH +
∑
α>0
(xαeα + x
−αe−α) (A.4)
with xH being the Cartan subalgebra component of x.
The commutation relations (A.1-3) imply a definite choice of the norms of the elements
e±α, namely, (e±α, e±α) = 0 and (eα, e−α) = 1 [19], p.167. Norms of simple roots are also
fixed in (A.1-3). Consider, for instance, the su(2) algebra. There is just one positive
root ω. Let its norm be γ = (ω, ω). The Cartan-Weyl basis reads [eω, e−ω] = ω and
[ω, e±ω] = ±γe±ω. Let us calculate γ in this basis. By definition γ = trωˆωˆ. The operator
ωˆ is 3×3 diagonal matrix with 0,±γ being its diagonal elements as follows from the basis
commutation relations and the definition of the operator ωˆ. Thus, trωˆ2 = 2γ2 = γ, i.e.
γ = 1/2.
The su(3) algebra has two equal-norm simple roots ~ω1 and ~ω2 with the angle between
them equal to 2π/3. For the corresponding Cartan subalgebra elements we have (ω1, ω1) =
(ω2, ω2) = γ and (ω1, ω2) = −γ/2. The whole root system is given by six elements
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±ω1,±ω2 and ±(ω1 + ω2) ≡ ±ω12. It is readily to see (ω12, ω12) = γ and (ω1, ω12) =
(ω2, ω12) = γ/2. All the roots have the same norm and the angle between two neighbor
roots is equal to π/3. Having obtained the root pattern, we can evaluate the number γ.
The basis (non-orthogonal) consists of eight elements ω1,2, e±1, e±2 and e±12 where we
have introduced simplified notations e±ω1 ≡ e±1, etc. The operators ωˆ1,2 are 8×8 diagonal
matrices as follows from (A.2) and [ω1, ω2] = 0. Using (A.2) we find trωˆ
2
1,2 = 3γ
2 = γ and,
therefore, γ = 1/3. As soon as root norms are established, one can obtain the structure
constants Nα,β. For X = su(3) we have N
2
1,2 = N
2
12,1 = N
2
12,2 = 1/6 and all others vanish
(notice that Nα,β = −N−α,−β and Nα,β = −Nβ,α). The latter determines the structure
constants up to a sign. The transformation eα → −eα, Nα,β → −Nα,β leaves the Cartan-
Weyl basis untouched. Therefore only relative sings of the structure constants must be
fixed. Fulfilling the Jacobi identity for elements e−1, e1, e2 and e−2, e1, e2 results in
N1,2 = −N12,−1 and N1,2 = N12,−2, respectively. Now one can set N1,2 = N12,−2 =
−N12,−1 = 1/
√
6, which completes determining the structure constants of su(3).
One can construct a basis orthonormal with respect to the Killing form. With this
purpose we introduce the elements [19], p.181,
sα = i(eα − e−α)/
√
2, cα = (eα + e−α)/
√
2 . (A.5)
Then (sα, sβ) = (cα, cβ) = δαβ and (cα, sβ) = 0. Also,
(x, x) =
∑
α>0
[
(xαs )
2 + (xαc )
2
]
+ (xH , xH) , (A.6)
where xαs,c are real decomposition coefficients of x in the orthonormal basis (A.5). Sup-
plementing (A.5) by an orthonormal basis hj , (hj , hi) = δij , of the Cartan subalgebra (it
might be obtained by orthogonalizing the simple-root basis of H), we get an orthonormal
basis in X ; we shall denote it λa = (hj , sα, cα).
Suppose we have a matrix representation of X . Then (x, y) = cr tr xy where xy
means a matrix multiplication. The number cr depends on X . For classical Lie algebras,
the numbers cr are listed in [19], pp.187-190. For example, cr = 2(r + 1) for X =
su(r + 1). Using this, one can establish a relation of the orthonormal basis constructed
above for su(2) and su(3) with the Pauli matrices [21], p.13, and the Gell-Mann matrices
[21], p.17, respectively. For the Pauli matrices we have [τa, τb] = 2iεabcτc, εabc a totally
antisymmetrical tensor, ε123 = 1, hence, (τa, τb) = −4εab′c′εbc′b′ = 8δab = 4tr τaτb in full
accordance with cr = 2(r+1), r = 1. One can set ω = τ3/4, sω = ϕτ1 and cω = ϕτ2 where
1/ϕ = 2
√
2. A similar analysis of the structure constants for the Gell-Mann matrices λa
[21], p.18, yields ω1 = λ3/6, s1 = ϕλ1, c1 = ϕλ2, ω2 = (
√
3λ8 − λ3)/12, s2 = ϕλ6, c2 =
ϕλ7 , ω12 = (
√
3λ8 + λ3)/12, s12 = ϕλ5 and c12 = −ϕλ4 where 1/ϕ = 2
√
3. This choice
is not unique. Actually, the identification of non-diagonal generators λa, a 6= 3, 8 with
(A.5) depends on a representation of the simple roots ω1,2 by the diagonal matrices λ3,8.
One could choose ω1 = λ3/6 and ω2 = −(
√
3λ8 + λ3)/12, which would lead to another
matrix realization of elements (A.5).
B. The Hamiltonian path integral in an arbitrary gauge
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Consider a quantum theory determined by the Schroedinger equation(
−1
2
〈 ∂
∂x
,
∂
∂x
〉+ V (x)
)
ψE = EψE . (B.1)
The eigen-functions ψE are normalized by the condition∫
IRN
dxψ∗E(x)ψE(x) = δEE′ . (B.2)
We assume x to realize a linear representation of a compact group G: x→ Ω(ω)x, Ω(ω) ∈
G and V (Ωx) = V (x); 〈x, y〉 = ∑N1 xiyi = 〈Ωx,Ωy〉 is an invariant scalar product in the
representation space that is isomorphic to IRN . The theory turns into the gauge one if we
require that physical states are annihilated by operators σˆa generating G-transformations
of x, σˆaΦ(x) = 0. These conditions determine a physical subspace in the Hilbert space. By
definition, we have exp(ωaσˆa)ψ(x) = ψ(Ω(ω)x) where Ω(ω) ∈ G. Therefore, the physical
states are G-invariant
Φ(Ω(ω)x) = Φ(x) . (B.3)
Let a number of physical degrees of freedom in the system is equal to M , then a
number of independent constraints is N −M . Suppose we would like to span the physical
configuration space K ∼ IRN/G by coordinates ranging a gauge condition surface F (x) =
0. We assume the gauge condition to be complete, meaning that there is no unphysical
degree of freedom left. Let u ∈ IRM be a parameter of the gauge condition surface;
x = f(u) such that F (f(u)) identically vanishes for all u ∈ IRM . By analogy with (4.15)
we introduce curvilinear coordinates
x = x(θ, u) = Ω(θ)f(u) , (B.4)
where variables θ ran over the manifold G/Gf with Gf being a stationary group of the
vector x = f, Gff = f .
The metric tensor in the new coordinates reads
〈dx, dx〉 = 〈df, df〉+ 2〈df, dθf〉+ 〈dθf, dθf〉 ≡ gABdyAdyB , (B.5)
where we have put dθ = Ω+dΩ and dy1 ≡ du, dy2 ≡ dθ. Therefore,∫
IRN
dx =
∫
G/Gf
∧dθ
∫
K
dMuµ(u) ; (B.6)
here µ(u) = (det gAB)
1/2, K is a subdomain in IRM such that the mapping (B.4), K ⊗
G/Gf → IRN , is one-to-one. To determine K, one should find transformations θ, u →
sˆθ, sˆu, sˆ ∈ S˜F which leave x untouched, x(sˆθ, sˆu) = x(θ, u) (cf. (4.19)). Obviously, S˜F =
Te×SF where Te is a group of translations of θ through periods of the manifoldG/Gf , while
the set SF is obtained by solving Eqs.(4.2-3) with f → f ∈ IRN , u ∈ RM , Ωs ∈ G, so K ∼
IRM/SF . Indeed, assuming Eq.(4.2) to have non-trivial solutions (the trivial one Ωs = 1
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always exists by the definition of f(u)) we observe that all points Ωsf belong to the gauge
condition surface and, hence, Ωsf(u) = f(us), us = us(u). Consider transformations
of θ generated by the group shift Ω(θ) → Ω(θ)T−1s = Ω(θs), θs = θs(θ, u). Setting
sˆu = us and sˆθ = θs we see that the transformations sˆ ∈ SF leave x = x(θ, u) untouched.
To avoid a ”double” counting in the scalar product integral (B.6), one has to restrict
the integration domain for u to the quotient IRM/SF = K. The modular domain K
can also be determined by the requirement as a part of the gauge condition surface
x = f(u), u ∈ K ⊂ IRM , which has just one common point with any gauge orbit.
A choice of the fundamental domain parametrization is not unique as we have seen
in Sec.4 (cf. (4.5-7) and (4.9-11)). In (B.6), µ > 0 for u ∈ K. Having chosen the
parametrization of K, we fix a representation of SF by functions sˆu = us(u), u ∈ K, us ∈
Ks, Ks ∩ Ks′ = ∅ for any sˆ 6= sˆ′ and IRM = ∪sKs up to a set of zero measure being a
unification of the boundaries ∂Ks. We define an orientation of Ks so that for all sˆ ∈ SF ,∫
Ks
duφ ≥ 0 if φ ≥ 0, so that the following rules hold∫
IRM
du =
∑
SF
∫
Ks
du , (B.7)
∫
K
du|Js(u)| =
∫
Ks
du , (B.8)
where Js(u) = Dus/Du is the Jacobian, the absolute value of Js has been inserted into the
right-hand side of (B.8) for preserving the positive orientation of the integration domain.
Remark. A number of elements in SF can depend on u. We define a region IR
M
α ⊆ IRM
such that SF = Sα has a fixed number of elements for all u ∈ IRMα . ThenK = ∪αKα, Kα =
IRMα /Sα, IR
M = ∪αIRMα . The sum in (B.7) implies
∑
SF =
∑
α
∑
Sα and Ks in (B.7-8)
carries an additional suffix α. In what follows we shall omit it and use the simplified
notations (B.7-8) to avoid complications of formulas. The suffix α can be easily restored
by means of the rule proposed above.
For the mechanical model considered in Sec.4, we have G = SO(2), Gf = 1, detGAB =
f ′2f2 − (f ′T f)2 = (f ′, f)2 = µ2(u). Set K = ∪αKα, K1 = (0, uo/γ0), K2 = (u0/γ0, u0), K3
= (u0,∞), i.e. K = IR+, then ∫∞−∞ du = ∑α ∫IRα du and (B.7) means that the upper
integral limit is always greater than the lower one, for example,
∫
IR2
du =


−2u0∫
−3u0
+
−u0∫
−2u0
+
−u0/γ0∫
−u0
+
u0∫
u0/γ0

 du ,
where the terms of the sum correspond to integrations over sˆ3K2, sˆ2K2, sˆ1K2 and K2,
respectively (cf. (4.5-7)). The following chain of equalities is to illustrate the rule (B.8)
∫
sˆ3K2
dus3 =
−2u0∫
−3u0
dus3 =
u0/γ0∫
u0
duJs3 = −
u0∫
u0/γ0
duJs3 =
∫
K2
du|Js3| ; (B.9)
the last equality results from Js3 = dus3/du < 0 (cf. (4.7)).
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By means of the curvilinear coordinates (B.4) we can naturally incorporate a gauge
condition chosen into the Dirac operator method [1] of quantizing first-class constrained
systems. Solutions of the equation σˆaΦ˜(x) = 0 are given by functions independent of θ,
Φ˜(x) = Φ˜(Ω(θ)f(u)) = Φ˜(f(u)) = Φ(u) , (B.10)
because σˆa generate shifts of θ and leave u untouched. To obtain a physical Hamiltonian,
one has to write the Laplacian in (B.1) via the new variables (B.4) and omit all terms
containing derivatives with respect to θ. In so doing, we get [20],[13]
HˆfphΦE(u) =
(
1
2
pˆig
ij
phpˆj + Vq(u) + V (f(u))
)
ΦE(u) = EΦ(u) ; (B.11)
here we have introduced hermitian momenta pˆi = −iµ−1/2∂j ◦ µ1/2, ∂j = ∂/∂uj ; the
metric gijph in the physical configuration space is the 11-component of a tensor g
AB inverse
to gAB, g
ACgCB = δ
A
B, g
ij
ph = (g
11)ij, i, j = 1, 2, ...,M ; a quantum potential
Vq =
1
2
√
µ
(∂ig
ij
ph)∂j
√
µ+
1
2µ
gij∂i∂j
√
µ (B.12)
appears due to the chosen ordering of the operators uˆi and pˆi in the Laplace-Beltrami
operator. The scalar product is reduced to∫
IRN
dxΦ∗E(u)ΦE′(u)→
∫
K
dMuµ(u)Φ∗E(u)ΦE′(u) = δEE′ , (B.13)
where a gauge orbit volume (integral over G/Gf (see (B.6)) has been included into norms
of physical states, which we denoted by the arrow in (B.13). A construction of an operator
description of a gauge theory in a given gauge condition is completed.
Notice, in this approach the variables u appear to be gauge-invariant; they parametrize
the physical configuration space CSph = IR
N/G. Two different choices of f(u) correspond
two different parametrizations of CSph related to each other by a change of variables u =
u(u˜) in (B.11-13). Therefore quantum theories with different f ’s are unitary equivalent
[13].
To illustrate this statement, we consider again the simplest case G = SO(2), M =
1, gph = r
2(u)/µ2(u), and compare descriptions in the coordinates (4.15) and in the
polar ones (f1 = r, f2 = 0). With this purpose we change variables r = r(u) in (B.11-
13). For u ∈ K the function r(u) is invertible, u = u(r), r ∈ IR+. Simple straightforward
calculations [5] lead us to the following equalities Hˆfph = 1/2pˆ
2
r+Vq(r)+V, pˆr = −ir−1/2∂r◦
r1/2, Vq = −(8r2)−1, ∫K duµ = ∫∞0 drr. It is nothing but quantum mechanics of a
radial motion on a plane. All theories with different f ’s are unitary equivalent to it and,
therefore, to each other. One should stress that the operator ordering we obtained by
applying the Dirac method plays the crucial role in providing this unitary equivalence.
Another ordering of operators in (B.11) would break this property.
A few observations resulting from our consideration have to be emphasized.
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1. All regular solutions of (B.11) have a unique analytical continuation to the whole
space u ∈ IRM , and they are SF -invariant,
ΦE(us(u)) = ΦE(u) , u ∈ K . (B.14)
For a proof, we point out that any regular solution of (B.11) is a projection of a regular
G-invariant solution of (B.1) on K determined by (B.10). The last equality in (B.10)
defines the analytical continuation of ΦE(u); (B.14) follows from the second equality in
(B.10) and (4.3).
2. Any amplitude, i.e. a scalar product (B.13) of two SF -invariant states, is inde-
pendent of a CSph parametrization (of a gauge choice). An SF -invariant regular function
of u ∈ IRM can be decomposed over the basis ΦE(u). Our statement follows from the
fact that theories (B.11-13) corresponding different parametrizations of CSph are unitary
equivalent.
3. Quantization before eliminating unphysical variables (the Dirac method) is neces-
sary, otherwise one might gain a gauge-dependence of a quantum theory and, as a result,
1 and 2 do not hold. Indeed, if we would quantize the classical Hamiltonian (4.18), we
encounter the operator ordering problem whose solution is not unique. However the gauge
(parametrization) independence of the quantum theory can be achieved just at the def-
inite operator ordering in (B.11-12) uniquely resulting from the application of the Dirac
method as we have seen above.
4. The physical Hamiltonian in (B.11) is SF -invariant
Hˆfph(us(u)) = Hˆ
f
ph(u) , u ∈ K.
Let us write the Laplace-Beltrami operator 〈∂/∂x, ∂/∂x〉 = ∆(θ, u) in the variables (B.4),
push all derivatives ∂θ in it to the right by commuting them with θ and then set ∂θ =
0. We denote the operator thus obtained ∆ph = ∆(θ, u)|∂θ=0. For any physical state
Φ = Φ(u), we have ∆(θ, u)Φ = ∆phΦ because σˆ ∼ ∂θ. Due to the gauge-invariance, the
Hamiltonian in (B.1) commutes with the constraints, [Hˆ, σˆ] = 0 and, hence, [∆(θ, u), σˆ] =
0 (the potential V is G-invariant). Gathering the definition of ∆ph and G-invariance of
∆ we conclude that ∆ph = ∆ph(u) is independent of θ (otherwise we would arrive to
the contradiction 0 = [∆, σˆ]Φ = σˆ∆Φ = σˆ∆phΦ ∼ ∂θ∆phΦ 6= 0). Consider now the
change of variables θ, u → θs, us. By its definition ∆(θs, us) = ∆(θ, u) and ∂θ ∼ ∂θs (i.e.
∂θ does not contain a term proportional ∂us since ∂us/∂θ = 0). This yields ∆ph(us) =
∆(θs, us)|∂θs=0 = ∆(θs, us)|∂θ=0 = ∆(θ, u)|∂θ=0 = ∆ph(u), which completes the proof of
the SF−invariance of the physical Hamiltonian.
To derive a path integral representation of the quantum theory (B.11-13), we consider
a slice approximation of the transition amplitude Upht (u, u
′) = 〈u| exp(−iHˆpht)|u′〉,
Upht (u, u
′) = lim
ǫ→0
∫
K
n∏
k=0
(
dMukµ(uk)
)
Uphǫ (u, un)U
ph
ǫ (un, un−1) · · ·Uphǫ (u1, u′) , (B.15)
where (n + 1)ǫ = t, the limit is taken so that n → ∞, ǫ → 0, while t is kept fixed; the
infinitesimal evolution operator kernel reads
Uphǫ (u, u
′) = [1− iǫHˆph(u)]〈u|u′〉+O(ǫ2) . (B.16)
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A naive limit in (B.15) gives a formal PI with a restricted integration domainK ⊂ IRM .
A calculation of such a PI meets difficulties because even a finite dimensional Gaussian
integral cannot be explicitly done over a part of an Euclidean space. In addition, a restric-
tion of the PI integration domain is meaningless for systems with boundary conditions
appearing due to a non-trivial topology of a configuration space like for a particle in a box
or on a circle [22], [23] (see also Sec.5). Topological properties of a configuration space are
taken into account in PI by including additional “reflected” trajectories into the sum over
pathes [22] rather than by restricting the PI integration domain. Technically, a relation
between transition amplitudes Ut and U
eff
t for the same systems (the same Hamiltonian)
in a topologically non-trivial CS and in CS = IRM , respectively, is established by means
of an operator Qˆ containing all information about a CS topology, Uˆt = Uˆ
eff
t Qˆ [22]. The
same form of PI turns out to be valid in gauge theories [11]-[16]. Bellow we shall prove
this. For deriving a PI formula we shall use a method of an analytical continuation of the
unit operator kernel [5],[13].
The unit operator kernel 〈u|u′〉 has a natural analytical continuation to the unphysical
domain u ∈ IRM . Indeed, due to the SF -invariance of the basis states (B.14) we have [5]-
[16],[13]
〈u|u′〉 =∑
E
ΦE(u)Φ
∗
E(u
′) =
∑
SF
(µ(u)µ(sˆu′))
−1/2
δM(u− sˆu′) , (B.17)
where u ∈ IRM , u′ ∈ K. Representing δ-functions in (B.17) through the Fourier integral
and calculating the action of Hˆph(u) on the unit operator kernel in (B.16), we obtain
Uphǫ (u, u
′) =
∫
IRM
dMu′′
(µµ′′)1/2
Ueffǫ (u, u
′′)Q(u′′, u) , (B.18)
Ueffǫ (u, u
′′) =
∫
IRM
dMp
(2π)M
exp
[
iǫ
(
pj
∆j
ǫ
−Heff(u, p)
)]
, (B.19)
Heff(u, p) =
1
2
gijph(u)pipj +
i
2
∂ig
ij
ph(u)pj + Vq(u) + V , (B.20)
Q(u, u′′) =
∑
SF
δM(u− sˆu′′), u′′ ∈ IRM , u ∈ K , (B.21)
where µ′′ = µ(u′′) and ∆j = uj−u′′j . So, the infinitesimal evolution operator kernel (B.18)
has the desired form Uˆphǫ = Uˆ
eff
ǫ Qˆ. A next step is to prove the convolution formula
Uph2ǫ (u, u
′) =
∫
K
dMu1µ(u1)U
ph
ǫ (u, u1)U
ph
ǫ (u1, u
′) (B.22)
=
∫
IRM
dMu′′
(µµ′′)1/2
Ueff2ǫ (u, u
′′)Q(u′′, u′) , (B.23)
Ueff2ǫ (u, u
′′) =
∫
IRM
dMu′′Ueffǫ (u, u
′′)Ueffǫ (u
′′, u′) , (B.24)
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or in the operator form
Uˆph2ǫ = Uˆ
eff
ǫ QˆUˆ
eff
ǫ Qˆ = Uˆ
eff
2ǫ . (B.25)
The proof is given by the following chain of equalities
Uph2ǫ (u, u
′) =
∑
SF
∫
K
du1
µ1
(µµ(sˆu1))1/2
Ueffǫ (u, sˆu1)U
ph
ǫ (u1, u
′) = (B.26)
=
∑
SF
∫
K
du1|Js(u1)|1/2
(
µ1
µ
)1/2
Ueffǫ (u, sˆu1)U
ph
ǫ (sˆu1, u
′) = (B.27)
=
∫
IRM
du′′
(µµ′′)1/2
∑
SF
∫
K
du1|Js(u1)|Ueffǫ (u, sˆu1)Ueffǫ (sˆu1, u′′)Q(u′′, u′) , (B.28)
where sˆu1 = us(u1), µ1 = µ(u1), µ = µ(u) and µ
′′ = µ(u′′). To obtain (B.26), we
substitute (B.18) into (B.22) and do the integral over u′′. For the transformation (B.27)
we use the relation µ(us) = µ(u)/Js(u) (which follows from the S˜F -invariance of the
measure dNx = (∧dθ)dMuµ(u) = (∧dθ)dMusµ(us)) and the SF -invariance of the kernel
(B.18) (or (B.16)). The latter results from the obvious relation 〈sˆu|u′〉 = 〈u|u′〉 (cf.
(B.17)) and Hˆfph(sˆu) = Hˆ
f
ph(u) (see p.4 above). Equality (B.28) is derived by substituting
(B.18) into (B.27) and using the relation µ(sˆu1) = µ(u)/Js(u) again. Finally, (B.28) turns
into (B.23) after changing variables u1 → sˆu1 in each term of the sum in (B.28) by means
of the rules (B.8) and (B.7).
For a finite time we get
Uˆpht = lim
ǫ→0
Uˆeffǫ QˆUˆ
eff
ǫ Qˆ · · · Uˆeffǫ Qˆ = limǫ→0 Uˆ
eff
ǫ · · · Uˆeffǫ Qˆ = Uˆefft Qˆ , (B.29)
Uefft (u, u
′′) = lim
ǫ→0
∫
IRM
(
n∏
k=1
dMuk
)
Ueffǫ (u, un)U
eff
ǫ (un, un−1) · · ·Ueffǫ (u1, u′′) . (B.30)
Formulas (B.29-30) and (B.19) with ∆k/ǫ = u˙k + O(ǫ) solve the problem of the PI con-
struction. Equalities (B.30) and (B.19) determine a standard slice approximation of PI
over an Euclidean phase space. Removing the slice regularization in (B.30) we obtain the
path integral
Uefft (u, u
′′) =
∫
IR2M
(
t∏
τ=0
dMp(τ)dMu(τ)
(2π)n
)
exp i
t∫
0
dτ
(
pju˙j −Heff
)
, (B.31)
where the measure implies a sum over all trajectories u(τ) going from the initial point
u′′ = u(0) to the final one u = u(t). The physical transition amplitude is given by (B.18)
(ǫ → t) and implies a sum over trajectories going from initial points us(u′) = sˆu′, u′ =
u(0), sˆ ∈ SF rather than from the only one u′. A trajectory going from one of these points,
say, sˆu′ ∈ Ks, sˆ 6= 1, to u = u(t) ∈ K must cross the boundary ∂K at a point u˜ = u(τ˜).
Suppose for simplicity that u(τ) ∈ K if τ ∈ (τ˜ , t) and u(τ) ∈ Ks if τ ∈ (0, τ˜). Consider a
reflected trajectory composed of two pieces sˆ−1u(τ), τ ∈ (0, τ˜) and u(τ), τ ∈ (τ˜ , t), i.e.
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it connects the initial point u′ ∈ K, the ”reflection” point u˜ ∈ ∂K and the final point
u ∈ K. Due to the SF -invariance of the effective action, the reflected trajectory gives the
same contribution into the sum over pathes as the ”straight” one us(u
′) → u. Therefore
the PI modification (B.29) due to a non-trivial topology of PSph (or CSph) means that in
addition to ”straight” trajectories u′ → u, the reflected trajectories u′ → ∂K → u must be
included into the sum over pathes.
C. Properties of the measure on the gauge orbit space
Consider properties of the function (6.12) under transformations from WA. According
to (3.17) we have
κ(sˆβ,na) = (−1)nβnρκ(sˆβa) (C.1)
where an integer nρ is given by
nρ =
∑
α>0
2(β, α)
(β, β)
=
4(β, ρ)
(β, β)
, (C.2)
ρ =
1
2
∑
α>0
α . (C.3)
The half-sum (C.3) of all positive roots possesses remarkable properties [19], p.461,
2(ω, ρ)
(ω, ω)
= 1 , (C.4)
sˆωρ = ρ− ω (C.5)
for any simple root ω. Since the Weyl group W preserves the root system and a reflection
sˆβ in the hyperplane (β, a) = 0 is a composition of reflections sˆω, ω ranges simple roots,
there exists an element sˆ ∈ W and a simple root ωβ such that sˆωβ = β. Hence, the
number nρ/2 is an integer,
nρ
2
=
2(β, ρ)
(β, β)
=
2(ωβ, sˆ
−1ρ)
(ωβ, ωβ)
∈ ZZ . (C.6)
Indeed, representing sˆ−1 as a composition of the generating elements sˆω and applying
(C.4) and (C.5) we obtain (C.6) since 2(ωβ, α)/(ωβ, ωβ) ∈ ZZ for any root α (Appendix
A). Thus, nρ is an even integer, i.e. the factor (−1)nβnρ in (C.1) is equal to 1.
A reflection sˆβ permutes roots and therefore for any positive root α we have sˆβα =
±γ where γ is also a positive root, i.e. the function (6.12) may only change its sing
under transformations from the Weyl group. Consider positive roots α and γ such that
sˆβα = −γ. Then sˆβγ = −α because sˆ2β = 1, which implies that a number of positive root
changing their sings under the reflection sˆβ is always odd since sˆββ = −β. This yields
κ(sˆβa) = −κ(a) (C.7)
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for any root β.
Since any elements of the affine Weyl group WA is a composition of the reflections
(3.17), we conclude
κ(sˆa) = det sˆκ(a) = ±κ(a), sˆ ∈ WA , (C.8)
where det sˆ = −1 if sˆ contains an odd number of the reflections (3.17) and det sˆ = 1 for
the even one.
The function κ(a) is an eigenfunction of the Laplace operator in IRr
(∂a, ∂a)κ(a) = −4π
2
a20
(ρ, ρ)κ(a) . (C.9)
A straightforward calculation of the action of the Laplace operator on κ(a) leads to the
equality
(∂a, ∂a)κ(a) = −4π
2
a20
(ρ, ρ)κ(a) +
π2
a20
∑
α6=β>0
(α, β)
[
cot
π(a, α)
a0
cot
π(a, α)
a0
+ 1
]
κ(a) .
(C.10)
Relation (C.9) follows from
∑
α6=β>0
(α, β)[cot(b, β) cot(b, β)+1] =
∑
all
planes
∑
α 6= β > 0
in one plane
(α, β)[cot(b, α) cot(b, β)+1] = 0 ,
(C.11)
where b ∈ H . We have divided the sum over α 6= β > 0 in (C.11) into sum over two
dimentional planes; each plane contains at least two roots. A root pattern in each plane
coincides with one of the root patterns for algebras of rank 2, su(3), sp(4) ∼ so(5) and
g2 because the absolute value of cosine of an angle between any two roots α and β may
take only four values | cos θαβ | = 0, 1/
√
2, 1/2,
√
3/2 (see Appendix A). For the algebras
of rank 2, equality (C.11) can be verified by explicit calculations, i.e. the sum (C.11) for
each plane vanishes, which implies vanishing the whole sum. In the case of the su(3)
algebra, the sum (C.11) is proportional to
− cot b1 cot b2 + cot b1 cot(b1 + b2) + cot b2 cot(b1 + b2) + 1 = 0 ,
where b1,2 = (b, ω1,2), and ω1, ω2 and ω1 + ω2 constitute all positive roots (see Appendix
A). An explicit form of the quantum potential (6.22) results from (C.9).
The measure (6.12) is proportional to the Weyl determinant [30], p.185
(2i)N+κ(a) =
∏
α>0
(
eiπ(a,α)/a0 − e−iπ(a,α)/a0
)
=
∑
sˆ∈W
det sˆ exp
(
2πi
a0
(sˆρ, a)
)
(C.12)
with N+ being a number of positive roots, N+ = (dimX − r)/2.
D. Eigenstates in 2D Yang-Mills theories
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Substituting Φn = κ
−1Ψn into (6.21) we find that Ψn is an r-dimensional plane wave,
exp(2πi(γ, a)/a0). However, not all values of the momentum vector γn ∈ H are admissible.
As has been shown in Appendix B, only regular solutions to (6.21) have a physical meaning
2. First of all, Ψn(a) should vanish on the hyperplanes orthogonal to positive roots,
(α, a) = 0, because the function κ−1(a) has simple poles on them. Since (sˆγn, sˆγn) =
(γn, γn), sˆ ∈ W , the function
Ψn(a) ∼
∑
sˆ∈W
det sˆ exp
2πi
a0
(sˆγn, a) (D.1)
is an eigenstate of the r-dimensional Laplace operator and vanishes as a approaches any of
hyperplanes (a, α) = 0. To prove the latter, let us decompose a into two parts a = a||+a⊥,
such that (a⊥, α) = 0 for a root α and let W (α) be the quotient W/ZZ
(α)
2 , ZZ
(α)
2 = {1, sˆα},
where sˆαα = −α and, therefore, sˆαa⊥ = a⊥, sˆαa|| = −a||, det sˆα = −1. Then the sum
(D.1) can be rewritten as follows
Ψn(a) ∼
∑
sˆ∈W (α)
det sˆ exp
2πi
a0
(sˆγn, a) +
∑
sˆ∈W (α)
det sˆαsˆ exp
2πi
a0
(sˆαsˆγn, a) =
=
∑
sˆ∈W (α)
det sˆ exp
2πi
a0
(sˆγn, a)
[
1− exp
(
−4πi
a0
(sˆγn, a
||)
)]
. (D.2)
As a|| approaches zero (i.e. a approaches the hyperplane (a, α) = 0), the function (D.2)
vanishes as (a||, α), therefore Φn = Ψn/κ has a regular behavior on the hyperplanes
(a, α) = 0.
In a neighborhood of the hyperplane (a, α) = nαa0, n ∈ ZZ, nα 6= 0, a|| =
nαa0α /(α, α)+ǫα where ǫ→ 0. The function(D.2) vanishes as ǫ→ 0 if 2(sˆγn, α)/(α, α),
sˆ ∈ W (α), is an integer. Since sˆα = β is a root we conclude that the function Φn = Ψn/κ
with Ψn given by (D.1) is regular if
2(γn, β)
(β, β)
∈ ZZ (D.3)
for any root β.
Eigenvalues En in (6.21) read
En =
πh¯2
a20l
[(γn, γn)− (ρ, ρ)] . (D.4)
For any γn obeying (D.3), a vector sˆ0γn, sˆ0 ∈ W , also satisfies (D.3) and corresponds to
the same energy level (D.4) because the Killing form is W -invariant. Exchanging γn by
sˆ0γn in (D.1) we have Ψn(a)→ det sˆ0Ψn(a), which means that linearly independent wave
functions corresponding to a given energy level (D.4) are determined only by γn ∈ K+,
2Moreover, singular solutions do not satisfy the Schroedinger equation in the whole configuration space
(see, for example, [31], pp. 155-156).
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i.e. (ω, γn) > 0, ω ranges simple roots. Moreover, if γn ∈ ∂K+, meaning that (γn, ω) = 0
for a certain simple root ω, Ψn(a) = 0. Indeed, changing the summation in (D.1) sˆ→ sˆsˆω
and using det sˆω = −1 with sˆωγn = γn (for (γn, ω) = 0) we get Ψn(a) = −Ψn(a) and,
hence, Ψn(a) = 0.
Due to (D.3) the function (D.1) acquires only the factor det sˆα under transformations
(3.17) of its argument. Hence, regular solutions of (6.21) are invariant with respect of the
affine Weyl group, Φn(sˆαa) = Ψn(sˆαa)/κ(sˆαa) = Φn(a) (see (C.8)), which confirms our
general analysis given in Appendix B (cf. (6.23)). Thus, we do not need to postulate the
invariance of physical states with respect to residual gauge transformation if the Dirac
quantization scheme is used. The boundary conditions (6.23) determining the physical
configuration space topology are automatically fixed in the Dirac method (in contrast
with the reduced phase space quantization where, first, boundary conditions are imposed
by hand and, second, they are not unique [28], [29]).
By means of (C.12), we are convinced that regular solutions to (6.21) are given by the
characters χΛn of the irreducible representations of the gauge group [32], p.909
Φn(a) = cn
∑
sˆ∈W
det sˆ exp 2πi
a0
(ρ+ Λn, sˆa)∑
sˆ∈W
det sˆ exp 2πi
a0
(ρ, sˆa)
= cnχΛn
(
exp
2πia
a0
)
(D.5)
where cn are normalization constants, γn = ρ + Λn, Λn labels the irreducible represen-
tations (notice that the sum (D.1) should vanish for all γn such that (γn, γn) < (ρ, ρ)
because the function (D.3) must be regular, which is possible only if (γn, γn) ≥ (ρ, ρ)).
For the character χΛn we have the following representation (see (6.3))
χΛn
(
exp
2πia
a0
)
= Tr (exp 2πigla)Λn = Tr

P exp ig ∮
S1
Adx


Λn
(D.6)
where (ey)Λn implies a group element e
y in the irreducible representation Λn. Formula
(D.4) shows that solution of (6.1) and (6.2) are given by the Wilson loops in all irreducible
representations of the gauge group.
The wave functions are orthogonal with respect to the scalar product (6.14). This
follows from the orthogonality of the characters (D.4). For normalization coefficients cn
we obtain
δnn′ =
∫
K+
W
daκ2(a)Φn(a)Φ
∗
n′(a) = 2
2N+cnc
∗
n′
∫
K+
W
da
∑
sˆ,sˆ′∈W
det sˆsˆ′ exp
2πi
a0
(a, sˆγn − sˆ′γn′) .
(D.7)
The integrand in (D.7) is a periodic function on the Weyl cells covering the Cartan
subalgebra, therefore, the integral (D.5) vanishes for all sˆ 6= sˆ′ because γn and γn′ belong
to the Weyl chamber and the Weyl group acts simply and transitively on the set of the
Weyl chambers. So, there is no Weyl group element sˆ such that sˆγn = γn′ if γn,n′ ∈ K+.
For sˆ = sˆ′ the integral differs from zero only for γn = γn′ (due to the periodicity of the
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integrand). Thus,
|cn| = 2−N+(NW · VK+
W
)−1/2 (D.8)
where NW is a number of elements in the Weyl group, VK+
W
is the volume of the Weyl
cell.
Consider X = su(2). The algebra has one positive root ω. Solutions to (D.3) are given
by γn = ωn/2 where n ranges positive integers because K
+ = IR+ and ∂K
+ coincides
with the origin γn = 0. The spectrum and wave functions respectively read
En =
πh¯2
4a20l
(n2 − 1)(ω, ω) , n = 1, 2, ...; (D.9)
Φn = c
′
n
sin πn(a, ω)/ao
sin π(a, ω)/a0
. (D.10)
Substituting n = 2j + 1, j = 0, 1/2, 1, ..., into (D.9) we observe that En is proportional
to eigenvalues of the quadratic Casimir operator of su(2); En ∼ j(j + 1) where the spin
j labels the irreducible representations of su(2).
Notice, the norm of ω in (D.9) cannot be chosen arbitrary and is fixed by structure
constants in the Cartan-Weyl basis, (ω, ω) = 1/2 (Appendix A). If we rescale roots by
a factor, which means, in fact, rescaling the structure constants in (A.1-3), the physical
Hamiltonian in (6.21) is also changed so that its spectrum is independent of the rescaling
factor.
If one sets a = a0ωθ/(ω, ω), then a ∈ K+W implies θ ∈ (0, 1). The measure da is defined
in the orthonormal basis in H ∼ IRr. For the su(2) case we have da ≡ da3, a =
√
2ωa3
so that (a, a) = a23, a3 ∈ IR. Hence, the normalization coefficients c′n in (D.10) read
c′n =

√2a0
1∫
0
dθ sin2 πnθ


−1/2
=
(
a0√
2
)−1/2
. (D.11)
Consider now symmetry properties of eigenstates (D.10) under transformations gen-
erated by homotopically non-trivial gauge group elements (3.4). For an arbitrary sim-
ple compact gauge group, they are determined by shifts a → a + i/gΩη∂Ω−1η where
Ωη = exp(ixη/l) so that (cf. (3.12))
exp(2πiη) = z ∈ ZG . (D.12)
The lattice η is given by integral linear combinations of elements α/(α, α), α runs a root
systems, because
exp
2πiα
(α, α)
∈ ZG (D.13)
for any root α [19], p.311. LetX be su(2). Its only positive root is ω = τ3/4 (see Appendix
A). Then exp(2πiω/(ω, ω)) = exp iπτ3 = −1 ∈ ZZ2 = ZZsu(2). Thus, homotopically non-
trivial gauge transformations are generated by shifts
a→ a+ nαa0
(α, α)
, n ∈ ZZ . (D.14)
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Substituting (D.15) into (D.10) we get
Φn
(
a+
a0ωn
(ω, ω)
)
= (−1)n+1Φn(a) , (D.15)
i.e. physical states acquire a phase factor under homotopically non-trivial gauge transfor-
mations. The Gauss law (6.2) provides only the invariance of physical states with respect
to gauge transformations which can be continuously deformed towards the identity.
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