In this paper, we show that the generalized hypergeometric function mFm−1 has a one parameter group of symmetries: the flow of a special case of the rational Calogero-Mozer system. We use the symmetry to construct fermionic fields on a complex torus, which have linear-algebraic properties similar to those of the local solutions of the generalized hypergeometric equation. The fields admit a non-trivial action of the quaternions based on the above symmetry. We use the similarity between the linear-algebraic structures to introduce the quaternionic action on the direct sum of the space of solutions of the generalized hypergeometric equation and its dual. As a side product, we construct a "good" basis for the monodromy operators of the generalized hypergeometric equation inspired by the study of multiple flag varieties with finitely many orbits of the diagonal action of the general linear group by Magyar, Weyman, and Zelevinsky. As an example of computational effectiveness of the basis, we give a proof of the existence of the monodromy invariant hermitian form on the space of solutions of the generalized hypergeometric equation (in the case of real local exponents) different from the proofs of Beukers and Heckman and of Haraoka. As another side product, we prove an elliptic generalization of Cauchy identity.
Introduction
This section is a short seminar-style exposition of the paper from history and motivations to main results to open questions. It should suffice the reader who wants to understand the results without going into too many details.
One of the ways to define the generalized hypergeometric function m F m−1 is by means of power series:
Let A, B, and C be an additive hypergeometric triple. Let the eigenvalues of B and C be b 1 , . . . , b m and −c 1 , . . . , −c m respectively and let v 1 , . . . , v m and w 1 , . . . , w m be the corresponding eigenvectors. A consequence of the fact that the operators are generic is that their eigenvalues are generic complex numbers in the plane given by the trace condition:
(1.5)
In particular, none of the differences b i − b j and c i − c j is an integer for i = j, and neither is b i − c j for all i and j.
Let u be the eigenvector of A corresponding to the eigenvalue a 1 . Another consequence of the fact that that the operators are generic is that there exists a unique way to choose v i and w i so that
Let f : CP 1 \ {0, 1, ∞} → C m . The mHGS is the following Fuchsian system:
The additive hypergeometric triple is the triple of the residue operators of the mHGS. C is the residue at infinity, so it is not explicitly visible in (1.6). We shall call the space where the residues act the residue space. The following feature of the residue space was proven in [3] : When all the local exponents are real, the form ( * , * ) r is real symmetric. It is important to know when the real form is sign-definite. The following lemma is proven in [3] : Note that we can extend the sign-definite real symmetric form ( * , * ) r to complex numbers either in the complex symmetric or in the hermitian way.
On page 8 of this paper, we construct a linear operator S on C m having the following properties: the Jordan normal form of S is a single block of full size m with the eigenvalue 0. The corresponding eigenvector is u, the special eigenvector of the residue operator A. The following two systems with complex times will play a major role in our investigation: (1.10)
Here [ * , * ] is the usual commutator, k 1 and k 2 are arbitrary complex constants, and Id is the m×m identity matrix. The following theorem shows the importance of the systems (1.10) for studying the mHGS. The series (1.11) and (1.12) converge inside the unit circles centered at zero and at infinity. Thus, up to normalizing factors, the coefficients of the local solutions (1.11) and (1.12) are the eigenvectors v i (τ 1 ) and w i (τ 2 ) of the operators B(τ 1 ) and C(τ 2 ) for the integral times τ 1 = n and τ 2 = −n. The equality Su = 0 implies that 15) for any complex times τ 1 and τ 2 .
The GHGE has the subspace of solutions holomorphic at one of dimension m − 1, which corresponds to the case a 2 = 0 for the mHGS. However, from the point of view of representation theory, the case of the traceless residue operators seems to be more important. Unfortunately, when a 2 = 0, the nice Fröbenius series for the local solutions similar to the above exist no more. To study the mHGS in this case, one needs an apparatus different from the residue calculus.
In the case a 2 = 0, the study of the series (1.11) and (1.12) is completely parallel to the study of the local solutions (1.3) and (1.4) of the GHGE. However, our approach through the dynamical systems (1.10) suggests that taking the times τ 1 and τ 2 along two linearly dependent vectors in the complex plane is a trigonometric degeneration of a more general elliptic situation. So on the one hand, it seems desirable to construct an elliptic analogue of (1.6). On the other hand, we know from [17] that a solution to (1.6) can be realized as a fermionic field. We shall use this idea to treat the case a 2 = 0 by means of linear algebra rather than the residue calculus. where
and ν
The eigenvalues of the monodromy operators of a linear regular system are more important than the local exponents due to the following reason. Consider the linear regular matrix system
The gauge transformation T → g(z)T replaces R by
Most often g are taken holomorphic and holomorphically invertible away from the poles of the original system, so that the new system has the same singularities as the old one. The only invariant under such a transformation is the monodromy group of the system; the residue matrices are not preserved. Combining this perspective with the real local exponents, we can think that the local exponents belong to the semi-interval [0, 1) right away. Renumbering if necessary, we can, similarly to Lemma 1.1, think that 0 ≤ b 1 < . . . < b m < 1 and 0 ≤ c 1 < . . . < c m < 1.
Let the period lattice of the elliptic sine in (1.19) be generated by 2ω 1 and ω 2 , see page 15. The fact that unlike the residue space and the space of solutions, the spaces H and H ′ naturally come in a pair, gives rise to the following: 
The quaternions act on H ⊕ H
′ by means of the the following formulae: ′ are naturally dual to each other. Moreover, the sum of the solution space and its dual turns out to be equivalent to the trigonometric limit of H ⊕ H ′ , whereas the sum of the residue space and its dual is equivalent to the rational limit. The following commuting diagram illustrates how it works:
The equivalences in the diagram occur at the level of formal linear algebra. Geometrically, p i and q j are multivalued functions on CP 1 \ {0, 1, ∞}, which can be expressed by convergent Fröbenius series or by Euler integrals, undergo monodromy transformations, etc. Their counterparts (F 0 ) i trig and (F ∞ ) † j trig are infinite sums of annihilation/creation operators, which obtain geometric meaning when applied to vectors of the corresponding Fock space. The vectors v i and w j are the eigenvectors of the residue operators B and C of the mHGS, whereas the v i ⊕ √ −1 v i and w j ⊕ − √ −1 w j should be thought of as isotropic generators of some Clifford algebra. Still, some linear-algebraic information can be dragged from one side to the other in a meaningful fashion. In particular, the quaternionic action (1.23) can be introduced on the sums of the solution and the residue spaces of the mHGS with their respective duals, explaining that in fact both the complex symmetric and the hermitian structures are present in both cases. The limiting procedure explains the similarity between the formulae (1.7) and (1.17) for the complex symmetric product ( * , * ) r on the residue space and the hermitian product ( * , * ) trig on the space of solutions of the mHGS.
The question mark in the diagram stands for the unknown Fuchsian system on the torus, which becomes the mHGS as the period ω 2 → ∞. A construction of such a system would deepen the above equivalences from the linear-algebraic to the geometric level. In particular, it should allow to drag the action of the monodromy group of the mHGS to the field side of the diagram in a meaningful geometric fashion. The author plans to construct this system in a subsequent publication.
More results
In this section, some further results are presented. We also give a couple of proofs, which are essential for understanding the introduced objects and some of the results.
Symmetries of the mHGS and the Calogero -Moser flow
Let X and Y be the following complex m × m matrices: • 
• Let V and W be the operators of the basis switch from the bases v i and w i to the standard basis.
The last formula of the lemma shows that X and −Y are matrices of the same operator in the bases v i and w i respectively. This is the operator S from the dynamical equations (1.10). Note that Su = 0.
Recall that the vectors v i (τ 1 ) and w i (τ 2 ) are the eigenvectors of the operators B(τ 1 ) and C(τ 2 ) corresponding to the eigenvalues b i (τ 1 ) and −c i (τ 2 ) respectively, see Lemma 1.2. Let us introduce the following notations: 
Let us define the operator A(τ 1 , τ 2 ) by the formula
is a diagonalizable operator with the eigenvalue
of multiplicity 1 and the eigenvalue
of multiplicity m − 1.
2.
The vector u is the eigenvector of A(τ 1 , τ 2 ) corresponding to the eigenvalue a 1 (τ 1 , τ 2 ).
For any vector
Let H τ1,τ2 be a copy of C m with two distinguished bases: v i (τ 1 ) and w i (τ 2 ), equipped with the complex symmetric scalar product (2.28). The space H τ1,τ2 ⊕ H τ2,τ1 admits the natural action of the quaternions:
The quaternions act on H −τ2,−τ1 ⊕H −τ1,−τ2 by means of (2.33) as well. The action on H τ1,τ2 ⊕H τ2,τ1 preserves the scalar product ( * , * ) τ1,τ2 ⊕ ( * , * ) τ2,τ1 up to the sign. Over the reals, the space
So in the case when the form ( * , * ) τ1,τ2 (and thus ( * , * ) τ2,τ1 ) is sign-definite, the quaternionic action is hyperkähler. The formulae (2.33) also show that the spaces H τ1,τ2 and H τ2,τ1 are dual to each other: the exponents acting on them have opposite signs.
The GHGE, the mHGS and the elliptic Cauchy identity
Since we are going to take a closer look at the GHGE, let us temporarily restrict ourselves to the case a 2 = 0 when working with the mHGS.
It is not clear from [1] how the vectors p i and q i of Theorem 1.3 correspond to the solutions (1.3) and (1.4) of the GHGE at zero and at infinity. The following lemma relates the classical analytic approach to the linear algebra of [1] :
The formula:
is proven in [19] for m = 2. Their argument works for any m without major change. Using the famous reflection formula
we rewrite (2.34) as
Similarly, for the mHGS
This formula follows from Theorem 3.1 combined with (2.34). Note that all the multiples in (2.36) and in (2.37) either bear the index i or j, except for the term
.
So the rest of them are nothing but normalizing coefficients. Lemma 2.3 is true for any a 2 , but for now a 2 = 0, so compairing the formula of the lemma to (2.36) and to (2.37) tells us how the p i and q i are related to the hypergeometric functions of the GHGE and the mHGS respectively. Also, comparing (2.37) to (2.36) is the way of going back and forth between the mHGS and the GHGE promised in Section 1. Finally, let us mention here that the explicit formulae for the local solutions (1.11) and (1.12) of the mHGS similar to (1.3) and (1.4) for the GHGE are given in Theorem 3.1.
Let D r (r being the first letter of the word "rational") be the following m × m matrix:
The explicit formula for the inverse of this matrix
is helpful in various applications. In particular, the proof of Theorem 2.1 is based on it. The factorization of the determinant
is called Cauchy identity (although known to L'Hospital and probably earlier). It was pointed out to the author by A. Borodin that combining Cauchy identity with Cramer's rule proves (2.39) in the case a 2 = τ = 0. From here, the general case is obtained by renaming the variables. We shall call (2.39) the rational Cauchy identity because of its equivalence, in view of Cramer's rule, to (2.40). The trigonometric analogue of (2.39) for the matrix
is given by a similar formula:
We shall call (2.42) the trigonometric Cauchy identity. It is easy to obtain from the rational Cauchy identity. Start from the case a 2 = τ = 0. Replace b i and c j by e respectively. Then use the identity
simplify, and finally rename the variables one last time.
Let us call M and N the diagonal m × m matrices with µ i and ν i on the diagonal (we stay at the formal level and not specify the branches of the square roots). Then, in both the rational and the trigonometric case, we can rewrite the Cauchy identities as
The rational version of this formula lies at the core of proving the existence of the complex symmetric product (2.28) of Theorem 2.1. The trigonometric Cauchy identity is used to give a proof to Theorem 1.3 different from those of Beukers and Heckman and of Haraoka.
Looking at (2.39) and (2.42), we have an itch to guess the elliptic Cauchy identity for the matrix
The problem of inverting (2.44) turns up quite often in the theory of elliptic functions and, according to a specialist in the field (E. Rains), has not been solved to date. We shall also need to invert (2.44) for our own purposes.
Note that the trigonometric and elliptic versions of the determinantal identity (2.40) are easy to obtain from (2.42) and (2.45) by means of Cramer's rule.
Fermionic fields
Let ω 1 and ω 2 be a pair of linearly independent complex numbers and let Ω = n 1 ω 1 + n 2 ω 2 : (n 1 , n 2 ) ∈ Z 2 . From this point on, let (τ 1 , τ 2 ) ∈ Ω. Consider the following vectors in H τ1,τ2 ⊕ H τ2,τ1 :
Let us introduce a modified symmetric scalar product on H τ1,τ2 ⊕ H τ2,τ1 . For
(2.47)
Here is the multiplication table for (2.47):
Let H be a complex vector space of even dimension endowed with a non-degenerate symmetric scalar product ( * , * ). A subspace I ⊂ H is called isotropic, if (v, v) = 0 for any v ∈ I. Let H = I ⊕ I † be a decomposition of H into a direct sum of maximal isotropic subspaces. Let us choose bases v j and v † i of I and I † respectively. Then
It is customary to take the dual bases for I and I † so that (v i , v † j ) = δ ij , but we shall not do so in this paper. The vectors v i and v † i are called annihilation operators and creation operators respectively. Both the annihilation and creation operators also bear the common name of fermions.
A Clifford algebra CA is the associative algebra generated by the vectors of H with relations 
The sum runs over all the permutations σ satisfying σ(1) < σ(2), · · · σ(r − 1) < σ(r) and σ(1) < σ(3) < · · · < σ(r − 1), in other words, over all ways of grouping the h i into pairs. Let H = (τ1,τ2)∈Ω H τ1,τ2 ⊕ H τ2,τ1 equipped with the scalar product (2.47). Let CA be the Clifford algebra generated by H. Consider the following fermionic fields:
where < * > is the vacuum expectation value.
Proof -Let Ω ′ = Ω \ {(0, 0)}. It immediately follows from the last formula of the multiplication table (2.49) that
The famous identity
combined with the decomposition of P(u) − e 3 at the end of Chapter 2 of [4] produces the following formula:
where P(z) is the P-function of Weierstrass and e 3 = P (ω 2 /2).
The elliptic sine of Jacobi sn(z) is sometimes defined as
It is customary in the theory of Jacobi elliptic functions to use notations different from those of Weierstrass:
The generators 4ω and 2ω ′ of the periods lattice are chosen so that Im τ > 0.
It is standard to add the following normalizing condition to the definition (2.55) of sn(z):
and to treat sn(z) = sn(z; τ ) rather than sn(z) = sn(z; ω, ω ′ ); see [4] or [19] for more information on elliptic functions. We shall use the definition (2.55) of sn(z) without the condition (2.56). The only reason we switch notations form P to sn is that the latter takes less space. This remark concludes the proof. 2
The proof explains why we had to modify the scalar product on H τ1,τ2 ⊕ H τ2,τ1 . The correcting term 1
is needed in (2.47) for the same reason as the term 1/n is needed in (2.53): to make the series converge uniformly. Instead of (2.53), one can use the decomposition
Similarly, one can use elements of H τ1,τ2 ⊕ H τ2,τ1 ⊕ H −τ2,−τ1 ⊕ H −τ1,−τ2 and drop the correcting term in the scalar product (2.47). 
Trigonometrization
Let us restrict ourselves to the case ω 1 = 1 and let us consider what happens when ω 2 → ∞. The limits of (f τ 2 ) are all zero unless τ 2 = 0. So in the limit we get
This time the vacuum expectation values are
. The map
establishes hermitian isometries between H trig and the spaces of solution of the GHGE and the mHGS, see Theorem 1.3 and Lemma 2.3. Let us repeat here that the isometry is a formal linearalgebraic construction. It allows to introduce the quaternionic action on the direct sum of the spaces of solutions and their duals, but the action of the monodromy group on the fermionic fields doesn't make geometric sense. The situation should be improved by constructing a Fuchsian system on the torus T (ω 1 , ω 2 ) such that as ω 2 → ∞, the system becomes the mHGS.
Proofs
In this section, we prove the above results. The section also contains some more new results, which we use as tools, but which we believe are important for their own sake. These are Theorem 3.1 and an explicit construction of the monodromy operators of the mHGS as well as their eigenvectors in a "good" basis. [1] , [10] , and [18] for proofs).
Rigidity and irreducibility
Consider the following matrices:
Quite obviously, they add up to zero and have the same eigenvalues (with multiplicities) as the operators A, B, and C we have started with. It is proven in [3] , that the following vectors are the eigenvectors of B and C corresponding to the eigenvalues b i and −c i respectively:
(3.61)
Here and in the sequel, all empty products are understood to be equal to 1.
Let F 0 and F ∞ be the flags
The flags are opposite to each other as F 0 = Span(e 1 ) ⊂ Span(e 1 , e 2 ) ⊂ . . . ⊂ C m , whereas F ∞ = Span(e m ) ⊂ Span(e m , e m−1 ) ⊂ . . . ⊂ C m . Thus, the flags F 0 and F ∞ are in general position with respect to each other: if we take a subspace from F 0 and from F ∞ , the dimension of their intersection will be the highest possible.
Let u = (b 1 − c 1 + a 2 , . . . , b m − c m + a 2 ). It is not hard to see that Au = a 1 u. It is proven in [3] that
Thus the flag F 1 = Span(u) ⊂ C m is in general position with respect to the flags F 0 and F ∞ . The three spectral flags being in general position with respect to each other is the combinatorial part of the condition that the operators A, B, and C are generic (see also [12] ). Due to rigidity, any additive hypergeometric triple of matrices with the same eigenvalues is conjugate to the triple above. This fact allows us to make most of the proofs computational.
Main technical tools
For τ ∈ C * , let
For τ ∈ C * , let EX(τ ) and EY (τ ) be the following m × m matrices:
EY (τ ) = Id, we naturally set EX(0) = EY (0) = Id. As we shall show in
where X and Y are the matrices (2.24).
Lemma 3.1
• For any τ 1 , τ 2 ∈ C, EX(τ 1 ) EX(τ 2 ) = EX(τ 1 + τ 2 ) and EY (τ 1 ) EY (τ 2 ) = EY (τ 1 + τ 2 ).
• For τ = 0, the Jordan normal form of EX(τ ) and EY (τ ) is a single block with the eigenvalue 1.
• Recall that e = (1, · · · , 1). EX(τ ) e = EY (τ ) e = e.
Proof -All the proofs for EX and EY are the same, so we shall only prove the statements of the lemma for EX.
• To prove the first statement of the lemma, we need to show that (EX(τ 1 ) EX(τ 2 )) ij = EX(τ 1 + τ 2 ) ij i.e. 
(3.65)
Canceling out common multiples, we rewrite (3.65) as
Rational identities of this kind will appear often in the rest of the paper. Let us outline the strategy of proving them here. The left hand side L of an identity to prove will be a homogeneous rational function of b i , c i , τ 1 , and τ 2 . The right hand side R of the identity will be a homogeneous polynomial in the same variables such that deg(L) = deg(R). The degree will not exceed 1. All the denominators of L will be products of linear forms f . The power of every such form in every denominator will be 1. The first step to prove such an identity is to show that L is in fact a polynomial. For that, it is enough to show that f L| f =0 = 0 for every form f from any denominator of the identity. The second step is to check enough points to make sure that L ≡ R. We shall write down the proof of (3.66) in full detail. We shall be sketchy with the rest of the proofs, if they follow the strategy outlined here.
and
Obviously, these two add up to zero.
The identity
for l 1 = i is proven in [3] , see (7.59) of the Appendix there.
We now know that L is a homogeneous polynomial in b i and τ i . The degree of this polynomial is zero, so it must be a constant. Setting b k = k for k = 1, · · · , m and τ 1 = 0, we see that all the summands on the left hand side of (3.66) nullify except for when k = i. The one remaining equals the one on the opposite side of the identity.
• To prove the second statement of the lemma, let us introduce the following matrix:
To prove that G(τ ) in not degenerate for τ = 0, let us prove that
Subtracting the i + 1 row from the i-th for all the rows of G except for the last one nullifies all the elements of the first column except for the last element. Decomposing the determinant with respect to this column and factoring out common multiples, we see that
whereG is the following (m − 1) × (m − 1) matrix:
For example, for m = 4,
To prove (3.68), we have to prove that
Let us show that det G can be turned into the standard Vandermonde without changing the determinant by means of row operations. First, let us take a look at our example. Multiplying the last row by b 1 + τ and adding the result to the previous row gives us the following matrix: 
It is easy to complete the argument using induction.
Let J be the matrix with ones on the main diagonal and right above it, and zeros elsewhere:
We want to prove that
Consider the following m × m matrix:
and that
, if j > 1 and i < m.
Let us prove that
In the first case j = 1, i = 1, · · · , m − 2, after factoring out and cancellation, (3.71) becomes the following identity:
Up to a change of variables, this is identity (7.59) from [3] .
In the second case j = 1, i = m − 1, after factoring out and cancellation, (3.71) becomes the following identity:
Let us employ the strategy introduced at the beginning of the proof to show that the left hand side of (3.72) is a polynomial in b i and τ of degree zero and thus a constant. Then set b 1 + τ = b 2 to see that the constant is in fact 1.
In the third case i = m, j = 1, · · · , m, after some simplification, (3.71) becomes the identity
which is proven similarly to (3.72).
Finally, for i = 1, · · · , m − 1 and j = 2, · · · , m, (3.71) boils down to the following identity:
Our strategy works here again aided at some point by the identity (7.59) from [3] .
• The last statement of the lemma follows from the last two statements of Lemma 3.2. Another way to see it is to observe that the first column of
Let V and W be the matrices composed of the eigenvectors v i (3.61) of the residue matrix B and of the eigenvectors w i (3.62) of the residue matrix C as columns respectively. For τ ∈ C, let Z(τ ) be the following m × m matrix:
Proof -Let us first prove that 
Since both W and W −1 are lower triangular, it is clear that the right hand side of (3.75) equals 0 for j > i. For i = j, the the right hand side of (3.75) has only one summand. It is easy to see that the summand equals 1. Finally, for i > j (3.75) boils down to the identity
which is up to a change of variables equivalent to (7.59) from [3] .
We need to show that
Let us add up the summands of (3.76) starting from the end. It is not hard to prove by induction that the sum of (the last) n terms equals
In particular, S min(i,j) = 1.
2. The second statement of the lemma is equivalent to the rational Cauchy identity (2.39).
Let us prove that
. This is equivalent to proving the following identity:
The strategy of Lemma 3.1 works here again aided by identity (7.59) from [3] . The corresponding identity for EY is proven similarly.
We need to show that for any
But this, up to a change of variables, is the identity (7.60) from [3] . 2
Proof -We shall only give a proof for EX(τ ). According to the first statement of Lemma 3.1, EX(τ ) is a one-parameter group. It is easy to see for an off-diagonal term that
According to the second statement of Lemma 3.1, the Jordan normal form of the derivative at zero is a single block of full size m with the eigenvalue 0. According to the third statement of Lemma 3.1, the corresponding eigenvector is e. Thus, the sum of the elements of every row must add up to zero. 2
Proof of Lemma 2.1 -The first statement of the lemma is already proven in the course of proving Lemma 3.3. The second is proven by an easy computation. To prove the third statement of the lemma, let us prove that
Rewriting this formula as
and using the third property of Lemma 3.2 proves (3.77). Differentiating (3.77) at zero finishes the proof for the bases v i (3.61) and w i (3.62). Recalling that the additive hypergeometric triple is rigid completes the argument. 
and using the second statement of Lemma 2.1, it is not hard to show that the formulae
solve the dynamical equations (1.10), which is equivalent to the statements of Lemma 1.2. 2
Proof of Theorem 1.2 -Let us first prove the formula for (T 0 ) i . The fact S = V XV −1 implies that
Thus, we want to prove that
Let us rewrite the mHGS (1.6) as
Let us seek solutions to (3.80) in the form
Plugging (3.81) into (3.80), we obtain the following recursive relation on (T 0 ) in :
where (T 0 ) i0 = v i . Let us prove that
satisfies the recursion (3.82) by induction. First, let us establish the base. According to (2.32),
For the case in consideration, a 2 = 0. Recalling that u = v 1 + . . . + v m and that the v i form an orthogonal basis with respect to the product (1.7), we get
Applying (B − (b i + 1)Id) −1 to the right hand side of this formula, we obtain that
Observing that α i1 ξ To make the step of induction from n to n + 1, we go along the same lines. In the end, the proof boils down to the identity
(for τ = n), which is proven using the method of Lemma 3.3. The proof for (T ∞ ) i is similar. Finally, convergence follows from the following theorem: 2
Proof-According to (3.83),
Let us call (T 0 ) n (not to be confused with (T 0 ) i from Theorem 1.2) the matrix composed of columns (T 0 ) in and let us call A n the diagonal m × m matrix with α in on the diagonal. Then
According to the first statement of Lemma 3.2, W −1 V = Z(0). According to the third statement of Lemma 3.2 combined with Lemma 3.3, e nX = Z −1 (0)Z(n). Thus, we can rewrite (3.86) as
This boils down to the identity
proven using the strategy of Lemma 3.3. A look at the definition (1.1) of the generalized hypergeometric function finishes the proof of (3.84).
Similarly,
Similarly to (3.88),
, which proves (3.85). 2
The formula (2.37) follows from Theorem 3.1 combined with (2.34).
Proof of Theorems 1.4 and 2.2 -
Recall that the space H has two special bases (F 0 ) i and
Taking the scalar product of both sides of this equality with (F 0 ) i , we see that
Our construction has the following symmetry: if we switch the points 0 and ∞ on the Riemann sphere and simultaneously switch the b i and −c i for all i = 1, . . . , m, all the formulae remain valid. Applying the symmetry to the above formula, we get
Rewriting the last two formulae in the matrix form as
and comparing them to each other proves Theorem 2.2. 
There exists a unique up to a constant multiple complex symmetric scalar product ( * , * ) τ1,τ2 on H τ1,τ2 such that the bases v i (τ 1 ) and w i (τ 2 ) are simultaneously orthogonal with respect to it:
(Note that formula (2. 
There exists a unique up to a constant multiple complex symmetric scalar product ( * , * ) + τ1,τ2 such that the bases v i (τ 1 ) and v i (τ 2 ) are simultaneously orthogonal with respect to it:
(3.91)
• For the bases w i (τ 1 ) and w i (τ 2 ) such that τ 1 = τ 2 ,
There exists a unique up to a constant multiple complex symmetric scalar product ( * , * ) − τ1,τ2 such that the bases w i (τ 1 ) and w i (τ 2 ) are simultaneously orthogonal with respect to it:
(3.93)
Proof -
• The formula (3.89) in the matrix form reads as V e Xτ1 = W e Y τ2 Z(τ 1 + τ 2 ). By Lemma 3.2, e Y τ2 = Z(τ 1 )Z −1 (τ 1 + τ 2 ), so we get V e Xτ1 = W Z(τ 1 ). By the same lemma,
The existence of the product (2.28) follows from the rational Cauchy identity (2.39). Its uniqueness follows from the dimension count.
• The formula (3.90) in matrix notations is simply V e Xτ1 = V e Xτ2 e X(τ1−τ2) . For τ = 0, let us set in the rational Cauchy identity a 2 = 0 and c i = b i for i = 1, . . . , m. The special case
gives rise to (3.91). Uniqueness follows from the dimension count. The last case is proven similarly. 2
Proof of Lemma 2.2 -Let us begin with proving the third statement of the lemma first. To prove that B(τ 1 )x + C(τ 2 )x + a 2 (τ 1 , τ 2 )x = (x, u) τ1,τ2 u for any x ∈ H τ1,τ2 , it is enough to prove that this formula holds for any basis vector v i (τ 1 ). The formula (3.89) gives us
On the other hand,
But
The first statement easily follows from the third. To prove the forth statement, we need to show that
This is the formula (7.61) from [3] in different notations. Finally, the second statement follows from the third and the forth combined. 2
Beukers and Heckman revisited
The main purpose of this subsection is to prove Lemma 2.3. As a side product, we give a proof to Theorem 1.3 different from those of Beukers and Heckman and of Haraoka. is also a straitforward computation with telescoping sums for three different cases i > j, i = j, and i < j. 2
We shall suppress detailed proofs in the remaining part of this subsection. All the below formulae are not hard to prove by direct computation. After factoring out common multiples, simplification, and sometimes telescoping, all of them either boil down to the identities from [3] or become trivial just as above. 
Remarks and open questions
A different and very interesting approach to the generalized hypergeometric function through fermionic fields was made recently in [15] and [16] . The following observation may serve as a starting point in investigating the relations between their view of the generalized hypergeometric function and ours. Also, it would be interesting to understand what unknown feature of our construction manifests itself through the existence of the "extra" products (3.91) and (3.93) in the extended version of Theorem 2.1.
