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RESUMO 
 
Diante de restrições no uso de florestas inequiâneas, o investimento em florestas 
equiâneas tem sido cada vez maior. Isso torna crescente o interesse em estudos 
buscando maximizar o rendimento em volume de madeira dessas florestas. O 
crescimento desse setor tem impulsionado a busca por métodos mais acurados na 
estimação de variáveis dendrométricas a fim de obter estimativas confiáveis a 
respeito do estoque volumétrico dos povoamentos florestais. Este trabalho teve 
como objetivo avaliar a exatidão da estimação da altura total, volume e afilamento do 
fuste de árvores de eucalipto, utilizando Máquina de Vetor de Suporte (MVS). Para a 
realização deste trabalho, foram utilizados dados provenientes de um povoamento 
de eucalipto. A base de dados foi dividida, aleatoriamente, em dois grupos: 70% 
para ajuste dos modelos de regressão e treinamento da MVS e 30% para validação. 
Foram ajustadas diferentes configurações de MVS e diferentes modelos de 
regressão. A avaliação dos modelos de regressão e das configurações da MVS foi 
baseada nas estatísticas: coeficiente de correlação, raiz quadrada do erro quadrático 
médio e viés. Com base nos resultados obtidos, foi observado que a MVS 
proporcionou maior exatidão nas estimativas da altura total, volume individual e 
afilamento do fuste em relação aos modelos clássicos de regressão utilizados. 
 
Palavras-chave: Modelos de Regressão, Aprendizagem de Máquinas, Variáveis 
Dendrométricas. 
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ABSTRACT 
 
Faced with restrictions on the use of uneven-aged forests, the investment in even-
aged forests has been increasing. This increases the interest in studies seeking to 
maximize the yield in volume of these forests. The growth of this sector has driven 
the search for more accurate methods in the estimation of dendrometric variables in 
order to obtain reliable estimates of the volumetric stock of the forests stands. This 
work had as objective to evaluate the accuracy of estimate of total height, volume 
and stem taper of eucalyptus trees, using Support Vector Machine (SVM). For the 
realization this work, were used data from a eucalyptus stand. The database were 
randomly divided into two groups: 70% for fit of regression models and training of 
MVS and 30% for validation. Were fitted different configurations of SVM and different 
regression models. The evaluation of the regression models and configurations of 
SVM was based on the statistics: correlation coefficient, root mean square error and 
bias. Based on the results obtained, it was observed that the SVM provided greater 
accuracy in the estimates of total height, individual volume and taper in relation to the 
classic regression models used. 
 
Keywords: Regression Models, Machine Learning, Dendrometric Variables. 
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1 INTRODUÇÃO 
 
Visando diminuir o desmatamento de florestas inequiâneas, são crescentes 
as restrições a respeito do seu uso. Isso tem aumentado a importância no comércio 
nacional e internacional de madeiras oriundas de reflorestamento visando à 
produção de papel, celulose, painéis, carvão, móveis e biomassa (SILVA; 
CORDEIRO, 2014). A área de florestas plantadas vem crescendo de forma 
acelerada e o Brasil se destaca como referência na produção desse tipo de floresta, 
composta principalmente por eucalipto (MIRANDA; JUNIOR; GOUVEIA, 2015). Os 
plantios de eucalipto correspondem a 71,9% do percentual de florestas equiâneas 
destinadas a fins industriais (IBÁ, 2016). 
Pela importância que o eucalipto possui para a economia brasileira, aliada às 
diversas restrições no uso de florestas inequiâneas, são evidentes as vantagens de 
investimento e uso de povoamentos oriundos de reflorestamento dessa espécie. Um 
maior aproveitamento de plantios de eucalipto está relacionado com processos mais 
exatos de estimação de variáveis dendrométricas, como a altura. Processos de 
estimação são importantes devido à dificuldade de obtenção dessa variável por 
métodos diretos, que muitas vezes geram aumento de tempo e custos (LOETSCH; 
ZÖHRER; HALLER 1973). 
A medição da altura, em sua maioria, é realizada por meio de hipsômetros, 
instrumentos baseados em princípios geométricos ou trigonométricos para a 
medição indireta. No entanto, em florestas plantadas, há grande densidade de 
indivíduos por hectare, o que dificulta a visão da copa e torna lenta a medição dessa 
variável (COUTO; BASTOS, 1988). Uma forma de minimizar essa dificuldade é obter 
a altura com base na medição de algumas árvores da parcela e, posteriormente, 
ajustar modelos de regressão para estimação da altura das demais. Tais modelos 
buscam estimar a altura com base no diâmetro da árvore. A essa relação é atribuído 
o nome de relação hipsométrica (FINGER, 1992). 
Quanto ao volume de madeira, que na maioria das vezes é o principal objetivo 
de um inventário florestal, o método mais usual de obtenção do volume é por meio 
de cubagem de árvores-amostra. Essa forma de obtenção do volume também torna 
dispendiosa a atividade de inventário florestal, pois necessita do abate da árvore. A 
estimação do volume consiste na amostragem de algumas árvores do povoamento 
e, por meio de equações volumétricas, estima-se o volume das demais árvores. 
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Essas equações quantificam o volume total da árvore (CAMPOS; LEITE, 2013; 
HUSCH; BEERS; KERSHAW JUNIOR, 2003). 
Todavia, quando se pensa em destinação de madeira para multiprodutos, faz-
se uso de funções de afilamento. Essas funções buscam representar o decréscimo 
do diâmetro ao longo do fuste, relação denominada taper ou afilamento do fuste. A 
partir de funções de afilamento, pode-se estimar o volume de madeira para 
diferentes objetivos como a laminação, serraria e celulose (CLUTTER et al., 1983). 
Apesar do uso de modelos de regressão ser comum na mensuração florestal, 
a necessidade de um maior aproveitamento dos recursos florestais vem 
impulsionando o setor na busca por procedimentos de estimação que proporcionem 
maior exatidão. Isso ocorre devido à necessidade de investimentos substanciais 
para a produção de madeira, tornando fundamental a busca e o desenvolvimento de 
modelos mais exatos para estimação de atributos da árvore e do crescimento de 
povoamentos (BURKHART; TOMÉ, 2012). Cordeiro et al. (2015) citam que 
pequenos ganhos em exatidão nas estimativas de volume em relação à árvore 
representam ganhos significativos quando contabilizados os valores para todo o 
povoamento. 
Uma técnica alternativa ao uso da regressão clássica é a Máquina de Vetor 
de Suporte (MVS). A MVS é um algoritmo de aprendizagem proposto na década de 
90, que tem como objetivo maximizar a capacidade de generalização, baseando-se 
na teoria do aprendizado estatístico (VAPNIK, 1999). Essa técnica vem se 
consolidando em diversos campos da ciência como a estimação de constituintes 
químicos em madeira (NUNES et al., 2011), modelagem de cross-selling ou venda 
cruzada no marketing de empresas (PINHO, 2009) e a previsão de vazões 
(TEIXEIRA et al., 2014). Quanto à área de mensuração florestal, alguns estudos 
foram desenvolvidos utilizando a MVS, podendo citar a classificação da capacidade 
produtiva (COSENZA et al., 2015), prognose do crescimento de árvores de eucalipto 
(MAGALHÃES, 2014) e predição volumétrica de árvores individuais (CORDEIRO et 
al., 2015). 
Pelo fato de haver poucos trabalhos desenvolvidos no setor florestal utilizando 
máquina de vetor de suporte, surge a indagação se o uso dessa técnica proporciona 
um ganho em exatidão na estimação de diferentes variáveis dendrométricas quando 
comparada aos modelos de regressão. 
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2 OBJETIVOS 
 
2.1 Objetivo Geral 
 
 Avaliar a exatidão da estimação de altura, volume e afilamento do fuste de 
árvores de eucalipto utilizando Máquina de Vetor de Suporte (MVS). 
 
2.2 Objetivos Específicos 
 
 Avaliar diferentes modelos de regressão na estimação da altura total, 
volume total e afilamento do fuste de híbridos de Eucalyptus grandis x 
Eucalyptus urophylla; 
 Avaliar diferentes configurações da MVS buscando a que melhor se 
adequa à estimação das variáveis dendrométricas alvo desse estudo; 
 Comparar a exatidão da MVS com relação aos modelos de regressão. 
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3 REVISÃO BIBLIOGRÁFICA 
 
3.1 Inventário Florestal 
 
 O inventário florestal é um procedimento que visa quantificar e avaliar os 
povoamentos florestais (SOARES; PAULA NETO; SOUZA, 2011) e é baseado em 
processos de amostragem e utilizado para estimar características da floresta, que 
podem ser quantitativas ou qualitativas. Em florestas equiâneas, o uso de 
procedimentos de amostragem possibilita que a floresta seja estratificada, 
resultando em estratos mais homogêneos e, consequentemente, maior 
confiabilidade ao elaborar o plano de suprimento madeireiro das empresas 
(SCOLFORO; MELLO, 2006). 
Segundo Meunier, Silva e Ferreira (2001), durante o inventário florestal, 
empregam-se técnicas de mapeamento, mensuração florestal e amostragem, 
visando obter informações precisas e confiáveis, mas com custos compatíveis. O 
inventário é composto por três fases: mapeamento da área, amostragem, coleta e 
análise de dados, que inclui o cálculo e estimativas dos parâmetros e análise de 
decisões de manejo (CAMPOS; LEITE, 2013). 
 A maioria dos inventários florestais tem como objetivo a estimativa de madeira 
produzida. No entanto, um inventário completo da floresta também fornece 
informações que ajudam no processo de tomada de decisão, sendo elas: estimativas 
da área, descrição da topografia, facilidades de transporte, estimativas da 
quantidade e qualidade da madeira e também estimativas do crescimento da floresta 
(HUSCH; BEERS; KERSHAW JUNIOR, 2003). 
 
3.1.1 Relação Hipsométrica 
 
A altura, juntamente com o diâmetro, é uma característica importante obtida 
por meio de um inventário florestal. Essa variável serve principalmente para 
quantificar o volume, incremento em volume e, juntamente com a idade, avaliar a 
capacidade produtiva de um determinado local. A altura também é utilizada em 
modelos de predição visando estimar o volume total ou volume para multiprodutos 
(LOETSCH; ZÖHRER; HALLER 1973). 
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A altura das árvores pode ser obtida por meio de medidas diretas e indiretas. 
As medidas diretas podem ser realizadas tanto em árvores derrubadas como em 
árvores em pé. Para a medição direta, usam-se trenas em árvores derrubadas e é 
comum o uso de réguas ou varas telescópicas em árvores em pé. Esse tipo de 
medida, apesar de mais acurada, torna a atividade de inventário mais demorada 
(SOARES; PAULA NETO; SOUZA, 2012). Já as medições indiretas se dão por meio 
de aparelhos conhecidos como hipsômetros ou estimação por modelos de 
regressão. A medição com o uso de hipsômetros pode ser prejudicada pela 
densidade do povoamento, pois a proximidade entre os indivíduos dificulta a 
visualização do topo da árvore. Outros fatores como a inclinação da árvore e a 
presença de ventos também contribuem para a ocorrência de erros na medição 
indireta da altura (COUTO; BASTOS, 1988). 
Conforme Machado e Figueiredo Filho (2009), a forma mais usual de medir a 
altura é por meio dos hipsômetros, no entanto a dificuldade de visualização da copa 
torna inviável a medição de todas as árvores do povoamento. Isso torna a altura 
uma variável de difícil obtenção e o tempo gasto com essa atividade gera maiores 
custos ao inventário florestal (MENDONÇA; CARVALHO; CALEGARIO, 2015). 
Retslaff et al. (2015) citam que ao medir a altura de todas as árvores, é 
possível que haja mais erros do que ao estimá-la. Para a estimação da altura, 
realiza-se a medição dessa variável em apenas algumas árvores da parcela e, por 
meio de análise de regressão, são geradas equações para estimar a altura das 
demais árvores (LEITE; ANDRADE, 2003). 
O uso de modelos de regressão para estimar a altura de árvores busca 
expressar a relação entre a altura total e o DAP das árvores, sendo essa relação 
denominada de relação hipsométrica. No entanto, muitas vezes esses modelos 
apresentam valores insatisfatórios para estatísticas de exatidão, subestimando ou 
superestimando os resultados. Isso gera dúvidas quanto à confiabilidade do seu uso 
(HESS et al., 2014; SCHNEIDER; SCHNEIDER, 2008). 
Alguns estudos têm sido desenvolvidos para estimação da altura utilizando 
outras técnicas de modelagem, como: modelos de regressão com covariáveis que 
têm influência na altura como o índice de sítio, a idade e a espécie (SENA et al., 
2015); o uso de modelos hipsométricos generalizados mistos (MENDONÇA; 
CARVALHO; CALEGARIO, 2015); modelos não lineares ajustados por métodos 
19 
 
 
bayesianos empíricos em vez do ajuste pelo método dos mínimos quadrados 
ordinários (MOREIRA et al., 2015). 
Outra técnica que vem sendo utilizada e ganhando notoriedade no setor 
florestal é a aprendizagem de máquinas voltadas para a predição, mais 
especificamente com a aplicação de Redes Neurais Artificiais (RNA). O uso desse 
tipo de técnica tem sido comum em estudos de relação hipsométrica e vem 
superando modelos clássicos de regressão em exatidão nas estimativas obtidas 
(BINOTI; BINOTI; LEITE, 2013; VENDRUSCOLO et al., 2015). Uma técnica de 
aprendizagem de máquina com alta capacidade de predição e generalização é a 
máquina de vetor de suporte. Essa técnica tem superado as RNAs (GARCÍA NIETO 
et al., 2012), no entanto ainda não foi testada a capacidade da MVS na estimação 
da altura. 
 
3.1.2 Estimação do Volume 
 
A obtenção do volume é, na maioria das vezes, a principal finalidade do 
inventário florestal. A estimação do volume de espécies comerciais é importante 
para que as empresas tenham conhecimento a respeito do potencial produtivo de 
suas florestas e consequentemente contribui para um planejamento adequado da 
colheita florestal (RIBEIRO; GAMA; MELO, 2014). 
A forma mais usual para obtenção do volume é por meio da cubagem de 
árvores-amostra. No entanto, realizar a cubagem de todas as árvores do 
povoamento é uma atividade demorada e de alto custo, sendo necessários métodos 
de estimação (MACHADO; FIGUEIREDO FILHO, 2009; SCHIKOWSKI; CORTE; 
SANQUETTA, 2015). 
Visando proporcionar maior exatidão no processo de quantificação 
volumétrica, aliada à diminuição dos custos de inventário oriundos do processo de 
cubagem, pode-se fazer o uso de equações de volume. Tais equações demandam 
dados de cubagem de apenas algumas árvores-amostra de cada parcela, buscando 
contemplar diferentes classes de diâmetro, a fim de representar bem a população 
(CAMPOS; LEITE, 2013). 
As equações de volume são obtidas a partir do ajuste de modelos de 
regressão e são utilizadas quando o objetivo é a obtenção do volume total de cada 
árvore. Entretanto, as equações geradas por diferentes modelos podem não estimar 
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com exatidão o volume para diferentes espécies, idades, espaçamentos, locais e 
rotação, necessitando de equações especificas para determinados estratos 
(COUTO; BASTOS, 1987; MCTAGUE; BATISTA; STEINER, 1989). 
Consequentemente, recomenda-se o ajuste de diferentes modelos e, com base em 
estatísticas de exatidão, faz-se a escolha do melhor modelo para cada caso 
(THOMAS et al., 2006). Estudos foram desenvolvidos buscando modelos de 
regressão que melhor estimem o volume de populações florestais de espécies do 
gênero Eucalyptus (AZEVEDO et al., 2011; CARVALHO et al., 2011; COUTO; 
BASTOS, 1987; LEITE; ANDRADE, 2003; SCHRÖDER et al., 2013). 
O uso de modelos de regressão para estimação volumétrica tem como 
desvantagem a dificuldade em inserir variáveis qualitativas na modelagem, como o 
espaçamento, a classe de solo e a forma do fuste, pois geralmente apresentam 
relações complexas e não lineares com o volume. Essas variáveis influenciam o 
volume da árvore e, portanto, há a necessidade de técnicas que tornem factível a 
inserção dessas variáveis como variáveis qualitativas (BINOTI; BINOTI; LEITE, 
2014). 
Alguns estudos têm sido desenvolvidos buscando a aplicação de outros 
métodos que tornem possível a inserção de variáveis qualitativas que exerçam 
influência no volume. Entre esses métodos, pode-se destacar a aplicação as redes 
neurais artificiais (BINOTI; BINOTI; LEITE, 2014; GORGENS et al., 2014). 
Outra técnica que possui tal característica é a MVS. Em relação aos modelos 
de regressão, essa técnica apresenta como principal vantagem, além de permitir a 
inserção de variáveis qualitativas, a independência do conhecimento e suposições 
entre as variáveis utilizadas no ajuste (CORDEIRO et al., 2015). No trabalho de 
Cordeiro et al. (2015), foi testada apenas uma configuração da MVS e os resultados 
obtidos superaram os modelos de regressão, demonstrando que o uso de 
aprendizagem de máquinas no setor florestal pode gerar ganho em exatidão 
melhorando a estimação do estoque volumétrico. 
 
3.1.3 Afilamento do Fuste 
 
Árvores com mesmo diâmetro e mesma altura podem apresentar volumes e 
rendimentos diferentes para determinados sortimentos (multiprodutos), caso as 
formas dos fustes sejam diferentes (SCOLFORO, 2005). Vários fatores podem afetar 
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neilóide parabolóide cone  
a forma da árvore, entre esses, destacam-se: sítio, comprimento e largura da copa, 
idade, posição fitossociológica e o espaçamento (QUEIROZ et al., 2008). 
Do ponto de vista geométrico, a forma do fuste de uma árvore se assemelha a 
um sólido de revolução (paraboloide). No entanto, numa análise mais detalhada, é 
mais realista considerar três partes distintas do fuste que podem ser aproximadas 
por diferentes sólidos de revolução (Figura 1). Esses sólidos são: um neiloide na 
parte inferior, paraboloide na parte central e cone na parte superior (BURKHART; 
TOMÉ, 2012). 
 
Figura 1 – Forma do tronco de uma árvore da base para o topo. 
 
 
  
 
 
 
Fonte: Adaptado de Row e Guttenberg (1966, citado por LOETSCH; ZÖHRER; HALLER, 1973). 
 
Por meio da Figura 1, observa-se que o diâmetro diminui com o aumento da 
altura da árvore. À essa relação de decréscimo do diâmetro da base de um tronco 
para o topo é dado o nome de afilamento ou taper (CLUTTER et al., 1983). Para 
caracterizar essa relação de decréscimo de diâmetro, são empregados modelos de 
afilamento, que são utilizados para estimar o volume de sortimento da madeira de 
árvores em pé (ANDRADE, 2014). 
A aplicação de modelos de afilamento tem como ideia básica o uso de 
equações que descrevam a forma e o afilamento das árvores, em que a 
representação da variação diamétrica ao longo do fuste é realizada em função do 
DAP e da altura total (KOHLER; KOEHLER; FIGUEIREDO FILHO, 2013). 
A partir dos modelos de afilamento, é possível estimar, por meio 
transformações algébricas, além do diâmetro numa certa altura, a altura que ocorre 
um determinado sortimento e, com a obtenção da integral desses modelos, é 
possível estimar o volume de diferentes porções do fuste. Esses modelos buscam 
representar o perfil do fuste, estimando diferentes tipos de volume requeridos, como 
o volume para laminação, serraria, celulose e energia (TÉO et al., 2013). São 
diversos os modelos estatísticos destinados para a quantificação dos sortimentos 
florestais. Tais modelos possuem grande variação quanto ao grau de complexidade 
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dos ajustes e quanto à qualidade das informações geradas (ASSIS et al., 2001; 
FIGUEIREDO; SCOLFORO; OLIVEIRA, 2006). 
Os modelos de afilamento podem ser divididos em modelos não segmentados 
e modelos segmentados. Os modelos não segmentados são aqueles em que uma 
única função representa a forma do fuste desde a base até o ápice. Esses modelos 
têm como vantagem modelar o fuste numa única expressão, sendo fáceis de ajustar 
e empregar (CAMPOS; LEITE, 2013). Já os modelos segmentados consistem no 
ajuste de submodelos, em que cada um descreve uma parte do fuste e são unidos 
com a condição de que cada função se conecte corretamente aos pontos de união. 
Isso torna esses modelos mais difíceis de serem empregados, no entanto 
proporcionam estimavas mais acuradas quando comparados aos modelos não 
segmentados (SOUZA et al., 2008a). 
Em busca de estimativas mais acuradas, diferentes modelos de afilamento já 
foram empregados em estudos realizados no Brasil (FISCHER et al., 2001; HORLE 
et al., 2010; MENON, 2006; PIRES; CALEGARIO, 2007; SCOLFORO et al., 1998; 
SOARES; LEITE; VALE, 2004; SOUZA et al., 2008b). No entanto, a proposta de 
inclusão de novas metodologias que estimem o estoque volumétrico com maior 
exatidão ainda é necessária, tendo em vista o custo que essa etapa representa para 
o inventário florestal (BINOTI et al., 2014). 
A quantidade de informações proporcionadas pelo estudo do afilamento do 
fuste e pela crescente necessidade em destinar a madeira para diversos fins, 
diferentes técnicas de modelagem têm sido empregadas para descrever o perfil do 
fuste de espécies florestais (SOUZA et al., 2008c). Entre essas técnicas, pode-se 
citar o uso de modelos não lineares mistos (CARVALHO et al., 2014) e o uso de 
Inteligência Artificial (IA), com a aplicação de RNAs em estudos da forma do fuste 
(CAMPOS, 2014; DIAMANTOPOULOU, 2005; LEITE et al., 2011; SOARES et al., 
2013). 
A aplicação de técnicas de IA tem se mostrado satisfatória para descrever o 
afilamento do fuste, superando modelos usuais de regressão (SCHIKOWSKI; 
CORTE; SANQUETTA, 2015). Na IA existem outros algoritmos semelhantes às 
RNAs, como a MVS. A MVS também é utilizada em problemas de predição e seus 
resultados são comparáveis e muitas vezes superiores aos obtidos pelas RNAs 
(LORENA; CARVALHO, 2007). 
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3.2 Máquina de Vetor de Suporte 
 
A MVS é um tipo de algoritmo de aprendizagem proposto na década de 90, 
baseado na teoria do aprendizado estatístico que visa controlar a capacidade de 
generalização (VAPNIK, 1999). Foi inicialmente desenvolvido para problemas de 
classificação binária e se diferencia por apresentar algumas propriedades na 
superfície de decisão que garantem alta capacidade de generalização (CORTES; 
VAPNIK, 1995). 
A generalização é a capacidade do algoritmo em aprender por meio de um 
conjunto reduzido de exemplos e fornecer bons resultados em dados que não 
tiveram participação no treinamento. A capacidade de aprender a partir de exemplos 
e generalizar as informações aprendidas indica que o algoritmo não memorizou os 
dados de treinamento, processo denominado como overfitting (BRAGA; LUDEMIR; 
CARVALHO, 2000). 
A MVS tem como ideia principal, levando em conta os problemas de 
classificação, a construção de um hiperplano como superfície de decisão (HAYKIN, 
2001). A MVS implementa a seguinte ideia: ela mapeia os dados de entrada para um 
espaço de alta dimensão chamado espaço de características por meio de um 
mapeamento não linear, escolhido a priori, que são as funções de kernel. Nesse 
espaço, um hiperplano de separação máxima é construído e é gerado um preditor 
com máxima capacidade de generalização (VAPNIK, 1998). 
O objetivo de uma MVS é encontrar um hiperplano de separação ideal, que 
maximiza a margem. A margem pode ser definida como a distância entre o 
hiperplano separador e o vetor mais próximo de cada uma das classes (BELTRAMI, 
2009). Para um melhor entendimento da essência da MVS, é necessário 
compreender quatro conceitos: (1) hiperplano de separação, (2) hiperplano de 
margem máxima, (3) margem suave e (4) funções de kernel (NOBLE, 2006). 
 
3.2.1 Hiperplano de Separação 
 
Para dados linearmente separáveis, a ideia principal de uma MVS é a 
construção de um hiperplano que realize a separação de duas classes distintas. É 
possível encontrar vários hiperplanos que satisfaçam o problema, porém deve-se 
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escolher aquele que permita a melhor separação, conforme pode ser observado na 
Figura 2. 
 
Figura 2 – Limites de decisões possíveis para um conjunto de dados separável 
linearmente. 
 
Fonte: adaptado de Tan, Steinbach e Kumar (2009). 
 
3.2.2 Hiperplano de Margem Máxima 
 
Com base na Figura 2, é possível observar que todos os hiperplanos 
satisfazem o problema em questão, conseguindo separar os dados em dois grupos 
distintos. É preciso escolher um hiperplano que maximize a margem, que é a 
distância entre o hiperplano e os vetores de suporte. Embora esses hiperplanos não 
apresentem erros de classificação, não há certeza de que tais hiperplanos 
conseguirão classificar corretamente exemplos não vistos anteriormente (TAN; 
STEINBACK; KUMAR, 2009). 
A escolha do hiperplano ótimo ou hiperplano de margem máxima se dá 
durante o treinamento da MVS, em que são escolhidos os vetores de treinamento 
(pares de entrada e saída), que são mais importantes para a definição dos limites de 
cada classe. Esses vetores definem o hiperplano ótimo, que é o hiperplano com 
menor erro de classificação e são conhecidos como vetores de suporte (ALMEIDA; 
CUNHA, 2015). O hiperplano ideal é aquele que maximiza a margem, pois isso 
implicará num maior poder de generalização da MVS (Figura 3). 
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Figura 3 – Hiperplano ótimo para padrões linearmente separáveis. 
 
Fonte: adaptado de Haykin (2001). 
 
3.2.3 Margem Suave 
 
Os conceitos expostos anteriormente sobre o hiperplano de margem máxima 
contemplam apenas o caso de conjunto de dados separáveis linearmente, também 
chamados de MVS de margem rígida. Em condições reais, é difícil encontrar dados 
que possam ser linearmente separáveis. Isso se deve à presença de ruídos nos 
dados, ou à própria natureza do problema, como é o caso da maioria dos problemas 
do mundo real (LORENA; CARVALHO, 2007). 
Nesse tipo de problema, não é possível encontrar um hiperplano que 
maximize a margem sem que ocorram erros de classificação. Isso torna a MVS de 
margem rígida raramente utilizada na prática, pois forçar uma máquina de 
aprendizado a classificar corretamente todos os dados de treinamento, sem a 
permissão de ocorrência de erros, pode levar a MVS ao overfitting (IGEL, 2004). 
A aceitação de ocorrência de erros de classificação é o que confere à MVS o 
título de MVS de margem suave. Nesse caso, o que se quer é separar o conjunto de 
treinamento com um número mínimo de erros. A solução encontrada para esse tipo 
de problema é a inserção de variáveis de folga, que fazem com que a MVS seja 
mais flexível, aceitando a ocorrência de erros (CORTES; VAPNIK, 1995). 
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3.2.4 Funções de Kernel 
 
 A MVS de margem suave ainda apresenta limitações para o tratamento de 
problemas de separação de dados não lineares, mesmo inserindo variáveis de folga, 
flexibilizando o processo de aprendizagem (ALMEIDA, 2014). Para solucionar esse 
tipo de problema, as funções de kernel, ou funções de núcleo, fornecem uma 
solução por meio da adição de uma nova dimensão para os dados. Mais 
especificamente, as funções de kernel podem ser consideradas um artifício 
matemático que faz com que a MVS consiga executar uma classificação 
bidimensional de um conjunto de dados originalmente unidimensional (NOBLE, 
2006). 
Funções de kernel realizam o mapeamento dos dados de entrada (input 
space) para um espaço dimensional mais elevado chamado espaço de característica 
(feature space). O aumento das dimensões do espaço possibilita a separação dos 
dados por um hiperplano linear que minimiza os erros de classificação (KOETZ et 
al., 2008). 
O processo de transformação de um domínio não linearmente separável em 
um problema linearmente separável pode ser observado na Figura 4. Essa mudança 
do espaço de entrada para o espaço de características representa o efeito da função 
de kernel na aplicação da MVS em problemas não lineares. 
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Figura 4 – Funcionamento da máquina de vetor de suporte na transformação de um 
espaço não linearmente separável (espaço de entrada) em um espaço separável 
(espaço de características), por meio de funções de kernel (ϕ). 
 
 
Fonte: adaptado de Tahim (2010). 
 
O processo de separação linear no espaço de característica é o mesmo que 
uma função de decisão não linear no espaço de entrada. As funções de kernel 
possibilitam o cálculo de um hiperplano sem necessariamente mapeá-lo no espaço 
de características. Isso faz com que a MVS consiga gerar um hiperplano de 
separação com margem máxima no novo espaço (TAHIM, 2010). As funções de 
kernel podem ser utilizadas para construir um hiperplano ótimo no espaço de 
características sem ter que considerar o próprio espaço de características de forma 
explícita (HAYKIN, 2001). 
Essa é justamente uma grande vantagem do uso de funções de kernel em 
algoritmos de aprendizado, pois sabe-se que, conforme há aumento do espaço 
dimensional, os cálculos para encontrar o hiperplano de margem máxima se tornam 
mais complexos e as funções de kernel facilitam a resolução desses cálculos 
(GOLLAPUDI, 2016). 
 
3.3 Regressão por Máquina de Vetor de Suporte 
 
A MVS, quando aplicada ao problema de regressão, possui os mesmos 
princípios do problema de classificação, com algumas diferenças. Em problemas de 
regressão, busca-se um hiperplano que force as amostras a se posicionarem o mais 
Espaço de entrada Espaço de características
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próximo possível do hiperplano ótimo, não importando o lado do hiperplano que as 
amostra se posicionem (LIMA, 2004). O uso de máquina de vetor de suporte em 
problemas de regressão foi inicialmente proposto por Drucker et al. (1997). Essa 
técnica é conhecida como regressão por vetores de suporte (Support Vector 
Regression ou SVR). 
A SVR tem como objetivo otimizar uma função a partir de uma amostra dos 
dados de treinamento (vetores de suporte), buscando o ajuste de uma curva que 
explique o comportamento desses dados. Para isso, define-se que o erro cometido 
por uma função ou preditor é uma maneira de avaliar o seu desempenho. Uma 
forma de avaliação desse desempenho é a inserção de funções de perda, que 
medem o erro que um preditor comete no conjunto de dados da amostra 
(VERDÉRIO, 2015). A inserção de uma função de perda é o que faz com que a SVR 
consiga realizar problemas voltados para a análise de regressão e o que a diferencia 
da SVC (Support vector classification), que é a máquina de vetor de suporte para 
problemas de classificação. 
Em problemas de predição, a SVR busca encontrar uma função f  que 
relacione os dados de entrada com dados de saída   xfx . A diferença obtida 
entre o valor dado por  ixf  e o valor de iy  é chamada de erro e é um indicador da 
precisão do ajuste de ix  (DIAS, 2007). 
Entre os diferentes tipos de máquina de vetor de suporte aplicados ao 
problema de regressão, destacam-se as técnicas conhecidas como SVRε  e 
SVRν , também denominadas como funções do tipo epsilon-SVR e nu-SVR, 
respectivamente. Com o uso da função de perda conhecida como ε-insensitive loss 
function ou função de perda insensível, em problemas de regressão, tem-se uma 
variação da MVS que é SVRε . Nessa função, pode-se controlar um parâmetro 
que é equivalente a um parâmetro de margem    para separação do hiperplano 
(VAPNIK, 1998). 
Na regressão por SVRε , o objetivo é encontrar uma função  xf  que tenha 
no máximo um desvio ε dos alvos de entrada iy  para todos os dados de 
treinamento. Em outras palavras, não há preocupação com o erro enquanto ele 
estiver menor do que  , no entanto, não se aceita um desvio maior que isso 
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(SMOLA; SCHÖLKOPF, 2004). O funcionamento dessa função de perda em 
regressão por vetores de suporte pode ser observado na Figura 5. 
 
Figura 5 – Funcionamento linear da função de custo ε-insensível. 
 
Fonte: Schölkopf e Smola (2002). 
 
A Figura 5 demonstra graficamente a solução obtida para um problema de 
regressão linear, em que os pontos fora da região sombreada contribuem para a 
geração do hiperplano ótimo. Nesse exemplo, os desvios são penalizados de forma 
linear (SMOLA; SCHÖLKOPF, 2004). 
A função de perda insensível introduz variáveis de folga não negativas *
, ii   
que consideram os pontos situados fora da margem    iyxf  como uma certa 
penalidade, separando os dados de forma a minimizar os erros de treinamento 
(DIAS, 2007). Isso faz com que os resultados da SVR sejam influenciados apenas 
por rótulos estimados que estejam sobre ou fora do limite do hiperplano ótimo 
(RODRIGUEZ-GALIANO et al., 2015). A margem de erro dessa função é 
caracterizada pelo intervalo    ii yy , , em que desvios são permitidos desde que 
não ultrapassem a margem especificada (BELTRAMI, 2009). 
Fica evidente que o parâmetro   tem influência direta na capacidade da SVR 
em generalizar, pois quanto menor o valor desse parâmetro, menor será a região de 
insensibilidade. Isso ocasiona maior número de vetores de suporte, havendo perda 
da capacidade de generalização (AMARAL JÚNIOR, 2012). 
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Uma dificuldade da SVRε  é a escolha do parâmetro ε. Sem um 
conhecimento prévio a respeito dos ruídos contidos nos dados de treinamento, a 
seleção desse parâmetro se torna um processo de adivinhação (SHILTON; 
PALANISWAMI, 2004). Pelo fato de o erro ter de ser definido a priori pelo usuário, o 
controle do erro é, ao mesmo tempo, uma vantagem e uma desvantagem dessa 
variante da máquina de vetor de suporte. 
O parâmetro ε pode ser útil caso a precisão requerida possa ser especificada 
previamente. No entanto, em alguns casos, o que se quer é um processo de 
estimação mais preciso possível, sem haver determinação de certo nível de precisão 
(SCHÖLKOPF et al., 1999).  
Uma alternativa a esse processo de adivinhação, visando uma melhor 
escolha de ε, é a utilização da SVRν , descrita por Schölkopf et al. (1999). Essa 
técnica tem como vantagem a capacidade de ajustar automaticamente o parâmetro ε 
(LIANG; XILONG, 2009). A SVRν  visa minimizar o número de vetores de suporte, 
passando a ser definido, a priori, o parâmetro ν . Esse parâmetro delimita a fração 
de pontos determinados fora do tubo ou hiperplano, buscando melhorar a 
capacidade de generalização da SVR gerada (BISHOP, 2006). 
A seleção apropriada dos parâmetros de uma MVS é fundamental para a 
obtenção de um bom desempenho. A combinação dos dois tipos de regressão por 
máquina de vetor de suporte apresentados com as funções de kernel mais usuais, 
anteriormente citadas, pode proporcionar um ganho em exatidão do preditor gerado. 
 
3.4 Arquitetura da Máquina de Vetor de Suporte Aplicada ao Problema de 
Regressão 
 
As etapas de processamento da MVS aplicada à análise de regressão podem 
ser observadas na Figura 6. 
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Figura 6 – Arquitetura da Máquina de Vetor de Suporte 
 
 
Fonte: adaptado de Smola e Schölkopf (2004). 
 
Inicialmente, os dados de entrada (X), nos quais as previsões devem ser 
feitas, e os vetores de suporte (xi, i = 1, ...n), são mapeados não linearmente no 
espaço de características pela função de kernel (Φ) e então os produtos internos são 
calculados. Posteriormente, os produtos internos são somados utilizando os pesos 
(αn). Isso, mais o termo constante b, gera a predição final de xi. Mais detalhes sobre 
a arquitetura da MVS aplicadas à análise de regressão podem ser encontrados em 
de Smola e Schölkopf (2004). 
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4 METODOLOGIA 
 
4.1 Descrição dos Dados 
 
Os dados utilizados nesse estudo foram obtidos por meio da cubagem de 
1.300 árvores-amostra oriundas de povoamentos híbridos de Eucalyptus grandis x 
Eucalyptus urophylla, totalizando 21 clones. Os povoamentos foram estabelecidos 
em espaçamento de 3 x 3 m e localizados na região centro-oeste do Estado de 
Minas Gerais. 
As árvores-amostra foram cubadas em seções de 1 m, sendo o volume total 
com casca obtido pelo método de Smalian (CAMPOS; LEITE, 2013). Durante a 
cubagem, também foram coletados o diâmetro na altura de 1,30 m do solo (DAP) e a 
altura total (Ht). Para os três objetivos de modelagem, foram utilizadas as medidas 
coletadas apenas nas árvores cubadas. Essas árvores tinham, em média, sete anos. 
Os dados foram separados, aleatoriamente, em dois grupos: 70% para ajuste 
dos modelos de regressão e treinamento da MVS e 30% para validação dos 
modelos e da MVS. As estatísticas descritivas das variáveis dendrométricas dos 
povoamentos estão apresentadas na Tabela 1. 
 
Tabela 1 – Estatísticas descritivas das variáveis dendrométricas dos povoamentos 
de Eucalyptus grandis x Eucalyptus urophylla, obtidas por meio da cubagem. 
Variável 
Ajuste/Treinamento Validação 
Mín. Máx. Média CV (%) Mín. Máx. Média CV (%) 
DAP (cm) 4,14 28,33 13,77 42,31 4,46 28,01 13,99 41,17 
Ht (m) 5,00 33,20 18,69 32,53 6,00 33,80 19,03 31,25 
V (m³) 0,002 0,93 0,18 94,35 0,003 0,79 0,18 92,45 
DAP = diâmetro à altura de 1,30 m; Ht = altura total; V = volume; CV = coeficiente de variação. 
 
4.2 Modelos Hipsométricos Avaliados 
 
Para descrever a relação hipsométrica do povoamento em estudo, foram 
utilizados dados de altura total como variável dependente e o DAP como variável 
independente. Os modelos testados foram: 
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Curtis (1967) 
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Gompertz 
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Logístico 
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em que: jHt  altura total da j-ésima árvore (m), jDAP  diâmetro, com casca, à 
uma altura de 1,30 m, da j-ésima árvore (m), exp  exponencial; k  parâmetros 
dos modelos e j  = erro aleatório da estimativa da j-ésima árvore. 
 
O ajuste dos modelos de regressão foi realizado utilizando o software 
estatístico R (R CORE TEAM, 2015). O ajuste dos modelos foi feito por meio da 
função nls para modelos não lineares, que faz uso do algoritmo Gauss-Newton. 
Pelo fato de a altura sofrer influência de outras variáveis, além do diâmetro, o 
modelo de melhor desempenho teve seus parâmetros decompostos, associando a 
esses parâmetros a covariável clone. O ajuste do modelo com a inclusão da 
covariável clone foi realizado por meio do pacote nlme, do software R, que utiliza o 
método dos mínimos quadrados generalizados (função gnls). 
A significância do tipo de clone na modelagem foi verificada por meio do 
Teste da Razão de Máxima Verossimilhança (TRMV) a 1% de significância. O TRMV 
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foi realizado para a relação hipsométrica antes e após a inclusão da covariável, 
utilizando-se a expressão (5): 
 
    12 lnln2 mvmvTRMV   (5) 
 
em que: ln logaritmo natural; 2mv máxima verossimilhança do modelo com 
covariável; 1mv  máxima verossimilhança do modelo sem covariável. 
 
O valor calculado é testado com distribuição de qui-quadrado ( 2 ), com grau 
de liberdade obtido pela diferença entre o número de parâmetros do modelo com 
covariável e sem a covariável. O critério de informação de Akaike (AIC) também foi 
utilizado como método de avaliação do ajuste após a inserção da covariável. O AIC 
permite avaliar o quanto de informação é perdida pelo modelo utilizado, sendo o 
melhor modelo aquele que apresentar o menor valor (HOBBS; HILBORN, 2006). 
 
4.3 Modelos Volumétricos Avaliados 
 
Para estimação do volume foram utilizados o modelo não linear de 
Schumacher e Hall (1933) (6) e o modelo de Spurr (1952) (7). Ambos os modelos 
são comumente empregados na predição volumétrica e estão apresentados a 
seguir: 
 
jjjj HtDAPV 

... 210   (6) 
 
  jjjj HtDAPV   .. 210   (7) 
 
em que: jV  volume total, com casca, da j-ésima árvore (m³). 
 
 Os modelos 6 e 7 foram ajustados, respectivamente, pelas funções lm e nls 
do software R 
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4.4 Modelos de Afilamento Avaliados 
 
Para obtenção das estimativas de diâmetro ao longo do fuste foram utilizados 
os seguintes modelos encontrados em Campos e Leite (2013): 
 
Demaerschalk (1972) 
 
  ijijjjjij hHtHtDAPd   3...10 210  (8) 
 
Ormerod (1973) 
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Schöepfer (1966) - Polinômio de quinto grau 
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em que: ijd  diâmetro (cm), com casca, na i-ésima posição ijh , da j-ésima árvore; 
ijh  altura (m) em que foi medido o diâmetro ijd ; ij erro obtido na estimativa do 
diâmetro (cm), com casca, na i-ésima posição ijh . 
 
O ajuste desses modelos foi realizado no software R, conforme procedimento 
descrito em 4.2 para modelos não lineares. 
 
4.5 Máquina de Vetor de Suporte 
 
Para o treinamento da MVS foram utilizadas oito configurações, formadas a 
partir da combinação de duas funções de erro e quatro funções de kernel. Foram 
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aplicadas as mesmas configurações para os diferentes objetivos de modelagem 
(relação hipsométrica, volume total e afilamento do fuste). 
As funções de erro a serem otimizadas são: função do tipo I e do tipo II. 
Essas funções visam minimizar o erro de estimação da altura total, do volume total e 
do diâmetro ao longo do fuste de árvores de Eucalyptus grandis x Eucalyptus 
urophylla. Essas funções são conhecidas respectivamente como epsilon-MVS e nu-
MVS e são descritas a seguir: 
 
Função do tipo I 
 
 


N
i
iiCwMinimizar
1
*2
..
2
1
   (11) 
 
Sujeito às seguintes restrições: 
 
   iii bxwy   .  (13) 
 
   *. iii ybxw     (12) 
 
,0,
*
ii      Ni ,...,1  (14) 
 
em que: w  vetor de coeficientes; C  constante de regularização; *, ii   variáveis 
de folga que caracterizam, respectivamente, o erro acima e abaixo do  tubo; i  
casos de treinamento; N  número total de casos de treinamento;  ix.  kernel 
utilizado; b bias; iy  dados de saída e   erro máximo admitido. 
 
Função do tipo II 
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Sujeito às seguintes restrições: 
 
   iii ybxw  .  (16) 
 
   *. iii bxwy    (17) 
 
,0, * ii   0     Ni ,...,1  (18) 
 
em que:   parâmetro que regula o número de vetores de suporte. 
 
Devido à necessidade de que os parâmetros da MVS e das funções de kernel 
serem definidos de forma empírica, foi utilizado um processo iterativo para conseguir 
uma combinação ótima desses parâmetros que minimize o erro de estimação. Ao 
processo de escolha da melhor combinação dos parâmetros da MVS em conjunto 
com os parâmetros da função de kernel é dado o nome de otimização dos 
hiperparâmetros1. O método utilizado para a seleção dos hiperparâmetros foi o grid 
search (pesquisa em grade), por meio da função tune, no software R. 
Foram testadas quatro funções de kernel, sendo elas do tipo: linear, 
polinomial, função de base radial (RBF) e sigmoidal (Tabela 2). 
 
Tabela 2 – Funções de kernel testadas na máquina de vetor de suporte 
Tipo de Kernel Função Parâmetros                              Nº 
Linear  ji XXK .  - (19) 
Polinomial    djiji cXXXXK  ...   cd ,,  (20) 
RBF   




 
2
.exp. jiji XXXXK     (21) 
Sigmoidal    cXXXXK jiji  ..tanh.   c,  (22) 
em que:      jiji XXXXK  ,.   representa a função de kernel aplicada aos dados de entrada; 
  parâmetro de forma; d  grau do polinômio; c  constante de interceptação; tanh  tangente 
hiperbólica. 
 
Para o ajuste da MVS na predição da altura total, volume individual e diâmetro 
ao longo do fuste, foram utilizadas as variáveis de entrada e saída apresentadas na 
                                                             
1 Parâmetros que são definidos em função de outros parâmetros (LIMA, 2004). 
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Tabela 3. Para fins de estratificação, o genótipo (clone) foi utilizado como variável 
qualitativa de entrada. A variável clone foi representada de forma binária (0 ou 1) por 
meio da transformação 1-de-N. 
 
Tabela 3 – Variáveis utilizadas nas diferentes configurações da Máquina de Vetor de 
Suporte (MVS) 
Funções MVS Variável Estimada Entradas Saídas 
Tipo I e Tipo II 
jHt  jDAP , Clone jHt  
jV  jj HtDAP , , Clone jV  
ijd  jDAP , ijh , jHt , Clone ijd  
em que: jHt  altura total da j-ésima árvore (m); jDAP  diâmetro (cm), com casca, à uma altura 
de 1,30 m, da j-ésima árvore; jV  volume total (m³), com casca, da j-ésima árvore; ijd  diâmetro 
(cm), com casca, na i-ésima posição ijh , da j-ésima árvore; ijh  altura (m) em que foi medido o 
diâmetro ijd . 
 
O processamento dos dados foi realizado com as variáveis de entrada e saída 
na sua forma padronizada, utilizando-se o método Z-score de padronização. Neste 
método, as variáveis passam a obter média 0 e variância 1, conforme a expressão 
(23): 
 


 i
X
Z  (23) 
 
em que: iZ variável padronizada; iX  valor que se deseja padronizar;  média 
da variável a ser padronizada;   desvio padrão da variável a ser padronizada. 
 
As oito configurações de MVS utilizadas, bem como suas respectivas 
denominações, estão apresentadas na Tabela 4. 
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Tabela 4 – Configurações utilizadas da Máquina de Vetor de Suporte (MVS) e suas 
respectivas denominações 
MVS Função Kernel 
1 
Tipo I 
Linear 
2 RBF 
3 Polinomial 
4 Sigmoidal 
5 
Tipo II 
Linear 
6 RBF 
7 Polinomial 
8 Sigmoidal 
 
Para o ajuste das diferentes parametrizações da MVS, foi utilizado o software 
R, por meio do pacote e1071 (MEYER et al., 2015), que possui funções para a 
regressão por máquina de vetor de suporte. 
 
4.6 Critérios de Avaliação das Estimativas Obtidas por Regressão e por 
Máquina de Vetor de Suporte 
 
Para a avaliação das estimativas geradas pelos modelos estatísticos e pela 
MVS, para ajuste e validação, foram obtidas as seguintes estatísticas: coeficiente de 
correlação linear entre os valores observados e estimados ( yˆyr ), viés (V%), raiz 
quadrada do erro quadrático médio (RQME%), apresentadas na Tabela 5. 
 
Tabela 5 – Estatísticas utilizadas para avaliar o desempenho dos modelos de 
regressão e da máquina de vetor de suporte 
Estatísticas Fórmulas                                          Nº 
Coeficiente de correlação 
  
   
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
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ˆˆ
 (24) 
Viés (%) 
 
n
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Y
V
n
i
n
i
ii 
 

 1 1
ˆ
.
100
%  
(25) 
Raiz quadrada do erro 
quadrático médio (%)  
 
n
YY
Y
RQME
n
i
ii


 1
2ˆ
.
100
%  
(26) 
em que: iY  variável dependente observada, iYˆ  variável dependente estimada, Y média da 
variável dependente observada, mYˆ  média da variável dependente estimada e n  número de 
observações. 
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Para complementar a avaliação, foi realizada a análise gráfica entre os dados 
observados e estimados, distribuição dos erros percentuais e histograma de erros 
percentuais. O erro de cada observação foi calculado em porcentagem, da seguinte 
forma: 
 
 
i
ii
i
Y
YY
E
ˆ
.100%

  (27) 
 
em que:  %iE erro de cada observação. 
 
Para verificar a significância dos parâmetros estimados dos modelos de 
regressão, utilizou-se o teste t a 1% de significância. 
Para a avaliação das estimativas de diâmetro ao longo do fuste, também 
foram gerados gráficos do perfil real do fuste e do perfil estimado pelo melhor 
modelo de regressão e pela melhor configuração da MVS para os dados de ajuste e 
treinamento e para os dados de validação. 
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5 RESULTADOS E DISCUSSÃO 
 
5.1 Resultados para estimação da altura total de árvores de Eucalyptus 
 
5.1.1 Modelos Hipsométricos 
 
As estatísticas de avaliação do ajuste dos modelos hipsométricos, bem como 
os coeficientes estimados, estão na Tabela 6. 
 
Tabela 6 – Coeficientes estimados e estatísticas utilizadas para avaliar o 
desempenho do ajuste dos modelos hipsométricos na estimação da altura total de 
árvores de Eucalyptus grandis x Eucalyptus urophylla 
Modelo 
Coeficientes 
yˆyr  V (%) RQME (%) 
0ˆ  1ˆ  ˆ  
Curtis 3,5989** -8,1429** - 0,9149 0,24 13,15 
Gompertz 30,5493** 2,1843** 0,1165** 0,9210 -0,01 12,66 
Logístico 28,4898** 9,1434** 5,7201** 0,9199 -0,04 12,75 
em que: kˆ  = estimativa dos parâmetros; yˆyr  = coeficiente de correlação entre as alturas observadas 
e estimadas; V (%) = viés; RQME (%) = raiz do erro quadrático médio; ** = significativo a 1% pelo 
teste t, ns = não significativo a 1% pelo teste t. 
 
 É possível observar, na Tabela 6, que os modelos tiveram todos os 
parâmetros significativos (p < 0,01) pelo teste t. Quanto às estatísticas, todos os 
modelos apresentaram valores de coeficiente de correlação ( yˆyr ) acima de 0,90. Os 
modelos geraram estimativas livres de viés, com valores semelhantes para todos os 
modelos. Em relação à estatística RQME, destaca-se o modelo de Gompertz, no 
entanto todos os modelos apresentaram valores semelhantes. 
As análises gráficas da correlação entre as alturas observadas e estimadas 
pelos modelos, distribuição dos erros percentuais e histograma dos erros 
percentuais, são apresentadas na Figura 7. 
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Figura 7 – Alturas estimadas versus alturas observadas, distribuição dos erros 
percentuais das estimativas de altura e histograma de erros das estimativas de 
altura, obtidas por análise de regressão, para os dados de ajuste. 
Fonte: o autor. 
 
Em todos os modelos, o gráfico da correlação entre as alturas observadas e 
estimadas demonstrou que está havendo tendência mais visível nas maiores alturas. 
Segundo Campos e Leite (2013), nesse tipo de gráfico verifica-se a distribuição dos 
dados ao longo de uma linha que parte da origem e que possui inclinação de 45°, 
sendo ideal que os dados fiquem o mais próximo possível dessa linha. 
Observa-se, com base na análise da distribuição dos erros, que os modelos 
de Gompertz e Logístico tiveram comportamento semelhante na distribuição dos 
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erros, com valores tendendo à superestimação por toda a amplitude de dados. O 
modelo de Curtis apresentou maior dispersão dos erros, com tendência à 
subestimação da altura de árvores com até dez metros e superestimação das alturas 
de árvores de dez a trinta metros, obtendo o pior desempenho entre os modelos 
avaliados. Também é possível observar a presença de possíveis outliers 
(observações discrepantes) no ajuste de todos os modelos. 
Os histogramas de frequência dos erros percentuais foram semelhantes para 
todos os modelos, em que as maiores frequências foram nas classes de -20% a 
20%. Pela análise dos histogramas, é possível notar que a distribuição dos erros é 
assimétrica à esquerda. Segundo Campos e Leite (2013), esse tipo de análise é 
importante, pois permite avaliar a exatidão e, ao mesmo tempo, verificar se a 
pressuposição de normalidade dos erros foi atendida. 
Considerando todos os critérios estatísticos de avaliação, e também as 
análises gráficas realizadas, o modelo de Gompertz pode ser indicado como o de 
maior exatidão em estimar a altura total para os povoamentos em estudo, seguido 
pelo modelo Logístico. Resultados semelhantes de melhor ajuste do modelo de 
Gompertz já foram constatados no trabalho de SENA et al. (2015). 
 Na Tabela 7, estão apresentadas as estatísticas das estimativas dos modelos 
aplicados aos dados de validação. 
 
Tabela 7 – Estatísticas utilizadas para avaliar o desempenho dos modelos 
hipsométricos na estimação da altura total de árvores de Eucalyptus grandis x 
Eucalyptus urophylla, para os dados de validação 
Modelo yˆyr  V (%) RQME (%) 
Curtis 0,9018 0,69 13,57 
Gompertz 0,9068 0,48 13,18 
Logístico 0,9043 0,54 13,34 
em que: yˆyr  = coeficiente de correlação entre as alturas observadas e estimadas; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
 
Nota-se que todos os modelos obtiveram valores semelhantes para as 
estatísticas analisadas, com superioridade do modelo de Gompertz. Os resultados 
para a correlação entre as alturas observadas e estimadas, distribuição dos erros 
percentuais e histogramas dos erros percentuais se repetiu para os dados de 
validação, tendo o modelo de Curtis o pior desempenho (Figura 8). 
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Figura 8 – Alturas estimadas versus alturas observadas, distribuição dos erros 
percentuais das estimativas de altura e histograma de erros das estimativas de 
altura, obtidas por análise de regressão, para os dados de validação. 
Fonte: o autor 
  
De modo geral, deseja-se um modelo que obtenha maior exatidão não só 
para os dados de ajuste, como também para os dados de validação. Um modelo 
ajustado que possua melhor desempenho para dados desconhecidos implica em 
maior poder de generalização da equação gerada. Portanto, o modelo de Gompertz 
pode ser considerado mais consistente em relação aos resultados de ajuste e 
validação, apesar de os resultados estatísticos dos modelos serem semelhantes. 
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O modelo de melhor desempenho (Gompertz), considerando os dados de 
ajuste e validação, teve seus parâmetros decompostos, inserindo o tipo de clone 
como covariável. No modelo, a covariável clone foi associada aos parâmetros β1 e 
β2. No modelo de Gompertz com covariável, todos os parâmetros foram significativos 
(p < 0,01) pelo teste t, como pode ser observado na Tabela 8, indicando que há 
variação da relação hipsométrica nos diferentes clones. 
 
Tabela 8 – Coeficientes estimados obtidos a partir do ajuste do modelo hipsométrico 
de Gompertz com covariável, para árvores de Eucalyptus grandis x Eucalyptus 
urophylla 
Coeficiente Estimativa 
ˆ  31,93036** 
ˆ  1,73008** 
Clone.ˆ  0,03925** 
ˆ  0,09181** 
Clone.
ˆ
  0,00145** 
em que: kˆ  = estimativa dos parâmetros; ** = significativo a 1% pelo teste t. 
 
Na Tabela 9 estão apresentadas as estatísticas de avaliação do modelo para 
os dados de ajuste e de validação. 
 
Tabela 9 – Estatísticas utilizadas para avaliar o desempenho do modelo 
hipsométrico de Gompertz com covariável na estimação da altura total de árvores de 
Eucalyptus grandis x Eucalyptus urophylla, para os dados de ajuste e de validação 
Dados 
Estatísticas 
yˆyr
 
V (%) RQME (%) 
Ajuste 0,9241 -0,02 12,42 
Validação 0,9108 0,45 12,91 
em que: yˆyr  = coeficiente de correlação entre as alturas observadas e estimadas; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
 
Nota-se que houve ganho de aproximadamente 2% em exatidão (RQME) no 
modelo de Gompertz com a inserção da covariável clone. Também houve aumento 
da correlação e diminuição do viés. Na Tabela 10 está apresentado o resultado do 
teste de razão de máxima verossimilhança entre o modelo de Gompertz com 
inserção da covariável (2.1) e o modelo na forma original (2). 
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Tabela 10 – Teste da razão de máxima verossimilhança para o modelo hipsométrico 
de Gompertz sem (2) e com a covariável clone (2.1) 
Modelo GL AIC InLik Teste Razão p-valor 
2 4 4.153,97 -2.072,99 - - - 
2.1 6 4.123,07 -2.055,54 2 vs 2.1 34,90 <0,0001 
em que: GL = graus de liberdade; AIC = Critério de Informação de Akaike; lnLik = logaritmo natural da 
função de máxima verossimilhança. 
 
 Observa-se que a inserção da covariável clone foi significativa (p < 0,01) pelo 
TRMV. Isso demonstra que o modelo de Gompertz foi mais exato para descrever a 
relação hipsométrica de Eucalyptus grandis x Eucalyptus urophylla quando foi 
incluído o material genético como covariável. A modelagem da relação hipsométrica 
com a inclusão de covariáveis resulta, na maioria das vezes, na redução de erro nas 
estimativas, conforme já constatada nos trabalhos de Calegario et al. (2005), 
Guimarães et al. (2009), Mendonça et al. (2011) e Sena et al. (2015). Para os dados 
de validação, a inserção da covariável clone também melhorou os resultados das 
estatísticas de avaliação em relação ao modelo sem covariável (Tabela 8). O ganho 
em exatidão foi de aproximadamente 1,5%. 
Ao analisar a Figura 9, percebe-se que ainda há um comportamento 
semelhante dos erros, em que o modelo não conseguiu reduzir a tendência à 
superestimação das alturas por toda a amplitude de dados. 
 
Figura 9 – Alturas estimadas versus alturas observadas, distribuição dos erros 
percentuais das estimativas de altura e histograma de erros das estimativas de 
altura, obtidas por análise de regressão com covariável, para os dados de ajuste. 
Fonte: o autor 
 
Com base na Figura 10 pode ser observado que a inserção da covariável 
clone no modelo não conseguiu diminuir a tendenciosidade nas estimativas, 
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mantendo-se semelhantes à tendenciosidade observada no modelo na forma 
original, tanto para os dados de ajuste como de validação. 
 
Figura 10 – Alturas estimadas versus alturas observadas, distribuição dos erros 
percentuais das estimativas de altura e histograma de erros das estimativas de 
altura, obtidas por análise de regressão com covariável, para os dados de validação. 
Fonte: o autor 
 
5.1.2 Máquina de Vetor de Suporte 
 
 Na Tabela 11 estão apresentados os resultados das estatísticas de avaliação 
do treinamento das configurações da MVS. 
 
Tabela 11 – Estatísticas utilizadas para avaliar o desempenho da Máquina de Vetor 
de Suporte (MVS) na estimação da altura total de árvores de Eucalyptus grandis x 
Eucalyptus urophylla, para os dados de treinamento 
MVS yˆyr  V (%) RQME (%) 
1 0,9366 2,40 11,96 
2 0,9743 -0,27 7,34 
3 0,9623 -0,26 8,85 
4 0,9440 -0,37 10,74 
5 0,9437 -0,22 10,76 
6 0,9733 -0,29 7,48 
7 0,9628 -0,19 8,79 
8 0,9436 -0,32 10,77 
em que: yˆyr  = coeficiente de correlação entre as alturas observadas e estimadas; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
  
Todas as configurações da MVS apresentaram forte correlação ( yˆyr ) entre as 
alturas observadas e estimadas, sendo os maiores valores encontrados para a MVS 
2 e MVS 6. Com exceção da MVS 1, todas as configurações geraram modelos com 
baixo viés, com os menores valores encontrados para as duas funções de erro 
combinadas com a função de kernel polinomial (MVS 3 e 7) e para a MVS 5. 
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 A RQME encontrada para todas as configurações foi inferior à dos modelos 
de regressão utilizados. As MVSs 2 e 6 geraram, respectivamente, ganho em 
exatidão de aproximadamente 41% e 40% quando comparadas ao ajuste do modelo 
de Gompertz com covariável. Isso demonstra o alto poder preditivo da MVS em 
relação aos modelos de regressão. Estudos confrontando as duas técnicas, em que 
a MVS apresentou maior capacidade preditiva, são encontrados nos trabalhos de 
Binoti et al. (2016), Cordeiro et al. (2015), García Nieto et al. (2012), Görgens, 
Montaghi e Rodriguez (2015), Monnet, Chanussot e Berger (2011). 
 Ao observar a Figura 11, fica mais evidente a superioridade da MVS em 
relação aos modelos de regressão. É possível notar que a MVS conseguiu reduzir a 
dispersão dos erros, gerando estimativas de maior exatidão. 
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Figura 11 – Alturas estimadas versus alturas observadas, distribuição dos erros 
percentuais das estimativas de altura e histograma de erros das estimativas de 
altura, obtidas por Máquina de Vetor de Suporte (MVS), para os dados de 
treinamento. 
(Continua)
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Figura 11– Alturas estimadas versus alturas observadas, distribuição dos erros 
percentuais das estimativas de altura e histograma de erros das estimativas de 
altura, obtidas por Máquina de Vetor de Suporte (MVS), para os dados de 
treinamento. 
(Conclusão) 
 
Fonte: o autor 
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 Observa-se, nos histogramas dos erros percentuais da MVS 2 e 6, que 
aproximadamente 80% dos erros estão agrupados na amplitude das classes de 
±10%, corroborando a diminuição da dispersão dos erros em relação aos modelos 
de regressão. 
Para avaliar a exatidão da generalização da MVS, na Tabela 12 estão 
apresentadas as estatísticas de avaliação dos modelos gerados aplicados aos 
dados de validação. 
 
Tabela 12 – Estatísticas utilizadas para avaliar o desempenho da Máquina de Vetor 
de Suporte (MVS) na estimação da altura total de árvores de Eucalyptus grandis x 
Eucalyptus urophylla, para os dados de validação 
MVS yˆyr  V (%) RQME (%) 
1 0,9348 -0,05 11,12 
2 0,9617 -0,13 8,66 
3 0,9559 -0,05 9,20 
4 0,9348 -0,06 11,09 
5 0,9353 0,01 11,07 
6 0,9615 -0,15 8,65 
7 0,9557 -0,06 9,22 
8 0,9345 -0,02 11,12 
em que: yˆyr  = coeficiente de correlação entre as alturas observadas e estimadas; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
 
 Nota-se que a MVS também apresentou maior exatidão nas estimativas de 
altura para os dados de validação, com destaque para as configurações 2 e 6, 
seguidas pelas configurações 3 e 7, que utilizaram a função de kernel polinomial. 
Isso demonstra que a MVS conseguiu aprender a relação biológica em que a altura 
pode ser explicada pelo diâmetro e que não ocorreu overfitting durante o 
treinamento da MVS. 
 Os valores de RQME encontrados para as configurações 2, 3, 6 e 7, quanto à 
generalização da altura, podem ser considerados baixos. Vendruscolo et al. (2015), 
ao confrontar a exatidão da generalização de modelos de regressão e redes neurais 
artificiais na estimação da altura de árvores de eucalipto, encontraram, 
respectivamente, RQME de 9,57% e de 9,47%. Isso demonstra a viabilidade em 
utilizar a MVS para predição da altura de espécies do gênero Eucalyptus. 
 A maior exatidão da generalização da MVS em relação ao modelo de 
Gompertz com covariável foi evidenciada na análise dos gráficos de distribuição dos 
erros na Figura 12. 
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Figura 12 – Alturas estimadas versus alturas observadas, distribuição dos erros 
percentuais das estimativas de altura e histograma de erros das estimativas de 
altura, obtidas por Máquina de Vetor de Suporte (MVS), para os dados de validação. 
(Continua) 
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Figura 12 – Alturas estimadas versus alturas observadas, distribuição dos erros 
percentuais das estimativas de altura e histograma de erros das estimativas de 
altura, obtidas por Máquina de Vetor de Suporte (MVS), para os dados de validação. 
(Conclusão) 
 
Fonte: o autor 
0 10 20 30 40
0
1
0
2
0
3
0
4
0
MVS 5
Altura observada (m)
A
lt
u
ra
 e
s
ti
m
a
d
a
 (
m
)
0 10 20 30 40
-1
0
0
-5
0
0
5
0
1
0
0
MVS 5
Altura estimada (m)
E
rr
o
 (
%
)
MVS 5
Erro  (%)
F
re
q
u
ê
n
c
ia
 (
%
)
-1
0
0
-5
0 0
5
0
1
0
0
0
10
20
30
40
50
-1
0
0
-9
0
-8
0
-7
0
-6
0
-4
0
-3
0
-2
0
-1
0
1
0
2
0
3
0
4
0
6
0
7
0
8
0
9
0
0 10 20 30 40
0
1
0
2
0
3
0
4
0
MVS 6
Altura observada (m)
A
lt
u
ra
 e
s
ti
m
a
d
a
 (
m
)
0 10 20 30 40
-1
0
0
-5
0
0
5
0
1
0
0
MVS 6
Altura estimada (m)
E
rr
o
 (
%
)
MVS 6
Erro  (%)
F
re
q
u
ê
n
c
ia
 (
%
)
-1
0
0
-5
0 0
5
0
1
0
0
0
10
20
30
40
50
-1
0
0
-9
0
-8
0
-7
0
-6
0
-4
0
-3
0
-2
0
-1
0
1
0
2
0
3
0
4
0
6
0
7
0
8
0
9
0
0 10 20 30 40
0
1
0
2
0
3
0
4
0
MVS 7
Altura observada (m)
A
lt
u
ra
 e
s
ti
m
a
d
a
 (
m
)
0 10 20 30 40
-1
0
0
-5
0
0
5
0
1
0
0
MVS 7
Altura estimada (m)
E
rr
o
 (
%
)
MVS 7
Erro  (%)
F
re
q
u
ê
n
c
ia
 (
%
)
-1
0
0
-5
0 0
5
0
1
0
0
0
10
20
30
40
50
-1
0
0
-9
0
-8
0
-7
0
-6
0
-4
0
-3
0
-2
0
-1
0
1
0
2
0
3
0
4
0
6
0
7
0
8
0
9
0
0 10 20 30 40
0
1
0
2
0
3
0
4
0
MVS 8
Altura observada (m)
A
lt
u
ra
 e
s
ti
m
a
d
a
 (
m
)
0 10 20 30 40
-1
0
0
-5
0
0
5
0
1
0
0
MVS 8
Altura estimada (m)
E
rr
o
 (
%
)
MVS 8
Erro  (%)
F
re
q
u
ê
n
c
ia
 (
%
)
-1
0
0
-5
0 0
5
0
1
0
0
0
10
20
30
40
50
-1
0
0
-9
0
-8
0
-7
0
-6
0
-4
0
-3
0
-2
0
-1
0
1
0
2
0
3
0
4
0
6
0
7
0
8
0
9
0
54 
 
 
 Com base na Figura 12, nota-se que as MVSs 2 e 6 apresentaram menor 
dispersão dos erros, com maior concentração de erros nas classes de ± 10%. Isso 
indica que é possível utilizar essa técnica para generalizar a relação hipsométrica, 
mesmo com diferentes tipos de clone, e obter resultados melhores do que no uso de 
modelos clássicos de regressão. 
 Segundo Couto e Bastos (1987), em situações em que há diferentes 
microssítios, a capacidade de generalização de modelos hipsométricos pode ser 
reduzida. E como solução para o inventário florestal, os autores relatam que é 
aconselhável gerar equações hipsométricas para cada estrato por parcela. Ou ainda, 
pode-se utilizar modelos com covariáveis ou modelos genéricos, tendo em vista que 
a altura é dependente também da capacidade produtiva do local e de outras 
variáveis como o material genético (CAMPOS; LEITE, 2013). 
Em relação aos modelos de regressão utilizados nesse trabalho, uma 
vantagem no uso de técnicas de inteligência artificial é o fato de haver maior 
facilidade na modelagem de variáveis qualitativas, como o material genético, tipo de 
solo e a qualidade do fuste. Segundo Binoti, Binoti, Leite (2013), nesses modelos, 
esse tipo de variável pode ser incluído apenas como variável binária e ocasionam 
maior complexidade na modelagem. Com isso, fica evidente a vantagem de se 
utilizar técnicas de inteligência artificial tendo em vista maior exatidão nas 
estimativas de altura total geradas pela MVS, tanto para os dados de ajuste e 
treinamento, como para os dados de validação. 
 
5.2 Resultados para estimação do volume total de árvores de Eucalyptus 
 
5.2.1 Modelos Volumétricos 
 
 Os coeficientes estimados e as estatísticas para avaliar os modelos 
volumétricos utilizados estão apresentados na Tabela 13. Todos os parâmetros 
foram significativos (p < 0,01) pelo teste t, demonstrando que as variáveis utilizadas 
foram relevantes para explicar as variações do volume. 
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Tabela 13 – Coeficientes estimados e estatísticas utilizadas para avaliar o 
desempenho do ajuste dos modelos volumétricos na estimação do volume individual 
de árvores de Eucalyptus grandis x Eucalyptus urophylla 
Modelo 
Coeficiente 
yˆyr  V (%) RQME (%) 
ˆ  ˆ  ˆ  
Schumacher e Hall 0,00003605** 1,730** 1,241** 0,9961 -0,27 8,29 
Spurr 0,004613** 0,0000341** - 0,9951 0,00 9,34 
em que: kˆ  = estimativa dos parâmetros; yˆyr  = coeficiente de correlação entre os volumes 
observados e estimados; V (%) = viés; RQME (%) = raiz do erro quadrático médio; ** = significativo a 
1% pelo teste t. 
  
Os modelos analisados apresentaram valores semelhantes para o coeficiente 
de correlação. O modelo de Schumacher e Hall foi o que apresentou estimativas de 
maior exatidão quando se avalia o valor de RQME. Segundo Campos e Leite (2013), 
o modelo de Schumacher e Hall tem sido mais difundido por resultar quase sempre 
em estimativas não tendenciosas. Como já observado em outros estudos, o modelo 
de Schumacher e Hall apresenta maior exatidão na estimação do volume individual 
de árvores de Eucalyptus, conforme pode ser constatado nos trabalhos de Azevedo 
et al. (2011), Leal et al. (2015), Müller et al. (2014). 
 A distribuição dos valores observados e estimados, distribuição dos erros 
percentuais e histogramas dos erros foram semelhantes para os dois modelos 
utilizados, com superestimação dos menores volumes (Figura 13). 
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Figura 13 – Volumes estimados versus volumes observados, distribuição dos erros 
percentuais das estimativas de volume e histograma de erros das estimativas de 
volume, obtidos por análise de regressão, para os dados de ajuste. 
 
 
Fonte: o autor 
 
Com base no histograma dos erros percentuais, nota-se que modelo de 
Schumacher e Hall apresentou maior porcentagem de erros nas classes de ±10%, 
corroborando os resultados encontrados para as estatísticas de ajuste. 
 Na Tabela 14 estão apresentados os resultados das estatísticas dos modelos 
volumétricos para os dados de validação. 
 
Tabela 14 – Estatísticas utilizadas para avaliar o desempenho dos modelos 
volumétricos na estimação do volume individual de árvores de Eucalyptus grandis x 
Eucalyptus urophylla, para os dados de validação 
Modelo yˆyr  V (%) RQME (%) 
Schumacher e Hall 0,9959 0,31 8,34 
Spurr 0,9951 0,71 9,14 
em que: yˆyr  = coeficiente de correlação entre os volumes observados e estimados; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
 
 Nota-se generalização de maior exatidão para o modelo de Schumacher e 
Hall, superando o modelo de Spurr em todas as estatísticas avaliadas. Conforme 
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pode ser observado na Figura 14, os dois modelos mantiveram a tendência em 
superestimar os menores volumes, com maior uniformidade nos erros para o modelo 
de Schumacher e Hall, como apresentado nos dados de ajuste (Figura 13). 
 
Figura 14 – Volumes estimados versus volumes observados, distribuição dos erros 
percentuais das estimativas de volume e histograma de erros das estimativas de 
volume, obtidos por análise de regressão, para os dados de validação. 
 
Fonte: o autor 
 
5.2.2 Máquina de Vetor de Suporte 
 
 Na Tabela 15 estão apresentadas as estatísticas de avaliação da MVS para 
os dados de treinamento. As configurações da MVS que fizeram uso das funções de 
kernel linear e sigmoidal não se ajustaram aos dados, gerando estimativas negativas 
de volume, não sendo incluídas nos resultados. Isso pode ter ocorrido pelo fato de 
que esses kernels não conseguiram extrair a relação entre as variáveis de entrada e 
a variável de saída. 
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Tabela 15 – Estatísticas utilizadas para avaliar o desempenho da Máquina de Vetor 
de Suporte (MVS) na estimação do volume individual de árvores Eucalyptus grandis 
x Eucalyptus urophylla, para os dados de treinamento 
MVS yˆyr  V (%) RQME (%) 
2 0,9968 -0,11 7,60 
3 0,9966 0,44 7,78 
6 0,9967 -0,32 7,68 
7 0,9969 0,10 7,43 
em que: yˆyr  = coeficiente de correlação entre os volumes observados e estimados; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
 
 Ao observar as estatísticas apresentadas na Tabela 15, nota-se que a MVS 7 
foi a que apresentou maior exatidão nas estimativas, seguida pela MVS 2. A MVS 7 
apresentou um ganho considerável em exatidão em relação ao modelo de 
Schumacher e Hall, diminuindo a RQME em aproximadamente 10%. 
 Resultados de maior exatidão utilizando a MVS para a estimação do volume 
também foram encontrados por Binoti et al. (2016) e Cordeiro et al. (2015). Esses 
autores concluíram que a MVS pode ser utilizada para a predição volumétrica de 
espécies do gênero Eucalyptus e Acacia mangium, respectivamente. Em ambos os 
trabalhos, a MVS conseguiu maior exatidão nas estimativas, superando o modelo de 
Schumacher e Hall. Vale ressaltar que no trabalho desses autores foi utilizada 
apenas uma configuração da MVS, composta pela função do tipo II e pela função de 
kernel RBF. 
 Na Figura 15, em que estão ilustrados os gráficos de análise dos erros para 
os dados de treinamento, é possível notar que houve tendência de apresentar erros 
com valores maiores para árvores de menor volume em todas as configurações 
testadas. 
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Figura 15 – Volumes estimados versus volumes observados, distribuição dos erros 
percentuais das estimativas de volume e histograma de erros das estimativas de 
volume, obtidos por Máquina de Vetor de Suporte (MVS), para os dados de 
treinamento. 
 
Fonte: o autor 
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Apesar de a MVS 7 apresentar os resultados mais exatos nas estatísticas de 
avaliação, na análise dos erros é possível observar, conforme demonstrado no 
histograma dos erros percentuais, que essa configuração teve menor concentração 
dos erros nas classes de ± 10% em comparação com a MVS 6. Portanto, a MVS 6 é 
mais recomendada por apresentar maior uniformidade na distribuição dos erros. 
 García Nieto et al. (2012), visando estimar o volume sem casca de árvores de 
Eucalyptus globulus, confrontaram duas técnicas de inteligência artificial como 
alternativa aos modelos estatísticos convencionais de dupla entrada. Esses autores 
concluíram que a MVS foi a melhor técnica para estimar o volume sem casca para 
os dados em questão em relação às RNAs e aos modelos de regressão. No trabalho 
desses autores, foram testadas três funções de kernel (Polinomial, sigmoidal e RBF), 
com melhores estimativas geradas pela função de kernel RBF. 
O fato de a MVS 6 ter apresentado maior concentração de erros nas classes 
de ±10% pode ter contribuído para o seu melhor desempenho de generalização, 
como pode ser observado na Tabela 16. 
 
Tabela 16 – Estatísticas utilizadas para avaliar o desempenho da Máquina de Vetor 
de Suporte (MVS) na estimação do volume individual de árvores de Eucalyptus 
grandis x Eucalyptus urophylla, para os dados de validação 
MVS yˆyr  V (%) RQME (%) 
2 0,9943 0,76 9,88 
3 0,9954 0,87 8,86 
6 0,9960 0,01 8,31 
7 0,9953 0,65 8,86 
em que: yˆyr  = coeficiente de correlação entre os volumes observados e estimados; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
 
 A MVS 6, formada a partir da função do tipo II e da função de kernel RBF, 
obteve maior exatidão nas estimativas de volume para os dados de validação. Isso 
demonstra que essa configuração foi mais eficiente em extrair características 
importantes dos dados em estudo, gerando um modelo com maior exatidão na 
generalização. A maior eficiência dessa configuração para os dados de validação 
pode ser corroborada pela análise da distribuição dos erros (Figura 16). 
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Figura 16 – Volumes estimados versus volumes observados, distribuição dos erros 
percentuais das estimativas de volume e histograma de erros das estimativas de 
volume, obtidos por Máquina de Vetor de Suporte (MVS), para os dados de 
validação. 
 
Fonte: o autor 
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 Com base na análise da distribuição dos erros, a MVS 6 manteve estimativas 
mais homogêneas entre as configurações testadas, no entanto todas as 
configurações apresentaram maiores erros para as árvores menores. Isso 
demonstra a importância de se testar diferentes configurações da MVS, combinando 
as variantes existentes (função do tipo I e II) com diferentes funções de kernel, 
buscando aquela que melhor se adeque a determinado problema e que obtenha 
maior exatidão na generalização. 
A escolha da função de kernel é fundamental para que a MVS consiga 
modelar a não linearidade existente na relação entre diversas variáveis com o 
volume. Segundo Binoti, Binoti e Leite (2014), variáveis como espaçamento, classe 
de solo, forma do tronco e material genético, geralmente apresentam relações 
complexas e não lineares com o volume individual de árvores e são difíceis de 
inserir em modelos clássicos de regressão, sendo necessárias técnicas que 
obtenham maior facilidade de relacionar esse tipo de variável. 
 De forma geral, a MVS foi capaz de gerar estimativas de maior exatidão para 
o volume individual de híbridos de Eucalyptus grandis x Eucalyptus urophylla em 
relação a modelos de regressão comumente utilizados. Como também de 
compreender as relações existentes entre as variáveis utilizadas e gerar estimativas 
de maior exatidão para dados que não tiveram participação no seu treinamento. 
 
5.3 Resultados para estimação do diâmetro ao longo do fuste de árvores de 
Eucalyptus 
 
5.3.1 Modelos de Afilamento 
 
Na Tabela 17 estão apresentados os coeficientes estimados para os modelos 
de afilamento avaliados e na Tabela 18 estão apresentadas as estatísticas 
avaliadas. 
 
 
 
 
63 
 
 
Tabela 17 – Coeficientes estimados obtidos a partir do ajuste dos modelos de 
afilamento para árvores de Eucalyptus grandis x Eucalyptus urophylla 
Modelo 
Coeficiente 
ˆ  ˆ  ˆ  ˆ  ˆ  ˆ  
Demaerschalk 0,07373** 0,87718** -0.63497** 0,71102** - - 
Ormerod - 0.70020** - - - - 
Schöepfer 1.17472** -3.24927** -4.07564** 9.24176** -9.37755** 3.57893** 
em que: kˆ  = estimativa dos parâmetros; ** = significativo a 1% pelo teste t. 
 
Tabela 18 – Estatísticas utilizadas para avaliar o desempenho do ajuste dos 
modelos de afilamento na estimação do diâmetro ao longo do fuste de árvores de 
Eucalyptus grandis x Eucalyptus urophylla 
Modelo yˆyr  V (%) RQME (%) 
Demaerschalk 0,9868 0,16 7,69 
Ormerod 0,9860 0,97 8,01 
Schöepfer 0,9907 0,76 6,70 
em que: yˆyr  = coeficiente de correlação entre os diâmetros observados e estimados; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
 
 Nota-se que todas as estimativas dos parâmetros foram significativas (p < 
0,01) pelo teste t. É possível observar que o modelo de Schöepfer foi o de maior 
capacidade em estimar o diâmetro ao longo do fuste de árvores de eucalipto, com 
menor valor de RQME e com estimativas de maior correlação com os diâmetros 
observados em relação ao modelo de Demaerschalk e de Ormerod. 
 Na Figura 17 estão ilustrados os gráficos referentes às análises dos erros 
para os dados de ajuste. 
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Figura 17 – Diâmetros estimados versus diâmetros observados, distribuição dos 
erros percentuais das estimativas de diâmetro e histograma de erros das estimativas 
de diâmetro, obtidos por análise de regressão, para os dados de ajuste. 
Fonte: o autor 
 
Como pode ser observado, os modelos analisados apresentaram erros 
distribuídos de forma semelhante, com maiores erros nas estimativas de diâmetro da 
parte superior da árvore (0 a 10 cm). O modelo de Schöepfer foi o que apresentou 
menor dispersão dos erros, o que é confirmado pela maior porcentagem de erros 
nas classes de ±10% observada no histograma de erros percentuais. 
 Na Tabela 19 estão apresentadas as estatísticas dos modelos de afilamento 
para os dados de validação. 
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Tabela 19 – Estatísticas utilizadas para avaliar o desempenho dos modelos de 
afilamento na estimação do diâmetro ao longo do fuste de árvores de Eucalyptus 
grandis x Eucalyptus urophylla, para os dados de validação 
Modelo yˆyr  V (%) RQME (%) 
Demaerschalk 0,9862 0,38 7,84 
Ormerod 0,9853 1,15 8,16 
Schöepfer 0,9902 0,72 6,80 
em que: yˆyr  = coeficiente de correlação entre os diâmetros observados e estimados; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
 
Observa-se que o modelo de Schöepfer apresentou maior exatidão na 
generalização entre os modelos avaliados. Comparando com as estatísticas 
avaliadas para o ajuste, não houve perda de exatidão para as estimativas geradas 
pelo modelo de Schöepfer a partir dos dados de validação (Tabela 18). Os modelos 
analisados obtiveram distribuição dos erros semelhante à encontrada para os dados 
de ajuste (Figura 17), como pode ser observado na Figura 18. 
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Figura 18 – Diâmetros estimados versus diâmetros observados, distribuição dos 
erros percentuais das estimativas de diâmetro e histograma de erros das estimativas 
de diâmetro, obtidos por análise de regressão, para os dados de validação. 
 
 
 Fonte: o autor 
 
Nota-se que para diâmetros maiores que 10 cm, como também foi observado 
nos dados de ajuste (Figura 17), os modelos apresentaram estimativas mais 
uniformes, evidenciando a dificuldade desses modelos de regressão em gerar 
estimativas de maior exatidão para os menores diâmetros. 
 Miguel et al. (2011), avaliando modelos de afilamento na descrição do fuste 
de Eucalyptus urophylla, também concluíram que o modelo de Schöepfer foi o de 
maior exatidão juntamente com um modelo de potências inteiras e fracionárias, 
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podendo ser utilizado para representar o perfil de árvores dessa espécie. No 
entanto, deve-se ter cautela ao se utilizar o modelo de Schöepfer, pois, ao aumentar 
o grau de um polinômio, tem-se melhoria no ajuste sob o ponto de vista estatístico, 
mas é possível que haja perda da consistência biológica do modelo (MURTA 
JÚNIOR et al., 2015). 
 
5.3.2 Máquina de Vetor de Suporte 
 
Na Tabela 20 estão apresentadas as estatísticas de avaliação da MVS na 
descrição do diâmetro ao longo do fuste de árvores de Eucalyptus grandis x 
Eucalyptus urophylla. A MVS 4, formada a partir da função do tipo I e da função de 
kernel sigmoidal, não se ajustou aos dados, portanto seus resultados não foram 
apresentados. 
 
Tabela 20 – Estatísticas utilizadas para avaliar o desempenho da Máquina de Vetor 
de Suporte (MVS) na estimação do diâmetro ao longo do fuste de árvores de 
Eucalyptus grandis x Eucalyptus urophylla, para os dados de treinamento 
MVS yˆyr  V (%) RQME (%) 
1 0,9757 0,72 10,45 
2 0,9945 0,01 4,97 
3 0,9879 0,53 7,43 
5 0,9763 0,48 10,29 
6 0,9947 0,01 4,87 
7 0,9879 0,38 7,38 
8 0,9763 0,22 10,31 
em que: yˆyr  = coeficiente de correlação entre os diâmetros observados e estimados; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
 
 Com exceção das MVSs 2 e 6, todas as configurações apresentaram 
resultados inferiores nas estatísticas avaliadas quando comparadas com o modelo 
de Schöepfer. As MVSs 1, 5 e 8, formadas a partir das funções de kernel linear e 
sigmoidal com as funções do tipo I e II, apresentaram resultados inferiores aos de 
todos os modelos de regressão avaliados, o que evidencia menor eficiência dessas 
funções de kernel em descrever o diâmetro do fuste de árvores de eucalipto. 
 As MVSs 2 e 6 apresentaram valores semelhantes das estatísticas avaliadas 
e tiveram ganho em exatidão de aproximadamente 30% em relação ao modelo de 
Schöepfer. É possível inferir que a MVS, quando utiliza a função de kernel RBF, é 
mais eficaz em aprender, a partir dos exemplos fornecidos, a relação entre as 
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variáveis utilizadas. Isso também ocorreu para a estimação da altura total e do 
volume individual. 
 Na Figura 19 estão ilustrados os gráficos de distribuição dos erros para as 
configurações de MVS utilizadas, com exceção da MVS 4. 
 
Figura 19 – Diâmetros estimados versus diâmetros observados, distribuição dos 
erros percentuais das estimativas de diâmetro e histograma de erros das estimativas 
de diâmetro, obtidos por Máquina de Vetor de Suporte (MVS), para os dados de 
treinamento. 
(Continua) 
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Figura 19 – Diâmetros estimados versus diâmetros observados, distribuição dos 
erros percentuais das estimativas de diâmetro e histograma de erros das estimativas 
de diâmetro, obtidos por Máquina de Vetor de Suporte (MVS), para os dados de 
treinamento. 
(Conclusão) 
 
 
Fonte: o autor 
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Ao se analisar a Figura 19, fica ainda mais evidente que as MVSs 2 e 6 
geraram estimativas de maior exatidão em relação ao modelo de Schöepfer. Essa 
técnica conseguiu diminuir a dispersão dos erros ao longo de toda a amplitude de 
dados. Vale ressaltar que nas estimativas geradas pelas MVSs 2 e 6 também houve 
maiores erros nos diâmetros menores que 10 cm. Com base no histograma dos 
erros percentuais, nota-se que 90% dos erros estão agrupados nas classes de 
±10%, enquanto que para o modelo de Schöepfer, essa proporção foi de 
aproximadamente 80%. 
 Na Tabela 21 estão apresentadas as estatísticas avaliadas das configurações 
de MVS aplicadas aos dados de validação. 
 
Tabela 21– Estatísticas utilizadas para avaliar o desempenho da Máquina de Vetor 
de Suporte (MVS) na estimação do diâmetro ao longo do fuste de árvores de 
Eucalyptus grandis x Eucalyptus urophylla, para os dados de validação 
MVS yˆyr  V (%) RQME (%) 
1 0,9752 1,08 10,50 
2 0,9934 0,13 5,43 
3 0,9872 0,71 7,61 
5 0,9758 0,80 10,35 
6 0,9935 0,12 5,37 
7 0,9872 0,56 7,56 
8 0,9758 0,53 10,38 
em que: yˆyr  = coeficiente de correlação entre os diâmetros observados e estimados; V (%) = viés; 
RQME (%) = raiz do erro quadrático médio. 
 
 Pode ser observado que as MVSs 2 e 6 mantiveram-se como as 
configurações de maior exatidão também para os dados de validação, evidenciando 
que essas configurações foram mais eficientes em extrair características importantes 
dos dados de treinamento e que não houve ovefitting durante o treinamento. Para os 
dados de validação, o ganho de exatidão das MVSs 2 e 6 em relação ao modelo de 
Schöepfer foi de aproximadamente 23%. Na Figura 20 estão ilustrados os gráficos 
de distribuição dos erros da MVS para os dados de validação. 
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Figura 20 – Diâmetros estimados versus diâmetros observados, distribuição dos 
erros percentuais das estimativas de diâmetro e histograma de erros das estimativas 
de diâmetro, obtidos por Máquina de Vetor de Suporte (MVS), para os dados de 
validação. 
(Continua) 
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Figura 20 – Diâmetros estimados versus diâmetros observados, distribuição dos 
erros percentuais das estimativas de diâmetro e histograma de erros das estimativas 
de diâmetro, obtidos por Máquina de Vetor de Suporte (MVS), para os dados de 
validação. 
(Conclusão) 
 
 
Fonte: o autor 
 
 Nota-se que as MVSs 2 e 6 mantiveram distribuição dos erros mais uniforme 
também para os dados de validação, com aproximadamente 90% dos erros 
encontrados nas classes de ±10%. A menor dispersão dos erros das estimativas 
geradas pela MVS ressalta sua capacidade de aprendizagem a partir de exemplos e 
de gerar estimativas de alta exatidão mesmo em dados que não tiveram participação 
no seu treinamento. O fato de a MVS se basear nos princípios da teoria do 
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aprendizado estatístico, que visa principalmente que o preditor gerado possua 
máxima capacidade de generalização, faz com que a mesma seja eficiente em 
compreender diversas relações entre as variáveis, conferindo grande poder 
preditivo. 
 Com base na análise gráfica e nas estatísticas avaliadas para os dados de 
validação, a MVS pode ser considerada uma técnica promissora para aplicação em 
outros estudos no setor florestal, obtendo estimativas de alta exatidão, comparáveis 
às de RNAs, como pode ser observado no trabalho de Martins et al (2016). Esses 
autores encontraram RQME de aproximadamente 5,47% nas estimativas de 
diâmetro para o gênero Eucalyptus. Vale ressaltar que no trabalho desses autores 
foram utilizadas também como variáveis de entrada a idade e o projeto, o que 
contribui para melhor estratificação e estimativas de maior exatidão. 
A forma do tronco de uma árvore tem sido objeto de muitos estudos pelo fato 
de essa variável ter relação com o volume de madeira. A forma do tronco varia da 
base até o topo da árvore, havendo uma relação de decréscimo do diâmetro 
denominada de taper. Essa relação de decréscimo pode variar de acordo com a 
espécie, idade das árvores e capacidade produtiva e é a razão fundamental para a 
variação no volume (HUSCH; BEERS; KERSHAW JUNIOR, 2003). 
Fica evidente a importância em se utilizar métodos de estimação que 
descrevam o perfil do fuste de forma fidedigna, contribuindo para maior 
aproveitamento da madeira gerada, podendo destiná-la para multiprodutos. Segundo 
Pires e Calegario (2007), a avaliação dos perfis do fuste de árvores é uma forma de 
verificar a exatidão das estimativas geradas, confrontando com o valor real e permite 
verificar em qual posição o modelo é mais ou menos exato. 
 Na Figura 21 e 22 estão ilustrados os perfis observados e estimados pelo 
modelo de Schöepfer e pela MVS 6 para os dados de ajuste e treinamento e para os 
dados de validação, respectivamente. 
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Figura 21 – Perfil real do fuste (valores observados) e perfil estimado (valores 
estimados) pelo modelo de Ormerod e pela Máquina de Vetor de Suporte (MVS), 
para os dados de ajuste e treinamento, respectivamente. 
Fonte: o autor 
 
Figura 22 – Perfil real do fuste (valores observados) e perfil estimado (valores 
estimados) pelo modelo de Ormerod e pela Máquina de Vetor de Suporte (MVS), 
para os dados de validação, respectivamente. 
Fonte: o autor 
 
 Tanto em relação aos dados de ajuste e treinamento como para os dados de 
validação, observa-se que a MVS 6 foi mais eficiente em descrever o diâmetro ao 
longo de todo o fuste, com estimativas mais próximas das medições observadas, o 
que corrobora a menor dispersão dos erros encontrada pela MVS 6 (Figuras 18 e 
19). 
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 O modelo de Schöepfer apresentou estimativas de menor exatidão, mais 
visíveis na altura da base das árvores. Isso pode ter ocorrido pelo fato de que 
modelos polinomiais não explicam com exatidão as deformações existentes na base 
da árvore (SCOLFORO, 2005). Portanto, fica evidente o potencial da MVS, sendo 
indicada para descrever o perfil do fuste de árvores de eucalipto. 
 
5.4 Comparação das Configurações de Máquina de Vetor de Suporte Utilizadas 
nos Três Objetivos de Modelagem 
 
Para a variável altura total, foi possível notar que houve semelhança nos 
valores de RQME para todas as configurações de MVS, quando se compara a sua 
exatidão no conjunto de treinamento e de validação (Tabelas 11 e 12). Nos dois 
conjuntos de dados, é possível observar que as funções do tipo I e do tipo II, 
combinadas com as mesmas funções de kernel, geraram resultados semelhantes 
para as estatísticas avaliadas. Isso se torna mais evidente no conjunto de validação. 
A semelhança entre os valores das estatísticas avaliadas no conjunto de 
treinamento também se repetiu para a estimação do volume individual. No entanto, 
houve maior diferença entre as funções de erro utilizadas quando se avaliou o 
conjunto de validação. A MVS 2, embora tenha apresentado maior exatidão para o 
conjunto de treinamento, foi mais viesada que a MVS 6 quando se avaliou o 
conjunto de validação (Tabelas 15 e 16), o que pode evidenciar maior capacidade de 
generalização quando se combina a função de kernel RBF com a função de erro do 
tipo II. 
Para o afilamento do fuste de árvores de Eucalyptus grandis x Eucalyptus 
urophylla, houve maior exatidão nas estimativas geradas pelas MVSs 2 e 6 e 
semelhança nas estatísticas avaliadas entre essas duas configurações. Essa 
semelhança das estatísticas avaliadas entre as duas funções de erro utilizadas 
também ocorreu para as outras funções de kernel tanto para os dados de 
treinamento como para os dados de validação (Tabelas 20 e 21). 
Com base nas estimativas obtidas para as variáveis altura total, volume 
individual e afilamento do fuste de árvores de Eucalyptus grandis x Eucalyptus 
urophylla, é possível inferir que a exatidão das configurações avaliadas está mais 
relacionada com a função de kernel utilizada do que com as duas funções de erro 
avaliadas (função do tipo I e tipo II). 
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A função de kernel é fundamental para que a MVS consiga aprender relações 
não lineares entre variáveis. Üstün, Melssen e Buydens (2007) ressaltam que avaliar 
diferentes funções de kernel é necessário, visto que durante o mapeamento dos 
dados é importante que não haja perda de informações sobre a propriedade que se 
deseja estimar, o que pode comprometer a generalização do preditor gerado. 
A altura total, o volume individual e afilamento do fuste sofrem influência de 
diferentes variáveis qualitativas como o espaçamento e o material genético. 
Variáveis qualitativas geralmente apresentam relação não linear com as variáveis 
dendrométricas e isso torna a função de kernel fundamental para relacionar esse 
tipo de variável. 
As estimativas de pior desempenho foram geradas pelas configurações 
compostas pelas funções de kernel linear e sigmoidal. Vale ressaltar que as essas 
duas funções geraram estimativas negativas para o volume individual. Na função de 
kernel linear, o produto interno entre os vetores de entrada é calculado diretamente, 
sem a adição de não linearidades aos pesos gerados, o que implica em um modelo 
mais difícil de tratar problemas em que exista relação não linear entre as variáveis. 
Isso pode explicar o menor desempenho das configurações compostas por essa 
função, sendo mais recomendada quando não há necessidade de gerar uma MVS 
não linear. 
Uma característica importante que uma função de kernel deve possuir é 
satisfazer condições do teorema de Mercer. De forma geral, um kernel satisfaz as 
condições do teorema de Mercer se der origem à matriz positiva semidefinida 
(LORENA; CARVALHO, 2007). Mais detalhes sobre o teorema de Mercer podem ser 
encontrados em Burges (1998). A função de kernel sigmoidal, apesar de ser 
amplamente utilizada, não satisfaz esse teorema para alguns valores de seus 
parâmetros, o que pode ocasionar em um preditor de baixo desempenho, podendo 
corroborar estatísticas inferiores encontradas para as configurações compostas por 
essa função de kernel (AMAMI; AYED; ELLOUZE, 2013). 
O baixo desempenho da função de kernel sigmoidal já foi constatado por Ma, 
Zhang e Wang (2015). Esses autores, avaliando o desempenho de diversas funções 
de kernel, encontraram a função sigmoidal como a de pior desempenho. Lin e Lin 
(2003), em seu trabalho, não recomendam a utilização da função de kernel 
sigmoidal, pelo fato de haver dificuldade de solução mínima local para os 
parâmetros dessa função. 
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Para a estimação da altura, do volume individual e do afilamento do fuste de 
árvores de Eucalyptus grandis x Eucalyptus urophylla, as configurações compostas 
pela função de kernel polinomial apresentaram estatísticas de maior exatidão em 
relação às estatísticas das funções de kernel linear e sigmoidal para os dados de 
treinamento e validação. A função de kernel polinomial possui três parâmetros 
(Tabela 2), o que causa maior dificuldade no treinamento da MVS. Isso faz com que 
essa função de kernel seja menos utilizada que a RBF e pode estar relacionado com 
o fato de que, sob treinamento semelhante e custo de teste, uma função de kernel 
polinomial pode não gerar um preditor com maior exatidão, fato esse que ocorreu 
para as variáveis analisadas nesse trabalho (HSIEH; CHANG, 2010). 
Considerando o conjunto de treinamento e de validação, houve maior 
exatidão das configurações compostas pela função de kernel RBF. Para esse 
estudo, outra vantagem da função de kernel RBF, evidenciada nas estimativas de 
volume geradas para os dados de treinamento, é que a MVS 6, embora com RQME 
maior do que a MVS 7, apresentou erros mais concentrados nas amplitudes de 
±10% (Figura 15), o que pode ter contribuído para maior exatidão da MVS 6 para os 
dados de validação (Tabela 16). 
Com base nos resultados de treinamento e validação, é possível inferir que a 
combinação das duas funções de erro com a função de kernel RBF gerou as 
configurações mais eficazes em extrair características importantes das variáveis de 
entrada e saída e, consequentemente, com maior exatidão na generalização. 
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6 CONCLUSÕES 
 
 O modelo de Gompertz apresentou o melhor ajuste para a estimação da 
altura de árvores de eucalipto. O material genético exerceu influência na variável 
altura total. Os modelos de Schumacher e Hall e de Schöepfer foram os de maior 
exatidão nas estimativas de volume individual e afilamento do fuste, 
respectivamente. 
 As funções de erro testadas apresentaram resultados estatísticos 
semelhantes quando utilizadas com as mesmas funções de kernel. As configurações 
da máquina de vetor de suporte que fizeram uso da função de kernel RBF 
apresentaram maior exatidão nas estimativas geradas para as variáveis analisadas 
nesse estudo. 
A máquina de vetor de suporte se mostrou uma técnica eficiente na predição 
da altura total, volume individual e afilamento do fuste de árvores de eucalipto, 
gerando estimativas de maior ou de igual exatidão em relação aos modelos de 
regressão comumente utilizados. 
 A máquina de vetor de suporte apresentou generalização de maior exatidão 
que o os modelos de regressão. 
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