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1. INTRODUCTION AND RESULTS 
A new unified approach to one of the most classical problems of 
probability theory, the problem of the asymptotic distribution of sums of 
independent and identically distributed random variables, was recently 
presented in [6]. This approach, based upon the asymptotic behavior of the 
uniform empirical distribution function in conjunction with the tail proper- 
ties of the underlying quantile function, identifies the portions of the sums 
that contribute the ingredients of the limiting infinitely divisible law, shows 
clearly how these ingredients arise, delineates the effect of extreme values 
on the limiting distribution, and leads to a probabilistic representation for 
an arbitrary infinitely divisible real random variable. Since in the mean- 
time Sato’s bounds for the tail probabilities of infinitely divisible distribu- 
tions, used in the proof of Corollary 1 in [6], have been derived among 
other things in [9] from exactly this representation, our approach is now 
fully self-contained and uses Fourier analysis only to ensure the unique- 
ness of this probabilistic representation, given in Theorem 3 in [6], through 
the uniqueness of the Levy canonical form of the characteristic function of 
an infinitely divisible law. 
Even though the main theorems in [6] were strong enough to derive the 
basic results on domains of attraction and stochastic compactness in 
Corollaries 1, 3, 4, 10, 11, and 12, and some results concerning domains of 
partial attraction in Corollaries 2, 5, 7, 8, and 9, there are a number of 
important classical or potentially new results on domains of partial attrac- 
tion which do not follow from them as they stand in [6]. The main reason 
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for this is that the construction of the sequence {r,J in Theorem 1 in [61 
appears to be complicated and hence this theorem does not contain an 
analytic criterion for the choice of the variance a2 of the normal compo- 
nent of the limiting law. Also, some classical results of Doeblin and 
Gnedenko were felt to be “out of the reach” of this approach altogether 
(cf. of the second paragraph on p. 328 in [61). 
The present paper is an organic continuation of [6], completing the 
theory of our “probabilistic approach.” We begin with augmenting Theo- 
rem 1 in [6] by showing that the sequence (r,] can be constructed, or in 
fact is already constructed in such a way that allows an analytic description 
of u2. Also, starting out from the probabilistic representation of an 
infinitely divisible random variable obtained in 161, we show that not only 
all of the mentioned classical results of Doeblin and Gnedenko are well 
within the present approach, but their present formulations and purely 
probabilistic proofs shed more light on their essence and the most interest- 
ing of them can considerably be improved. A number of seemingly new 
results are also derived. Considering that the constructional problems 
mentioned on p. 328 in [6] are also solved in [lo], the present paper 
virtually completes the theory in its essential lines. 
This theory has been designed primarily for sums of independent and 
identically distributed random variables, or, more generally, for various 
sums of order statistics of such variables (cf. 16-81). However, the formula- 
tion and the purely probabilistic proof of Theorem 11 below for the 
convergence of an arbitrary sequence of infinitely divisible distributions 
opens the door for the problem of the asymptotic distribution of row sums 
of row-wise independent but not identically distributed infinitesimal ran- 
dom variables in an arbitrary triangular array to be included into the 
theory. Indeed, this theorem is a variant of the purely Fourier-analytic 
Theorem 2 on pp. 88-92 in [14], one of the core results in that book, and 
then, using accompanying infinitely divisible laws (p. 112 and Chapters 4-6 
in [14]), this inclusion becomes feasible. 
First we review the basic notation from [6] and then state the results. 
The proofs are in Section 2, and the results and their place in the 
literature are discussed in Section 3. Theorem l* and Corollary 5* below 
are completed or improved forms of Theorem 1 and Corollary 5 in [6]. 
Emphasizing that this paper is a continuation of [6], the numbering of the 
theorems and corollaries here continues that of in [6]. Whenever there is a 
reference to any one of Theorems l-5 or Corollaries 1-12 without a 
reference number, we refer to the corresponding result in [6]. 
Let X,, X2,. . . be a sequence of independent random variables with a 
common (right-continuous) non-degenerate distribution function F and 
quantile function Q(s) = inflx: F(x) I s}, 0 < s 4 1, Q(0) = Q<O + ), for 
each integer n 2 1, let X, n I * * * _< X,,. denote the order statistics 
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based on AT,,..., X,,, and for 0 < s < $, introduce 
d(s) = /11-s/11-‘( u A u - uu) de(u) de(u), (1.1) 
where u A u = min(u, v). Then for all IZ large enough the quantity 
a(n) = n1’%7( l/n) (1.2) 
is positive. Let (Y, > 0 be any sequence such that LY, JO and IZ(Y, + 0 as 
n + m, and consider the functions 
$1(44 = 
&b/n +MnL 0 <s 5 n - nan, 
Q(<l - 4 +)/dnL n - na, < s < m, 
and 
vQ*h~> = 
-Q(l - s/n>/a(n>, O<sIn-na,, 
-Qk)/44, n - nff, < s < 03. 
Let Ep), Eg’ * j = 1,2, be two independent sequences of independent ,*-*, 
exponentially distributed random variables with mean 1 and with their 
partial sums Sz) = Ejj) + * * * +EF), n 2 1, j = 1,2, as jump points; 
consider the standard left-continuous independent Poisson processes 
A+) = 2 I@’ < u), 0 s u < m, j = 1,2, (1.3) 
n=l 
where Z( *) is the indicator function. Considering also two non-decreasing, 
non-positive, right-continuous functions ~,%t and $2 on (0, m) such that 
/ 
cm#ffu) du < m for all E > 0, j = 1,2, (1.4) 
define the random variables 
- jk"$,(U) du - +2(l), 
1 
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where m 2 0 and k 2 0 are arbitrary integers. These variables are non- 
degenerate if I&, f 0 and I& f 0, respectively. Let N(p, a2> denote a 
normal random variable with mean p and variance c2, understood to be 
the constant p if u = 0, let dB and -)P denote convergence in 
distribution and in probability, respectively, and finally, let = denote 
weak convergence of functions, that is, pointwise convergence on (0,031 at 
each continuity point of the limiting function. 
The following is a completed form of Theorem 1, where the additional 
results appear in (1.6)-(1.10) holding along the original given subsequence 
WI. 
THEOREM 1 * . Assume that there exists a subsequence {n’} of the positive 
integers (n) such that for two non-decreasing, non-positive, right-continuous 
finctions I,!J~ and ti2 defined on (O,O~), we have 
Gjtn’7 -1 a Jli(')9 j = 1,2, asn’ + ca. 
(i) If~,=~,=O,thenforallfixedm~Oandk~O,asn’+~, 
(ii) If the limits JI1 and e2 are arbitrary, they necessarify satisfy (1.4) 
and there exist two sequences {I,.) and (r,J of positive integers such that, as 
n’ -+ cc), I,,, + ~0, r-,./n’ + 0, 1,./r,. + 0, and for any pair of Jixed m 2 0 
and k 2 0, 
+9 k v(Z), (1.5) 
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and 
liminf 4(%t + 1)/n’> 
a(l/n’) = _a 
and 
n’-sm 
lim sup 
4(h + 1)/n’) _ 
n’+m a(l/n’) = u’ 
(l-6) 
u = lim lim inf 
4 h/n’) 
41/n’) 
and 
h+m ,,‘-tm 
i? = lim lim sup 
4h/n) 
h-m 41/n’) 
. (1.7) 
n’+m 
If _a = G = U, then, as n’ -+ m, 
- n’~l-(r”‘+l)‘n’Q(u) du) -+g uZ, (1.8) 
0;1,+ 1)/n’ 
where Z is a standard normal random variable such that N,(*), Z, and 
A$( * ) are independent, and hence 
:= v(l) + az + vp m (1 9) . . 
Moreover, whenever u > 0, we have, as n’ + co. 
~((1,~ + l)/n’)/a((r,. + 1)/n’) + 1. (1.10) 
Zf 0 I _a < C 5 1, then for some limit point u E [_a, CT] of the sequence 
a((r,, + l>/n’>/u(l/n’> and for some subsequence (n”} c {n’) we have 
u(( mm + l)/n”)/u( l/n”) --f u as n” + m, 
and the conclusions (1.8), (1.91, and (1.10) holding along (n”}. 
We know from Theorem 5 that if Q,Xj - C,J/Ank converges in 
distribution along some subsequence {n,}&, of the positive integers, 
where Ank > 0 and Cnk are some constants, then what we have is 
where (Y > 0, /3 E R, and VO,O($l, $*, u), with some $r and J1* described 
before and in (1.4) and 0 I u I 1 is defined in (1.9). In this case, we write 
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F E ZIP<&, $,, a) to denote that F is in the domain of partial attraction of 
the infinitely divisible law determined by the triple (&, +*, a). The next 
theorem gives a thorough characterization of this relation. 
THEOREM 6. (9 Zf CT > 0, then (1.11) holds along some {nk}~=l if and 
only if there exist a subsequence {n’&=, and a S 2 CUJ > 0 such that 
*j(nL7 *> j i$jC*)Y j = 1,2, (1.12) 
4n;)/+ + 6, (1.13) 
(1.14) 
as k + 0, and 
lim lim inf 
4 h/n;) 
= % = lim lim sup 
4WJ 
(1.15) 
h-m k+m a(l/n;) 6 h+m k--tm 4/n;) ’ 
Zf (1.11) holds with +1 = & = 0 (that is, if we talk about the domain of 
partial attraction of a normal law) then, necessatily, 6 = (YU and (1.12H1.15) 
all hold with aa/ = 1 along the original {nkj~+ for which (1.11) is true. Zf 
one of @II and t& is not identically zero, then, having (1.10, every subse- 
quence of (nk)FG1 contains a further subsequence {n;}~=, for which 
(1.12)-(1.15) all hold but 6 may in general depend on the chosen subsequence 
Ini& 1. 
(ii) Zf u = 0 an a eas one of I+$ and J12 is not identically zero on d t 1 t 
[l,m), then (1.11) holds along some {n&i+ if and only if there exist a 
subsequence {n;}r=, and a 6 > 0 such that we have (1.12H1.14) and 
lim lim supa( h/n;)/a( l/n;) = 0. 
h-m k-m 
(1.16) 
Zf (1.11) holds, then (1.12)-(1.14) and (1.16) generally takeplace only along 
subsequences of the given In,}:= 1 again, with 6 depending on the chosen 
subsequence. 
(iii) Zf o = 0 and both tjl and I,& are identically zero on [l, m), then 
(1.11) holds along some {nk}F= 1 if and only if either there exists a subsequence 
(n;}~=, such that we have (1.12H1.14) and (1.16) with some 6 > 0, or 
(1.17) 
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Zf (1.11) holds then again the conclusions take place only along subsequences 
of the given In& 1. 
On the other hand, if any of these sets of conditions is satisfied along some 
{n;}r=,, then we haue (1.11) along the same {r~~}~,~ and, besides, in cases 
(i), (ii) and the first subcase of case (iii) we also have (1.5) and (L&(1.10) 
along {n;), while in the second subcase of case (iii) we also have (1.13)~(1.15) 
of Theorem 2 in [61, along In;), with the appropriate limiting junctions taken 
from (1.12) or (1.17), respectively. 
We note that it is possible to replace limsup by liminf in (1.16), but 
then we generally have to go down to a subsequence also in the sufficiency 
direction. 
The normalizing and centering constants are fixed in the above theorem. 
If we do not require this, combine cases (i) and (ii), and are not interested 
in particular subsequences, the following simplified form is perhaps more 
transparent. 
THEOREM 7. (a) Zf o > 0, or u = 0 but at least one of +1 and t,r?z k not 
identically zero on [l, m>, then F E DJ&, &, u) if and only if there exist a 
subsequence (n’} of the positive integers and a constant c > 0 such that 
cu I 1 and 
ej(n', *) * c$j( ')9 j = 1,2, (1.20) 
as n’ + m and 
lim lim inf 
4h/n’) 4 h/n’) 
h-m ,,‘-a- 4 l/n’> 
= cu = /iha lim sup 
u(l/n’) * 
(1.21) 
rf+m 
(b) Zf both I)~ and 1,5z are identically zero on [l, m), then F E 
Or<+,, I&, 0) if and only if there exists an {n’) such that either we have (1.20) 
and (1.21) with some c > 0 and u = 0, or we haue 
and a(n’)/A nV + 0 as n’ + 00, 
Theorem 6 or 7 readily implies the following improved form of Corol- 
lary 5 for the characterization of the domain of partial attraction D,,(o) of 
a stable distribution with exponent (Y E (0,2). 
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COROLLARY~*. F E D,(a) if and only ifthere exist a subsequence In’} of 
{n) and constants cl, c2 2 0, cl + c2 > 0, such that 
#j( n’, S) --) q/j(s) := -cjs-l/u, 0 < s < CQ, j = 1,2, 
and 
lim lim supa( h/n’)/a( l/n’) = 0. 
h+m n’-+cc 
(1.22) 
In this case, for each jixed m r 0 and k 2 0 we have 
& { yfk Xi,“, - n’jl-(k+“‘“‘Q(u) du] +g Vm,k((LI)+l,(~)+ZrO) 
j-m+1 (m+l)/n' 
as n’ + a~. 
In order to further illustrate Theorems 6 and 7, we consider two more 
examples. For (Y > 0 and A > 0, let Y,,, denote a random variable with 
the gamma distribution of order (Y and parameter A: 
A” x 
F+(x) =P{Y,,, IX} = F(~) ,,e-“‘ta-ldtp / x 2 0, 
0, x < 0. 
where I.( ~1 is the usual gamma function. Consider the function h,, ,Cs> > 0, 
s > 0, which is defined to be the unique solution x > 0 of the equation 
/ 
co 
e-‘t-l dt = ” 
Ax a7 
and set +a ,(s> = -h, ,(s>, s > 0. Introduce also the constant 
For a different purpose it has been checked in [2] that V&O, $a, A, 0) = 
cl, k(O7 *a, A7 0) = Y,,,(k) for any integers m 2 0 and k 2 0, where 
Y,,,(k) = - e $,,,(S,) - (~(1 - eqa.Ak+l)) + Ca,*, ( 1.23) 
I=k+l 
where S, is obtained by dropping the superscript j = 2 in (1.3), and we 
have the distributional equality 
Y,,*(O) =D %,A. (1.24) 
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(Here we use the occasion to correct a misprint in [2]: in the rate formula 
for the approximation of Fol,,, we should have -h&k + 1) instead of 
-h,,,(k) in the exponent.) Using now (1.23) and (1.24), case (ii) of 
Theorem 6 at once gives the following. 
COROLLARY 13. F E DJF,, AI if and only if there e&s a subsequence 
(n’} c (n} such that for each s > 0, 
Q(s/n’>/a(n’) + 0 and Q(l - s/n’>/44 -, P+,,,(s) 
as n’ -+ m, where p > 0 is some constant and (1.22) holds. In this case there 
exists a sequence {l,,,} of integers such that I,, -P co, I,,,/n’ + 0, 
and 
for each jixed k 2 0 as It’ + m. 
The second example is the geometric (p) distribution 
P{yP = n} = (1 -p)p)“, n = 0,1,2,... 
with parameter 0 < p < 1. Set 
/ i 
- f nZ 
n=l 
log& 
*p(s) = 
i 
0, 
1 
0 <s < log- 
l-p’ 
1 
s 2 log- 
l-p’ 
Again, it has been checked in [2] that V,, JO, eP, 0) = v,, ,(O, I,$, 0) = Y,(k) 
for any integers m 1 0 and k 2 0, where, 
Y,(k) = - 2 +p(sj) and ypw =g yp. 
j=k+l 
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Using these relations, since - log(1 - p) > 1, case (ii) of Theorem 6 again 
gives the following. 
COROLLARY 14. F E D, (geometric (p)) if and only if there exist a 
subsequence (n’) c (n) and a constant (Y > 0 such that Q(s/n’)/a(n’) + 0 
for each s > 0, 
and (1.22) holds. In this case there exists a sequence 11,J of integers such that 
I,. + ~0, l,,,/n’ + 0, we have (1.25), and 
for each fixed k 2 0 as n’ -+ w. 
Perhaps the most interesting example is the domain of partial attraction 
of a Poisson law with mean A > 0. This example presents special intricate 
problems which are solved in [3]. When A > 1, we are in case (ii) of 
Theorem 6. However, as a complete surprise it turns out that when A < 1, 
we are always in the second subcase of case (iii). The latter situation 
provides the simplest possible example to show that Theorem 2 is not 
empty. The situation when A = 1 turns out to be a real borderline case in 
that both alternatives of case (iii) of Theorem 6 may occur. For details we 
refer to [3]. 
Now we turn to qualitative and deeper results on domains of partial 
attraction. All of these will depend upon the probabilistic representation 
of an infinitely divisible random variable in Theorem 3. For the Poisson 
processes in (1.3) and a (Ir function satisfying the conditions above and in 
(1.41, introduce 
464) = jlm(~(s) - s) d+(s) + /olyW d+(s) + @((cl), j = 1,2, 
( 1.26) 
where 
and consider 
%th~~*~‘+) = -~,(rcrJ + uz + W,(IJIz), (1.27) 
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where I,$, t/f2 are two such functions, u 2 0, and 2 is a standard normal 
random variable such that ZVt( e), 2, and &(a ) are independent. Note that 
with the notation in (1.9) we have 
~(~14’2P) = ~o,o(~l?~zt~) - Wl) - VW) + W*) + 42(l) 
(1.28) 
by elementary computation, and hence by Theorem 3, 
Eeirv(*1,92,a) = exp (-%t’+j~~eitx-l-~)~~(x) 
co 
+ 
ji 
eitX - 1 - 
0 
s Mx) 
1 1 
for all t E R, where L(x) = inf(s > 0: I,$(s> 2 x}, x < 0, and R(x) = 
- inf{s > 0: +2(s) 2 -n}, x > 0, L( *) is left-continuous and non-decreas- 
ing on (-a, 0) with I!,( --QJ) = 0 and R( -) is right-continuous and non- 
decreasing on (0,001 with R(w) = 0 and by (1.41, 
j” x2 dL( x) + j&x’ a?(x) < 00 forany& > 0. 
--E 0 
Thus, modulo an additive constant, V($t, $2, g) represents an arbitrary 
infinitely divisible random variable by p. 84 in [14]. 
A basic role will be played by the resealed functions 
lp(s) = f), s > 0, (1.29) 
where r is an arbitrary positive number. This is because if 
(N,“‘( * ) z(l) Ay’( * )), . . . ) (N,“‘( * ) 2”’ N,“‘( * )) are independent copies 
of WILT), i, N2(*)) and V,<I&, b2, CT\, . . . , V,(ql, J12, a) are the corre- 
sponding independent copies of V(IJ~, I&, a) determined through (1.27), 
then by Lemma 2.1 below, 
A key result is then the following. 
THEOREM 8. If F E ~,<$,, +2, a>, then F E D,,(+{T), $g), 6~) for any 
r > 0, and if, furthermore, 
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for some sequences r, > 0, a, > 0, and c, E 88, as m + 00, where ir.+ 2 .O 
and the jknctions ~5: and $z satzkfy the conditkms aboue and in (1.41, then 
ako F E D,C$:, JIG, u*). 
Let F@l~#2*~(*) denote the distribution function of I’(&, I&, cr>. Al- 
though the following result is just a simple corollary to Theorem 8, we call 
it a theorem in view of its special interest. 
THEOREM 9 (Gnedenko’s transitivity theorem). 
and F*‘I* @2rm 
Zf F E DJI,$, I&, (T) 
E Q&I:, G;, u*), then F E D,(@T, +Z, a*). 
Introducing the class 
of infinitely divisible distributions, or -types rather, that partially attract F 
and denoting by F*’ the rth convolution power of F, another conse- 
quence of Theorem 8 is the following result. 
COROLLARY 15. We have D;‘(F) = D;l(F*‘) for any r = 1,2,. . . . 
As usual [14, p. 401 we say that the distribution functions G, and G, are 
of the same type if G,(x) = G,(ax + b), x E R, for some constants a > 0 
and b E R. Since the property of being of the same type is symmetric and 
transitive, the set of all distribution functions (of the cardinality of the 
continuum) can be decomposed into mutually disjoint families of distribu- 
tion functions, each family consisting of distribution functions that are of 
the same type, that is, into mutually disjoint types. Of course, the same can 
be said about the subset of all infinitely divisible distribution functions, a 
type being determined by a triple (I,$, I&*, a). Since if F belongs to the 
domain of partial attraction of an infinitely divisible distribution function 
then it also belongs to the domain of partial attraction of any other 
distribution function of the same type, the property of partially attracting 
an F is, as tacitly used throughout above, the property of the correspond- 
ing infinitely divisible type. By the remark on p. 270 in [6], the non-normal 
stable type with exponent 0 < cz < 2 is given by the triple (‘“‘&, @)I&, O), 
defined in Corollary 5* above, while the normal type, usually called the 
stable type with exponent 2, is given by the triple (O,O, a), u > 0. 
THEOREM 10. (i) Zf F belongs to the domain of partial attraction of only 
one type, then this type must be a stable type with some exponent 0 < a! I 2. 
(ii) Zf F belongs to the domain of partial attraction of a non-stable type, 
then it belongs to the domain of partial a&action of continuum many d#kent 
types. 
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The only reason to include the constants O($,) and @(I@, defined after 
(1.26), into the definition of V(I&, t&, a> in (1.27) was to have the equality 
(1.30) in the given nice form. The following result, the general conver- 
gence theorem for infinitely divisible laws, is more transparent if we leave 
these constants aside, and hence introduce (cf. (1.28)) 
mwh~) = Wl,ICl27~) + Wl) - wJ2) 
= ~o,o(v4, JI*, a) - W) + clr*(l) 
= -jmwlo - 4 4w - pw 4w + c-7.z 
1 0 
+jm(N,W - 3) 44s) + jlN,W 44(s). (1.32) 
1 0 
As so far above, we assume in what follows, unless the contrary is evident 
from the text, that all occurring @ functions (with subscripts and/or 
special marks such as I/J* or $) satisfy the usual conditions above and in 
(1.4). Let $1, **, c(cl,,>;=,, and (I,!J,&, all be such + functions, let u r 0, 
uk 2 0, c E R, and ck E R be constants, and consider the functions 
#4 = ~%,A4 ds + q! + ~w~&W ds, h > 0; k = 1,2,... . 
(1.33) 
Then convergence is characterized as follows. 
THEOREM 11. We have 
v(+lk~ &k, %k) + ck -‘D v(+l~ h.7 a) + c, k + 03, (1.34) 
if and only if 
$jk(‘) * qj;.(‘>, j = 1,2, (1.35) 
ck + c, (1.36) 
as k + m, and 
S* := lim l~ri~fs~( h) = CT* = lim limsupsi( h) =: S2. ( 1.37) 
h-m h-+m k-m 
The last theorem, based on Theorem 11, details convergence in distribu- 
tion of sums of independent and identically distributed infinitely divisible 
random variables and hence is a counterpart of Theorem 6. Of course, the 
general theory based on the quantile function is applicable to this problem 
in principle. However, it is more natural to base here everything on the 
behavior of the corresponding $ functions. 
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Let (n’} be any given sequence of positive integers tending to infinity, 
possibly the whole {n}, and consider the infinitely divisible random variable 
v(t&, I+?~, a) belonging to an arbitrary triple (I&, JIZ, a) f (O,O, 0). For a 
number h 2 1, introduce 
+I’; h) = ~m$;(u/n’) du + n’u’ + ~w~;(u/n’) du 
= n’ (1.38) 
which is non-zero for all it’ large enough. The role of the “natural” 
normalizing sequence a(n’) in (1.2) will now be taken over either by 
a,(d) = a,(n’; l), (1.39) 
or by 
l/2 m m 
+ 
/ / 
(u A 4 dvM4 dv%W (1.W 
l/n’ l/n’ 
= (+I’) + l//:(1/n’) + JI,2(l/n’))1’2, 
where the last equality follows from Lemma 2.6 below. Furthermore, 
corresponding to the first sequence, define 
u;(h) = u;(n’;h)/u:(n’), h 2 1. (1.41) 
Then the quantities 
and 
b2 = E$, = fim lim sup L$( h) 
?l’+m 
are well defined and we have 0 I g I 6 I 1. While aI(n’) or u,(n’) in 
(1.39) and (1.40) will not always be natural, it will turn out that 
- I1 
l/d 
sdS,(s)) 
is always a correct centering sequence. 
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As before (1.30), consider now an infinite sequence 
of independent copies of (IV,(*), Z, IV,(-)) and let {v,(#,, I&, ajT=r be the 
corresponding infinite sequence of independent copies of VC&, &, a) 
defined through (1.32). The convergence problem for partial sums of these 
is apparently determined by the behavior of $r and I& near zero. Note in 
this connection that if 
then c2 = C* = 1 for any sequence {n’}. 
THEOREM 12. (i) If, as n’ + 00, 
$j(s/n')/al(n') + OY s > 0, j = 1,2, 
(ii) If, as n’ + ca, 
+ji(*/n')/%(n') * +F(*>y j = 1,2, (1.42) 
for some non-positive, non-decreasing, right-continuous functions $T and 
$z, then, necessarily, both $c and I)? satisfy (1.4) and there exists a 
subsequence {n”) c In’) such that 
as n” + 00, where g I u* I fi. Zf _v = D, then this last convergence takes 
place along the original In’}. 
(i.ii) Zf, as n’ + 00, 
+j(*/n')/a2(n') =j +?(*I, j = 1,2, (1.43) 
fir some non-positive, non-decreasing, right-continuous functions $T and @$ 
h4/~2W) + 0 (1.44a) 
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or, what is the same by (1.40), 
4W)/(4,2Wn’) + &l/n’>) -+ 0; 
then again t+QT and $2 satisjj (1.4) and 
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(iv) If there is a sequence of numbers of A,. > 0 such that 
+j(*/n’)/A,r * +T(.)T j = 1,2, (1.45) 
for some non-positive, non-decreasing, right-continuous junctions $,f and I,$? 
and 
a,(n’)/A,, -+ 0 (1.46) 
as n’ + CQ, then, necessarily, 1,9~*(s) = 0 for all s 2 1, j = 1,2, and, as 
n’ + q 
(v) Converse&, suppose that for some constants A, > 0 and C,,, E R, 
+( ; ~(~1,1(12,~) - Cd 
i 
‘Y w, n’ + m, (1.47) 
n’ I=1 
where W is a non-degenerate random variable. Then with some constant c, W 
is necessarily of the form p($,*, I@, cr* ) + c, and we have 
c,, := {/+(JIl, $2) - C,,)/A,, + c, (1.48) 
$j(./n’)/A,* * $j*(*), j = 1,2, (1.49) 
as n’ + 00, and 
lim lim inf 
a:( n’; h) a:( n’; h) 
h+ol n’-+m A2,< 
= ai = lim limsup 
h-m n”m 
A2 . ( 1.50) 
n’ 
Furthermore, if 
lim sup ) +j( S/n’) J/a&n’) < co, j = 1,2, (1.51) 
n’+ol 
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then in the case when g = ij > 0, there exists a finite S > 0 such that 
a,(n’)/A,, + 6 as n’ + 0, and when E = 0 or ; < b, there exist a subse- 
quence in”} c (n’} and a finite 6 = a,,, > 0, possibly depending on {n”}, 
such that a,(n”)/A,. + 6 as n” --) 03. Zf, on the other hand, 
lim sup ) $,( s/n’) //a,( n’) = 00 or lim sup 1 i&( s/n’) [/a,( n’) = c0 
n’-+cc n’*m 
(1.52) 
for some s > 0, then 
a,(n’)/& -, 0, asn’ + co, (1.53) 
and hence, necessarily, o* = 0. Moreover, if (1.52) holds for some s > 0, 
but 
lim sup ( $j( s/n’) [/a,( n’) < m, j = 1,2, (1.54) 
n’-+m 
then there exist a subsequence In”) c (n’) and a 6 = a,,, > 0 such that, 
besides (1.53), a,(n”)/A,. -+ 6 as n” + 00. Finally, if 
lim sup I t&( s/n’) I/a,( n’) = 00 or lim sup I &( s/n’) I/a,( n’) = w 
n’-+cn n’-+m 
(1.55) 
for some s > 0, which implies (1.52) for the same s, then 
a,(n’)/A”. + 0 as n’ + 03. (1.56) 
We demonstrate Theorem 12 by way of some examples included in the 
next two corollaries. In the first of these, for the sake of simplicity, we only 
deal with one-sided examples without a normal component that have the 
form 
~(WcI,O) = /1-(W) -4 44s) + /)W &4s). 
In fact, since we always assume that +(s> = 0 for all s 2 1, we will have 
6(W,O) = ~‘N”‘(s) @l(s), 1= 1,2,..., 
for independent copies N(‘)( .), N(‘)(. ), . . . of the standard Poisson pro- 
cess N(. ). Part (a) below illustrates part (i) of Theorem 12. The two cases 
of part (b) when (Y 2 2 still illustrate part (i), while the third case when 
cx < 2 is an example for part (ii>. The case of part Cc) when A > 1 is an 
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example for part (ii), while the case when h I 1 is an illustration of part 
(iv). The case (Y < 2 of part (b), used in conjunction with Theorem 9, has 
an interesting application to be discussed in Section 3. 
COROLLARY 16. (a) As IZ + 03, 
/F${ ;&)V”‘(s) d(-s-‘I”) - 2) +g N(O,l), 
ifff > 2, 
and if 0 < (Y < 2, then 
where $,*Cs) = -((2 - CIZ)/CX)~/%-~/~, s > 0, and 
I 
n 
a- 1’ 
l<a<2, 
/+(a) = .p a = 1, 
a 
1 --(Y’ 
O<cu<l. 
(c) Lettj=2-2’, j= 1,2 ,..., and 
bj = (tip, - tj)-l = 22’4/( 1 _ 2-2’7, j= 1,2 ,-.*, 
and define 
Then 
e(s) = 
-b,, t,ss<t,-,,k=1,2 ,..., 
0 
7 s 2 t, = +. 
V(w,o) = j:‘*W d+(s) = i W,W,+, - b/A 
k=O 
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where b, = 0, and if [ x 1 denotes the smallest integer not less than x, then for 
each A > 0, 
-$ ‘;$Jy2Nqs)h -b,(A)) +D N(A) - AZ(A > 1) (1.57) 
i 
as k + 00, where 
ok = [h2’*1 
dk, A) 
C (bj+l - bj)tj + tv(/c,~) 
j=O 
and where 
dk,*) = 
k- 1, ifh < 1, 
k 
3 ifh 2 1. 
Furthermore, 
a:( b2”7) Id /,;;2,y( $1 a!s 
aNA22kl) = [A2*k]jl;;2,,,@(s) a3 + l//*(l/[A2**1) 
~ l-i, 
i 
ifA > 1, 
(1.59) 
1, ifh II, 
and if A > 1, then 
a;([A22*1) 
A; = (2*k)2 
-+ A (1.60) 
while if A I 1; then 
a;( [A2**])/& + 0 (1.61) 
as k -+ ~0. 
Let j5h fir,. IJ denote the distribution function of PC+/,, I,+*, a). Part (v) of 
Theorem 12 can be used to construct negative examples. 
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COROLLARY 17. If at least one of I+$ and I& decreases to -CO so fast 
that there exist 0 < s < t < 00 such that t+Gj(s/n)/+j(t/n) + m, as n + m, 
for the corresponding j = 1 or j = 2 or both, then F’rly*2*u does not belong to 
the domain of partial attraction of any law. In particular, this is the case for 
any of the distribution functions F’,-*,‘, where 
a//(s) = 
i 
;exp(w=3~ O<s<l, 
7 s 2 1, 
and CY is an arbitrary fixed positive number. 
tit g*1, *2, G- be the quantile function pertaining to F#I,*~,~. Many 
authors worked on the problem of comparing the tail behavior of @‘l,*2Tu 
and those of the Levy functions L,(a) and R(e) belonging to $i and I& as 
determined below (1.28) (cf. the references in [9]). Our last corollary, 
following from a joint application of Theorems 5 and 12, gives a result of 
such a flavor. 
COROLLARY 18. Suppose that F*lT*27U E D,<$~, I/J:, a*) for some 
*;“, *2*, and o.+ 2 0, where at least one of $T and 42 is not identically 
zero; that is, the attracting infinitely divisible law has a non-degenerate 
non-normal component. Then there exist a subsequence {n’) c {n} and finite 
constants cl, c2 > 0 such that if $T f 0, then 
and if +,2* f 0, then 
as n’ + m, where 
0 < sj = inf(s: 4?(s) = 0) 2 m, j = 1,2. 
We close this section by using the opportunity to correct a few misprints 
and an oversight in [6]. In lines - 10 and - 12 on p. 263, the reference 
should be to Corollary 11 instead of Corollary 10. On p. 270, the minus 
sign should be deleted from before &(l - s) in (1.32). In line -3 on p. 
292, R(+ l,,, n,) should be R(s,J,,~, n,). The summation index k in the 
definition of N’ in line 8 on p. 297 should start with k = 1 rather than 
k = 0. Finally, the bottom-line inequality on p. 314 is wrong, it holds the 
opposite way. However, leaving this line out and referring to (1.7) in the 
present paper instead, the proof is correct as it stands. 
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2. PROOFS 
Proof of Theorem 1 *. We need only to show (1.6), the validity of all the 
statements following this relation follows from the original proof of 
Theorem 1. 
For any real h 2 1, define _a(/~) = cl,,? and C(h) = i!$, by setting 
g(h) = liminf 
4 h/n’) 
n’+m a( l/n’) 
and G(h) = limsup 
4 h/n’) 
“‘-cc u(W) ’ 
where a’( 0) is given in (1.1). Since a(s) is a monotone non-increasing 
function of S, we see that both _a(h) and C(h) are monotone non-increas- 
ing functions of h, 0 I a(h) I ~(1) = 1 and C(h) I G(l) = 1 for any 
h 2 1. Hence the limits m (1.7) are well defined. Also, whatever is the 
sequence {r,,} to be constructed such that r,,, + cn as rr’ + ~0, the mono- 
tonicity of a(* ) implies that 
liminfa((r,, + l)/n’)/a(l/n’) I _a 
n’-+m (2.1) 
and 
limsupu((r,, + l)/n’)/a( l/n’) S 5. 
n’-rm 
(2.2) 
In order to prove the opposite inequalities, we have to go into the 
construction of {r,J at the end of the proof of case (ii) of Theorem 1. 
Taking up the line in the middle of p. 292 and using the notation 
developed there with ni replaced by IZ’ everywhere one can construct a 
strictly increasing sequence (i,} of positive integers such that for all s 2 1, 
we have 
p( oyf;i 
s 
pp(is,d) - vp(i,)l) I s-1, 
and 
p( max- 1 V,Cj)(i,) - Vij) I) I S-l, 
Oshil, 
p(Aj(is,ds,n') - Aj(S, i,)) S s-l, 
p(Aj(s,is)) I s-1, d,#(i,) I s-1, j = 12, 
p(R(si,,n’)) I s-l, &/id I s-l, 
for all n’ 2 n(s), where the positive integer n(s) is chosen so large that, 
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together with the above twelve inequalities, we also have 
_a - f I cT(si, + 1) - f < u (q/u(f), d2n(s), 
and 
’ iqsi, + 1) - ; I u ( Y)/u( f ) for infinitely many n’. 
Clearly, we can choose these threshold numbers n(s), s 2 1, so that 
n(1) < n(2) < * * * . For each 12’ 2 n(1) from the sequence {n’} there exists 
an integer s = s(n’) such that n(s) I n’ < n(s + 1). Now we simply set 
s,,, = s(n’), I,. = i,,,,,, and E,,, = l/s(n’) for any n’ 2 n(l), and for the 
finitely many 11’ < n(1) we define these three sequences in an appropriate 
but otherwise arbitrary fashion. Obviously, s,. -+ 03, I,, + m, and E,,, + 0 
as n’ --) m, and together with the twelve inequalities in the last seven lines 
of p. 292 (with the misprint corrected in the third line from below as noted 
above and with n’ standing everywhere in place of n,) we also have 
c - En, 5 g(s,.l,. + 1) - E,* I a&J,, + l)/n’)/o(W) (2.3) 
for each rr’ in (n’) and 
g( sJ,* + 1) - E,, I a(( SJ,, + l)/n’)/a( l/n’) (2.4) 
for infinitely many n’ in (n’}. Hence, with r,,, = s,l,,,, we have all the 
conclusions of p. 293 and, moreover, from (2.3), 
_a I linl~fU((r,. + l)/n’)/o(l/n’), 
and, since &s,J,,, + 1) = (T(T,, + 1) is just a sequence in the set of the 
values of the function G(h), h 2 1, and a(h)4 G as h + m, from (2.4), 
G I limsupa((r,, + l)/n’)/a(l/n’). 
d-m 
These inequalities, together with those in (2.1) and (2.2), prove (1.6). 0 
Proof of Theorem 6. In all three cases (i)-(iii), the results in the 
sufficiency direction as stated at the end of the theorem follow directly 
from respective applications of Theorem l* and Theorem 2, and hence we 
only have to deal with necessity. 
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Assume, therefore, (1.11) and that we are either in case (i) or (ii). Then 
by Theorem 5 there exists an In”] c (n&i such that 
a( n”) 
~(b;W’, *I - +~c)Y j = 1,2, (2.5) 
n" 
and 
u( d)/A,” + 6, 016<cy 
as n” + 00. If 6 were zero, then by Theorem 2 we would have 
(2.6) 
where 
and Va,c(*, . , * ) is defined in (1.9), and we would know that +j*(~) = 0 for 
1 I s < m, j = 1,2. However, (1.11) also holds along {n”} and hence the 
convergence of types theorem [14, pp. 40-421 implies that, as n” + CQ, 
1 n’ho, d n”) - C,zd /A,” -+ Y 
with some y E R and, therefore, 
Thus, if 6 were zero, we would have 
which is impossible in either case in view of the uniqueness of the 
representation of an infinitely divisible random variable in Theorem 3(ii), 
already mentioned in the Introduction. Whence S > 0 in (2.6). 
From (2.5) and (2.6), with 6 > 0, we obtain 
@j( n", ') =$ i$j*(*), j = 1,2, 
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and from (1.1 l), holding along b”), and (2-6), 
as n” + 03. Using (2.8), for any subsequence In3 c {n”) there exist by 
Theorem l* a further subsequence {n4} c {n,} and some 0 I u* I 1 such 
that 
1 
‘Cn4) i 
n4 
C xj - n4P0,0(n4) 
j-1 
1 ‘9 vO.0 ( $4 s 1 3 f,* 6 2 ,@* I (2.10) 
as n4 -P co. Now (2.9) and (2.10) together imply, again by convergence of 
types, the existence of some y E R such that 
{wo,oW - C&4%) -+ Y (2.11) 
and hence 
1 
( 
n4 
C xj - n4P0,0(n4) -53 6 0.0 
‘tn4) j=l 1 
“v (h,$,,~) + f - Y (2.12) 
as PZ~ + 03. From (2.10) and (2.12), by uniqueness, 
~/IT/S = a*;./S, j = 1,2, and u* =aa/S, y =p/S. 
Since {IZJ c {n”) was arbitrary, by (2.6), (2.81, and (2.11) this means that 
(1.12), (1.13), and (1.14) all hold along (n”) = {$>F=i, and, as n” + m, we 
have 
If & = r,k2 = 0, then by part (i) of Theorem l* the limit in (2.13) must 
be standard normal and hence in this special case we necessarily have 
S =’ CWT. Also, {n”} can be chosen as a subsequence of an arbitrary 
subsequence {n’) of the original {n&i along which (1.11) holds and, since 
the limits in (1.12), (1.13), and (1.14) are the same for all such In”) in this 
special case, we conclude that (1.12), (1.13), and (1.14) hold true along the 
original {rz& i for which (1.11) is valid. 
Let {nJ be again any subsequence of {n”}. Then by one more applica- 
tion of Theorem l* one can find a sequence {n,} c {n3 and a 6, 
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o I 5 I 1, such that 
and 
as n5 + W. By (2.13) it follows that CF = au/S, and hence we see that 
p; := a((r; + 1)/n”) --) W/6, as nn --f ~0, 
since any subsequence of {p,,d contains a further subsequence with the 
same limit. Thus by (1.6) in Theorem l* we obtain (1.15) with {n;>T=, 
replaced by {n”} = {n;]z=,. Hence we have (1.12), (1.131, (1.141, and (1.15) 
along {n;)T=, := {n$=, in both cases (i) and (ii). 
Suppose now (1.11) and that we are in case (iii). Then we have (2.5) and 
(2.6). If 6 > 0, then we can follow the above proof beginning from (2.8) 
and conclude that (1.12)-(1.15) all hold along the same {n”) chosen at (2.5) 
and (2.6). 
If we have (2.5) and (2.6) with 6 = 0, then by Theorem 2, for any 
subsequence (nJ c {n”) we can choose a further subsequence {n,) c {nJ 
such that 
+ it xj - "orO,O("6)} 
( 
-+.$a ~o,owAv)~ as n6 --j =J, 
“6 j=l 
and, of course, we have (1.11) along {n,). By convergence of types, as 
116 + m, 
{n6~0,0(n6) - cn,}/An, + Y 
and 
Whence t,kj* = arG;-, j = 1,2, and y = 0. Therefore, along {nb}r=i := 
{n$};=i we have (1.171, (1.181, and (1.191, and the theorem is completely 
proved. q 
The proof of Theorem 8 requires four lemmas. Let N(e) denote any of 
the two standard Poisson processes N,( *) or N2(. ) in (1.26) and consider 
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W($) defined in (1.26) by accordingly dropping the subscript j. Let 
N”‘( * ) , . . . , NC’)(*) be independent copies of N( . ), consider the corre- 
sponding independent copies WC”($), . . . , W@)($) of W(e), where r is an 
arbitrary integer, and recall the notation in (1.29). 
LEMMA 2.1. We have C;=,W(“($) =9 W(+“‘). 
Proof: Using the fact that the Poisson process has independent incre- 
ments, 
i w”‘(t+b) = /;“( i (N”‘(S) -s)) d+(s) 
I=1 I=1 
+ /o’( ilNYS)) MS) + r@(+) 
=9 Irn( N( rs) - rs) d+(s) + jlN( rs) d$( s) + rO( 4) 
1 0 
= !a( N( U) - U) d@)( 24) + lrN( u) d@‘)(u) + r@($) 
r 0 
= lrn( N( u) - u) dlp( u) + /+v( u) dlp( u) 
1 0 
-t lrud)“‘(u) + rO(l+b). 
/ 
(2.14) 
But a very elementary calculation, involving integration by parts, shows 
that 
/ ‘24 da/~(‘)(u) + rO( $) = O( 9”‘) 1 
and hence the lemma. 0 
Recalling now the notation in (1.27), we see that Lemma 2.1 implies 
(1.30) indeed. 
LEMMA 2.2. If for some subsequence {n’} c {n}, constants A,, > 0 and 
C,? E R, 
&{ jlxj - cn’) -$g V(IC117cC12Ta) asn’ + 5 (2-W 
then for any integer r 2 1, we have 
$-{ jcl~j - rCns} +9 V(I){‘),@,\/;~), asn’ + co. (2.16) 
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proof: Let {Xjcm$‘x i be independent copies of {Xj& r, m = 1,. . . , r. 
Then- by (2.15) and (1.30) we obtain 
&( il( j,X.m') -G) -+D +%&',\/;-u) (2.17) 
as n’ + w. Writing Yr, Yz, . . . for the sequence Xi*), . . . , X,“), 
Xi’), . . . , Xp), . . . , that is, writing 
qj-l)r+m = x/“‘, 1 Im Ir, j= 1,2 ,..., (2.18) 
we have 
5 ( h xp) = E y, 
j=l m=l j=l 
and, since Yr, Y,, . . . are independent with the common distribution func- 
tion F, (2.17) is nothing but (2.16). 0 
Let [a] denote the usual integer part function. 
LEMMA 2.3. Zf (2.15) holds, then for any integer r 2 1, 
+;a v( t/p), l/p), a/h) asn’ + m. 
(2.19) 
Proof: If Yr,Y,,... are independent with the same distribution func- 
tion F, then (2.15) can be written as 
and Theorem 5 clearly implies that A, + m as n’ + ~0. Therefore, since 
the second sum here has at most r - 1 terms, the second term on the left 
side converges to zero in probability as n’ -+ 03. Thus, breaking up the 
sequence (q)T= r into the union of r independent sequences {X~‘“‘)~=r of 
independent variables, m = 1,. . . , r, according to the rule in (2.18), (2.20) 
can in fact be written as 
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as it’ + TV, where, with appropriate independent copies of I’(+!‘/‘), 
J&‘/~), a/ 6), we also used (1.30) on the right side in conjunction with the 
trivial fact that $“/rXr) = +. Now this convergence obviously implies that 
in (2.19). 0 
LEMMA 2.4. If (2.15) holds, then for any two integers r 2 1 and 1 r 1, 
Proof: This follows by applying first Lemma 2.3 and then Lemma 2.2, 
upon noting that I,$‘/‘~‘) = #/‘), j = 1,2. 0 
Proof of Theorem 8. For two distribution functions G and H let 
L(G,H) =inf{s>O:G(x-s) -EsH(x) <G(x+E) +E 
for all x E R} 
denote their Levy distance. It is well known that this distance metrizes the 
weak convergence of distribution functions on the line. 
To prove the first statement, let 7, be rational numbers such that 
0 < 7, < T and T,,, t T as m + ~0, where r > 0 is any given number. Then, 
as m + 00, 
ljpy s) + t#“( s) in each s > 0, j = 1,2. 
Consequently, 
$41 hn), *p, &a) + V(+,I”, I&+, La) almost surely, 
and, a fortion’, with G, and G denoting the distribution functions of the 
two sides, respectively, L(G,, G) + 0 as m + m. By Lemma 2.4, F E 
Dp(qp, +p, r 1 T,,, u for each m 2 1, and hence we can pick a subse- 
quence <nk(m>~=l and constants A,(m) > 0 and C,(m) E R such that for 
1 
i i 
nJm) 
%m(x) =p Ak(m) j=l ~ C Xi-C,(m) IX, XER, 
1 1 
we have 
lim L(l;,k(m), G,) = 0, m = 1,2,... . 
k-m 
Hence we can choose a subsequence 
n,t(l) < nkz(2) < * . . < nkm( m) < * * * 
(2.22) 
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such that 
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q Fn&np Gm) s ; 7 m = 1,2,... . 
Now using the triangle inequality for the I&y distance [14, p. 331, we get 
and hence the first statement. 
In order to prove the second statement, we only have to redefine G, 
and G to denote the distribution functions of the left and right sides of 
(1.31), respectively, and note that by Lemma 2.4 one can pick now 
(n,(m>}~=,, A,(m) > 0, and C,(m) E R, m = 1,2,. . . , such that (2.22) 
holds again, Hence the same proof works. 0 
Proof of Theorem 9. By (1.301, the second condition means that for a 
subsequence (n,}z=i of the positive integers and some constants a, > 0 
and c, E R, 
as m + 03. Hence the statement is a special case of Theorem 8. 0 
Proof of Corollaiy 15. Let r 2 1 be any integer. Then by Lemma 2.2 or 
Theorem 8, F*’ E D,(I),, I+& a> implies that F*’ E D,<I/J$“, I#‘, 6~1, 
which in turn, as in the proof of Lemma 2.3 (cf. (2.21)), implies that 
F E D,(t),, I,/+, a). This means that D;l(F*‘) c D;‘(F). Conversely, by 
Lemma 2.3 or Theorem 8, F E D,<t&, I&, (T) implies that F E 
DpWl (l/O, $$V”, a/ fi), which, as in the proof of Lemma 2.4 (cf. (2.17)), 
implies F*’ E D,<I/I,, I)~, a); that is, we have D;‘(F) c D;l(F*‘). 0 
Proof of Theorem lo(i). Let the triple (I/Q, I,& a) represent the attract- 
ing type. If $i = & = 0, and hence, necessarily, u > 0, then there is 
nothing to prove for this means that the attracting type is the normal type. 
Suppose that at least one of #i and t,/~* is not identically zero. By 
Theorem 8, (I){‘), I,$?), \/;a) also attracts F for any T > 0. But by assump- 
tion all these belong to the same given attracting type ($i, I)~, al. This 
implies that for any 7 > 0 there is a constant c, > 0 such that 
c,+j(s/T) = cG;-ts>Y s > 0, j = 1,2, c,& = u, 
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or, what is the same by setting T = l/u and a, = l/~i,~, 
IG;.Cus) = au$j(s)9 s > 0; a, > 0; j = 1,2, (2.23) 
a/(uJL) = u, u > 0. 
Thus $j(~~s) = ~,,+~(s) and +j(~~s) = u,$~(u~) = u,u,+~(~), s > 0, j = 
1,2, and hence uUU = uuuv for any U, u > 0. This is the multiplicative form 
of the Cauchy functional equation [l, p. 171 and from (2.23) we also see 
that a, is a non-increasing function of u > 0. Hence a, = U-P, u > 0, for 
some constant p 2 0. Setting dj = - $j(sO> 2 0, j = 1,2, where s,, > 0 is 
chosen so small that d, + d, > 0, we obtain from (2.23) that $j(sau) = 
-dju-P, u > 0, j = 1,2, and finally putting u = s/so, we obtain 
(bj(S) = -cjs-p, s > 0; p 2 0, cj 2 0, j = 1,2, cl + c2 > 0, (2.24) 
where cj = djs; P. So far the side condition concerning the (T in (2.23) did 
not play any role, nor did the square-integrability condition (1.4) for the 
*j’S. 
Now if (+ were positive, then from (2.23) we would get p = $ which 
would contradict (1.4). Hence u = 0. Also, condition (1.4) implies that 
p = l/a for some 0 < (Y < 2. Hence the attracting type is the triple 
((ol)$l, (@I,!J~, 0), which, as noted before the formulation of Theorem 10, 
represents the stable type with exponent (Y. 0 
The proof of part (ii) of Theorem 10 requires a lemma. Let $i and I,/I~ 
be two functions on (O,m) satisfying the regularity conditions above (1.4) 
but not necessarily (1.4) itself, such that at least one of them is not 
identically zero and consider the following condition: 
There exist a set I with cardinal&y less than continuum and 
positive numbers {rk: k E I) such that for each r > 0 one can 
find a 7k, k E I, and a constant c(r, k) such that C(T, k)+j(rs) 
(2.25) 
= *j(rks) for all s > 0, j = 1,2. 
If for a given 7 > 0 it is T, E (TV: k E I] that is given by this condition, 
then we write T > 7,. Setting Hk = (7 > 0: T t ~~1, condition (2.25) 
implies 
u Hk = (OY~), 
ksl 
(2.26) 
and the required lemma is the following. 
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LEMMA 2.5. Zf condition (2.25) holds, then for each u > 0 there exists a 
constant a, > 0 such that 
+j(~) = a,ijj(s) foralls > 0, j = 1,2. (2.27) 
proof: Condition (2.25) implies via (2.26) that there exists a k, E Z 
such that Hk, is uncountable. (Otherwise the cardinality of the half line 
(0, m) would be less than continuum.) Now TV, may or may not be in Hk,, 
but we nevertheless can fix a to E Hk, such that to # rk,. Since the set 
{(log t - loi? Tk,)/(log tO - log Tk,)3 t E Hkn} 
is uncountable, it cannot be a subset of or coincide with the set of rational 
numbers. Hence we can find a t, E Hk, such that with vI = tl/Tko, 1 = 0, 1, 
log vl/bg V,-J = (log t, - log ~k,)/(log t, - log Tk,) is irrational. 
(2.28) 
Now with the fixed constant c = c(t,, k,) > 0, 
from which by induction 
s > 0; j = 1,2; k = 1,2 ,... . 
Similarly, with the fixed constant d = c(t,, k,), 
+j(vhs) = $$jts19 s > 0; j = 1,2; I= 1,2 ,... . 
Hence for any k, 1 = 1,2,. . . , 
,(~S)=~~j(~)=~~j(S), S>O; j=1,2. 
Using now Kronecker’s well-known theorem, it follows from (2.28) that the 
set (k log vr - 1 log v o: k, 1 positive integers} is dense in R, and hence the 
set (v~/v$ k, 1 positive integers) is dense in (0,m). 
Let u > 0 be arbitrary. Then we can find two sequences of integers 
km, I,,, 2 1 such that 
v:-/vk J u asm+m. 
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Choosing now a sufficiently small sa > 0 for which +j(min(s,, USJ) # 0 for 
at least one of j = 1 or j = 2, for that j we have by right continuity that 
Hence the limit 
0 < a, := lim d’m/ckm < cc 
m-rm 
necessarily exists, and we have (2.27). Since u > 0 was arbitrary, the 
lemma is proved. 0 
We point out that the monotonicity of $r and q$ is not used in the 
above proof. 
Proof of Theorem lO(ii). The condition means that F E Dp<qbl, &, a) 
for some u 2 0 and functions +r and lclz satisfying the usual conditions 
above and in (1.4) such that at least one of $r and & is not identically 
zero but (2.24) is not true for any p = l/a, 0 < LY < 2, if u = 0. 
Suppose the conclusion is not true. This implies by Theorem 8 that, in 
particular, the set of types given by {(@“, I,@/‘), a/&>: r > 0) has 
cardinal@ less than continuum, which in turn implies that condition (2.25) 
holds in such a way that the constant c(r, k) found for r > 0 also satisfies 
c(r, kFr/\/; = u for each k E I. Lemma 2.5 then implies that 
IG;.Cus) = a,+j(s)9 s > 0; a, > 0; j = 1,2, 
and 
au 
- =u 
a,& ’ 
u > 0, 
for some constant a > 0, which is a version of (2.23). Hence the argument 
following (2.23) in the proof of part (i) implies that u = 0 and that (2.24) 
holds with p = l/a for some 0 < (Y < 2, and we have a contradiction. •I 
Aiming at the proof of Theorem 11, the following simple formula is very 
important. 
LEMMA 2.6. Zf + is a function on (O,m) satisfying the conditions above 
and in (1.4), then for any e > 0, 
/,m/m(u A v) d+(u) d+(v) = /-$‘(u) du + qQ2(e). 
E E 
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Prcx.$ By a somewhat lengthy but elementary computation we obtain 
that for any E < t < ~0, 
/‘/‘(u A v) d$( u) di+b( v) = /‘1,5~( u) du + EJ~~( E) + t$2( t) 
E E E 
- 24ww) - wwj%w du. (2.29) 
E 
By (1.4), t)(t) + 0 and te2(t) + 0 as t + 03, and also 
0 I $( t)/$( u) du I I+(t), ( j-‘duj-r$2(u) d$‘2 
E E E 
I tt,b’( t)l’$2( u) du 
i E 1 
l/2 
+ 0 
as t + to. Hence, letting t -+ CO in (2.29), the lemma follows. 0 
Proof of Theorem 11. First we consider sufficiency. Let h > 1 be any 
common continuity point of I/Q and $2 and introduce the decomposition 
w,,, ICI2k+JjJ + c/c = C(W + &Aw, (2.30) 
where 
c(h) = - j:(N,(s) - +hc(d - ~lN,(s) d4,,(4 
and 
Z,(h) = - (b%(s) -s) - (N,(h) - h)} d+,,(s) 
+j%N2(4 - s> - (N,(h) - h)} dhcW 
h 
+ UkZ + Ck. 
The basic motivation for such a decomposition is that, due to the-fact that 
a Poisson process has independent increments, V,(h) and Z,(h) are 
independent for each k. 
A very elementary probabilistic reasoning, based on the fact that a 
Poisson process has a hxed discontinuity at the point 1 with probability 
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zero, one can show that by (1.39, as k + ~0, 
315 
(2.31) 
Furthermore, since (Nj.(h) - h)/fi h 
distribution and fi$j(h) + 0 as h 
as a limiting (standard normal) 
-+ 03, j = 1,2, by (1.41, we see that 
On the other hand, since a Poisson process has stationary increments, 
&(h) =9 if,< h) := - Lm{til(s - h) - (s - h)) di,b,,(s) + ak,if 
+/m{ti2(s -h) - (s - h)}dt,&(s) + ck, (2.33) 
h 
where 
(r5,(9,Z&(*) =&q*)Z~,(*)). 
Furthermore, if (Z’?[j)( a>, k!(j) I@)(*)) j = 1 2 , . . . , k, are 
copies of (IV,(*), 2, I”&(*)), then, first substitutkg s = ku, 
independent 
%(h) 
= - ~t(A$(ku - h) - (ku - h)} di,b&u) + a&? 
ku - h) - (ku - h)} d+,,( ku) + ck 
=9 il (Ck{ zq u - $) - (24 - i)} dl)lk(ku) + $i”’ 
+ck( Ij!i)( u - ;) - (u - ;)} d&k(ku)) + ck; (2.34) 
that is, Z,(h) is distributed as a sum of k independent and identically 
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distributed random variables for each k. Also, EzJh) = ck + c, as k + w, 
by (1.36) for each h > 1, and using (2.34) and Lemma 2.6, 
Now exactly as in the proof of Theorem l* above, using (2.31) and 
(2.321, we can construct a sequence (hk, of positive numbers such that 
h, + ~0, h,/k + 0, and 
Vk(h,) +p wh Il270> as k + 01, (2.36) 
and, with s and S given in (1.37) but otherwise not using condition (1.37), 
likm+izf$( hk) = s2 and lim sup& hk) = S2. 
k+m 
(2.37) 
Since by (2.30) we also have 
vl(ho $2k, ukk) + ck = Vk(hk) + Z,(hk) (2.38) 
with the two terms on the right side being independent for each k = 
1,2,. . . , and 
Ez,( hk) = ck and Var(Zk(hk)) = S;(hk), k = 1,2,..., 
(2.39) 
the above considerations, (2.37), and condition (1.37) now applied yield 
Z,(h,) +9 aZ + c as k + a~, 
where the standard normal variable Z is independent of the two indepen- 
dent Poisson processes through which the limiting random variable in 
(2.36) is defined. The last convergence, (2.36), and (2.38) now give 
V(@lk, +2k, ukk) + ck +D V(~~,Ji,,O) + uz + c = V(~Jf,,u) + c 
as k + CO and hence the sufficiency half of the theorem. 
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Now we turn to necessity, starting out again from (2.30) and knowing 
(2.331, (2.341, and (2.35), where presently h 2 1 is arbitrary. 
Suppose first that the sequence {s;(h)} is unbounded for some h 2 1 
and/or (ck} is unbounded. Then, since Z(h) = Y,(h)s,(h) + ck, where 
Y,(h) = (Z,(h) - ~,hc(h) +a NO> 1) as k + 03, 
it follows by elementary probabilistic considerations that (z,,(h)} is 
stochastically unbounded for this h along some subsequence (k’} c (k). By 
assumption t;,,(h) + g,,(h) has a limiting distribution as k’ + m, as it 
follows from condition (1.34) and (2.301, and hence it is stochastically 
bounded. As another set of elementary probabilistic considerations shows, 
this can only happen if (&ih)} is also stochastically unbounded. Hence 
both sequences (FjJh)} and (Z,,(h)) are stochastically unbounded and 
V,,(h) and Z,,(h) are independent for each k’. However, this easily implies 
that the sum sequence (pk:,.(h) + Z,,(h)} is stochastically unbounded and 
this, via (2.30), contradicts the assumption in (1.34). Thus we conclude that 
both the sequence (s:(h), h 2 1) of functions and the sequence (ck} of 
constants are bounded. 
Since s,“( a> is a non-increasing continuous function on [l, co) for each k, 
for each subsequence (k’l c (k) we can choose a further subsequence 
(k”} c (k’) such that 
s,‘*r(*) as;(‘) and Ck” + c*, as k + ~0, (2.40) 
for some non-increasing function s”,(e) on [l, 00) and a constant c* E R. 
Then by (2.33), (2.341, and (2.351, 
z,v( h) -j9 N(c*, d(h)), as k” + Q), 
for each continuity point h 2 1 of ss(*>. This, the independence of the 
summands in (2.30), and (1.34) now imply that 
V,“(h) +a W(h), as k” + 03, 
where w(h) is a proper, possibly degenerate random variable for 
each continuity point h 2 1 of s’, ( * >. This could not happen if we had 
$jk&) + -w for some s = s,, > 0 and j = 1 or j = 2, because this limit 
would then be - 00 for all 0 < s I s0 and then, since again the sum of the 
three terms in Vk.(h) that involve t,& and the sum of the other three 
terms that involve t&km are independent, the sequence (FJh)) could not 
even be stochastically bounded if h is large enough. Therefore, 
lim supI+jkW( s)l < 03, s > 0, j = 1,2. 
k”-,m 
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Then along a further subsequence (k”‘} c {k”), 
#j/c*(*) * rGF(‘)P j = 1,2, (2.41) 
for some $T and $2 on (0,~). Since we can clearly assume without loss of 
generality that {k”} above has been chosen in such a way that all three 
terms in s$(.), given in (1.33) or (2.351, converge separately, that is, 
-2 
Uk2” --) u ) 
for some non-increasing functions cpl and (p2 on (0, m> as k” --f 0~1, it 
follows by Fatou’s lemma that both $c and $; satisfy (1.4). 
Now, by (2.401, (2.411, and the already proved sufficiency part of the 
theorem we have 
u * = /iis, < m. 
Then by (1.34) and uniqueness, ej* = ej, j = 1,2, and c* = c, and since 
{k’) c (k) was arbitrary, we conclude that (1.35) and (1.36) hold true. 
Starting out, finally, from these conditions (1.35) and (1.36), the suffi- 
ciency proof provides a sequence (h,} such that h, + m and hk/k + 0 as 
k + m, and (2.36), (2.371, and (2.38) are all in force. Now if we had 
z2 < g2, then along one subsequence {k’} for which sj$(hkr) --) s2 we would 
have 
v(+lk’, 4 2k’? U/c,) + ck’ -+9 v( 91) @2 3 d + c~ 
and along another subsequence {k”} for which s$(h,.> + S2 we would 
have 
&tb”, +Zk”, uk”) + ck” 39 v( $1, $2, $) + c, 
which, in view of condition (1.36), is impossible. Hence _s2 = S2, and by 
uniqueness this common value must be a2; that is, (1.37) is also satis- 
fied. q 
Proof of Theorem 12. Everything is based on the following distribu- 
tional equality, following from (1.30) and (2.14) in the proof of Lemma 2.1: 
E Ml, +2, ~1 =g WI? JIY’), 6%) + I*~,(+~, df2). (2.42) 
I-l 
(i) Setting (G;.k(*) = $~“(*>/ar(n;> and ck = 0, k = 1,2,. . . , j = 
1,2, where we obviously denote the kth element of the sequence In’) by 
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n;, the statement follows from Theorem 11 if we note that, with the 
present *jk, 
pJ$$s) ds = 0 for each h 2 1, j = 1,2, 
the constant sup(~,#l): k 2 1) < 00 being the common integrable ma- 
jorant, and hence 
= 1, h 2 1, 
since h can be replaced by 1 in the latter sequence in the curly braces and 
then we have 1 for each k. 
(ii) First we have to show that $: and $T satisfy (1.4). Let 1 < s < 
t < co be arbitrary and choose s’ and t’ to be continuity points of both I,/?? 
and $z such that 1 < s’ < s < t < t’ < w. Then for a standard left-con- 
tinuous Poisson process NC. ), using (1.42), 
jt’(N(u) - u) d+j(u/n’)/a,(n’) -+ jt’(N(u) - u) dl/q(u) 
d s’ 
almost surely as n’ + ~0. Hence by Fatou’s lemma and Lemma 2.6, 
t /I )u A u) dl)j*(u) dqj*(u) s s 
t’ I // t’(U A u) dlL,*(u) dqtj*(v) SC d 
t’/n’ t’/n’ 
/ / 
C” 
= lim inf s’/n’ 
A ‘1 d+j(“) d+j(“) 
n’-+m 
/ 
;‘/n’ 
I,n,+:w A.4 + a2 + {;n,:(u, du 
,t+$ u du + i#(l/n’)/n’ ( ) 
I lim inf 
n’*CO 
I 
m 
I,n,JI:(u) du + u2 + jm I,n,JI;b) du 
I 1 + ($T(l -))’ 
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for j = 1,2, where in the last step we again used (1.42). Thus for any 
l<s<m, 
/,j,(u A u) d+;?(u) d@+qu) 5 1 + (l/q( -1))2, j = 1,2. (2.43) 
s s 
Also, again by (1.42) and Lemma 2.6, for any continuity point s 2 1 of 
IGjY 
~(rG;*(s))~ = lim s#(s/n’)/a,(n’) 
d-cc 
,I); u du + $,?(l/n’)/n’ ( ) 
5 lim sup 
/ 
m 
n’+m 
I,n,rl:(4 du + a2 + /- l,n,ti:( 4 du 
I1 + ($T(1-))2 
and hence 
tqw --) 0 as s + m, j = 1,2. 
By routine manipulation based on (2.29), this and (2.43) together imply 
that both @ and +,2* satisfy (1.4). 
Using now (2.421, (1.42), and the fact that the s:(h) of Theorem 11 
belonging to the present 1G;.,$.) = $yk)( *>/a,(n;), j = 1,2, is the same as 
r&(h) of the present theorem, the second and main statement follows from 
Theorem 11. 
(iii) If s > 1, then by (1.43) and (1.44) we obtain similarly as in case 
(ii) above that 
and 
/mlm(u A u) dt,bj*(u) dt,bj*(u) I ($j*(l -))’ < m 
s s 
&T(s))2 5 (rGyu 3)’ < m> j = 1,2. 
Hence (1.4) follows again for both $F and q5;. Using (2.42), (1.43), and 
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the fact that 
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s;(h) = 4(4) -4&h), 
44 
h 2 1, 
the main statement follows from Theorem 11 on account of (1.44). 
(iv> For any s 2 1, using 
(1.40), and condition (1.46), 
the monotonicity of the I)~, the formula 
I+j(s/n') 1 ILZCn’) 
0’) 4 
I+j( s/n’) ( u2( n’) 
l+j;.(l/n') 1 An’ 
as it’ + 03, so that the first statement follows. Using (2.42), (1.45), the 
relation 
and the fact that (1.46) clearly implies that u,(n~)/Anr + 0 as k --) 03, the 
second statement follows again from Theorem 11. 
(v) That the limit is of the stated form follows from Theorem 5, and 
then (1.481, (1.491, and (1.50) all follow from Theorem 11 via (2.42). 
Suppose now (1.51). Then for any subsequence In,} c {n’) there is a 
further subsequence (n4) c {n3} such that 
+j(‘/n4)/ul(n4) * ?j(*)Y j = 1,2, (2-W 
as n4 --) ~0, where I& and $, are some functions with the usual properties 
above (1.4). Using now part (i) or part (ii), we see that there exists a 
further subsequence {n”} c {n,} such that 
has a non-degenerate limit as rz” + w  Hence by the convergence of types 
theorem [14, pp. 40-421 there is a S = a,,, > 0 such that u,W’)/A,. + 6. 
In the special case when E = E = u > 0, it follows from (1.50) that C* = 
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6~ > 0. Since u* and u are determined by the whole original sequence 
{n’}, this implies that 6 must be the same for all such subsequences {n”}. 
Since {nJ was an arbitrary subsequence of In’), +‘>/A,. + 6 > 0, as 
n’ + 03, in this special case. 
If we have (1.47) and (1.521, then the same (1.52) must be true for all 
0 < t < s, and hence (1.53) follows from (1.49) easily. Also, (1.47) and 
(1.55) imply (1.56) in the same way. 
If (1.471, (1.521, and (1.54) hold, then we have (2.44) with ai(nJ 
replaced by a,(n,), and our statement concerning the convergence of 
a&~“)/&~ follows by repeating the argument below (2.44). The theorem is 
completely proved. 0 
Proof of Corollary 16. All the asymptotic equalities below are either 
obvious or obtained by elementary calculations. 
(a) Clearly, 
a?(n) = -n/l logsds N It, 
l/n 
so that 
s 
*Hi 
- A log s. 
l/2 
n 44 = - n n ’ 
i( ) 
O<S<?l, 
0, s 2 n, 
and we have the condition of part (i) of Theorem 12 as IZ + ~0, and the 
statement follows with the centering sequence 
pJO,$) = ;jl;n(log;)-1’2ds = 5/olognx(‘w?-vx. 
But 
as II + m, and hence the statement. 
(b) Presently, for any h 2 1 and (Y > 0, 
a 
-n 
a-2 ’ 
a > 2, 
af(n;h) = n/h; s-2’ads - nb n, a = 2, 
n 
(Y < 2, 
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and 
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n 
a-1 
nip:: n7 
cl 
1-a’ 
Hence, as n -+ m, 
44 = 
-nl/as-l/a/ul( n), 
0, 
ff > 1, 
a = 1, 
a < 1. 
O<s<n, 
s 2 n, 
converges to zero for each s > 0 if (Y 2 2, and we have (1.42) for j = 2 if 
cy < 2, with limiting function +,*. Finally, note that if (Y < 2, 
un( h) = ul( n; h)/a,( n) N hplla, h 2 1, 
and this implies that u = E = 0. 
Cc) Using the fact that t,/t,-, + 0 as k + m, and setting 
n 
for each A > 0, by elementary manipulations we see that for all k large 
enough, 
s < A, 
s 2 A. 
Since bk/bk+l --j 0, upon setting A, = bk+l we obtain 
‘h,(s/n,)/A, + ‘h*(s) = -” 
s < A, 
0, s 2 A, 
as k + m. The formula for 
h(A) = nkj;:/2sd+(s) 
nk 
given in (1.58) is valid for al1 k large enough and follows by simple 
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computation just as the relations 
((A - 1)2*&+‘, ifh > 1, 
4bk) N 
i 
h2292k 
, ifA < 1, 
22k 6 22j-1/( 1 _ 2-2j-1), ifA = 1, 
j=l 
and 
4(h) N 
ifA > 1, 
ifh I 1. 
Hence (1.59), (1.60), and (1.61) all follow, and we obtain (1.58) from part 
(ii) or part (iv) of Theorem 12, according to A > 1 or A 5 1, in view of the 
fact that by (1.32), 
~(O,+,*,O) = ~~,,(W~,O) + $:(l) = N(A) - Al(A > l), 
where the second equality follows from Eq. (2.2) in [3], also obtained by 
simple computation. q 
proof of Corollary 17. For any subsequence {n’) c {n] we still have 
+j(s/n')/+j(t/ 1 n’ + CO as n’ + CO, and hence it is impossible to find a 
numerical sequence {A,} such that (1.49) could hold with finite limiting 
functions. 
3. DISCUSSION 
As said in the introduction, the present paper is an “organic” continua- 
tion of [6], the results of which have been discussed in detail in Section 4 
of [6]. Accordingly, Theorem l* here is new. It leads to Theorems 6 and 7, 
which in their full generality and detail may be considered to be new as 
well, together with Corollaries 5 *, 13, and 14. Many similar corollaries can 
be worked out routinely for the characterization of the domain of partial 
attraction of given concrete infinitely divisible distributions. As mentioned 
in Section 1, this problem for the Poisson distribution turns out to be 
intricate, and the surprising solution is given in 131. 
Another application is the following. In a very interesting recent paper 
[15], A. Martin-Ltif proves a limit theorem along the special subsequence 
VI&,, which theorem “clarifies the Petersburg paradox.” By Theorem 
lO(ii), however, there might exist continuum many very different clari&a- 
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tions. In [5], we investigate the problem how unique is the one given by 
Martin-Laf. We construct all possible subsequences and describe all 
possible limiting laws, and finally conclude that Martin-Liifs clarification 
has to be modified in general. We obtain a resolution of the paradox that 
has the practical consequence that the game can be played arbitrarily and 
not just in blocks of size 2k as suggested by Martin-Lijf’s particular 
clarification. This paper [5] has the additional didactic aspect that it also 
illustrates all the results from [7, 81 on the Petersburg game. 
A characteristic-function version of Theorem 8 was first proved by 
Gnedenko [13] in 1940 by purely Fourier-analytic methods. In contrast, 
our proof is purely probabilistic, based on the representation of an 
infinitely divisible random variable. From his theorem Gnedenko [13] also 
deduced what is Corollary 15 here and his transitivity result in Theorem 9 
(not called by him as such), the latter of which is also cited without proof 
in [14, p. 1891. 
In the proof of Lemma 5 in [6], concrete constructions are given to show 
that the domain of partial attraction o,(a) of a stable law with exponent 
0 < (Y < 2 is wider than its domain of attraction D(a). This was first 
proved independently by Doeblin [ll], published also in 1940, and 
Gnedenko 1131. Both proofs are non-constructive. Doeblin uses character- 
istic functions, while Gnedenko’s interesting proof is based on the transi- 
tivity theorem. In our setting, Gnedenko’s proof is as follows. Consider 
any F in the domain of partial attraction of the distribution F”~~*~o of 
f?O, qaI,, 01, where, for 0 < (Y < 2, 
FaJs) = ((ya, O<S<l, 
7 s 2 1. 
By Khinchin’s theorem [14, p. 184; or 101 such as F exists. Then by 
Corollary 16(b), r”,*a,o is in the domain of partial attraction DJ(Y) of the 
distribution of V(0, $a, 01, and hence by transitivity (Theorem 9), F E 
DJcr). However, F cannot be in the domain of attraction of this distribu- 
tion exactly because it is partially attracted to F”,?a,‘. While this proof is 
not constructive, it is certainly much simpler than the one given by K. L. 
Chung in his footnote on p. 189 in [14], also based on Gnedenko’s 
transitivity. 
Theorem lo(i) was proved by Gnedenko 1131 with the characteristic- 
function method just as that weaker version of Theorem lo(n), where 
“uncountable” stands in place of our “continuum.” This weaker version of 
Theorem 10 implies what Gnedenko and Kolmogorov have written [14, 
p. 1891: “Each distribution law F belongs to the domain of partial 
attraction of one or a nondenumerable set of types or else does not belong 
to any domain of partial attraction at all.” This conclusion was also 
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achieved by Doeblin [ll]. (Note that distributions not in the domain of 
partial attraction of any law do exist by Corollary 17 here.) At this point an 
historical remark is perhaps tolerable. Doeblin and Gnedenko appear to 
be competing on these results at the time. Doeblin announced his results, 
proved in [ll], without proof in the Paris Comptes Rendus in two commu- 
nications already in 1938 (Vol. 206, pp. 306,718). However, Gnedenko [13] 
states that he obtained his results in the spring of 1937 and they were part 
of his dissertation that he had defended in that year. This “competition,” 
if there was one, is of course not surprising with Levy standing behind 
Doeblin and with Khinchin and Kolmogorov behind Gnedenko. 
To the best of our knowledge, the present unimprovable version of 
Theorem 10 with the “continuum” is new. The original weaker or “un- 
countable” version would require Lemma 2.5 under the stronger assump- 
tion that condition (2.25) holds with a countable set I. It is perhaps 
interesting to note that the first proof that we had for this weaker version 
of Lemma 2.5 started out from the Baire category theorem applied to 
(2.26). The extension of that proof under the present weaker condition 
(2.25) is impossible under the usual ZF axioms of set theory since the 
corresponding extension of the Baire category theorem is known to be an 
independent axiom just as the continuum hypothesis. Hence the problem 
of extending the original Doeblin-Gnedenko result appeared to be “one 
of those set-theoretic problems” at first sight. However, the present proof 
of Lemma 2.5 completely bypasses all these problems and is in fact much 
shorter than the first one was. 
The essence of Theorem 11 was already remarked upon in the Introduc- 
tion. We believe that the present formulation is cleaner than the original 
characteristic-function version, first proved by Gnedenko [12], and also 
that the present proof, based on the fact that a standard Poisson process 
has independent and stationary increments, really uncovers the ultimate 
reason behind it. 
Theorem 12 is new with all its details. The construction in Corollary 
16(c) is a version of a construction, a different one with different but 
similar purposes, given in [31. A modification of the present construction 
will be given in [4], where again the intricacies of a Poisson limit are 
treated in more detail and a case also illustrates part (iii) of Theorem 12. 
Corollary 17 is new in its generality. The special case of the concrete 
example when (Y = 1 corresponds to a half-sided version of the example of 
Gnedenko and Kolmogorov [14, pp. 186-1891, showing by a rather compli- 
cated characteristic-function proof the existence of a distribution not in 
the domain of partial attraction of any law at all. Examples similar to their 
were constructed independently by L&y, Khinchin, and Gnedenko in the 
years 1937-1939. 
Corollary 18 is also new. 
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