We address the unsupervised learning of several interconnected problems in lowlevel vision: single view depth prediction, camera motion estimation, optical flow and segmentation of a video into the static scene and moving regions. Our key insight is that these four fundamental vision problems are coupled and, consequently, learning to solve them together simplifies the problem because the solutions can reinforce each other by exploiting known geometric constraints. In order to model geometric constraints, we introduce Adversarial Collaboration, a framework that facilitates competition and collaboration between neural networks. We go beyond previous work by exploiting geometry more explicitly and segmenting the scene into static and moving regions. Adversarial Collaboration works much like expectation-maximization but with neural networks that act as adversaries, competing to explain pixels that correspond to static or moving regions, and as collaborators through a moderator that assigns pixels to be either static or independently moving. Our novel method integrates all these problems in a common framework and simultaneously reasons about the segmentation of the scene into moving objects and the static background, the camera motion, depth of the static scene structure, and the optical flow of moving objects. Our model is trained without any supervision and achieves state of the art results amongst unsupervised methods.
Introduction
Deep learning methods have achieved state of the art results on computer vision problems with supervision using large amounts of data [10, 17, 19] . However, for many vision problems which require dense continuous-valued outputs, it is either impractical or tedious to gather ground truth data [6] . We consider four such problems in the rest of the paper: single view depth prediction, camera motion estimation, optical flow, and motion segmentation. Previous works have tried to approach these problems by supervision using real [5] and synthetic data [4] . However there is always a realism gap between synthetic and real data, and real data is limited or inaccurate. For example, depth ground truth is generally obtained using LIDAR [6] and is sparse. Furthermore, there are no sensors that provide ground truth optical flow, so all existing datasets with real imagery are limited or approximate [2, 6, 12] . Motion segmentation ground truth requires manual labeling of all pixels in an image [23] . The network R = (D, C) reasons about the scene by estimating optical flow over static regions. The optical flow network F estimates flow over the whole image. The motion segmentation M masks out static scene pixels from F to produce composite optical flow over full image. A loss E using the composite flow, applied over neighboring frames, trains these models jointly.
Recent work has tried to address the problem of limited training data using unsupervised learning [13, 22] . To learn a mapping from pixels to flow, depth, and camera motion without ground truth is challenging because each of these problems is highly ambiguous. To address this, additional constraints are needed and the geometry relating static scenes, camera motion, and optical flow can be exploited. For example, unsupervised learning of depth and camera motion has been coupled in [20, 33] . They use an explainability mask to mask out evidence that cannot be explained by the static scene assumption. Yin et al. [32] extend this to estimate optical flow as well and use forward-backward consistency to reason about unexplained pixels. These methods perform poorly on depth [33] and optical flow [32] benchmarks. A key reason is that the constraints applied here do not distinguish or segment objects that move independently like people and cars. Another reason is that commonly not all the data in the unlabeled training set conforms to the model assumptions, and some of it might corrupt the network training. For instance, the training data for depth and camera motion should not contain independently moving objects. Similarly, for optical flow, the data should not contain occlusions, which disrupt the commonly used photometric loss. Idea. A typical real-world scene consists of static regions, which do not move in the physical world, and moving objects. Given depth and camera-motion, we can reason about the static scene in a video sequence. Optical flow, in contrast, reasons about all parts of the scene. Motion segmentation classifies a scene into static and moving regions. Our key insight is that these problems are coupled by geometry and motion of the scene; therefore solving them jointly is synergistic. We show that by learning jointly from unlabeled data, our coupled networks can partition the dataset and use only the useful data, resulting in more accurate results than learning without this synergy. Approach. To address the problem of joint unsupervised learning, we introduce Adversarial Collaboration (AC), a generic framework in which networks learn to collaborate and compete thereby achieving specific goals. Adversarial Collaboration is a three player game consisting of two adversaries competing for a resource that is regulated by a moderator. As shown in Figure 1 , we introduce two adversaries in our framework, the static scene reconstructor R = (D, C) that reasons about the static scene pixels using depth and camera motion; and a moving region reconstructor F that reasons about pixels in the independently moving regions. These two adversaries compete for training data by reasoning about static-scene and moving-region pixels in an image sequence. The competition is moderated by a motion segmentation network, M , that segments the static scene and moving regions, and distributes training data to the adversaries. However, the moderator also needs training to ensure a fair competition. Therefore, the adversaries, R, F , collaborate to train the moderator M such that it classifies static and moving regions correctly in alternating phases of the training cycle. This general framework is similar in spirit to expectation-maximization (EM) but is formulated for neural network training. Contributions. In summary our contributions are as follows: 1) We introduce Adversarial Collaboration, an unsupervised learning framework where networks can act as adversaries and collaborators to reach specific goals. 2) We show that jointly training networks in this framework has a synergistic effect on their performance. 3) To our knowledge, our method is the first to use low level information like depth, camera motion and optical flow to solve a segmentation task without any supervision. 4) We achieve state of the art performance on single view depth prediction, camera motion estimation and optical flow estimation amongst unsupervised methods. We even outperform competing methods that use much larger networks [32] and multiple refinement steps such as network cascading [22] . Our models and code are available at https://github.com/anuragranj/ac.
Related Work
A generative adversarial network (GAN) [7] can be viewed as a two player game, where networks act as adversaries and train each other. In W-GAN [1] , one of the adversaries acts like a critic. In contrast, our method is a three player game, consisting of two adversaries and a moderator, where the moderator takes the role of a critic and two adversaries collaborate to train the moderator. The idea of collaboration can also be seen as neural expectation maximization [8] where one model is trained to distribute data to other models. For unsupervised learning, these ideas have been mainly used to model the data distribution [1, 7, 8] and have not been applied to unsupervised training of regression or classification problems. There is significant recent work on supervised training of single image depth prediction [5] , camera motion estimation [15] and optical flow estimation [4] . However, as labeling large datasets for continuous-valued regression tasks is not trivial, and the methods often rely on synthetic data [4, 21] . Unsupervised methods have tried to independently solve for optical flow [13, 22] by minimizing a photometric loss. This is highly underconstrained and thus the methods perform poorly.
More recent works [20, 28, 29, 32, 33] have approached estimation of these problems by coupling two or more problems together in an unsupervised learning framework. Zhou et al. [33] introduce joint unsupervised learning of ego-motion and depth from multiple unlabeled frames. To account for moving objects, they learn an explainability mask. However, these masks also capture model failures such as occlusion at boundaries, and are hence not useful for motion segmentation. Mahjourian et al. [20] use a more explicit geometric loss to jointly learn depth and camera motion for rigid scenes. Yin et al. [32] add a refinement network to [33] to also estimate residual optical flow. The estimation of residual flow is designed to account for moving regions, but there is no coupling of the optical flow network with the depth and camera motion networks. Residual optical flow is obtained using a cascaded refinement network, thus preventing other networks from using flow information to improve themselves. Therefore, recent works show good performance either on depth and camera motion [20, 32, 33] or on optical flow [22] , but not on both. The key missing piece that we add is to jointly learn the segmentation of the scene into static and independently-moving regions. This allows the networks to use geometric constraints where they apply and generic flow where they do not. Our work introduces a framework where motion segmentation, flow, depth and camera motion models can be coupled and solved jointly to reason the complete geometric structure and motion of the scene.
Adversarial Collaboration can be generalized to problems in which the models have intersecting goals where they can compete and collaborate. For example, modeling multi-modal distributions can be accomplished using our framework, whereby each adversary learns the distribution over a mode. In fact, the use of expectation-maximization (EM) in computer vision began with the optical flow problem and was used to segment the scene into "layers" [14] and was then widely applied to other vision problems.
Adversarial Collaboration
Adversarial Collaboration is a three player game consisting of two adversaries competing for a resource that is regulated by a moderator as illustrated in Figure 2 . Consider an unlabeled training dataset D which can be partitioned into two disjoint sets. Two adversaries {R, F } compete to obtain this data as a resource, and each adversary tries to partition D to minimize its loss. Each adversary {R, F } competes for a partition {D r , D \ D r } and {D \ D f , D f } respectively that is optimal for itself, but not for the group. To resolve this problem, our training cycle consists of two phases. In the first phase, a moderator M assigns the data samples to adversaries while trying to ensure a fair competition. It partitions the data into {D *
f . However, the moderator M also needs to be trained. This happens in the second phase of the training cycle. The adversaries {R, F } collaborate to form a consensus and train the moderator M such that it correctly distributes the data in the next phase of the training cycle. In our implementation, R = (D, C) denotes the depth and camera motion networks that reason about the static regions in the scene. The adversary F is the optical flow network that reasons about the moving regions. For training the adversaries, the motion segmentation or mask network M selects networks (D, C) on pixels that are static and selects F on pixels that belong to moving regions. The competition ensures that (D, C) reasons only about the static parts and prevents any moving pixels from corrupting its training. Similarly, it prevents any static pixels to appear in the training loss of F , thereby improving its performance in the moving regions. In the second phase of the training cycle, the adversaries (D, C) and F now collaborate to reason about static scene and moving regions by forming a consensus which is used as a loss for training the moderator, M . In the rest of the section, we formulate the joint unsupervised estimation of depth, camera motion, optical flow and motion segmentation under this framework.
Notation. We use {D θ , C φ , F ψ , M χ }, to denote the networks that estimate depth, camera motion, optical flow and motion segmentation respectively. The subscripts {θ, φ, ψ, χ} are the network parameters. We will omit the subscripts at several places for brevity. Consider an image sequence I − , I, I + with target frame I, and neighboring reference frames I − , I + . In general, we can have many neighboring frames. In our implementation, we use 5 frame sequences for C φ and M χ . For simplicity, we use 3 frames to describe our approach. We estimate depth of the target frame as d = D θ (I).
(1) We estimate the camera-motion, e of each of the reference frames I − , I + w.r.t the target frame I as e − , e + = C φ (I − , I, I + ).
(2) Similarly, we estimate the regions that segment the target image into static scene and moving regions. The optical flow of the static scene is a result of only the camera motion. This generally refers to the structure of the scene. The moving regions have independent motion w.r.t to the scene. The segmentation masks corresponding to each pair of target and reference image are given by
where m + , m − ∈ [0, 1] are the probability of regions being static. Finally, the network F ψ estimates the optical flow for the moving regions in the scene. F ψ works with 2 images at a time, and its weights are shared while estimating u − , u + , the backward and forward optical flow respectively.
Loss. We learn the parameters of the networks {D θ , C φ , F ψ , M χ } by jointly minimizing the energy
where {λ R , λ F , λ M , λ C , λ S } are the weights on the respective energy term. The terms E R , E F are the objectives that are minimized by the two adversaries reconstructing static and moving regions respectively. The competition for data is driven by E M . A larger weight λ M drives more pixels towards static scene reconstructor. The term E C drives the collaboration and E S is a smoothness regularizer. Ergo, E R minimizes the photometric loss on the static scene pixels given by
where Ω is the spatial pixel domain, ρ is a robust error function, and w c warps the reference frames according to depth d and camera motion e. Similarly, E F minimizes photometric loss on moving regions,
where w f warps the reference image using flow u. We show the formulations for w c , w f in the Appendix A.2 and A.3 respectively. We compute the robust error ρ(x, y) as
where λ ρ is a fixed constant and = 0.01. The second term is also known as structure similarity loss [30] that has been used in previous works [20, 32] , and µ x , σ x are local mean and variance over the pixel neighborhood with c 1 = 0.01 2 and c 2 = 0.03 2 . The loss E M encourages the competition for training data among R = (D θ , C φ ) and F ψ . To optimize for an optimal partition {D * r , D * f }, it minimizes the cross entropy H between the masks and a unit tensor regulated by λ M ,
A larger λ M gives preference to static scene reconstructor R, biasing the scene towards being static. Let ν represent a geometric transformation that takes camera motion and depth and transforms them into flow vectors as defined in the Appendix A.2. The consensus loss E C drives the collaboration and constrains the masks to segment moving objects by taking a consensus between flow of the static scene given by ν(e, d) and optical flow estimates from F ψ . It is given by
where I ∈ {0, 1} is an indicator function and equals 1 if the condition in the subscript is true. The threshold λ c forces I = 1, if the static scene flow ν(e, d) is close to the optical flow u, indicating a static scene. Finally, the smoothness term E S acts as a regularizer on depth, segmentations and flow,
where λ e = e −∇I and ∇ is the first derivative along spatial directions. The term λ e ensures that smoothness is guided by edges of the images.
Inference. The depth d and camera motion e are directly inferred from network outputs. The motion segmentation m * is obtained by mask network M χ and taking a consensus between static flow, and optical flow estimates from F χ . It is given by
The first term takes the intersection of mask probabilities inferred by M χ using forward and backward reference frames. The second term takes a consensus between flow estimated from R = (D θ , C φ ) and F ψ to reason for the masks. The final masks are obtained by taking the intersection of both terms. Finally, the full optical flow, u * between (I, I + ) is a composite of optical flows from static scene and moving regions given by
The loss in Eq. (5) is formulated to minimize the reconstruction error of the neighboring frames. Two adversaries compete to minimize this loss, the static scene reconstructor R = (D θ , C φ ) and moving region reconstructor F ψ . The reconstructor R reasons about the static scene using Eq. (6) and the reconstructor F ψ reasons about the moving regions using Eq. (7). The moderation is achieved by the mask network, M χ using Eq. (9) . Furthermore, the collaboration between R, F is driven using Eq. (10) to train network M χ .
If the scenes are completely static, and only the camera moves, the mask forces (D θ , C φ ) to reconstruct the whole scene. However, (D θ , C φ ) are always wrong in the moving regions of the scene, and these regions are reconstructed using F ψ . The moderator M χ is trained to segment static and moving regions correctly by taking a consensus from (D θ , C φ ) and F ψ about reasoning static and moving parts on the scene, as seen in Eq. (10). Therefore, our training cycle has two phases. In the first phase, the moderator M χ drives competition between two models (D θ , C φ ) and F ψ using Eqs. (6, 7). In the second phase, the adversaries (D θ , C φ ) and F ψ collaborate together to train the moderator M χ using Eqs. (9,10).
Experiments
Network Architecture. We use a U-Net architecture [4] for the Depth network D θ . Our network is similar to DispNetS [33] with a few modifications. The network D θ takes a single RGB image as input and outputs depth. The flow network, F ψ follows the architecture of FlowNetC [4] . The network F ψ computes optical flow between a pair of frames. The networks C φ , M χ take a 5 frame sequence (I −− , I − , I, I + , I ++ ) as input. The mask network M χ has an encoder-decoder architecture. The encoder consists of stacked convolutional layers. The decoder has stacked upconvolutional layers to produce masks (m −− , m − , m + , m ++ ) of the reference frames. The camera motion network, C φ consists of stacked convolutions followed by adaptive average pooling of feature maps to get the camera motions (e −− , e − , e + , e ++ ). The networks D θ , F ψ , M χ output their results at 6 different spatial scales. The predictions at finest scale are used. The highest scale is of the same resolution as the image, and each lower scale reduces the resolution by a factor of 2. We show the network architecture details in the Appendix A.4.
Network Training. We use raw KITTI sequences [6] for training and exclude complete sequences of test data consistent with previous works [5, 18, 20, 32, 33] . We train the networks with learning rate of 10 −4 using ADAM [16] . The images are scaled to 256 × 832 for training. The data is augmented with random scaling, cropping and horizontal flips. We use Algorithm 1 for training. Initially, we train (D θ , C φ ) with only photometric loss over static pixels E R and smoothness loss E S while other loss terms are set to zero. Similarly, we train F ψ independently with photometric loss over all pixels and smoothness losses. The models (D θ , C φ ), F ψ at this stage are referred to as 'basic' models in our [33] 0.021 ± 0.017 0.020 ± 0.015 Zhou et al.* [33] 0.016 ± 0.009 0.013 ± 0.009 Mahjourian et al. [20] 0.013 ± 0.010 0.012 ± 0.011 Geonet [32] 0.012 ± 0.007 0.012 ± 0.009 Ours (basic) 0.022 ± 0.010 0.018 ± 0.011 Ours (basic + ssim) 0.017 ± 0.009 0.015 ± 0.009 Ours (joint + ssim) 0.012 ± 0.007 0.012 ± 0.008 experiments. We then learn M χ using the joint loss. We use λ R = 1.0, λ F = 0.5 for joint training because static scene reconstructor R uses 4 reference frames in its loss, whereas optical flow network F uses 2 frames. Hence, these weights normalize the loss per neighboring frame. We iteratively train (D θ , C φ ), F ψ , M χ using joint loss while keeping the other network weights fixed. The consensus weight λ C = 0.3 is used only while training the mask network. Other constants are fixed with λ S = 0.005, λ c = 0.001. The constant λ ρ regulates the SSIM loss and is chosen empirically. We iteratively train the adversaries (D θ , C φ ), F ψ and moderator M χ for 100,000 iterations at each step until validation error saturates.
Monocular Depth and Camera Motion Estimation. We obtain state of the art results on single view depth prediction and camera motion estimation as shown in Table 1 , 2b. The depth is evaluated on Eigen et al.'s [5] split of raw KITTI dataset [6] and camera motion is evaluated on KITTI Odometry dataset [6] . These evaluation frameworks are consistent with previous works [5, 18, 20, 32] . All depth maps are capped at 80 meters. Our network architecture for depth and camera motion estimation is most similar to [33] and this is reflected in the performance of our basic model. We get some performance improvements by adding the SSIM loss [30] . However, we observe that adding a joint loss results in larger performance gains in both tasks. Geonet [32] is the next best method on unsupervised depth and camera motion estimation, however, it uses a much bigger Resnet [9] and is trained on a larger dataset. In comparison, Geonet-VGG [32] that uses VGG network [25] for depth estimation, which is more similar to our architecture performs significantly worse. In summary, we show that jointly training the networks is very useful in boosting performance of single image depth prediction and camera motion estimation tasks. We show qualitative results in Figure 3 . In the Appendix A.5, we show more qualitative results and comparisons with other methods. Optical Flow Estimation. We compare the performance of our approach with competing methods using the KITTI 2015 training set [6] to be consistent with previous works [22, 32] . We obtain state of the art performance among unsupervised methods as shown in Table 2a . UnFlow-CSS [22] uses 3 cascaded networks to refine optical flow at each stage. Geonet is more similar to our architecture but uses a larger ResNet-50 architecture. We observe that by using static scene reconstructor, R or moving region reconstructor F independently leads to worse performance because they are specialized in reasoning out particular regions in the image. By using them together and compositing optical flow from both the reconstructors as shown in Eq. (13) leads to large improvement in performance.
Qualitative results are shown in Figure 3 and in the Appendix A.5.
Motion Segmentation. We evaluate the estimated motion segmentations using KITTI 2015 training set [6] that has ground truth segmentation for moving cars. Since our approach does not distinguish between different semantic classes while estimating segmentation, we evaluate segmentations only on car pixels. Specifically, we only consider car pixels and compute Intersection over Union (IoU) scores for moving and static car pixels. In Table 3 , we show the IoU scores of the segmentation masks obtained using our technique under different conditions. We refer to the masks obtained with the motion segmentation network I m−m+>0.5 as 'MaskNet' and refer to the masks obtained with flow consensus I ||ν(e+,d)−u+||<λc as 'Consensus'. The final motion segmentation masks m * obtained with the intersection of the above two estimates is referred to as 'Joint' (Eq. 12). IoU results indicate big IoU improvements with 'Joint' masks compared to both 'MaskNet' and 'Consensus' masks showcasing the complementary nature of different masks. Qualitative results are shown in Figure 3 and in the Appendix A.5.
Discussion
Learning to infer depth from a single image typically requires training images with ground truth depth scans. Learning to compute optical flow typically relies on synthetic data, which may not generalize to real image sequences. For static scenes, these two problems are related by camera motion; depth and camera motion completely determine the 2D optical flow. This holds true over several frames if the scene is static and only the camera moves. Thus by combining depth, camera, and flow estimation, we can learn single-image depth by using information from several frames (5 in our case) while training. This is particularly critical for unsupervised training since all of these problems are highly ambiguous. Combining evidence from multiple tasks and multiple frames helps to synergistically constrain the problem. This alone is not enough, however, as real scenes contain multiple moving objects that do not conform to static scene geometry. Consequently we also learn to segment the scene into static and moving regions without supervision. In the independently moving regions, a generic flow network learns to estimate the optical flow.
To make this work, we introduce Adversarial Collaboration in which networks both compete and cooperate. Coupling adversaries in a GAN has been widely adopted in learning representations. In our framework, the adversaries not only compete, thereby improving the performance of each other, but also collaborate to improve other models by forming consensus among each other. We demonstrate that this results in top performance among unsupervised methods for all subproblems. For example, our single-view depth estimates are both accurate and highly detailed. Additionally, the moderator learns to segment the scene into static and moving regions without any direct supervision.
Future Work. Our unsupervised approach could be trained from much more data such as the Cityscapes dataset [3] , which does not include ground truth depth or flow. In terms of metric flow accuracy, fully unsupervised methods like ours are still not competitive on standard benchmarks. Future work will look at combining our unsupervised method with some flow supervision. We can add smaller amounts of supervised training, with which we expect to significantly boost performance on benchmarks, cf. [22] . We could use, for example, sparse depth and flow from KITTI and segmentation from Cityscapes to selectively provide ground truth to different networks. A richer segmentation network and state-of-the art flow network [27] , together with semantic segmentation should improve non-rigid segmentation. Additionally, the segmentation masks should be consistent across time [26] ; this provides an additional strong constraint for unsupervised learning. For automotive applications, the depth map formulation should be extended to a world coordinate system, which would support the integration of depth information over long image sequences. Finally, the key ideas here apply to most scenes and not just the automotive case [31] and we should be able to train this method to work with generic scenes and camera motions.
Flow Network F ψ . The optical flow network is the same as FlowNetC [4] with 6 output scales of flow and is shown in Figure 4 . All convolutional and upconvolutional layers are followed by a ReLU except prediction layers. The prediction layers have no activations.
Mask Network M χ . The mask network has a U-Net [4] architecture. The encoder is similar to the camera motion with 6 convolutional layers. The decoder has 6 upconvolutional layers. Each of these layers have ReLU activations. The prediction layers use a sigmoid.
A.5 Qualitative Results
The qualitative results of the predictions are shown in Figure 5 . We would like to point out that, our method is able to segment the moving car, and not the parked cars on the roads. In addition, it segments other moving objects, such as the bicyclist.
We compare the qualitative results for single image depth prediction in Figure 6 . We also contrast our results with basic models that were trained independently without a joint loss. We observe that our model produces better results, capturing moving objects such as cars and bikes, as well as surface edges of trees, pavements and buildings.
We compare the qualitative results for optical flow estimation in Figure 7 . We show that our method performs better than UnFlow [22] , the current state of the art on unsupervised optical flow. Our flow estimations are better at the boundaries of the cars and pavements. In contrast, UnFlow produces blurry flow fields. 
Image
Ground Truth Zhou et al. [33] Ours (basic) Ours (basic, ssim) Ours (joint, ssim) Figure 6 : Qualitative results on single view depth prediction. Top row: we show image, interpolated ground truth depths, Zhou et al. [33] results. Bottom row: we show results using our basic model, after adding SSIM loss, and joint model. 
