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ABSTRACT
Hashing is one of the most popular methods for similarity search because of its speed and efficiency.
Dense binary hashing is prevalent in the literature. Recently, insect olfaction was shown to be
structurally and functionally analogous to sparse hashing [6]. Here, we prove that this biological
mechanism is the solution to a well-posed optimization problem. Furthermore, we show that
orthogonality increases the accuracy of sparse hashing. Next, we present a novel method, Procrustean
Orthogonal Sparse Hashing (POSH), that unifies these findings, learning an orthogonal transform
from training data compatible with the sparse hashing mechanism. We provide theoretical evidence
of the shortcomings of Optimal Sparse Lifting (OSL) [22] and BioHash [30], two related olfaction-
inspired methods, and propose two new methods, Binary OSL and SphericalHash, to address these
deficiencies. We compare POSH, Binary OSL, and SphericalHash to several state-of-the-art hashing
methods and provide empirical results for the superiority of the proposed methods across a wide
range of standard benchmarks and parameter settings.
1 Introduction
Similarity search is a key technique that underpins many machine learning applications like recommender systems,
visual search engines, drug discovery, and genomics. In similarity search, given a database of high-dimensional vectors
and a query vector q of the same dimension, we seek the database vectors that are similar or closer to q, based on
some similarity function, e.g., cosine similarity. In modern applications, these vectors represent the content of images,
sounds, or bioinformatic data, extracted and summarized by deep learning systems. For example, collaborative filtering
in recommendation systems uses similarity search to determine the stereotypical characteristics of a new observation
(either a user or a product) by finding its best match in the training set.
The sheer volume and richness of data make similarity search a challenging problem that is both compute and memory
intensive. Biological systems exhibit a remarkable ability for storing and retrieving complex data. In recent years,
these systems have emerged as a source of inspiration to develop artificial counterparts. It is commonly accepted that
biological systems operate as hashing methods, representing input data with high-dimensional sparse hash keys [27, 33].
Additionally, these biological systems often learn in a completely unsupervised manner.
Our work is deeply inspired by a recent discovery in computational neuroscience: the olfactory system of the Drosophila
melanogaster (commonly known as the fruit fly) behaves, both structurally and functionally, like a similarity search
system, generating high-dimensional sparse hash codes [6].
We begin with a review of fruit fly hashing and other related work in Sec. 2. Then, in Sec. 3, we present a novel method
for similarity search: Procrustean Orthogonal Sparse Hashing (POSH). Differently from [6], which uses randomly
computed hashing functions, POSH learns from training data unsupervisedly. This learning procedure is formally
derived from two key principles. We first prove that the fruit-fly hashing scheme is the solution to an optimization
problem with a unique closed-form solution. Then, we show that orthogonality is a desired trait that drives accuracy up.
POSH combines both findings into a well-defined optimization problem whose solution can be implemented efficiently.
In Sec. 4, we analyze in depth two recently proposed algorithms, Optimal Sparse Lifting (OSL) [22] and BioHash [30],
that also take inspiration from the fruit-fly hashing method [6]. For OSL, we point out critical deficiencies and propose
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an optimization method that overcomes them. We also prove that the objective function used in BioHash is equivalent
to spherical k-means. This discovery explains the observation in [30] that BioHash performs well in extremely sparse
settings. Furthermore, we use this discovery to derive a new hashing algorithm, SphericalHash.
We also present in Sec. 5 a candidate refinement technique to boost the accuracy of hashing methods. In Sec. 6, we show
through numerous and varied numerical experiments that SphericalHash and POSH outperform other state-of-the-art
unsupervised hashing methods in terms of accuracy. Finally, we provide some concluding remarks in Sec. 7.
Mathematical notation. Matrices and vectors are respectively denoted by lowercase and uppercase bold letters, e.g.,
A ∈ Rm×n and v ∈ Rn. Individual entries are denoted by (A)ij and (v)i. We use a subscript to denote different
samples, e.g., xi.
2 Related work
Given the plethora of work in similarity search,1 we limit our brief review to methods that are closely related to those
proposed in this work.
Locality Sensitive Hashing (LSH) [10, 13] is a seminal method that overcomes the curse of dimensionality in similarity
search through the use of randomized hashing. Many variants have been proposed over the past 20 years, e.g., [1, 4, 7]
that also scale in time and dataset size and provide theoretical guarantees on the quality of the returned nearest neighbors.
Iterative Quantization [11] was one of the first methods that proposed to learn a hashing function from training data.
Later efforts either improve ITQ’s accuracy, e.g., KNNH [12], or its performance, e.g., [34].
Deep learning variants have also been recently proposed, some unsupervised, e.g., [8, 23, 24], some supervised,
e.g., [17, 24]. Supervised methods use class labels to learn hashing functions such that samples from the same (different)
class end up having similar (dissimilar) hash codes.
2.1 Brain-inspired sparse hashing
The structure and functionality of the olfactory system of the Drosophila melanogaster has provided inspiration for
hashing methods [6]. The sparse set of neurons that fire in presence of a certain odor can be regarded as a “tag” or
sparse code for that odor. This tag’s role is to trigger behavioral responses specific to each odor, e.g., to seek the reward
associated with sugar water.
This olfactory system can be formally described as follows [6]. For d-dimensional data, choose the length D of the
output hash code (D  d) and the number α of set bits in the hash code (α  D). In the biological system, d is
the number of olfactory receptor neurons (ORNs), D is the number of Kenyon cells (KCs), and α is the number of
KCs showing activity after inhibition (in [6], α/D ≈ 0.05). In the original formalization of the system [6], the weight
matrix W ∈ RD×d is created by sampling its entries from a Bernoulli distribution with parameter p ∈ (0, 1), i.e.,
(W)ij ∼ Bernoulli(p). Note that other insects, such as locusts [16], have a similar olfactory system but with a dense
matrix W. Given an input vector x ∈ Rd, its hash code h ∈ {0, 1}D is created with
h = WTAα(Wx), (1)
where the winner-take-all non-linearity WTAα is defined for each entry i by
(WTAα(y))i =
{
1 if (y)i is among the α largest values of y;
0 otherwise.
(2)
The transformation in Eq. (1) exhibits the following characteristics. First, Hamming distances between hash codes
preserve the cosine similarity between the data points that produced them. Second, these distances can be written as
‖hq − hi‖H = 2α− 2 popcount(hq ∧ hi). (3)
Since α is a hyperparameter, we only need to compute the non-constant second term. This computation can be performed
in α operations. As α  D, this represents a meaningful computational advantage. Finally, Eq. (1) substantially
improves the accuracy of similarity search [6] when compared to the traditional LSH [10] defined by sign(W′x), with
W′ ∈ RD′×d and commonly D′ ≤ d.
Both Optimal Sparse Lifting (OSL) [22] and BioHash [30] propose to use learning and leverage, a posteriori, Eq. (1) for
similarity search. See Sec. 4.2 and Sec. 4.1 for in-depth analyses of these methods. Although not based on Eq. (1), [26]
also proposes the use of sparse hash codes.
1https://learning2hash.github.io/papers.html
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Figure 1: (a) Distribution of entries of the matrix (Dp)−1W>W over 100 randomly generated matrices W ∈ RD×d,
where each entry is sampled from a Bernoulli distribution with parameter p. The shaded area represents the 95%
confidence interval (barely visible for the off diagonal values). (b) Comparative similarity search accuracy using
matrices W with Bernoulli distributed entries versus using a dense orthogonal matrix W (bars represent the 95%
confidence interval). Orthogonality provides a consistent, albeit small, accuracy advantage.
3 Procrustean Orthogonal Sparse Hashing
Motivated by the appealing features of the hashing scheme presented above, we ask and answer in the affirmative
the question: Can we improve the hashing scheme by replacing a randomly sampled matrix W by a matrix that is
specifically constructed for a given database?
The first ingredient in our approach is casting Eq. (1) as the solution to an optimization problem.2
Proposition 1. Let WTAα be defined as in eqs. (1) and (2). The operation h = WTAα(Wx) is the unique solution to
the optimization problem
min
h
‖h−Wx‖22 s.t. h ∈ {0, 1}D, 1>h = α. (4)
The next important ingredient is adding an orthogonality constraint on W.2
Proposition 2. Let W be a binary matrix with entries sampled from a Bernoulli distribution with parameter p ∈ (0, 1).
The diagonal and off-diagonal entries of W>W follow Binomial distributions with parameters p and p2, respectively.
Their first moments are:
E
[
(W>W)ii
]
= Dp, Var
[
(W>W)ii
]
= Dp(1− p), (5a)
(∀i 6= j) E
[
(W>W)ij
]
= Dp2, (∀i 6= j) Var
[
(W>W)ij
]
= Dp2(1− p2). (5b)
Now, in expectation W>W = DpI+Dp2 (E− I), see Fig. 1(a). This approximate orthogonality is one of the key
ingredients that make Eq. (1) good for similarity search, analogous to the use of a matrix with Gaussian entries in
compressed sensing. Orthogonality is key because it makes the projection Wx invertible, i.e., W>Wx = x, ensuring
that no information is lost in this step.
Furthermore, we find that replacing the sparse binary matrix by an orthogonal matrix (obtained by sampling its entries
from a Gaussian distribution and orthogonalizing its columns) provides consistent improvements in accuracy, see
Fig. 1(b). Thus, we consider orthogonality to be an important ingredient in our machine-learning-driven solution.
We propose to take the problem in Proposition 1 and incorporate the orthogonality constraint. Given samples {xi ∈
Rd}ni=1, we obtain a joint optimization for the hash codes and the weight matrix,
min
W,{hi}ni=1
n∑
i=1
‖hi −Wxi‖22 s.t. W>W = I, hi ∈ {0, 1}D, 1>hi = α. (POSH)
2Proofs are in Appendix A.
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This problem shares its basic structure with [11], with the important differences of D  d and the sparsity constraint.
We use an alternating optimization scheme to find a solution to POSH. First, given W, we solve the subproblem for
{hi}ni=1. For each i, POSH decomposes into individual problems
min
hi
‖hi −Wxi‖22 s.t. hi ∈ {0, 1}D, 1>hi = α. (6)
The solution to this problem is hi = WTAα(Wxi) per Proposition 1. Then, given {hi}ni=1, we solve
min
W
n∑
i=1
‖hi −Wxi‖22 s.t. W>W = I. (7)
This is the classical orthogonal Procrustes problem, whose solution is W = UV> where USV> is the singular value
decomposition (SVD) of the matrix M =
∑
i hixi
>.
The POSH subproblems (6) and (7) are amenable to a stochastic (i.e., mini-batch) treatment. This treatment is inspired
by online dictionary learning techniques [25]. Because of space constraints, the presentation of POSH’s pseudocode is
deferred to Appendix A.
4 A new perspective on Fruit Fly inspired hashing methods
Following arguments similar to those in [4], Eq. (1) preserves cosines similarities, i.e., cos θ(xi,xj) = xˆi · xˆj ≈ hi ·hj ,
where θ denotes the angle between its arguments and xˆ = x/ ‖x‖2. This is because the norm of any input x cannot be
retained, as (∀β 6= 0) WTAα (βx) = WTAα (x). However, not every matrix W possesses this property. Next, we will
present three alternatives to build angle-preserving hashing methods, the last two of which will be extensively discussed
in secs. 4.1 and 4.2.
First, we have the strategy followed by POSH: constrain the matrix W to be orthogonal (W>W = I). Orthogonality
is the strictest constraint we can impose since it preserves angles, distances and norms.
Second, we can quantize the angles in any dataset {xi}ni=1, approximating each point with one of K representatives
{ck}Kk=1 such that ‖ck‖2 = 1. This quantization can be learned using spherical k-means. Then, cos θ(xi,xj) ≈
ck(i) · ck(j), where k(i) and k(j) represent the index of closest representative for i and j, respectively. As we will
formally show in Sec. 4.1, this is the strategy followed by BioHash [30] during training. However, a different
strategy is followed during hashing: each point i is associated with a set κ(i) of α representatives, resulting in
cos θ(xi,xj) ≈ (
∑
k∈κ(i) ck) · (
∑
k′∈κ(k) ck′). This approximation loses its accuracy as α increases. See Sec. 4.1 for
more details.
Third, we can learn to preserve angles. Given a dataset {xˆi}ni=1 of unit-norm vectors, we can learn {yi}ni=1, with
yi ∈ {0, 1}D,1>yi = α, such that
∑
ij(xˆi · xˆj − yi · yj)2 is minimized. Then, we can find the matrix W that best
transforms xˆi into yi. This is the strategy chosen by Optimal Sparse Lifting (OSL) [22]. It is worth noting that this
optimization is much more computationally demanding than the two previous ones as it involves n× n matrices. The
OSL optimization method in [22] is broken and in Sec. 4.2 we re-formulate it in a sound way.
4.1 Interpreting BioHash as spherical k-means
Given data {xi ∈ Rd}ni=1, BioHash [30] learns a matrix of weights W ∈ RD×d by minimizing the problem (we use
the values p = 2 and ∆ = 0 as in [30], which simplify the formulation)
max
W
n∑
i=1
D∑
j=1
1[j=argmaxlw>l xi)]
w>j xi
‖wj‖2
(8)
where the Rank returns the indices that would sort the array, in decreasing order, wj denotes the j-th row of W, and
1[·] denotes the indicator function. The BioHash [30] learning dynamic, given learning rate τ , is
τ
d(wj)k
dt
= 1[j=argmaxlw>l xi)]
(
(xi)k −w>j xi(wj)k
)
. (9)
Under this dynamic, the rows wj converge to have unit norm [30]. The connection with Eq. (1) is heuristic, using it
post hoc for hashing once the optimization is complete.
Next, we cast Problem (8) into a more familiar form in the machine learning literature: spherical k-means. See, for
example, its use in unsupervised feature extraction in [5].
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Figure 2: Similarity search accuracy (in blue, higher is better) is not positively correlated with the BioHash objective
function (in red, higher is better) when α 1 (here, D = 1024 and α = 64). As we increase the initial learning rate
(LR) used in the original BioHash iterations (first four plots), they converge to an increasingly better objective value.
However, with this training improvement, we observe worse accuracy. Running just a few optimization iterations seems
to improve things, but running them all the way is clearly detrimental. SphericalHash optimizes the same objective and
obtains a significantly better objective value. Again, the objective function and similarity search accuracy appear to
be unrelated. For POSH, a better objective function value (in red, lower is better) correlates with improved similarity
search accuracy (in blue). We use a subset of CIFAR10-GIST where, for each class, we randomly sample 1000 and 100
target and query vectors, respectively.
Proposition 3. Problem (8) is equivalent to spherical k-means, defined as follows:
min
W,{si}ni=1
n∑
i=1
∥∥∥W>si − xi∥∥∥2
2
s.t. (∀i) si ∈ {0, 1}D, (∀i) ‖si‖0 ≤ 1, ‖wj‖2 = 1. (10)
The BioHash learning algorithm (i.e., Eq. (1) in [30]) is relatively slow. Fortunately, Proposition 3 offers a path to an
efficient and fast alternative. We use a spherical k-means [5] to learn W and then use Eq. (1) during hashing.3 We
name this novel combination SphericalHash.
Now that we have two similar algorithms, BioHash and SphericalHash, that use the same hashing scheme and optimize
the same objective function (Problem (8)), we can contrast their optimization algorithms. SphericalHash attains
significantly higher objective value than the dynamics in Eq. (9) do (e.g., see Fig. 2). However, a higher training
objective value does not positively correlate with better similarity search accuracy, as can be observed for both algorithms
in Fig. 2. We hypothesize that the source of this misalignment is the different values of α used when training (α = 1)
and hashing (α > 1). In agreement with our thesis, when α is relatively small (α ≤ 32) during hashing, guaranteeing
an alignment with training, SphericalHash performs very well. In this regime, SphericalHash significantly outperforms
BioHash. Finally, we remark that this discrepancy between training and hashing is not present in POSH, which uses a
consistent value throughout (see Fig. 2).
3SphericalHash is formally described in Appendix B.
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Table 1: Comparison between shallow and deep hashing methods. Here, we use MAP to directly compare with the
reported results of deep methods. Note that for KNNH, the results differ from those reported in [12], as we run it using
the experimental protocol from Appendix E. At 64 bits, POSH results are superior to those of SphericalHash when
considering MAP@1000, see Fig. 3.
Bits Deep Shallow
Deepbit [23] DH [24] UHBDNN [8] KNNH [12] FruitFly [6] SphericalHash POSH
CIFAR10
GIST
16 14.35 16.17 17.83 16.94 14.41 17.63 17.85
32 16.33 16.62 18.52 17.72 16.20 18.74 18.45
64 17.97 16.96 - 18.34 17.39 18.92 19.15
MNIST
16 - 43.14 45.38 42.77 29.68 51.44 48.28
32 - 44.97 47.21 45.69 35.02 54.03 49.60
64 - 46.74 - 49.10 39.60 50.92 50.64
4.2 Optimal Sparse Lifting: an alternative optimization
To preserve angular similarities, OSL [22] starts by learning hash codes and then learns an appropriate W (see Sec. 4).
Given data X ∈ Rd×n, with unit-norm columns, the first problem is [22]
Y∗ = argmin
Y
1
2
∥∥∥X>X−YY∥∥∥2
F
+ γ ‖Y‖p s.t. Y>1 = α1, 0 ≤ Y ≤ 1. (11)
where the `p pseudo-norm (0 < p < 1) is used to promote sparsity. The second problem is [22]
W∗ = argmin
W
1
2 ‖WX−Y∗‖2F + β ‖W‖p s.t. W1 = c1, 0 ≤W ≤ 1. (12)
In [22], the connection to Eq. (1) is heuristic, and it is used post hoc for hashing once the optimization is complete. We
note that the values of γ, β, and p are not specified in [22], making their results impossible to reproduce.
The authors of [22] propose to use the Frank-Wolfe (a.k.a, conditional gradient) [9, 14] method to solve these two
problems. However, in order to apply Frank-Wolfe, the objective function needs to be differentiable. The `p norms in
problems (11) and (12) are non-differentiable. As such, the optimization method in [22, Algorithm 1] is not correct.
Given the shortcomings and uncertainties in the original OSL formulation, we propose a variant that is theoretically
sound and, in practice, does not have critical hyperparameters. The proposed technique starts by optimizing a problem
similar to Problem (11) but eliminates the `p terms and returns to the binary constraints stemming from Proposition 1.
We define the problem
Y∗ = argmin
Y
1
4
∥∥∥X>X−Y>Y∥∥∥2
F
s.t. Y>1 = α1, Y ∈ {0, 1}D×n. (13)
Because of space constraints, we defer the optimization algorithm to Appendix C. After finding Y∗ and following [22],
Problem (12) would be solved to find W. Instead, we solve
W∗ = argmin
W
1
2 ‖WX−Yt‖2F . (14)
Removing the sparsity constraints from W simplifies the optimization by enlarging the feasible set. As such, solving
the unconstrained Problem (14) provides an upper bound for the accuracy of the proposed OSL variant. Additionally,
a dense W does not preclude biological plausibility [16]. The proposed approach, Binary Optimal Sparse Lifting
(BOSL), is described in Appendix C.
5 Candidate refinement
Some information is lost when performing similarity search with Eq. (1). In particular, some ties are introduced: two
database points that are at different distances from the query in the input space may be at the same distance from the
query in Hamming space.
Eq. (1) can be regarded as an encoder neural network, fenc(x) = WTAα(Wx), which consists of a fully connected layer
followed by a non-linearity. It produces sparse high-dimensional output vectors. In the following, we describe how,
by adding a decoder fdec, we can obtain further improvements in accuracy. In short, the decoder will be tasked with
breaking artifactual ties.
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Figure 3: Comparison of different hashing methods under different configurations. The abscissa represents the hash
length D for dense codes (LSH, ITQ, KNNH) and the number α of set bits for sparse codes (POSH, FruitFly, BioHash,
SphericalHash, BOSL). For sparse codes, D = 1024. Error bars represent 95% confidence intervals. Additional results
are available in Appendix F.
The bulk similarity search will be performed in Hamming space using fenc, but, instead of just retrieving the k elements
we need, we retrieve a larger number of them, say 2 · k. Then, on this enlarged subset of candidates, we refine the
search using the distance ‖xq − fdec(fenc(xi))‖2 for the final top-k ranking (other distances could be used instead).
To ensure that the additional decoding step encompasses a minimal detrimental effect on the search speed, we use a
linear decoder fdec(h) = Dh, where D ∈ Rd×D. For simplicity, we assume that the encoder and decoder are trained
separately.4 Given the training set {xi}ni=1, we seek D such that
min
D
n∑
i=1
‖xi −Dhi‖22 , (15)
where hi = WTAα(Wxi). This is simply a least squares problem that can be solved in a single pass over the data. In
Appendix D, we explore a more elaborate decoder that is interesting from a theoretical perspective. However, we did
not find a meaningful improvement in accuracy over Problem (15).
6 Experimental results
Because of space limitations, the experimental setup is deferred to Appendices E and F.
In Fig. 3 we compare different unsupervised hashing methods. FruitFly, which uses no training, generally outperforms
dense hashing methods. In turn, the proposed SphericalHash and BOSL dominate at lower values of α, while POSH
dominates at higher values.
We also compare the shallow hashing methods (one matrix multiplication, followed by a nonlinearity) with deep
hashing methods in Tab. 1. SphericalHash and POSH are competitive against these more computationally demanding
alternatives.
The effect of candidate refinement (see Sec. 5) is explored in Tab. 2. We observe a consistent increase in accuracy when
using this technique. As described in Sec. 5, a larger candidate oversampling factor would be expected to offer higher
accuracy. However, the decoder does not achieve perfect reconstruction and, thus, the optimal oversampling factor
4Joint end-to-end learning is left as future work.
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Table 2: Effect in MAP@100 of candidate refinement (CR) under different oversampling factors (2, 5, and 10). CR
improves the performance with little overhead, particularly when using a factor of 2. See Sec. 5 for more details about
this technique.
POSH POSH+CR2 POSH+CR5 POSH+CR10
MNIST 91.36± 0.21 92.78± 0.12 92.71± 0.06 92.61± 0.07
MNIST-GIST 95.23± 0.06 95.56± 0.04 95.18± 0.05 94.96± 0.05
CIFAR10-GIST 41.34± 0.11 43.30± 0.15 43.05± 0.10 42.89± 0.11
CIFAR10-VGG 56.81± 0.12 57.02± 0.07 56.54± 0.11 56.39± 0.11
LabelMe-12-50K-GIST 33.96± 0.34 36.31± 0.33 35.87± 0.37 35.58± 0.27
LabelMe-12-50K-VGG 46.42± 0.23 47.01± 0.23 46.49± 0.22 46.16± 0.24
Table 3: Results (MAP@1000) for the large-scale dataset Places205 (approximately 2.5M target and 20K query
elements). Additional results are available in Appendix F. We highlight the best hashing method, without considering
candidate refinement (CR).
LSH ITQ KNNH FruitFly SphericalHash POSH POSH+CR2
16 bits 9.70 13.70 13.64 27.47 27.14 29.32 31.11
32 bits 18.29 22.52 22.12 30.31 27.52 31.49 32.55
64 bits 25.62 28.30 28.08 32.02 27.61 32.83 33.20
needs to be computed experimentally. Moreover, a smaller oversampling factor leads to a lesser impact on the search
speed.
We compare different methods on a large dataset with approximately 2.5M target elements. Here, SphericalHash does
not outperform the training-free FruitFly. POSH clearly outperforms FruitFly, obtaining the best results. Additionally,
we report the increase in accuracy due to candidate refinement.
Performance. Here, we use a coarse quantizer [15], which clusters the data into dn/1000e groups. During querying,
we only explore the clusters whose centroids are closest to the query (20 by default). The coarse quantizer causes
MAP@1000 to drop from 32.83 to 30.67% in Places205. Using a parallelized C code and efficient linear algebra
techniques, our implementation computes hamming distances at approximately 14000 queries per second in Places205
(~2.5M target elements).
7 Conclusions
In this work, we presented a novel method for similarity search: Procrustean Orthogonal Sparse Hashing (POSH).
POSH takes inspiration from the insect olfaction that has been shown to be structurally and functionally analogous to
sparse hashing [6]. We also analyzed in depth two recently proposed algorithms, Optimal Sparse Lifting (OSL) [22]
and BioHash [30], that also take inspiration from the fruit-fly hashing method [6]. We characterized OSL and BioHash
formally and introduced new methods, BOSL and SphericalHash, that are conceptually equal and yet superior to
the original ones. We showed, through numerous and varied numerical experiments, that POSH and SphericalHash
outperform, in terms of accuracy, other state-of-the-art unsupervised hashing methods.
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A Additional material for POSH
Proposition 1. Let WTAα be defined as in eqs. (1) and (2). The operation h = WTAα(Wx) is the unique solution to
the optimization problem
min
h
‖h−Wx‖22 s.t. h ∈ {0, 1}D, 1>h = α. (4)
Proof. Let y = Wx. Expanding the loss ‖h− y‖22, removing the constant term, and using h>h =
∑
i(h)
2
i =∑
i(h)i = 1
>h = α, the problem becomes
max
h
h>y s.t. h ∈ {0, 1}D, 1>h = α. (16)
To maximize the quantity h>y =
∑
i(h)i(y)i under the specified constraints, we must place the allocated number α of
ones in h where it counts the most, i.e., the α largest entries of y.
Proposition 2. Let W be a binary matrix with entries sampled from a Bernoulli distribution with parameter p ∈ (0, 1).
The diagonal and off-diagonal entries of W>W follow Binomial distributions with parameters p and p2, respectively.
Their first moments are:
E
[
(W>W)ii
]
= Dp, Var
[
(W>W)ii
]
= Dp(1− p), (5a)
(∀i 6= j) E
[
(W>W)ij
]
= Dp2, (∀i 6= j) Var
[
(W>W)ij
]
= Dp2(1− p2). (5b)
Proof. Given two vectors v1 and v2 such that (v1)i, (v2)i ∼ Bernoulli(p), we have that (v1)2i ∼ Bernoulli(p) and
(v1)i · (v2)i ∼ Bernoulli(p2). Their sum follows a Binomial distribution.
Alg. 1 formally describes the learning algorithm for POSH.
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Algorithm 1: Procrustean Orthogonal Sparse Hashing
input :Data {xi ∈ Rd}ni=1, output dimension D, sparsity level α, number N of training epochs, mini-batch size Nmini-batch.
output :Weight matrix W ∈ RD×d.
1 Create a matrix W0 ∈ RD×d by sampling its entries from the standard normal distribution;
2 W← UV>, where USV> is the SVD of W0;
3 M←W;
4 foreach epochs t = 1 . . . N do
5 for i = 1 . . . n do
6 si ← WTAα (Wxi);
7 M←M+ sixi>;
8 if i mod Nmini-batch = 0 then
9 W← UV>, where USV> is the SVD of M;
B Additional material for SphericalHash
Proposition 3. Problem (8) is equivalent to spherical k-means, defined as follows:
min
W,{si}ni=1
n∑
i=1
∥∥∥W>si − xi∥∥∥2
2
s.t. (∀i) si ∈ {0, 1}D, (∀i) ‖si‖0 ≤ 1, ‖wj‖2 = 1. (10)
Proof. From the constraints in Problem (10), we have s>i WW
>si = 1. The problem for W becomes
max
W
n∑
i=1
si
>Wxi s.t. ‖wj‖2 = 1. (17)
The problem for each si becomes
max
si
si
>Wxi s.t. ‖si‖0 ∈ {0, 1}D, ‖si‖0 ≤ 1, (18)
and its solution given by
s∗i = WTA1 (Wxi) , (19)
where function WTA is defined in Eq. (2). Plugging this solution in Problem (17), we get
max
W
n∑
i=1
D∑
j=1
1[j=argmaxlw>l xi]
w>j xi s.t. ‖wj‖2 = 1, (20)
which is equivalent to Problem (8)
We now present SphericalHash, a new hashing method that combines of spherical k-means for learning and Eq. (2) for
hashing. The solution to Problem (17) is given by [5]
W = normalize
(
n∑
i=1
sˆixi
>
)
, (21)
where sˆi is given by Eq. (19) and the function normalize operates independently on each row, computing wj =
wj/ ‖wj‖2. Alg. 2 formally describes the learning algorithm.
Compared to the original BioHash learning update in Eq. (9) in page 4 [30, Eq. (1)], Alg. 2 is not biologically plausible,
mainly because of the non-local weight normalization step. However, biologically plausible alternatives (i.e., with
Hebbian and local updates) are available in the literature [29].
C Solving Binary Sparse Lifting
To solve Problem (13), we follow an ADMM approach and introduce an auxiliary variable H, obtaining the problem
min
Y,Z
1
4
∥∥∥X>X−Y>Y∥∥∥2
F
s.t.
H>1 = α1, H ∈ {0, 1}D×n,
0 ≤ Y ≤ 1, H = Y. (22)
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Algorithm 2: Spherical k-means
input :Data {xi ∈ Rd}ni=1, output dimension D, number N of training epochs.
output :Weight matrix W ∈ RD×d.
1 Create a matrix W0 ∈ RD×d by sampling its entries from the standard normal distribution;
2 W← normalize(W0); // Normalize each column to unit norm
3 foreach epochs t = 1 . . . N do
4 M← 0;
5 for i = 1 . . . n do
6 x′i ← xi/ ‖xi‖2;
7 si ← WTA1 (Wx′i);
8 M←M+ six′i>;
9 W← normalize(M); // Normalize each column to unit norm
Algorithm 3: Binary Optimal Sparse Lifting (BOSL)
input :Data {xi ∈ Rd}ni=1, output dimension D, sparsity level α.
output :Weight matrix Wˆ ∈ RD×d.
1 Create a matrix W1 by sampling its entries from the standard normal distribution;
2 Y1 ←W1X;
3 L← 0;
4 λ← 1;
5 for k = 1 . . .K − 1 do
6 Hk+1 ← WTAα (λYk + Lk);
7 Yk+1 ← argmin
Y
1
2
∥∥∥X>X−Y>Y∥∥∥2
F
+ λ2
∥∥Hk+1 −Y + λ−1Lk∥∥2F s.t. 0 ≤ Y ≤ 1;
8 Lk+1 ← Lk + λ(Hk+1 −Yk+1);
9 Wˆ← argmin
W
1
2 ‖WX−YK‖2F ;
This problem is non-convex and does not have a unique solution. To find a solution, we use the augmented Lagrangian,
min
Y,Z
1
4
∥∥∥X>X−Y>Y∥∥∥2
F
+ λ2
∥∥H−Y + λ−1L∥∥2
F
s.t.
H>1 = α1,
H ∈ {0, 1}D×n,
0 ≤ Y ≤ 1,
(23)
where L is the Lagrange multiplier and λ is the penality coefficient. We perform a series of iterations, alternatively
fixing H and Y while solving for the other. The iterations are
Ht+1 = argmin
Y
λ
2
∥∥H−Yt + λ−1Lt∥∥2F s.t. H>1 = α1, H ∈ {0, 1}D×n. (24a)
Yt+1 = argmin
Y
1
4
∥∥∥X>X−Y>Y∥∥∥2
F
+ λ2
∥∥Ht+1 −Y + λ−1Lt∥∥2F , s.t. 0 ≤ Y ≤ 1, (24b)
Lt+1 = Lt + λ(Ht+1 −Yt+1). (24c)
From the proof of Proposition 1, Problem (24a) has the closed-form solution
Ht+1 = WTAα (λYt + Lt) , (25)
where, by a slight abuse of notation, we apply the function WTA column-wise. Problem (24b) is a symmetric NMF
problem for which there are many good solvers. For simplicity, in our implementation we use the off-the-shelf
L-BFGS-B method. We set λ = 1 once and for all.
Observation. Here, we point out that Problem (24b) is also an instance of the similarity matching framework [28, 31].
As such, it can be implemented by a biologically plausible neural network in a streaming fashion [28, 31]. Potentially,
problems (24a) to (24c) could be implemented in a biologically plausible way. We leave this line of work for the future.
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Algorithm 4: Sparse Binary Iterative Hard Thresholding (SBIHT)
input :Sparsity level α, hash code h ∈ {0, 1}D such that 1>h = α, weight matrix W ∈ RD×d, initial
decoding weight matrix D (see Problem (15)).
output :Reconstructed vector xˆ ∈ Rd.
1 xˆ← Dh;
2 repeat
3 b← WTAα (Wxˆ);
4 xˆ← xˆ− 1√
dD
W> (b− h);
5 until until convergence of ‖b− h‖22;
D Candidate refinement: A signal recovery perspective
An alternative viewpoint to the one proposed above would be to pose decoding as an inverse problem. For this, we
take inspiration in the compressive sensing literature, which provides algorithms and theoretical recovery results for
quantized (one bit) compressive sensing (QCS) problems, e.g., [2, 18, 19]. In QCS, we observe a quantized version
y = sign (Wx) of the sparse signal x. The objective is to recover x. Our decoding problem is strikingly similar: we
observe a quantized vector h = WTAα (Wx) and seek to recover the vector x. Formally, we can write this recovery
problem as
min
x
‖h−Wx‖22 s.t. h = WTAα (Wx) . (26)
In compressive sensing, Iterative Hard Thresholding (IHT) [3] is a sparse signal recovery algorithm that consists of the
iteration of two steps. First, a gradient descent to reduce the least squares objective ‖h−Wx‖22, i.e.,
zˆ← zˆ− τW> (Wzˆ− hi) . (27)
Then, zˆ is projected onto the “`0 ball,” i.e., the selection of the largest in magnitude elements, to obtain a sparse estimate
xˆ. Quantized compressive sensing can be solved with Binary Iterative Hard Thresholding (BIHT) [19], a modification
of the gradient step in IHT defined as follows
xˆ← xˆ− τW> (sign (Wxˆ)− hi) . (28)
In our problem, we do not have sparsity constraints on the signal x. Thus, in our algorithm we drop the `0 projection
step. Finally, we switch the sign quantization in QCS by our specific form of quantization. The resulting algorithm, that
we term Sparse Binary Iterative Hard Thresholding (SBIHT), is formally specified in Alg. 4. Demonstrating theoretical
convergence guarantees for SBIHT is a subject of future work. Of course, SBIHT is slower than linear decoder, which
corresponds to zero iterations of SBIHT.
For some examples, SBIHT achieves perfect recovery, i.e., b = h , resulting in a “lossless” decoder, see Fig. 4.
Interestingly, SBIHT, despite its theoretical appeal, does not offer a significant accuracy benefit over the linear decoder
from Problem (15). Thus, we perform the bulk of our experiments with the fast linear decoder.
E Experimental setup
We use datasets that are considered standard benchmarks in the similarity search literature. Tab. 4 describes their
characteristics.
LabelMe-12-50K [32] is a particularly challenging dataset because the data distribution among classes is imbalanced:
the five largest classes represent 91% of the data and and the smallest class, just 0.5%. Additionally, 50% of the images
show a centered object while the other 50% show a randomly selected region of a randomly selected image (i.e., visual
clutter). These characteristics resemble real-world conditions.
E.1 Algorithms
Here, we briefly describe the hashing methods from the machine learning literature that are used in our comparisons.
There is a breathtaking amount of research around this topic.5 We restrict our comparisons to hashing methods that
5See the repository of papers at https://learning2hash.github.io/papers.html
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Figure 4: SBIHT (Alg. 4) monotonically decreases the objective function of Eq. (26). Here, we plot the accumulated
loss across all retrieved samples. In the last 13 iterations, the error is exactly zero for all the retrieved samples. Although
not using similarity search accuracy at all in SBIHT lower objective function values correlate with improved similarity
search accuracy (blue curve). However, the difference is minimal. For this plot, we use a subset of CIFAR10-GIST
where, for each class, we randomly sample 1000 and 100 target and query vectors, respectively.
Table 4: Datasets used in the report. We include datasets of small and large scale, and with varied numbers of
dimensions.
Dataset Feature Dimensions Target set size Query set size
MNIST [21]1 - 784 69 000 1 000
MNIST [21]1 GIST 512 66 505 6 996
CIFAR10 [20]1 GIST 512 54 000 6 000
CIFAR10 [20]1 VGG 4 096 54 000 6 000
LabelMe-12-50K [32]1 GIST 512 45 007 4 993
LabelMe-12-50K [32]1 VGG 4 096 45 007 4 993
Places205 [35]1 AlexNet 128 2 428 372 20 500
1 https://github.com/HolmesShuan/K-Nearest-Neighbors-Hashing
(1) are unsupervised and (2) have O(n) training time. The only exception to these rules is Optimal Sparse Lifting,
which has O(n2) training time. We include it in our comparisons as it is the first method derived from FruitFly tat uses
machine learning.
Tab. 5 summarizes all the methods used in our work. Next, we describe the methods that have not been formally
introduced in other parts of this work. Let {xi ∈ Rd}ni=1 be the target dataset. In all cases, D is the hash code length.
For FruitFly/POSH, α is the number of set bits.
LSH. This is the seminal work that introduced the idea of using hashing functions to perform similarity search [10].
In its simplest form, the hash codes are computed with
hi = sign(Wx), (29)
where the entries of W are sampled from a normal distribution and the sign is applied entry-wise.
ITQ. Instead of using randomized LSH codes, this approach learns data-dependent codes [11]. This dependence is
obtained by learning a matrix W that is best suited to our data. Formally this is given by the solution to the optimization
problem
min
W,{hi}ni=1
n∑
i=1
‖hi −Wxi‖22 s.t.
W>W = I,
hi ∈ {0, 1}d.
(30)
The problem is solved by alternate optimization: fixing W and solving for all hi, and viceversa. The solution for the
former problem is given by Eq. (29). Whereas the latter is an instance of the orthogonal Procrustes Problem. We already
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Table 5: Characterization of the hashing methods used for our comparisons.
Method Hash codes Dimensionality Definition
LSH [10] dense compressed Eq. (29))
ITQ [11] dense compressed Problem (30)
KNNH [12] dense compressed Eq. (31)
FruitFly [6] sparse expanded Eq. (1)
BOSL1 sparse expanded Sec. 4.2
BioHash [30] sparse expanded Sec. 4.1
SphericalHash sparse expanded Sec. 4.1
POSH sparse expanded Sec. 3
1 BOSL follows the spirit of OSL [22], but uses a different opti-
mization technique. See Sec. 4.2 for more details.
pointed out the similarities and differences between this approach and POSH. ITQ produces dense binary codes that
are of the same dimension as the input data. Hence, high-dimensional input data will produce high-dimensional hash
codes. In order to work with compact codes (which is needed when codes are dense), the data is first projected into a
lower-dimensional space and decorrelated using PCA.
KNNH. This algorithm incorporates a preprocessing phase to ITQ [12]. We denote by N(xi) the ground truth nearest
neighbors of each point xi (obtained by brute force search). In our experiments, we always use 20 nearest neighbors, as
suggested in [12]. KNNH creates a new dataset {x˜i}ni=1, where
x˜i =
1
|N(xi)|
∑
y∈N(xi)
y. (31)
This effectively produces a “denoised” version of the original dataset. Finally, hash codes are learned using ITQ. Notice
that this method cannot truly run online, as the nearest neighbor computation requires to know the entire dataset in
advance and has a complexity of O(n2). Nonetheless, we include it in our comparisons as KNNH is state-of-the-art in
the LSH family of algorithms.
FruitFly. We use the Bernoulli parameter p = 0.2, following the experiments in Fig. 1(b). See Sec. 2.1 for further
details about the algorithm.
BioHash. We use the parameters specified in [30, Appendix D]. The sole exception is Fig. 2, where we change the
initial learning rate is changed purposely. See Sec. 4.1 for further details about the algorithm.
E.2 Preprocessing
For all methods, the data is preprocessed before hashing. We compute and store the data mean over the target dataset.
Before hashing target and query vectors, we subtract the stored mean.
Additionally, whenever d > D, we compute and store the PCA transform of the target database. For dense hashing
methods (Tab. 5) we set the number of PCA components to D.
The case of d > D merits a discussion for sparse hashing methods (Tab. 5). These methods are designed to expand
the dimensionality, not to reduce it. In fact, the matrix W in POSH cannot be orthogonal if we are reducing the
dimensionality. For these reasons, when d > D, we use PCA, setting the number of components to α.
E.3 Training
We observe that for most methods, training with a large-scale scale training set is not necessary. This also reflects
real-world conditions, where the indexed dataset might be slightly different (and probably larger) than the training set.
Of course, we assume that both datasets come from the same distribution. We thus randomly and uniformly sample
5000 examples from the target set of each dataset and use them for training. We use the same training set for every
method. This comparison method also allows to train BOSL on exactly the same data as the other methods, as it cannot
run on large-scale traning sets (the original OSL [22] shares the same limitation).
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Table 6: MAP@1000 results corresponding to the MNIST dataset in Fig. 3
8 bits 16 bits 32 bits 64 bits 128 bits
MEAN STD MEAN STD MEAN STD MEAN STD MEAN STD
LSH 41.30 2.97 54.82 0.66 62.25 1.73 69.49 0.29 75.54 0.35
ITQ 57.21 1.04 69.17 1.03 76.74 0.34 80.01 0.32 81.87 0.30
KNNH 58.24 0.96 69.91 0.66 77.96 0.37 81.20 0.32 83.15 0.17
FruitFly 58.19 0.77 67.26 0.63 74.01 0.49 78.37 0.26 80.79 0.19
BOSL 72.61 0.30 75.67 0.34 77.42 0.20 78.31 0.29 79.99 0.39
BioHash 61.56 0.96 69.52 0.51 75.56 0.38 78.86 0.36 81.21 0.27
SphericalHash 84.16 0.34 83.74 0.23 82.11 0.38 80.37 0.28 78.82 0.18
POSH 75.26 0.35 79.45 0.29 81.49 0.24 82.93 0.24 83.66 0.07
Table 7: MAP@1000 results corresponding to the MNIST-GIST dataset in Fig. 3
8 bits 16 bits 32 bits 64 bits 128 bits
MEAN STD MEAN STD MEAN STD MEAN STD MEAN STD
LSH 46.37 4.90 56.80 3.17 67.89 0.85 75.86 1.02 80.70 0.30
ITQ 58.65 1.21 74.04 0.72 81.07 0.23 85.00 0.31 87.21 0.05
KNNH 60.34 0.99 75.13 0.64 82.68 0.39 86.81 0.33 89.02 0.15
FruitFly 68.42 0.50 76.69 0.65 81.36 0.43 83.87 0.09 85.57 0.34
BOSL 84.96 0.43 87.09 0.22 88.03 0.13 87.64 0.17 87.49 0.17
BioHash 65.36 1.34 75.20 0.71 80.55 0.42 83.71 0.26 85.38 0.28
SphericalHash 87.30 0.27 86.10 0.29 83.95 0.17 80.87 0.36 77.05 0.33
POSH 83.14 0.52 87.08 0.29 88.97 0.19 90.04 0.11 90.23 0.10
This training protocol can be detrimental to extract the full performance out of KNNH, see Eq. (31). However, for
the reasons stated above we believe that hashing methods should be resilient to a training set sampled from the same
distribution as the target set. As such, this is a problem with the method, and not with the training setup.
We use a mini-batches of 100 elements to train all methods.
E.4 Evaluation metrics
We use the standard Mean Average Precision (MAP), which averages precision over different recall, as our evaluation
measure. In particular, we use MAP@n, where n is the number of retrieved target elements. We believe that MAP@n is
a more representative measure for real use-cases of similarity search, as a full sorting of the target elements is rarely
needed in practice. We also present results using Precision@n.
For each method, we always run 10 different trials (i.e., starting from different random initializations) and report
aggregated results.
F Additional experimental results
For completeness and reproducbility, we provide numerical results in tabs. 6 to 11 for the curves in Fig. 3.
We include in Fig. 3 but measuring Precision@1000 instead of MAP@1000. Similar results are observed in both
figures.
In Fig. 6, we compare the performance of FruitFly, SphericalHash, and POSH for α ∈ {16, 32, and64} across different
hash lengths D. As in Fig. 3, SphericalHash performs generally better when α = 16 across different values of D, while
POSh dominates when α = 64.
In Tab. 12, we present the same comparison as in Tab. 3, but measuring Precision@1000 instead of MAP@1000. Again,
similar results are observed in both tables.
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Table 8: MAP@1000 results corresponding to the CIFAR10-GIST dataset in Fig. 3
8 bits 16 bits 32 bits 64 bits 128 bits
MEAN STD MEAN STD MEAN STD MEAN STD MEAN STD
LSH 18.13 0.91 20.22 0.56 23.83 0.52 25.72 0.16 28.01 0.31
ITQ 20.99 0.29 24.22 0.23 27.09 0.16 28.85 0.16 30.44 0.05
KNNH 20.97 0.25 24.81 0.19 27.74 0.12 29.69 0.17 31.17 0.07
FruitFly 21.83 0.35 25.05 0.18 27.49 0.24 29.76 0.14 31.31 0.10
BOSL 29.86 0.29 31.49 0.22 32.15 0.19 32.05 0.07 32.46 0.15
BioHash 23.08 0.29 25.61 0.28 27.78 0.23 29.86 0.17 31.45 0.19
SphericalHash 29.27 0.21 29.80 0.18 29.84 0.11 29.58 0.07 29.22 0.11
POSH 26.21 0.23 28.61 0.17 30.47 0.18 32.16 0.10 33.16 0.11
Table 9: MAP@1000 results corresponding to the CIFAR10-VGG dataset in Fig. 3
8 bits 16 bits 32 bits 64 bits 128 bits
MEAN STD MEAN STD MEAN STD MEAN STD MEAN STD
LSH 28.52 0.82 32.35 1.33 34.64 1.38 37.94 0.62 42.00 0.53
ITQ 34.03 0.45 39.15 0.38 41.58 0.19 44.24 0.18 46.41 0.12
KNNH 33.98 0.33 38.63 0.46 41.90 0.17 44.67 0.15 46.83 0.12
FruitFly 34.91 0.29 40.39 0.35 42.63 0.20 44.72 0.33 45.66 0.24
BOSL 38.58 0.36 44.79 0.25 47.16 0.13 49.07 0.15 48.51 0.16
BioHash 39.71 0.27 43.11 0.38 44.64 0.32 45.87 0.25 46.89 0.24
SphericalHash 41.11 0.11 46.16 0.12 47.92 0.17 48.42 0.19 47.16 0.26
POSH 37.95 0.24 44.44 0.20 47.27 0.12 49.39 0.12 50.17 0.06
Table 10: MAP@1000 results corresponding to the LabelMe-12-50K-GIST dataset in Fig. 3
8 bits 16 bits 32 bits 64 bits 128 bits
MEAN STD MEAN STD MEAN STD MEAN STD MEAN STD
LSH 15.31 0.36 16.34 0.44 19.33 0.69 21.11 0.35 23.04 0.15
ITQ 17.65 0.12 20.52 0.18 22.43 0.27 23.74 0.19 24.95 0.08
KNNH 17.86 0.10 20.95 0.15 22.81 0.20 24.27 0.14 25.43 0.14
FruitFly 18.07 0.46 20.44 0.20 22.39 0.24 24.43 0.22 25.52 0.02
BOSL 24.40 0.27 25.59 0.21 26.40 0.22 26.53 0.17 26.73 0.20
BioHash 18.63 0.32 20.73 0.19 22.72 0.24 24.33 0.14 25.44 0.20
SphericalHash 24.31 0.11 24.63 0.16 24.62 0.18 24.46 0.12 24.00 0.15
POSH 22.30 0.31 23.97 0.22 25.44 0.15 26.44 0.09 27.21 0.13
Table 11: MAP@1000 results corresponding to the LabelMe-12-50K-VGG dataset in Fig. 3
8 bits 16 bits 32 bits 64 bits 128 bits
MEAN STD MEAN STD MEAN STD MEAN STD MEAN STD
LSH 18.00 0.86 20.51 0.70 23.23 0.52 26.42 0.17 29.05 0.36
ITQ 22.80 0.52 25.74 0.51 28.42 0.24 31.31 0.25 33.76 0.13
KNNH 23.06 0.28 25.31 0.30 28.90 0.34 31.69 0.25 34.43 0.12
FruitFly 21.67 0.14 25.94 0.22 29.93 0.21 32.20 0.18 33.69 0.28
BOSL 24.99 0.23 29.34 0.16 34.19 0.22 35.31 0.11 36.13 0.15
BioHash 26.59 0.20 29.00 0.33 31.40 0.37 33.27 0.24 34.45 0.20
SphericalHash 27.22 0.13 31.11 0.23 34.32 0.29 34.56 0.21 33.64 0.22
POSH 24.47 0.13 29.21 0.22 32.92 0.27 36.12 0.24 37.63 0.17
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Figure 5: Comparison of different hashing methods under different configurations. The abscissa represents the hash
length D for dense codes (LSH, ITQ, KNNH) and the number α of set bits for sparse codes (POSH, FruitFly, BioHash,
SphericalHash, BOSL). For sparse codes, D = 1024. Error bars represent 95% confidence intervals. Additional results
are available in Appendix F.
Table 12: Results (Precision@1000) for the large-scale dataset Places205 (approximately 2.5M targets and 20K queries).
LSH ITQ KNNH FruitFly SphericalHash POSH POSH+CR2
16 bits 8.36 12.09 12.15 23.97 24.23 26.81 27.94
32 bits 15.75 20.02 19.63 26.91 24.26 28.81 29.42
64 bits 22.52 25.50 25.29 28.65 24.03 29.96 30.13
18
PROCRUSTEAN ORTHOGONAL SPARSE HASHING PREPRINT - JUNE 11, 2020
α = 16 α = 32 α = 64
M
N
IS
T
210 211 212
Hash length
67.5
70.0
72.5
75.0
77.5
80.0
82.5
85.0
M
AP
@
10
00
Algorithm
POSH
FruitFly
SphericalHash
210 211 212
Hash length
74
76
78
80
82
84
M
AP
@
10
00 Algorithm
POSH
FruitFly
SphericalHash
210 211 212
Hash length
79
80
81
82
83
M
AP
@
10
00 Algorithm
POSH
FruitFly
SphericalHash
M
N
IS
T-
G
IS
T
29 210 211 212
Hash length
76
78
80
82
84
86
88
M
AP
@
10
00 Algorithm
POSH
FruitFly
SphericalHash
29 210 211 212
Hash length
80
82
84
86
88
90
M
AP
@
10
00 Algorithm
POSH
FruitFly
SphericalHash
29 210 211 212
Hash length
78
80
82
84
86
88
90
M
AP
@
10
00
Algorithm
POSH
FruitFly
SphericalHash
C
IF
A
R
10
-G
IS
T
29 210 211 212
Hash length
25
26
27
28
29
30
31
M
AP
@
10
00
Algorithm
POSH
FruitFly
SphericalHash
29 210 211 212
Hash length
27.5
28.0
28.5
29.0
29.5
30.0
30.5
31.0
M
AP
@
10
00 Algorithm
POSH
FruitFly
SphericalHash
29 210 211 212
Hash length
28.5
29.0
29.5
30.0
30.5
31.0
31.5
32.0
M
AP
@
10
00
Algorithm
POSH
FruitFly
SphericalHash
L
ab
el
M
e-
12
-5
0K
-G
IS
T
29 210 211 212
Hash length
20
21
22
23
24
25
M
AP
@
10
00 Algorithm
POSH
FruitFly
SphericalHash
29 210 211 212
Hash length
22.5
23.0
23.5
24.0
24.5
25.0
25.5
M
AP
@
10
00 Algorithm
POSH
FruitFly
SphericalHash
29 210 211 212
Hash length
24.0
24.5
25.0
25.5
26.0
26.5
M
AP
@
10
00 Algorithm
POSH
FruitFly
SphericalHash
Figure 6: Comparison of different sparse hashing methods under different numbers α of set bits. The abscissa represents
the hash length D. Error bars represent 95% confidence intervals.
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G Reproducibility
import numpy as np
def compute_hash(W, X, n_bits, center=None):
"""
:param W: numpy array with shape (d, D)
:param X: Input data, numpy array with shape (n, d)
:param n_bits: number of set bits (alpha)
:param center: numpy array with shape(1, D) with a vector at
which to center the data (commonly its mean).
If None, no re-centering occurs.
:return: Hash codes, binary numpy array with shape (n, D)
"""
if center is not None:
X = X - center
Y = X.dot(W)
idx_rows = np.arange(len(Y))[:, np.newaxis]
idx_cols = np.argpartition(-Y, n_bits - 1, axis=1)
idx_cols = idx_cols[:, :n_bits]
H = np.zeros_like(Y, dtype=np.int)
H[idx_rows, idx_cols] = 1
return H
def learn_POSH(X, D, n_bits, n_epochs=50, mini_batch_size=100):
"""
:param X: Input data, numpy array with shape (n, d). We assume that
it has been properly re-centered (de-meaned)
:param D: total number of bits in each hash code
:param n_bits: number of set bits (alpha)
:param n_epochs: number of training epochs
:param mini_batch_size: number of samples in each mini-batch
:return: Projection matrix, numpy array with shape (d, D)
"""
W = np.random.randn(X.shape[1], D)
U, _, Vt = np.linalg.svd(W, full_matrices=False)
W = U.dot(Vt)
M = W
for t in range(n_epochs):
for i in range(0, X.shape[0], mini_batch_size)
Y = X[i:i + batch_size]
H = compute_hash(W, Y, n_bits)
M += Y.T.dot(H)
U, _, V = np.linalg.svd(M, full_matrices=False)
W = U.dot(V)
return W
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def spherical_kmeans(X, D, n_epochs=50, mini_batch_size=100):
"""
:param X: Input data, numpy array with shape (n, d). We assume that
it has been properly re-centered (de-meaned)
:param D: total number of bits in each hash code
:param n_epochs: number of training epochs
:param mini_batch_size: number of samples in each mini-batch
:return: Projection matrix, numpy array with shape (d, D)
"""
W = np.random.randn(X.shape[1], D)
W = W / np.linalg.norm(W, axis=0, keepdims=True)
for t in range(n_epochs):
M = 0
for i in range(0, X.shape[0], mini_batch_size)
Y = X[i:i + batch_size]
Y /= np.linalg.norm(Y, axis=1, keepdims=True)
S = compute_hash(W, Y, 1)
M += Y.T.dot(S)
norm = np.linalg.norm(M, axis=0, keepdims=True)
norm[norm == 0] = 1
W = M / norm
return W
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