ABSTRACT Deciding how to prevent discrete event systems (DESs) from reaching forbidden states is an important problem in the field of DES supervisory control. For DESs with uncontrollable events, linear constraint transformation becomes a popular technique for solving the forbidden state problem when Petri nets are used as a modeling tool and control specifications are given in the form of linear constraints. This paper proposes a novel linear constraint transformation approach that is applicable to PT-ordinary Petri nets with uncontrollable subnets being forward-concurrent-free. For such nets, a linear constraint can be transformed into an optimal transformed one (i.e., a linear constraint that exactly characterizes the admissible marking set) by using the proposed approach, which is computationally shown to be of polynomial complexity with respect to the net size. An example is presented to illustrate the developed technique.
I. INTRODUCTION
A discrete event system (DES) is a system of which the states are discrete and the state evolution totally depends on the occurrence of events [17] . Man-made systems, such as manufacturing systems [38] , workflow management systems [18] , communication networks, and rail transit systems, if analyzed in terms of logical behavior can be thought of as DESs. It is necessary to impose proper external supervisory policies on DESs to control the occurrence of particular events since otherwise the forbidden states of DESs, which are specified by control specifications, are likely to be reached. Forbidden states are in general the undesirable states that often cause unnecessary costs and may lead to catastrophic results in some cases. For example, deadlocks [9] , [24] , [25] are forbidden states in a manufacturing system since the partial or the whole system cannot run any longer once the system reaches a deadlock state, which as a result lowers the productivity of the manufacturing system. Therefore, the problem of how to prevent DESs from reaching forbidden states are extensively considered in many works [1] , [2] , [6] - [8] , [10] , [11] , [14] , [15] , [20] , [31] .
Many efforts are made on forbidden state problems using Petri nets (PNs) as the modelling tool [12] . Under the framework of PNs, the events of DESs are modeled as transitions. According to the fact whether an event can be prevented from occurring or not by an external agent, events in DESs are categorized into controllable or uncontrollable ones. Thus, transitions in PNs are categorized into controllable or uncontrollable ones.
In general, a control specification is given in the form of linear constraints. The states that meet the linear constraints are called legal states and those violating the linear constraints are forbidden ones. It is computationally trivial to enforce linear constraints on a PN by adding monitors that guarantee the maximal permissiveness (i.e., optimality) of the closedloop system behavior provided that all transitions in the PN are controllable [11] , [12] , [37] . However, when a PN contains uncontrollable transitions, it becomes more challenging to compute a maximally permissive supervisor that enforces a linear constraint on the PN [10] since in this case some legal states are excluded, which stems from the fact that forbidden states may be reached from these legal states by firing uncontrollable transitions. To guarantee the legal behavior of such a PN, its behavior should be restricted within a subset of the legal marking set called the admissible marking set [16] , whose characterization is thereby of great importance for the computation of a maximally permissive supervisor. Many works [1] , [14] , [19] - [22] , [26] , [28] , [33] - [36] study the techniques of linear constraint transformation to characterize the admissible marking set.
Moody and Antsaklis [26] firstly propose the concept of admissible linear constraints. Besides, they elaborate upon an algorithm to transform a given linear constraint into an admissible one. However, in most cases, such an admissible linear constraint is not an optimal transformed linear constraint. More precisely, the obtained admissible linear constraint describes only a strict subset of the admissible marking set rather than the whole admissible marking set. Basile et al. [1] and Iordache and Antsaklis [14] improve the approach in [26] , but the optimality of the solution is not always guaranteed.
Some studies [19] , [21] , [33] , [35] focus on PNs with special structures when computing an optimal transformed linear constraint. Luo et al. [21] provide a crux-path-based algorithm that transforms a given linear constraint into an optimal one for ordinary PNs with uncontrollable subnets being forward-concurrent-free (i.e., each transition has only one input place). Wang et al. [33] , [35] handle ordinary PNs with uncontrollable subnets being subclasses of forwardconcurrent-free nets, for which algorithms with polynomial computational complexity are proposed to compute an optimal transformed linear constraint. Note that in these works [19] , [21] , [33] , [35] , the optimal linear constraint is also called the optimal admissible linear constraint.
Recently, a lot of efforts [22] , [28] , [34] , [36] are also devoted to the characterization of the admissible marking set as a disjunction of linear constraints or an even more complex logic expression of linear constraints. This is because not all admissible marking sets can be described by a single linear constraint or a conjunction of linear constraints. Obviously, the more complex a logic expression of linear constraints is, the more powerful it is to characterize a set. However, complex logic expressions of linear constraints are difficult to be enforced on PNs using monitor-based supervisors, whereas it is easy to do so for a single linear constraint and a conjunction of linear constraints [37] . The work [28] constructs a maximally permissive monitor-based supervisor to enforce a disjunction of linear constraints on PNs but there are some limitations on the considered linear constraints. How to enforce a class of nonlinear constraints on PNs is answered in [5] .
In this work, as in [21] , [33] , and [35] , we compute an optimal transformed linear constraint for a class of PNs. It is worth noting that the PNs considered in this work are more general than those in [21] , [33] , and [35] . Specifically, the proposed approach is applicable to PT-ordinary PNs with uncontrollable subnets being forward-concurrent-free. Moreover, it enjoys a polynomial computational complexity.
The rest of this paper is organized as follows. Section II presents the basic concepts related to PNs and linear constraints. Section III provides a new linear constraint transformation approach as well as the comparison with other approaches. Section IV gives an example to illustrate the proposed approach. Conclusions as well as our future work are reached in Section V.
II. PRELIMINARIES A. PETRI NETS
A generalized Petri net (PN) [27] is a 4-tuple N = (P, T , F, W ) where P and T are finite, nonempty, and disjoint sets. P is the set of places and T is the set of transitions. Graphically, places and transitions are represented by circles and bars, respectively. The set F ⊆ (P×T )∪(T ×P) is the flow relation, which is represented by directed arcs from places to transitions or from transitions to places. W is a mapping that assigns a weight to each arc: W (x, y) > 0 if (x, y) ∈ F, and W (x, y) = 0 otherwise, where
Note that, in the rest of this paper, we assume that PNs are PT-ordinary.
The incidence matrix of N is a matrix [N ] :
where Z is the set of integers.
A A transition is said to be controllable if it can be prevented from firing by an external agent and otherwise it is uncontrollable. The transition set T is accordingly partitioned into two disjoint subsets: T u is the set of uncontrollable transitions, and T c is the set of controllable transitions. Graphically, we use white and black bars to denote controllable and uncontrollable transitions, respectively, in this paper.
A string
. . , n-1, and x i ∈ P ∪ T for all i = 1, . . . , n. A path VOLUME 5, 2017
An uncontrollable path is a path in which each transition is uncontrollable. Given two nodes x, y ∈ P ∪ T , y is said to be accessible from x if there exits a path from x to y. By default, every node is accessible from itself.
A transition without any input place is called a source transition, and one without any output place is called a sink transition. A source transition is unconditionally enabled. A place without any input transition is called a source place, and one without any output transition is called a sink place.
We 
B. LINEAR CONSTRAINTS
Using the standard notation in the PN literature [12] , a linear constraint on the marking mof a PN N is denoted as (ω, k), i.e., ω · m ≤ k, where ω is a weight vector from P to N and k is an integer. P f = {p ∈ P|ω(p) = 0} is called the set of forbidden places. The legal marking set of (ω, k) is
and the admissible marking set of (ω, k) is
Given two linear constraints (ω, k) and (ω , k ), (ω , k ) is said to be an optimal transformed linear constraint
Note that, in this work, a linear constraint
III. LINEAR CONSTRAINT TRANSFORMATION
In the presence of uncontrollable transitions, to guarantee legal behavior of a PN system, its evolution has to be restricted within the admissible marking set. In this work, we focus on PT-ordinary PNs subject to a linear constraint and aim to characterize the admissible marking set of the given constraint as a single linear constraint. In other words, we consider the following problem in this work.
Problem 1: Given a PT-ordinary PN N = (P, T , F, W ) subject to a linear constraint (ω, k), determine an optimal transformed linear constraint of (ω, k).
Definition 1 [12] : Consider a PN N = (P, T , F, W ) subject to (ω, k). The uncontrollable subnet with respect to (ω, k) is the net N ω = (P ω , T ω , F ω , W ω ), where P ω is the set of places from which a forbidden place is accessible following an uncontrollable path, T ω is the set of uncontrollable input transitions of places in P ω , F ω is the restriction of F to (P ω × T ω ) ∪ (T ω × P ω ), and W ω is the restriction of W to F ω . Example 1: Consider a PN N in Fig. 1(a) with T u = {t 1 − t 7 }, which is subject to a linear constraint (ω, k): m(p 1 )+3m(p 2 )+m(p 3 ) ≤ 5. By Definition 1, we can compute the uncontrollable subnet N ω , as shown in Fig. 1 
(b).
Definition 2: Let N = (P, T , F, W ) be a PN and
Example 2: Consider the PN N in Fig. 1 (a) again. Clearly, the net N ω in Fig. 1(b) is a subnet of N . Due to Definition 2, we have T in (N ω ) = {t 8 , t 10 , t 12 , t 13 } and T out (N ω ) = {t 8, t 9 }.
A. A-MSC SUBNETS AND B-MSC SUBNETS
In this subsection, we introduce the concept of maximal strongly connected subnets in a PN. Moreover, for a class of PNs, we divide maximal strongly connected subnets into two categories.
Definition 3: Let N = (P, T , F, W ) be a PN and N = (P , T , F , W ) be a subnet of N . N is called a strongly connected subnet of N if ∀x, y ∈ P ∪ T , x is accessible from y and vice versa.
Definition 4: Let N = (P, T , F, W ) be a PN and N = (P , T , F , W ) be a strongly connected subnet of N . N is called a maximal strongly connected (MSC) subnet of N if for any other strongly connected subnet of N , denoted as
Note that a single node (i.e., a place or a transition) in a PN is not regarded as an MSC subnet.
Remark: When a PN is regarded as an oriented graph, MSC subnets are exactly strongly connected components with two or more nodes.
In the following, we use c to denote an MSC subnet in a PN and use C to denote the set of all MSC subnets in a PN. Besides, we use P(c) and T (c) to denote the sets of places and transitions in an MSC subnet c, respectively.
Definition 5 [23] :
Definition 6: Let N be an FCF PN and c ∈ C be an MSC subnet in N . c is called an A-MSC subnet if one of the following conditions holds: In what follow, we use c a and c b to denote an A-MSC subnet and a B-MSC subnet, respectively. Definition 7: Let N be an FCF PN, c a ∈ C A be an A-MSC subnet of N , and p ∈ P be a place in N . The place p is called an upstream place of c a if there exists a path from p to a place p ∈ P(c a ). The set of all upstream places of c a is denoted as U(c a ).
Note that each place in an A-MSC subnet c a is an upstream place of c a by Definition 7, i.e., it holds: P(c a ) ⊆ U(c a ).
Example 4: Consider the FCF PN in Fig. 2(a) again. We use c a to denote the unique A-MSC subnet circled in the dashed box. By Definition 7, we have U(c a ) = {p 2 − p 5 }.
B. PRELIMINARY RESULTS

Definition 8:
Given a PN N = (P, T , F, W ) and a place p ∈ P, p ∈ •• p\{p} is called a father place of p and p ∈ p •• \{p} is called a son place of p. In the following, we call ω·m the ω-weighted sum of tokens in a PN at marking m. Besides, we use m p to denote a marking m of a PN N such that m(p) = 1 and m(p ) = 0, ∀p ∈ P\{p}. A vector denoted as ω * is introduced first.
Definition 9: Let N be a PN subject to a linear constraint (ω, k). We define a vector ω * : P → N such that We call ω * (p) the 1-token maximal contribution of p with respect to ω. In other words, ω * (p) is actually the maximal ω-weighted sum of tokens in N that a single token in the place p can result in by firing uncontrollable transitions only.
Example 5: Consider a PN N in Fig. 3 , which is subject to a linear constraint (ω, k): m(p 3 ) + m(p 6 ) + m(p 9 ) ≤ 5. We focus on the computation of ω * (p 1 ) according to Definition 9. Clearly, we need to consider the marking m p1 , as shown in Fig. 3(a) and all the reachable markings from m p1 by firing uncontrollable transitions only. As a result, we have ω * (p 1 ) = max m ∈R(N ,m p1 ,u zero ) ω·m = ω·m 1 = 3, where m 1 = p 6 +2p 9 shown in Fig. 3(b) .
Proof: By Definition 1, any token in p ∈ P\P ω always stays in p no matter how uncontrollable transitions fire, i.e.,
Proof: According to Definition 1, any token in p ∈ P\P ω can never flow into a forbidden place if only uncontrollable transitions fire. Besides, each transition in N ω has only one input place since N ω is an FCF net. It implies that any token in p ∈ P ω may flow downstream independently regardless of the distribution of the other tokens. As a result, it holds that:
Theorem 1 implies that the maximal ω-weighted sum of tokens in N resulting from a marking m by firing uncontrollable transitions only is exactly the sum of those resulting from each single token in m by firing uncontrollable VOLUME 5, 2017 transitions only. An example is given next to explain Theorem 1 more intuitively.
Example 6: Consider again the PN in Fig. 3 Fig. 4(a) , where different tokens are distinguished by different shapes. After analyzing all reachable markings from m by firing uncontrollable transitions only, we have max m ∈R(N ,m,u zero ) ω · m = ω · m # = 9, where m # = 2p 3 +3p 6 +4p 9 +p 10 , as shown in Fig. 4(b) . Note that tokens in m # are denoted by the same shape as the one in m to imply that they are generated due to the token with the same shape in m flowing downstream. By Definition 9, we have ω * (p 1 Theorem 2: Let N be a PN subject to a linear constraint (ω, k). The linear constraint (ω * , k) is an optimal transformed linear constraint of (ω, k), i.e.,
Proof: By the definition of admissible marking sets,
In what follows, we show how to directly determine the 1-token maximal contributions with respect to ω for different places in a PN without enumerating reachable markings.
Property 2: If p is a sink place of N ω , ω * (p) = ω(p). Proof: Straightforward from Definitions 1 and 9. Property 3: Given an FCF uncontrollable subnet N ω and an A-MSC subnet c a in N ω , it holds ω * (p) = inf , ∀p ∈ U(c a ), where inf denotes infinity.
Proof: Since N ω is FCF, each transition in N ω has only one input place. It implies that any token in a place of N ω may flow downstream independently along an uncontrollable path regardless of the distribution of other tokens.
We consider p ∈ U(c a ). By Definition 7, there is a path from p to a place p ∈ P(c a ). Hence, any token in p can flow into p along the path regardless of the distribution of other 
Case 2): We use p t to denote the single input place of t. There is a path from p to p t since c a is strongly connected, Hence, there exists a sequence of uncontrollable transitions α 2 , such that m 1 [α 2 m 2 , where m 2 (p t ) ≥ 1. If t has two or more output places, it is exactly Case 1. Here, we consider that p is the only output of t. Since the weight of (t, p ) is bigger than 1, it holds m 2 [t m 3 , where m 3 (p ) ≥ 2. Similar to Case 1, it can happen that a token in p flows into a forbidden place p f and another token in p flows back into the place p t . It implies p f can obtain infinite tokens. Hence, ω * (p) = inf . 
The following theorem indicates that in uncontrollable subnets, a place's 1-token maximal contribution with respect to ω can be directly determined once those of all its son places are already known.
Theorem 3: Given an FCF uncontrollable subnet N ω and a place p in N ω , it holds:
Proof: Each transition in N ω has only one input place since N ω is FCF. Hence, all and only the output transitions of p are enabled at the marking m p . Let t be an output transition of p and m pt be a marking such that m p [t m pt . As a result,
Clearly, m pt = 
According to (2) and (3), we have
Example 7: Consider again the PN in Fig. 3 subject to a linear constraint (ω, k):
Note that its uncontrollable subnet N ω is FCF. Suppose that ω * (p 2 ) = 2, ω * (p 4 ) = 1 and ω * (p 7 ) = 2 have been computed. According to Theorem 3, ω * (p 1 ) can be computed directly without enumerating reachable markings, i.e.,
Corollary 1: Given an FCF uncontrollable subnet N ω and a B-MSC subnet c b in N ω , it holds: ∀p ∈ P(c b ),
Proof: Straightforward from Theorem 3 and Property 4. Fig. 1(a) .
uncontrollable subnet N ω shown in Fig. 1(b) is FCF. Now, we present N ω in Fig. 5 , where the B-MSC subnet c b is circled in a dashed box. We have ω * (p 1 ) = 1 and ω * (p 2 ) = 3 by Property 2. Since ω * (p 1 ) and ω * (p 2 ) are already known, according to Corollary 1, ω * (p) can be determined for each p ∈ P(c b ). Specifically,
C. PROPOSED ALGORITHMS
In this subsection, we propose an algorithm to compute the optimal transformed linear constraint of a given linear constraint. First, we present an algorithm to fuse all B-MSC subnets in an FCF PN.
Algorithm 1 Fusion of B-MSC Subnets in an FCF PN
Create a place, denoted as p b ; 3.
for
Add an arc (p b , t) with W (p b , t) := 1; / * Each transition has only one input place. * / 8. end for 9.
Remove c b and all the arcs related with c b from N ; 10. end for 11. The resulting net is denoted as N = (P , T , F , W ); 12. Output: N = (P , T , F , W ).
End.
Note that, in what follows, new places that are created after fusing B-MSC subnets by Algorithm 1 are called fused places. Moreover, the following property is naturally derived.
Property 5: Given an FCF PN N = (P, T , F, W ) as the input of Algorithm 1, the PN N = (P , T , F , W ) outputted by Algorithm 1 remains FCF. VOLUME 5, 2017 Next, Algorithm 2 is reported to perform the linear constraint transformation.
We explain Algorithm 2 briefly. It works when uncontrollable subnets are FCF. First, for each place that is not in the uncontrollable subnet N ω , its transformed weight is determined as zero. Next, we fuse all B-MSC subnets in N ω into places by Algorithm 1, resulting in a new net N ω . Moreover, each fused place in N ω is assigned an initial weight, as shown in Steps 10-12. Then, we compute the transformed weight of each place in N ω by the following steps: 1) The transformed weights of all upstream places of all A-MSC subnets are determined as infinity.
2) The transformed weights of sink places are computed, which are exactly the same as their initial weights.
3) The transformed weights of other places in N ω are computed from the bottom up based on the equation in Step 27. Clearly, the transformed weights of all places in N ω can be computed. Finally, we consider places in B-MSC subnets in N ω . As shown in Steps 32-34, the transformed weights of all places in one B-MSC subnet are actually the same as that of the corresponding fused place in N ω . By the above procedure, the transformed weights of all places in the PN are computed.
We have the following theorem. It indicates that Algorithm 2 outputs an optimal transformed linear constraint of (ω, k) provided that the considered uncontrollable subnet is FCF.
Theorem 4: Let N be a PN and (ω, k) be the linear constraint such that the uncontrollable subnet N ω is FCF. Input N and (ω, k) into Algorithm 2. It holds: L (ω ,k ) = A (ω,k) , where (ω , k ) is the linear constraint outputted by Algorithm 2.
Proof: According to Properties 1-4, Theorem 3, and Corollary 1, the outputted linear constraint (ω , k ) is exactly the linear constraint (ω * , k). Hence, it holds L (ω ,k ) = A (ω,k) due to Theorem 2. We briefly analyze the computational complexity of the proposed approach (Algorithm 2). First, let us focus on Steps 8 and 9, as well as the loop from Steps 25 to 31 in Algorithm 2. In Step 8, Tarjan's algorithm is applied to search all A-MSC and all B-MSC subnets. Hence, its complexity is polynomial with respect to the PN size. Note that the size of a PN is the number of all transitions and places in the net. In Step 9, Algorithm 1 is called to fuse all B-MSC subnets. By observing Algorithm 1, the complexity is also polynomial with respect to the PN size. Now, consider the loop from Steps 25 to 31. In this loop, the transformed weights of places in N ω are computed from the bottom up. Clearly, every time the transformed weight of a place is to be determined, only the equation in Step 27 needs to be computed once. Besides, the number of places considered in this loop is obviously not more than that of places in the PN. Hence, the complexity of the loop is polynomial with respect to the PN size. Next, we observe other steps in Algorithm 2. Their complexity is polynomial with respect to the PN size. Consequently, we have the following theorem.
Theorem 5: Algorithm 2 is of polynomial complexity with respect to the size of a considered PN. 
D. COMPARISON WITH OTHER APPROACHES
In this section, we compare the proposed approach with the existing ones. In particular, we focus on the approaches in [21] , [33] , and [35] , since they compute the optimal transformed linear constraint of a given linear constraint, as done in this paper.
The proposed approach is essentially developed from those in [33] and [35] . However, it is applicable to more general PNs than those in [33] and [35] . It also enjoys larger application scope than that in [21] . Specifically, all of the approaches in [21] , [33] , and [35] deal with ordinary PNs only, whereas the proposed one deals with PT-ordinary PNs. Besides, the approach in [33] is applicable to PNs whose uncontrollable subnets satisfy the condition that each place has exactly one output transition and each transition has exactly one input place, the approach in [35] requires uncontrollable subnets satisfying that each node has only one input, and the approach in [21] handles FCF uncontrollable subnets. Hence, the proposed approach enjoys the largest application scope among these approaches. To be intuitive, we depict the relationship among application scopes of these approaches in Fig. 6 .
It can be observed that the approach in [21] and the proposed one deal with the same uncontrollable subnets regardless of the weights of arcs. However, it is worth noting that the proposed approach is of polynomial complexity with respect to the size of the PN, while the approach in [21] has much higher computational complexity, which is analyzed exhaustively in our previous work [35] .
IV. NUMERICAL EXAMPLE
In this section, an example is presented to illustrate how to perform the linear constraint transformation by Algorithm 2.
Consider the PN in Fig. 7 that is subject to a linear constraint (ω, k): m(p 1 )+2m(p 10 )+m(p 19 )+m(p 22 )+2m(p 23 ) ≤ 18. First, we compute its uncontrollable subnet N ω that is FCF, as shown in Fig. 8 . Hence, Algorithm 2 can compute an optimal transformed linear constraint of (ω, k). The detailed procedure is as follows. Since ω (p b3 ) = inf , we have ω (p 7 ) = ω (p 8 ) = ω (p 9 ) = inf . 7) k = k = 18. By the above procedure, we obtain the transformed linear constraint (ω , k ), as shown in Table 1 . According to Theorem 4, it is an optimal transformed linear constraint of (ω, k).
V. CONCLUSIONS AND FUTURE WORK
A new approach is proposed in this work to perform the linear constraint transformation for PT-ordinary PNs with uncontrollable subnets being forward-concurrent-free. In more detail, given a linear constraint for such a PN, an optimal transformed linear constraint can be computed by the proposed approach with polynomial complexity. The proposed approach is developed from those in [33] and [35] and it can deal with more general PNs than those in [33] and [35] . Our future work will study the characterization of those admissible marking sets that cannot be expressed by a single linear constraint. Besides, we intend to extend the proposed approach to other interesting areas such as the control of hydraulic systems [39] , the control of wheeled mobile robots [40] , and other supervisory control problems [41] , [42] .
