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In the design of beam transport lines, one often meets the problem of constructing a quadrupole
lens system that will produce desired transfer matrices in both the horizontal and vertical planes.
Nowadays this problem is typically approached with the help of computer routines, but searching
for the numerical solution one has to remember that it is not proven yet that an arbitrary four
by four uncoupled beam transfer matrix can be represented by using a finite number of drifts and
quadrupoles (representation problem) and the answer to this question is not known not only for more
or less realistic quadrupole field models but also for the both most commonly used approximations
of quadrupole focusing, namely thick and thin quadrupole lenses. In this paper we make a step
forward in resolving the representation problem and, by giving an explicit solution, we prove that
an arbitrary four by four uncoupled beam transfer matrix actually can be obtained as a product of
a finite number of thin-lenses and drifts.
I. INTRODUCTION
In the design of beam transfer lines, one often encoun-
ters the problem of finding a combination of quadrupole
lenses and field free spaces (drifts) that will produce
particular transfer matrices in both the horizontal and
the vertical planes. Nowadays this problem is typically
approached with the help of computer routines which
minimize the deviations from the desired matrices as
function of the quadrupole strengths, lengths and dis-
tances between them. Although very sophisticated soft-
ware became available for these purposes during the past
decades, there is an important theoretical question which
has not been answered yet and whose answer could affect
the strategy and efficiency of numerical computations.
Searching for a numerical solution, one has to remember
that it is not proven yet that an arbitrary four by four
uncoupled beam transfer matrix can be represented by
using a finite number of drifts and quadrupoles (repre-
sentation problem) and the answer to this question is not
known not only for more or less realistic quadrupole field
models but also for the both most commonly used ap-
proximations of quadrupole focusing, namely thick and
thin quadrupole lenses.
In this paper we make a step forward in resolving the
representation problem and prove that an arbitrary four
by four uncoupled beam transfer matrix actually can be
obtained as a product of a finite number of thin-lenses
and drifts. Even though our proof uses more thin lenses
than probably needed, we believe that the solution pro-
vided is not only of theoretical interest, but could also
find some practical applications because it uses explicit
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analytical formulas connecting thin-lens parameters with
the elements of the input beam transfer matrix.
Though the thin-lens kick is the simplest model of
the quadrupole focusing, its role in accelerator physics
can hardly be overestimated. The thin-lens quadrupole
approximation reveals the analogy between light optics
and charged particle optics and, if one takes into account
difficulties of analytical manipulations with the next by
complexity thick-lens quadrupole model [1, 2], is an in-
dispensable tool for understanding principles and limi-
tations of the already available optics modules and for
development of the new optics solutions (see, as good
examples, papers [3–7]).
The paper by itself is organized as follows. In Sec.
II we introduce all needed notations and give the lower
bound on the number of drifts and lenses which are re-
quired for a solution of the representation problem by
providing an example of a matrix which cannot be ob-
tained using five thin lenses and five independently vari-
able drift spaces. This result is somewhat unexpected
and up to some extent contradicts a rather widespread
opinion that the typical problem can be solved by tak-
ing a number of parameters equal to the number of con-
straints available. We see that although the four by four
uncoupled beam transfer matrix has only 6 degrees of
freedom, there are matrices which cannot be represented
not only by three thin lenses and three drifts (six pa-
rameters), but also by five thin lenses and five drifts (ten
parameters). This example, the example provided by
the matrix (15), other of our attempts (though omitted
in this paper) to find thin-lens decompositions for par-
ticular beam transfer matrices and the properties of the
explicit solution given below in this paper, lead us to the
conjecture that in order to represent an arbitrary four by
four uncoupled beam transfer matrix one needs at least
six thin lenses if the distances between them can be var-
2ied (independently or not) or at least seven thin lenses if
this variation is not allowed.
In Sec. III we prove that an arbitrary four by four un-
coupled beam transfer matrix can be obtained as a prod-
uct of a finite number of thin-lenses and drifts by giving
an explicit solution of the thin-lens representation prob-
lem which uses equally spaced thin lenses. The core idea
of our approach is the representation of the matrix of the
thin-lens multiplet as a product of elementary P matri-
ces (the definition and the properties of the matrix P can
be found in Appendix A) with subsequent reduction of
the initial 2D problem to two independent 1D problems.
We use in this section the equally spaced thin-lens sys-
tem because it allows one to make such a reduction with
a minimum of technical details. The solution obtained
utilizes 13 lenses if the spacing between them is fixed be-
forehand and 12 lenses if this distance can be used as an
additional parameter. Thus, it uses six more lenses than
the minimal number stated in our conjecture, but the
setting of these six lenses depends only on the distance
between lenses and therefore does not depend (at least
directly) on the particular input beam transfer matrix.
In Sec. IV we consider the case of arbitrarily spaced
thin lenses. First, we show that the solution of the rep-
resentation problem presented in the previous section is
still valid after some minor modifications. Next we study
in greater detail the ways to transform the matrix of the
drift-lens system to the product of the elementary P ma-
trices (see formulas (56)-(61) and (70)-(75) below). The
representation of the matrix of the thin-lens multiplet as
a product of elementary P matrices (together with the
multiplication formula (A4)) is a useful new tool for the
analytical study of the properties of thin-lens systems. It
also gives some clarification of the question why the role
of the variable drift spaces and the role of the variable
lens strengths are different when they are used as fitting
parameters.
This paper is mostly a theoretical paper and its main
purpose is to turn the common believe that an arbitrary
four by four uncoupled beam transfer matrix can be ob-
tained as a product of a finite number of thin lenses and
drifts into proven scientific fact. Still, both, the devel-
oped new technique for the analytical study of the prop-
erties of thin-lens multiplets and the explicit thin-lens
solution presented in this paper, are of independent in-
terest. To illustrate that, in Appendix B we apply our
P matrix approach to the study of four-lens beam mag-
nification telescopes and find new, previously unknown
analytical solutions for this important optics module. In
Appendix C, we apply the explicit solution developed
in this paper to the design of a beam line which allows
an independent scan of horizontal and vertical phase ad-
vances while preserving the entrance and exit matching
conditions for the Twiss parameters.
Besides that thin-lens blocks with decoupled transverse
actions introduced in this paper are another point of
general interest. Although the idea of decoupled tun-
ing knobs by itself is not new in the field of accelerator
physics (see, for example, [8, 9]), our approach is new
and is not based on an iterative usage of small steps in the
lens strengths obtained at each iteration by linearization.
II. STATEMENT OF THE PROBLEM AND
PRELIMINARY CONSIDERATIONS
Let M be an arbitrary four by four uncoupled beam
transfer matrix and let the two by two symplectic ma-
trices Mx and My be its horizontal and vertical focusing
blocks, respectively. Let us denote by Q(g) the transfer
matrix of the one-dimensional thin lens of strength g and
by D(l) the transfer matrix of the one-dimensional drift
space of length l:
Q(g) =
(
1 0
g 1
)
, D(l) =
(
1 l
0 1
)
. (1)
The problem of representation of the matrixM by a thin-
lens system can then be written as
D(ln)Q(±gn) · . . . ·D(l1)Q(±g1) = Mx,y, (2)
where (here and later on) one has to take the upper sign
in the combinations ± and ∓ together with the index x
and the lower sign together with the index y.
Note that the drift-lens system presented on the left-
hand side of Eq. (2) consists of equal numbers of drifts
and lenses and the first element which the beam sees
during its passage is a thin-lens. Alternatively, one can
consider equation
Q(±gn)D(ln) · . . . ·Q(±g1)D(l1) = Mx,y, (3)
where the first element is a drift space, or one can use the
drift-lens system with a nonequal number of drifts and
lenses which starts and ends with a drift (or a lens), but
for the moment this is not important.
There are many unanswered questions related to Eq.
(2), the most interesting for us in this paper is the fol-
lowing: given a matrix M , does there exist a number n
such that these equations have a solution? If the answer
to this question is positive, could the number n be chosen
independently from the input matrix M and, if it is also
possible, what is the minimal n required?
From a mathematical point of view, Eq. (2) is a system
of eight polynomial equations in 2n unknowns and for
any polynomial system considered over an algebraically
closed field of complex numbers there is an algorithmic
way to answer the question if this system has infinitely
many solutions or has a finite number of solutions, or has
no solutions at all. This can be done by transforming the
original system to a special form called a Gro¨bner basis
and, very loosely speaking, is an analogue of the Gaussian
elimination process in linear algebra [10]. The Gro¨bner
basis can be computed in finitely many steps and, more-
over, nowadays its calculation can be done with the help
of symbolic manipulation programs like MATHEMAT-
ICA and MAPLE.
3Unfortunately, we are interested in the real solutions of
Eq. (2) constrained additionally by the requirements for
the drift lengths to be nonnegative and therefore we can-
not use all benefits provided by the Gro¨bner basis theory.
Nevertheless, the use of the Gro¨bner basis approach, al-
though it did not help us to solve the problem in general,
it was very useful in providing examples of particular ma-
trices which cannot be obtained using a certain number
of thin lenses and drift spaces. For example, using the
Gro¨bner basis technique, it is possible to prove that the
matrix M with
Mx = My =
(
1 0
−1 1
)
(4)
cannot be represented by five thin lenses and five variable
drift spaces starting either from a lens like in Eq. (2) or
from a drift like in Eq. (3).
This example, the example provided by the matrix
(15), many other of our attempts to study the repre-
sentation problem for particular beam transfer matrices,
and the properties of the explicit solution given below
in this paper lead us to the conjecture that in order to
be able to represent an arbitrary four by four uncoupled
beam transfer matrix one needs at least six thin lenses
if the distances between them can be varied (indepen-
dently or not) or at least seven thin lenses with nonzero
drift spaces between them if this variation is not allowed.
To finish this section, let us note that in the above dis-
cussions we made no use of the fact that we are interested
not in the general system of polynomial equations, but
only in the polynomial system produced by a product of
matrices with simple inversion properties:
Q−1(g) = Q(−g), D−1(l) = D(−l). (5)
Choosing some k = 1, . . . , n − 1 and using (5), one can
rewrite the system (2) in the equivalent form:
D(lk)Q(±gk) · . . . ·D(l1)Q(±g1) =
Q(∓gk+1)D(−lk+1) · . . . ·Q(∓gn)D(−ln)Mx,y. (6)
This trick can be used for the elimination of a part of
the unknowns from the original system by solving Eq.
(6) with respect to the variables g1, . . . , gk, l1, . . . , lk or
one may even think to construct an iterative solution
method which could be considered as matrix version of
the method of successive elimination of unknowns [6, 11].
This method was developed especially to deal with the
thin-lens multiplets and was used in [11] in an attempt to
characterize all uncoupled beam transfer matrices which
can be obtained by using three thin lenses and three drift
spaces. Unfortunately, however this approach did not
give us any additional noticeable simplifications in the
solution of the general representation problem.
III. SOLUTION OF 2D PROBLEM USING
EQUALLY SPACED THIN LENSES
In this section we will give an explicit solution of
the thin-lens representation problem which uses equally
spaced thin-lenses. Instead of Eq. (2) or Eq. (3), we will
consider the system
B(mn, ±gn, pn) · . . . · B(m1, ±g1, p1) = Mx,y, (7)
where as an elementary building block we take a thin lens
sandwiched between two drift spaces
B(m, ±g, p) = D(p)Q(±g)D(m). (8)
If the block length l = m+ p > 0, then one can repre-
sent the block transfer matrix in the form
B(m, ±g, p) = S−1(m, p)P (2± lg)S(m, p), (9)
where
S(m, p) =
1√
l
(
1 m
−1 p
)
(10)
and
P (a) =
(
a 1
−1 0
)
. (11)
Note that the properties of the matrix P (and other el-
ementary matrices used in this paper) can be found in
Appendix A.
Let us assume that in the system (7) all mk and all pk
are equal to each other, i.e., that
m1 = . . . = mn = m, p1 = . . . = pn = p, (12)
and let l = m+ p > 0. The principle simplification that
occurs in this case is that after the substitution of the
representation (9) into Eq. (7) the matrices S(m, p) and
S−1(m, p) cancel each other and we obtain
P (2± lgn) · . . . · P (2± l g1) = Mˆx,y, (13)
where
Mˆx,y = S(m, p)Mx,y S
−1(m, p). (14)
Equations (13) give the dimensionless form of Eq. (7)
and, additionally, one sees that while the original system
(7) is formed by the product of 2n+ 1 interleaved thin-
lens and drift matrices (with neighboring drifts lumped
together), the system (13) includes only n + 2 matrices
depending on unknowns (there are n + 2 unknowns: n
lens strengths plus two variables characterizing the block
length and the position of the lens inside the block) and
n of them are P matrices.
Nevertheless, the system (13) is still too complicated
to find easily its solutions (or even to prove their ex-
istence) for an arbitrary matrix M and with the num-
ber of lenses n equal to six or seven as required by our
4conjecture. Instead we will provide an explicit solution
which utilizes 13 lenses if the parameters m and p are
fixed and are independent from the input matrixM , and
12 lenses if m and p can be varied. The main idea of
our solution is the reduction of the 2D problem (13) to
two independent or, more exactly, almost independent
1D problems by constructing thin-lens blocks which can
act in the horizontal and the vertical planes similar to a
single P matrix, but whose actions for both planes can
be chosen independently. At first we will consider a so-
lution of the 1D problem in terms of P matrices. As
the next step we will introduce a four-lens block with de-
coupled transverse actions and then will give an explicit
solution of the complete 2D problem. Besides that we
will discuss the recipe for constructing lens blocks with
decoupled transverse actions with more than four lenses.
Before giving the technical details let us consider one
more example obtained with the help of the Gro¨bner ba-
sis technique. Let us assume that m and p are fixed and
let the matrix M be such that the matrix Mˆ in (13) is
equal to the symplectic unit matrix:
Mˆx = Mˆy =
(
0 1
−1 0
)
. (15)
Then this matrix M can not be represented by less than
seven thin lenses and with seven lenses there are many so-
lutions which geometrically can be viewed as six distinct
parallel straight lines in the seven-dimensional space of
lens strengths.
A. 1D problem in terms of P matrices
According to our plan we will prove in this subsection
that every real symplectic 2 × 2 matrix M = (mij) can
be represented as a product of at most four P matrices.
First, we will consider the case of three P matrices and
will find that three P matrices are insufficient for the
representation of an arbitrary 2 × 2 symplectic matrix.
Next we will switch to the case of four P matrices and
will show that with four P matrices a solution can always
be found, but it is always nonunique.
Let us start with the case of three P matrices, i.e.,
from the equation
P (z3)P (z2)P (z1) = M. (16)
This matrix equation is, in fact, the system of the four
equations for the four matrix elements

z3 · (z1 z2 − 1)− z1 = m11
z2 = −m22
z2 z3 − 1 = m12
z1 z2 − 1 = −m21
(17)
and, as it is well known, due to symplecticity of the ma-
trices on both sides of (16) these four equations should
be equivalent to some system consisting of three equa-
tions only. In order to obtain such a system let us first
substitute z1 z2− 1 = −m21 into the first equation of the
system (17) and then plug z2 = −m22 in the equations
three and four. Because in the resulting system


z1 = −m11 −m21 · z3
z2 = −m22
m22 · z3 = −1−m12
m22 · z1 = −1 +m21
(18)
the fourth equation is equal to the first equation multi-
plied bym22 minus the third equation multiplied bym21,
it can be omitted. Thus we obtain that the system of the
four third order polynomial equations (17) is equivalent
to the system 

z1 = −m11 −m21 · z3
z2 = −m22
m22 · z3 = −1−m12
(19)
which is linear in the unknowns z1, z2, and z3. More-
over, this system already has a triangular form and its
solvability depends only on the solvability of the third
equation with respect to the variable z3.
Elementary analysis shows that there are three possi-
bilities for the solutions of the system (19). If m22 6= 0,
then there exists a unique solution
z1 =
m21 − 1
m22
, z2 = −m22, z3 = −m12 + 1
m22
. (20)
If m22 = 0 and m21 = 1 (i.e if M = −P (−m11)), then
there exists a one-parameter family of solutions:
z1 + z3 = −m11, z2 = 0. (21)
Finally, ifm22 = 0 and m21 6= 1, then there is no solution
at all.
Very loosely speaking, the condition m22 = 0 defines
the two-dimensional surface of singularities in the three-
dimensional space of 2×2 real symplectic matrices. This
surface, in the next turn, contains the one-dimensional
curve selected by the additional relation m21 = 1. If
the matrix M (represented as a point in our three-
dimensional space) lies outside of the surface of singu-
larities, then a solution for such a matrix exists and is
unique. If the point representing the matrix M belongs
to the surface of singularities, then we either have many
solutions or none depending on whether this point lies on
the above defined one-dimensional curve or not.
Let us now turn our attention to the equation
P (z4)P (z3)P (z2)P (z1) = M, (22)
which includes four P matrices. The equivalent to this
equation system is given below:

z1 = m21 − (m11 +m21 · z4) · z3
z2 = −m12 −m22 · z4
(m12 +m22 · z4) · z3 = m22 − 1
(23)
5and the easiest way to obtain it is to substitute into the
system (19) the elements of the matrix P−1(z4) ·M in-
stead of the mij .
The system (23) is not linear anymore, but still has a
triangular form and its solvability depends again only on
the solvability of the third equation with respect to the
variables z3 and z4. Because the matrix M is nondegen-
erated its elements m12 and m22 cannot be equal to zero
simultaneously and therefore the expressionm12+m22 ·z4
considered as a function of z4 cannot be equal to zero in
more than one point. It means that the last equation
in (23) always has solutions and a good way to under-
stand their complete structure is to consider this equa-
tion as the equation of a curve on the plane (z3, z4). If
m22 ·(m22−1) 6= 0 this curve is a hyperbola with two sep-
arate branches, if m22 = 1 it is a degenerate hyperbola
consisting of two intersecting lines z3 = 0 and z4 = −m12,
and, finally, if m22 = 0 we have a single straight line
z3 = −m−112 . So we see that with the help of the four P
matrices a solution of our problem can always be found
and is always nonunique.
B. Four-lens block with decoupled transverse
actions
Let us denote by W x,y the following combination of
four P matrices:
W x,y = P (2± lg4)P (2± lg3)P (2 ± lg2)P (2± lg1), (24)
which in the original variables (7) includes four thin-
lenses (four-lens block).
If one chooses δ = ±1 and if one takes
g2 =
δ
√
3
l
, g3 = −δ
√
3
l
, (25)
then the block matrix can be written as
W x,y = −Λ−1
(√
ux,y
)
P (wx,y) Λ
(√
ux,y
)
, (26)
where Λ(a) = diag(a, 1/a) is a diagonal scaling matrix,
ux,y = 2 ∓ δ
√
3, ux · uy = 1 (27)
and
wx = 7 + uy · lg1 + ux · lg4, (28)
wy = 7 − ux · lg1 − uy · lg4. (29)
Since for any given value of wx and wy Eqs. (28) and
(29) can be solved with respect to the variables g1 and
g4,
g1 = −δ
√
3
l
· 28 − u
y · wx − ux · wy
24
, (30)
g4 =
δ
√
3
l
· 28 − u
x · wx − uy · wy
24
, (31)
the formula (26) gives the result which we were looking
for. Both matrices W x and W y are similar to a single P
matrix (with an inessential minus sign) and both param-
eters wx and wy can be chosen independently, and then
the setting of the first and the last lenses in the block is
determined according to the formulas (30) and (31).
C. Reduction of 2D problem to two independent or
almost independent 1D problems
Since with four P matrices we always can solve the
1D problem, let us first consider a combination of four
blocks of the type (26). Using (A17), one can show that
the total matrix of this 16 lens system can be written as
follows:
W x,y4 W
x,y
3 W
x,y
2 W
x,y
1 = Λ (a
x,y) ·
P (wˆx,y4 )P (wˆ
x,y
3 )P (wˆ
x,y
2 )P (wˆ
x,y
1 ) Λ (a
x,y) , (32)
where
ax,y =
√
ux,y1 u
x,y
3
ux,y2 u
x,y
4
(33)
and
wˆx,y1 =
ux,y2 u
x,y
4
ux,y3
· wx,y1 , wˆx,y2 =
ux,y3
ux,y1 u
x,y
4
· wx,y2 , (34)
wˆx,y3 =
ux,y1 u
x,y
4
ux,y2
· wx,y3 , wˆx,y4 =
ux,y2
ux,y1 u
x,y
3
· wx,y4 . (35)
Plugging this representation into Eq. (13) we obtain
P (wˆx,y4 )P (wˆ
x,y
3 )P (wˆ
x,y
2 )P (wˆ
x,y
1 ) =
Λ−1 (ax,y) Mˆx,yΛ
−1 (ax,y) . (36)
Let us choose arbitrary nonnegative m and p with l =
m + p > 0 and select for each four-lens block its own
δ = ±1. This, in accordance with formula (25), gives
us the setting of the eight lenses in our system and this
completely determines the matrix on the right-hand side
of Eq. (36). As the last step we take wˆxk and wˆ
y
k as
some solutions of two independent 1D problems of the
type (22) and define the strengths of the remaining eight
lenses using the formulas (34), (35), (30), and (31).
One sees that using four blocks with decoupled trans-
verse actions the complete 2D problem can always be
reduced to two easily solvable independent 1D problems.
But do we really need four blocks for making such a re-
duction? The answer is no and the reason for this is as
follows. We know that for most of the 2 × 2 symplectic
6matrices the 1D problem can be solved with three P ma-
trices, which means that for most of the 4× 4 uncoupled
beam transfer matrices the 2D problem can also be solved
with three blocks. The problem is what to do with the
rest? Happily it turns out that by appropriate choice of
the parameters m and p one can always move the input
matrix M away from the region of unsolvability and, if
the variation of m and p is not allowed, this can be done
by using only one additional thin lens. Thus, we arrive
at the solution announced in the Introduction, namely 13
lenses if the spacing between them is fixed and 12 lenses if
this distance can be used as an additional parameter. Be-
low we will consider in detail the case of 12 lenses (three
blocks) with variable spacing and the check that the use
of an additional lens for the fixed spacing also works we
leave as an exercise for the interested reader.
In analogy with (32) the combination of three blocks
can be written as
W x,y3 W
x,y
2 W
x,y
1 =
− Λ−1 (ax,y)P (wˆx,y3 )P (wˆx,y2 )P (wˆx,y1 ) Λ (ax,y) (37)
where
ax,y =
√
ux,y1 u
x,y
3
ux,y2
(38)
and
wˆx,y1 =
ux,y2
ux,y3
· wx,y1 , (39)
wˆx,y2 =
ux,y3
ux,y1
· wx,y2 , (40)
wˆx,y3 =
ux,y1
ux,y2
· wx,y3 . (41)
Plugging again this representation into system (13) we
obtain the equation
P (wˆx,y3 )P (wˆ
x,y
2 )P (wˆ
x,y
1 ) =
− Λ (ax,y) Mˆx,yΛ−1 (ax,y) . (42)
We know that the sufficient condition for this equation to
be solvable with respect to the unknowns wˆx,yk is that the
horizontal and vertical parts of the matrix on the right-
hand side both have nonvanishing r22 elements. The di-
rect calculation gives us
rx,y22 =
mx,y12 −mmx,y11 − pmx,y22 +mpmx,y21
m+ p
, (43)
where mx,yij are the elements of the input matrix M .
Looking for a solution one can proceed further in the
same manner as in the four block case with only one
difference. At the first step one has to take not arbitrary
nonnegative m and p, but such m and p that both rx22
and ry22 are nonzero, which due to symplecticity of the
matrices Mx and My is always possible.
D. Recipe of construction of lens blocks with
decoupled transverse actions
In this subsection we give the recipe for the construc-
tion of lens blocks with decoupled transverse actions. As
we will see, this recipe works not only for the four-lens
combination considered above, but is also applicable to
blocks with a larger number of lenses.
Let us consider q−lens block with q ≥ 4:
W x,y = P (2± lgq) · . . . · P (2± lg1), (44)
and let us assume that the product of the (q − 2) inner
matrices in our block takes the form
P (2± lgq−1) · . . . · P (2± lg2) =
(
0 ux,y
−1/ux,y τx,y
)
.(45)
Then, as one can show by direct multiplication, both
matrices W x and W y become similar to a single P ma-
trix (with an inessential minus sign possibly presented),
namely
W x,y = −sign(ux,y)·
Λ−1
(√
|ux,y|
)
P (wx,y)Λ
(√
|ux,y|
)
, (46)
where
wx,y =
2± lg1
|ux,y| + |u
x,y| (2± lgq) + sign(ux,y) τx,y. (47)
If for arbitrary given values of wx and wy Eq. (47) can
be solved with respect to the variables g1 and gq, then
it will be exactly what we need, and the necessary and
sufficient condition for such solvability is
|ux| 6= |uy| . (48)
So, in order to construct the q-lens block with the decou-
pled transverse actions, one has to solve two equations
making the r11 elements of the x and y parts of the prod-
uct of the (q − 2) inner matrices equal to zero and one
has to satisfy one additional inequality constraint (48).
The solution for the four-lens block was already given
above and is unique up to a sign change (δ = ±1). Let us
now consider the more complicated (but still analytically
solvable) case of five lenses. In this situation all possible
solutions which bring the product of the three inner P
matrices
P (2± lg4)P (2± lg3)P (2± lg2), (49)
to the form (45) can be expressed as a function of pa-
rameters l and g3 as follows:
g2 =
1
l
· lg3 + δ
√
((lg3)2 − 2) · ((2lg3)2 − 9)
(lg3)2 − 3 , (50)
7g4 =
1
l
· lg3 − δ
√
((lg3)2 − 2) · ((2lg3)2 − 9)
(lg3)2 − 3 , (51)
δ = ±1, and l > 0 and g3 are such that
lg3 ∈
(
−∞, −
√
3
)
∪
(
−
√
3, −1.5
]
∪
[
−
√
2,
√
2
]
∪
[
1.5,
√
3
)
∪
(√
3, +∞
)
. (52)
To complete the block construction we have to select from
all these solutions a subset on which the functions
ux,y = 1 − (lg2 ∓ 2) · (lg3 + lg4) (53)
satisfy the inequality (48). As one can check, this can
be achieved simply by removing from the set (52) the
endpoints of the given set intervals, i.e., by removing the
points ±1.5 and ±√2. So we see that there are many
solutions which allow us to construct from five lenses the
block with decoupled transverse actions and for selecting
one of them some additional optimization criteria could
be involved.
Note that in the blocks constructed according to our
recipe the setting of the internal lenses does not depend
on the setting of the first and the last lenses and depends
only on the geometrical block parameters (distances be-
tween the lenses), which will be seen more clearly in the
following section where we will consider the case of arbi-
trarily spaced thin lenses.
Note also that the horizontal and the vertical matrices
between the first and the last lenses in the block, when
calculated using not the P matrix notation, but the orig-
inal variables in which Eq. (7) is written
D(m)B(m,±gq−1, p) · . . . · B(m,±g2, p)D(p) =
D(m)S−1(m, p)P (2± lgq−1) · . . . · P (2± lg2)·
S(m, p)D(p) =
−
(
ux,y 0
1/ux,y + (ux,y + τx,y) /l 1/ux,y
)
, (54)
both have r12 elements equal to zero (i.e. the phase ad-
vances between the first and the last lenses in the block
are always multiples of 180◦), but this alone without the
inequality (48) satisfied does not give us the block with
the decoupled transverse actions.
IV. GENERALIZATION TO THE CASE OF
ARBITRARILY SPACED THIN LENSES
When the distances between the lenses are not equal
to each other, we immediately lose the advantage of the
cancellation of S matrices between the P matrices after
substitution of the representation (9) into Eq. (7). Nev-
ertheless, as we will show below, this case can also be
treated with the tools developed in the previous section.
Let us denote by dk1,k2 the distance between the lenses
with the indices k1 and k2 (k1 ≤ k2). We start from the
observation that for k = 2, . . . , n the following identity
holds:
S(mk, pk)S
−1(mk−1, pk−1) =
L
(
lk
dk−1,k
− 1
)
Λ
(
dk−1,k√
lk−1 lk
)
U
(
1− lk−1
dk−1,k
)
, (55)
which can be shown by direct multiplication and which
requires that all lk and dk−1,k are positive. Note that in
this identity L and U are the lower and upper triangular
matrices with unit diagonal elements (see Appendix A
for more details).
Let us now substitute the representation (9) into Eq.
(7) and then plug in the corresponding places the right-
hand side of the identity (55). After that the property
(A19) allows us to eliminate from the result all L and U
matrices while shifting their arguments to the arguments
of the neighboring P matrices, and leaving us with a
product consisting of alternating P and Λ matrices. Al-
though the Λ matrices cannot be eliminated completely,
they can be moved either on the left or on the right-hand
side of all P matrices with the help of the property (A17).
As the last step we transfer all matrices from the left and
right sides of the obtained solid block of the P matrices
to the right-hand side of our equation, hide them in the
matrix M˜x,y and end up with the equation
P (v˜x,yn ) · . . . · P (v˜x,y1 ) = M˜x,y, (56)
which already has the desired form. The detailed struc-
ture of the arguments v˜x,yk and of the matrix M˜x,y de-
pends on the particular ways how the individual Λ ma-
trices were moved (to the left or to the right sides) and
is given below for the case when during transformations
all Λ matrices were moved to the left-hand side of the P
matrix block. Nevertheless, the expressions given below
are general in the sense that they contain an arbitrary
positive parameter c1, and with the proper choice of this
parameter one can account for all possible ways of move-
ment of the individual Λ matrices:
M˜x,y = Λ(cn)S(mn, pn)Mx,yS
−1(m1, p1)Λ(c1), (57)
v˜x,yk = c
2
klk
(
dk−1,k+1
dk−1,k dk,k+1
± gk
)
, k = 1, . . . , n, (58)
ck =
dk−1,k√
lk−1 lk
· 1
ck−1
, k = 2, . . . , n, (59)
c1 is an arbitrary positive parameter and, because we
do not have lenses with indices 0 and n + 1, we use the
conventions that
8d0,1 = l1, d0,2 = d0,1 + d1,2, (60)
dn,n+1 = ln, dn−1,n+1 = dn−1,n + dn,n+1. (61)
Note that, if the parameter c1 is taken to be a positive
number or a dimensionless function of the thin-lens mul-
tiplet parameters (drift lengths and lens strengths), then
Eq. (56) and the variables (58) are also dimensionless.
One of the possible choices is to take c1 for even n as so-
lution of the equation cn = c1 and for odd n as solution
of the equation cn = c
−1
1 . If the condition (12) holds,
then the solution of these equations for both cases (even
and odd n) is c1 = 1 and the representation (56) turns
into the representation (13) as one can expect.
Now in order to continue we need a lens block with
the decoupled transverse actions and, as it is not diffi-
cult to check, the recipe given in the previous section is
applicable without any changes. For the construction of
the q-lens block we still need to bring the product of the
(q − 2) inner matrices to the form (45) while also sat-
isfying the inequality constraint (48). For the four-lens
case
W x,y = P (v˜x,y4 )P (v˜
x,y
3 )P (v˜
x,y
2 )P (v˜
x,y
1 ) (62)
the two equations making the r11 elements of the x and
y parts of the product of the two inner matrices equal to
zero are
v˜x,y2 · v˜x,y3 = 1, (63)
and have a solution
g2 =
δ
d1,2
·
√
d1,4
d2,3
· d1,3
d2,4
, (64)
g3 = − δ
d3,4
·
√
d1,4
d2,3
· d2,4
d1,3
, (65)
which again is unique up to a sign change (δ = ±1). The
values ux,y for this solution are
ux,y = v˜x,y3 =
c23 l3
d3,4
·
(
d2,4
d2,3
∓ δ ·
√
d1,4
d2,3
· d2,4
d1,3
)
. (66)
Both of them are positive and clearly satisfy the inequal-
ity (48). With this choice for g2 and g3 the total block
matrix takes the form
W x,y = −Λ−1
(√
ux,y
)
P (wx,y) Λ
(√
ux,y
)
(67)
where
wx,y = (ux,y)−1 · v˜x,y1 + ux,y · v˜x,y4 − 1. (68)
Equation (68) is the analogy of the formulas (30) and
(31) and for any given values wx and wy allow one to
determine the corresponding lens strengths g1 and g4.
Thus, all results of the previous section concerning the
reduction of the 2D problem to two 1D problems be-
come applicable with some minor changes connected with
the difference in the matrices Mˆx,y and M˜x,y defined by
the relations (14) and (57), respectively. Note that if,
when placed in the beam line, the actual decoupling block
starts from the lens with the index k, one has simply to
add k−1 to the indices 1, 2, 3 and 4 in all above formulas.
A. Removing of superfluous parameters
Equation (7) contains 2n parameters which specify the
drift lengths (m1, p1, . . . ,mn, pn) while only n+1 parame-
ters, namelym1, d1,2, . . . , dn−1,n, pn have a clear physical
meaning and are independent. Let us have a closer look
at formulas (56)-(61) and count how many superfluous
parameters are still left in them and then show ways to
remove them.
The superfluous parameters p1 and mn are clearly
present, either directly as the arguments of S matrices
or through the lengths of the first and the last building
blocks l1 and ln. And actually that is all. The presence
of the other superfluous parameters through the values
l2, . . . , ln−1 is completely imaginary. To show this let us
note that these values can enter the main formulas (56)-
(58) only through the values c1 and cn and through the
combinations c21l1, . . . , c
2
nln. So if we choose c1 to be in-
dependent from l2, . . . , ln−1, then these parameters can
enter in none of the combinations c2klk due to the recur-
sion relation
c2k lk = d
2
k−1,k ·
1
c2k−1 lk−1
k = 2, . . . , n, (69)
which follows from the recursion relation (59), and like-
wise they cannot enter the value cn because one can write
that cn =
√
c2nln/ln.
Thus, there are only two superfluous parameters, p1
and mn, present in our formulas, either directly or
through the values l1 and ln. Do we need to remove
them? In general not, because it is clear that none of
the physically meaningful answers will depend on them
and, in this sense, their absence in the final results (like
in formulas (64) and (65)) could work as some indirect
indicator of the correctness of the calculations. But from
another point of view, it seems better not to have any su-
perfluous parameters from which one can expect nothing
except some possible additional complications.
The simplest way to remove the parameters p1 and mn
from the formulas (56)-(58) is to make them functions of
the physically meaningful parameters. For example, one
can take p1 = 0.5 · d1,2 and mn = 0.5 · dn−1,n. How-
ever, the way which we prefer is the modification of the
formulas (56)-(58) in such a way that the superfluous pa-
rameters will disappear automatically. In doing so let us
first present the final result and then make some remarks
on how it can be obtained:
9P (vx,yn ) · . . . · P (vx,y1 ) = M˘x,y, (70)
M˘x,y = JΛ
−1(bn)U(−pn)Mx,y U(−m1)Λ(b1), (71)
vx,y1 = b
2
1
(
1
d1,2
± g1
)
, (72)
vx,yk = b
2
k
(
dk−1,k+1
dk−1,k dk,k+1
± gk
)
, k = 2, . . . , n− 1, (73)
vx,yn = b
2
n
(
1
dn−1,n
± gn
)
, (74)
b1 > 0, bk = dk−1,k · 1
bk−1
, k = 2, . . . , n, (75)
and J is the 2× 2 symplectic unit matrix.
In order to obtain formulas (70)-(75) from formulas
(56)-(61) let us first introduce the parameters bk = ck
√
lk
and then assume that c1 is chosen in such a way that
b1 does not depend on any superfluous parameter (for
example, one simply can take c1 = 1/
√
l1). After this
one sees that the parameters l1 and ln enter the left-hand
side of Eq. (56) only through the matrices P (v˜x,y1 ) and
P (v˜x,yn ). Because of the property (A19) these matrices
can be decomposed into the following products:
P (v˜x,y1 ) = P (v
x,y
1 )L(c
2
1) = P (v
x,y
1 )L(b
2
1 / l1), (76)
P (v˜x,yn ) = U(−c2n)P (vx,yn ) = U(−b2n / ln)P (vx,yn ). (77)
As the last step, one has to substitute these decomposi-
tions back into Eq. (56), transfer U and L to the right-
hand side and, after some straightforward manipulations,
arrive at the final result described in the above formulas
(70)-(75).
Note that the whole story about the presence of the
superfluous parameters is the result of our desire to have
the expressions for the problem description (expressions
(56)-(61)) which reduces to the highly symmetric expres-
sions (13) and (14) in the limit of equal distances between
thin lenses. If one does not require that, then, as we will
outline below, it is possible to arrive at the representation
(70)-(75) without using the identity (9).
According to (A20) and (A21) the matrix of the build-
ing block can be written as
B(m, ±g, p) = P (−p)P (±g)P (−m)J. (78)
Substituting this representation in the original Eq. (7)
and using that due to (A8)
P (−mk)J P (−pk−1) = −P (−dk−1,k) (79)
we obtain
P (±gn)P (−dn−1,n) · . . . · P (−d1,2)P (±g1)Λ(b1) =
(−1)n−1J U(−pn)Mx,y U(−m1) Λ(b1), (80)
where we have already introduced an arbitrary positive
parameter b1. Now, assuming that all distances between
lenses are positive and using (A16), we can replace for
each k = 2, . . . , n the matrix P (−dk−1,k) by the matrix
−Λ(dk−1,k) with simultaneous adding to the arguments
of the two neighboring P matrices the value d−1k−1,k. After
these manipulations we arrive at the expression
P (d−1n−1,n ± gn) Λ(dn−1,n)·
P (d−1n−1,n + d
−1
n−2,n−1 ± gn−1) Λ(dn−2,n−1) · . . .
. . . · P (d−12,3 + d−11,2 ± g2)Λ(d1,2)P (d−11,2 ± g1)Λ(b1) =
J U(−pn)Mx,y U(−m1) Λ(b1), (81)
and the last step, which is still necessary in order to ob-
tain formulas (70)-(75), is to move all Λ matrices to the
left in the left-hand side of Eq. (81) using the identity
(A17) with a subsequent transfer of the matrix Λ(b−1n )
from the left to the right-hand side of the obtained equal-
ity.
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Appendix A: Elementary matrices and their
properties
The elementary symplectic P matrix which is defined
as follows,
P (a) =
(
a 1
−1 0
)
(A1)
and which we use extensively throughout this paper was
found empirically by the usual trial and error method
during attempts to reduce the problem of analytical
study of thin-lens multiplets to some “more manageable”
form. As we will see below, this matrix possesses many
interesting properties not only by itself, but also in com-
bination with the other elementary matrices. Although
not widely known in the scientific community, it was no
surprise, as we found later, that it was successfully used
in some special area of abstract algebra [12].
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In order to give an expression for the product of n
elementary P matrices, let us first define a sequence of
polynomials κn in the variables z1, . . . , zn recursively by
the following equations:
κ−1 = 0, κ0 = 1, (A2)
κn(z1, . . . , zn) = zn · κn−1(z1, . . . , zn−1)−
κn−2(z1, . . . , zn−2), n ≥ 1. (A3)
With these notations we assert that
P (an) · . . . · P (a1) =
(
κn(a1, . . . , an) κn−1(a2, . . . , an)
−κn−1(a1, . . . , an−1) −κn−2(a2, . . . , an−1)
)
, (A4)
which is clear for n = 1 and in the general case can
be proven by induction. Because such induction can be
made in two different ways, either by adding one more P
matrix from the left or from the right side, it is easy to
see that the polynomials κn can also be defined by (A2)
and by the recursion relation
κn(z1, . . . , zn) = z1 · κn−1(z2, . . . , zn)−
κn−2(z3, . . . , zn), n ≥ 1. (A5)
Comparison of (A3) and (A5) implies that
κn(z1, z2, . . . , zn−1, zn) ≡ κn(zn, zn−1, . . . , z2, z1). (A6)
According to (A4) we can write down the matrix of the
product of any number of elementary P matrices without
making any matrix multiplications. In this connection let
us note that the problem of deriving some recursion rela-
tions which allow one to obtain the transfer matrix of an
arbitrary multiplet without actual matrix multiplications
was also addressed in [1].
It is clear that the matrix P (0) coincides with the 2×2
symplectic unit matrix J , i.e., that
P (0) =
(
0 1
−1 0
)
= J, (A7)
and the following relations between the P matrices can
be easily verified by direct multiplication:
P (a)J P (b) = −P (a+ b), (A8)
P 3(±1) = ∓I, (A9)
P−1(a) = J P (−a)J = a · I − P (a), (A10)
P (a)P−1(b) = −P (a− b)J, (A11)
P (a)P−1(b)P (c) = P (a− b+ c), (A12)
where I is the 2× 2 identity matrix.
Let us now introduce three more elementary matrices.
The diagonal (scaling) matrix
Λ(a) =
(
a 0
0 a−1
)
(A13)
and the lower and upper triangular matrices with unit
diagonal elements
L(a) =
(
1 0
a 1
)
, U(a) =
(
1 a
0 1
)
. (A14)
Note that although the matrices L and U formally coin-
cide with the matrices of the thin lens and the drift space,
respectively, we have introduced them in order to distin-
guish the situations where matrix of lens or drift has
physical meaning and where the usage of low or upper
triangular matrix is simply the reflection of the mathe-
matical technique used.
We have the following relations between the matrices
P , Λ, L and U :
P (a)P (a−1)P (a) = Λ(−a), (A15)
P (a)P (b−1)P (c) = P (a− b) Λ(b−1)P (c− b), (A16)
Λ(a)P (b) Λ(a) = P (a2b), (A17)
P (a−1) = L(−a) Λ(a−1)U(a), (A18)
U(a)P (b)L(c) = P (b+ c− a), (A19)
L(a) = −J P (a), (A20)
U(a) = −P (−a)J. (A21)
Although these relations are elementary, they are basic
for all results of this paper.
Appendix B: Three Explicit Solutions for Four-Lens
Telescopes
A telescope is a beam transport system which has di-
agonal transfer matrices in both transverse planes,
Mx,y =
(
æx,y 0
0 æ−1x,y
)
, (B1)
where the numbers æx and æy are called magnifications
(or de-magnifications, if convenient; negativity of hor-
izontal/vertical magnification means that the horizon-
tal/vertical image is inverted with respect to the origi-
nal). It is an optics module which is important for many
11
accelerator designs and its study has received consider-
able attention in the past (see, for example, papers [3–
6, 13]). The minimum number of thin lenses required
for a telescope to exist is believed to be four (though, to
our knowledge, still no rigorous proof is available) and
the corresponding four-lens telescope system of matrix
equations in our notations can be written as follows:
D(p4)Q(±g4)D(d3,4)Q(±g3)D(d2,3)·
Q(±g2)D(d1,2)Q(±g1)D(m1) = Mx,y. (B2)
There are two explicit analytical solutions known for
the system (B2). The first solution is obtained when the
astronomical telescope, consisting of two focusing lenses
separated by the distance equal to the sum of their focal
lengths, is generalized to the usage of magnetic doublets
instead of optical lenses. This solution has the property
that
æx = æy < 0, (B3)
i.e. it always provides telescopes with equal negative
magnifications in both transverse planes (see, for exam-
ple [4]). The second known analytical solution in the
four-lens case is the solution for an inversor [13], which
is the name of the telescope with the horizontal and ver-
tical magnifications being inverse of one another:
æx · æy = 1, æx,y < 0. (B4)
Besides these two explicit solutions, all other studies of
the four-lens telescopes (as well as telescopes constructed
from larger number of lenses) are either purely numeri-
cal or semianalytical as in [5, 6, 13], where in the first
step the part of variables is eliminated from the system
(B2) analytically and, in the second step, the remaining
equations are solved numerically. Since these remaining
equations are not linear in the variables, they cannot be
solved easily even numerically and, therefore, any new
explicit solution of the system (B2) is of interest. In this
Appendix we provide new analytical solutions using tools
and techniques developed in this paper.
Let us first transform the system (B2) to the P matrix
representation (70)-(75). If we take b1 in (75) as follows,
b1 =
√
d1,2 d3,4
d2,3
, (B5)
then, after some straightforward manipulations, we ob-
tain the equations
P (vx,y4 )P (v
x,y
3 )P (v
x,y
2 )P (v
x,y
1 ) = M˘x,y, (B6)
where
M˘x,y =
(
0 æ−1x,y
−æx,y νx,y
)
, (B7)
νx,y =
d2,3
d1,2 d3,4
(m1 æx,y + p4æ
−1
x,y), (B8)
and the P matrix arguments vx,yk are given by the for-
mulas (72)-(74).
The equivalent to the eight equations (B6) system of
the six independent equations was already obtained in
the course of this paper. To get it, one simply has to
substitute vx,yk instead of zk and elements of the matrix
M˘x,y instead of mkl into the system (23). The resulting
system can be further simplified taking into account the
special form of the matrix M˘x,y. If νx,y 6= 0, then Eq.
(B6) is equivalent to the system


vx,y2 + νx,y v
x,y
4 = −æ−1x,y
vx,y3 + νx,y v
x,y
1 = −æx,y
vx,y2 v
x,y
3 = 1 − νx,y
(B9)
and if νx,y = 0 (νx and νy can be zero or nonzero only
simultaneously), then the equivalent system takes on the
form 

vx,y2 = −æ−1x,y
vx,y3 = −æx,y
æ−1x,y v
x,y
1 + æx,y v
x,y
4 = −1
(B10)
It is intuitively clear that the two known analytical
solutions for the four-lens telescopes are somehow con-
nected with the symmetry relations (B3) and (B4), but it
is not obvious, when looking directly at the telescope ma-
trix (B1), how to find other symmetry conditions, which
could allow us to find new explicit solutions. One of the
advantages of the P matrix representation of Eq. (B2)
is that the form of the matrix M˘x,y in (B6) gives us a
useful hint that as such a symmetry condition one may
try the condition
νx = νy. (B11)
This condition, in the next turn, can be considered as a
combination of the following three cases:
m1 = p4 = 0, (B12)
æx = æy, (B13)
p4 = æxæy m1. (B14)
The condition (B11) is satisfied if and only if at least one
from the conditions (B12)-(B14) is true.
As we will see below, all three cases (B12)-(B14) are
actually analytically solvable and, moreover, include as
their parts both previously known solutions. But, before
giving the details, let us make one more useful prepara-
tory step.
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As it is well known, the telescope matrix (B1) is in-
variant under a scale transformation. It means that if
the set
m1, g1, d1,2, g2, d2,3, g3, d3,4, g4, p4 (B15)
is the solution of the system (B2), then so is the set
λm1,
g1
λ
, λd1,2,
g2
λ
, λd2,3,
g3
λ
, λd3,4,
g4
λ
, λp4, (B16)
where λ is an arbitrary positive number. That allows
us in all further considerations to set the length of the
middle drift d2,3 equal to one chosen unit of length
d2,3 = 1. (B17)
1. Telescopes which start and end by lens
If the condition (B12) is satisfied, then νx = νy = 0
and the equivalent to the equations (B6) system is the
system (B10). The necessary and sufficient conditions
for this system to have solutions are that
æx,y < 0 and æx 6= æy. (B18)
If these conditions are satisfied, then the solution is
unique (with the precision up to the scale transforma-
tion (B16)) and is given by the following formulas:
d1,2 =
2(a1 − a2)
a23
, d3,4 =
a1(2 − a2)
a23
, (B19)
g1 = −
a3
(
a32 − 2 a1 (a1 − a2) − 4 a4
)
4 a2 (2 − a2) (a1 − a2) , (B20)
g2 =
a3 (2− a2)
2 (a1 − a2) , g3 = −
a3 (a1 − a2)
a1 (2− a2) , (B21)
g4 =
a3
(
a32 − 2 a1 (2− a2) − 2 a1 a4
)
2 a1 a2 (2− a2) (a1 − a2) , (B22)
where we have used the notations{
a1 = 2æxæy, a2 = æx +æy,
a3 = æx − æy, a4 = æ2x +æ2y.
(B23)
As a partial case this solution includes a new inversor
with zero entrance and exit drifts:
æx = æ
−1
y = æ, (B24)
d1,2 = d3,4 = − 2æ
(1 + æ)2
, (B25)
g3 = −g2 = 2 g1 = −2 g4 = 1 − æ
2
2æ
. (B26)
2. Telescopes with equal magnifications in both
transverse planes
Now we turn our attention to the condition (B13) and
will consider telescopes with equal magnification in both
transverse planes:
æx = æy = æ. (B27)
According to the result of the previous subsection, none
of such telescopes can exist if m1 = p4 = 0 and there-
fore the system under study is the system (B9). By el-
ementary analysis one can show that the necessary and
sufficient conditions for the telescope with equal magni-
fications to exist are that
m21 + p
2
4 > 0 and æ < 0. (B28)
If these conditions are satisfied, then all possible solutions
can be expressed as follows:
d3,4 = |æ| d1,2, p4 = |æ| (1 − |æ|m1), (B29)
g1 = δ
√
1 + |æ|
d1,2
· 1 + |æ| d1,2
1 + d1,2
, (B30)
g2 = −δ
√
1 + |æ|
d1,2
· 1 + d1,2
1 + |æ| d1,2 , (B31)
g3 = g1 / |æ|, g4 = g2 / |æ|, (B32)
where the free parameters are δ = ±1, d1,2 > 0 and m1
satisfying the inequality
0 ≤ m1 ≤ 1 / |æ|. (B33)
Let us divide the central interval d2,3 = 1 into two
parts of the lengths 1−|æ|m1 and |æ|m1 respectively and
prescribe these subintervals to the first and to the second
doublet cells correspondingly. Comparing now the ob-
tained above doublet settings with the settings provided
by the generalization of the astronomical telescope, one
can find that they coincide. But though this solution is
already known, we still made a useful step. We proved
that it is the only solution for the four-lens telescope with
equal magnifications possible.
3. Telescopes with nonequal magnifications and
special ratio of entrance and exit drifts
The remaining case to analyze is the case (B14), which
we will study under the additional assumptions that the
length of the entrance drift m1 is nonzero and that the
horizontal and vertical magnifications are not equal to
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each other, because these situations were already consid-
ered in the previous subsections, i.e., we will study tele-
scopes with nonequal magnifications and with the special
ratio of the entrance and exit drifts given by the relation
(B14). The system for analysis is the system (B9), and
the necessary and sufficient conditions for such a tele-
scope to exist are that æx,y < 0. If these conditions are
satisfied, then all possible solutions can be expressed as
follows:
d1,2 =
2 (a1 − a2)
a23
· (1 + a2m1), (B34)
d3,4 =
a1 (2 − a2)
a23
· (1 + a2m1), (B35)
p4 = æxæy m1, (B36)
g2 =
δ
d1,2
√
1 + d1,2
1 + d3,4
· (1 + a2m1 + d1,2 + d3,4), (B37)
g3 = − δ
d3,4
√
1 + d3,4
1 + d1,2
· (1 + a2m1 + d1,2 + d3,4),(B38)
g1 = − 1
a2m1
·
(
a3
2
+
d3,4
d1,2
· g3
)
, (B39)
g4 =
1
a2m1
·
(
a3
a1
− d1,2
d3,4
· g2
)
, (B40)
where the ak are given by the formulas (B23) and the free
parameters are δ = ±1 and m1 satisfying the inequality
0 < m1 < 1 / |æx +æy|. (B41)
The solution (B34)-(B40) has two continuous branches
which are defined by the value of the parameter δ. In the
limit m1 → 0 the branch corresponding to
δ = sign(æx − æy) (B42)
survives and converges to the solution (B19)-(B22), and
the other branch diverges with g1 and g4 going to infinity.
The solution (B34)-(B40) also includes inversors de-
scribed by the following formulas:
æx = æ
−1
y = æ, (B43)
d1,2 = d3,4 = −2 · æ + m1 + æ
2m1
(1 + æ)2
, (B44)
p4 = m1, g3 = −g2, g4 = −g1, (B45)
g1 =
1
m1 (1 + æ2)
(
1 − æ2
2
+ æ g2
)
, (B46)
g2 = δ
|1 − æ2|
2
√
æ (æ + m1 + æ2m1)
. (B47)
Note that these inversors include the previously known
solution for the inversor [13] as a partial case. To see
that one has first to set δ = sign(æ2− 1) and m1 = 1 / λ,
where
λ =
(1 − æ)4
8æ2
, (B48)
in the solution (B43)-(B47), and then scale the result
with λ according to the formulas (B16).
Appendix C: FODO-Type Beam Line for
Independent Scan of Horizontal and Vertical Phase
Advances
In this Appendix we will apply the explicit solution
developed in this paper to the design of a beam line
which allows an independent scan of the horizontal and
the vertical phase advances while preserving the entrance
and exit matching conditions for the Twiss parameters.
Even though the purely numerical approach to this prob-
lem could result in a smaller number of lenses than we
will use, it is not an easy task. Besides the requirements
to cover the specified range of phase advances and to
preserve the entrance and exit matching condition, there
are a number of additional constraints which one has to
satisfy. They could include, for example, limitations on
the lens strengths and limitations on the changes in the
behavior of the betatron functions inside the beam line
during the phase scan. For each lens, the outcome of
the numerical optimization is a two-dimensional array of
the lens settings corresponding to the chosen grid in the
space of phase advances. Every change in the design spec-
ifications (which often happens during the design stage)
results in the necessity to repeat all optimization proce-
dures with no warranty that the new output will be close
to the previous one even for relatively small changes in
the input requirements.
The advantage of our approach is that most of the de-
sign problems can be addressed without resorting to un-
guided numerical calculations and that the lens settings
required for obtaining the needed horizontal and vertical
phase advances can be calculated according to explicit
analytical formulas.
Note that our interest in this problem is motivated
by the desire to have in the future the possibility for
minimization of emittance growth due to coherent syn-
chrotron radiation (CSR) at the European XFEL Facility
[14] by optimizing the phase advance between two bunch
compressors chicanes.
Let us consider a FODO cell of the length L which
begins with a drift space of the length L/4 and let us
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assume that the first lens is horizontally focusing with
the absolute value of its strength equal to the value
g =
2
√
3
L
. (C1)
It is a FODO cell with 120◦ phase advance and its peri-
odic Twiss parameters are as follows:
βx,y =
5L
4
√
3
, αx,y = ∓2. (C2)
Let us now take a string of six such FODO cells. Com-
paring the value (C1) with the values (25), one sees that
if we freeze the settings of the six lenses to their original
FODO settings
{
g2 = g6 = g10 = g
g3 = g7 = g11 = −g (C3)
and allow the strengths of the remaining lenses to be vari-
able parameters, then we will obtain the sequence of three
four-lens blocks with decoupled transverse actions. We
know that with the help of three blocks we can represent
most of the 4× 4 uncoupled transfer matrices and let us
see what range of phase advances our beam line can cover
while preserving the periodic matching conditions (C2)
for the Twiss parameters. To keep this matching and,
in the same time, to have predefined fractional parts of
phase advances µx and µy, the overall transfer matrix of
our beam line must have the form
Mx,y = T
−1
x,y · R(µx,y) · Tx,y, (C4)
where
Tx,y =
(
1/
√
βx,y 0
αx,y/
√
βx,y
√
βx,y
)
, (C5)
βx,y and αx,y are the same as in (C2), and R(µx,y) is a
2× 2 rotation matrix
R(µx,y) =
(
cos(µx,y) sin(µx,y)
− sin(µx,y) cos(µx,y)
)
. (C6)
Following now the procedure described in Sec. III of
this paper, one finds that for all µx,y 6= 240◦ the matrix
(C4) can be represented by three blocks with decoupled
transverse actions and that for all µx,y 6= 60◦ the solution
for the lens strengths is unique. As concerning points
where either µx or µy is equal to 60
◦, there are many
solutions, but it is possible to choose one of them such
that on the whole set µx,y 6= 240◦ the lens strengths
will be continuous functions of the phase advances. The
final formulas for the lens settings can be summarized as
follows:
g1 = g9 = −g · 28 − u
y · wx1 − ux · wy1
24
, (C7)
g4 = g12 = g · 28 − u
x · wx1 − uy · wy1
24
, (C8)
g5 = −g · 28 − u
y · wx2 − ux · wy2
24
, (C9)
g8 = g · 28 − u
x · wx2 − uy · wy2
24
, (C10)
where
ux,y = 2∓
√
3 (C11)
and
wx,y2 = cos(µx,y) − sin(µx,y) /
√
3, (C12)
wx,y1 = w
x,y
3 =
1 − 2 sin(µx,y) /
√
3
wx,y2
(C13)
for µx,y 6= 60◦, 240◦, and
wx,y2 = 0, w
x,y
1 = w
x,y
3 = 1/2 (C14)
for µx,y = 60
◦.
What is in particular interesting in this solution is the
fact that, though with changing phase advances the set-
ting of six lenses varies, only four independent tuning
knobs are required (wx,y1 and w
x,y
2 ).
If µx and/or µy approach the value 240
◦, then the
strengths of some lenses in our solution go to infinity,
but if we restrict the region of our interest, for example,
to the region 0◦ ≤ µx,y ≤ 180◦, then the lens strengths
remain bounded and satisfy the inequality
1 ≤ |gm|
g
≤ 7
√
3 + 2
6
√
3
≈ 1.359, (C15)
which, in particular, means that in this phase advance
region none of the lenses change its polarity in compar-
ison with their original FODO settings. If, in addition,
the scan of only µx is required with µy = 0, then the
inequality (C15) is further relaxed to the inequality
1 ≤ |gm|
g
≤ 28
√
3 + 7
24
√
3
≈ 1.335, (C16)
for m = 1, 5, 9, and to the inequality
1 ≤ |gm|
g
≤ 24
√
3 + 1
24
√
3
≈ 1.024, (C17)
for m = 4, 8, 12.
Concerning the changes in the behavior of the beta-
tron functions inside the beam line during the phase scan,
then, for example, for all −40◦ ≤ µx,y ≤ 60◦ the beta-
tron functions βx,y(s) in each position s along the beam
line satisfy the inequalities
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FIG. 1: Betatron functions along the phase advance scan
beam line for µx = 60
◦, µy = 0
◦.
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FIG. 2: Betatron functions along the phase advance scan
beam line for µx = 0
◦, µy = 60
◦.
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FIG. 3: Betatron functions along the phase advance scan
beam line for µx = µy = 60
◦.
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FIG. 4: Betatron functions along the phase advance scan
beam line for µx = 0
◦, µy = −40
◦.
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FIG. 5: Betatron functions along the phase advance scan
beam line for µx = µy = −40
◦.
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FIG. 6: Betatron functions along the phase advance scan
beam line for µx = 60
◦, µy = −40
◦.
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0.75 βmin ≤ βx,y(s) ≤ 1.88 βmax, (C18)
where
βmin =
2−√3√
3
L, βmax =
2 +
√
3√
3
L (C19)
are the minimum and the maximum of the periodic
FODO solution. In more details the behavior of the be-
tatron functions along the beam line can be seen in Figs.
1-6, where they are drawn for the several values of µx,y
taken on the borders of the considered area and for the
FODO cell length chosen to be one meter.
The presented beam line for the scan of the phase ad-
vances is simple, rather elegant and, in the same time,
can cover quite a range of phase advances with not very
large changes in the lens strengths as compared to their
original FODO settings. It can also be adopted to the
needs of the European XFEL, where the linac between
the two bunch compressors has exactly six FODO cells
and two additional quadrupole groups (matching sec-
tions) are available at both linac ends.
Note that it is not necessary to keep the periodic
matching conditions (C2). Any two sets of Twiss pa-
rameters can be fixed at the beam line ends, but one has
to remember that the choice of them will affect the po-
sition of singularities of the solution obtained with the
help of the three blocks with decoupled transverse ac-
tions. To avoid singularities completely and/or to have
additional knob for the control of the betatron functions
inside the beam line, one can switch to the solution which
utilizes four blocks or to the solution with three blocks
plus one additional lens. As described in Sec. IV of this
paper, the equal spacing of lenses can also be abandoned,
if required.
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