Let s1, s2 ∈ (−1, 1) and s = (s1, s2). In this paper, the author introduces the Besov spaceḂ s pq (R 2 ) with p, q ∈ [1, ∞] and the Triebel-Lizorkin spacė F s pq (R 2 ) with p ∈ (1, ∞) and q ∈ (1, ∞] associated to singular integrals with flag kernels. Some basic properties, including their dual spaces, some equivalent norm characterizations via Littlewood-Paley functions, lifting properties and some embedding theorems, on these spaces are given. Moreover, the author obtains the boundedness of flag singular integrals and fractional integrals on these spaces.
Introduction
In order to study the b -complex on certain quadratic CR submanifolds of C n , Nagel, Ricci, and Stein [6] introduced the notion of singular integrals with flag kernels on R n . Since the flag singular integral is a special case of product singular integrals, the boundedness of flag singular integrals on L p (R n ) with p ∈ (1, ∞) is a simple corollary of the boundedness of the corresponding product singular integrals. Recently, Han and Lu in [3] developed a corresponding Hardy space theory for flag singular integrals on R n . Motivated by [3, 6, 7] , letting s 1 , s 2 ∈ (−1, 1) and s = (s 1 , s 2 ), in this paper, we introduce the Besov spaceḂ s pq (R 2 ) with p, q ∈ [1, ∞] and the Triebel-Lizorkin spaceḞ s pq (R 2 ) with p ∈ (1, ∞) and q ∈ (1, ∞] associated to singular integrals with flag kernels. Some basic properties, including their dual spaces, some equivalent norm characterizations via Littlewood-Paley functions, lifting properties, and some embedding theorems on these spaces are given. Moreover, we obtain the boundedness of flag singular integrals and fractional integrals on these spaces.
For the simplicity of presentation, we work on flag integrals on R 2 . However, our method works for more general product Euclidean spaces.
It was proved in [5, 6] that flag kernels on R 2 are closely connected with product kernels on R 2 × R. We denote any element of R 2 × R by the 3-tuple x = (x 1 , x 2 , x 3 ), where (x 1 , x 2 ) ∈ R 2 and x 3 ∈ R. We endow R 2 with the following dilation that for any δ > 0 and x = (x 1 , x 2 ) ∈ R 2 , δx = (δx 1 , δ 2 x 2 ) and the norm that x = (x 2 1 + |x 2 |) 1/2 , which is equivalent to |x 1 | + |x 2 | 1/2 . Obviously, the homogeneous dimension of R 2 is 3.
In order to express the cancellation conditions introduced by Nagel, Ricci, and Stein in [6] , we introduce the following terminology. A k-normalized bump function on R n is a C k -function supported on the unit ball with C k -norm bounded by 1. It was proved by Nagel, Ricci, and Stein in [6, Remark 2. 1.7] that Definitions 1.1 and 1.2 given below are essentially independent of the choice of k ∈ N. Hence we usually speak of normalized bump functions rather than k-normalized bump functions.
In what follows, we denote by C a positive constant which is independent of the main parameters, but it may vary from line to line. Constants with subscripts, such as C 1 , do not change in different occurrences. We also use subscripts to indicate which parameters the constant depends on. Moreover, let N ≡ {1, 2, . . . } and Z + ≡ N ∪ {0}. Definition 1.1. A product kernel on R 2 × R, relative to the given dilations, is a distribution K on R 2 × R which coincides with a C ∞ function away from the coordinate subspace x j = 0 for j = 1, 2, 3 and which satisfies: (i) (Differential inequalities) For each multi-index α = (α 1 , α 2 , α 3 ) ∈ (Z + ) 3 , there exists a positive constant C α so that (ii) (Cancellation conditions) (a) For each multi-index (α 1 , α 2 ) ∈ (Z + ) 2 and any given normalized bump function ϕ on R and any δ > 0, there exists a positive constant C α1,α2
so that, for all (x 1 , x 2 ) = (0, 0),
x2 K(x 1 , x 2 , x 3 )ϕ(δx 3 ) dx 3 ≤ C α1,α2 (x 1 , x 2 ) −3−α1−2α2 .
(b) For each α 3 ∈ Z + and any given normalized bump function ϕ on R 2 and any δ > 0, there exists a positive constant C α3 so that, for all x 3 = 0,
(c) For any given normalized bump function ϕ on R 2 × R and any δ 1 , δ 2 > 0, there exists a positive constant C so that
The following definition of flag kernels is just a special case of flag kernels in [6] .
Definition 1.2. A flag kernel on R
2 , relative to the given dilations, is a distribution K on R 2 which coincides with a C ∞ function away from the coordinate subspace x 1 = 0 and which satisfies:
(i) (Differential inequalities) For each α = (α 1 , α 2 ) ∈ (Z + ) 2 , there exists a positive constant C α so that, for all x 1 = 0,
(ii) (Cancellation conditions) (a) For any given normalized bump function ϕ on R, any α 1 ∈ Z + , and any δ > 0, there exists a positive constant C α1 so that, for all x 1 = 0,
(b) For any given normalized bump function ϕ on R, any α 2 ∈ Z + , and any δ > 0, there exists a positive constant C α2 so that for all x 2 = 0,
(c) For any given normalized bump function ϕ on R 2 , and any δ 1 , δ 2 > 0, there exists a positive constant C so that Remark 1.3. It was pointed by Nagel, Ricci, and Stein in [6] that the single normalized bump function in Definitions 1.1 and 1.2 (ii)-(c) can be replaced by the tensor product of normalized bump functions on R 2 and R.
The following proposition is completely similar to Proposition 3.2 and Lemma 4.5 in [5] , which reveals the relation between the product kernel and the flag kernel. Proposition 1.4. Let K be an integrable function on R 2 × R which is a product kernel as in Definition 1.1. Then, for (x 1 , x 2 ) ∈ R 2 ,
is a flag singular kernel on R 2 . Conversely, given K ∈ L 1 (R 2 ) which is a flag kernel as in Definition 1.2, then
where χ is a non-negative smooth function supported on [1/2, 1] such that 1 1/2 χ(t) dt = 1, is an integrable product kernel on R 2 × R such that (1) holds.
The organization of this paper is as follows. In section 2, we first establish some Calderón reproducing formulae (see Lemma 2.3), whose dyadic version (see Lemma 2.4) are essentially included in [3] . However, in this paper, we use a slightly different way from [3] to define the topology of S ∞,F (R 2 ); see Definition 2.1 below and Definition 1.6 in [3] . Let s 1 , s 2 ∈ (−1, 1) and s = (s 1 , s 2 ). With a special choice of approximations of the identity associated to flag kernels (see (1. 3) of [3] ), we then introduce the norms of · Ḃs pq (R 2 ) and · Ḟ s pq (R 2 ) in Definition 2.5, and using the Calderón reproducing formulae, we prove in Theorem 2.6 that these norms are independent of the choice of the approximations of the identity associated to flag kernels. Then we introduce the Besov spaceḂ s pq (R 2 ) and the Triebel-Lizorkin spacė
in Definition 2.7. Some basic properties including dual spaces of these spaces are presented in Propositions 2.9, 2.10, and 2.11. In Theorems 2.8, 2.14 and Corollary 2.22, we establish some equivalent norm characterizations of these spaces including various Littlewood-Paley functions. We remark that Corollary 2.22 clearly reveals the difference betweenḂ
with the classical product Besov and Triebel-Lizorkin spaces in [7] .
The boundedness of flag singular integrals onḂ We first introduce the Calderón reproducing formulae. To this end, we need to introduce some spaces of distributions; see [3] . Definition 2.1. A Schwartz function f ∈ S(R 2 ) is said to belong to the space of test functions, S ∞,F (R 2 ), related to flag singular integrals, if there exists a Schwartz function f ∈ S(R 2 × R) such that, for all (
where f satisfies the following conditions: for all x 3 ∈ R and (
and for all (
We endow S ∞,F (R 2 ) with the same topology as S(R 2 ), and we denote its dual space by S ∞,F (R 2 ) .
Remark 2.2. It is easy to see that the space S ∞,F (R 2 ) is a closed subspace of S(R 2 ), and if f ∈ S ∞,F (R 2 ) then, for all
Let P x2 (R) be the set of all polynomials on R in variable x 2 . Then, one can easily
We now establish the following Calderón reproducing formulae by a method essentially similar to that of Theorem 3 in the appendix of [2] and a dual argument; see also [3] .
and, for all η ∈ R and η = 0,
For t 1 , t 2 > 0 and
and
Then the identity
Proof. From the Plancherel principle and the assumptions of the lemma, it is easy to see that (2) holds in L 2 (R 2 ). The fact that (2) holds in S ∞,F (R 2 ) and a dual argument show that (2) also holds in S ∞,F (R 2 ) . Thus, to finish the proof of Lemma 2.3, we only need to show that (2) holds in S ∞,F (R 2 ). To do so, for f ∈ S ∞,F (R 2 ), i > 0, and δ i > 0 with i = 1, 2 and (x 1 , x 2 ) ∈ R 2 , set
We only need to show that for any fixed N ∈ Z + and all (x 1 , x 2 ) ∈ R 2 , there exists a positive constant C = C f,ψ (1) ,ψ (2) ,N such that
Obviously, we may assume that 0 < i < 1 < δ i for i = 1, 2 in (3). To prove (3), we write 
Let
t2 . Then it is easy to see that ϕ t1t2 = ψ t1t2 * ψ t1t2 . Since f ∈ S ∞,F (R 2 ), by Definition 2.1, there exists a function f as in Definition 2.1 such that, for all (
Using this fact, we have
By the vanishing moments of ϕ (1) and ϕ (2) , we further write
We denote the corresponding terms of H 
From this, we can easily deduce a desired estimate for H 1 1,1 . Similarly, we have
which gives a desired estimate of H In what follows, we denote by a the integer no more than a ∈ R. To estimate H 2 1 , by the vanishing moments of ϕ (1) and f , we write
and we also denote the corresponding terms of H 
which yields a desired estimate for H Similarly, we have a 'discrete' version of Lemma 2.3 and we omit the details of its proof; see [3] .
and for all η ∈ R and η = 0,
, and
We now introduce the norms · Ḃs pq (R 2 ) and · Ḟ s pq (R 2 ) for f ∈ S ∞,F (R 2 ) and using Lemma 2.3, we prove that they are independent of choices of ψ (1) and ψ (2) .
Definition 2.5. Let ψ t1t2 be the same as in Lemma 2.3 and
for p ∈ (1, ∞) and q ∈ (1, ∞], where the usual modifications are made when p = ∞ or q = ∞.
We recall the definition of the strong maximal function: for any 
To prove (5) and (6), by Lemma 2.3, we first need to establish a desired estimate forψ u1u2 * ψ t1t2 . By its definition, it is easy to show that, for all (
where, and in what follows, * 2 denotes the convolution in the second variable. We also set a ∧ b = min{a, b} and a ∨ b = max{a, b} for a, b ∈ R. We claim that
(ii) for all t 2 , u 2 > 0 and all z ∈ R,
By similarity, we only show (7) . To this end, by the mean value theorem and some trivial computation, we can easily prove that, for all u 1 > 0 and (
and, for all u 1 > 0 and (
The estimates (9) and (10), withψ (1) u1 and u 1 replaced respectively by ψ (1) t1 and t 1 , also hold. We now prove (7) in the case u 1 ≥ t 1 . In this case, as
we can write
The estimate (10) yields that
and the estimates (9) forψ (1) u1 and ψ (1) t1 imply that
which proves (7) . Let t, s > 0 and (x 1 , x 2 ) ∈ R 2 . We now estimate
For E 1 , in this case, we have that |x 2 − y| ≥ |x 2 |/2 and
for E 3 , by the fact that
we also obtain an estimate similar to E 1 . For E 2 , we have
Thus, for all t, s > 0 and (
Let M denote the Hardy-Littlewood maximal funnction on R 2 . Now, the estimates (7), (8) , and (11) and Lemma 2.3 yield that
which together with the Minkowski inequality and the L p (R 2 )-boundedness of M and M s yields that, for p ∈ (1, ∞),
The estimate (13) combined with the Minkowski inequality shows that
The Hölder inequality and the assumption that s i > −1 for i = 1, 2 further imply that
where, and in what follows, we denote by q the conjugate index of q, namely, 1/q + 1/q = 1. The same argument as for F 1 also yields the desired estimates for F i with i = 2, 3, 4. This proves (5) and hence, by symmetry, the independence of the norm · Ḃs pq (R 2 ) with respect to the choice of ψ (i) , for i = 1, 2.
We now turn to the proof of (6) . From the estimate (12), it follows that, for all u 1 , u 2 > 0 and (
, which combined with Lemma 2.3 and (10) yields that
, where we have used the vector-valued inequality of Fefferman-Stein in [1] . This proves (6) and, by symmetry, the independence of the norm · Ḟ s pq (R 2 ) with respect to the choice of ψ (i) for i = 1, 2 . This finishes the proof of Theorem 2.6.
Based on Theorem 2.6, we now introduce the Besov spaceḂ 
and the Triebel-Lizorkin spaceḞ 
Furthermore, in this case, · Ḃs
are equivalent to · Ḃs pq (R 2 ) and
Since the proof of Theorem 2.8 is essentially the same as that of Theorem 2.6, we omit the details.
The following properties of these spaces can easily be deduced from Theorem 2.8 and the monotonicity of the spaces l q ; see [9, 11] .
namely, there exists a positive constant C such that, for all f ∈Ḃ
The following basic properties are useful in the study on the dual and interpolation of these function spaces; see [4, 9] . Proposition 2.10. Let s 1 , s 2 ∈ (−1, 1) and s = (s 1 , s 2 ). Then
(ii) The spaceḞ
Proof. We only prove the conclusion that S ∞,F (R 2 ) ⊂Ḃ s pq (R 2 ) of (i), and the conclusion thatḂ
can be deduced from Lemma 2.3 and the Hölder inequality. Moreover, by a routine procedure, we can prove that
and we omit the details; see [4] .
. By Definition 2.1, there exists a Schwartz function f ∈ S(R 2 × R) satisfying all the properties of Definition 2.1 such that, for all (
Let ψ t1t2 be the same as in Lemma 2.3, and we write
To estimate L 1 , for (x 1 , x 2 ) ∈ R 2 and t 1 , t 2 > 0, by the vanishing moments of ψ (1) and ψ (2) , we write 
Then, the same argument as that for I i with i = 1, 2, 3, 4 in the proof of Lemma 2.3 yields that, for any N ∈ Z, there exists a positive constant C = C N,f such that, for all t 1 , t 2 > 0 and (
which implies the desired estimate for L 1 . The same argument as that for J i with i = 1, 2, 3, 4 in the proof of Lemma 2.3 can yield a desired estimate for L 2 . The estimates for L 3 and L 4 can be obtained in a similar way. We omit the details. This finishes the proof of Proposition 2.9.
Based on Proposition 2.10, we can give out the dual spaces of these spaces as below, which can be proved by an argument same as that of Theorem 7.1 in [4] . We omit the details.
and this linear functional can be extended toḂ
and this linear functional can be extended toḞ s pq (R 2 ) with norm at most
Conversely, if L is a linear functional onḞ s pq (R 2 ), then there exists a unique 
with −s, p , and q having the same meaning as in Proposition 2.11. The equality (14) is new only for the case max(p, q) = ∞ in comparison with Proposition 2.11. This fact can be easily proved by combining the argument in [4, pp. 116-120] with that in [9, p. 180 ]; see also [10, pp. 121, 122] . We omit the details. Now, using these properties, we establish the Lusin-area characterizations of Triebel-Lizorkin spacesḞ s pq (R 2 ). First we introduce the following two kinds of Lusinarea functions. Definition 2.13. Let s i ∈ R and α i > 0 for i = 1, 2, s = (s 1 , s 2 ) and q ∈ (1, ∞). Let ψ t1t2 for t i > 0 with i = 1, 2 be the same as in Lemma 2.3 and χ = χ (0,1) . For f ∈ S ∞,F (R 2 ) and (x 1 , x 2 ) ∈ R 2 , we define
The characterizations of Lusin-area functions ofḞ s pq (R 2 ) can be stated as below.
Theorem 2.14. Let s 1 , s 2 ∈ (−1, 1), s = (s 1 , s 2 ), α i > 0 for i = 1, 2, and p, q ∈ (1, ∞). Then, for f ∈ S ∞,F (R 2 ) , the following three propositions are equivalent:
Furthermore, in this case,
there exists a positive constant C such that, for all f ∈Ḟ
To this end, for (
and, similarly, for |x 1 − y 1 | < α 1 u 1 and |x 2 − y 2 | < α 2 u 2 1 , we also have
Now the estimates (7), (8), Lemma 2.3, and the estimates (17) and (18), respectively, yield that
Replacing (12) with (19) and (20), respectively, and repeating the argument of (6) in Theorem 2.6, we then obtain (15) and (16). We now show the converse of (15) and (16) and by similarity we only prove the converse of (16). To this end, letting f ∈Ḟ s pq (R 2 ) and g ∈Ḟ −s p q (R 2 ) and {ψ t1t2 } t1,t2>0 be the same as in Lemma 2.3, by (16), Proposition 2.11, and the Hölder inequality, we obtain
, which establishes the equivalence of (i) and (ii) and, hence, completes the proof of Theorem 2.14.
Remark 2.15. From the proof of Theorem 2.14, it is easy to see that (15) and (16) also hold for p ∈ (1, ∞) and q = ∞.
Let us now state the Littlewood-Paley theorem corresponding to the following g-function.
Definition 2.16. With the same notation as in Lemma 2.3, for f ∈ S ∞,F (R 2 ) , we define its Littlewood-Paley g-function, g(f ), of f by where (
Using the boundedness of vector-valued singular integrals and a dual argument similar to the proof of Theorem 2.14, we can obtain the following result and we omit the details; see [3] .
From Theorem 2.17, Definition 2.7, and Theorem 2.14, it is easy to deduce the following conclusions:
with an equivalent norm.
Moreover, the norms
are mutually equivalent, where α 1 , α 2 > 0.
We now establish a new characterization of Besov and Triebel-Lizorkin spaces. First, we introduce the following new Besov and Triebel-Lizorkin norms.
Definition 2.19. Let ψ t1t2 be the same as in Lemma 2.1 and
We can also show that the definitions of · Proof. Letψ (i) for i = 1, 2 be the same as in the proof of Theorem 2.6. We denote the corresponding norms, respectively, by · 2Ḃ s pq (R 2 ) and · 2Ḟ s pq (R 2 ) . To prove the theorem, by symmetry, we only need to show that there exists a positive constant C such that, for all f ∈ S ∞,F (R 2 ) ,
which, with the same notation as in the proof of Theorem 2.6, are deduced from the following facts:
The proofs of both facts are similar by symmetry and we only show (21). To this end, we consider two cases.
• Case 1:
. In this case, the left-hand side of (21) is equivalent to
, we then have
by the assumption that |s 1 + 2s 2 | < 1. For P 2 , since t 2 1 + t 2 ∼ t 2 , we have
If s 2 ≤ 0, the fact that t 2 ≥ t 2 1 and the assumption that |s 1 +2s 2 | < 1 imply the desired estimate of P 2 ; and if s 2 > 0, the assumptions that u 2 1 ≥ u 2 and s 1 , s 2 ∈ (−1, 1) also imply the desired estimate of P 2 , which completes the proof of case 1.
•
We can obtain the desired estimate for the second term of the last expression by the assumptions that s 1 , s 2 ∈ (−1, 1). For the first term, if s 2 ≥ 0, the fact that u 2 1 < u 2 and the assumption that |s 1 + 2s 2 | < 1 can imply the desired estimate; and if s 2 < 0, the fact that t 2 < t 2 1 and the assumptions that s 1 , s 2 ∈ (−1, 1) also yield the desired estimate. This finishes the proof of (21) 
and f ∈Ḟ s pq (R 2 ) with p ∈ (1, ∞) and q ∈ (1, ∞] if and only if f ∈ S ∞,F (R 2 ) and (−1, 1) , |s 1 + 2s 2 | < 1, and s = (s 1 , s 2 ). Then for i = 1, 2. Let ψ (i) for i = 1, 2 be the same as in Lemma 2.3 satisfying the following additional conditions:
From the definitions of ψ t1t2 , the above conditions of the supports of ψ (i) with i = 1, 2, and the Plancherel principle, it is easy to deduce that ψ t1t2 = 0 if t 2 1 ≤ 8t 2 . Thus, using such ψ t1t2 and noticing that t 
Boundedness of flag singular integrals
We now establish the boundedness onḂ s pq (R 2 ) andḞ s pq (R 2 ) of flag singular integrals. Since it is well-known that the flag singular integral is bounded on L p (R 2 ) for p ∈ (1, ∞), we then automatically deduce that it is also bounded on classical Besov spaces and the new Besov spacesḂ s pq (R 2 ) associated with flag kernels, when p ∈ (1, ∞). However, this is not true for Besov spaces when p = 1 or p = ∞ and Triebel-Lizorkin spaces. Moreover, our argument also gives a direct proof for the boundedness of flag singular integrals in L p (R 2 ) with p ∈ (1, ∞).
Theorem 3.1. Let K be an integrable flag kernel on R 2 as in Definition 1.2, and s = (s 1 , s 2 ) with s i ∈ (−1, 1) for i = 1, 2. Then
Before proving Theorem 3.1, we first establish several lemmas which are used in the proof of Theorem 3.1.
Lemma 3.2. Let K be a distribution on R which is a continuous function on Ω 1 = R \ {0} and ψ s be a function on R for all s > 0. Suppose that there exists a positive constant C K such that K satisfies the following conditions:
(ii) For all x 3 ∈ Ω 1 and x 3 ∈ R with |x 3 − x 3 | ≤ |x 3 |/2,
(iii) For any given bump function ϕ on R and any δ > 0,
Suppose also that there exists a positive constant C ψ such that
(v) For all s > 0 and x 3 , x 3 ∈ R with |x 3 − x 3 | ≤ (s + |x 3 |)/2,
Then there exists a positive constant C such that, for all s > 0 and z ∈ R,
Proof. We consider two cases.
• Case 1: |z| ≤ 5s.
In this case, let θ ∈ C ∞ 0 (R), 0 ≤ θ ≤ 1, supp θ ⊂ { x ∈ R : |x| ≤ 2 }, and θ(x) = 1 if |x| ≤ 1. We then define ξ(z) = θ( |z| 10s ) for z ∈ R. By (vii), we can write
Notice that ξ is a normalized bump function multiplied with a normalizing constant and some dilation. The assumptions (iii) and (iv) give us the desired estimate for G 3 :
From (i) and (v), it follows that
The assumptions (i) and (iv) also yield that
which completes the proof of case 1.
• Case 2: |z| > 5s. In this case, by (vi), (vii), (ii), and (iv), we have
This finishes the proof of Lemma 3.2.
The same argument as in the proof of Lemma 3.2 gives us the following result and we omit the details. Lemma 3.3. Let K be a distribution on R 2 which is a continuous function on Ω 2 = R 2 \ {(0, 0)} and ψ s be a function on R 2 for all s > 0. Suppose that there exists a positive constant C K such that K satisfies the following conditions:
(ii) For all (x 1 , x 2 ) ∈ Ω 2 and (x 1 , x 2 ) ∈ R 2 with (x 1 , x 2 )−(
(iii) For any given bump function ϕ on R 2 and any δ > 0,
(v) For all s > 0 and (
We also need the following basic estimate.
For s > 0 and (
s 2 ). Then there exists a positive constant C such that
(ii) For all t 1 , u 1 > 0 and (x 1 , x 2 ), (y 1 , y 2 ) ∈ R 2 with (y 1 ,
Proof. The same argument as in the proof of (7) also yields (i). We only show (ii) in the case u 1 ≤ t 1 . In this case, the estimate (ii) becomes that if (y 1 , y 2 )−(
To guarantee ψ
Thus, by (22) and the mean value theorem,
which completes the proof of Lemma 3.4.
The same argument as in the proof of Lemma 3.4 also yields the following basic estimates and we omit the details.
Then there exists a positive constant C such that
(ii) For all t 2 , u 2 > 0 and x 3 , y 3 ∈ R with |y 3 − x 3 | ≤ (t 2 ∨ u 2 + |x 3 |)/2,
Lemma 3.6. Let K be a product kernel on R 2 × R and ψ s be the same as in Lemma 3.2. For (x 1 , x 2 ) ∈ R 2 and z ∈ R, definẽ
ThenK satisfies the same conditions of K on (x 1 , x 2 ) ∈ R 2 as in Lemma 3.3 with CK no more than C ψ s (s+|x3|) 2 .
Proof. For any fixed (x 1 , x 2 ) ∈ Ω 2 , by Definition 1.1, it is easy to see that K (x 1 , x 2 , ·) satisfies all the conditions of Lemma 3.2 with
which shows that for any fixed x 3 ∈ R,K(· 1 , · 2 , x 3 ) satisfies Lemma 3.3 (i).
We now show thatK satisfies Lemma 3.3 (ii). Let (x 1 , x 2 ) − (y 1 , y 2 ) ≤ (x 1 , x 2 ) /2. By the mean value theorem and Definition 1.1, we have that
where κ ∈ (0, 1) and we used the fact that
Similarly, if |x 3 − y 3 | ≤ |x 3 |/2, we have
where κ, κ 0 ∈ (0, 1). Let ϕ be a normalized bump function on R. The mean value theorem and Definition 1.1 further yield that, for all δ > 0,
where κ ∈ (0, 1). Thus, for any fixed (x 1 , x 2 ) ∈ Ω 2 and any (y 1 , y 2 ) ∈ R 2 with (x 1 , x 2 ) − (y 1 , y 2 ) ≤ (x 1 , x 2 ) /2, K (x 1 , x 2 , ·) − K (y 1 , y 2 , ·) satisfies all the conditions of Lemma 3.2 with
Lemma 3.2 yields that
which shows that, for any fixed
Finally, let ϕ be a normalized bump function on R 2 and δ > 0. By the mean value theorem and Definition 1.1, we can easily show that
satisfies all the conditions of Lemma 3.2 and hence
which yields that, for any fixed x 3 ∈ R,K(· 1 , · 2 , x 3 ) satisfies Lemma 3.3 (iii). This finishes the proof of Lemma 3.6.
Proof of Theorem 3.1. By Proposition 1.4, there exists an integrable product ker-
Let ψ t1t2 be the same as in Lemma 2.3; moreover, let
(y 3 ) dy 3 dy 1 dy 2 dx 3 .
Lemma 3.5 implies that ψ
t2 satisfies all the conditions of Lemma 3.2 with s = u 2 ∨ t 2 and
which together with Lemma 3.6 shows that
satisfies all the conditions of Lemma 3.3 for any fixed x 3 ∈ R with
From this, Lemma 3.5, and Lemma 3.3, it follows that
which together with the estimate (11) yields that
Inserting the last estimate into (23) yields that
Replacing (12) with (24) in the proof of Theorem 2.6 and repeating the proof there, we complete the proof of Theorem 3.1 and we omit the details.
Lifting properties
In this section, we use Theorem 3.1 in the last section to establish the lifting property ofḂ
. First, we introduce the following Riesz potential operators related to flag singular integrals. Definition 4.1. Let {ψ l1l2 } l1,l2∈Z be the same as in Lemma 2.4 and (α 1 , α 2 ) ∈ R×R. Then the Riesz potential operator I (α1,α2) for f ∈ S ∞,F (R 2 ) is defined by
where
From Definition 4.1, it is easy to deduce the following simple property of Riesz potential operators. Proposition 4.2. Let {ψ (1) l1 } l1∈Z and {ψ (2) l2 } l2∈Z be the same as in Lemma 2.4. For f ∈ S(R 2 ) and (x 1 , x 2 ) ∈ R 2 , let
and for f ∈ S(R) and x 3 ∈ R, let
One of the main theorems in this section is the following boundedness of I (α1,α2) onḂ
exists a positive constant C such that for all f ∈Ḃ s pq (R 2 ),
(ii) If p ∈ (1, ∞) and q ∈ (1, ∞], I (α1,α2) is bounded fromḞ
namely, there exists a positive constant C such that for all f ∈Ḟ s pq (R 2 ),
To prove Proposition 4.3, we first establish the following basic estimate. In what follows, for any a, b ∈ R, let a ∧ b = min{a, b}. 
Then, (i) For |α 1 | < 1 and any 1 > 0, there exists a positive constant C 1,α1 such that for all k 1 , j 1 ∈ Z and all (
(ii) For |α 2 | < 1 and any 2 > 0, there exists a positive constant C 2,α2 such that for all k 2 , j 2 ∈ Z and all x 3 ∈ R,
Proof. By similarity, we only show (i). Without loss of generality, we may further assume that j 1 ≥ k 1 . In this case, we writẽ
We now consider two cases.
In this case, by the vanishing moment ofψ (1) and the mean value theorem,
(1)
where θ ∈ (0, 1). The support condition ofψ (1) yields that
From this, it follows that |O 1 | is further controlled by
Similarly, for O 2 , we have
since
For O 3 , by the vanishing moment of ψ (1) and the mean value theorem, we have
For
and, for O 2 3 , we have (
These facts, respectively, imply that
This finishes the proof of case 1.
• Case 2:
. In this case, by (25), we have
by (26), we obtain
and, finally by (27), we have
which are desired estimates. This finishes the proof of case 2 and, hence, the proof of Lemma 4.4.
Proof of Proposition 4.3. Let {ψ
ki } ki∈Z with i = 1, 2 and {ψ l1l2 } l1, l2∈Z be the same, respectively, as in Lemma 4.4 and Lemma 2.4. By Theorem 2.8 and Lemma 2.4, we have
From this, the Minkowski inequality, and the boundedness of M s in L p (R 2 ), it follows that, for p ∈ (1, ∞],
If p = 1, by the Minkowski inequality and the Fubini theorem, we also obtain the same estimate. Now the assumptions that |s i | < 1 and
where i = 1, 2. Combining these estimates (30) and (31) with (29) and using the Hölder inequality yield that
which completes the proof of Proposition 4.3 (i).
To prove Proposition 4.3 (ii), by Theorem 2.8, Lemma 2.4, the estimates (28), (30), and (31), and the Hölder inequality, we obtain
where, in the second-to-last inequality, we used the vector-valued inequality of Fefferman-Stein in [1] . This finishes the proof of Proposition 4.3.
We now establish the converse of Proposition 4.3.
. Then there exist a positive constant C and α
Proof. ) with operator norms less than 1 when α 1 and α 2 are small, where I is the identity operator. We obtain this by using Theorem 3.1. Let {ψ k1k2 } k1, k2∈Z be the same as in Lemma 2.4. We write
We denote the kernel of I − I (−α1,−α2) I (α1,α2) simply by K (α1,α2) . Noticing that, for (
k2+j2 (x 1 , x 2 ), we then have that
We only need to show that K (α1,α2) satisfies the conditions of Definition 1.1 with a constant no more than
where C is a positive constant independent of α 1 and α 2 . First, we point out that by a modified argument of (7), we can easily to show that for γ 1 , γ 2 , γ 3 ∈ Z + , (x 1 , x 2 ) ∈ R 2 , and x 3 ∈ R,
by noticing that ψ (i) for i = 1, 2 are the Schwartz functions. In fact, we only need that these estimates are true for γ 1 = γ 2 = γ 3 = 1. The estimates (32) and (33) imply that for γ 1 , γ 2 , γ 3 ∈ Z + , (x 1 , x 2 ) ∈ R 2 , and x 3 ∈ R,
Let ϕ be a normalized bump function on R and δ > 0. We now estimate, by (32) and (33), that, for γ 1 , γ 2 ∈ Z + and (
We choose j 
where C is a positive constant independent of (x 1 , x 2 ) ∈ R 2 and α 1 , α 2 ∈ Z + . Similarly, we can show that for all normalized bump function ϕ on R 2 , δ > 0, and all x 3 ∈ R,
where C is a positive constant independent of x 3 ∈ R and α 1 , α 2 ∈ Z + . The estimates (34) and (35), and the special structure of K (α1,α2) imply that for all normalized bump functions ϕ 1 and ϕ 2 , respectively, on R 2 and R, and all δ 1 , δ 2 > 0,
with the positive constant C independent of α 1 , α 2 ∈ Z + . Thus, the estimates (34), (35), (36), and (37) and Remark 1.3 imply that the kernel K (α1,α2) is a product kernel on R 2 × R with a constant no more than
where C 0 is a positive constant independent of α 1 , α 2 ∈ Z + . Now, Theorem 3.1 and its proof imply that I − I (−α1,−α2) I (α1,α2) is bounded onḂ s pq (R 2 ) andḞ s pq (R 2 ) with operator norms no more than the quantity in (38). It is easy to see that we can choose α 
where C 0 is the same positive constant as in (38). Thus, under this restriction, we know that (I (−α1,−α2) I (α1,α2) ) −1 exists and is bounded, respectively, onḂ
) with p ∈ (1, ∞) and q ∈ (1, ∞]. Namely, there exists a positive constant C such that
for all f ∈Ḃ s pq (R 2 ) with p, q ∈ [1, ∞], and for all f ∈Ḟ s pq (R 2 ) with p ∈ (1, ∞) and
Combining these with Proposition 4.3 yields that, if |α 1 | < α 0 1 (s 1 , s 2 ) and |α 2 | < α 0 2 (s 1 , s 2 ), then there exists a positive constant C such that
, and for all f ∈Ḟ s pq (R 2 ) with p ∈ (1, ∞) and
which completes the proof of Proposition 4.5.
Combining Proposition 4.3 with Proposition 4.5 yields the following lifting properties ofḂ
, and for all f ∈Ḟ s pq (R 2 ) with p ∈ (1, ∞) and q ∈ (1, ∞],
Embedding theorems and fractional integrals
In this section we first present some embedding theorems for both Besov spaceṡ B s pq (R 2 ) and Triebel-Lizorkin spacesḞ s pq (R 2 ). We remark that our embedding theorems for Triebel-Lizorkin spaces are not the same as those for Besov spaces, which reflects the difference between these two kinds of spaces. As an application, we then obtain another boundedness of fractional integrals I (α1,α2) onḂ
.
(ii)
there exists a positive constant C such that, for all f ∈Ḃ
Proof. To simplify our proof, based on Theorem 2.8 and Theorem 2.6, we may suppose that ψ (i) for i = 1, 2 in Lemma 2.4 have compact supports, namely,
Let other notation be the same as in Lemma 2.4. We then easily show that for all j 1 , k 1 ∈ Z, (x 1 , x 2 ) ∈ R 2 , and x 3 ∈ R,
and supp ψ
The estimates (39) and (40), Lemma 2.4, and the Hölder inequality yield that for all
Noticing that p 2 > p 1 , by the above estimate and the Minkowski inequality, we obtain
k2 (x 1 , x 2 ) p2/p1 dx 1 dx 2 p1/p2
We now have two ways to estimate the last quantity in (41), which result in the conclusions (i) and (ii) of Theorem 5.1, respectively.
Proof of (i). The Minkowski inequality and the estimates (39) and (40) 
, where in the second-to-last inequality, we used the assumptions thats 1 < 1, s 1 > −1, and |s 2 | < 1. This proves (i) of Theorem 5.1.
Proof of (ii). Again, the Minkowski inequality and the estimates (39) and (40) yield that
j2 * ψ , where in the second-to-last inequality, we used the assumptions thats i < 1 and s i > −1 for i = 1, 2, which proves (ii) of Theorem 5.1. This finishes the proof of Theorem 5.1.
We now establish an embedding theorem for Triebel-Lizorkin spacesḞ s pq (R 2 ). .
Proof. By Proposition 2.9 (ii), we may assume that q 1 = ∞ and q 2 = 1. Thus, to prove the theorem, we only need to showḞ 
holds with the same meaning as in (4) . By (42) and the Hölder inequality, we have that, for k 1 , k 2 ∈ Z and (x 1 , x 2 ) ∈ R 2 ,
The estimate (32) and the Minkowski inequality imply that Combining this estimate with (43) and using the assumption that f Ḟ (s 1 ,s 2 ) 
where C 0 is a positive constant independent of N ∈ Z. On the other hand, for all N ∈ Z and (x 1 , x 2 ) ∈ R 2 , by the assumptions that s 2 <s 2 ands 1 + 2s 2 < s 1 + 2s 2 , we have
where the positive constant C 1 is independent of N ∈ Z. The estimates (44) where I γ is the standard fractional integral on R 2 when R 2 is regarded as a space of homogeneous type, and M 2 is the usual Hardy-Littlewood maximal function on the second variable. It is well-known that I γ is bounded from L p1 (R 2 ) into L p2 (R 2 ), where p 1 ∈ (1, ∞) and 1/p 2 = 1/p 1 − γ/3; see [8] . Using this fact and noticing that I γ is a positive operator, by some computation similar to the proof of Theorem 2.6, we complete the proof of Theorem 5.4. We leave the details to the reader.
Finally, we point out that using some discrete Calderón reproducing formulae as in Theorem 1.8 in [3] , we can develop a theory of Besov spacesḂ s pq (R 2 ) and TriebelLizorkin spacesḞ s pq (R 2 ) for full s ∈ R and p, q ∈ (0, ∞]. However, to limit the length of this paper and to simplify its presentation, we restrict ourself to the current case.
