ABSTRACT
INTRODUCTION
Single nucleotide polymorphisms (SNPs) are the most common form of genetic variation among individuals of the same species, and are generally believed to account for most of the phenotypic diversity. With whole genome sequences available, a robust technology to rapidly discover SNPs and determine the SNP genotypes for many individuals in sequences of interest holds the potential to revolutionize genetics studies, medical research and diagnosis.
Resequencing microarrays are designed for high-throughput SNP discovery and genotyping (Chee et al., 1996) . Current resequencing microarrays have the capacity to query up to ∼300 kb of DNA sequences on one chip. For each query position, two sets of four features (feature quartets) are tiled on the array, one set for querying each strand. Probes are 25 nt in length. The four probes in a quartet are complementary to the reference sequence except for the middle nucleotide, which is A, C, G or T, corresponding to all possible SNP variations. In a hybridization experiment, genomic regions of interest are amplified by long-range PCR. After fragmentation and labeling of the amplified DNA, hybridization with the chip is carried out. If the target DNA sequence being hybridized to the chip has an A at the query position, only the probe that has a T in the middle (13th base) forms a perfect match with the target, generally resulting in a brighter feature than the three mismatch features. If the DNA sample is from a diploid organism and the query position is a heterozygous SNP, then two of the features contain probes that form perfect matches * To whom correspondence should be addressed.
with the target DNA, usually yielding two bright features and two dim features. The task of basecalling is to determine the genotype of the query position from the feature intensities.
The performance of basecalling is critical for the application of resequencing (Rubinstein et al., 2003) since it directly affects the call rate, consistency and the correctness of the called genotypes. Variations of the ABACUS algorithm developed by Cutler et al. (2001) are the best current basecalling methods. A total threshold score is specified for basecalling by ABACUS. By varying this parameter, different call rates can be obtained. However, usually a fraction of query positions gives no calls regardless of the total threshold score, making it impossible to achieve very high call rates, which sometimes are desired. It may be possible for an alternative or improved basecalling method to achieve better genotyping results from resequencing microarray data.
In this paper we show that high basecalling accuracies at high call rates can be achieved in a test dataset based on feature intensity prediction models. First of all, we present some observations from resequencing data that inspired us to use models for feature intensity prediction. Physical models are then introduced. Our new basecalling method, Model-P (for Modeling Probes), uses trained models to obtain expected feature intensities for different potential genotypes and makes basecalls by choosing the genotype that has the maximum likelihood of producing the observed data for a query position. We show that Model-P has better performance than ABACUS when the probe is relatively AT-rich.
DATASET AND OBSERVATIONS
Our basecalling method was developed based on our study of the 'DCN' dataset (Table 1) . Genotypes are known for 96 SNP positions for most of the 47 human samples based on independent dideoxy sequencing results (http://pga.gs.washington.edu/data/dcn/). The data for each feature include a mean pixel intensity (sometimes simply referred to as the feature intensity) and a standard deviation for the pixel intensities.
We made several observations when studying the DCN dataset. First, we noticed that the standard deviations of pixel intensities can be estimated from the mean pixel intensities (data not shown). Specifically, the standard deviations have a very good linear relationship to the mean intensities on the log-log scale for the DCN dataset. For other resequencing datasets, this relationship may not be as linear (data not shown). However, it is still the case that the standard deviation σ is a function of the mean intensity µ (σ = f (µ)). Thus the individual standard deviation values are not adding much information once we know the mean values. Although ABACUS uses the standard ii182 To summarize the data associated with a feature quartet, we introduce the concept of a 'feature intensity profile'. To facilitate viewing of the data from a feature quartet, probability density plots are generated for the four feature intensities assuming a normal distribution of pixel intensities. The standard deviation values are estimated from the mean intensities. For convenience, these plots are referred to as feature intensity profiles as well (see Fig. 1 for examples).
We observed from the data that when the intensity scales are ignored, the feature intensity profiles for the same feature quartet are similar across different chips with the same sample genotype. The intensities for different features are often consistently different from each other, even among different mismatch (MM) features or in the case of heterozygous genotypes, between the two perfect match (PM) features. We note that feature intensity profiles of the same feature quartet for samples of the same genotype can vary in intensity scales by 2-fold or more in the same dataset. Some examples are shown in Figure 1 .
A basecalling method, such as ABACUS, that relies mainly on statistical analysis performs very well for positions that have feature intensity profiles like Figure 2a and b, where the PM feature intensities are different from the MM feature intensities, and within a profile, the same type of features (PM or MM) have similar intensities. However, in many cases, the profiles for heterozygous positions look more like Figure 1b , where the two PM feature intensities are significantly different from each other. In some cases, profiles of heterozygous and homozygous sites appear ambiguous as in Figure 2c and d. It is not surprising that these 'tricky' profiles cause problems for ABACUS since the method relies heavily on position-independent models of relative feature intensities.
There clearly are underlying rules for the feature intensities in DNA resequencing data since we observe consistent profiles for the same quartet and the same genotype across chips. We hypothesize that these rules are primarily related to sequence composition, so we aim to improve basecalling by modeling feature intensities as a function of the probe and the target sequences. Mei et al. (2003) , Zhang et al. (2003) and Hekstra et al. (2003) have developed physical models of RNA-DNA binding to model expression array feature intensities; here we construct models for predicting feature intensities for DNA-DNA binding on resequencing microarrays.
METHODS

Physical models
We attempt to predict the feature intensities as a function of the probe sequence and the DNA target present during hybridization. Two different types of models were considered, physical models and neural networks. We found that neural nets performed similarly but worse than physical models with respect to basecalling, despite a much larger number of model parameters and our extensive exploration of input encodings and network configurations. Therefore, in this paper we focus exclusively on physical models, which has the advantage over 'black box' learning methods of producing both effective results and potential insights into the physical characteristics of DNA-DNA duplex formation on microarrays.
We assume that the intensities for both PM and MM features can essentially be explained by the binding of the probe and the intended target. This assumption is reasonable for resequencing data because only selected regions of the genome are amplified and hybridized to the resequencing microarrays, unlike expression microarray protocols, which amplify large RNA populations and are subject to more extensive cross-hybridization. Furthermore, the sequences that are tiled on the resequencing arrays usually do not contain a significant number of common repeats or low-complexity DNA sequences. Therefore, effects from cross-hybridization is most probably minor. There are some observable effects of cross-hybridization caused by long stretches of As or Ts in the probe sequence in the DCN dataset and our physical model can accommodate such effects as described in Section 4.3.
There are two different intensity prediction tasks, prediction for PM and MM features, respectively. Recall that in resequencing microarrays, there are one or two PM features per quartet, but which features are perfect matches is unknown, a priori. Thus, the basecalling problem is to identify whether each feature is PM or MM. The possible feature intensities are predicted with a PM and an MM model. One model (PM model) is trained using the intensity and probe sequence of PM features with probes hybridizing to perfectly complementary targets. The other (MM model) is trained using MM feature data. For simplicity, we assume that there are no additional polymorphisms within 12 nt of the query position. Although not always the case, nearby polymorphisms usually happen with a very low frequency and we ignore them for modeling purposes.
Feature intensity prediction
Our physical models are parametric functions for predicting feature intensities. The models are constructed based on our understanding and simulation of the microarray hybridization experiment. Efforts are made to try to account for significant contributing factors to the change in free energy ( G) upon binding between the probe and the target, including nearest neighbor stacking, hydrogen bonds and nucleotide position within the probe. The effects of hairpin formation is considered as an adjustment to G, as described further below. According to the Langmuir isotherm (Hekstra et al., 2003; Atkins, 1994) , the fraction of bound probes, θ , on a surface (microarray cell feature) is directly related to G as
where [L] is the concentration of target (ligand) in the solution during hybridization, K is the chemical equilibrium constant for binding of targets to the probes on the microarray surface, k B is the Boltzmann constant and T is the temperature. If we assume that [L] is constant during hybridization for all probes, we have
Here, X is a scaled value of G. For the purpose of our models, a constant scaling factor is immaterial, so we have X = G PM and X = G MM for the PM and MM models, respectively. G PM is decomposed into two components: double-stranded base-pairing (T bp ) and the effects of special DNA formations (T form ). We describe the base-pairing by the so-called nearest neighbor (dinucleotide) energy terms (SantaLucia, 1998) . Sixteen parameters, P nn , represent these terms for all possible dinucleotides bound to their complement. In addition, pairing initiation energy terms P 5 and P 3 describe the contribution of the first and last nucleotides. The total contribution of base-pairing is computed as a position-specific weighted sum of these terms:
where P wi is the weight for the dinucleotide position i in the probe, P nn@i is the energy for the dinucleotide at position i, and P 5 and P 3 are set to zero if the first or last base is a G or C and are fit otherwise.
The effects of hairpin formation in the probe was considered. A score, s hp , describing the potential for hairpin formation was computed using a heuristic that worked well in practice. s hp is assigned the value of the maximum length of a complementary region that can be formed within a probe, requiring at least three nucleotides to form the hairpin turn and allowing up to one mismatch. s hp lengths <5 are truncated to zero. A weight, P hp , for the hairpin score is a model parameter. We have
and
For the MM model, only a couple of modifications were needed. First, additional nearest neighbor terms are included to account for all combinations of mismatch at the middle position for the 12th and 13th dinucleotides, increasing the number of independent energy parameters from 16 to 112. Second, as discussed further in Section 4.3, two new terms were added for A runs and T runs when 10 or more consecutive nucleotides are observed in the probe.
The intensity of a feature is directly related to the fraction of bound probes. We model this relationship as a simple non-linear function that includes the effects of washing the microarray aŝ I = P scale θ P wash + P bias .
Model training
There are 45 and 128 independent parameters in total for the PM and MM physical models, respectively. Training of the physical models is a non-linear least squares (NLS) problem. The target function to minimize is training data
The GNU General Scientific Library was used to perform the NLS fittings.
In principle, only intensity data from known homozygous positions are intended to be used for training our physical models. However, for a new resequencing dataset, enough labeled data are generally unavailable. Taking advantage of the fact that for any resequencing microarray, the vast majority of query positions in a sample are expected to be homozygous to the reference base, we use a simple training data selection method. A coarse 'filtering' step, aimed at eliminating a reasonable number of quartets that may correspond to SNP positions, is applied. Specifically, for each quartet, the feature that corresponds to the the reference genotype is checked to see whether it is the brightest among the four features for all chips. If this is the case for at least 95% of the chips, the median intensity value for each feature across the chips is used for model training. We found that this training method results in essentially the same basecalling performance as when we use data from labeled homozygous positions for model training (data not shown). Other than eliminating the requirement for labeled training data, this method has the additional advantage that dataset-specific effects that can be simulated by our physical models do not adversely affect the basecalling results on a new dataset. In our experience, all selected PM feature median intensities can be used for training in practice. For training the MM model, about 100 000 randomly selected median intensities can yield essentially the same results as when more intensities are used. Figure 3 shows a schematic representation of the training process.
Basecalling
The first step for basecalling at a query position is to predict the feature intensity profiles for all possible genotypes. For a potential SNP position in a diploid sample, there are 10 possible genotypes, g ∈ {AA,CC,GG,TT,AC,AG,AT,CG,CT,GT}. The feature intensity profiles for the homozygous genotypes can be calculated easily-the intensity of the PM feature is predicted by the PM model and the intensity of the remaining three features are predicted by the MM model. Since the physical models are not trained on heterozygous data, feature intensities for heterozygous genotypes cannot be predicted directly. However, we found that, in practice, a simple method of predicting the homozygous profiles of the two corresponding alleles and selecting the maximum predicted intensity between the two homozygous profiles for each feature works well. Figure 4 shows the result of deriving a CT profile from the predicted CC and TT profiles.
Next, the log likelihood of each genotype given the observed feature intensities on a strand (forward or reverse) is calculated as
Here we assume that the distribution of an observed feature intensity is  N (μ g,b ,σ g,b ) , whereμ g,b is the feature intensity in the predicted profile; 
and N is the number of pixels in a feature. A per-strand scaling factor k is allowed to maximize the likelihood. Using maximum likelihood, the best genotype arg max g l(g) is predicted independently for each strand, yielding g + and g − . A strand confidence score, S + or S − , is computed by subtracting the second best log likelihood from the maximum. The predicted genotypes for the two strands usually agree, i.e. g + = g − . In this case, the final genotype call, g * , is simply set to that commonly predicted genotype. We calculate the log likelihood of the final genotype as the sum of the two-strand log-likelihood values, l(g * ) = l(g + ) + l(g − ), and the final confidence score S * is computed as the difference between the best and second-best genotypes in the same manner as the strand confidence scores.
In the rare cases of strand conflict, i.e. when g + = g − , we adopted the following heuristic that generally gives good results. The final genotype call, g * , is determined by the strand with the higher confidence score, and the final call confidence score, S * , is adjusted to be small when the two strands confidently disagree with each other and larger when only one of the strands shows strong preference. The pseudocode is as follows:
The threshold, t, was chosen to be a value indicating a significant difference in log likelihood between the two best genotypes and was optimized for different numbers of pixels in a feature (e.g. t = 50 for the DCN dataset). A schematic workflow for basecalling is shown in Figure 3. 
RESULTS AND DISCUSSION
Feature intensity prediction
About 4000 non-SNP positions (otherwise consecutive regions) of all 47 chips in the DCN dataset were used for testing basecalling for homozygous positions, whereas all heterozygous SNP positions are used for testing heterozygous positions. Depending on the number of intensities and other factors, it takes ∼1 and 4 h to train the PM and MM models from good starting points, respectively, on our 2 GHz PowerPC G5 computer. The model parameters generally are found to have reasonable values when there is a clear physical meaning (data not shown).
Our trained PM and MM models predict individual homozygous test data intensities with average residual squared values for log(I ) of ∼0.35 and 0.42, respectively, whereas the scanner intensities are 16-bit values with log(I ) ranging from ∼0 to 11. Importantly, the benefit of modeling the probe-specific effects is born out in the basecalling test results. For example, Figure 5 shows two challenging cases where it is not possible to distinguish between a heterozygous and a homozygous genotype from the feature intensity profiles alone. However, it is clear that the Model-P predicted profiles of the correct genotypes are most similar to the observed data. In these cases, the ABACUS method understandably fails to call or incorrectly calls the genotype.
Basecalling for the DCN dataset
Plots of calling accuracy versus call rate are shown in Figure 6 . Model-P has excellent calling accuracy at high call rates, while the call rate for ABACUS has an upper limit. At lower call rates, Model-P The call rates are with respect to the set of known homozygous or heterozygous test positions. The ABACUS curves are obtained with a strand threshold score parameter of −2. Other strand threshold scores produce similar or worse results. The total threshold score (ABACUS) or confidence score cutoff (Model-P) was varied in order to obtain different call rates. still significantly outperforms ABACUS for calling heterozygous test data. Figure 7 shows that Model-P is also less likely than ABACUS to give up basecalling on true heterozygous positions, which are SNP positions that are often of more interest to researchers. Therefore, Model-P performs better than ABACUS in several aspects for basecalling on the DCN dataset.
Effects of cross-hybridization
We noticed that a small number of MM probes that have at least a stretch of 10 As or Ts consistently show higher than predicted feature intensities in our initial model tests, resulting in some incorrect basecalls. Long stretches of a single nucleotide has the property of being 'shift-insensitive', causing them to be more susceptible to cross-hybridization. The Poly-A/T effect was successfully addressed by adding a term for G for these special sequences in our MM model. But effects of cross-hybridization depend on the samples used in an experiment and the chip design, and may not be limited to Poly-A/T runs. Future analysis of more varied data sources might reveal similar cross-hybridization anomalies, which may require further model tuning.
Number of pixels in a feature
In Model-P, the number of pixels in a feature is used to calculate the standard deviations of the mean feature intensities [Equation (1) assuming that the pixel intensities are independent. It is not difficult to show that a lower number of pixels will result in Model-P calling homozygous genotypes more readily, causing better basecalling results for true homozygous genotypes and worse results for true heterozygous genotypes. Thus the pixel number potentially can be used as a fine-tuning parameter for basecalling. The results reported in this paper are obtained with the true numbers of pixels in the datasets.
Basecalling in SNP-neighboring regions
The physical models underlying Model-P were not designed for SNPneighboring regions (within 12 nt from a SNP), since it is assumed that the target is always complementary to the probe except for a possible middle position mismatch. In general, basecalling in SNPneighboring regions is more challenging than in other positions, and Model-P has decreased calling accuracy in these regions. However, owing to the small number of SNP-neighboring query positions in resequencing data and some tolerance of Model-P toward non-perfect intensity profile predictions, the effects of such regions on the overall Model-P basecalling performance is minor (data not shown).
Basecalling in a more GC-rich dataset
Resequencing microarray data for mouse genomic regions (the Mouse dataset, Table 1 ) were made available to us by Affymetrix. Sequences of the C57BL6 strain were used as the reference sequence on the chip, and the chips were hybridized to samples derived from C57BL6 inbred mice, DBA inbred mice or F1 crosses of the two strains. Dideoxy sequencing of some DBA genomic sequences and manual curating established confident genotypes for 103 heterozygous positions in the F1 mice. We used C57BL6 sample chip data and confident heterozygous positions in seven of the F1 chips (the other two F1 chips have problematic data; details are omitted) for testing the performance of Model-P on homozygous and heterozygous positions, respectively. Basecalling results are shown in Figure 8 . Unlike for the DCN dataset, Model-P does not perform better than ABACUS, except at call rates that ABACUS does not reach.
The Mouse dataset has lower overall quality compared with the DCN dataset. This results in worse performance for both ABACUS and Model-P, but this factor does not explain the worse performance of Model-P versus ABACUS. Knowing that the overall GC content of the mouse reference sequences is significantly higher than the DCN sequences (Table 1) , we stratified our results according to the number of Gs and Cs in each probe and noted the following:
(1) The intensity variation among the same type of feature (PM or MM) within a quartet is smaller overall compared with the DCN dataset. For example, in the heterozygous test data, only 17% of the two PM features has an intensity ratio >1.5, whereas this number is 57% in the DCN heterozygous test data. Although there could be other factors that help explain this difference between datasets, the number of GCs are correlated with this variation. As an example, the median intensity ratio between the brightest and the dimmest MM features is largest at a relatively low probe GC number (G + C = 7 out of 24 non-query bases in the probe) in the Mouse dataset. Low GC number probes are expected to have lower changes in free energy upon binding to their targets owing to fewer hydrogen bonds for base-pairing, so it is not surprising that a different query base in the probe has a relatively larger effect on binding to the target for these probes.
(2) Model-based feature intensity profile predictions are worse for probes with higher G numbers. This is probably because of more complicated local and distant folding and binding, which cannot be represented properly by our physical models. We find that basecalling results obtained from C-rich probes are usually much better than those from G-rich probes for the identical site when comparing complementary strand quartets.
When the intensity variation among the same type of probes (PM or MM) within a quartet is low or the feature intensity profile prediction is poor, as is the case for many GC-rich probes, Model-P basecalling does not have an advantage over ABACUS. Figure 9 clearly shows the complementary performance of Model-P and ABACUS with respect to probe GC number. This suggests that a hybrid approach that combines the two methods should outperform either method alone and our future research aims to develop such a hybrid strategy.
We also note that our Model-P method is a 'single-chip' method, which has the advantage over ABACUS that a minimum number of chips is not required, but it also suggests that improvements could be realized by exploiting correlations across samples.
Other resequencing methods
Besides the microarray platform, dideoxy sequencing is the de facto reference method for resequencing. A significant drawback for this technology is that for diploid DNA samples the identification of heterozygous genotypes often require manual inspection of the sequence trace chromatogram after initial identification of candidate positions (Nickerson et al., 1997) . A completely automated basecalling method for heterozygous genotyping with performance comparable to chip-based resequencing is unavailable to our knowledge.
CONCLUSION
We have shown that our resequencing microarray basecalling method 'Model-P' has better performance than the current state-of-the-art for the DCN dataset and for relatively AT-rich query positions in general. Sequence modeling of probe-target hybridization was shown to improve resequencing accuracy for diploid samples, especially for heterozygous SNPs. Further improvements in basecalling should be possible via an ABACUS-Model-P hybrid approach.
