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Re´sume´
De par son e´tymologie meˆme, la logique est intimement lie´e au langage, comme en
te´moignent mathe´maticiens et philosophes antiques et me´die´vaux. Au de´but du XXe
sie`cle, la crise des fondements des mathe´matiques a invente´ la logique mathe´matique et
l’a impose´e comme un fondement des mathe´matiques centre´ sur le langage. Que sont
devenus, dans ce nouveau cadre mathe´matique, les liens unissant logique et langage
naturel ? Apre`s un aperc¸u de l’histoire de la connexion entre logique et linguistique
traditionnellement focalise´e sur la se´mantique, nous ferons ensuite un gros plan sur
quelques questions actuelles :
– la grammaire vue comme un syste`me de´ductif
– le passage de la structure grammaticale d’une phrase a` une formule logique ex-
primant son sens
– la prise en compte du contexte lors de l’interpre´tation
L’expose´ montrera comment la the´orie des types constitue un cadre adapte´ a` de´crire
la grammaire du langage naturel et son interpre´tation a` tout niveau (mots, phrases,
discours).
1 Introduction
Meˆme s’il est possible de trouver quelques pre´ce´dents, on peut situer l’origine des liens entre
logique et langage dans les travaux d’Aristote (384–322 av. J.-C.), et jusqu’au Moyen-Aˆge au
moins les deux sujets e´taient totalement lie´s. Ce n’est qu’au de´but du XXe sie`cle, lors de la crise
des fondements des mathe´matiques, que la logique mathe´matique telle que nous la connaissons
s’est mise en place et qu’elle s’est impose´e comme fondement des mathe´matiques mais aussi comme
fondement de la linguistique formelle, en tout cas de la se´mantique du langage naturel. C’est a` ce
meˆme moment qu’on a commence´ a` distinguer la logique de l’e´tude du langage humain.
La logique mathe´matique peut eˆtre vue de deux manie`res :
– l’e´tude de la logique a` l’œuvre dans les mathe´matiques dont les raisonnements constituent
pour Aristote le canon de la logique. Il s’agit alors de logique applique´e aux mathe´matiques,
– et l’e´tude formelle de la logique ordinaire, avec des structures mathe´matiques connues, il
s’agit alors de mathe´matiques applique´es a` la logique.
Cette lec¸on s’ancre plutoˆt dans le second courant. Avec les outils mathe´matiques les plus classiques
possibles, si possible e´le´mentaires, peut-on dire quelque chose sur les raisonnements, ou la ve´rite´



















2Apre`s un aperc¸u de l’histoire de la connexion entre logique et linguistique traditionnellement
focalise´e sur la se´mantique, c’est-a`-dire sur le sens de ce que nous disons, nous ferons ensuite un
gros plan sur quelques questions actuelles :
– la grammaire vue comme un syste`me de´ductif
– le passage d’une structure grammaticale a` une formule logique exprimant son sens
– la prise en compte du contexte lors de l’interpre´tation
La lec¸on montrera comment la the´orie des types constitue un cadre adapte´ a` de´crire la grammaire
du langage naturel et son interpre´tation se´mantique a` tout niveau (mots, phrases, discours).
2 Une histoire des liens entre logique et langage
ou` la se´mantique a la part belle
Au de´part, la logique, tout comme les mathe´matiques, se travaillent sans langage formel, tout se
fait uniquement en utilisant la rhe´torique, l’art oratoire. Ce proce´de´ naturel est encore couramment
utilise´ : la pre´sentation de calculs ou de raisonnements mathe´matiques, en particulier a` l’oral,
n’utilise des formules qu’au bon moment, ge´ne´ralement en les e´crivant au tableau, et non a` tout
bout de champ. Du reste, a` l’origine il n’y avait pas ces dites formules qui peuvent arriver a` point
nomme´ pour e´claircir un e´nonce´ ou un raisonnement — rappelons que les variables sont seulement
apparues a` la renaissance avec Franc¸ois Vie`te alors que la pratique des mathe´matiques avait plus
de vingt sie`cles !
Meˆme si grammaire (syntaxe) et logique (sens) sont intimement lie´es jusqu’au 19e sie`cle, les
e´tudes logiques sur le langage semblent plutoˆt porter sur la se´mantique.
Logos : le discours rationnel. Ce mot dont de´rive le mot “logique” n’inclut pas l’e´tude de
l’Odysse´e, ou d’autres romans. Le mode`le de discours utilise´ est celui mis en place par Platon,
voire Ze´non, dans leurs de´monstrations mathe´matiques, en particulier celles de l’e´cole de
Pythagore, conside´re´es comme le canon d’un raisonnement bien construit, “carre´”. Le but
de la logique est de donner au raisonnement courant la rigueur mathe´matique pre´sente dans
une preuve pythagoricienne.
2.1 D’Aristote aux penseurs me´die´vaux
L’opinion commune attribue non sans raison la fondation de la logique a` Aristote, trois sie`cles
avant Je´sus-Christ. Les bases de cette logique sont les cate´gories, qui correspondent aux pre´dicats,
et les termes qui en fait correspondent assez mal aux termes de la logique contemporaine. Combine´s
entre eux, ces e´le´ments donnent lieu a` des propositions, qui peuvent eˆtre vraies ou fausses.
Termes et cate´gories C’est une vision assez structure´e d’un univers avec plusieurs sortes de
proprie´te´s. Cette tendance e´tait assez courante, elle a e´te´ utilise´e par d’autres philosophes impor-
tants comme Porphyre mais elle s’est un peu perdue avec le temps, et il n’en reste rien ni dans la
the´orie des ensembles ni chez Frege (voir plus loin paragraphe 2.3) : par exemple, un nombre re´el
est un ensemble suivant les fondements ensemblistes des mathe´matiques — mais qui le voit ainsi ?
Les affirmations sont divise´es, selon Aristote, en une dizaine de cate´gories : (1)
(1). Le mots cate´gories peut eˆtre traduit par “chef d’accusation”, c’est un terme juridique, c’est ce dont on
peut accuser un “terme” : Socrate (un terme particulier) peut eˆtre accuse´ d’eˆtre mortel (une cate´gorie). En latin,
l’expression de´signant les cate´gories e´tait “praedicamentes”. Notons qu’aujourd’hui, une cate´gorie au sens commun
de´signe plutoˆt une sorte, un ensemble de personnes, c’est-a`-dire ceux pour lesquels le pre´dicat est vrai, interpre´tation
de´ja` pre´sente chez Porphyre.
3Cate´gories Lexique, ontologie
Substance (ou essence) homme ou cheval
Quantite´ long de deux coude´es
Qualite´ blanc, grammairien







A cette notion, il faut ajouter les termes, qui sont soit ge´ne´raux, soit particuliers : “homme”
est un terme ge´ne´ral et “Socrate” un terme particulier par exemple. Etant donne´ que nous sommes
de´forme´s par notre manie`re de raisonner en logique, nous avons tendance a` voir tre`s diffe´remment
ces deux termes, l’un comme une variable parcourant un ensemble et l’autre comme une constante,
mais, selon la logique de l’e´poque les deux sont uniquement des termes, l’un de´signant un individu
particulier, Socrate, et l’autre de´signant un ensemble, voire un individu ge´ne´rique.
Propositions et syllogismes Les propositions sont des phrases particulie`res de quatre sortes :
Type Exemple
A universelle affirmative : Tous les hommes sont mortels.
I particulie`re affirmative : Certains hommes sont philosophes.
E universelle ne´gative : Aucun homme n’est immortel.
O particulie`re ne´gative : Tous les hommes ne sont pas philosophes (2)
A partir de ces quatre sortes de phrases sont de´finis les ce´le`bres syllogismes (3), qui sont tous
re´pertorie´s, classifie´s avec les lettres qui donnent la forme des propositions. Nous ne donnons
pas la nomenclature de´taille´e, mais signalons toutefois qu’elle consiste en des noms facilitant la
me´morisation de la construction logique, noms dont seules les voyelles sont prises en compte. Par
exemple “Baroco” est le nom donne´ au syllogisme dont les deux pre´misses sont de type “A” et
“O”, soit universelle affirmative, et particulie`re ne´gative, et dont la conclusion est elle aussi de
type particulie`re et ne´gative.
Exemple 2.1. Le syllogisme Baroco Tout parisien est presse´ A
or certains conducteurs ne sont pas presse´s O
donc certains conducteurs ne sont pas parisiens. O
Les principes du raisonnement, les ope´rations possible sur les propositions, sont ge´ne´ralement
associe´s au nom Aristote, mais il est probable que certains commentateurs et traducteurs aient
pris des liberte´s.
En tout cas, voici deux principes usuellement attribue´s a` Aristote :
Non contradiction : ¬(p ∧ ¬p) (4)
Le tiers exclu : p ∨ ¬p (5)
(2). Le pas tous n’est pas lexicalise´ “Tous les hommes ne sont pas philosophes.”, mais il peut eˆtre formule´
diffe´remment “Certains hommes ne sont pas philosophes.”. Cependant, ces deux phrases ont des significations
subtilement diffe´rentes : la premie`re parle de l’ensemble des hommes, tandis que la seconde place l’accent sur ceux
d’entre eux qui ne sont pas philosophes.
(3). Un syllogisme est une formalisation du raisonnement qui consiste a` prendre deux propositions, ou pre´misses,
et en de´duire une conclusion.
(4). A des religieux qui contestaient l’utilite´ du principe de non contradiction, car certains e´nonce´s d’un dogme
religieux peuvent sembler contradictoires, Avicenne re´pondit : “Toute personne niant le principe de non contradic-
tion devrait eˆtre battue et brule´e jusqu’a` ce qu’elle admette qu’eˆtre battue n’est pas la meˆme chose que ne pas eˆtre
battue, et qu’eˆtre brule´e n’est pas la meˆme chose que ne pas eˆtre bruˆle´e”.
(5). Le tiers exclu est remis en cause par l’intuitionnisme, car il produit des preuves non constructives. Ne´anmoins,
dans des mondes finis, c’est un principe accepte´ de tous — les semi-intuitionnistes franc¸ais Baire, Borel et Lebesgue
l’acceptent pour les ensembles de´nombrables.
42.2 Leibniz
Pour Leibniz, nos pense´es sont la “somme” de plus petites pense´es. Selon lui, il convient de
de´composer toutes les formules en sortes de propositions atomiques, et de construire des raison-
nements plus complets a` partir de ces propositions atomiques. La logique est alors vue comme un
calcul (que l’on peut voir comme l’alge`bre de Boole ou les lois de De Morgan). Ce meˆme Leibniz
a introduit une notion d’e´galite´ que l’on retrouve en the´orie des types et dans les langages de
programmation associe´s :
Proposition 2.1 (Egalite´ de Leibniz :). Si on peut, dans chaque proposition, remplacer x par y
en pre´servant la ve´rite´, x = y. Autrement dit : si deux objets ont les meˆmes proprie´te´s, ils sont
e´gaux.
Cette de´finition ne correspond pas toujours a` l’e´galite´. Si le langage est tre`s re´duit, par exemple
s’il n’y a que deux pre´dicats pair, et impair, rien ne permet d’exprimer la diffe´rence entre deux
nombres pairs comme 8 et 10 : ils sont e´gaux au sens de Leibniz, relativement a` un langage, mais
cela ne veut pas dire qu’ils soient absolument e´gaux, ils ne le sont qu’au regard du re´fe´rentiel
langagier choisi pour parler des nombres.
Leibniz est aussi conside´re´ comme l’inventeur suppose´ des Mondes Possibles. Cela dit, on trouve
des re´fe´rences aux mondes possibles chez des philosophes tels que Al Farabi et Averroes (Notre
monde est le meilleur des mondes possibles).
2.3 Frege
En tant qu’eˆtre humain, Frege n’est gue`re recommandable, puisque vers la fin de sa vie, en
1925, son journal contient quelques diatribes antise´mites. Mais il a cependant apporte´ une certaine
re´volution a` la logique. Il prend pour parti de tout re´duire a` la logique (position appele´e Logicisme),
en commenc¸ant par l’arithme´tique. Pour cette dernie`re, il est le premier a` montrer qu’il est possible
de de´finir les nombres entiers dans un syste`me logique.
Frege est un grand adepte du formalisme. Cela a de bons coˆte´s : il est le premier a` e´crire des
formules avec les quantificateurs que nous connaissons aujourd’hui alors note´s (x) (aujourd’hui
∀x) et Ex (aujourd’hui ∃x). Graˆce a` cela, les formules suivantes, qui e´taient indiscernables chez
Boole, sont clairement distinctes chez Frege :
∀x[I(x)→ (E(x) ∨A(x))]
∀x(I(x)→ E(x)) ∨ ∀x(I(x)→ A(x))
Cette notation permet aussi d’e´crire convenablement les ambigu¨ıte´s de porte´es :
– les enfants mangent une pizza
– ∀x ∃y pizza(y) ∧ [enfant(x)→ mange(x, y))]
– ∃y pizza(y) ∧ ∀x [enfant(x)→ mange(x, y))]
Frege a aussi introduit la the´orie na¨ıve des ensembles, meˆme si certains paradoxes y ont e´te´
trouve´s, dont celui de Russell :
Exemple 2.2 (Paradoxe de Russell). L’ensemble des ensembles qui ne s’appartiennent pas :
X = {u | u /∈ u}. A-t-on X ∈ X ou X 6∈ X. Si X ∈ X alors X 6∈ X et si X 6∈ X alors X ∈ X.
Un tel ensemble n’existe pas.
Sur ce sujet, Ernst Zermelo, mathe´maticien allemand qui oscilla entre mathe´matiques et philo-
sophie, pense qu’on peut toujours de´finir un ensemble par des formules, a` condition de se restreindre
aux e´le´ments d’un ensemble de´ja` de´fini, comme par exemple avec la formule : X = {u ∈ Y | P (u)},
P e´tant un pre´dicat quelconque mais bien de´fini sur les objets de l’ensemble Y . Les formules lo-
giques servent en fait a` de´finir un sous ensemble d’un ensemble, et non a` de´finir un ensemble en
ge´ne´ral. Le paradoxe de Russell est ainsi e´vite´.
2.4 Quelques notions logiques toujours pertinentes en linguistique
Jusqu’a` la fin du Moyen-Aˆge, la logique est la scientia sermocinalis, la science du langage. C’est
l’art de dire les choses, l’organisation des mots et des phrases, et l’e´tude du sens que ve´hiculent
les suites de mots et de phrases ainsi organise´e.
5Les Modalite´s comme “il est ne´cessaire que” ou “il est possible que”, initialement dues a` Aristote
sont toujours d’actualite´, par exemple dans la recherche sur la spe´cification et la ve´rification
de processus informatiques, en particulier paralle`les.
Sens et de´notation. “L’e´toile du matin” et “l’e´toile du berger” sont deux termes qui de´notent
Ve´nus, mais leur sens est diffe´rent. Le sens est, dans ce cas la`, le cheminement effectue´ pour
identifier l’objet. Ce n’est pas un cheminement psychologique, mais un cheminement dans
une connaissance commune a` la communaute´ linguistique concerne´e. Cette distinction est le
titre d’un ouvrage de Frege, mais certains attribuent l’origine de cette distinction a` Abe´lard.
Ambiguite´s : Il y a toutes sortes d’ambigu¨ıte´s :
Sens J’ai fini mon livre. Fini de le lire ou de l’e´crire ?
C’est un avocat marron. fruit ou membre du barreau ?
Structure Il regarde quelqu’un avec des lunettes
noires.
Qui porte les lunettes noires ?
Porte´e Les enfants prendront une pizza. Une pizza par enfant ou une seule pour
tous les enfants ?
Implicite Pierre aime sa femme ; Jean aussi. La femme de qui Jean aime-t-il ?
Pre´dicats vagues : Ils sont tre`s durs a` mode´liser dans un cadre. Par exemple, ou` commence
la couleur bleue ? Le turquoise est il encore bleu ou de´ja` vert ? A partir de quelle taille
quelqu’un est il grand ? Cela conduit au paradoxe des Sorites. Si X est grand et qu’on lui
retire 1 le re´sultat est grand mais ce principe conduit a` trouver grand n’importe quel nombre,
y compris 0 !
Mots cate´gore´matiques : Ce sont les termes comme de´finis par Aristote, cf. ci-dessus.
Mots syntacate´gore´matique : Ce sont les mots qui ont une fonction logique (tous, aucun, si,
non,et,... )
Suppositio (d’un terme) : principes me´die´vaux re´gissant le sens en contexte : le mot va eˆtre
sujet d’un pre´dicat. On diffe´rencie le sens propre (au nombre de deux) et le sens impropre
(figures de style telles que les me´taphores, les me´tonymies...).
Sens
propre (6)
Ve´lo a quatre lettres. On parle du mot “ve´lo” (suppositio mate-
rialis)




Un ve´lo est pratique dans Bordeaux. Le moyen de transport est pratique, pas
l’objet.
Son ve´lo est creve´. Ce n’est pas le ve´lo qui est creve´ mais une
de ses roues.
Querelle des universaux : Cette querelle porte sur le statut des termes : un terme ge´ne´ral
n’est-il qu’un nom, une sorte d’abre´viation pour tous les individus qui tombent sous ce
concept (nominalisme) ou a-t-il une existence propre (re´alisme) ? Cette question est relie´e
a` celle des e´le´ments ge´ne´riques, lesquels capturent l’essence d’une classe. Dans un contexte
mathe´matique, en disant soit “n un entier” pour prouver une proprie´te´ sur les entiers, le n
utilise´ dans la preuve existe-t-il vraiment ? C’est un entier ge´ne´rique, il n’existe pas vraiment
en tant que “n ∈ N”, mais son usage est compre´hensible voire naturel pour un mathe´maticien
(mais peut-eˆtre ne l’est-il pas pour une partie non ne´gligeable de nos e´tudiants).
Lecture de dicto et de re Cette question introduite par Thomas d’Aquin et ainsi nomme´e par
Guillaume d’Ockham est en fait un proble`me de porte´e entre un quantificateur situe´e dans
une proposition subordonne´e et le meˆme quantificateur portant sur la proposition principale :
“James Bond croit qu’un chercheur de l’IMB est un espion” a deux lectures possibles, et la
porte´e du “il existe” diffe`re dans les deux cas :
De re James Bond a vu Gilles effectuer une ac-
tion louche, et le soupc¸onne
il existe quelqu’un dont James Bond pense
qu’il est un espion
De dicto James Bond a trouve´ un indice qui laisse
supposer que quelqu’un est un espion
James Bond pense qu’il existe un espion.
(6). On rappellera qu’en latin, il n’y a pas d’article.
6Afin de personnaliser les notions introduites au de´but du XXe sie`cle, on pourrait relier les
notions passe´es en revue a` certains logiciens :
Formules : Frege ;
Preuves formelles : Frege, Hilbert, Herbrand, Gentzen, Go¨del ;
Mode`les : Lo¨wenheim, Skolem, Tarski, Herbrand, Go¨del ;
The´orie des ensembles : Zermelo, Fra¨nkel, Go¨del ; (7).
2.5 Une vision logique du sens est-elle possible
Les structures logiques e´voque´es durant cette rapide histoire permettent-elles de mode´liser la
signification ? Plusieurs visions du sens d’une phrase sont possibles, et sans aller dans les de´tails
donnons-en quelques unes.
Les empiristes, par exemple, vont l’approcher du point de vue des “contenus mentaux suscite´s
par des signes” (Locke, Berkeley, Hume), ce qui est quasiment impossible a` formaliser.
Il y a aussi l’approche axe´e sur l’usage et l’interaction (Wittgenstein, Searle, Brandom) : le sens
d’une phrase est compose´ de toutes les choses qui y re´pondent. Du point de vue d’un dialogue, ce
sont toutes les bonnes re´ponses, la continuation du dialogue.
La me´thode de ve´rification/re´futation (Quine) se de´finit sur la possibilite´ de ve´rifier ou de re´futer
une phrase.
Le pragmatismevoit le sens comme l’effet du dire sur l’environnement (Peirce).
Dans cet expose´, faute de temps, les seules interpre´tations seront formule´es dans des mode`les
en termes de conditions de ve´rite´ (Frege, Tarski, Davidson) et c’est assure´ment regrettable car
d’autres interpre´tations sont plus fines et plus pertinentes pour l’e´tude du langage. Les conditions
de ve´rite´s permettent de dire quand une formule est vraie, et quand elle ne l’est pas notamment
par une l’interpre´tation dans des monde(s) possibles (Putnam, Kripke ont mathe´matise´ cette
notion).
3 Formules, preuves et mode`les
3.1 Logique propositionnelle
3.1.1 Formules
Commenc¸ons pas de´terminer ce qu’est la logique propositionnelle en tant que langage for-
mel : les formules sont fabrique´es a` partir de propositions atomiques en utilisant des connecteurs
logiques :
Propositions atomiques : pi, i ∈ N
Connecteurs usuels : A ∨B, A ∧B, A→ B, A&B, ...
3.1.2 Preuves
Et avec la notion de formule va celle de preuve, sous forme d’arbre, comme montre´ sur la
figure 3.1.2. L’arbre de preuve a pour racine la formule a` prouver, les noeuds ou branchement
repre´sentent les e´tapes des preuves appele´es re`gles.
Les feuilles sont appele´es hypothe`ses, a` moins qu’elles ne soient annule´es (on dit aussi de´charge´es)
au cours de la re`gle ⇒i qui introduit le connecteur ⇒ : selon cette re`gle, si B a e´te´ e´tabli en uti-
lisant n fois l’hypothe`se A alors A⇒ B a e´te´ e´tabli sans utiliser l’hypothe`se A, et les occurrences
correspondantes de A sont mises entre crochets en indiquant la re`gle qui a cause´ leur annulation
— la re`gle dit en fait que dans ces circonstances A ⇒ B a e´te´ e´tabli en n’utilisant qu’un sous
(7). Et oui, Go¨del apparaˆıt un peu partout. Sa the`se a e´tabli la comple´tude du calcul des pre´dicats (le the´ore`me
d’Herbrand peut aussi se lire ainsi, lorsque le langage est de´nombrable) : tout ensemble d’e´nonce´ non contradictoire
admet un mode`le. Il a aussi e´tudie´ les mode`les de la the´orie des ensembles en montrant que l’axiome du choix et
l’hypothe`se du continu sont compatibles avec la the´orie des ensembles. Et il a montre´ qu’il existe des proprie´te´s
vraies des entiers qui ne sont pas de´montrables a` partir des axiomes de l’arithme´tique (incomple´tude).
7. . . . . . [A]` . . . [A]` . . . A···







Figure 1 – Re`gles d’introduction et d’e´limination de l’implication
ensemble quelconque des occurrences de l’hypothe`se A, ce qui n’est pas faux ; cependant, dans la
pratique usuelle du raisonnement, toutes les occurrences de l’hypothe`ses A sont de´charge´es. (8)
La re`gle duale est connue de tous : il s’agit du modus ponens. Si A a e´te´ e´tabli avec certaines
hypothe`ses Γ et A⇒ B avec certaines hypothe`ses ∆ alors B peut eˆtre e´tabli sous les hypothe`ses
Γ et ∆.
Qu’est ce qu’une preuve de F ? c’est une preuve sans hypothe`se, c’est-a`-dire une preuve dont




Il est possible d’e´viter les arbres et les liens (le “`” de la re`gle ⇒i vers les hypothe`ses, il faut
alors e´crire a` chaque e´tape de la preuve toutes les hypothe`ses non annule´es a` cet instant, comme
montre´ sur figure 2 gnomettant les termes e´crits en minuscules. La preuve ne peut eˆtre fide`lement
repre´sente´e par des des termes simples, il y a besoin d’une ope´ration liant les hypothe`ses, la lambda
abstraction : cette notion nous sera fort utile par la suite.
La meˆme hypothe`se peut eˆtre utilise´e sans avoir e´te´ prouve´e, notre preuve sera comple`te
modulo la justification de cette hypothe`se. Les re`gles permettent ce processus assez naturel dans
le raisonnement mathe´matique. On utilise A ad libitum pour e´tablir B et on en conclut A⇒ B sans
hypothe`se. On de´montre a` part A, e´galement sans hypothe`se. Et on en conclut B, toujours sans
hypothe`se, par modus ponens. Cela fonctionne comme un lemme dans une preuve mathe´matique
usuelle. Lorsque l’on a la preuve du lemme, il suffit de l’inse´rer la` ou` on a utilise´ le lemme pour
que notre preuve soit toujours comple`te et e´le´mentaire (en ce qu’il n’y a plus de lemme), ce qui
en veut pas dire qu’elle soit plus simple a` suivre ou plus courte, bien au contraire.
A partir de la`, pour avoir la logique usuelle, il faut ajouter comme axiome A ∨ ¬A pour
toute formule A, ce qui correspond au tiers exclu dont nous avons parle´ pre´ce´demment. C’est
e´tonnant qu’il faille ajouter ce principe. Du reste, en le laissant de coˆte´, on obtient une logique
fort inte´ressante, la logique intuitionniste, qui est constructive, c’est-a`-dire qui permet d’extraire
des preuves existentielles des algorithmes calculant ce dont la preuve prouve l’existence.
3.1.3 Mode`les
Les mode`les sont une autre fac¸on de parler de la ve´rite´ : ils permettent de ve´rifier, dans une
situation donne´e, si une formule est vraie ou fausse, alors que les preuves permettent de de´river
des formules vraies en toutes circonstances.
Pour que l’interpre´tation soit valide, on dit aussi bien fonde´e, il de´ja` faut qu’une formule
de´montrable soit vraie quelles que soient les contingences, et heureusement c’est le cas. Mais il y
a aussi une re´ciproque, appele´e comple´tude :
(8). Dans les pre´sentations a` la Hilbert des preuves, en particulier dans les e´crits de Herbrand, ce que nous appelons
ici la re`gle ⇒i est le the´ore`me de la de´duction, relativement difficile a` e´tablir.
~x:Γ, z:A, z:A, x:A ` t:B
contr.
~x:Γ, z:A, x:A ` t:B ⇒i
~x:Γ ` (λz:A. t):A⇒ B
~x:Γ ` f :A⇒ B ~y:∆ ` u:A ⇒e
f(a):B
Figure 2 – Les meˆme re`gles, introduction et e´limination de l’implication, avec hypothe`ses expli-
cites et termes
8The´ore`me 3.1 (The´ore`me de comple´tude (Bernays, 1926)). Une formule vraie dans tout mode`le
est de´montrable : la de´duction capte exactement ce qui peut s’e´tablir par les valeurs de ve´rite´.
Autrement dit : si une formule est tout le temps vraie, partout, quelles que soit les circonstances,
alors il en existe une preuve — et sinon il n’en existe pas.
3.1.4 Logique propositionnelle modale
Nous disons souvent des phrases comme “il est possible que Claire vienne”, et pour en parler
des ope´rateurs unaires appele´es modalite´s, sont ajoute´s a` la logique. Les plus courants sont “il est
possible que”, et “il est ne´cessaire que”, repre´sente´s respectivement par  et . La notation p
correspondra donc a` “il est ne´cessaire que p”.
Des axiomes ge`rent les modalite´s :
– p ≡ ¬¬p
– p ≡ ¬  ¬p
– p→ p
– p→   p
Pour cre´er un mode`le, il ne faut pas juste une attribution de valeur de ve´rite´, mais une famille,
avec une relation d’accessibilite´. Donnons nous des mode`les : M1, M2, M3,... qui constituent de
vrais mondes, avec des choses vraies et fausses, ainsi qu’une relation d’accessibilite´ entre ces mondes
qui nous ame`ne d’un monde a` un autre. En fonction de la logique modale que l’on conside`re, la
relation d’accessibilite´ doit avoir plus ou moins de proprie´te´s. (9)
Exemple 3.1. Voici l’interpre´tation de deux phrases modales. “Il est ne´cessaire que Pierre vienne”
sera vraie dans un monde M si dans tous les mondes accessibles a` partir de M ”Pierre vient.”
“Il est possible que Pierre vienne” sera vraie dans un monde M si dans l’un des mondes
accessibles a` partir de M “Pierre vient/viendra”.
Pour cette extension, avec les mode`les e´voque´s, le the´ore`me de comple´tude vaut toujours : les
propositions vraies dans tous les mode`les sont exactement les propositions de´montrables.
3.2 Calcul des pre´dicats
Revenons a` la logique de Frege, a` son invention, le calcul des pre´dicats.
3.2.1 Formules
Les pre´dicats de base sont des relations n-aires, en fonction du nombre d’arguments qu’ils
prennent. Meˆme si dans le langage courant, on a tendance a` typer les choses, pour Frege, il n’y a
ni type ni sorte, ni cate´gorie : c’est le meˆme univers pour tout le monde. C’est ainsi que la logique
en vient a` conside´rer un nombre re´el comme un ensemble, ce qui est possible et cohe´rent mais bien
peu naturel.
Exemple 3.2. Dans le langage courant :
– dormir est unaire (quelqu’un dort) ;
– regarder est binaire (quelqu’un regarde quelque chose) ;
– donner est ternaire (quelqu’un donne quelque chose a` quelqu’un).
En mathe´matiques :
– premier(x) est unaire (x est premier) ;
– plus(x, y, z) est ternaire (x + y = z).
Afin d’e´viter de compliquer cet expose´, nous laissons de´libe´re´ment de coˆte´ les notions de fonc-
tion et de terme : du reste il est possible d’exprimer, dans ce genre de langage, qu’un pre´dicat est
une fonction. Comme par exemple pour le plus mentionne´ ci-dessus : ∀x∀y∃zplus(x, y, z) (toute
paire d’entier a une somme) et ∀x∀y∀z∀z′plus(x, y, z) ∧ plus(x, y, z′) ⇒ z = z′ (deux entiers ont
au plus une somme).
(9). On peut aussi interpre´ter la logique intuitionniste de´finie par les re`gles de de´duction sans le tiers exclu, en
demandant a` ce que l’accessibilite´ soit transitive et re´flexive.
93.2.2 Preuves
Les de´ductions dans le calcul de pre´dicats, requie`rent, outre les re`gles de la logique proposi-





i si pas de x dans une hypothe`se libre
∀xA(x)
A(x)
∀−e A(u) est une variable ou une constante
Si A(x) vaut sans supposer quoi que ce soit sur ce pauvre x, la preuve de A(x) avec cet x
ge´ne´rique va donc fonctionner pour tout x.
En revanche, on peut instancier, c’est a` dire de´duire A(u) de ∀xA(x) pour toute constante ou
variable t — et meˆme pour tout terme t si nous avions des termes.
Les re`gles pour le ∃ sont de´ductibles par dualite´.
3.2.3 Mode`les
A proprement parler, un mode`le du calcul des pre´dicats a pour base un ensemble M (dans
lequel les variables varient !) qui repre´sente les valeurs que peuvent prendre les variables. Cet
ensemble est unique quels que soient les objets traite´s, il n’y a qu’une seule sorte d’objets.
Les pre´dicats n-aires sont alors des parties de Mn.
Exemple 3.4. L’addition, plus, comme vue pre´ce´demment, va eˆtre une partie de M3.
Ne sont pris en compte que les triplets de nombres pour lesquels la somme des deux premiers
donne le troisie`me.
Il faut fixer la valeur des variables libres pour qu’une formule soit vraie ou fausse (assignation).
Pour interpre´ter les formules closes, on fait varier l’interpre´tation des variables.
Exemple 3.5. Exemple sur les formules closes :
∀xP (x) est vrai si pour toute valeur assigne´e a` la variable x la formule P (x) est vraie.
∃xP (x) est vrai sil existe une valeur qui, assigne´e a` x, rende la formule P (x) vraie.
Bien e´videmment, comme pour le calcul des propositions, les formules de´montre´es sont vraies
dans tout mode`le, et les formules vraies sous certaines hypothe`ses sont vraies dans tout mode`le
ou` lesdites hypothe`ses sont vraies. Ce re´sultat, aise´ a` obtenir par induction, s’appelle la validite´
(soundness) du calcul des pre´dicats. Comme pour le calcul propositionnel, il admet une re´ciproque,
le the´ore`me de comple´tude 3.2 :
The´ore`me 3.2 (The´ore`me de comple´tude (Go¨del, Herbrand, 1930)). Une formule vraie dans tout
mode`le est de´montrable.
Ce re´sultat affirme que si une formule est tout le temps vraie, partout, quelles que soit les
circonstances, il en existe une preuve.
Autrement dit, et compte tenu de la validite´ de´finie ci-dessus, il y a co¨ıncidence entre la notion
de ve´rite´ porte´e par la de´duction et celle porte´e par les interpre´tations en termes de valeurs de
ve´rite´. Une formule du langage des groupes, conse´quence des axiomes de groupes, sera vraie dans
tous les groupes, et, re´ciproquement, une formule vraie dans tous les groupes est de´montrable a`
partir des axiomes de groupes.
3.2.4 Modalite´s et mode`les de Kripke
Il y a des mode`les, dits de de Kripke pour le calcul des pre´dicats modal. Ces meˆmes techniques
de´veloppe´es pour les modalite´s standard permettent d’interpre´ter les verbes de croyance comme
“croire”. Pour changer des modalite´s “il est possible ” et “il est ne´cessaire que” disons-en deux
mots :
10
Exemple 3.6. Analysons la phrase “Se´bastien croit que Chomsky est un informaticien.”
Cela ne signifie pas du tout que Chomsky soit informaticien, mais uniquement que Se´bastien
pense que Chomsky est informaticien, car Se´bastien peut se tromper. Cette phrase est vraie quand
dans tous les mondes ou` les croyances de Se´bastien sont des faits ave´re´s, Chomsky est un infor-
maticien.
Un cas particulier des mode`les de Kripke est la logique intuitionniste, qui est la logique de
nos re`gles, si nous ne leur ajoutons pas l’axiome du tiers exclus. Dans cette logique, comme dans
la langue naturelle, la double ne´gation est un peu plus faible que l’affirmation. (“Vous n’ignorez
pas les lois” me semble moins fort que “Vous connaissez les lois”). On a donc : ¬¬p 6→ p (mais
p→ ¬¬p).
Des mode`les de Kripke dans lesquels chaque monde possible est un mode`le classique corres-
pondent a` la logique intuitionniste, et en travaillant dessus, des structures mathe´matiques bien
connues apparaissent : les (pre´)faisceaux. De nouveau on a un the´ore`me de comple´tude, applicable
a` ce cas pre´cis de la logique intuitionniste. Une preuve directe, simple et re´cente a e´te´ obtenue par
un doctorant bordelais, Ivano Ciardelli.
4 Des phrases aux formules — dans la logique !
Pour l’instant, nous avons vu comment e´tablir et interpre´ter des formules, et il est com-
mune´ment admis qu’elles correspondent a` des phrases. Pourquoi pas, mais comment leur correspondent-
elles ? En fait nous avons suivi le point de vue historique : les logiciens ont d’abord re´ussi a` mani-
puler des formules, ou plutoˆt des phrases dont les formules sous-jacentes sont e´videntes, avant de
se poser la question du lien entre phrases et formules. Nous allons expliciter ce lien en montrant
comment transformer une phrase en une formule — ou en plusieurs formules, une phrase pou-
vant eˆtre ambigu¨e. Pour arriver a` cette formule a` partir d’une phrase, il faut d’abord l’analyser
grammaticalement puis appliquer des me´thodes pour aller des phrases aux formules logiques. Nous
allons ici montrer quelles sont ces me´thodes.
Pour ce faire, nous commencerons par de´finir l’analyse grammaticale / syntaxique d’une phrase,
ce qui correspond a` la preuve qu’elle est bien forme´e. La structure syntaxique (10) nous donnera
un arbre de preuve, dans une logique tre`s particulie`re, tre`s restreinte, manipulant des cate´gories
qui seront a` la fois grammaticales et se´mantiques.
4.1 Calcul de Lambek
Le syste`me logique que nous allons utiliser pour reconnaitre et analyser les phrases est le calcul
de Lambek.
Joachim Lambek est alge´briste (connu pour son livre sur les modules), cate´goricien (alle`gre,
logique, topos) mais aussi fe´ru de linguistique. Il a transforme´ les grammaires cate´gorielles d’Aj-
dukiewicz et Bar-Hillel en un syste`me logique tre`s e´le´gant.
4.1.1 Principes de base
Lambek de´finit des cate´gories (ou types) de base :
– S pour une phrase (sentence) ;
– n pour les noms communs (noun) ;
– np pour les syntagmes nominaux (noun phrase).
A partir de ces cate´gories de base, construisons un ensemble de cate´gories :
P ::= S, n, np, ...
Lp ::= P | (Lp\Lp) | (Lp/Lp)
C’est-a`-dire : P est l’ensemble des cate´gories atomiques et Lp celui des cate´gories compose´es,
forme´es au moyen des symboles “a sur b” (a/b) et “a sous b” (a\b). Un lexique assigne alors des
(10). C’est l’e´quivalent des arbres, que l’on dessinait avec des stylos bille de diverses couleurs, au de´but du colle`ge :
on se´parait les groupes de mots suivant leur fonction dans la phrase, et on trac¸ait les liens les unissant, mais cela
peut se faire automatiquement, s’informatiser.
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cate´gories aux mots puis aux suites de mots graˆce aux re`gles ci-apre`s. Notons de`s a` pre´sent qu’un
mot ou une suite de mots peuvent avoir plusieurs cate´gories.
Dans le sens usuel, duˆ a` Ajdukiewicz, Bar-Hillel, si un mot u (ou une suite de mots) a la
cate´gorie A et un mot (ou une suite de mots) v a la cate´gorie A\B (11), alors la suite de mots uv
a pour cate´gorie B.
La re´ciprocite´ de ces principes a e´te´ introduite par Lambek. Si une suite de mots uv a pour
cate´gorie B, et que le mot ou la suite de mots u a pour cate´gorie A, alors une cate´gorie du mot ou
de la suite de mots v est A\B. Autrement dit v est de cate´gorie A\B s’il attend un A a` sa gauche.
Les “calculs” s’effectuent ensuite comme montre´ dans la figure 3.
u v
u : A v : A\B
uv : B
u v
u : B/A v : A
uv : B
Figure 3 – Avec les re`gles AB (Ajdukiewicz Bar Hillel) les cate´gories peuvent se voir comme des
fractions non commutatives, qui se simplifient uniquement si le A est du bon coˆte´.
4.1.2 Re`gles
Les re`gles du calcul de Lambek sont fonde´es sur les grammaires AB. Elles sont re´sume´es dans
la figure 4. Les re`gles \i et /i sont des re`gles d’introduction et les re`gles \e et /e sont des re`gles
d’e´limination.
au moins deux hypothe`ses
A est l’hypothe`se la plus a` gauche.









au moins deux hypothe`ses libres
A est l’hypothe`se libre la plus a` droite.











Figure 4 – On retrouve les re`gles AB vues auparavant (figure 3). Il y a en plus les re`gles d’intro-
duction dues a` Lambek. Sachant que uv est de type B et que u est de type A, v est de type A\B.
Evidemment les re`gles /e et /i proce`dent syme´triquement.
Une autre manie`re de pre´senter les re`gles, avec une me´thode plus “en ligne”, donne quelque
chose comme ce que nous voyons en figure 5
On peut faire le lien avec le groupe libre :
– S, n, np, sont les e´le´ments de base.
– (y/x)\y = (yx−1)−1y = xy−1y = x.
Cela rend A ` B syme´trique, ce qui n’est syntaxiquement pas vrai, le groupe libre n’est pas un
mode`le complet. L’avantage de ce lien avec le groupe libre est de ve´rifier rapidement par un calcul
(11). lire A sous B, alors que A/B se lit A sur B
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Γ ` A ∆ ` A\B\e A,Γ ` C\i Γ 6= ∅
Γ,∆ ` B Γ ` A\C
∆ ` B/A Γ ` A
/e
Γ, A ` C
/i
Γ 6= ∅
∆,Γ ` B Γ ` C/A
axiome
A ` A
Figure 5 – Suivant la re`gle /e, lorsque quelque chose de cate´gorie B/A est suivi de quelque chose
de cate´gorie A, la suite des deux est de cate´gorie B.
que quelque chose n’est pas de´montrable. Si le calcul des deux membres dans le groupe libre ne
donne pas le meˆme re´sultat, ni A ` B ni B ` A n’est de´montrable.
4.1.3 Une tre`s jolie logique
Le calcul de Lambek est une logique e´le´gante ou` se retrouvent plusieurs caracte´ristiques im-
portantes :
– Comple´tude pour des mode`les alge´briques ordonne´s simples (une cate´gorie de base est in-
terpre´te´e par les suites de mots qui sont de cette cate´gorie, et cette interpre´tation est e´tendue
aux cate´gories complexes, l’inclusion d’une cate´gorie A dans une cate´gorie B correspondant
a` la prouvabilite´ de A ` B). (Bukowski 1982)
– Notion de preuve normale, avec proprie´te´ de la sous formule, ce qui facilite la recherche de
preuve et donc l’analyse grammaticale. (Lambek 1958) Ladite normalisation est confluente,
et s’effectue en temps line´aire. (Lambek 1958)
– La prouvabilite´ est de´cidable (Lambek 1958) mais NP-comple`te en fonction de la taille des
formules a` prouver (Pentus 2003)
– Le calcul de Lambek est une sous logique de la logique intuitionniste, c’est a` dire que les
preuves utilisent une partie des re`gles de la logique intuitionniste. Cette proprie´te´ nous
resservira par la suite, pour construire l’interpre´tation se´mantique.
4.1.4 Grammaire de Lambek : description d’un langage ou d’une langue
Comment fonctionne une grammaire de Lambek ?
Les re`gles donne´es pre´ce´demment et pre´sente´es figure 5 et 4 sont la cle´ de l’e´difice. Toutes les
informations sur le langage sont dans le lexique (lex). Pour chaque mot, celui-ci contient toutes
les cate´gories associe´es a` ce mot (12) Quel que soit le langage (L(lex)), seul le lexique varie, tandis
que les re`gles logiques restent immuables.
Soit une phrase, vue comme une suite de mots m1,m2, . . . ,mk. Si pour chaque mot il est
possible de trouver une cate´gorie parmi celles que lui attribue le lexique de sorte qu’en combinant
tous les types il existe une preuve de la cate´gorie de base S, la phrase est dite correcte, et appartient
a` L(lex).
Exemple 4.1 (Exemple Simple). Conside´rons le lexique suivant, en italien pour des questions de
simplification (une question se pose, en italien, sans inversion de sujet) :
Mot Type(s) Traduction
cosa (S/(S/np)) quoi
guarda (S/inf ) il/elle regarde
passare (inf /np) passer
il (np/n) le
treno n train
(12). Un mot a parfois besoin de plusieurs cate´gories, comme “manger” qui peut eˆtre utilise´ avec ou sans
comple´ment d’objet “Jean mange” ou “Jean mange quelque chose”.
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La phrase : “guarda passare il treno” (il/elle regarde passer le train) donne le calcul suivant :
(S/inf ).(inf /np).np/nn.
Le type inf repre´sente un infinitif. Pour la simplification, regardons la figure 6.
guarda : S/inf
passare : inf /np





Figure 6 – Simplification de la phrase “guarda passare il treno”. Le fait d’avoir comme cate´gorie
racine S nous assure que la phrase est bien dans L(lex).
Comment analyser “cosa guarda passare” (que regarde-t-il/elle passer ?) ? Il manque un groupe
nominal pour pouvoir simplifier “guarda passare” ((S/inf ) (inf /np)) C’est la` qu’interviennent les
re`gles d’introduction ajoute´es par Lambek aux grammaires AB : puisqu’avec un np au bout “guarda
passare + np” est une phrase, le groupe “guarda passare” a le type S/np. Pour que “cosa guarda
passare” soit une phrase correcte, il faut bien attribuer a` “cosa” la cate´gorie (S/(S/np)). La meˆme
preuve en remplac¸ant respectivement S, inf , np par a, b, c e´tablit la transitivite´ du symbole “/” dans
le calcul de Lambek : a/b, b/c ` a/c.
Exemple 4.2 (Mots vides). Une particularite´ du calcul de Lambek en tant que syste`me logique
est d’imposer a` toute preuve ou partie de preuve d’avoir toujours au moins une hypothe`se : on ne
peut conside´rer de mot vide (alors que selon une logique usuelle, un mot vide devrait avoir pour
cate´gorie toute formule logique vraie sans hypothe`se). Il faut qu’il en soit ainsi, car sans cela, il











Figure 7 – Les adjectifs prennent en argument un nom commun et les retransforment en une sorte
de nom commun (“petite maison” et “maison” vont se traiter, d’un point de vue syntaxique, de la
meˆme manie`re). Les adjectifs ante´pose´s (n\n) sont donc des mots qui prennent a` leur droit un nom
(n) et qui rendent un nom (n). En acceptant un mot vide en guise d’adjectif, “un tre`s exemple”
est bien de type np, qui va pouvoir s’inse´rer dans une phrase, alors que ce n’est clairement pas un
groupe nominal valide. C’est pour cela qu’il doit toujours y avoir une hypothe`se non vide.
Exemple 4.3 (Exemple plus complexe). Faisons appel a` un mot re´flexif, comme “lui-meˆme”.
L’exemple est en anglais pour eˆtre moins ambigu, et pour e´viter le pronom clitique “se”, plus
complique´.





– “some” prend d’abord un nom commun puis une phrase a` laquelle il manque son sujet.
– “themselves” prend un verbe transitif et lui donne la cate´gorie des verbes intransitifs.
La phrase “some statements speak about themselves” (voir de´rivation figure 8) illustre le lien
avec la logique : le pre´dicat “soi-meˆme” transforme un pre´dicat naturellement a` deux places P (x, y)
en un pre´dicat P (x, x), et donc a` une seule place.
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So ` (S/(np\S))/n Sta ` n
So, Sta ` (S/(np\S)) /e a
SpA ` (np\S)/np Refl ` ((np\S)/np)\(np\S)
SpA,Refl ` (np\S) \e
So, Sta, SpA,Refl ` S /e
Figure 8 – So correspond a` some, Sta a` statements, spA a` speakabout et Refl a` themselves.
Le groupe nominal “some statements” attend a` sa droite une phrase prive´e de son sujet. Le
re´flexif “themselves” prend a` sa gauche un verbe transitif, qui demande un sujet et un objet et
le transforme en verbe intransitif, ne ne´cessitant plus qu’un sujet. Le tout donne, par conse´quent,
une phrase correcte.
4.2 Se´mantique de Montague
Pour obtenir les formules repre´sentant le sens des phrases, nous les allons de´crire comme des
λ-termes.
En plus des cate´gories syntaxiques, le lexique dotera chaque mot de λ-termes dont les types
seront une traduction des cate´gories syntaxiques. Ensuite, graˆce a` l’analyse syntaxique et au lexique
avec ces termes “se´mantiques”, nous obtiendrons un λ-terme repre´sentant une formule logique.
La mise en oeuvre du calcul de la repre´sentation se´mantique s’appuie sur le principe de com-
positionnalite´ cher a` Frege, principe selon lequel le sens du tout est fonction du sens des parties, et
de la structure syntaxique, ce dernier ingre´dient ayant e´te´ apporte´ par Montague — effectivement
“Pierre aime Marie” n’a pas le meˆme sens que “Marie aime Pierre”. Assemblons les mots en
groupes de mots , de proche en proche, en suivant la structure syntaxique.
Il nous faut ici pre´ciser un peu ce qu’est un lambda terme, et comment un lambda terme peut
repre´senter une formule logique.
Les λ-termes ici conside´re´s ont des types ; pour repre´senter les formules, nous utiliserons deux
types de base particulier, e et t, qui correspondent respectivement aux entite´s (aux individus de la
logique) et aux propositions (ou aux valeurs de ve´rite´, lorsque celles-ci sont interpre´te´es). Ensuite,
en composant les termes et les diffe´rents types, il est possible de fabriquer des fonctions et de les
appliquer a` des arguments.
types ::= e | t | types→ types
– Pour chaque type U on se donne une infinite´ de´nombrable de variables et de constantes de
type U ;
– une variable ou une constante x de type U est un terme de type U ;
– si t est un terme de type U → V (13) et u un terme de type U alors (t(u)) est un terme de
type V ;
– si x est une variable de type U et t un terme de type V alorsλx.t est un terme de type
U → V [La fonction qui a` x de type U associe t de type V qui a priori de´pend de x.].
4.2.1 Que calcule le λ-calcul ?
Pourquoi dire λ calcul ? Pour l’instant, nous ne calculons rien avec. En fait, le λ-calcul permet
comme son nom l’indique, de calculer, mais il le fait d’une manie`re assez stupide, qui consiste a`
remplacer la variable de la fonction par sa valeur.
Exemple 4.4 (Calcul). (λx.x+ 2)(3 + y)→ (3 + y) + 2.
Appliquer la fonction (λx.x+ 2) a` (3 + y), c’est remplacer x par (3 + y).
Le λ-calcul peut “tout” calculer — le lambda calcul non type´ est l’un des mode`les de la cal-
culabilite´, et le lambda calcul type´ permet de calculer “beaucoup” de fonctions re´cursives totales.
L’ope´ration de base consiste a` remplacer une variable par l’argument auquel la fonction est ap-
plique´e, eet cette ope´ration est appele´e β-re´duction. Cette re´duction, dans un cadre type´, se passe
bien : le calcul finit toujours, et quelque soit l’ordre dans le quel s’ope`rent les re´ductions, le re´sultat
est toujours le meˆme : tant mieux !
(13). Le type U → V est le type des fonctions allant de U dans V
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4.2.2 Se´mantique de Montague : syntaxe et se´mantique
Nous retrouverons dans ce paragraphe, l’antique (au sens propre) correspondance qu’il y a
entre une proposition et une phrase, entre un groupe nominal (de´fini) et un individu et d’autres
du meˆme acabit. (voir figure 9).
(Type syntaxique)∗ = Type se´mantique
S∗ = t une phrase est une proposition
np∗ = e un groupe nominal est une entite´
n∗ = e→ t un nom commun est une partie des entite´s, une proprie´te´.
Notons que noms communs et verbes intransitifs
se traitent de la meˆme manie`re (14).
(A\B)∗ = (B/A)∗ = A→ B s’e´tend a` toutes les cate´gories d’une grammaire
cate´gorielle. Quelque chose qui attendait un A a` sa
gauche ou a` sa droite pour former un B devient une fonction de A dans
B.
Figure 9 – On traduit les cate´gories en propositions, entite´s ou association des deux.
Exemple 4.5 (Verbe transitif). Pour le verbe intransitif “dormir”, le pre´dicat “dormir” est
applique´ a` l’entite´ “Pierre”. Grammaticalement, il est bien utile de savoir que l’on dit “Pierre
dort” et non pas “dort Pierre”, mais pour la forme logique que l’on fabrique, il suffit de savoir
que le pre´dicat “dormir” s’applique a` “Pierre”.
Ici le mot “sujet” va eˆtre aussi bien employe´ au sens logique de “sujet d’un pre´dicat”, qu’au
sens grammatical de sujet d’une phrase. Ce n’est pas un hasard, cela provient de la tradition
me´die´vale : le sujet est l’individu, le reste, c’est-a`-dire le groupe verbal, est le pre´dicat.
4.2.3 Des constantes pour les ope´rations logiques
Pour exprimer la logique, nous utiliserons des constantes du lambda calcul, constantes sans
lesquelles il n’est point possible d’e´crire de formule (voir figure 10).
Constante Type
∃ (e→ t)→ t
∀ (e→ t)→ t
∧ t→ (t→ t)
∨ t→ (t→ t)
⊃ t→ (t→ t)
Figure 10 – Traduction entre les constantes de la logique et les types en λ-calcul. Rappelons que
e→ t signifie que de le lambda terme prend une entite´ en parame`tre et renvoie une proposition.
Remarque 4.1 (Connecteurs et quantificateurs). ∧,∨,⊃: t→ (t→ t) Un connecteur logique, ap-
plique´ a` une premie`re proposition, puis a` une seconde, retourne une nouvelle proposition.
∃,∀ : (e→ t)→ t L’argument d’un quantificateur, de type (e → t) repre´sente une proprie´te´, un
pre´dicat a` une place — par exemple “dort”. Le quantificateur fabrique alors une proposition
qui peut avoir une valeur de ve´rite´. Le ∀ prend pour argument une proprie´te´ et fabrique la
proposition qui dit si la proprie´te´ est vraie pour tout le monde ou non (ce qui de´pend de
l’interpre´tation de la dite proprie´te´), tandis que le ∃ fabrique aussi une proposition a` partir
d’une proprie´te´, mais une proposition qui est vrai lorsque ladite proprie´te´ vaut d’au moins
un individu.
(14). Cette ide´e vient d’Alexandrie, environs au 3e sie`cle, ou` ont e´te´ e´tudie´es ce genre de correspondances. Les
adjectifs posaient proble`me : ils partageaient des proprie´te´s avec les verbes mais aussi avec les noms.
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4.2.3.1 Des constantes pour les pre´dicats du langage Essayons d’e´crire ensemble quelques
formules comme des λ-termes (voir figure 4.6)
Exemple 4.6. Voici les λ-termes se´mantiques associe´s a` quelques mots :
aime λxλy(aime y)x x:e, y:e, aime:e→ (e→ t)
 aime  est un pre´dicat binaire
Garance λP (P Garance) P :e→ t, Garance : e
 Garance  est de´crite comme les proprie´te´s de  Garance 
Le terme associe´ au verbe aimer a une particularite´ : il inverse les arguments, car l’usage
logique est d’e´crire aime(Pierre,Marie) et non aime(Marie, P ierre) pour signifier que “Pierre
aime Marie”. Il faut bien que le lambda terme associe´ a` aimer inverse les arguments, car cette
formule est construite en suivant les re`gles grammaticales, et celles-ci postulent que le verbe
rec¸oit d’abord son comple´ment d’objet avant de recevoir son sujet, le lien entre le verbe et son
objet e´tant suppose´ plus intime. Selon une tradition issue d’Aristote, qu’on peut qualifier de
“me´diterrane´enne” puisqu’elle s’est ensuite propage´e dans l’empire romain et byzantin notamment
a` Alexandrie, on regroupe le verbe et ses comple´ments qui forme un pre´dicat lequel est applique´
au sujet. Par exemple, dans une phrase simple comme “Pierre regarde Marie”, on regroupe “re-
garde Marie” et “Pierre” est le sujet de tout le groupe verbal. Un pre´dicat aimer a` deux arguments
syme´triques est logiquement possible, mais il va contre cette tradition grammaticale, dont la lin-
guistique moderne ne s’e´loigne gue`re, du moins sur ce point. La forme se´mantique de Garance, qui
identifie un individu avec ses proprie´te´s est a` rapprocher de l’e´galite´ de Leibniz dont nous avons
de´ja` parle´.
4.2.3.2 Calcul de la forme logique : recette Etant donne´ l’analyse syntaxique, c’est-a`-dire
une preuve dans le calcul de Lambek, et un lexique contenant en sus des cate´gories syntaxiques
les λ-termes se´mantiques, la recette est assez simple :
1. Inse´rer sur les feuilles de l’arbre syntaxique, c’est-a`-dire les mots, les λ-termes fournis par le
lexique, en respectant les applications.
2. Re´duire le λ-terme comme un groupe nominal (via β-re´duction) : c’est la forme logique de
l’e´nonce´ analyse´.
Tous les λ-termes obtenus qui sont de type ”proposition” sont des formules, et donc transformables
en types.
Exemple 4.7 (analyse se´mantique de “some statements speak about themselves”). Comme an-
nonce´ au de´but de cette partie de l’expose´, enrichissons le tableau contenant la cate´gorie syntaxique
u uniquement en rajoutant, le type se´mantique u∗, ainsi que λ-terme associe´ t : u∗.
word syntactic type u
semantic type u∗
semantics : λ-term of type u∗
xv means that the variable or constant x is of type v
some (S/(np\S))/n









(e→ (e→ t))→ (e→ t)
λP e→(e→t)λxe((Px)x)
Remarquons que le nom commun et la phrase a` qui il manque le sujet ont le meˆme type : “chat”
et “dort” sont de meˆme type, ce sont des pre´dicats qui s’appliquent a` une entite´.
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Some prend deux pre´dicats, celui du nom commun puis celui du verbe et forme une proposition qui
dit si une entite´ satisfait les deux pre´dicats a` la fois. Cela se voit en analysant le λ-terme :
“some” applique´ a` “cat” et a` “sleep” dit s’il existe des entite´s “qui sont des chats” et “qui
dorment”.
Speak About prend deux entite´s et retourne une valeur de ve´rite´. Le λ-terme, inverse effective-
ment x et y, en premier lieu vient de quoi on parle, est ensuite est pre´cise´ qui en parle.
Themselves : prend un verbe transitif et fabrique un verbe intransitif. Il prend donc une proprie´te´
qui a naturellement deux arguments, et il fabrique une proposition dont le sujet et l’objet sont
identiques ( “Pierre se regarde” : le pronom “se” dit que le sujet et l’objet de “regarde” sont
identiques). Le λ-terme a pour argument un pre´dicat de type e → e → t et forme un terme
de type (e→ t), soit l’e´quivalent d’un pre´dicat a` une seule place.
En convertissant comme indique´ les cate´gories syntaxiques en types se´mantiques, l’analyse
syntaxique pre´sente´e figure 8 fournit un λ-terme de ce genre : ((some statements) (themselves
speak about)) de type S∗ = t. Remplac¸ons les mots par les λ-termes se´mantiques correspondant







Le dernier λ-terme s’e´crit plus simplement ainsi :
∃x:e(statement(x) ∧ speak about(x, x))
Ce qui est bien la formule logique escompte´e.
4.2.3.3 Re´sultat Cette interpre´tation du calcul de la repre´sentation se´mantique est automa-
tisable, et meˆme automatise´e. Elle est par exemple imple´mente´e dans le logiciel Grail de Richard
Moot. C’est donc faisable, mais avec de l’huile de coude, puisqu’il il faut eˆtre assez patient pour
saisir manuellement toutes les entre´es se´mantiques du lexique (les cate´gories syntaxiques peuvent
eˆtre acquises automatiquement).
Dans le processus ci dessus, il n’y a aucun moyen pour relier les sens entre eux. Par exemple,
“livre” est un pre´dicat a` un argument, “lire” un pre´dicat a` deux argument, mais rien de dit qu’un
“livre” puisse eˆtre “lu”. Rien n’est pre´vu pour adapter le sens au contexte, comme “classe” qui
peut vouloir de´signer un ensemble d’e´le`ves mais aussi une salle de´die´ a` l’enseignement. Les formules
logiques produites jusqu’ici ne sont pas assez subtiles, et leur production s’ave`re fastidieuse. Nous
allons donc prendre en compte les sortes des objets et structurer les mots en une ontologie de la
langue pour faire mieux.
5 Comment adapter le sens des mots au contexte ?
C’est un travail relativement personnel, qui participe a` une tendance actuelle ou` le sens de´fini et
calcule´ pre´ce´demment est raffine´ en se plac¸ant dans un cadre d’inspiration cognitive. Ces questions
sont difficiles car elles portent sur le rapport complexe qu’entretiennent la langue et le monde (ou
l’univers du discours). Une premie`re constatation est qu’il faut sans doute s’e´loigner de l’univers
monosorte de Frege et conside´rer plusieurs sortes d’objets, et se diriger ainsi vers un univers plus
structure´.
La polyse´mie est e´tudie´e depuis “toujours” mais elle l’est plus particulie`rement depuis les
anne´es quatre-vingts. Nous ne parlons pas ici de la polyse´mie de “l’avocat” (fruit/profession), mais
plutoˆt celle de “livre” qui de´signe tout a` la fois un objet mate´riel et un contenu informationnel, avec
un lien entre ces deux sens. En pareil cas, il y a diffe´rents sens en rapport dont un ou plusieurs
sont se´lectionne´s par le ou les pre´dicats, et le locuteur peut vouloir affirmer des proprie´te´s de
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diffe´rentes facettes d’un meˆme objet. Lorsque quelqu’un dit qu’un livre est inte´ressant, c’est pour
son contenu, mais s’il le dit volumineux c’est en tant qu’objet mate´riel, mais s’il le qualifie lourd,
il peut s’agir de l’une ou l’autre des deux facettes.
5.1 Facettes d’un mot
Une ville peut de´signer un club de foot (“Marseille a battu Bordeaux”), mais aussi l’autorite´
qui y sie`ge (“Washington envoie des troupes en Afghanistan”), et bien suˆr la ville en elle-meˆme
(“Washington borde le Potomac”)... De meˆme le mot “saumon” de´signe-t-il aussi bien un animal
qu’un aliment. Il est possible d’affirmer simultane´ment des proprie´te´s qui portent sur plusieurs
facettes — terme duˆ a` Jacques Jayez — meˆme si ce n’est pas toujours compre´hensible.
Exemple 5.1 (Association de diffe´rentes facettes d’un objet).
– Un livre lourd mais inte´ressant : aucun proble`me de compre´hension.
– Le diner e´tait de´licieux mais a dure´ des heures : idem.
– Un saumon rapide mais de´licieux : e´trange.
– Marseille est un grand port et bat parfois Bordeaux : incompre´hensible.
– Washington borde le Potomac et envoie des troupes en Afghanistan : utilise´ uniquement de
manie`re humoristique.
Nous verrons ci-apre`s comment d’autres phe´nome`nes comme le voyageur virtuel (fictive motion)
peuvent eˆtre traite´es dans ce meˆme cadre logique. Il s’agit de phrases comme “e chemin monte
pendant deux heures” qui peuvent se dire sans que personne n’emprunte ledit chemin.
5.1.1 Sortes et types
Pour exprimer ces phe´nome`nes de facettes et de glissement de sens en contexte, nous utilisons
une logique multisorte, TYn. Cela permet de traiter les phe´nome`nes mentionne´s, tout en e´vitant
un paradoxe qui n’existe pas dans la langue mais uniquement dans la logique monosorte de Frege
et ses successeurs (voir figure 11), paradoxe selon lequel un objet pourrait avoir des proprie´te´s
oppose´es. Lors d’une photo de famille, quelqu’un peut dire “Marie est petite, il faut qu’elle se
mette devant”, e´tant donne´ que Marie est une enfant, mais la meˆme personne peut aussi dire
“Marie est grande”, et l’interlocuteur comprend alors que pour son aˆge, Marie est grande. Une
analyse de ce paradoxe consiste a` dire que les proprie´te´s ne sont pas affirme´es d’un objet dans
l’absolu mais d’un objet en “en tant que” membre d’une classe, et le paradoxe est e´vite´ — de






enfant de 7 ans
Figure 11 – Photo de famille : Marie (7ans) est devant parce qu’elle est petite (par rapport a` des
adultes). Mais elle est aussi grande (pour une enfant de 7ans).
Nous aurons donc plusieurs sortes d’objets, et nous nous autoriserons a` quantifier sur les
types. Plusieurs syste`mes permettent de telles constructions, et nous avons choisi le syste`me F,
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impre´dicatif mais relativement simple —- il est assez expressif, il peut coder toute l’arithme´tique
intuitionniste du second ordre.
5.1.2 Types du second ordre
Ce syste`me de types inclut des variables de type et permet de quantifier sur ces variables de
types. Par rapport aux types du syste`me pre´ce´dent, au lieu d’un type e pour tous les individus
nous aurons plusieurs types ei, ce qui constitue une sorte d’ontologie plate (e´ve´nements, objets
physiques, contenus informationnels, eˆtres humains,...).
– Types de base : constantes ei et t, ainsi que des variables de type α ∈ P .
– Quand T est un type et α une variable de type pre´sente ou non dans T , Λα.T est un type.
– Quand T1 et T2 sont des types, T1→ T2 est aussi un type.
Ces types sont les propositions quantifie´es, e´crite avec le seul connecteur “→”.
5.1.3 Termes du second ordre
Les termes correspondent aux preuves du calcul des propositions quantifie´es.
Cela va permettre, en pre´sence de plusieurs types d’objets, d’appliquer une ope´ration a` tous ces
diffe´rents objets. Par exemple, plutoˆt que d’avoir un quantificateur par type (“tous les” pour les
objets physiques, “tous les” pour les contenus informationnels, etc.), nous utiliserons un quantifi-
cateur sur tous les types, quantificateur qui sera ensuite spe´cialise´ en un quantificateur sur un type
particulier. Clea permet aussi de faire des conjonctions entre des proprie´te´s, sans meˆme connaitre
les types auxquels elles s’appliquent.
Le syste`me F (Girard 1971) — dont les re`gles de calcul e´tendent naturellement la β re´duction—
est de´crit par les re`gles si-dessous. t:U (aussi note´ tU ) signifie “t est un terme de type U”.
– Une variable ou une constante de type T , x : T ou xT est un terme de type T . On dispose
d’une infinite´ de variables de chaque type.
– (fu)V est un terme de type V quand u : U et f : U → V . On appelle (fu) l’application de
la fonction f a` un terme τ .
– λxT .u est un terme de type T → U quand x : T et u : U .
– t{U} est un terme de type T [U/α] (le type T dans lequel la variable de type α est remplace´e
par U) quand t : Λα.T et U est un type. Un terme qui s’applique a` tous les types est spe´cialise´
pour un type U particulier. Nous en verrons ci-apre`s quelques applications.
– Λα.t est un terme de type Λα.T quand α est une variable de type et t : T est un terme
sans variable libre de type α. Cette re`gle de formation construit un terme qui ge´ne´ralise un
terme qui fonctionne pour la variable de type α qui n’a rien de particulier — non libre en
hypothe`se.
Imaginons qu’il y ait des objets de type A, B, C etc. Au lieu d’avoir un quantificateur pour les
objets de type A, un pour ceux de type B et un pour ceux de type C, c’est-a`-dire des constantes ∀A
de type (A→ t)→ t, une autre ∀B de type (B → t)→ t et une troisie`me ∀C de type (C → t)→ t
il est possible de n’avoir qu’un seul quantificateur ge´ne´ral qui peut eˆtre spe´cialise´ a` chacun des
types.
Le meˆme genre d’argument permet d’avoir une conjonction polymorphe qui peut coordonner
deux proprie´te´s s’appliquant a` deux facettes diffe´rentes d’un meˆme objet (voir figure 12).
Exemple 5.2 (La conjonction polymorphe). Etant donne´s deux pre´dicats Pα→ t et Qβ → t sur
des sortes respectives d’objets α et β quand on a deux modifications de ξ vers α et vers β on peut
coordonner des objets de type ξ :
Λξλxξλfξ → aλgξ → b.(and(P (fx))(Q(gx)))
Ceci s’applique en fait a` tous les pre´dicats P,Q et a` tous les types α, β auxquels ils s’appliquent :
ΛαΛβλPα→tλQβ→tΛξλxξλfξ→αλgξ→β .(and(P (fx))(Q(gx)))
5.1.4 Organisation du lexique
Nous ne pouvons de´tailler l’organisation du lexique qui permet d’automatiser le calcul des
repre´sentations se´mantiques en pre´sence de glissements de sens en contexte et qui permet ou non
d’affirmer simultane´ment deux proprie´te´s de diffe´rentes facettes d’un meˆme mot. Le fait que le
pre´dicat ne s’applique pas a` l’argument propose´ correspond a` une erreur de typage : P a→buc avec
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Figure 12 – Livre (ξ) a un sens mate´riel (α) et un sens informationnel (β). Il peut y avoir des
proprie´te´s vraies de chacune de ces deux facettes. Un livre peut par exemple eˆtre dit volumineux
(P ) (mate´riellement) et inte´ressant (Q) (d’un point de vue informationnel). Les deux informa-
tions, volumineux et inte´ressant, ne s’appliquent pas a` la meˆme facette du mot “livre”, mais leur
conjonction peut ne´anmoins eˆtre forme´e. Cette conjonction pourra eˆtre utilise´e entre deux facettes
de “livre”, mais aussi pour lier une ville en tant que lieu ge´ographique et en tant que repre´sentation
des habitants, etc.
c 6= a. Les entre´es des mots correspondant a` P et a` u contiennent des λ-termes optionnels, des
fonctions, qui permettent de re´soudre le conflit de type lorsque cela est souhaitable, comme pour
“finir un livre” ou` “finir” attend une action. Le lexique spe´cifie si ces transformations de types
sont compatibles ou au contraire s’excluent mutuellement.
5.1.5 Du chemin au voyageur fictif
Dans le cadre d’un projet re´gional appele´ Itipy, un phe´nome`ne a plus particulie`rement retenu
notre attention : le voyageur fictif (fictive motion). Ce phe´nome`ne apparente´ aux glissements de
sens cre´e un lien se´mantique entre les chemins et ceux qui les parcourent.
Le corpus du projet Itipy est compose´ de re´cits du 19e sie`cle relatant des voyages au travers
des Pyre´ne´es. Il contient des phrases comme ... cette route monte jusqu’a` Luz ou` l’on arrive par
une jolie avenue de peupliers., ... cette route qui monte sans cesse pendant deux heures. Pour une
illustration moins laborieuse de ce travail, nous utiliserons l’exemple Le chemin monte, non extrait
du corpus mais plus rapide a` traiter. La description correspond a` la fois a` une route et au point
de vue de celui qui suit ou pourrait suivre le chemin. En effet, lorsque quelqu’un dit “ce chemin
monte pendant deux heures”, l’interlocuteur est oblige´ de penser a` la personne qui suit le chemin :
cela ne peut se re´sumer a` l’altitude est une fonction croissante de l’abscisse curviligne.
L’e´nonce´ “le chemin monte pendant deux heures”, pose proble`me car une proprie´te´ qui s’ap-
plique usuellement a` un eˆtre humain, ou tout du moins quelque chose qui bouge, est ici applique´e a`
une voie. L’ide´e ge´ne´rale est de diffe´rencier la personne de la voie qu’elle suit. Une transformation
du terme se´mantique associe´ au chemin, re´alise´e par un λ-terme optionnel va faire apparaˆıtre un
λ-terme qui introduira la personne qui suit le chemin – quantifie´e universellement : “toute personne
qui suit le chemin...”.
(Phumain→t(uvoie)) humain 6= voie
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le : ΛαλPα→t(τ (α→t)→α P ) — pour toute proprie´te´ des objets de type α, le en choisit un qui la
satisfait, de´termine´ par le contexte.
chemin : λxvoiechemin(x)
(le chemin) : ((ΛαλPα→t(τ (α→t)→α P )){voie} λxvoiechemin(x)))
=β (λP
voie→t(τ (voie→t)→voie P ))λxvoiechemin(x)))
=β (τ λx
voiechemin(x)) : voie
⇒ λP voie→v→tλev(P (τ λxvoiechemin(x)) e) (monte´e de type)
h : λQ(voie→tv)→tvλPhum→tv
(Q (λcvoieλev ∀(λvhum suivre(e, v, c) ⊃ ((P v) e)))) (coercion de type)
(h (le chemin)) : ((λQ(voie→tv)→tvλPhum→tv
(Q (λcvoieλev ∀(λvhum suivre(e, v, c) ⊃ ((P v) e)))))
(λP voie→tvλev(P (τ λxvoiechemin(x)) e)))
=β λP
hum→tvλev∀(λyhumsuivre(e, y, (τ λxvoiechemin(x))) ⊃ ((P x) e))
monte : λxhumλevmonte(e, x)
((h (le chemin)) monte) : ((λPhum→tvλev
∀(λyhumsuivre(e, y, (τ λxvoiechemin(x))) ⊃ ((P x) e)))(λxhumλevmonte(e, x)))
=β λe
v∀(λyhumsuivre(e, y, (τ λxvoiechemin(x))) ⊃ monte(e, y))
Figure 13 – Transformation d’une “voie” (type e´leve´) en “humain” (type e´leve´)
Clairement, c’est uvoie qui produit un xhumain, mais si u restait argument de P devenu humain,
deux proble`mes se poseraient :
1. D’une part, le quantificateur correspondant au voyageur fictif ne pourrait avoir la porte´e sur
le pre´dicat.
2. D’autre part les proprie´te´s du chemin, comme par exemple, goudronne´, deviendraient des
proprie´te´s du voyageur fictif ! (15) La route agre´able ne pose pas de proble`me : il y a aussi
une variable d’e´ve´nement.
En assemblant ces termes, la voie introduit un eˆtre humain. Cependant, cette ope´ration ne porte
pas sur les types atomiques, mais sur des types plus complexes c’est-a`-dire sur les proprie´te´s.
Suivant les ide´es de Leibniz dont nous avons de´ja` parle´, quelque chose peut toujours eˆtre vu
comme l’ensemble des proprie´te´s de ce quelque chose. Pour ce faire, notre mode´lisation utilise
la monte´e de type (type raising) : une voie peut eˆtre transforme´e en ensemble de proprie´te´s des
voies et c’est cet ensemble de proprie´te´s qui vont eˆtre applique´es a` l’objet de type humain. Le
chemin ne se transforme pas en eˆtre humain, c’est le chemin “e´leve´” (16) (type raised) qui se
transforme en ensemble de proprie´te´s d’un eˆtre humain (le type humain “e´leve´”). Pour des raisons
techniques, il y a une variable repre´sentant l’e´ve´nement, et la transformation s’effectue non avec
t (les propositions) mais avec tv := v→ t (les propositions qui de´pendent d’un e´ve´nement, le type
des e´ve´nements e´tant v). Le traitement est pre´sente´ de manie`re relativement comple`te en figure
5.1.5. Ensuite, un modificateur comme “pendant deux heures” s’applique au re´sultat de manie`re
habituelle.
5.1.6 Comptage, quantification et individuation
Comment compter les individus selon les diffe´rentes facettes ? Si vous avez trois exemplaires de
Madame Bovary, deux de l’E´ducation sentimentale et un exemplaire des Trois contes vous pouvez
dire J’ai descendu les livres a` la cave parce que je les ai tous lus : a priori, vous n’avez pas lu les
trois copies de Madame Bovary ! (17) Les livres peuvent eˆtre transforme´s en objets physiques, que
(15). Ce qui est rarement le cas, hormis chez Morris et Goscinny !
(16). On appelle c¸a un type e´leve´, en re´fe´rence a` la monte´e de type : cela correspond aux proprie´te´s qui sont vraies
pour un objet.
(17). On remarquera que “livre” est le´ge`rement diffe´rent de “book” : hormis pour les diffe´rents livres de la Bible,
personne de dira que le livre contenant les Trois contes contient trois livres, tandis qu’un anglophone peut compter
ce volume comme trois livres.
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quelqu’un peut compter et descendre a` la cave, tandis que l’ide´e de lecture est lie´e au contenu
informationnel. Des sortes de projections permettent de traiter correctement ces phe´nome`nes.
5.1.7 Syste`me F
Pourquoi utilisons nous le syste`me F ? Cette logique peut mettre mal a` l’aise, de par sa nature
impre´dicative. Cela signifie que dans un type T = Λα. . . . , on peut remplacer la variable de type
α par T lui-meˆme, par exemple T = Λα.(α→ α)→ (α→ α), peut s’appliquer a` α = T !
Le syste`me F est cependant cohe´rent, en vertu du the´ore`me de normalisation ou de l’existence
de mode`les de´notationnels, et surtout, il bien plus simple que ses concurrents d’un point de vue
syntaxique. Pour la taˆche que nous lui assignons, a` savoir la repre´sentation des formules de la
logique multisorte, il est tre`s pratique : un seul quantificateur pour tout type (un existentiel, un
universel, etc), qui peuvent eˆtre spe´cialise´s a` des types simple (objets physiques) ou plus complexe
(les propositions, les verbes transitifs etc.), une conjonction polymorphe qui factorise les diffe´rentes
formes de conjonction, etc.
Cependant n’y a pas de notion simple de sous-typage qui soit compatible avec la quantification
sur les types, et il serait fort utile de savoir exactement ce dont a besoin la se´mantique formelle
— cela sugge´rera peut-eˆtre une notion pertinente de sous-typage.
5.2 Dictionnaire et univers du discours — retour au Moyen-Aˆge !
In fine, nos questions restent proches de celles que pouvaient se poser Aristote, Porphyre,
Avicenne, Abe´lard, Dun Scott,... et bien d’autres. Quel est le lien entre l’ontologie du monde et
l’ontologie de la langue ?
Un locuteur francophone peut dire ma voiture est creve´e et non ma voiture est bouche´e, pour-
tant il y a des choses qui se cre`vent dans une voiture, mais il y a aussi des choses qui peuvent
se boucher, comme les injecteurs. Il n’empeˆche qu’en franc¸ais, ma voiture est creve´e passe sans
proble`me, tandis que ma voiture est bouche´e ne va pas.
Ces questions de´pendent de la langue et notre mode`le doit en tenir compte. Par exemple un
anglophone ne peut dire my car is flat poura tyre of my car is flat.
Les relations que la langue autorise, comme la re´fe´rence a` certains sens particuliers, comme
parler de ma voiture pour renvoyer a` l’une de ses roues, sont des figures de style tre`s pre´sentes. La
langue ne permet pas toutes les connexions se´mantiques que le monde sugge`re : une voiture a beau
avoir des injecteurs, persone´ ne dira que la voiture est bouche´e pour dire qu’un de ses injecteurs
est bouche´.
C’est une question qui peut eˆtre de´battue : certains pensent que les glissements de sens sont
plutoˆt culturels que lexicaux et que si des personnes parlent tre`s longtemps des injecteurs d’une
voiture, et qu’ensuite quelqu’un dit que la voiture est bouche´e, il y a de fortes chances pour que
l’interlocuteur comprenne qu’on parle des injecteurs. Je ne sais pas trop.
Conclusion
Je suis de´sole´ d’avoir un peu de´borde´, bien que j’aie saute´ quelques paragraphes vers la fin de
cette lec¸on.
Ce dont j’espe`re vous avoir convaincu, et c’est pour c¸a que j’ai commence´ par la`, c’est que les
questions pose´es de`s l’antiquite´ et le moyen-aˆge sont tre`s pertinentes, et toujours d’actualite´. En
effet certaines n’ont pas encore de re´ponse satisfaisante, y compris des questions bien concre`tes
qui seraient fort utiles au traitement automatique des langues.
Du coˆte´ de la syntaxe, le calcul de Lambek est tre`s joli mais un peu restreint. Il y a alors
deux solutions. Certains, comme Moortgat gardent la structure logique de l’analyse, qui est une
preuve avec les cate´gories, et cela conduit aux grammaires multimodales avec des postulats en
plus des re`gles de de´duction. Sinon, il y a la famille des mode`les a` deux e´tages : une structure
profonde explique comment la phrase est structure´e logiquement dont on de´rive une structure de
surface. Dans cette famille la`, mentionnons les lambda grammars (Muskens, 1996), les grammaires
minimalistes cate´gorielles (Lecomte Retore´ 1999), grammaires cate´gorielles abstraites (De Groote,
2001) grammaires de de´pendances cate´gorielles (Dikovsky, 2001), etc.
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Du point de vue de la se´mantique, dont nous avons beaucoup parle´, il semble y avoir de belles
avance´es, en particulier du cote´ de la the´orie des types et de la logique cate´gorique, comme l’ont
montre´ les workshops qui se sont tenus a` Oxford et a` Bordeaux en novembre 2010.
Une question intrigante est de combiner les formules multisortes du calcul des pre´dicats, possi-
blement d’ordre supe´rieur, avec les preuves de la the´orie des types qui assemble lesdites formules.
Cette piste, en se´mantique, est actuellement tre`s prometteuse et tre`s e´tudie´e. Ce nouveau cadre
logique, dote´ de nombreux types de bases et de quantifications sur les types, ouvre de nouvelles
pistes sur la quantification ge´ne´ralise´e, ainsi que sur des phe´nome`nes difficiles comme les pluriels
ou les noms massifs.
L’interpre´tation dans les mondes possibles, qui semble bien e´tablie, n’est peut-eˆtre pas aussi
satisfaisante qu’il n’y paraˆıt a` premie`re vue. Par exemple, les noms propres ne devraient pas eˆtre
interpre´te´s comme des constantes, afin que personne ne soit oblige´ de croire que Tullius est Cice´ron,
mais si ce ne sont pas des constantes, encore faut-il trouver un nouveau concept plus complexe.
Plus ge´ne´ralement, il est peu vraisemblable que nous interpre´tions mentalement en construisant
une infinite´ de mondes possibles donc chacun est lui-meˆme infini. Des interpre´tations des phrases
en termes de jeux et d’interaction sont sans doute plus re´alistes.
Ces deux questions ne sont que deux exemples parmi d’autres, et le domaine de la linguistique
formelle a encore un bel avenir devant lui.
Remarques bibliographiques
Un expose´ contient peu ou pas de re´fe´rences, mais il convient d’en ajouter quelques unes a` la
version publie´e afin que le lecteur qui ne peut m’en demander puisse ne´anmoins en trouver et aller
plus loin.
Concernant l’histoire de la logique, la re´fe´rence classique est [8]. Sur les origines aristote´liciennes
de la logique et en particulier sur les cate´gories qui ont traverse´ avec succe`s plus de vingt sie`cles
nous recommandons un article relativement re´cent : [2]. La logique me´die´vale, est a` l’honneur dans
un ouvrage aussi captivant qu’un roman historique : [4]. Signalons aussi une bande dessine´e fort
bien documente´e qui retrace la vie de Bertrand Russell et met en sce`ne les logiciens du de´but du
XXe sie`cle : [5]. Il semble qu’elle soit un peu se´ve`re avec Gottlob Frege, voir la critique [11].
Concernant les grammaires cate´gorielles, et les extension mentionne´es en conclusion, il est
tentant de faire un peu de publicite´ pour notre ouvrage, qui apre`s que des versions diverses ont
circule´ est enfin complet et paru [13]. L’article original de Lambek est remarquablement e´crit et
la lecture en est toujours recommande´e [9].
Concernant la se´mantique de Montague mentionnons son article au titre provocateur [12] ainsi
que le livre collectif hollandais classique [6]. Le troisie`me chapitre de notre ouvrage reprend tout
cela a` la manie`re d’un cours [13].
La plupart des sujets a` la frontie`re entre logique et linguistique sont fort bien pre´sente´s dans
les chapitres inde´pendants d’environ quatre-vingt pages du Handbook of Logic and Language qui
a re´cemment e´te´ re´e´dite´ avec des comple´ments tre`s inte´ressants. [16].
Pour le lambda calcul type´, qu’il soit du premier ou du second ordre (syste`me F) nous recom-
mandons [7].
Sur les extensions et la variation du sens des mots en contexte un ouvrage de Asher est sorti il
y a peu [1] et pour notre approche dont nous parlons a` la fin de cet expose´, mentionnons [3, 10, 14].
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