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periodic flows. Finally, we show that packet curves can be used to compute a global service
curve for the aggregate of several flows, with different service curves, sharing a unique queue.
Key-words: Network Calculus, packetization, scheduling, quality of service guarantees
This work has been supported by ANR project PEGASE, 2009-SEGI-009.
∗ ENS/INRIA TREC Anne.Bouillard@ens.fr
† Université Paris-Est, IFSTTAR nadir.farhi@ifsttar.fr
‡ INRIA/LIG MESCAL bruno.gaujal@imag.fr
Paquetisation et ordonnancement agrégé
Résumé : Nous présentons dans ce rapport un nouveu formalisme de paquétisation de don-
née en Network Calculus. La notion de courbe de paquets est introduite pour modéliser les
contraintes sur les longueurs des paquets de flux de données. En effet, une connaissance plus
précise des caractéristiques de paquets peuvent être exploitées efficacement pour obtenir de
meilleurs bornes de performances, spécialement dans le cas de politiques de service basées
sur le comptage de paquets, comme la politique round-robin. Deuxièmement, les courbes de
paquets permettent de calculer des caractéristiques (courbes d’arrivées) plus précises de flux
périodiques superposés. Enfin, nous montrons comment ces courbes peuvent être utilisées
pour calculer une courbe de service globale pour des flux partageant différemment une même
ressource.
Mots-clés : Network calculus, paquétisation, ordonnancement, garanties de service.
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Introduction
The purpose of this article is to present a new data packetization approach in network cal-
culus. Network calculus [1, 2, 3] is a theory based on min-plus algebra [4] and developed for
the calculus of performance bounds in computer and communication networks. Remarkably,
this theory is almost only based on two objects: arrival curves and service curves, that are
used to express constraints on arrival flows and service capacities. Performance bounds are
then derived by cleverly handling arrival and service curves, and by taking into account the
service policies. Although several alternative approaches of the network calculus exist, such
as trajectory methods [5] or model checking [6], the network calculus approach is applied on
a range of fields, e.g. internet Quality of Service (QoS) [7], wireless sensor networks [8], with
several advantages on other approaches.
Network calculus has recently received a lot of attention because its algebraic framework
provides an efficient and elegant way to compose elementary network elements into more
complex systems in order to get worst-case performances upper bounds. Unfortunately, those
bounds are often over-pessimistic. Indeed, as soon as several flows and servers are composed
together, tight bounds cannot be obtained from purely algebraic methods. This phenomenon
has been observed under several assumptions (blind multiplexing [9] or FIFO [10]). Some exact
methods have been derived using linear programming [11] in general acyclic networks, but are
algorithmically costly and there are no general results for networks with cyclic dependencies.
While network composition and flow aggregation has received a lot of attention, few works
in network calculus concern the packet nature of flows. The main technique to deal with
packets so far is called packetization and only uses the maximal and minimal sizes of the
packets. This is rather unsatisfactory because most actual flows in communicating embedded
systems are made of packets (often of different sizes) and the interaction between the flows
inside a node of the system is also often packet-based (for example when no preemption is
possible).
In this paper, we propose a more refined modeling of packet flows, that may have different
packet lengths. We propose a new object that we call packet curve, that captures information
about the distribution of packets in a flow the same way as arrival time constraints of data are
captured by arrival curves, in network calculus theory. As mentioned before, when packets
may have different lengths, only the minimum and the maximum lengths have been taken
into account in the calculation of performance bounds. We show here that the whole available
information on the packet lengths, given by a packet curve, can be taken into account in that
calculation.
In Section 3 we provide closed form formulas for the packets curves in one important case,
the superposition of several periodic flows.
In Section 4, we apply the approach using packet curves to calculate residual services
of arrival flows routed under the round-robin policy, where packets of each flow may have
different lengths, and where information on the sequence of packet lengths of a given flow is
given in packet curves. Although this approach is quite efficient for the round-robin service
discipline, we will also see that the approach is not as good to other service policies such as
packet-based fixed priority or packet-based FIFO.
In Section 5, we treat the problem of determining a global minimum strict service curve
for the aggregation of flows that guarantee some given minimum services for each flow. This
problem only has some meaning when data is set in packets, in which case, the server is
supposed to be reinitiated each time it starts to serve a new packet flow. Under the general
RR n° 7685
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case where packets of one flow may have different lengths, we show the role of packet curves
on the calculus of global minimum service curves.
1 Network Calculus Preliminaries
Network calculus is based on (min,plus) algebra [4]. Data arrivals and services are mod-
eled by (min,plus) functions and (min,plus) operators such as (min,plus) convolution and
deconvolution, and used to express and handle constraints on data arrivals and service.
More precisely, the set of functions considered is F
def
= {f : R+ → R+ ∪ {+∞} | f(0) =
0 and f is non-decreasing}, where R+ is the set of non-negative reals, and the two operators
are defined as follows: let f, g ∈ F , then, ∀t ∈ R+,
• (min,plus)-convolution: f ∗ g(t) = inf0≤s≤t f(s) + g(t− s);
• (min,plus)-deconvolution: f ⊘ g(t) = sups≥0 f(t+ s)− g(s).
The set F equipped with the minimum and the (min,plus)-convolution is a semi-ring with
zero element ǫ : t 7→ +∞ and unit element e : 0 7→ 0; t 7→ +∞. We also define the power of a
function as f0 = e and ∀n ∈ N \ {0}, fn = f ∗ fn−1.
Two important notions in network calculus theory are arrival curves and service curves.
One of the main objectives of this theory is to calculate upper bounds of end-to-end delays and
data backlogs on servers. This section provides a brief review of the basic results of network
calculus. A more detailed presentation can be found in [1, 2].
Consider a data flow arriving at a server. For t ∈ R+, the cumulative amount of data
between times 0 and t is denoted by A(t) ∈ F . The function A is then non-decreasing, and
A(0) = 0.
Definition 1 ((Maximum) arrival curve). A function α (resp. γ) is a maximal (resp. minimal)
arrival curve for A if
∀s, t ∈ R+, s ≤ t, A(t)−A(s) ≤ α(t− s)
(
resp. A(t)−A(s) ≥ γ(t− s)
)
.
Let A be an arrival flow at a given network server. We denote the output flow from this
server by A¯.
Definition 2 (Minimum simple service curve). The node offers a minimum simple service
curve β if A¯ ≥ A ∗ β.
A backlogged period of a server is an interval (s, t] such that ∀u ∈ (s, t], A(u) > A¯(u).
Definition 3 (Minimum strict service curve). A minimum service curve β is strict if during
any backlogged period (s, t] of the server,
A¯(t)− A¯(s) ≥ β(t− s).
Basic results of network calculus give upper bounds of the worst-case backlog, the worst-
case delay and the output burstiness of a server. Those bounds are computed using a maximum
arrival curve α for the input flow A and a minimum service curve β for the server.
RR n° 7685
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• The backlog at time t is defined by B(t) = A(t)− A¯(t). The maximum backlog Bmax =
supt∈R+ B(t) is bounded as follows:
Bmax ≤ sup
s≥0
[α(s)− β(s)] = α⊘ β(0).
• The virtual delay at time t is defined by dv(t) = inf{d ≥ 0 | A¯(t + d) ≥ A(t)}. The
maximum virtual delay dmax = supt∈R+ dv(t) satisfies:
dmax ≤ sup
t≥0
{inf{d ≥ 0 | β(t+ d) ≥ α(t)}}.
• Output burstiness: the curve α⊘ β is a maximum arrival curve for the output flow A¯.
The difference between simple and strict service curves is important when dealing with
residual service curves: when several flows share the same server, it may be necessary (in the
case of arbitrary multiplexing or fixed priorities, for example) to have strict service curves to
compute a service curve for a single flow (basically removing the arrival curve of the cross-
traffic from the service curve). Unfortunately, in the case of arbitrary multiplexing, the curve
obtained is not a strict service curve [12]. The next theorem provides a residual strict service
curve when there already exist individual strict service curves. Doing this, those individual
services are improved.
Theorem 1. Let A1, A2, . . . , An be n arrival flows to a given server that offers a mini-
mum strict service curve β. Let α1, α2, . . . , αn be maximum arrival curves for A1, A2, . . . , An
respectively. Let β1, β2, . . . , βn be minimum strict service curves offered by this server to
A1A2, . . . , An respectively. Then, for all i = 1, . . . , n,
max

(β −∑
j 6=i
min(αj ⊘ βj , αj ⊘ (β −
∑
k 6=j
αk)
+))+, βi


is a minimum strict service curve for Ai.
Proof. We know that β is a strict service curve, so, from [2], (β −
∑
j 6=i αj)
+ is a simple
service curve for Ai. As a consequence, αi ⊘ (β −
∑
j 6=i αj)
+ is a maximum arrival curve for
A¯i. Moreover, as βi is also a strict service curve for Ai, αi ⊘ βi is an arrival curve for A¯i. Set
α˜i = min(αi ⊘ (β −
∑
j 6=i αj)
+, αi ⊘ βi).
Now, fix i ∈ {1, . . . , n}. Let (s, t] be a backlogged period for Ai. This trivially implies that
(s, t] is a backlogged period for the aggregate flow. Then
n∑
j=1
A¯j(t)− A¯j(s) ≥ β(t− s),
and
A¯i(t)− A¯i(s) ≥ (β(t− s)−
∑
j 6=i
A¯j(t)− A¯j(s))
+.
It then suffices to replace A¯j(t) − A¯j(s) by the constraints computed in the first part of
the proof:
RR n° 7685
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A¯i(t)− A¯i(s) ≥ (β(t− s)−
∑
j 6=i
α˜j(t− s))
+
and (β −
∑
j 6=imin(αj ⊘ βj , αj ⊘ (β −
∑
k 6=j αk)
+))+ is a strict service curve for Ai.
The maximum of two strict service curves for a server is also a strict service curve [13], so
one can conclude.
2 Packetization
We introduce here two new concepts: packet operators and packet curves. We give a short
review on packetization and some new results for non-preemptive service, that we will use in
the next sections. The objective of the new formulas introduced here is to provide a network
calculus approach to compute residual services (and also delay and backlog bounds) in the
case where packet data flows are served under non-preemptive packet service disciplines, with
packets having different lengths.
We are concerned here with data arrival flows that arrive in packets. Thus, two types of
flows can be distinguished: the flow of the amount of data itself (bits), independent of how
it is clustered in packets, that we simply call the data flow, and the flow of the number of
packets, that we call the packet flow. The idea is to define operators as well as minimum and
maximum curves that allow us to switch from the data flow space to the packet flow space,
and vice-versa. This is similar to packetization [1, 2], but we will go one step further here by
introducing the constraints on packets under the concept of packet curves.
Packetizers describe how data is clustered in packets by an increasing sequence of packet
lengths [1, 2]. We replace this sequence by a minimum and/or maximum curves that give the
minimum and/or maximum number of packets in a given amount of data. This new approach
is more powerful than packetization and is more in line with the network calculus approach
based on constraint curves. Packet curves are used in this article to compute residual services
under non-preemptive policies where packets of any data flow may have different lengths.
2.1 Packet operators
For a non-decreasing function f : D → E, the non-decreasing function f−1 called pseudo-
inverse of f , is the smallest non-decreasing function such that: ∀x ∈ E, f−1(x) = inf{t ∈
D, f(t) ≥ x}. Thus ∀t ∈ D, f−1 ◦ f(t) ≤ t.
Definition 4 (Packet operator). Let A be an arrival flow. The packet operator of A is the
function P : R → N such that for an amount x of arrival data, P(x) is the number of entire
packets in x.
The amount of data contained in P(x) packets is at most x (since P−1 ◦ P(x) ≤ x) and
by definition, P is non-decreasing and right-continuous. Let P (t) be the cumulative number
of entire packets arrived up to time t. We have P = P ◦A(t) and P is the packet flow of A.
The amount of data contained in n packets is P−1(n) and (P−1(n))n∈N is the non-
decreasing sequence of cumulative packet lengths. If we denote this sequence by M , then
the operator P−1 ◦ P is an M -packetizer [14, 15, 1].
RR n° 7685
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Let P be the packet operator associated to a flow A arriving at a given server and let A¯
denote the output flow of A from the server. If the flow A is served with the FIFO policy, then
the packet operator associated to A¯ is simply the packet operator associated to A. That is,
if we denote by P¯ the packet operator associated to the output flow A¯, then we have P¯ = P.
That means that FIFO servers do not repacketize data. This is true only when one flow is
served and when the data is served with FIFO service. We will see below that when more
than one flow are served, the server often repacketizes data of the aggregate flow, depending
on the service policy applied. In the whole paper, we will assume that the service policy is
FIFO per flow, but not necessarily for the aggregate flow.
We recall a well-known result on packetization, based on an approach that only takes into
account the maximum length of packets, ℓmax.
Theorem 2. (Packetization, [2, Theorem 1.7.1])
1. If β is a minimum service curve for A, then (β − ℓmax)+ is a minimum service curve
for P−1 ◦ P ◦A, where (.)+ = max(., 0).
2. If α is a maximum arrival curve for A, then α + ℓmax is a maximum arrival curve for
P−1 ◦ P ◦A.
2.2 Packet curves
For a given arrival flow A, we usually do not know the entire function A, but have some
information about it, namely the average in time and the maximal variance of arrival data.
This provides maximum arrival curves used to compute performance bounds. Similarly, for
an arrival flow A, we are not always able to know exactly the associated packet operator P.
However, we may have some information about the distribution of short and long packets on
the data. Using this information we define minimum and maximum packet curves that give
minimum and maximum number of packets in a given amount of data.
Definition 5 (Packet curve). A curve π (resp. Π) is a minimum (resp. maximum) packet
curve for P if ∀0 ≤ x ≤ y,
P(y)− P(x) ≥ π(y − x) (resp. P(y)− P(x) ≤ Π(y − x)).
Let π be a minimum packet curve for an arrival flow A, and let ℓmax and L denote
respectively the maximum and the average packet lengths. Then we have π(ℓmax) ≤ 1
and L ≤ limx→+∞ x/π(x). A realistic example for a minimum packet curve π is π(x) =
maxi∈{1,...,k} Ui(x − Vi)
+, ∀x ∈ R+, where (Ui)i and (Vi)i are increasing sequences, with
U0 = V0 = 0 and U1 ≥ 1/ℓmax, V1 = ℓmax. A realistic maximum packet curve is Π(x) =
mini∈{1,...,k} µix+ νi, where (µi)i is a decreasing sequence and (νi)i is an increasing sequence,
with ν0 ≥ 1 and µ0 ≤ 1/ℓmin.
Example 1. Consider a data arrival flow whose packets are of lengths either 1 or 2. In addition,
in three successive packets, there must be at least one packet of length 1, and at least one
packet of length 2. The minimum and the maximum lengths are thus given by ℓmin = 1 and
ℓmax = 2. The best minimal packet curve for this would be the following (with n ∈ N)
π1(5n+ x) =


3n if 0 ≤ x < 2,
3n+ 1 if 2 ≤ x < 4,
3n+ 2 if 4 ≤ x < 5,
RR n° 7685
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and the best maximum packet curve would be
Π1(4n+ x) =


3n+ 1 if 0 ≤ x < 1,
3n+ 2 if 1 ≤ x < 2,
3n+ 3 if 2 ≤ x < 4.
One could also choose π2(x) = max(0, 1/2(x−2), 3/5(x−2/3)) and Π2(x) = min(x+1, 3/4x+
3/2). Those functions are depicted on Figure 1.
x
π
π2
π1
Π2
Π1
Π
x
Figure 1: The packet curves π1, π2, Π1 and Π2.
The following results are direct consequences of the definitions.
Proposition 1. If α is a maximum arrival curve for A, and Π is a maximum packet curve
for P, then Π ◦ α is a maximum arrival curve for P .
Proof. Let s, t ∈ R+, s ≤ t, P (t)−P (s) = P(A(t))−P(A(s)) ≤ Π(A(t)−A(s)) ≤ Π(α(t− s))
as Π is non-decreasing.
If P is given, it could be interesting to know the best minimal and maximal packet curves.
For every x, y ∈ R+, we have π(x) ≥ P(y + x) − P(y), then the best choice for π(x) would
be infy≥0 P(y + x) − P(y). Similarly, Π(x) ≤ P(y + x) − P(y) and we can choose Π(x) =
supy≥0 P(y + x)− P(y) = P ⊘ P(x).
In the following two results (Theorem 3 and Theorem 4), we show how to switch, from the
service viewpoint, between a data flow and its associated packet flow.
Theorem 3. Let β be a minimum (strict) service curve for A, and π be a minimum packet
curve for P, then π ◦ β is a minimum (strict) service curve for P .
Proof. If β is a minimum service curve for A, then, ∀t ∈ R+, A¯(t) ≥ inf0≤s≤tA(s) + β(t− s).
Since P is right-continuous, we have
P¯ (t) = P(A¯(t)) ≥ P( inf
0≤s≤t
A(s) + β(t− s))
≥ inf
0≤s≤t
P(A(s) + β(t− s))
≥ inf
0≤s≤t
[P(A(s)) + P(A(s) + β(t− s))− P(A(s))]
≥ inf
0≤s≤t
P (s) + π(β(t− s)).
If β is a strict service curve, then let (s, t] be a backlogged period of A.
P¯ (t)− P¯ (s) = P¯(A¯(t))− P¯(A¯(s)) ≥ π(A¯(t)− A¯(s)) ≥ π(β(t− s)).
RR n° 7685
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Theorem 4. Let β be a minimum simple (resp. strict) service curve for a packet flow P =
P ◦A and π and Π be minimum and maximum packet curves for P. Then, (Π)−1 ◦ ⌊β⌋ (resp.
(Π)−1 ◦ ⌈β⌉) is a minimum simple (resp. strict) service curve for (P)−1 ◦ P ◦A.
Proof. First note that (P)−1 ◦ P ◦A = (P)−1 ◦ P .
Let p ≤ q ∈ N and x = P−1(p) and y = P−1(q). Then, we have p = P(x) and q = P(y),
and q − p ≤ Π(y − x) and Π−1(q − p) ≤ y − x = P−1(q)− P−1(p).
Now, if β is a service curve for the packet flow P , then for every t ∈ R+, there exists s such
that P¯ (t) ≥ P (s) + ⌊β(t− s)⌋ (as the infimum in the convolution formula in on a finite set of
integers is thus finite, it is a minimum). Then, P−1(P¯ (t))−P−1(P (s)) ≥ Π−1(P¯ (t)−P (s)) ≥
Π−1(⌊β(t− s)⌋).
If β is a strict service curve for the packet flow P , for every s, t such that (s, t] is a
backlogged period, P¯ (t)−P¯ (s) ≥ ⌈β(t−s)⌉ (as P¯ takes its values in N), and then, P−1(P¯ (t))−
P−1(P¯ (s)) ≥ Π−1(⌈β(t− s)⌉).
2.3 Aggregate packetization
As mentioned above, when two flows are aggregated and served by the same server, it may be
useful to compute the global packet curve of the aggregate flow. In Proposition 2, we compute
a global packet curve of the aggregate flow for any order of arrival (or of service). In other
words, it will also be a packet curve for the aggregated departure flow.
Proposition 2. (Aggregated packetizing) If π1 and π2 are respectively packet curves for P1
and P2, then π1 ∗ π2 is a packet curve for P and P¯, the respective packet operators for the
aggregate arrival and departure flows.
Proof. Let x and y be two amounts of data of the aggregate output flow, with 0 ≤ x ≤ y.
There exists x1 and x2, such that x1 + x2 = x where x1 is the amount of data of the first
flow and x2 is the amount of data in the second flow. Similarly, there exists y1 and y2, with
y1 + y2 = y, giving the amount of data of flows 1 and 2 respectively. We have x1 ≤ y1 and
x2 ≤ y2.
Then we have P¯(y)−P¯(x) = P¯1(y1)+P¯2(y2)−P¯1(x1)−P¯2(x2) = P1(y1)+P2(y2)−P1(x1)−
P2(x2) ≥ π1(y1−x1)+π2(y2−x2) ≥ min0≤z≤y−x[π1(z)+π2(y−x−z)] = (π1 ∗π2)(y−x).
3 Superposition of periodic flows
In this section we apply the previous construction for a flow made of a superposition of periodic
flows. This case study is useful especially for real-time systems where it is very common. It
also illustrates the gain of the packet curves over classical packetization in describing the
behavior of packets.
We consider that the arrival flow is composed of a superposition of N periodic elementary
flows. Let us denote by Tn the period of elementary flow n, by Sn the size of all the packets
in flow n and φn(< Tn) the phase of flow n (i.e. the arrival time of the first packet from
elementary flow n.)
The elementary flows are ordered with non-decreasing phases:
0 ≤ φ1 ≤ φ2 ≤ · · · ≤ φN .
RR n° 7685
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The data arrival flow is
A(t) =
N∑
n=1
⌊
t+ Tn − φn
Tn
⌋
Sn.
Note that every term of this sum is non-negative. Let us now consider L the affine lower
approximation of A, and U the affine upper approximation of A, defined by
L(t)
def
=
N∑
n=1
t− φn
Tn
Sn and U(t)
def
=
N∑
n=1
t− φn + Tn
Tn
Sn.
We have
L(t) < A(t) ≤ U(t).
A simple inversion gives
L−1(x) =
x+
∑N
n=1 φnρn∑N
n=1 ρn
and U−1(x) =
x+
∑N
n=1(φn − Tn)ρn∑N
n=1 ρn
,
where ρn = Sn/Tn.
The packet flow P (t) is
P (t) =
N∑
n=1
⌊
t+ Tn − φn
Tn
⌋
.
As P (t) = P(A(t)), and A is right-continuous, A ◦ A−1(x) = x and P(x) = P (A−1(x)).
Therefore, the packet operator P satisfies
N∑
n=1
⌊
U−1(x) + Tn − φn
Tn
⌋
≤ P(x) <
N∑
n=1
⌊
L−1(x) + Tn − φn
Tn
⌋
.
Hence
N∑
n=1
⌊
U−1(x) + Tn − φn
Tn
⌋
≤ P(x) ≤
N∑
n=1
⌊
L−1(x) + Tn − φn
Tn
⌋
− 1. (1)
Which can also be written
N∑
n=1
⌊
U−1(x)− φn
Tn
⌋
+N ≤ P(x) ≤
N∑
n=1
⌊
L−1(x)− φn
Tn
⌋
+N − 1. (2)
Then, the best maximum and minimum packets curves are obtained by using the formulas
introduced in the previous section:
π(x) = inf
y≥0
P(y + x)− P(y),
Π(x) = sup
y≥0
P(y + x)− P(y) = P ⊘ P(x).
The simplest case is when the flow is made of a single period flow (N = 1). In that case,
P(x) = ⌊x/S1⌋ (the left and the right bounds in (2) coincide), and the gain over classical
packetization is nil.
RR n° 7685
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On the other hand, if N 6= 1 then the gain over packetization on the arrival curve can be
arbitrary large.
If the phases φn are not known, simple maximum and minimum packets curves can be
computed.
P(y)− P(x) ≤
N∑
n=1
⌊
L−1(y)− φn
Tn
⌋
−
N)∑
n=1
⌊
U−1(x)− φn
Tn
⌋
− 1
≤
N∑
n=1
⌈
L−1(y)− U−1(x)
Tn
⌉
− 1
=
N∑
n=1
⌈
y − x+
∑N
i=1 Tiρi
Tn
∑N
i=1 ρi
⌉
− 1.
as for the minimum packet curve,
P(y)− P(x) ≥
N∑
n=1
⌊
U−1(y)− φn
Tn
⌋
−
N∑
n=1
⌊
L−1(x)− φn
Tn
⌋
+ 1
≥
N∑
n=1
⌊
y − x−
∑N
i=1 Tiρi
Tn
∑N
i=1 ρi
⌋
+ 1.
Example 2. Let us take two flows (N = 2) with phases φ1 = 1, φ2 = 2, periods T1 = 3, T2 = 4,
and packet lengths S1 = 2, S2 = 3.
A(t) = 2 ⌊(t+ 2)/3⌋+ 3 ⌊(t+ 2)/4⌋
π(x) = ⌊4(x− 5)/17⌋+ ⌊3(x− 5)/17⌋+ 1
Π(x) = ⌈4(x+ 5)/17⌉+ ⌈3(x+ 5)/17⌉ − 1.
4 Non-preemptive service
4.1 General approach
In this section, we explain how packet curves are used in aggregate services with non-preemptive
policies. Let (Ai)i∈I be a finite family of arrival flows at a given server, with a service curve
β for the aggregate flow A =
∑
i∈I Ai. The flows Ai, i ∈ I are served under a non-preemptive
service policy. In the remaining of the paper, we will always denote by P (resp. Pi) the arrival
packet flows of A (resp. Ai), by A¯ (resp. A¯i) its output flow and by P¯ (resp. P¯i) its output
packet flow. Moreover, the packet operator of Ai (and A¯i) is denoted by Pi. Then we proceed
as follows (see Figure 2 for two flows).
1. From maximum arrival curves αi, i ∈ I and maximum packet curves Πi, i ∈ I of Ai, i ∈ I,
maximum arrival curves for the packet flows Pi, i ∈ I are Πi ◦ αi, i ∈ I, given by
Proposition 1.
2. We compute a service curve β′ = ∗ni=1πi ◦ β for the aggregate packet flow P using
Theorem 3.
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3. Using β′, we calculate the residual services β′i for the flows Pi, i ∈ I. The flows Pi being
packet flows, this curve concerns the number of packets served and not the quantity of
data served.
4. From the residual services of Pi, we deduce βi, the residual services for Ai using Theo-
rem 4.
(α2, π2,Π2)
A2A1
P¯1 P¯2
Theorem 3
Theorem 4
P1 P2
(α1, π1,Π1) (Π1 ◦ α1) (Π2 ◦ α2)
Proposition 2 β
′ = (π1 ∗ π2) ◦ ββ
β′
1
β′
2
Packet service policyFluid service policy
Proposition 1
A¯2
β1 = Π
−1
1
◦ β′
1
β2 = Π
−1
2
◦ β′
2
A¯1
Figure 2: Non-preemptive service calculus scheme.
4.2 Packet curve approach versus the fluid approach
We have defined a procedure to compute residual service curves taking into account the size
of packets more precisely than with the existing approaches (namely using Theorem 2, or
existing results, which we call the fluid approach). A natural question is to compare the two
approaches. We will see that in some cases, when the service policy does not involve counting
of packets, the fluid approach is better, whereas our approach will be better with policies that
are based on packets counting. Indeed, when only the amount of data arrived until a certain
date is involved, the way the packets arrive is not important and then, only the maximum
packet size will matter. This is illustrated with an example. Here, for the sake of simplicity,
we will only consider affine and rate-latency curves.
Fixed priorities
Consider the case of fixed priorities. Two flows arrive in a server offering a strict service curve
β : t 7→ R(t− T )+. Flow i admits an arrival curve αi : t 7→ σi + ρit, a minimum packet curve
π : x 7→ Ui(x− Vi)
+ and a maximum packet curve Π : x 7→ νi + µix. Flow 1 has the priority.
The maximum packet size of flow 2 is ℓmax2 ≤ V2 and the maximum packet size for the two
flows is ℓmax.
The remaining strict service curve βf1 for flow 1, computed with the fluid approach, is
βf1 (t) = (β − ℓ
max
2 )
+ = R
(
t− T −
ℓmax2
R
)+
.
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With the packet-based approach, one has first to compute the service curve for the packet
flow: β′(t) = (π1 ∗ π2)(β(t)) = min(U1, U2)(β(t)− V1 − V2) = Rmin(U1, U2)(t− T −
V1+V2
R
)+.
Now, (β′ − 1)+ is a strict service curve for packet flow 1: (β′ − 1)+(t) = Rmin(U1, U2)(t −
T − V1+V2
R
− 1
Rmin(U1,U2)
)+. Finally, one can apply Π−11 to get back to the data flow. Thus a
strict service curve βp1 for flow 1, computed with the packet-based approach is
βp1(t) =
Rmin(U1, U2)
µ1
(
t− T −
V1 + V2
R
−
1 + ν1
Rmin(U1, U2)
)+
.
We have ℓmax2 ≤ V2 and, since µ1 ≥ U1,
Rmin(U1,U2)
µ1
≤ R. So βf1 ≥ β
p
1 and the fluid
approach is better than the packet-based one.
By the fluid approach of [12], the remaining strict service curve for flow 2 is
βf2 (t) = (β − α1 − ℓ
max
2 )
+ = (R− ρ1)
(
t− T −
σ + ρ1T + ℓ
max
2
R− ρ1
)+
,
whereas, with the packet-based approach, it is given by
βp2(t) =
Rmin(U1, U2)− µ1ρ1
µ2 [
t− (T +
V1 + V2
R
+
µ1σ1 + ν1 + ν2 + ρ1µ1(T + (V1 + V2)/2)
Rmin(U1, U2)− µ1ρ1
]+
.
Then, βf2 ≥ β
p
2 . Indeed, the computation with packet curves converts the data flow into
the packet flow as choosing long packets first, and then converts the packet flow into a data
flow using the short packets first. The two steps are done independently, so long packets are
converted into short packets.
For any service policy which is based on the quantity of data rather than on the number
of packets (for instance, there is no difference for the service if one packet of length ten arrives
or if ten packets of size one arrive at the same time), the fluid approach will be better than
the packet based one. Another example of this is the FIFO policy.
Some service policies are based on counting packets rather than on the amount of data.
An example is the round-robin policy.
Round-Robin service discipline
Round-robin is a service policy that assigns service to each flow in a circular order, without
priority. The order is respected whenever possible: if one flow is out of packets, the next flow,
according to the defined order, takes its place. A separate flow is considered for every data
stream, and the server serves a packet from any non-empty queue encountered, following a
cyclic order.
Proposition 3. Consider n packet flows P1, . . . , Pn arriving to a server with strict service
curve β. If the service policy is round-robin, then for all i = 1, . . . , n, the curve βi defined by
βi(t) =
(
1
n
β(t)− 1
)+
is a strict service curve for Pi.
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Proof. As β is a strict service curve, we have ∀s ≤ t such that (s, t] is a backlogged period for
P1 (and then for the whole process aggregate flow),
n∑
i=1
(P¯i(t)− P¯i(s)) ≥ β(t− s).
As the service policy is Round-Robin, we know that
∑n
i=1(P¯i(t)−P¯i(s)) ≤ n(P¯1(t)−P¯1(s))+n.
Indeed, one packet of each flow is served in rounds, and there are always available packets for
P1. Then,
P¯1(t)− P¯1(s) ≥
β(t− s)− n
n
,
and
(
1
n
β(t)− 1
)+
is a strict service curve for P1.
Example 3. Let us take a simple case with n = 2, β(t) = R(t − T )+, α1(t) = σ1 + ρ1t,
α2(t) = σ2 + ρ2t. Then it is easy to check that
β1(t) = β2(t) =
R
2
(
t− T −
2
R
)+
is a strict minimum service curve for P1 and P2.
Now we compute the service curve for the arrival flows with packets of different lengths.
We suppose that minimum and maximum packet curves πi and Πi, and maximum arrival
curves αi, 1 ≤ i ≤ n are respectively associated to the data flows Ai, 1 ≤ i ≤ n. We first
do the computation by applying the packet-based approach explained in the subsection 4.1.
Then we present a method based on the adaptation of Proposition 3 to the case where packets
have different lengths and where packet curves are given. Finally, we use the method that we
called the fluid method, and make a comparison of those three methods.
Theorem 5 below is the application of the packet-based approach to the round-robin dis-
cipline.
Theorem 5. If β is a strict service curve for the aggregate data flow, then for all i ∈
{1, . . . , n}, the curve
βi = max

(β˜ −∑
j 6=i
min

α˜j ⊘ β˜j , α˜j ⊘ (β˜ −∑
k 6=j
α˜k)
+

)+, β˜i

 ,
with
β˜i = (Πi)
−1
(
1
n
((∗ni=1πi) ◦ β)− 1
)+
,
α˜i = αi + ℓ
max
i and β˜ = (β − ℓ
max)+, is a minimum strict service curve for (Pi)
−1 ◦ Pi ◦Ai.
Note that we use the packet curves only for computing β˜i, as the curves βi are based on
the blind multiplexing, which is not a packet-based policy.
Proof. We apply the scenario given in Section 4 to compute β˜i:
• By Proposition 2, ∗ni=1πi is a minimum packet curve for A¯;
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• By Theorem 3, (∗ni=1πi) ◦ β is a minimum strict service curve for P ;
• By Proposition 3,
(
1
n
((∗ni=1πi) ◦ β)− 1
)+
is a minimum strict service curve for Pi for
1 ≤ i ≤ n;
• By Theorem 4, (Πi)−1
(
1
n
((∗ni=1πi) ◦ β)− 1
)+
is a minimum strict service curve for
(Pi)
−1 ◦ Pi ◦Ai for 1 ≤ i ≤ n.
Then we apply Theorem 1 taking into account the maximum packet lengths for each flow
(Theorem 2).
Another ad-hoc method would be to adapt the proof of Proposition 3 with packet curves
directly.
Proposition 4. Consider a server offering a strict service curve β crossed by n flows with
round-robin service policy. Let ψ be a curve defined by
ψ = Id+
n∑
i=2
(π−1i ◦Π1 + 1),
where Id denotes the identity map. Then ψ−1(β − ℓmax) is a strict service curve for A1, and
(ψ−1(β − ℓmax))+ is a strict service curve for P−11 ◦ P1 ◦A1.
Proof. We recall that we assume the packet curves to be right-continuous. Let (s, t] be a
backlogged period for flow A1. Then,
∑n
i=1 A¯i(t)− A¯i(s) ≥ β(t− s). Moreover
n∑
i=1
P−1i ◦ Pi ◦ A¯i(t)− P
−1
i ◦ Pi ◦ A¯i(s) ≥ β(t− s)− ℓ
max.
During (s, t], at most Π1(P
−1
1 ◦P1◦A¯1(t)−P
−1
1 ◦P1◦A¯1(s)) packets have been served for flow 1.
So, the round-robin policy imposes that at most Π1(P
−1
1 ◦ P1 ◦ A¯1(t)−P
−1
1 ◦ P1 ◦ A¯1(s)) + 1
packets have been served for any other flow i (with i 6= 1). Then
n∑
i=2
P−1i ◦ Pi ◦ A¯i(t)− P
−1
i ◦ Pi ◦ A¯i(s)
≤
n∑
i=2
π−1i (Π1(P
−1
1 ◦ P1 ◦ A¯1(t)− P
−1
1 ◦ P1 ◦ A¯1(s)) + 1),
Thus
n∑
i=1
P−1i ◦ Pi ◦ A¯i(t)− P
−1
i ◦ Pi ◦ A¯i(s) ≤ ψ(P
−1
1 ◦ P1 ◦ A¯1(t)− P
−1
1 ◦ P1 ◦ A¯1(s)),
So,
P−11 ◦ P1 ◦ A¯1(t)− P
−1
1 ◦ P1 ◦ A¯1(s) ≥ ψ
−1(β(t− s)− ℓmax).
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Using the fluid method, one would get
β˜fi =
(
ℓmini
nℓmax
β − ℓmax
)+
.
Note that the fluid method requires the knowledge of ℓmini and ℓ
max.
Example 4. We take a simple example with n = 2, β(t) = R(t−T )+, αi(t) = σi + ρit, πi(x) =
Ui(x− Vi)
+ and Πi(x) = νi + µix for 1, 2. We compare β˜1 obtained by the three approaches,
denoted respectively by β˜p1 the curve obtained by the packet-based approach (Theorem 5), by
β˜r1 the curve obtained by Proposition 4 and by β˜
f
1 the one obtained by the fluid approach.
We obtain the curves β˜p1(t) = R
p
1(t−T
p
1 )
+, β˜ah1 (t) = R
ah
1 (t−T
ah
1 )
+ and β˜f1 (t) = R
f
1 (t−T
f
1 )
+,
with
Rp1 =
Rmin(U1,U2)
2µ1
, T p1 = T +
V1+V2
R
+ 2+2ν1
Rmin(U1,U2)
,
Rah1 =
RU2
µ1+U2
, T ah1 = T +
U2ℓ
max+U2V2+ν1+1
U2R
,
Rf1 =
Rℓmin
1
2ℓmax , T
f
1 = T +
2(ℓmax)2
Rℓmin
1
.
Simple computations lead to Rf1 ≤ R
p
1 ≤ R
ah
1 . As a consequence, the long term service
rate obtained with the ad-hoc method is better than the one obtained with the generic packet-
based method, which is in turn better than the one obtained with the fluid methods. The
latencies cannot be compared. However, since the curves are strict, we also know that the
curve max(β˜p1 , β˜
r
1, β˜
f
1 ) is a strict service curve for P
−1
1 ◦ P1 ◦A1.
5 Shared queues
In this section, we consider the following problem: let A1 and A2 be two packetized data
flows arriving to the same server. The server serves the packets one by one, and each time
it finishes the service of one packet, it picks another packet of either one flow or the other
(we still assume FIFO service per flow). Now, the servers provide a different service for those
flows: packets of flow A1 have a strict minimum service curve β1 and packets of flow A2 have
a strict minimum service curve β2. When finishing the service of one packet, if the next one is
from a different flow, then the service is reinitiated (as if the switching time is the beginning
of a backlogged period); see Figure 3.
The aim of this section is to give means to compute a global strict service curve for the
aggregate flow in this server. Note that this question is not relevant if there is no packetization,
or if packets could have arbitrarily small sizes, in which case, the only possible service curve
would be zero.
 
 


 
 
 



   
  


  
 
  



  
 


A2
A¯2
A1 β1
β2
A¯1
Figure 3: Shared queues: the two servers cannot be active at the same time.
Let us first study the strict service curve of one flow, say A1, in the case where the service
is re-initiated at each packet. This is the worst-case scenario, as β1 can always be considered
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super-additive (∀s, t ≥ 0, β1(s) + β1(t) ≤ β1(s + t)). More precisely, we first focus on the
latest time ta at which the amount of data a can be served.
Lemma 1. Consider a server that offers a strict service curve β, whose service is reinitiated
for each packet (the start of the service of a packet is seen as the start of a backlogged period),
and let A be a flow crossing that server, with a maximum arrival curve α, minimum and
maximum packet curves π and Π. Then, β˜ defined by
β˜−1(x) =
(
β(⌊Π(x)⌋)
)−1
(Π−1(⌊Π(x)⌋)) + β−1(π−1(0+))
is a strict service curve for A (with no reinitialization of the service).
Proof. As A has a maximum packet curve Π, we know that the number of packets in the
amount of data x is at most ⌊Π(x)⌋. Then, the amount of data in ⌊Π(x)⌋ packets is at least
Π−1(⌊Π(x)⌋). After serving the ⌊Π1(x)⌋ first packets, to serve the amount of data x, the
server needs the time to serve one packet. In the worst case, this packet is of maximum size,
ℓmax ≤ π−1(0+). If we denote by β˜ the resulting minimum strict service curve for A, taking
into account the reinitialization of the service, then we have
tx
def
= β˜−1(x) =
(
β(⌊Π(x)⌋)
)−1
(Π−1(⌊Π(x)⌋)) + β−1(π−1(0+)).
Example 5. Suppose that β(t) = R(t− T )+. As β is convex,
β(⌊Π(x)⌋)(t) = ⌊Π(x)⌋β(
t
⌊Π(x)⌋
) = R(t− ⌊Π(x)⌋T )+.
Then (
β(⌊Π(x)⌋)
)−1
(Π−1(⌊Π(x)⌋)) =
1
R
Π−1(⌊Π(x)⌋) + ⌊Π(x)⌋T
and
tx =
1
R
Π−1(⌊Π(x)⌋) + ⌊Π(x)⌋T + T + V/R
≤ 1
R
x+Π(x)T + T + V/R.
One can then choose
β˜(t) =
R
1 + µTR
(t− (νT + T + V/R))+ .
If only the information about the largest and smallest packet lengths is known, then one
can apply the formula with π(x) = 1
ℓmax
(x − ℓmax)+ and Π(x) = 1 + x
ℓmin
. Then, one finds:
β˜f (t) = Rℓ
min
ℓmin+RT
(1 − 2T − ℓmax). The service rate is then larger with the packet approach
than with the fluid approach. When Π and π are well-chosen (π(0) = 1 and π−1(0+) = ℓmax,
β˜ ≥ β˜f .
Theorem 6. Let us consider n servers. Each server i, i ∈ {1, . . . , n}, offers a strict service
curve βi and is crossed by a data flow Ai with minimum and maximum packet curves πi and
Πi respectively. If those servers share a unique queue, then the system for the aggregate flow
offers a strict service curve β˜ = ∗ni=1β˜i, where β˜i is defined as in Lemma 1.
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Proof. In a time interval of length t, if the time of service of each server is ti with
∑n
i=1 ti = t,
then, the quantity of data processed is
∑n
i=1 β˜i(ti). Then the quantity of data processed is at
least infti |
∑
i
ti=t
∑n
i=1 β˜i(ti).
This solution is rather pessimistic, as it will take into account only the slowest server, but
if only one flow is served, the server does not need to be re-initiated, then the service will be
better than the one computed.
We now present a better solution when n = 2. Let us still compute the last instant at
which the amount of data x can be served (thus one first compute β˜−1). This amount can
be decomposed in x = x1 + x2 where at least one of x1 or x2 represents a number of entire
packets. If the number of packets served are respectively n1 and n2, then the number of
switches between serving flow A1 and serving flow A2 is at most 2min(n1, n2).
As a consequence, the time to serve the quantity of data x1, not taking into account the
possible non-entire packet is at most
tx1 =
(
β
min(⌊Π1(x1)⌋,⌊Π2(x2)⌋)
1
)−1
(Π−11 (⌊Π1(x1)⌋)).
The sequence βk is non-increasing with k. Then, (βk)−1 is non-decreasing with k and(
β
min(⌊Π1(x1)⌋,⌊Π2(x2)⌋)
1
)−1
= min
(
β
⌊Π1(x1)⌋
1
)−1
,
(
β
⌊Π2(x2)⌋
1
)−1
.
Now, taking into account the two flows and the non-entire packet, one gets
β˜−1(x) = max
x1+x2=x
(τ1(x1, x2) + τ2(x1, x2) + τ3), (3)
where
τ1(x1, x2) =
(
β
min(⌊Π1(x1)⌋,⌊Π2(x2)⌋)
1
)−1
(Π−11 (⌊Π1(x1)⌋)),
τ2(x1, x2) =
(
β
min(⌊Π1(x1)⌋,⌊Π2(x2)⌋)
2
)−1
(Π−12 (⌊Π2(x2)⌋)) and
τ3 = max(β
−1
1 (π
−1
1 (0
+)), β−12 (π
−1
2 (0
+))).
Example 6. Consider the simplest case where every curve is affine or rate-latency. Similar
computations as in Example 5 give
τ1(x1, x2) =
Π−11 (⌊Π1(x1)⌋
R1
+min(⌊Π1(x1)⌋, ⌊Π2(x2)⌋)T1
≤
x1
R1
+ T1min(ν1 + x1µ1, ν2 + (x− x1)µ2).
Similarly τ2 satisfies
τ2(x1, x2) ≤
x2
R2
+ T2min(ν1 + x1µ1, ν2 + (x− x1)µ2).
and
τ3 = max(
V1
R1
+ T1,
V2
R2
+ T2).
Then we get
tx ≤ max
0≤x1≤x
{
x1
R1
+
x− x1
R2
+ (T1 + T2)min(ν1 + x1µ1, ν2 + (x− x1)µ2)
}
+ τ3.
Then the following four cases can occur:
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• If (T1 + T2)µ2 ≤
R2−R1
R1R2
, then the maximum is obtained for x1 = x and we have
tx ≤
x
R1
+ (T1 + T2)min(ν1 + µ1x, ν2) + τ3.
Then,
β˜(t) = max


R1
1+(T1+T2)µ1R1
(t− [(T1 + T2)ν1 + τ3])
+,
R1(t− [(T1 + T2)ν2 + τ3])
+

 .
Intuitively, this case occurs when the service of the second flow is high and packets of
that flow are long compared to the service of flow 1. Then, asymptotically, only packets
of flow 1 are served (and there is no switching between the flows), and the service rate
is R1.
• If (T1 + T2)µ1 ≤
R1−R2
R1R2
, this case is symmetric regarding the previous one:
β˜(t) = max{
R2
1 + (T1 + T2)µ2R2
(t− [(T1 + T2)ν2 + τ3])
+,
R2(t− [(T1 + T2)ν1 + τ3])
+
}
.
• Otherwise and if ν1 ≥ ν2, then we have µ2 > 0 and
– For x ≤ ν1−ν2
µ2
, the maximum is obtained for x1 = 0 and we get
tx ≤
1 + (T1 + T2)R2µ2
R2
x+ (T1 + T2)ν2 + τ3.
– For x > ν1−ν2
µ2
, the maximum is obtained for x1 =
ν2−ν1+xµ2
µ1+µ2
and we get
tx ≤
1
µ1+µ2
(
(T1 + T2)µ1µ2 +
µ2
R1
+ µ1
R2
)
x
+ 1
µ1+µ2
(
(ν1 − ν2)
R1−R2
R1R2
+ (T1 + T2)(µ2ν1 + µ1ν2)
)
+ τ3.
Therefore we have
tx ≤ min
[
1 + (T1 + T2)R2µ2
R2
x+ (T1 + T2)ν2 + τ3,
1
µ1 + µ2
(
(T1 + T2)µ1µ2 +
µ2
R1
+
µ1
R2
)
x
+
1
µ1 + µ2
(
(ν1 − ν2)
R1 −R2
R1R2
+ (T1 + T2)(µ2ν1 + µ1ν2)
)
+ τ3.
]
Hence
β˜(t) = max
[
R2
1 + (T1 + T2)R2µ2
(t− ((T1 + T2)ν2 + τ3))
+, R˜(t− T˜ )+
]
.
where
R˜ =
(µ1 + µ2)R1R2
R2µ2 +R1µ1 +R1R2(T1 + T2)µ1µ2
,
T˜ =
(ν1 − ν2)(R1 −R2) + (T1 + T2)(µ1ν2 + µ2ν1)R1R2
(µ1 + µ2)R1R2
+ τ3.
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• The last case is the symmetric of the third case. Asymptotically, the service is the same
for the two last cases. There is an alternation in the service of the flows.
6 Conclusion
In this paper, we show that the packet nature of the traffic can be taken into account in
Network calculus by introducing packets curves that constrain the packet flow in the same
way as arrival curves constrain the data flow. This generalizes the crude approach that only
uses the maximal and minimal sizes of packets and allows one to get more precise bounds on
the performance of several scheduling policies such as round robin or servers with set up times
between flows. In the future, we plan to use this approach to provide performance guarantees
for embedded systems where packets play a critical role (for example when wormhole routing
is used).
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