Pseudo-random sequences with good statistical property, such as low autocorrelation, high linear complexity and large 2-adic complexity, have been applied in stream cipher. In general, it is difficult to give both the linear complexity and 2-adic complexity of a periodic binary sequence. Cai and Ding [1] gave a class of sequences with almost optimal autocorrelation by constructing almost difference sets. Wang [13] proved that one type of those sequences by Cai and Ding has large linear complexity. Sun et al. [2] showed that another type of sequences by Cai and Ding has also large linear complexity. Additionally, Sun et al. also generalized the construction by Cai and Ding using d-form function with difference-balanced property. In this paper, we first give the detailed autocorrelation distribution of the sequences was generalized from Cai and Ding [1] by Sun et al. [2] . Then, inspired by the method of Hu [3], we analyse their 2-adic complexity and give a lower bound on the 2-adic complexity of these sequences. Our result show that the 2-adic complexity of these sequences is at least N − log 2 √ N + 1 and that it reach N − 1 in many cases, which are large enough to resist the rational approximation algorithm (RAA) for feedback with carry shift registers (FCSRs).
INTRODUCTION
Pseudo-random sequences with good correlation and large linear complexity have widely applications in communication systems and cryptography. Just for their low correlation property and other good performance (such as highly efficient implementations and clearly algebraic structure), maximal length linear feedback shift register (LFSR) sequences have been widely used in designing stream ciphers. However, 1 The work is supported by Shandong Provincial Natural Science Foundation of China since the linear complexity of these sequences is relatively low under the analysis of Berlekamp-Massey algorithm (BMA), m-sequences can not be used by itself. Therefore, there are many sequences designed by combing several m-sequences in various nonlinear ways, such as GMW sequences, generalized GMW sequences, d-form sequences etc.
On considering the security of those stream ciphers based on m-sequences, presenting other architectures to construct nonlinear sequence with desirable good properties is becoming a more and more important topic. As one class of promising nonlinear sequence generators, feedback with carry shift registers (FCSRs) were originally presented by Klapper and Goresky in 1997 [4] . They gave the definition of 2-adic complexity φ 2 (s) for a binary periodic sequence s, i.e., the length of the shortest FCSR which generates s. Moreover, they offered an algorithm, called rational approximation algorithm (RAA), to determine the 2-adic complexity of s. Using RAA, a binary periodic sequence s can be completely determined with 2φ 2 (s) consecutive bits, which is similar to the relation between BMA and linear complexity (A periodic binary sequence s can be completely determined by BMA with 2φ 2 (s) consecutive bits).
The linear complexity and 2-adic complexity are two of the most important security criteria of binary sequences. It is of interest to study the relationship between the two criteria. However, this might be quite difficult in general to give both the 2-adic complexity and linear complexity of a periodic binary sequence. As fa as we have known, there are only a few classes of binary periodic sequences whose 2-adic complexity and linear complexity are both determined. Seo et al. [?] and Qi et al.
[?] gave a lower bound on the linear complexity of a special class of l-sequences respectively (l-sequences are those sequences with maximal length FCSR sequences). According to the definition of 2-adic complexity, Klapper and Goresky mentioned that an m-sequence of period N has maximal 2-adic complexity if 2 N − 1 is a prime. Tian and Qi [5] first made a breakthrough about the 2-adic complexity of m-sequences, that is, they completely determined the 2-adic complexities of m-sequences. Afterwards, Xiong et al. show that all the known sequences with ideal 2-level autocorrelation several other classes of sequences with optimal autocorrelation have maximum 2-adic complexity. Then, Hu [3] present a more simple method to prove the conclusions of Xiong et al. [6] . However, the 2-adic complexities of many other known sequences with optimal or almost optimal autocorrelation are still unknown.
Sequences with optimal or almost optimal autocorrelation are often related to almost difference set. Almost difference sets are originally proposed by David [7] . Later, Arasu et al. [8] generalized the definition of almost difference set and established relations between some difference sets and some almost difference. Additionally, they also constructed six new classes of almost difference sets, which results in several classes of sequences with optimal autocorrelation. Then Ding et al. [9] constructed several classes of sequences with optimal autocorrelation through almost difference sets. Combining interleaved architecture and almost difference sets, Tang and Ding [10] constructed two classes of sequences with optimal autocorrelation which are generalizations of sequences in [8, 12] and in [11] respectively. The 2-adic complexities of most of sequences above is still unknown.
Moreover, Cai and Ding [1] have given a construction of sequences with almost optimal autocorrelation using a difference set and a relative difference set. Wang [13] prove that two classes of sequences constructed by Cai and Ding have high linear complexity. Sun et al [2] not only show that another class of sequences by Cai and Ding has high linear complexity but also they generalized the construction by Cai and Ding using a function with difference-balanced property.
In this paper, we determine the detailed autocorrelation distribution and give a lower bound on the 2-adic complexity of sequences generalized by Sun et al. [2] . And our result shows that its lower bound on this class of sequences is at least N − log 2 √ N + 1 and that it reach N − 1 in many cases, which are large enough to resist the rational approximation algorithm (RAA) for feedback with carry shift registers (FCSRs). It should be pointed out that our method of determining the lower bounds of 2-adic complexity is inspired by Hu [3] .
The rest of this paper is organized as follows. We will introduce some notations and well-known results in Section 2. The detailed autocorrelation distribution of the sequences generalized from Cai and Ding by Sun et al [2] will be given in Section 3. In Section 4, the lower bounds on the 2-adic complexities of these sequences will be presented. And we will summarize and give some remarks about our results in Section 5.
Preliminaries
In this section, we will introduce some notations and some well-known results, which will be used throughout this paper unless specified.
Let N be a positive integer and s = (s 0 , s 1 , · · · , s N −1 ) a binary sequence of period N . The autocorrelation of s is given by
. Then we write
Then the 2-adic complexity Φ 2 (s) of the sequence s is the integer ⌊log 2 q⌋, i.e.,
where ⌊x⌋ is the greatest integer that is less than or equal to x.
Let Z N = {0, 1, · · · , N − 1} be the integer ring modulo N . For a subset C of Z N , the difference function is defined by
where τ ∈ Z N and τ + C = {τ + i|i ∈ C}.
It is well known that the autocorrelation of the sequence s can be computed by
i.e., AC s (τ ) ≡ N (mod 4) for all τ ∈ {0, 1, · · · , N − 1}, where |C s | is given by
and is called the support set of s. According to the remainder of N modulo 4, the optimal values of out-of-phase autocorrelation of binary sequences can be classified into the following four cases [1] :
(1)For N ≡ 3 (mod 4), the sequence s has ideal autocorrelation iff AC s (τ ) = −1 for all τ = 0 (mod N ).
(2) For N ≡ 1 (mod 4), the sequence s has optimal autocorrelation iff AC s (τ ) = 1 or −3 for all τ = 0 (mod N ).
(3) For N ≡ 2 (mod 4), the sequence s has optimal autocorrelation iff AC s (τ ) = 2 or −2 for all τ = 0 (mod N ).
(4) For N ≡ 0 (mod 4), the sequence s has optimal autocorrelation iff AC s (τ ) = 0 or −4 for all τ = 0 (mod N ).
Definition 1 Let (G, +) be a cyclic group with N elements and U a subgroup of G with u elements. A
takes on λ altogether t times and λ + 1 altogether N − 1 − t times when τ ranges over all the nonzero elements of G.
According to Eq. (5)When the support C s of the sequence s is a (N, k, λ, t) cyclic almost difference set in (Z N , +), the sequence s has the following autocorrelation values,
Definition 3 Suppose N ≡ 3 (mod 4). Then a sequence s of period N has almost optimal autocorrelation iff AC s (τ ) = −1 or 3 for all τ = 0 (mod N ).
Remark 1 Eq. (7) implies a relation between a sequence with almost optimal autocorrelation and a CADS. A construction of almost difference sets has been presented by Cai and Ding [1] . Sun et al.
generalized this construction with difference-balanced d-form function [2] . In the next subsection, we list this generalized construction.
Let q be a power of a prime and n a positive integer.
for any x ∈ F q n and y ∈ F q .
Definition 5 A function from F q n to F q is said to be balanced if the element 0 appears one less time
Then the function
Remark 2 Many important results about the relation between sequence with ideal autocorrelation and function with difference-balanced property have been given by Yan et al. [14] . And it is well known that the trace function T r q n q (x) = x + x q + x q 2 + · · · + x q n−1 from F q n to F q is a 1-form function with difference-balanced property, which is in fact a linear function over F q .
In the following, we give the generalized construction of almost difference sets by Sun et al.
Lemma 1 [2]
Let m be a positive integer, α a primitive element of the finite field F 2 2m and f (x) a d-
. Furthermore, the characteristic sequence of the set C has the out-of-phase autocorrelation values{−1, 3} only.
Lemma 2 (Fermat) [15] Let p be a prime. Then b p ≡ a (mod p) for all integers b. In particular, if
Definition 7 A composite number n is a Fermat pseudoprime to base 2 (simply denote 2-pseudoprime or psp(2)) if 2 n−1 ≡ 1 (mod n) Example 1 It can be testified that both 341 = 11 · 31 and 561 = 3 · 11 · 17 are 2-pseudoprimes.
Lemma 3 (Pseudoprime thm) If n is a 2-pseudoprime, then 2 n − 1 is a 2-pseudoprime. Therefore, there are infinitely many 2-pseudoprimes.
3 Detailed autocorrelation distribution of sequences generalized from Cai and Ding by Sun et al.
From the relation between the autocorrelation values of a binary sequence whose support set is an almost difference set C s and the parameters of C s in Eq. (7), it is easy to find out the autocorrelation distribution of s. But this distribution is not enough to help us determine the lower bound on its 2adic complexity. Therefore, we will derive the more detailed autocorrelation distributions of sequences Recall that C is the almost difference set constructed in Lemma 1 and s is the sequence whose support set is C. First, we give the following property of a d-form function on F q n over F q with difference-balanced property.
Lemma 4 Let f (x) be a d-form function on F q n over F q with difference-balanced property. Define
Then, for a primitive element β of F q and i ∈ {1, 2, · · · , q − 2}, we must have β i x / ∈ H a for ∀x ∈ H a and |H a | = q n−1 .
Proof . By the definition of d-form function, f (β i x) = β id f (x) for any x ∈ F q n . If x ∈ H a and β i x ∈ H a , we get β id = 1, which is impossible since gcd(d, q − 1) = 1 and i ∈ {1, 2, · · · , q − 2}. Additionally, the difference-balanced property guarantees |H a | = q n−1 .
To obtain the detailed autocorrelation distribution of the sequence with almost optimal autocorrelation generalized by Sun et al. We also need the following Lemma 5.
Lemma 5 Let the symbols be the same as those in Lemma 1. Suppose that τ = (2 m + 1)τ 1 , where
Proof . On one hand, for a fixed i ∈ C ′ 1 such that i + τ 1 ∈ C ′ 1 , let c 1 = (2 m + 1)i. Then, for any c 2 ∈ C 2 , we can see that c = c 1 + c 2 ∈ C and c + τ = c 1 + c 2 + τ = (2 m + 1)(i + τ 1 ) + c 2 ∈ C. On the other hand, for any c ∈ C, the pair (c 1 , c 2 ) such that c = c 1 + c 2 is unique, where c 1 ∈ C 1 and c 2 ∈ C 2 . And there exists exactly one i ∈ C ′ 1 such that c 1 = (2 m + 1)i, i.e., c + τ = (2 m + 1)(i + τ 1 ) + c 2 . From Lemma 5, c 2 + (2 m + 1)k / ∈ C 2 for any c 2 ∈ C 2 and any k ∈ {1, 2, · · · , 2 m − 2}. Therefore, for c = c 1 + c 2 ∈ C, c + τ ∈ C if and only if (2 m + 1)(i + τ 1 ) ∈ C 1 , i.e., i + τ 1 ∈ C ′ 1 . Hence,
Next, we present the detailed autocorrelation distribution of the sequence generalized by Sun et al. [2] .
Theorem 1 Let m be a positive integer, α a primitive element of F 2 2m and f (x) a d-form function
Then the detailed autocorrelation distribution of the sequence {s t } of period 2 2m − 1 defined by Recall that s is the sequence in Lemma 1 and that N = 2 2m − 1 is the period of the sequence s. Let
Combining the method of Hu and some interesting number theory, in this section, we will first give a lower bound on the 2-adic complexity of the sequence s for general case. Then, we will derive lower bounds for some special cases. Above all, we describe the method of Hu as the following Lemma 6.
and AC s (τ ) the autocorrelation value of the sequence
Proof . According to the definition of T (x), we have
Furthermore, we have
Combining Eqs. (9)-(20), we get the result.
Employing the above Lemma 6 and the detailed autocorrelation distribution of s, we can obtain the following Lemma 7.
Lemma 7 Let m be a positive integer, N = 2 2m − 1, and {s t } N −1 t=0 the binary sequence with almost optimal autocorrelation in Lemma 1. Then
Proof . Substituting the autocorrelation in Theorem 1 into Eq. (8) in Lemma 6, we can see
The result follows.
In order to give the lower bounds on the 2-adic complexity, we also need the following simple results in number theory whose proofs are omitted here. 
t=0 to be the sequence whose support set is C. Then the 2-adic complexity Φ 2 (s) of s is bounded by
Proof . Above all, it is easy to see that gcd(S(2), 2 N − 1)|gcd(S(2)T (2 −1 ), 2 N − 1) and gcd(S(2)T (2 −1 ), 2 N − 1)|(gcd(S(2)T (2 −1 ), 2 2 m +1 − 1) · gcd(S(2)T (2 −1 ), 2 N − 1 2 2 m +1 − 1 )).
Then we get gcd(S(2), 2 N − 1)|(gcd(S(2)T (2 −1 ), 2 2 m +1 − 1) · gcd(S(2)T (2 −1 ), 2 N − 1 2 2 m +1 − 1 )).
Next, we will give upper bounds of gcd(S(2)T (2 −1 ), 2 2 m +1 − 1) and gcd(S(2)T (2 −1 ), 2 N −1 2 2 m +1 −1 )) respectively. Note that N = 2 2m − 1 = (2 m − 1)(2 m + 1). By Lemma 8, we get
Then, by Lemma 7, we have
Accordingly, we know that gcd(S(2)T (2 −1 ), 2 2 m +1 − 1) = gcd(2 2m−3 + 2 m−1 − 1, 2 2 m +1 − 1), (m ≥ 2).
Note that
Therefore we obtain an upper bound of gcd(S(2)T (2 −1 ), 2 2 m +1 − 1)
Moreover, by Lemma 7 again, we have
).
Then we have
and that
Hence we get an upper bound of gcd(S(2)T (2 −1 ), 2 N −1
Combining Eqs. (13), (15) and (17), we have
Therefore, by Eq. (3) , the 2-adic complexity Φ 2 (s) of s is bounded by
It is easy to testify that S(2)T (2 −1 ) ≡ 1 (mod 2 N − 1) for m = 1, which implies that Φ 2 (s) = N − 1.
Remark 3 From the result of Theorem 2, it is easy to test that the lower bound in (12) is larger than N 2 for m ≥ 3. Furthermore, for m = 1, 2, it is easy to compute that Φ 2 (s) = N − 1. Hence, the 2-adic complexity of s is large enough to resist RAA. In fact, in some special cases, the lower bound can be larger than the result above. In the following, we will discuss these special cases.
Lemma 9 Let m−1 be a prime or a 2-pseudoprime. With the other notations same as those in Lemma 7, we have 
Note that gcd(2 2m−2 − 1, 2 N −1 2 2 m +1 −1 )|gcd(2 2m−2 − 1, 2 N − 1), N = 2 2m − 1 = (2 m + 1)(2 m − 1) and that gcd(2 m + 1, 2 m − 1) = 1. Then, to determine the value of gcd(2 2m−2 − 1, 2 N −1 2 2 m +1 −1 ), we need only to determine whether 2 m − 1 is divided by 3, 5, or 15 in the condition of m ≡ 1 mod 3 but m = 1 mod 5, Proof . By Eq. (14) in the proof of Theorem 2, we know that gcd(S(2)T (2 −1 ), 2 2 m +1 − 1) = gcd(2 2m−3 + 2 m−1 − 1, 2 2 m +1 − 1).
Note that 2 2m−3 + 2 m−1 − 1 is a prime or a 2-pseudoprime. Then we have
In the following, we will prove that
i.e., we will prove that
Using Euclidean algorithm, we get the following series of equalities, Theorem 3 Let m be a positive integer, N = 2 2m −1, α a primitive element of F 2 2m and f (x) a d-form function from F 2 2m to F 2 m with difference-balanced property. Suppose that C ′ 1 is any (2 m − 1, 2 m−1 − 1, 2 m−2 −1) difference set in (Z 2 m −1 , +).
t=0 be the sequence whose support set is C. Then the 2-adic complexity Φ 2 (s) of s is bounded by The rest of the proof is from Lemmas 9, 10 and the discussion in Theorem 2.
