Homogeneity analysis, or multiple correspondence analysis, is usually applied to k separate variables. In this paper we apply it to sets of variables by using sums within sets. The resulting technique is called OVERALS. It Uses the notion of optimal scaling, with transformations that can be multiple or single. The single tfansfgrmations consist of three types: nominal, ordinal, and numerical. The corresponding OVERALS computer program minimizes a least squares loss function by using an alternating lea §t squares algorithm. Many existing linear and nonlinear multivariate analysis techniques are shown to be Special cases of OVERALS. An application to data from an epidemiologica! survey is presented.
Introduction
Approximately ten years ago Young, de Leeuw, and Takane started to apply the optimal scaling ideas, that had originated in multidimensional scaling, to multivariate analysis. This made it possible to link the developments in multidimensional scaling with older but related developments in multivariate analysis centering around the notion of coding categorical variables by using matrices with zeroes and ones. The resulting ALsos (alternating least squares with optimal scaling) approach to multivariate data analysis was based on the idea of alternating the transformation or quantification of variables with the fitting of model parameters in an iterative way, using least squares loss functions. This resulted in a series of programs for nonlinear multivariate analysis, with special programs for additivity analysis, multiple regression, canonical correlation analysis, principal component analysis, and ~ractor analysis. A review of the general ALSOS approach and of the results that have been obtained, is given by Young (1981) .
PSYCHOMETRIKA
The ALSOS approach to algorithm construction is quite general, but the framework is a bit too narrow for some applications in multivariate analysis, for example, correspondence analysis (Benz6cri et al., 1973; Benz6cri et al., 1980; Nishisato, 1980; Lebart, Morinaux, & Warwick, 1984; Greenacre, 1984) . Although correspondence analysis does not fit directly into the ALSOS approach, it is still possible to relate it to the computational developments in ALSOS. This has been done in considerable detail by Girl (1981) , which is summarized briefly in de Leeuw (1984a) . In this paper we discuss some of the more specific principles of algorithm construction used by Girl, and we apply them to OVER-ALS, a very general nonlinear multivariate analysis technique, covering both ALSOS and correspondence analysis.
The major feature of the Girl-system for nonlinear multivariate analysis is that it takes homogeneity analysis as its starting point. Homogeneity analysis, also known as multiple correspondence analysis, is discussed in great detail in the references on correspondence analysis mentioned above, and by Tenenhaus and Young (1985) . Girl introduces homogeneity analysis as the cornerstone of multivariate data analysis, and then specializes to other multivariate techniques by imposing various forms of restrictions on the parameters. Imposing restrictions is one way of dealing with prior information. As a consequence the number of parameters is reduced, which generally improves both the stability and the interpretability of the solution. The most important restrictions are the additivity restrictions. These are discussed in detail in this paper in the section on sets of variables. In order to fit the classical linear techniques smoothly into the system we also need the rank-one restrictions, which can be combined with additivity restrictions to produce a very general class of techniques. Finally measurement restrictions are build into the system, in much the same way as in ALSOS. We shall treat these notions in more detail in the section on rank-one restrictions and optimal scaling. The technique that results if we minimize the general least squares loss function of homogeneity analysis under the types of restrictions mentioned above is called OVER-ALS. We have to be careful here, because terminological confusion is possible at this point. In the first place we discuss a restricted minimization problem, which we call the OVERALS problem. In the second place we propose an alternating least squares algorithm to solve this minimization problem. This is called the OVERALS algorithm. And thirdly we have written a FORTRAN computer program implementing this algorithm. This is the OVERALS program. It is quite important to keep these three meanings of the word OVERALS apart, although in this paper the context will always indicate which one of the three meanings we are using at any given moment.
Homogeneity Analysis
Homogeneity analysis or multiple correspondence analysis is a method to maximize the homogeneity of a number of variables (de Leeuw, 1984b, chap. 3; Greenacre, 1984, chap. 5; Guttman, 1941; Meulman, 1982; Lebart, Morineau, & Warwick, chap. 6; Nishisato, 1980, chap. 5) . To define homogeneity analysis we need some notation. Suppose we have an n x m multivariate data matrix, with rows corresponding to objects and columns to variables. Assume that variable j takes kj different values (has k i categories) and define the matrix Gj as the n x kj indicator matrix corresponding to this variable. An indicator matrix indicates which categories are scored by which objects. Rows correspond to objects, columns to categories. Its elements consist of zeroes (not scored) and ones (scored).
Homogeneity analysis determines quantifications or transformations of the categories of each of the variables such that homogeneity is maximized. A definition of homogeneity follows. Let us use the vector y j, with kj elements, for the quantifications of the categories of variable j. Expression G i yj represents a single quantification or transformation of the n
