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Abstract Astigmatism or wavefront deformation, micro-
scopic particle tracking velocimetry (A-lPTV) (Chen et al.
in Exp Fluids 47:849–863, 2009; Cierpka et al. in Meas Sci
Technol 21:045401, 2010b) is a method to determine the
complete 3D3C velocity field in micro-fluidic devices with
a single camera. By using an intrinsic calibration procedure
that enables a robust and precise calibration on the basis
of the measured data itself (Cierpka et al. in Meas Sci
Technol 22:015401, doi:10.1088/0957-0233/22/1/015401,
2011), accurate results without errors due to spatial aver-
aging or bias due to the depth of correlation can be
obtained. This method takes all image aberrations into
account, allows for the use of the whole CCD sensor, and is
easy to apply without expert knowledge. In this paper, a
comparative study is presented to assess the uncertainties
of two state-of-the-art methods for 3C3D velocity field
measurements in microscopic flows: stereoscopic micro-
particle image velocimetry (S-lPIV) and astigmatism
micro-particle tracking velocimetry (A-lPTV). First, the
main parameters affecting all methods’ measurement
uncertainty are identified, described, and quantified. Sec-
ond, the test case of the flow over a backward-facing step is
analyzed using all methods. For comparison, standard
2D2C lPIV measurements and numerical flow simulations
are shown as well. Advantages and disadvantages of both
methods are discussed.
1 Introduction
With the increasing complexity of micro-fluidic devices
such as micro-mixers, micro-bioreactors, and micro-
heat exchangers, among others, three-dimensional flows
become an important challenge. Although the Reynolds
numbers for the majority micro-fluidic devices are too low
to generate turbulence, the numerical simulations are often
impossible due to complex boundary conditions such
as electrokinetic or electrophoretic forces, electric or
magnetic field or due to multiphase effects or chemical
reactions. Therefore, the lPIV (particle image velocime-
try) method, introduced by Santiago et al. (1998) as an
experimental tool for the measurement of 2D2C (two-
dimensional, two-components) velocity fields in micro-
fluidic devices, has become one of the most wide-spread
techniques in micro-fluidics. Unfortunately, there are some
inherent limitations, as the technique relies on volume
illumination:
• the spatial resolution of the depth direction is deter-
mined by the imaging optics’ depth of focus and thus
limited to several lm
• out-of-focus particles also contribute to the cross-
correlation (depth of correlation) and, hence, introduce
a bias in the measurements
• only 2C2D velocity fields can be measured.
The improvement and adaptation of the macro-
scopic lPIV technique are still ongoing processes.
Reviews of the state of the art of lPIV and of its relevant
applications were published by Lindken et al. (2009) and
Wereley and Meinhart (2010). Several methods have been
proposed to extend the velocity reconstruction to the third
component. Reviews about advanced 3D methods can be
found by Lee and Kim (2009); Chen et al. (2009) and
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Cierpka et al. (2010b). One method consists of using dif-
ferent viewing perspectives. Stereoscopic lPIV (S-lPIV),
derived from lPIV, takes advantage of a stereoscopic
microscope to observe the flow field in the measurement
region from two slightly different viewing angles. The
in-plane particle image displacement observed by two
cameras under different angles can be used to estimate the
in-plane velocity by 2D cross-correlation. The third com-
ponent is then reconstructed by the in-plane velocities as
will be explained in detail in Sect. 2 Another approach is
the tomographic reconstruction of the particle distribution
in the volume, after which 3D cross-correlation is applied
to obtain the 3D velocity field. An inherent problem for
multi-camera approaches is the need for a very precise
calibration and the small viewing angles applied (Lindken
et al. 2006). Thus, their applicability, especially for the
tomographic methods, to micro-fluidic devices seems to
be quite limited, and alternative imaging approaches are
necessary. Recently, in-line holography (Lee and Kim
2009; Ooms et al. 2009) was applied to 3D velocity field
measurements in microscopic channels. However, the
numerical reconstruction process is rather time consuming,
and the optical setup has to be built with great care to have
an acceptable accuracy of the out-of-plane velocity. To
overcome the difficulties of the complex calibration pro-
cedure in holography and multi-camera techniques, a
method using just one camera is favorable. The depth
coding via three pinholes in the imaging system is a smart
technique, estimating the particle’s depth position via two-
dimensional images (Pereira and Gharib 2002; Willert and
Gharib 1992). With the three pinholes, a particle is imaged
as a triplet. The distance between the edges of the triplet is
related to the depth position. This concept is more robust
than holography and was successfully applied to micro-
fluidics by Yoon and Kim (2006). Aside from masking the
optics, there are other methods that rely on breaking
the axis symmetry of an optical system. This allows for the
coding of the depth position of particles in a 2D image. By
later reconstruction of the particles’ position in real space,
the velocity field can be evaluated by correlation algo-
rithms or tracking methods. So far, a bent dichroic mirror
(Ragan et al. 2006), diffraction gratings for multi-planar
imaging (Angarita-Jaimes et al. 2006), an optical filter
plate at an angle (van Hinsberg et al. 2008), and the
observation under an angle (Hain and Ka¨hler 2006) was
used. For micro-fluidic applications, cylindrical lenses
were successfully used by Chen et al. (2009) and Cierpka
et al. (2010b). The approach based on cylindrical lenses,
especially, is a very powerful and simple method, which
allows for the extension of existing 2D measurement sys-
tems to fully 3D measurements. Kao and Verkman (1994)
applied this technique to the measurement of the position
of fluorescent particles in living cells. Today astigmatic
imaging is commercially used in nearly every CD or DVD
player to precisely determine the distance between CD and
laser head. A big advantage of this approach is the possi-
bility to adjust the measurement depth and resolution by
changing the focal length of the cylindrical lens. The use of
the recently presented intrinsic calibration procedure
(Cierpka et al. 2011) makes the technique easy applicable
without special expert knowledge.
Therefore, the S-lPIV and A-lPTV approaches will be
studied and discussed in the following. In order to deter-
mine the accuracy and uncertainty of both techniques,
measurements of the flow over a backward-facing step will
be compared with standard lPIV as well as numerical
simulations. The backward-facing step flow was chosen,
since it offers a velocity field that is well known and mainly
one directional prior to the step. Furthermore, it has a very
pronounced out-of-plane component shortly downstream of
the step. Other groups have also verified their 3D mea-
surement methods with backward-facing step flows (Chen
et al. 2009; Yoon and Kim 2006; Bown et al. 2006). A
combined stereo PIV/PTV approach was used by Bown
et al. (2006). They measured the flow over a 232-lm step
in a 466-lm high channel. Glycerol was used as working
fluid, resulting in a Reh = 0.004. The flow was investigated
with stereoscopic lPIV at 23 different planes in the
z-direction. The accuracy of the correlation-based results
was found to be limited by the misalignment or non-
overlapping of the two focal planes of the stereo micro-
scope. To improve the accuracy, a super resolution PTV
approach was applied. Using a PTV, algorithm allows to
restrict valid measurements only to strongly focused par-
ticles, which decreases the effect of the depth of correla-
tion. The authors reported uncertainties for the averaged
vector map in the order of 0.35 lm/s (3% of the mean
velocity) for the in-plane components, and 0.82 lm/s (7%
of the mean velocity) for the out-of-plane component of the
correlation-based velocity estimation. The uncertainty was
decreased to 2 and 3% for the in-plane and out-of-plane
velocity, respectively, with the PTV algorithm. Unfortu-
nately, the way the uncertainties were determined was not
reported, and a comparison is therefore difficult. Chen
et al. (2009) used a cylindrical lens with fcyl ¼ 500 mm to
measure a 600 lm range at a 170 lm backward-facing step,
inside a 500 lm high channel. The uncertainty for the
depth position was reported to be 2:8 lm for the calibration
images. Unfortunately, no uncertainty of the single mea-
surements was given. The measured RMS value of the
velocity was 3:3 lm/s, even though 2:8 lm/s was expected
from the measurement uncertainty. This is above one third
of u1: The investigated Reynolds number was Reh =
0.0015. The images were taken in single frame mode,
probably with continuous laser light illumination and are of
higher quality than double frame images with very short
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laser light pulses. The separation time between successive
images in the study was Dt ¼ 2 s. The authors stated that
3,000 images were acquired, which takes 100 min. This
and the very low Reynolds number are far beyond realistic
‘Lab-on-a-chip’ applications, which range in the order of
Reh ¼ 1; . . .; 100. For these devices the acquisition of
double frame images in a short time, which suffer from
large noise levels, is necessary.
2 Experimental setup
2.1 The backward-facing step flow, numerical
simulation, and conventional lPIV
For the sake of a proper comparison, all experiments were
performed in the same micro-channel to avoid variations in
the boundary conditions. The micro-channels are fabricated
out of elastomeric polydimethylsiloxane (PDMS) on a 0.6-
mm thick glass plate by the Institute for Microtechnology
of the Technical University Braunschweig. They possess
inlet and outlet cross-sectional areas of 500  150 lm2 and
500  200 lm2, respectively. The channel was approxi-
mately 30 mm in length, with the backward-facing step at
about 15 mm from the inlet to assure fully developed flow
conditions upstream of the step. The flow in the channel
was seeded with polystyrene latex particles, fabricated by
Microparticles GmbH. The particle material was pre-mixed
with a fluorescent dye, and the surface of the latex micro-
spheres was later PEG modified to make them hydrophilic.
Agglomeration of particles at the channel walls can be
avoided by this procedure, allowing for long duration
measurements without cleaning the channels or even
clogging. The particles showed very high fluorescence
signals that allowed for the extension of the measurement
depth for the astigmatic measurements (Cierpka et al.
2011). To investigate the downward flow close to the step
in greater detail with standard l-PIV, an additional mea-
surement was performed with a channel allowing optical
access from the side. The data were evaluated using the
single pixel procedure outlined by Scharnowski et al.
(2010).
The mean diameter of the monodisperse particle distri-
bution was dP ¼ 2 lm (standard deviation = 0:04 lm) for
the A-lPTV measurements and dP ¼ 1 lm for all PIV
measurements. The fluid was distilled water, which was
pushed by a high precision Nexus 3000 syringe pump
(manufactured by Chemix) with constant flow rate through
the channel. The Reynolds number based on the step height
was Reh = 3.75 and based on the hydraulic diameter of the
inlet, ReHD ¼ 17:3. For the illumination of the particles, a
two cavity frequency-doubled Litron Nano S Nd:YAG laser
system was used. The image recording was performed with
the DaVis 7.4 software package from LaVision. The images
were acquired in double exposure mode, where the camera
shutter is activated two times. The time delay between the
two successive frames was set to Dt ¼ 200 ls: 1,000 images
were recorded at each z-position for all three techniques.
The A-lPIV measurements, as well as the 2D2C conven-
tional lPIV measurements, were performed using an Axio
Observer Z.1 inverted microscope by Carl Zeiss AG with a
LD-Plan Neofluar objective with a numerical aperture of
NA = 0.4 and a magnification of M = 209. To reconstruct
the velocity field in the volume from conventional PIV, the
raw image pairs were preprocessed and cross-correlated.
Preprocessing consisted of subtracting the sliding minimum
over time, followed by the same substraction in space to
decrease non-uniformities and back-reflections. These steps
are followed by a bandwidth filter and constant background
subtraction, used to sort out particle agglomerations and
eliminate the remaining background noise. 2D velocity
fields were measured for seven equidistant planes inside the
channel, starting from z ¼ 37 lm and ending at z ¼ 177 lm.
The image pairs were cross-correlated with the DaVis 7.2
software package from LaVision. A normalized multi-pass
algorithm with a final interrogation window size of 32 9 32
pixels was used with 50% overlapping of the interrogation
windows with an average of 3–5 particle images per
window. Since the flow was laminar and stationary, the
vector fields were averaged to get the final vector fields.
For the numerical flow simulation, the micro-channel
was modeled with a solid modeler to extract the micro-
channel boundaries; the boundaries were meshed in
CD-adapco STAR-CCM? 4, and a finite volume model
was set for a laminar and viscid fluid with a constant
density (water). The computational domain exceeded
600,000 hexahedral cells. In the step region, four times the
channel width, the mesh size was equal to 6:25 lm (1/80 of
step width) to ensure an optimal velocity resolution. The
no-slip condition was set at the boundaries of the compu-
tational domain. At the inlet, the velocity was set to match
the Reynolds number of the experiment. At the outlet, the
pressure was set to a reference value. To avoid entrance
effects, two flow extensions were located at the inlet and
the outlet; uniform boundary conditions were set at a dis-
tance of twenty times the channel width. The steady
solution converged using the implicit solver in 500 steps;
the relative errors of residuals of continuity and momentum
were less than 10-6.
2.2 Stereoscopic lPIV
For the S-lPIV measurements, an upright stereoscopic
microscope, with a common main objective (CMO) lens
configuration (Leica M165 FC) was used. The CMO design
uses a large-diameter objective lens, through which both
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the left and right channels view the object. The optical axis
of the objective is normal to the object plane, therefore
there is no inherent tilt of the image at the CCD focal
plane, and the left and right images are viewed by the CCD
cameras, theoretically with no convergence as can be seen
in Fig. 1. The corresponding direct linear transform for the
conversion between the image and object spaces can be
derived using geometric optics:
DX01 ¼ M Dx þ tan H1 cos a1Dzð Þ
DY 01 ¼ M Dx þ tan H1 sin a1Dzð Þ
DX02 ¼ M Dx þ tan H1 cos a1Dzð Þ








1 are the projection of a
displacement vector (x, y, z) in the image space of camera 1
and camera 2 respectively, and H1;H1; a1; a2 are angles as
defined in Fig. 1. Equation 1 is derived under the
assumption that the working distance of the lens is much
larger than the displacement in the axial direction. In a real
system, the transform is typically more complex than the
one in Eq. 1 due to distortions and aberrations induced by
imperfections of the lens or by refraction between different
media (e.g., glass and water of the micro-channel).
Therefore, an empirical calibration is required. For the
presented measurements, a stereo-lens Planapo 29, with
NA = 0.282 was used, in combination with the internal
zoom lens system of the microscope, which was set to
achieve a total magnification of M = 209, at the CCD of
the cameras. Images were taken with two double-frame
cameras with 4 k 9 2.6 k pixels CCD sensors (PCO 4000).
The calibration was performed using a calibration plate
with a grid reticule where the lines were 50 lm apart from
each other. The grid was displaced along the axial direc-
tion, with steps of 2 lm, using a piezoelectric stage (PZ 400
SG, Piezosystem Jena GmbH) with a resolution of 7:5 nm.
A multi-plane polynomial function of third order was used
to fit the calibration curves (displacement of the grid
crosses in the image space of cameras 1 and 2 as a function
of the axial position of the grid). A self-calibration pro-
cedure (Ka¨hler et al. 1998) was subsequently used to
account for further distortions introduced by the geometry
of the step channel.
A major problem in S-lPIV measurements is given by
the possible mismatch of the two focal planes caused by
optical aberrations and imperfections in the construction of
the microscope. In S-lPIV, as well as in lPIV, volume
illumination is used and the measurement volume observed
by one camera corresponds to its focal plane. The evalu-
ated 3D velocity vectors result from the recombination of
the 2D velocity fields observed by cameras 1 and 2, under
the assumption that their measurement volumes are exactly
co-spatial. The thickness of the measurement volume can
be estimated using the depth of correlation (Olsen and
Adrian 2000). A misalignment of the two cameras’ mea-
surement planes with respect to each other introduces an
additional bias error, especially when velocity gradients are
present (Rossi et al. 2010). What is more important, this
error cannot be corrected since it inherently depends on the
design and construction of the microscope.
In order to quantify the misalignment, the focal planes
of cameras 1 and 2 were reconstructed taking images of the
calibration reticule at different heights and using a local
focus function based on the variance of image intensity
(Sun et al. 2004). The procedure was repeated with the
reticule surrounded by air and submerged under 200 lm of
distilled water, analogous to the experimental conditions
used to record the images of particles inside the backward-
facing step, filled with water. The reconstructed focal
planes for cameras 1 and 2 in air and water are reported in
Fig. 2.
It can be observed that the focal planes are curved and
overlap only partially, even when the finite thickness of the
measurement volume is considered. Particularly for the
case in water, in the region where the velocity measure-
ments on the backward-facing step were taken, a mean
difference of 4:1 lm was estimated between the two focal
planes, with a maximum of 11:2 lm. This error is only
negligible when the depth of the measurement volume is
large compared to the mismatch. However, an additional
error is introduced by averaging the velocity measurement
through the depth of correlation in this case. For this setup,
using 1 lm diameter particles, the depth of correlation was
estimated to be equal to 30 lm, which means that in the
worst case one-third of the measurement thickness was not
correlated. This can already lead to substantial systematic
errors (Ka¨hler 2004). With regards to the PIV analysis, the
images were first pre-processed using a sliding minimum
filter for background removal and a smoothing median
Fig. 1 Schematic of geometric optics for a stereoscopic microscope
with a common lens objective (CMO) design
608 Exp Fluids (2012) 52:605–615
123
filter for image random noise reduction. Subsequently, an
ensemble correlation over 1,000 images per plane was
calculated, using a multipass algorithm with final interro-
gation window of 64 9 64 pixels and 50% overlap. The
vector fields were recombined using the empirical cali-
bration to reconstruct the third velocity component. The
results were later organized on a Cartesian grid with the
same grid size as the results of the conventional lPIV, with
Dx ¼ Dy ¼ 15 lm and Dz ¼ 29 lm.
2.3 Astigmatism lPTV
The depth coding of the particle position on the images is
achieved by a cylindrical lens in the imaging system.
Similar setups were used in previous studies (Chen et al.
2009; Cierpka et al. 2010b). The cylindrical lens for the
current investigation had a focal length of fcyl ¼ 100 mm
and was directly placed in front of the CCD chip (Cierpka
et al. 2010a). The curvature of the cylindrical lens only acts
in one direction and causes two focal planes in the x and y-
axis to be formed. For the setup used here, these planes are
separated by Dz  45:2 lm in the measurement volume.
Particles that are close to one focal plane, e.g. the x-axis
focal plane, appear as small and sharp images in that axis.
They are now far from the in-focus plane in the y-direction
and result in defocused, larger images in the y-axis. Thus,
an elliptical image is formed on the CCD sensor, with a
small horizontal axis, denoted as ax, and a large vertical
axis, denoted as ay. By evaluating the particle image’s
width and height, the depth position can be found using a
calibration procedure. The position in the xy-plane is
determined by a wavelet-based algorithm, which gives
reliable results with subpixel accuracy up to high back-
ground noise levels (Cierpka et al. 2010b). The ratio
between background and signal intensity was below 0.1 for
the measurements presented, which results in an error of
0.05 pixels for the in-plane position. This relates to an
absolute error of 0:031 lm in the x-direction and 0:038 lm
in the y-direction. For the final procedure, image prepro-
cessing is applied to the images. First, a sliding minimum
over time is subtracted to remove background noise.
Smoothing and segmentation filters are then used to high-
light regions of possible particle candidates. Based on this
initial guess for particle positions, the algorithm determines
ax, ay, x, and y in the originally background-subtracted
images. For the details of the particle image detection
algorithm, the interested reader is referred to Cierpka et al.
(2010b).
As for the stereoscopic PIV, the uncertainty of the
following results is strongly affected by the accuracy of
the calibration. In previous studies, the calibration of the
depth position was built on the differences of the axis
ax - ay (Chen et al. 2009) or on the ratio ax/ay (Cierpka
et al. 2010b). Both methods showed good results in the
region between the two in-focus planes but are ambiguous
beyond this region. The measurement depth would there-
fore be limited to the region between the two in-focus
planes. Since the particles are rather narrowly distributed
in size (dP ¼ 2 lm; standard deviation ¼ 0:04 lm) and the
quality of the fluorescent dye allows for the reliable
detection of strongly defocused particles images, it was
possible to extend the measurement depth using the values
for the axis ax and ay directly. Assuming the particle
image is a sum of the tracer particles size, diffraction and
defocussing and that all three terms can be approximated
by a Gaussian function, the model developed by Olsen
and Adrian (2000) can be used to describe the particle
image diameter a zð Þ. With the added assumption that the
working distance of the lens is significantly larger than z,
the particle image diameter can be estimated by the fol-
lowing equation (Meinhart and Wereley 2003; Rossi et al.
2010):
Fig. 2 Reconstruction of the
focal planes for camera 1 and 2
in air (left) and water (right)
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where, dp denotes the particle diameter, k is the wavelength
of the emitted light, n0 the refractive index of the
immersion medium of the lens, and M and NA the
magnification and numerical aperture of the lens,
respectively. Equation 2 represents the arc of a hyperbola
described by the general formula:
f ðzÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2aðz  FÞ2 þ c2b
q
ð3Þ
where, F is the position of the in-focus plane. As Eq. 2 also
remains valid for the principal axis, when the cylindrical
lens is included in the system, the following functions can
be introduced to describe the particle image diameters in
the x and y-directions:
axðzÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ









where, Fxz and Fyz are the positions of the respective in-
focus planes for the x and y-directions, and c3 and c6 are
additional terms to account for an offset along the ordinate
axis. Since the distance between Fxz and Fyz in physical
space is known, the best approximation can be used as a
calibration function to relate ax and ay to z. There are
certain advantages of this intrinsic calibration. For exam-
ple, the measurement volume depth is not limited by dis-
tance between the in-focus planes of the setup, and the
optical path through the different media does not change
between calibration and experiment. Furthermore, no
complicated scanning procedure is needed and the image
preprocessing is the same for calibration and measurement
as well. All image aberrations are taken into account and
since the calibration is based on all data points, the highest
statistical relevance is achieved. A complete explanation of
the calibration procedure is given in Cierpka et al. (2011).
Knowing the particle position in the volume at two dif-
ferent time instants t and t þ Dt allows for an estimation of
the first order approximation of the particles’ velocity. To
find matching particles, a simple nearest neighbor PTV
algorithm was applied in the 3D space.
The determination of ax and ay was done using an auto
correlation-based algorithm. Although very sparse seeding
was used, prior to this step each identified region of a
possible particle image was checked for overlapping par-
ticles. The used criteria were a maximum allowed perim-
eter of the region where a particle is assumed and, a test, if
the center of an identified region belongs to a particle
image (i.e. has a higher intensity as the background).
For ideal conditions, two of the four values of Eq. 4 are
equal and give the depth position of the particles. However,
due to small variations in the particle size distribution and
the determination of their width and height, the data points
scatter around the ideal solution. The determination of z
was therefore made by finding the value that minimizes the
Euclidean distance between the two measured points ax and
ay to the calibration curve. The standard deviation between
the estimated particle position zest and the position given
by Eq. 4 gives an impression regarding the uncertainty
of a single measurement and was calculated to be
rðz  zestÞ ¼ 3:14 lm. Using this calibration, the maximum
measurement depth was 104 lm. Therefore, the position
uncertainty in the depth direction of a single measurement,
without traversing, is 6% of the measurement depth.
However, for a single measurement, this would result in an
uncertainty of about 15:7 mm/s for the present conditions
with a maximum volume depth of 104 lm. A reduction of
the volume thickness would decrease this uncertainty sig-
nificantly. To compare the results, one has to consider that
for the cross-correlation; approximately 6–10 particle
images should be present in an interrogation area. The data
were later interpolated on a Cartesian gird and showed a
good convergence of the mean value in one volume ele-
ment. The difference between the mean values of a certain
number i = I of data points that belong to one grid volume
and all the data points i = N in the same volume ðDx ¼
Dy ¼ 10 lm;Dz ¼ 10 lmÞ; w ¼ Rwi¼I=I  Rwi¼N=Nj j is
a measure of convergence. Taking 10 particle images the
difference is w ¼ 1:4 mm/s. The average number of data
points that contribute to a grid volume element was 50,
which gives a difference of w  0:38 mm/s. It should be
mentioned at this point, that this approach leads to any
desired accuracy, as the technique is free of systematic
evaluation errors in contrast to PIV. The measurement
volume’s depth depends on the microscope’s magnification
and the focal length of the cylindrical lens, as well as on the
detection level of the camera, the power of the laser, and
the quality of the fluorescent dye.
For the study presented here, approximately 50% of the
data points are within a span of 34:5 lm, centered at the
mid-point between the two focal planes, and 90% fall
between a span of 59:6 lm. To cover the whole channel,
overlapping data were acquired at eight different
z-positions.
For each z-level, around 50,000 valid particle pairs were
identified with a simple nearest neighbor algorithm. This
gives a valid vector for 65% of the total particle images per
frame, which was about 50–80. The 36% loss of pairs is
due to the motion of particles out of the measurement
volume in all directions, the excluding of overlapping
particles in one of the two frames and due to the larger
uncertainty for the determination of the position in
610 Exp Fluids (2012) 52:605–615
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z-direction. In the current study, a simple nearest neighbor
algorithm was used for the tracking step. If a more
sophisticated algorithm will be applied, it is supposed that
the loss of pairs will significantly decrease. Less particle
images per frame occur for the measurements closer to the
wall, since a part of the measurement volume was already
outside of the channel. The data of all individual particles
were filtered by a global histogram filter in order to remove
obvious outliers. A local universal outlier detection algo-
rithm for PTV data proposed by Duncan et al. (2010) was
additionally used. The authors proposed a weighting of the
neighboring values by their distances. The normalized
residuum or fluctuation at the position r0
* was set to be
lower than 2 for valid data, taking the 10 closest neigh-
boring points into consideration. Rejecting data with a
residuum higher than 2 for one of the three velocity com-
ponents result in an outlier removal of \4%. In total,
390,000 vectors were considered to be valid and were used
for the following analysis. The data were then interpolated
onto a Cartesian grid with a grid size of Dx ¼ Dy ¼
10 lm;Dz ¼ 10 lm and 25% overlap. Using this interpo-
lation, approximately 50 single PTV measurements
points contribute to the mean at each point in the Cartesian
grid. As a measure for the uncertainty of the measure-
ments, the standard deviation of the single measurements
std ui  umeanð Þ can be calculated. However, this quantity is
strongly affected by the grid size in regions of high gra-
dients. Therefore, it was evaluated upstream of the step
(x\ 50 lm), where a laminar channel flow profile is
present, and v and w have a zero mean, and the scatter of
the single PTV data points is purely caused by the mea-
surement technique. The mean standard deviation in that
region was 0:95 mm/s for v and 3:7 mm/s for w. The
uncertainty for the out-of-plane component is 4.9% of u1,
which is four times higher than for the in-plane component
with 1.3% of u1.
3 Results
In Fig. 3, slices of the streamwise velocity u are shown for
the simulation (top), the S-lPIV (middle), and the A-lPTV
(bottom). The flow direction is from left to right. Both 3D
measurement techniques show the expected velocity pro-
files for Poiseuille flow. The velocity is higher upstream of
the step and then decreases because of the expansion of the
channel. The influence of the channel wall is also clearly
visible within the measured channel volume. The influence
of the step is not very pronounced in the u-component.
In Fig. 4, the out-of-plane component w is visualized by
isosurfaces of w = -4.5 mm/s. In addition, a slice with
the streamwise velocity component in the center of the
channel is presented. Immediately after the step, the flow
goes downward and follows the contour of the step.
Upward flow, further downstream from the step, was esti-
mated by the simulation to be at a maximum with w ¼
0:2 mm/s and could not be experimentally resolved. For the
measurements with the stereo microscope, a region of
downward flow was also found at x  400. . .600 lm,
which is caused by the fact that the two focal planes do not
exactly overlap and therefore an artificial out-of-plane
motion is detected by the reconstruction. Nevertheless, the
size of the downward flow region is very well captured,
whereas it is slightly underestimated by the astigmatic-
lPTV technique.
To quantify the overall agreement, the velocity of the
flow simulation was interpolated at the grid points of the
experimental results. Based on this, the standard deviation
of uexp  usim is given in Table 1. For the in-plane com-
ponents, the differences between simulation and results
from S-lPIV and A-lPTV are in the same order, but lower
Fig. 3 Slices of the streamwise velocity component u for the
simulation (top), the stereoscopic-lPIV (middle), and the astig-
matic-lPTV (bottom)
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by a factor of two than for standard lPIV. For the out-of-
plane component, the best agreement can be achieved with
the A-lPTV technique. However, a more detailed com-
parison is possible by using actual velocity profiles. Since
the data are sampled on Cartesian grids, where the nodes
do not overlap exactly, velocity values for certain coordi-
nate ranges are presented. In Fig. 5, profiles for the
streamwise velocity component are shown for the center
plane of the channel (11\y\11 lm). In the upper figure,
the profile corresponds to a position immediately down-
stream of the step and in the lower figure, the profile
corresponds to approximately two step heights downstream
of the step.
The lower velocity in the profile close to the step can be
seen in all measurements. However, close to the step, the
velocity estimated by the conventional lPIV measure-
ments is underpredicted. This effect is caused by the depth
of correlation, since the gradient in that region is very
pronounced. Conventional and S-lPIV are highly affected
by the depth of correlation if no special precautions are
taken (Rossi et al. 2010). For the S-lPIV measurements,
special care was given to image preprocessing, which
decreases this effect and the profiles match the simulation
considerably better in the middle of the channel. Never-
theless, close to the walls, the velocity is overestimated.
The A-lPTV approach is not affected by the bias due to
depth of correlation and shows consisting results with the
numerical simulation. Especially in the regions of high
gradients, the results are closer to the numerical simulation,
compared to the correlation-based methods. Another
advantage of the PTV approach is the spatial resolution in
the z-direction, which is not limited by the number of
planes used for scanning, as is in both PIV approaches;
instead, its limitation is determined by the number of data
points acquired. The most challenging task lies in the
measurement of the in-plane and out-of-plane components
in regions with strong out-of-plane velocity. In Fig. 6,
velocity profiles for u and w are shown for a region in the
center of the channel, immediately above the step
(55\z\66 lm). Since the out-of-plane component cannot
be measured with conventional lPIV in the same channel,
an identical channel with optical access from the y-direc-
tion was fabricated. The single pixel PIV technique (Ka¨hler
et al. 2006) was used to evaluate the w velocity component
with high spatial resolution of Dx ¼ Dz ¼ 0:5 lm. How-
ever, the absolute velocity is underestimated by these
measurements. The most likely explanation is the fact that
a small difference in the geometry of two micro-channels
would result in different flow fields as already pointed out.
Nevertheless, the region of the step and the size of the
region with downward flow is well predicted. The down-
ward flow is also clearly indicated by both 3D techniques.
S-lPIV and A-lPTV both give results that resemble the
simulation. The absolute value for the velocity and the size
of the region with downward flow are well predicted by
both methods. However, for the S-lPIV, a region of
upward flow is detected for x [ 150 lm. This effect is not
Fig. 4 Isosurfaces of w = -4.5 mm/s and a slices on the center
plane of the streamwise velocity component u for the simulation
(top), the stereoscopic-lPIV (middle), and the astigmatic-lPTV
(bottom)
Table 1 Standard deviation of
the difference to the numerical
simulation
Conventional lPIV Stereoscopic-lPIV Astigmatic-lPTV
rðuexp  usimÞ=mms1 7.75 4.60 5.00
rðvexp  vsimÞ=mms1 1.44 0.73 0.73
rðwexp  wsimÞ=mms1 – 4.20 2.38
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physical and is caused by non overlapping focal planes as
already mentioned. A compensation by post processing is
not possible. The results for the A-lPTV are much more
scattered and show values of negative w. Nevertheless,
these measurements are closer to the results of the simu-
lation. The larger scatter is caused by the fact that, on
average, 50 particles contribute to one data point, whereas
for the stereoscopic measurements on average, approxi-
mately 11 particles were found in an interrogation window
of 64 9 64 pixels. Considering a depth of correlation of
30 lm, this leads to a particle volume concentration of
cSPIV  6:4  104 particles=lm3. For the A-lPTV tech-
nique, sparse seeding is required and only around 80 par-
ticles are present in a volume of 10  10  10 lm3
(including & 50 valid particle pairs). Dividing this value
by the 1,000 frames over which the particles were detected,
the final particle concentration is cSPIV  8  105 parti-
cles/lm3, and thus 8 times lower than for the stereoscopic
measurements. The vector yield per frame is for the ste-
reoscopic technique 1 vector in a volume of 15 9 15 9
30 lm3 and thus nSPIV  1:5  104 vectors/lm3. For the
A-lPTV, one gets 0.05 vectors per frame in a volume of
10  10 lm3, which results in a vector yield of nSPIV 
0:5  104 vectors/lm3. The total number of vectors in the
volume determined by the SPIV method is therefore three
times larger than for the A-lPTV method. For the same
amount of vectors, one would have to measure twice










































Fig. 5 Profiles of the u-component versus z at 20\x\45 lm;11\
































Fig. 6 Profiles of the w-component versus x at 55\z\57lm;
11\y\11lm (top) and profiles of the u-component versus x at
55\z\60 lm;11\y\11 lm (bottom)
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resolution of the averaged field is increased by 1.5 for the
in-plane resolution and a factor of 3 for the out-of-plane
resolution. Furthermore, the uncertainty for the in-plane
velocity shows similar values for both techniques, whereas
the uncertainty of the out-of-plane velocity is slightly lower
for the A-lPTV method.
On the lower part of Fig. 6, the streamwise velocity is
presented. Conventional lPIV is included as well but
shows poor performance in the region above the step.
Beyond the step, the velocity is significantly underesti-
mated although the profile was taken at z ¼ 60 lm. The
boundary layer of the bottom wall, prior to the step, cannot
be well resolved, and the measured velocity is much too
low. S-lPIV performs slightly better but overpredicts the
velocity upstream of the step. Nevertheless, beyond the
step, the profile matches the simulation quite well. The best
match between experiments and simulation upstream of the
step is achieved by the A-lPTV although the velocity is
slightly underestimated downstream of it.
4 Conclusion and outlook
The following conclusions can be drawn from the analysis:
• lPIV gives reliable 2D2C results, but in regions of
strong gradients (in-plane and out-of-plane direction)
and strong out-of-plane motion, the technique fails at
providing reliable results.
• S-lPIV gives reliable 2D3C results, but due to the
unavoidable mismatch of the focal planes, systematic
errors appear that cannot be compensated digitally. To
minimize the error, or at least to know the extent to
which the results will be biased, the focus function has
to be evaluated for both cameras.
• By scanning the measurement plane, average 3D3C
velocity fields can be estimated with S-lPIV but no
instantaneous 3D3C velocity fields can be obtained.
• A-lPTV provides instantaneous 3D3C velocity infor-
mation and allows for the study of unsteady volumetric
flow phenomena.
• For A-lPTV, the accuracy of the velocity components
in x- and y-direction is not effected by the measurement
volume depth and is comparable to correlation-based
methods.
• The uncertainty of the instantaneous out-of-plane
velocity estimation by A-lPTV increases with
increasing measurement volume depth but, for mean
values, it decreases below the corresponding value of
the lPIV due to the absence of systematic evaluation
errors.
• An advantage of the A-lPTV technique, compared to
the correlation-based methods, is that the results do not
suffer from the influence of the depth of correlation and
a higher resolution in depth direction can be achieved.
• Since with longer measurement time the mean distance
between the vectors is decreasing for the A-lPTV
technique, it is possible to increase the spatial resolu-
tion for the average flow fields in all three dimensions.
In case of S-lPIV, the spatial resolution cannot be
increased by acquiring more images. Thus high gradi-
ents are always underestimated.
The analysis indicate that the A-lPTV technique is
already a very robust, reliable, and accurate tool for the
estimation of 3D3C velocity fields in micro-fluidics. The
future potential of the technique lies in the possible
extensions:
• Since the particle positions are known in the whole
volume, the particle distribution can be used to
reconstruct interfaces between fluids to characterize
the mixing process at the micro-scale (Mastrangelo
et al. 2010; Rossi et al. 2011).
• Using time-resolved A-lPTV imaging, the Lagrangian
trajectories of the particles can be determined and the
complete motion (velocity and acceleration) or the
interaction of particles in time and space can be fully
reconstructed (Kumar et al. 2011).
• A-lPTV can be used to determine the full 3D velocity
information as well as a scalar distributions such as
temperature, ph-value, or pressure fields by combining
the underlying imaging technique with particles whose
fluorescent emission is a function of these physical
properties.
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