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N
ext-generation high-throughput sequencing technologies
have signiﬁcantly increased our ability to generate genetic
data at low costs. The expectations are that costs will decrease
while the throughput and quality levels increase. The availability
ofsuchdatahasallowedustomakesigniﬁcantprogressinunder-
standing the genetic bases of biological processes and systems (1).
Metagenomic studies, such as those resulting from the use of en-
vironmental samples (2) or the human biome (3), are one particular
direction of research that was enabled by the new sequencing tech-
nologies. An important biochemical and bioinformatic challenge
presented by such studies is categorization of the genetic material
presentinthesampleaccordingtoitsspeciesoforigin.Inthecontext
of identifying novel pathogens (4, 5), the species of origin can be a
distantevolutionaryrelativetoaknownpathogen,andidentiﬁcation
ofthisrelativeisanimportantsteptowardsunderstandingthepatho-
gen present in the sample. A ﬁrst step towards such categorization is
using alignment tools like BLAST (Basic Local Alignment Search
Tool from NCBI) or SHRiMP (SHort Read Mapping Package from
Computational Biology Lab, University of Toronto) to compare the






This paper focuses on techniques towards categorization of
genetic material in the absence of a high-homology reference. In
this context, genetic material of viral origin presents a particular
challenge. At present, the NCBI database contains hundreds of
thousandsofviralgenomes.Despitetheamountofeffortputinto
building such genomic databases, it is unlikely that they are even
close to being comprehensive. In fact, further extension of these
databases is one of the goals of metagenomic studies.
Thesituationiscomplicatedfurtherfromthreedirections.On
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pathogens. One can argue that this bias is inherent to the way the
samples are obtained—often as a result of an effort to ﬁght the
disease associated with the pathogen. Although metagenomic
samples are often obtained to study pathogen activity, the chal-
lenging cases occur when the pathogen cannot be identiﬁed and
isolated by traditional biochemical methods, which means that it
is unlikely that it will be included in the reference database. Fur-
thermore,insomemetagenomicstudies,sampleswithoutanyno-
ticeable pathogen activity are obtained. In such cases, the chance
of matching novel viral species present in the sample to known
references is diminished further. One can hope that as the cost of
obtaining sequenced metagenomic data decreases, the inﬂuence
of such sampling biases will decrease as well.
Thesecondobstaclegoesdeeperbecauseitstandsinthewayof
evenextractingtheviralgeneticmaterialfromasample.Theissue
is that the total amount of viral genetic material present in a sam-
ple is dwarfed by other genetic material, host or otherwise, also
present. The genetic material of an RNA virus consists of about
104 to 105 nucleotides, which is 3 to 4 orders of magnitude less
than a typical prokaryotic genome and 4 to 5 orders less than a
typical eukaryotic genome. Current high-throughput sequencing
technologiesproceedroughlybyﬁrstfracturingthegeneticmate-
rial present in a sample, amplifying the fractured sample by PCR,
and sequencing the PCR product. If the microbe is not grown in
cultureandonlyclinicalsamplesareavailable,thegeneticmaterial
from the microbe is usually at very low concentrations, and the
available sequences do not cover its whole genome. Biases and
errorsintroducedbythesequencingandenrichmentprocessesare
other problems which contribute to an incomplete picture of the
viralgeneticmaterialpresentinasample.Partofsuchbiasesisthe
fact that the high throughput of the new sequencing technologies
comes at the price of producing reads of very short lengths (6).
This, on one hand, limits the genome reconstructing ability of
alignment techniques and, on the other, restricts the power of
techniques, such as ours, based on the statistical properties of the
reads.
While the previous obstacles can be surmounted purely by
technological advancement, the third difﬁculty in the way of cat-
egorizing viral genetic data is far more fundamental because it is
inherent to viruses themselves. Viruses depend on their hosts for
reproduction, and often, the survival of a viral pathogen is at the
expense of its host. The strongest weapon in the viral arsenal
against the highly developed and sophisticated defense mecha-
nismofthehostisanextremelyhighmutationrate.Itisestimated
that the mutation rate of a typical RNA virus is 104 nucleotides
per replication. If a virus takes a few hours to reproduce and it
makesthousandsofoffspring,inayearthedescendantvirusescan
differsubstantiallyfromtheirancestors.Onecangainperspective
on the amount of genetic variability existing in the viral world by
considering the evolution of the H1N1 inﬂuenza A virus from
1918tothatoftherecent2009H1N1pandemic.Thevariabilityin
thiscaseiscomparabletothegeneticdistancebetweenthehuman
and mouse genomes (~15%), a result of 100 million years of evo-
lution.Theimplicationisthatevenifarelatedreferenceispresent
in a viral database, the genetic distance to this reference can be
prohibitively large for capturing the similarity by alignment.
To summarize, in order to categorize viral genetic material
present in sequenced metagenomic data, we have to identify the
speciesoforiginforsequenceswithlowcoverageandforwhichwe
have references with very low homology due to biased sampling
and high mutation rates at our disposal. One cannot help but
compare this task to deciphering ancient scripts, such as the
Mayan, Ugaritic, and Sumerian scripts, etc., without relying on a
close reference. The success of these archeological and linguistic
achievementscanonlybeaninspirationforus.Fortherestofthis
paper, we present the techniques which were successfully applied
to the recent identiﬁcation of a novel viral pathogen affecting
farmedsalmon(7),althoughtheyweredevelopedfordealingwith
this seemingly daunting task in a general setting.
RESULTS
Even though RNA viruses have relatively small genomes at about
104 nucleotides, the number of possible sequences is enormous,
many more than the number of quarks in the universe. The di-
mension of this space is signiﬁcantly reduced due to correlations
imposed by selective pressures, but even accounting for this di-
mensionreduction,thediversityoftheviralworldishigh.Anidea
of the level of diversity can be gained by using the generalized
Shannon entropy, as deﬁned in reference 8. This entropy in the




result of more than 100 million years of evolution.
The problem with categorizing viral genetic material is related
to the problem of assigning a similarity or distance measure on
this space. The goals one has in mind when designing such a met-
riccomefromtwosometimescontradictorydirections:ontheone
hand, we want the metric to capture as much evolutionary con-
nectedness as possible; on the other, we want the measure to be
efﬁcientlycomputable.Onenaturalmeasureistheeditdistance—
the number of nucleotide mutations (substitutions, insertions,
and deletions) necessary to transform the genome of one virus
into another. This metric is at the core of traditional alignment
algorithms, e.g., the Needleman-Wunsch and Smith-Waterman
algorithms.
The NCBI BLAST tool is one popular implementation of an
alignment algorithm. Efﬁciency considerations in this algorithm
have led to the requirement that the genomes being compared
contain a common seed of some predetermined length, which for
randomly chosen genomes corresponds to high similarity. For
example, a seed of 10 nucleotides corresponds to 90% genetic
similarity in randomly chosen genomes. Considering that the al-
gorithmemployedbyBLASTrepresentsmoreorlessthetopofthe
lineinefﬁcientalignmenttechniquesforcomparinggenomes,one
can say that low nucleotide homologies due to more distant evo-
lutionary relatedness for such techniques are out of reach (9). To
overcome this problem, a number of algorithms based on the
search of characteristic oligonucleotide motifs and proﬁles were
developed (10–12).
The general framework of our approach is to project the high-
dimensional genetic space to a low-dimensional numeric space
and then deﬁne a similarity measure in this space. We refer to the
low-dimensionalprojectionasasignature.Forthepurposeofthis
paper,thesignatureofagivengenomeisitsk-mercontent,withk
being a natural number. Thus, the signature of a genome is a
4k-dimensional vector. This approach to comparison was ﬁrst ex-
plored by Blaisdell (13), and the work of Vinga and Almeida (14)
contains a review of algorithms based on it. For this study, we
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this is that viral genomes are very short, on the order of 10,000
nucleotides for RNA viruses. Furthermore, due to low concentra-
tions of viral material and the resulting low coverage obtained
from current sequencing technologies, candidate viral contigs are
veryshort,atlengthsofapproximately500to1,000nucleotides.In
principle,ourtechniqueisextensibletolargerkifsufﬁcientlylong
contigs are available. The guideline one should keep in mind is
that to have good estimates of the frequencies of k-mers from a
genomeoflengthL,Lmustbeatleastseveraltimeslargerthanthe
4k value.
We investigated several possible distance measures to assess
their ability to categorize viral genetic data. First, maximum like-
lihood considerations led us to the entropy-based distances
(Kullback-Leibler [KL], Jensen-Shannon, and  divergences) of
the frequency estimates obtained from the signatures. Second, as
Karlin and Burge (15) point out, since the relative dinucleotide
abundance is characteristic of the species producing the genetic
material, we considered the rectilinear distance of the relative
dinucleotideabundances,asdeﬁnedbythoseauthors(15).Third,
we considered the Euclidean distance and the correlation coefﬁ-
cients of the frequency vectors because they form natural mea-
sures of similarity with well-established general mathematical
properties.Fourth,weconsideredthe2teststatisticasameasure
of the likelihood of the distribution of k-mers in the two genomes
happening by random chance only.
Given a query nucleotide sequence and a database of target
nucleotide sequences, the goal of frequency analysis is to deter-
mine the target sequences closest to the query for some ﬁxed dis-
tance measure on the signature space. The algorithm simply or-
ders the target sequences from the database according to their
distance to the query. The Jenson-Shannon divergence was ex-
ploredpreviouslyasapossibledistancemeasurebetweengenomic
signatures (16). In this work, we concentrate on a symmetrized
version of the Kullback-Leibler distance, deﬁned below in Mate-
rials and Methods, which is motivated by likelihood consider-
ations. Unless speciﬁed otherwise, we refer to this notion of dis-
tance as the frequency distance. The Kullback-Leibler divergence,
asameasureofsimilarityamonggeneticsequences,wasalsostud-
ied by Wu et al. (17).
To analyze the performance of frequency analysis of sequence
data (FASD), we took all the reference negative-sense single-
stranded RNA (ssRNA) viral segments available at NCBI (279 se-
quences)toformourtargetsequencedatabase.Foraﬁxedlength,
fromeachsequenceinthetargetdatabaseweextracted100equally
spaced subsequences of such lengths to obtain a database of que-
ries with 27,900 sequences. For every percentile, we obtained the
fraction of query sequences that had their target sequences of or-
iginrankedinthatpercentileintheorderproducedbyFASD.We
performed this analysis for 1-, 2-, and 3-mers with queries having
lengths of 500 nucleotides (Fig. 1, top left) and for 3-mers with
querieshavinglengthsof300,500,and800nucleotides(Fig.1,top
right). This analysis was repeated with respect to the highest per-
centile of a viral segment from the same family as the sequence of
origin of the query (Fig. 1, middle). In the case of 3-mers with
queries having lengths of 500 nucleotides, we found that for 88%
FIG1 TheperformanceofFASDwithvariousparameters.Thetoprowcontainsthefractionofquerieswiththecorrecttargetinacertainpercentile,themiddle
row is the same but with the percentile of the top-scoring member of the same family, and the bottom row contains queries and targets that are disjoint.
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the queries, the correct target family is in the top 5%.
Inthepreviousanalysis,everyquerysequenceispartofatarget
sequence. To analyze the performance of FASD without the as-
sumption that the database contains a target to which the query
aligns, we formed a disjoint target database in which for every
query subsequence, we included the remaining, complementary
part of the sequence of origin of the query. The disjoint target
database again contains a correct target sequence for every query
sequence,butnowthequeryanditscorrecttargetaredisjointand
so do not align. We performed the same percentile analysis as
described in the previous paragraph, except that for every query,
weconsideredonlythelistoftargetstowhichitdidnotalignwell.
Thislistnecessarilycontainedthecorrecttargetsequence,because
it was disjoint from the query. To determine whether two se-
quences aligned well, we used the Smith-Waterman local align-
ment algorithm, with the following scoring: match, 2; mismatch,
3;gapopening,5;andgapextension,3.Thechoiceofalign-
ment parameters was inﬂuenced by the existing NCBI computed
parameters for obtaining the corresponding Karlin-Altschul
E values. Our main goal was to catch almost exact alignments,
hence the high penalties for gap opening and extension. For a
given alignment score, we obtained its Karlin-Altschul E value
(18),withparametersforthecomputationoftheEvalueobtained
from NCBI. We considered two sequences to align well if the
E value was at most 102. The results of this analysis for 3-mers
with lengths of 300, 500, and 800 nucleotides are shown in Fig. 1,
bottomleft.For3-merswithqueriesatlengthsof500nucleotides,
we also compared the performances of FASD in the two target
databases (Fig. 1, bottom right). As expected, in the disjoint case,
the performance of FASD degrades, and in particular for 3-mers
with queries having lengths of 500 nucleotides, we found that for
60% of the queries, the correct target is in the top 5%, as opposed
to 88% of those in the overlapping case. Nevertheless, even in the
disjointcase,thedependenceofthecumulativefractionofqueries
onthepercentileofthecorrecttargetexhibitedinthebottomrow
of Fig. 1 is far from trivial and stays close to the dependence when
there is alignment (Fig. 1, bottom right).
Wealsoinvestigatedthedistributionofthefrequencydistances
between negative-sense ssRNA viruses and from negative-sense
ssRNA viruses to other sets of genetic data. Given two sets of
sequences,wecomputedthepairwisefrequencydistancebetween
pairs of sequences, with one from the ﬁrst set and the other from
the second set. For one of the sets, we ﬁxed the query database of
27,900ofsequenceswithlengthsof500nucleotidesobtainedfrom
negative-sense ssRNA viruses as explained above. For the other
set, we ﬁrst took the disjoint targets database and considered only
pairs including a query and a target, which do not align. Second,
we took the large-subunit (LSU) rRNA sequences included in the
Silva database and, ﬁnally, the segments of positive-sense ssRNA
virusesdepositedinNCBI(600sequences).Ineachcase,wecom-
puted the distribution of 3-mer frequency distances (Fig. 2, top
left).
Tounderstandhowpiecesofthesamevirusrelatetoeachother
(as opposed to pieces of the different viruses), we compared the
distribution of distances of pieces from the same virus to that of
pieces from different viruses. More precisely, we ﬁrst computed
the distribution of distances between all pairs of queries and their
correspondingcomplementarytargetsandcomparedittothedis-
tributionofdistancesbetweenallqueriesandcomplementarytar-
gets that come from different segments (Fig. 2, bottom left). Sec-
ond, we compared the distribution of distances for all pairs of
queries coming from the same segment to the distribution of dis-
tances of queries from different segments (Fig. 2, bottom right).
The sensitivity and speciﬁcity of a simple test, which takes a
threshold frequency distance and decides whether two sequences
are similar if they are closer than this threshold, can be assessed
with the relative operating characteristic (ROC) curve of the test.
BasedonthedistributionofdistancesgiveninFig.2,wecomputed
theROCcurvesofthistestforthefollowingtwocases:(i)whenthe
positive examples are pairs of negative-sense ssRNA viral se-
quences and the negative examples are pairs of a negative-sense
ssRNA viral sequence and an rRNA sequence and (ii) when the
positive examples are nonaligning pairs from the query and a
complementary target from the same negative-sense ssRNA virus
and the negative examples are nonaligning pairs from the query
and complementary target from different negative-sense ssRNA
viruses (see the description of the disjoint target database above).
The ROC curves in both cases are far from random tests, whose
ROCcurveswillfollowthediagonalline.Byoptimizingspeciﬁcity
andsensitivity,weﬁndthatintheﬁrstcase,atafrequencydistance
of 0.23, we achieve a false-positive rate of 22% and a true-positive
rate of 77% (Fisher’s exact test P value of 107), and in the
second case, at a frequency distance of 0.19, we achieve a false-
positiverateof32%andatrue-positiverateof69%(Fisher’sexact
test P value of 108).
Another tactic we used to analyze the performance of FASD
wastomutaterandomlythesequencesofthetargetdatabase.Our
model of mutation has only one parameter—the expected frac-
tion of mutated sites. For a given fraction m, mutation of a se-
quenceinvolvesgoingoverthesitesofthesequenceandindepen-
dently deciding with probability m whether the site is mutated.
For every site chosen for mutation, we pick a new nucleotide uni-
formly from the three available choices. For a given mutation pa-
rameter, we can form a mutated target database where we ran-
domly mutate each sequence in the target database according to
that parameter. For 3-mers with queries at lengths of 500 nucleo-
tides, we performed the percentile analysis in mutated target da-
tabaseswith0%,20%,30%,and40%mutatedsitesandcomputed
the distribution of distances for 3-mers at lengths of 500 nucleo-
tides (Fig. 3, top).
Finally, we compared the performance of FASD with the fre-
quency distance to its performance with the 2 test statistic, the cor-
relationcoefﬁcient,theEuclideandistance,andtheKarlin-Burgedis-
tancedeﬁnedinreference15andtheMaterialsandMethodssection.
In each case, we subtracted the corresponding cumulative distribu-
tionofthepercentileofthecorrecttargetfromthesamedistribution
computed using the frequency distance (Fig. 3, bottom). As can be
seen, the frequency distance slightly outperforms the other distance
measures in this setting.
DISCUSSION
Frequency analytic techniques provide an approach to sequence
similarity, which does not rely on alignment. Alignment tech-
niques, such as the one used in BLAST, have become standard
toolsforsequencecomparisonwhenthesimilarityishighenough.
However, the comparison between two genomes is problematic
when the relationship is distant. This is a problem that appears
often in the identiﬁcation of novel/emergent pathogens using
high-throughput sequencing technologies. High evolutionary
Trifonov and Rabadan.
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of sequence errors of current sequencing technologies complicate
the identiﬁcation of the few reads/contigs from the pathogen ge-
nome that could be present in a clinical sample.
In this work, we studied a frequency analysis method for com-
parison of genomic data that is not based on sequence alignment
but on the statistical properties of the genetic sequences repre-
sented by their signatures. These properties take into account
codonbiases,mutationalbiases,e.g.,errorsinpolymeraseactivity,
andselectionbiases,e.g.,pressurefromtheimmunesystemofthe
host (19, 20) and restriction sites in phages infecting a bacterial
host. In addition, the frequency analysis method is robust under
frame shift sequencing errors (e.g., the homopolymer errors in-
troduced by pyrosequencing) and genomic rearrangements.
Intheviralcontext,sincevirusesdependontheirhostforreplica-
tion, pressures from the host are an important source of bias in viral
genetic signatures. These pressures are a result of a complex virus-
hostinteraction,whichincludestheparticularsofthereplicativeand
infectious mechanism of the virus, e.g., the cellular context of the
interaction, the structure of the virus, and its evolutionary history,
including previous and other coexisting hosts. A better understand-
ingofthefactorscontributingtosignaturebiaseswillprovideabetter
understandingoftheboundarieswithinwhichthefrequencymethod
succeeds. In this work, we assume the existence of such biases and
leverage them towards categorization of viral genetic data.
An application of the method is to relate different genes or
segments from the same virus, even when they do not align at all.
Forinstance,byapplyingFASDtothePB1geneofthe2009H1N1
pandemic, we can identify not only the close relatives of this gene
in several inﬂuenza A viruses but also other segments from the
same viruses as well (Table 1). It is equivalent to using BLAST to
align hemagglutinin and also ﬁnding neuraminidase.
Anotherapplicationofthemethodisto“assemble”reads/con-
tigs from the same organism without necessarily requiring an
overlapbetweenthem.Werefertothisformofalignmentas“hor-
izontal” to distinguish it from the “vertical” alignment required
forthetraditionalassemblyalgorithms.Asanexampleofhorizon-
tal assembly, we took two viruses, parainﬂuenza and rabies, and
split their genomes into 10 disconnected nonoverlapping pieces.
The tree in Fig. 4 gives the result of a hierarchical clustering using
theaveragemethodofcombiningclustersperformedonthepair-
wise frequency distances of the pieces. It contains two distinct
clusters corresponding to the two viruses of the example.
AnotherexampleoftheabilityofFASDtorelatesequencesthat
cannot be aligned is given by the plot in Fig. 5. Here we have
computed the pairwise frequency distances and the logarithms of
the Karlin-Altshul E values of the Smith-Waterman alignment
scores between the coding sequences of the inﬂuenza A, B, and C
viruses and the Ebola Zaire virus. As can be seen, the frequency
FIG 2 The top left row contains the distribution of frequency distances between negative-sense ssRNA viruses and other sources of genetic material. The top
right row contains the ROC curves for the comparison of distributions of distances for negative-sense ssRNA viruses versus rRNA and same versus different
segments;thebesttrade-offbetweenFPR(falsepositiveratenumberoffalsepositives/totalnumberofnegatives)andTPR(truepositiveratenumberoftrue
positives/totalnumberofpositives)ismarked.Thebottomrowshowsthedistributionofdistancesbetweenpairsofsubsequencesfromthesamevirusversusthat
from pairs of subsequences from different viruses.
Frequency Analysis for Identiﬁcation of Viral Data
July/August 2010 Volume 1 Issue 3 e00156-10 mbio.asm.org 5distance can often indicate evolutionary relatedness and/or simi-
lar sources of origin, although the sequences do not align.
Frequency analysis techniques, based on the k-mer composi-
tion of genomic data, provide an alternative way of uncovering
biologicalrelationships,differentfromstandardtechniquesbased
on sequence alignment. The technique is applicable to cases in
which the genetic data allows for good estimates of the k-mer
frequencies, e.g., when contigs and genomes are sufﬁciently long.
Wefoundthatinthesimulatedsettingofourstudy,thefrequency
analysis performed well and was able to detect genetic relation-
ships even in the cases where there was no alignment. Due to its
nature, the frequency analysis approach is less speciﬁc than an
alignment-basedone.Infact,onecanimaginethetwoapproaches
lying on the opposite sides of a spectrum, with frequency analysis
relying on common statistical properties of short subsequences
and alignment relying on the presence of a common long subse-
quence. The lack of speciﬁcity of frequency analysis is both its
weakness, as it produces false positives, and its strength, as it can
FIG3 ThetoprowshowstheperformanceofFASDwithrespecttovariouslevelsofmutation(mut)accordingtoasimplemodelofmutation.Thebottomrow
compares the performance of FASD with frequency distance and other distance measures of frequency vectors. corr, correlation coefﬁcient.
TABLE 1 Top 13 negative-sense ssRNA viral sequences produced by FASD, given as a query of the PB1 gene of the 2009 H1N1 pandemic
Frequency
distance
Value for L 
frequency distance P valuea Viral segment
0.0011 5.12 3.14E01 A/New York/392/2004 (H3N2) segment 2
0.0028 12.86 3.05E02 A/Korea/426/68 (H2N2) segment 2
0.0041 16.41 9.86E03 A/goose/Guangdong/1/96 (H5N1) segment 4
0.0047 21.73 1.76E03 A/Hong Kong/1073/99 (H9N2) segment 2
0.0051 20.53 2.61E03 Inﬂuenza B virus RNA 5
0.0056 25.75 4.73E04 A/goose/Guangdong/1/96 (H5N1) segment 2
0.0059 27.21 2.92E04 A/Puerto Rico/8/34 (H1N1) segment 2
0.0061 24.59 6.92E04 A/Puerto Rico/8/34 (H1N1) segment 4
0.0062 28.44 1.95E04 A/Hong Kong/1073/99 (H9N2) segment 1
0.0071 32.32 5.38E05 A/Korea/426/68 (H2N2) segment 1
0.0073 29.19 1.52E04 A/Korea/426/68 (H2N2) segment 4
0.0076 33.69 3.41E05 A/New York/392/2004 (H3N2) segment 3
0.0077 28.27 2.06E04 Maize ﬁne streak virus, complete genome
a The computation of the P value is explained in “Statistics” in Materials and Methods.
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analysiscouldbetheonlyviablewayofdetectinggeneticrelation-
ships in data obtained from high-throughput sequencing experi-
ments. We believe that frequency analysis is an important tool in
the ﬁght against emergent infectious diseases and the discovery of
novel microorganisms.
MATERIALS AND METHODS
Genomic signatures. For a given nucleotide sequence S and a
natural number k, the signature of S is a vector C of length 4k
nucleotides indexed by all k-mers, such that CX is the number of
times the k-mer X appears in the sequence S.
Estimation of frequencies. Given a genomic signature C of a
sequence S, the vector F of frequencies of k-mers appearing in S is
obtained ﬁrst by adding one to each of the components of C to
obtain a vector P of pseudo-counts. Then, letting L be the sum of
thecomponentsofP,thefrequencyofthek-merXiscalculatedas
follows: FX  PX/L.
Frequencydistancebetweengenomicsignatures.Thefrequency




to zero if and only if Fa equals Fb. Its usage is motivated by
considering the likelihood of sequence Sa occurring by chance
if we pick a random sequence with k-mer frequencies ﬁxed like
those of sequence Sb. The frequency distance between se-
quences Sa and Sb is given by the following version of the
Kullback-Leibler distance:
dist(Sa,Sb)[La div(Sa,Sb)Lb div(Sb,Sa)]⁄(LaLb)
where La and Lb are the sums of the components of pseudo-count
vectors of Sa and Sb, correspondingly. The frequency distance is
symmetrical, always nonnegative, and equal to zero if and only if
Fa equals Fb. The frequency distance does not satisfy the triangle
inequality.
Karlin-Burge distance. For a given sequence, let F1 and F2 be
its 1-mer and 2-mer frequency vectors. For nucleotides X and Y,
let the equation KXY  F2,XY/(F1,X·F1,Y) be the relative 2-mer fre-
FIG 4 Result of hierarchical clustering using the average method on the
pairwise 3-mer frequency distances of 10 nonoverlapping genomic subse-
quencesatlengthsof500nucleotidesfromtwoviruses(1to5fromrabiesvirus
and 6 to 10 from parainﬂuenza 1 virus).
FIG 5 The left plot contains the frequency distances between pairs of segments from four viruses (FLUA, inﬂuenza A; FLUB, inﬂuenza B; FLUC, inﬂuenza C;
EBOVZ, Ebola virus Zaire). The right plot is the logarithms of the Karlin-Altschul E values computed for the Smith-Waterman alignment scores between those
pairs of segments.
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the frequencies of the 1-mers X and Y. Then, the Karlin distance
fortwosequences,SaandSb,withrelative2-merfrequenciesofKa
and Kb, respectively, is calculated as follows:
distK(Sa,Sb)(1⁄16)XY|Ka,XYKb,XY|
Statistics. Frequency analysis relies on the Kullback-Leibler
(KL) divergence as a measure of distance between a query and a
target genome. By thinking of the KL divergence as a statistic of a
randomevent,weneedtoassessitssigniﬁcance.Wewillshowthat
for sufﬁciently long random query genomes, the distribution of
this statistic is approximated by a gamma distribution.
TakeaquerygenomeoflengthLwithak-merfrequencyvector
q and a target genome with a k-mer frequency vector t. Assuming
that each k-mer of the query genome is chosen independently
from the rest with probability as in t, the probability of obtaining
a genome with k-mer counts like those of the query genome fol-
lows a multinomial distribution. Let M equal 4k. For large k-mer
counts, using Sterling’s approximation to the factorial function,









where K is the KL divergence of the distribution q from the distri-
bution t. The probability of obtaining a genome of length L with
KL divergence at most the value K is approximated by the sum of
the probabilities of all such genomes. For large lengths (L), this
sumisclosetothecorrespondingintegral,andthisintegralcanbe
approximated with the following observations. The KL ball of ra-
dius K can be approximated by an ellipsoid volume with radii
(2K)1/2(t1
1/2...tM
1/2) centered at t. Since we are integrating over
frequency vectors, this M-dimensional volume is intersected by a
hyperplane through its center, resulting in an integral over an (M
 1)-dimensional ellipsoid volume. Appropriate coordinate










whereBM  1[(L · K)1/2]istheM1ballwitharadiusof(L · K)1/2.
After hyperspherical coordinate change, the integral becomes the














Thus, we let 1  p[(M  1)/2, L · K] be the P value for the com-
parisonofaqueryandatargetgenomeunderthehypothesisthatthey
are related; i.e., a low P value indicates that the hypothesis that the
query sequence originated from the target genome should be re-
jected. Notice that this Pvalue is not the same as the Karlin-Altschul
Evaluefromsequencealignment,whichmeasuresthesigniﬁcanceof
a score, obtained from a random distribution.
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