A Tutorial on Principal Component Analysis with the Accord.NET Framework by de Souza, César Roberto

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
  
 
 
 
 
 
 
 
  
𝑋 = [ 1 2 4 6 12 15 25 45 68 67 65 98 ] 
?̅? 𝑋
double[] X = { 1, 2, 4, 6, 12, 15, 25, 45, 68, 67, 65, 98  }; 
double                  
X.Length
double               
 double[] x1 = { 0, 8, 12, 20 }; 
double[] x2 = { 8, 9, 11, 12 }; 
double mean1 = x1.Mean(); 
double mean2 = x2.Mean(); 
double stdDev1 = x1.StandardDeviation(); 
double stdDev2 = x2.StandardDeviation(); 
double stdDev1 = x1.StandardDeviation(mean1); 
double stdDev2 = x2.StandardDeviation(mean2); 
// Create some sets of numbers 
double[] x1 = { 0, 8, 12, 20 }; 
double[] x2 = { 8, 9, 11, 12 }; 
 
// Compute the means 
double mean1 = x1.Mean(); 
double mean2 = x2.Mean(); 
 
// Compute the standard deviations 
double stdDev1 = x1.StandardDeviation(mean1); 
double stdDev2 = x2.StandardDeviation(mean2); 
 
// Show results on screen 
Console.WriteLine("Data:"); 
Console.WriteLine(" x1: " + x1.ToString("G")); 
Console.WriteLine(" x2: " + x2.ToString("G")); 
Console.WriteLine(); 
 
Console.WriteLine("Means:"); 
Console.WriteLine(" x1: " + mean1); 
Console.WriteLine(" x2: " + mean2); 
Console.WriteLine(); 
 
Console.WriteLine("Standard Deviations:"); 
Console.WriteLine(" x1: " + stdDev1); 
Console.WriteLine(" x2: " + stdDev2); 
Data: 
 x1: 0 8 12 20 
 x2: 8 9 11 12 
 
Means: 
 x1: 10 
 x2: 10 
 
Standard Deviations: 
 x1: 8.32666399786453 
 x2: 1.82574185835055 
 StandardDeviation() Variance()
 
double cov = x1.Covariance(x2); 
 
double[,] data =  
{ 
    // Hours (H)  Mark (M) 
    {     9,        39   },  
    {    15,        56   },  
    {    25,        93   },  
    {    14,        61   },  
    {    10,        50   },  
    {    18,        75   },  
    {     0,        32   },  
    {    16,        85   },  
    {     5,        42   },  
    {    19,        70   },  
    {    16,        66   }, 
    {    20,        80   }  
}; 
double[,] covarianceMatrix = data.Covariance(); 
ScatterplotBox.Show(data); 
double[,] data =  
{ 
    // Hours (H)  Mark (M) 
    {     9,        39   },  
    {    15,        56   },  
    {    25,        93   },  
    {    14,        61   },  
    {    10,        50   },  
    {    18,        75   },  
    {     0,        32   },  
    {    16,        85   },  
    {     5,        42   },  
    {    19,        70   },  
    {    16,        66   }, 
    {    20,        80   }  
}; 
 
// Compute total and average 
double[] totals = data.Sum(); 
double[] averages = data.Mean(); 
 
// Compute covariance matrix 
double[,] C = data.Covariance(); 
 
 
// Show results on screen 
Console.WriteLine("Data: "); 
Console.WriteLine("   Hours(H)  Mark(M)"); 
Console.WriteLine(data.ToString("      00")); 
 
Console.WriteLine(); 
Console.WriteLine("Sum: " + totals.ToString("000.00")); 
Console.WriteLine("Avg: " + averages.ToString(" 00.00")); 
 
Console.WriteLine(); 
Console.WriteLine("Covariance matrix:"); 
Console.WriteLine(C.ToString(" 000.00")); 
 
Console.ReadKey(); 
ScatterplotBox.Show(data); 
 
Data: 
   Hours(H)  Mark(M) 
      09       39 
      15       56 
      25       93 
      14       61 
      10       50 
      18       75 
      00       32 
      16       85 
      05       42 
      19       70 
      16       66 
      20       80 
 
Sum: 167.00 749.00 
Avg:  13.92  62.42 
 
Covariance matrix: 
 047.72  122.95 
 122.95  370.08 
 
 
// Consider the following matrix 
double[,] A = 
{ 
    { 2, 3 }, 
    { 2, 1 } 
}; 
 
// Now consider the vector 
double[] u = { 1, 3 }; 
 
// Multiplying both, we get x = [ 11 5 ]' 
double[] x = A.Multiply(u); 
 
// We can not express 'x' as a multiple 
// of 'u', so 'u' is not an eigenvector. 
 
// However, consider now the vector 
double[] v = { 3, 2 }; 
 
// Multiplying both, we get y = [ 12 8 ]' 
double[] y = A.Multiply(v); 
 
// It can be seen that 'y' can be expressed as 
// a multiple of 'v'. Since y = 4*v, 'v' is an 
// eigenvector with the associated eigenvalue 4. 
 
// Show on screen 
Console.WriteLine("Matrix A:"); 
Console.WriteLine(A.ToString(" 0")); 
 
Console.WriteLine(); 
Console.WriteLine("Vector u:"); 
Console.WriteLine(u.Transpose().ToString(" 0")); 
 
Console.WriteLine(); 
Console.WriteLine("Vector v:"); 
Console.WriteLine(v.Transpose().ToString(" 0")); 
 
Console.WriteLine(); 
Console.WriteLine("x = A*u"); 
Console.WriteLine(x.Transpose().ToString(" 0")); 
 
Console.WriteLine(); 
Console.WriteLine("y = A*v"); 
Console.WriteLine(y.Transpose().ToString(" 0")); 
Matrix A: 
 2  3 
 2  1 
 
Vector u: 
 1 
 3 
 
Vector v: 
 3 
 2 
 
x = A*u 
 11 
 5 
 
y = A*v 
 12 
 8 
 𝑛 × 𝑛 𝑨 𝑣 𝑛
𝑨
𝑨𝑣 =  𝜆𝑣. 
𝜆
𝑣
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𝑨 𝑽
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𝜆 = −1 𝑣 = (−1,0, 1)
 
𝑽
𝚲
// Consider the following matrix 
double[,] M =  
{ 
    {  3,  2,  4 }, 
    {  2,  0,  2 }, 
    {  4,  2,  3 } 
}; 
 
// Create an Eigenvalue decomposition  
var evd = new EigenvalueDecomposition(M); 
 
// Store the eigenvalues and eigenvectors 
double[] λ = evd.RealEigenvalues; 
double[,] V = evd.Eigenvectors; 
 
 
// Reconstruct M = V*λ*V' 
double[,] R = 
V.MultiplyByDiagonal(λ).MultiplyByTranspose(V); 
 
// Show on screen 
Console.WriteLine("Matrix: "); 
Console.WriteLine(M.ToString(" 0")); 
 
Console.WriteLine(); 
Console.WriteLine("Eigenvalues: "); 
Console.WriteLine(λ.ToString(" +0.000; -0.000;")); 
 
Console.WriteLine(); 
Console.WriteLine("Eigenvectors:"); 
Console.WriteLine(V.ToString(" +0.000; -0.000;")); 
 
Console.WriteLine(); 
Console.WriteLine("Reconstruction:"); 
Console.WriteLine(R.ToString(" 0")); 
Matrix: 
 3  2  4 
 2  0  2 
 4  2  3 
 
Eigenvalues: 
 -1.000  -1.000  +8.000 
 
Eigenvectors: 
 -0.041  -0.744  +0.667 
 +0.910  +0.248  +0.333 
 -0.413  +0.620  +0.667 
 
Reconstruction: 
 3  2  4 
 2  0  2 
 4  2  3 
 
 double[,] data =  
{ 
    { 2.5,  2.4 }, 
    { 0.5,  0.7 }, 
    { 2.2,  2.9 }, 
    { 1.9,  2.2 }, 
    { 3.1,  3.0 }, 
    { 2.3,  2.7 }, 
    { 2.0,  1.6 }, 
    { 1.0,  1.1 }, 
    { 1.5,  1.6 }, 
    { 1.1,  0.9 } 
}; 
 
 
 
 
 
 
 
double[] mean = data.Mean(); 
double[,] dataAdjust = data.Subtract(mean); 
Data = 
x y 
2.5 2.4 
0.5 0.7 
2.2 2.9 
1.9 2.2 
3.1 3.0 
2.3 2.7 
2.0 1.6 
1.0 1.1 
1.5 1.6 
1.1 0.9 
 
dataAdjust = 
x y 
0.69 0.49 
-1.31 -1.21 
0.39 0.99 
0.09 0.29 
1.29 1.09 
0.49 0.79 
0.19 -0.31 
-0.81 -0.81 
-0.31 -0.31 
-0.71 -1.01 
 
double[,] cov = dataAdjust.Covariance(); 
 cov
𝑐𝑜𝑣 = (
0.6165555556 0.6154444444
0.6154444444 0.7165555556
) 
var evd = new EigenvalueDecomposition(cov); 
 
double[] eigenvalues = evd.RealEigenvalues; 
double[,] eigenvectors = evd.Eigenvectors; 
 
// Sort eigenvalues and vectors in descending order 
eigenvectors = Matrix.Sort(eigenvalues, eigenvectors, 
  new GeneralComparer(ComparerDirection.Descending, true)); 
 
𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒𝑠 =  (
1.2840277122
0.0490833989
) 
𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟𝑠 =  (
0.6778733985 −0.7351786555
0.7351786555    0.6778733985
) 
double[,] featureVector = eigenvectors; 
double[,] featureVector = eigenvectors.GetColumn(0).Transpose(); 
double[,] finalData = dataAdjust.Multiply(eigenvectors); 
1
st
 PC 2
nd
 PC 
 0.8279701862 -0.1751153070 
-1.7775803253  0.1428572265 
 0.9921974944  0.3843749889 
 0.2742104160  0.1304172066 
 1.6758014186 -0.2094984613 
 0.9129491032  0.1752824436 
-0.0991094375 -0.3498246981 
-1.1445721638  0.0464172582 
-0.4380461368  0.0177646297 
-1.2238205551 -0.1626752871 
 
 
1
st
 PC 
 0.8279701862 
-1.7775803253 
 0.9921974944 
 0.2742104160 
 1.6758014186 
 0.9129491032 
-0.0991094375 
-1.1445721638 
-0.4380461368 
-1.2238205551 
 
// Step 1. Get some data 
double[,] data =  
{ 
    { 2.5,  2.4 }, 
    { 0.5,  0.7 }, 
    { 2.2,  2.9 }, 
    { 1.9,  2.2 }, 
    { 3.1,  3.0 }, 
    { 2.3,  2.7 }, 
    { 2.0,  1.6 }, 
    { 1.0,  1.1 }, 
    { 1.5,  1.6 }, 
    { 1.1,  0.9 } 
}; 
 
 
// Step 2. Subtract the mean 
double[] mean = data.Mean(); 
double[,] dataAdjust = data.Subtract(mean); 
 
 
// Step 3. Calculate the covariance matrix 
double[,] cov = dataAdjust.Covariance(); 
 
 
// Step 4. Calculate the eigenvectors and  
//  eigenvalues of the covariance matrix 
var evd = new EigenvalueDecomposition(cov); 
 
double[] eigenvalues = evd.RealEigenvalues; 
double[,] eigenvectors = evd.Eigenvectors; 
 
 
// Step 5. Choosing components and 
//         forming a feature vector 
 
// Sort eigenvalues and vectors in descending order 
eigenvectors = Matrix.Sort(eigenvalues, eigenvectors, 
 new GeneralComparer(ComparerDirection.Descending, true)); 
 
// Select all eigenvectors 
double[,] featureVector = eigenvectors; 
 
 
// Step 6. Deriving the new data set 
double[,] finalData = dataAdjust.Multiply(eigenvectors); 
 
Data 
 
   x      y 
 ------------ 
  2.5    2.4 
  0.5    0.7 
  2.2    2.9 
  1.9    2.2 
  3.1    3.0 
  2.3    2.7 
  2.0    1.6 
  1.0    1.1 
  1.5    1.6 
  1.1    0.9 
 
Data Adjust 
 
   x      y 
 ------------ 
  0.69   0.49 
 -1.31  -1.21 
  0.39   0.99 
  0.09   0.29 
  1.29   1.09 
  0.49   0.79 
  0.19  -0.31 
 -0.81  -0.81 
 -0.31  -0.31 
 -0.71  -1.01 
 
Covariance Matrix: 
 +0.6165555556  +0.6154444444 
 +0.6154444444  +0.7165555556 
 
Eigenvalues: 
 +1.2840277122  +0.0490833989 
 
Eigenvectors: 
 +0.6778733985  -0.7351786555 
 +0.7351786555  +0.6778733985 
 
Transformed Data 
 
   x                  y 
 ---------------------------- 
  0.8279701862  -0.1751153070 
 -1.7775803253   0.1428572265 
  0.9921974944   0.3843749889 
  0.2742104160   0.1304172066 
  1.6758014186  -0.2094984613 
  0.9129491032   0.1752824436 
 -0.0991094375  -0.3498246981 
 -1.1445721638   0.0464172582 
 -0.4380461368   0.0177646297 
 -1.2238205551  -0.1626752871 
 
// Show on screen  
Console.WriteLine("Data"); 
Console.WriteLine(); 
Console.WriteLine("   x      y"); 
Console.WriteLine(" ------------"); 
Console.WriteLine(data.ToString("  0.0 ")); 
 
Console.ReadKey(); 
 
Console.WriteLine(); 
Console.WriteLine("Data Adjust"); 
Console.WriteLine(); 
Console.WriteLine("   x      y"); 
Console.WriteLine(" ------------"); 
Console.WriteLine(dataAdjust.ToString("  0.00; -0.00;")); 
 
Console.ReadKey(); 
ScatterplotBox.Show("Original PCA data", data); 
 
Console.ReadKey(); 
Console.WriteLine(); 
Console.WriteLine("Covariance Matrix: "); 
Console.WriteLine(cov.ToString(" +0.0000000000; -0.0000000000;")); 
 
Console.WriteLine(); 
Console.WriteLine("Eigenvalues: "); 
Console.WriteLine(eigenvalues.ToString(" +0.0000000000; -0.0000000000;")); 
 
Console.WriteLine(); 
Console.WriteLine("Eigenvectors:"); 
Console.WriteLine(eigenvectors.ToString(" +0.0000000000; -0.0000000000;")); 
 
Console.ReadKey(); 
 
Console.WriteLine(); 
Console.WriteLine("Transformed Data"); 
Console.WriteLine(); 
Console.WriteLine("   x                  y"); 
Console.WriteLine(" ----------------------------"); 
Console.WriteLine(finalData.ToString("  0.0000000000; -0.0000000000;")); 
 
ScatterplotBox.Show("Transformed PCA data", finalData); 
 
 𝑚 × 𝑛 𝑨
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double[,] data =  
{ 
    { 2.5,  2.4 }, 
    { 0.5,  0.7 }, 
    { 2.2,  2.9 }, 
    { 1.9,  2.2 }, 
    { 3.1,  3.0 }, 
    { 2.3,  2.7 }, 
    { 2.0,  1.6 }, 
    { 1.0,  1.1 }, 
    { 1.5,  1.6 }, 
    { 1.1,  0.9 } 
}; 
 
double[] mean = data.Mean(); 
double[,] dataAdjust = data.Subtract(mean); 
Data = 
x y 
2.5 2.4 
0.5 0.7 
2.2 2.9 
1.9 2.2 
3.1 3.0 
2.3 2.7 
2.0 1.6 
1.0 1.1 
1.5 1.6 
1.1 0.9 
 
dataAdjust = 
x y 
0.69 0.49 
-1.31 -1.21 
0.39 0.99 
0.09 0.29 
1.29 1.09 
0.49 0.79 
0.19 -0.31 
-0.81 -0.81 
-0.31 -0.31 
-0.71 -1.01 
 
var svd = new SingularValueDecomposition(dataAdjust); 
 
double[] singularValues = svd.Diagonal; 
double[,] eigenvectors = svd.RightSingularVectors; 
𝑠𝑖𝑛𝑔𝑢𝑙𝑎𝑟𝑉𝑎𝑙𝑢𝑒𝑠 =  (
3.3994483978
0.6646432054
) 
𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟𝑠 =  (
0.6778733985  −0.7351786555
0.7351786555    0.6778733985
) 
double[] eigenvalues = singularValues.ElementwisePower(2); 
𝑨 𝑨 𝑨 𝑨
 
   
𝑛 − 1
 eigenvalues = eigenvalues.Divide(data.GetLength(0) - 1); 
𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒𝑠 =  (
1.2840277122
0.0490833989
)
 
 
// Step 1. Get some data 
double[,] data =  
{ 
    { 2.5,  2.4 }, 
    { 0.5,  0.7 }, 
    { 2.2,  2.9 }, 
    { 1.9,  2.2 }, 
    { 3.1,  3.0 }, 
    { 2.3,  2.7 }, 
    { 2.0,  1.6 }, 
    { 1.0,  1.1 }, 
    { 1.5,  1.6 }, 
    { 1.1,  0.9 } 
}; 
 
 
// Step 2. Subtract the mean 
double[] mean = data.Mean(); 
double[,] dataAdjust = data.Subtract(mean); 
 
 
// Step 3. Calculate the singular values and 
//  singular vectors of the data matrix 
var svd = new SingularValueDecomposition(dataAdjust); 
 
double[] singularValues = svd.Diagonal; 
double[,] eigenvectors = svd.RightSingularVectors; 
 
 
// Step 4. Calculate the eigenvalues as  
//   the square of the singular values 
double[] eigenvalues = singularValues.ElementwisePower(2); 
 
 
// Step 5. Choosing components and 
//         forming a feature vector 
 
// Select all eigenvectors 
double[,] featureVector = eigenvectors; 
 
 
// Step 6. Deriving the new data set 
double[,] finalData = dataAdjust.Multiply(eigenvectors); 
 
 
 
 
Data 
 
   x      y 
 ------------ 
  2.5    2.4 
  0.5    0.7 
  2.2    2.9 
  1.9    2.2 
  3.1    3.0 
  2.3    2.7 
  2.0    1.6 
  1.0    1.1 
  1.5    1.6 
  1.1    0.9 
 
Data Adjust 
 
   x      y 
 ------------ 
  0.69   0.49 
 -1.31  -1.21 
  0.39   0.99 
  0.09   0.29 
  1.29   1.09 
  0.49   0.79 
  0.19  -0.31 
 -0.81  -0.81 
 -0.31  -0.31 
 -0.71  -1.01 
 
Singular values: 
 +3.3994483978  +0.6646432054 
 
Eigenvalues: 
 +11.5562494096  +0.4417505904 
 
Eigenvalues (normalized): 
 +1.2840277122  +0.0490833989 
 
Eigenvectors: 
 +0.6778733985  -0.7351786555 
 +0.7351786555  +0.6778733985 
 
Transformed Data 
 
   x                  y 
 ---------------------------- 
 +0.8279701862  -0.1751153070 
 -1.7775803253  +0.1428572265 
 +0.9921974944  +0.3843749889 
 +0.2742104160  +0.1304172066 
 +1.6758014186  -0.2094984613 
 +0.9129491032  +0.1752824436 
 -0.0991094375  -0.3498246981 
 -1.1445721638  +0.0464172582 
 -0.4380461368  +0.0177646297 
 -1.2238205551  -0.1626752871 
 
// Show on screen. 
Console.WriteLine("Data"); 
Console.WriteLine(); 
Console.WriteLine("   x      y"); 
Console.WriteLine(" ------------"); 
Console.WriteLine(data.ToString("  0.0 ")); 
 
Console.ReadKey(); 
 
Console.WriteLine(); 
Console.WriteLine("Data Adjust"); 
Console.WriteLine(); 
Console.WriteLine("   x      y"); 
Console.WriteLine(" ------------"); 
Console.WriteLine(dataAdjust.ToString("  0.00; -0.00;")); 
 
Console.ReadKey(); 
ScatterplotBox.Show("Original PCA data", data); 
 
Console.WriteLine(); 
Console.WriteLine("Singular values: "); 
Console.WriteLine(singularValues.ToString(" +0.0000000000; -0.0000000000;")); 
 
Console.WriteLine(); 
Console.WriteLine("Eigenvalues: "); 
Console.WriteLine(eigenvalues.ToString(" +0.0000000000; -0.0000000000;")); 
 
// Normalize eigenvalues to replicate the covariance 
eigenvalues = eigenvalues.Divide(data.GetLength(0) - 1); 
 
Console.WriteLine(); 
Console.WriteLine("Eigenvalues (normalized): "); 
Console.WriteLine(eigenvalues.ToString(" +0.0000000000; -0.0000000000;")); 
 
Console.WriteLine(); 
Console.WriteLine("Eigenvectors:"); 
Console.WriteLine(eigenvectors.ToString(" +0.0000000000; -0.0000000000;")); 
 
Console.ReadKey(); 
 
Console.WriteLine(); 
Console.WriteLine("Transformed Data"); 
Console.WriteLine(); 
Console.WriteLine("   x                  y"); 
Console.WriteLine(" ----------------------------"); 
Console.WriteLine(finalData.ToString(" +0.0000000000; -0.0000000000;")); 
 var pca = new PrincipalComponentAnalysis(data); 
pca.Overwrite = true; 
pca.Method = AnalysisMethod.Standardize; 
pca.Compute(); 
dataGridView1.DataSource = pca.Components; 

 
// Step 1. Get some data 
double[,] data =  
{ 
    { 2.5,  2.4 }, 
    { 0.5,  0.7 }, 
    { 2.2,  2.9 }, 
    { 1.9,  2.2 }, 
    { 3.1,  3.0 }, 
    { 2.3,  2.7 }, 
    { 2.0,  1.6 }, 
    { 1.0,  1.1 }, 
    { 1.5,  1.6 }, 
    { 1.1,  0.9 } 
}; 
 
// Step 2. Create the Principal Component Analysis 
var pca = new PrincipalComponentAnalysis(data); 
 
// Step 3. Compute the analysis 
pca.Compute(); 
 
// Step 4. Transform your data 
double[,] finalData = pca.Transform(data); 
 
 
// Show on screen 
Console.WriteLine("Data"); 
Console.WriteLine(); 
Console.WriteLine("   x      y"); 
Console.WriteLine(" ------------"); 
Console.WriteLine(data.ToString("  0.0 ")); 
Console.ReadKey(); 
ScatterplotBox.Show("Original PCA data", data); 
Console.WriteLine(); 
Console.WriteLine("Eigenvalues: "); 
Console.WriteLine(pca.Eigenvalues 
  .ToString(" +0.0000000000; -0.0000000000;")); 
Console.WriteLine(); 
Console.WriteLine("Eigenvectors:"); 
Console.WriteLine(pca.ComponentMatrix 
  .ToString(" +0.0000000000; -0.0000000000;")); 
Console.ReadKey(); 
Console.WriteLine(); 
Console.WriteLine("Transformed Data"); 
Console.WriteLine(); 
Console.WriteLine("       x              y"); 
Console.WriteLine(" ----------------------------"); 
Console.WriteLine(finalData 
  .ToString("  0.0000000000; -0.0000000000;")); 
Data 
 
   x      y 
 ------------ 
  2.5    2.4 
  0.5    0.7 
  2.2    2.9 
  1.9    2.2 
  3.1    3.0 
  2.3    2.7 
  2.0    1.6 
  1.0    1.1 
  1.5    1.6 
  1.1    0.9 
 
Eigenvalues: 
 +1.2840277122  +0.0490833989 
 
Eigenvectors: 
 +0.6778733985  -0.7351786555 
 +0.7351786555  +0.6778733985 
 
Transformed Data 
 
       x              y 
 ---------------------------- 
  0.8279701862  -0.1751153070 
 -1.7775803253   0.1428572265 
  0.9921974944   0.3843749889 
  0.2742104160   0.1304172066 
  1.6758014186  -0.2094984613 
  0.9129491032   0.1752824436 
 -0.0991094375  -0.3498246981 
 -1.1445721638   0.0464172582 
 -0.4380461368   0.0177646297 
 -1.2238205551  -0.1626752871 
 


