Abstract-A blind (non-data-aided) SNR estimator using the statistical moments of the received signal is proposed. The proposed envelope-based non-data-aided estimator works for any time-domain Gaussian-distributed signal (e.g., OFDM signals). A closed-form expression for the estimated SNR as a function of the moments of the received signal and the Nakagami-m parameter, is derived. Interestingly, the obtained expression shows that the proposed estimator operation and performance is independent of the constellation of the received signal. Moreover, the existence of the closed-form expression results in lower implementation complexity. Furthermore, to enable theoretical performance analysis, a general mathematical expression is derived for the even moments of the received signal in terms of SNR and the Nakagami-m parameter. The performance of the proposed estimator is evaluated based on the mean-squared-error, under different conditions of the channel. An extension of our SNR estimation method into multiple antennas configurations is provided. Our results reveal that the proposed estimator works better in low SNR conditions, which is attractive to applications such as cognitive radio spectrum sharing scenarios.
I. INTRODUCTION

K
NOWLEDGE of SNR at the receiver side is important due to its significance for several Maximum-Likelihood (ML) and Minimum-Mean-Square-Error (MMSE) techniques used in modern communication systems. The importance of knowing the instantaneous SNR increases with the use of adaptive techniques, power control, mobile-assisted hand-off, dynamic spectrum access, cognitive radio, and feedback-assisted resource allocation. The presence of the idea of cognitive radios introduces new techniques like spectrum sensing and sharing [1] , [2] . Some of these methods use SNR as a mandatory parameter for their operation. Moreover, the nature of cognitive radios makes them work under low SNR, particularly in spec- The associate editor coordinating the review of this paper and approving it for publication was A. Wyglinski.
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Digital Object Identifier 10.1109/TWC.2015.2403325 trum sharing scenarios, where a limit on cognitive user transmit power is imposed to control interference on primary users. A ML-SNR estimator for cognitive radios has been proposed in [4] , which is used to control the transmitted power in a detect and avoid cognitive technique. Moreover, many studies have been done on the effect of SNR estimation on cognitive systems, with different system models and different realizations of the communication channel [3] - [6] . SNR estimation techniques can be categorized into DataAided (DA), Decision-Directed (DD), and Non Data-Aided (NDA) estimators. DA estimators like the ones presented in [7] use the transmitted pilot symbols to get their estimates. A DA estimator for Single Input Multi Output (SIMO) systems has been proposed in [9] . The existence of pilot symbols causes degradation in system throughput, which is the main disadvantage of this type of estimators. Moreover, in cognitive radio systems, where the primary users' pilot symbol locations might not be known to the secondary users, DA methods cannot be applied. DD estimators can be considered as a special case of DA estimators when the pilot symbols are replaced with the output of the decoder [7] . NDA estimators do not require knowledge of the transmitted signal, allowing in-service and inter-systems SNR estimation. An analytical expression for the exact Cramer-Rao lower bounds on the variance of unbiased NDA-SNR estimators of square QAM-modulated signals is given in [8] .
SNR estimators can be categorized in another manner; namely, I/Q-based and envelope-based (EVB) estimators. I/Qbased estimators require coherent detection as they use inphase and quadrature components of the signal. I/Q estimators use the Expectation Maximization (EM) algorithm to get the ML estimate [10] , [11] . The usage of the EM algorithm with SIMO systems has been introduced in [12] . The performance of I/Q-based estimators is greatly affected by I/Q imbalance. On the contrary, EVB estimators can be used with an I/Q imbalanced signal because they only make use of the signal magnitude. The resilience of EVB estimators to I/Q imbalance is a desired advantage in cases where SNR estimation is required before synchronization or equalization. EVB estimators exist for different channel models, different systems [7] , [13] - [19] , and using different higher order statistics [20] , [21] . Also, extensions to SIMO schemes have been provided by [22] - [24] .
For OFDM signals (structured signals), an estimator that makes use of some special properties (structure) of the cyclic prefix is presented in [25] . Such estimator cannot be considered blind since it requires a priori knowledge of the signal structure. Another estimator for OFDM signals that depends on frequency domain signal correlation is presented in [26] . Frequency-domain methods require knowledge of the signal constellation and suffer from larger delay as compared to timedomain methods.
SNR estimation for signals transmitted through Nakagami fading channels has been considered in [27] - [29] . A momentsbased EVB estimator in Nakagami-m fading channels has been presented in [29] . The estimator has been found to malfunction under constant amplitude constellations (e.g., M -ary PSK signals), because the value of the fourth moment, of the constant amplitude constellations is equal to the square of the value of the second moment, rendering the ratio between the two moments a constant value, totally independent of the SNR. Moreover, the proposed SNR estimation technique presented in [29] depends on interpolation and lookup tables to find the SNR estimate, which implies higher mathematical complexity and more storage requirements. In addition, the estimator operation depends on the received signal constellation, which not only requires a priori knowledge of the received signal constellation, but also mandates an increase in the storage resources for lookup tables with the increase in the number of supported constellations, particularly for adaptive modulation systems.
In this paper, we utilize the same statistical moments-based EVB estimator presented in [29] , but rather in the new context of SNR estimation for time-domain Gaussian-distributed signals (OFDM signal is a subset of this signal category):
• The newly proposed SNR estimation context utilizes the received time domain signal to get an estimate of the SNR, which eliminates the need for synchronization.
• When used for Gaussian-distributed signals (e.g., OFDM signals), the operation and performance of the momentsbased estimator are shown to be independent of the received signal constellation.
-This enables its operation under all types of signal constellations including constant amplitude constellations (e.g., M -ary PSK), in contrast to the results in [29] .
• We are able to derive a general formula that represents the SNR estimate as a function of the statistical moments of the received time-domain signal, which is directly related to the Nakagami-m parameter.
-The derived mathematical formula provides a proof that the estimator operation is independent of signal constellations. -Also, it enables an analytical performance evaluation of the SNR estimation technique. -And, it provides a very low complexity implementation alternative to the resource expensive lookup table and the computationally expensive interpolation operations, which are mandatory in the system presented in [29] .
• Furthermore, in our analysis, we take into account the effects of the size of the data used to estimate the received signal statistics on the estimator's performance, the multipath environment, the Doppler spread, and the mismatch in the estimation of the m parameter of the Nakagami-m channel gain distribution.
• For the sake of completeness of our work, we extend our context to different multiple antennas configurations; Single-Input-Multiple-Output (SIMO), Multiple-InputSingle-Output (MISO), and Multiple-Input-MultipleOutput (MIMO).
The rest of the paper is organized as follows: Section II describes the system model. Section III carries the derivation for the estimation formula of the new estimator context and its extension to the multiple antennas schemes. Section IV considers the effects of the multi-path channel and Doppler spread. In Section V, simulation results are presented. Finally, the conclusion is given in Section VI.
II. SYSTEM MODEL
We consider a digital communication system over a timevariant (fast fading) channel, where the coherence time of the channel, τ c = 1/f d , where f d is the Doppler spread, is smaller than the transmitted symbol duration (in case of OFDM transmission this will be the OFDM symbol length). This is a typical channel for high speed mobility scenarios or slow rate systems [30] . In addition, we assume that the channel delay spread, τ d , is much smaller than the symbol duration. This implies that inter-symbol-interference, ISI, is ignored (which is the case for τ d smaller than the length of the cyclic-prefix for OFDM signals). The received signal r n is given by
where N is the number of samples in a symbol, referred to as the symbol size (FFT size in case of OFDM), g n is the fading channel gain, s n is the transmitted signal samples and w n is a complex zero-mean white Gaussian noise with a variance equal to 2σ 2 w . The channel gain, g n , is modeled as a zero-mean complex random variable and can be written as g n = |g n |e jφ with φ taking values between −π and π under any arbitrary distribution. We are not concerned about the distribution of the phase, as we are using an EVB estimator, which will not be affected by the phase of the signal. |g n | follows the Nakagami-m distribution:
where α
and Γ(.) is the Gamma function. It should be noticed that |g n | and φ are independent. The Nakagami-m distribution approximates a Rician distribution for the fading parameter m in the range 1 < m < ∞, and approximates a Hoyt or Nakagami-q distribution for m in the range 0.5 ≤ m < 1, while it becomes a Rayleigh distribution for m = 1 [31] . This makes the Nakagami-m distribution a more generalized case, that includes other commonly used Rayleigh and Rician fading channels.
Generally, moment based estimators are suitable for Gaussiandistributed signals (OFDM signals are Gaussian-distributed signals as shown in Appendix B). A Gaussian-distributed signal
is a signal where the real I n and imaginary Q n parts of the complex time domain signal are both Gaussian random variables. For this type of signals, the envelope |s n | follows the Rayleigh distribution,
where
, for a unit power transmitted signal. Hence, the SNR can be expressed as:
III. PROPOSED ESTIMATOR
The idea is to get an estimate of the SNR using the ratio between the different moments of the received time-domain signal, which is widely known as the method of moments [32] . The probability density function of r n , conditioned on both g n and s n , is given by [33] 
where I 0 (.) is the modified Bessel function of the first kind and order zero. This leads to
where 2 F 1 (a, b, c; x) is the Gauss hypergeometric function [34] , (Refer to Appendix A for the steps leading to (7)).
As shown in Fig. 1 , we use the ratio between the fourth and the second moments of the time domain signal to get the estimate of the SNR. Defining z as the estimation parameter, we get
and
These moments can be calculated using the following theorem:
The even moments of the received Nakagami-m faded OFDM signal can be produced using where m (j) is Pochhammer's operator, and m ∈ R. Proof: The proof is conducted in Appendix A. As M l is not available in practice, we can use the following estimate based on the symbols of the received signal
where P is the number of data symbols used to get the estimate of the moments. Hence,ẑ
The inverse function can be implemented using lookup tables, polynomial approximation or direct formula. The independence of this estimator of the signal constellation gives it the advantage of being usable in adaptive systems, as only one inverse function is needed for all different constellations. We choose l ∈ {2, 4}, because using higher order moments will produce a more complex relation between ρ and z, which can be noninvertible. Also it does not provide significant improvement in the performance of the estimator to justify the added complexity by the higher order moments. Moreover, even if the higher moments provide some performance gain in the linear region, it may make the linear region of the relation span a shorter range of the SNR. Fig. 1 shows that the estimator is simple, easy to implement, needs small memory resources, and its complexity is linearly related to the number of data symbols used for estimation (i.e., the complexity of the estimator is in the order of P ). The estimator can be easily implemented using the algorithm in Table I . (8) and (10) as
where 2γ m is the upper limit of the estimation parameter, which is related to the Nakagami-m parameter through the following relation
Here, we assume perfect knowledge of the value of m, which can be estimated using one of the methods presented in [35] . Although, the methods in [35] are considering Nakagami distributed observations, which is not the case for our model, modifications for these methods to suite our model, and joint estimation of the Nakagami-m parameter and the SNR, can be considered for future work. Beside that, Theorem 1 shows that this estimator is totally independent of the signal constellation; we can see that the moments of the received signal are only related to the average SNR and the Nakagami-m shaping parameter. It can be easily shown that (15) is also valid for the case where the system is affected by a Gaussian interference. In this case ρ = 
A. Multiple Antennas Schemes
Here, we introduce the modifications needed for our estimator to work under the usage of multiple-antennas configurations. We also show in the results section that the estimator performance gains from the diversity presented by these schemes.
1) SIMO:
Consider a system with N R receiving antennas and all branches have the same average noise power σ 
where M l i is the l th moment of the signal received on the i th branch. Using Theorem 1, we can find that
and taking the average of the estimated noise power over all the N R antennas results in a better estimate of the average noise power over the branches, which will enhance the estimated SNR. The average noise power is given bŷ
and the enhanced estimated SNR of the i th branch becomeŝ
2) MISO: Here, we have a transmitter that has N T transmitting antennas and uses repetition coding. We assume that the N T channels between the transmitter and the receiver are independently-identically-distributed (i.i.d.) (i.e., all the channels have the same value of m, and independent from each other). Hence, the received signal can be written as
where g
n is the channel gain at the i th transmit antenna. Because of this configuration, the average power of the signal transmitted on the i th transmit antenna is σ
is the average power gain of the channel experienced by the signal transmitted from the i th antenna. Then
Reconsidering (4), (6), (7), and (13) under this configuration, we get the same expression for ρ, as the one in (15), but with
3) MIMO: Now, we will discuss two schemes for MIMO configuration, namely, transmit diversity and spatial multiplexing.
Starting with the transmit diversity scheme, we can find that it is a direct cascading for the two previous configurations (i.e., a MISO system followed by a SIMO system). In this case, the estimator will benefit from the diversity presented by the MISO system to get an enhanced performance especially at the low mobility case, and the existence of the SIMO system will provide us with a more accurate estimate for the noise power at the receiver.
The spatial multiplexing scheme also can be considered as a combination of the MISO and SIMO configurations. This combination is formed by J different MISO systems parallel to each others, where J is the number of transmitted streams, and all of them are cascaded with a single SIMO system. Each MISO system contains N T j transmitting antennas dedicated for the j th stream and the SIMO system has N R receiving antennas, where N R ≥ J. Then, the estimated SINR at the i th receiving antenna is
is the average channel gain experienced by the j th transmitted stream, and σ
is the interference caused by the transmission of the other streams on the j th stream. Again using Theorem 1, we find that
assuming that all channels are i.i.d.. Hence, the estimated average channel gain iŝ
where the superscript (i) [.] indicates that the process is related to the i th receiving antenna. Using the same set of equations, we can get separate estimates for σ 
IV. EFFECTS OF MULTI-PATH AND DOPPLER SPREAD
Modifying the system model to consider multi-path effect leads to
where L is the number of the independent paths of the channel,
is the channel gain of the i th path at the time (n − τ i ) and τ i is the delay of the i th path. This can be considered the same as the MISO system case, assuming that all paths have the same average power, which is the worst case scenario, and the maximum delay is within the cyclic-prefix length. The increase in the number of received paths (the number of transmitting antennas for the MISO system) would add more variations to the received signal, which can be considered as an advantage for our estimator. These variations enhance the estimator's performance, especially in the case of slow fading channels. Now, we need to demonstrate the effect of the Doppler spread on the system. As the estimator is not designed for a certain system with a certain rate, we can express the channel coherence time in terms of the system data rate where T c is the channel coherence time, T s is the data symbol time and q is an integer value. In the previous analysis, we considered a time-variant channel with a very short coherence time (i.e., q = 1). With the increase of the value of q, the channel becomes more static over the data samples. A channel with a very long coherence time (i.e., q → ∞) has the same effect as a Nakagami fading channel with m → ∞. This is the situation where the estimation parameter is constant over the whole range of the SNR and the estimator would fail. Therefore, increasing the channel coherence time (i.e., smaller Doppler spread) lowers the estimator's performance.
V. NUMERICAL RESULTS
In Fig. 2 , we draw the relation between the estimation parameter z (as defined in (8)) and the SNR from simulation using (12) and from theoretical solution using (14) and (16) . This is done for a set of different values of the Nakagami-m parameter, and the results are almost identical. Fig. 3 shows the change of the estimator performance in terms of the Normalized-Root-Mean-Squared-Error NRMSE with different values of the Nakagami-m parameter.
The performance is better in the severe fading cases (i.e., low values of m) and in the low SNR range, which renders this estimator suitable for cognitive radios, because of their transmit power constraints. This result is consistent with the results in Fig. 2 , where the range of values that the estimation parameter can take decreases with the increase of m. The smaller range increases the probability of error, causing performance degradation. Also, it is clear from (14) and (16) that increasing the value of m results in γ m → 1, which makes the estimation parameter z less representative of the SNR. We can see that the performance is not affected by the change in the signal constellation. As evident from Theorem 1, the only parameter related to the transmitted signal, hence affecting the relation between the moments and the SNR, is the average signal power while different levels taken by the constellation do not affect the relation. Fig. 5 shows the increase in the estimated SNR error, which is produced by the mismatch in the estimated Nakagami-m parameter. The mismatch is measured as the percentage of error in the value of m. We can see that when we hit 50% difference in the value of the m-parameter, the error in the estimated SNR increases about 50%. This shows that we have small tolerance value around small values of m, and this tolerance increases with the increase of the value of m. Fig. 6 demonstrates the effect of the size of the data used for the estimation of the received signal statistics. Increasing the size enhances the performance over the whole range of SNR values. It is clear that the estimator would reach zero error as P → ∞, which is not practical. The amount of data symbols needed to perform the estimation can be chosen based on the application and its sensitivity to errors. As an example, if we consider the effect of the SNR mismatch on turbo decoding, we can find that an error within 1 dB at low SNR range (below 5 dB) has a very small effect on the performance of the decoder [13] . This error limit represents a maximum value of 0.4 of the NRMSE in the case of our estimator, which is obtained by taking P = 2 12 (i.e., for a system working at a rate of 50 Mbps, it needs less than 0.5 ms to get a good estimate of the SNR).
From Fig. 2 and Fig. 6 , it is obvious that the best performance of the estimator is around 0 dB, which is the region where the relation between the estimation parameter and the SNR takes a linear shape. The non-linearity of the relation in the upper and lower ranges of the SNR causes the estimator to be biased and to lose performance. This can be explained from (14) , where for very low values of ρ, the terms containing ρ in (14) can be neglected, therefore z = 2. In the same manner, very high values of ρ makes the second order term the dominant term, which leads to z = 2γ m . As a result, the performance of the estimator in upper and lower ranges of the SNR degrades due to the saturation of the estimation parameter value. According Fig. 7 . Performance comparison between the proposed estimatorand the other estimator in [25] .
to Fig. 6 , this range can be extended by increasing the amount of data used for estimation to provide more accurate estimates of the moments, which overcomes the problem of the non-linear part of the relation. This can be further clarified by investigating the nature of the error. Here,ẑ can be considered as the kurtosis of the received signal; then we can think of it as a Gaussian random variable with the mean equal to the true value of z and the variance inversely proportional to the number of the samples. Thus, in the case of small number of samples, the variance ofẑ is large and its value fluctuates in a wide range, which will lead to a big variation in the value ofρ, especially in the non-linear region. This again reflects on Fig. 6 and can be seen by the non smooth performance for the high SNR values. Fig. 7 compares the SNR performance of the estimator described in [25] with our proposed estimator. This simulation is done using N = 1024, L = 3, and m = 1. The method proposed in [25] , which shows the best performance in the literature for OFDM signals, depends on the periodic redundancy induced by the cyclic-prefix. This makes it sensitive to any major change in the channel within the OFDM symbol. A channel with short coherence time will cause the cyclic-prefix samples and the corresponding data samples to be uncorrelated, hence diminishing the redundancy induced by the cyclic-prefix. Socheleau's method has an advantage when the channels have small Doppler spread. Our estimator has a better performance in large Doppler spread cases, and it has a competitive performance in the smaller Doppler spread cases if the number of data samples P is large enough. Beside that, our estimator has the advantage of working without need for a previous synchronization process. Fig. 8 shows the NRMSE for the estimated SNR on one of the antenna branches in the SIMO system. It clearly shows that the SIMO system takes advantage of the diversity to gain a more accurate estimate of the noise power, resulting in more accurate estimate of the SNR. The estimate becomes more accurate by increasing the number of receiving antennas. Fig. 9 presents the performance of our estimator in the case of a MISO system. It shows that we do not get better performance for the cases where m has a small value. Actually, we may lose some performance for very small m. Contrary, for the large values of m, there is a big jump in the performance just by using one additional transmitter. As mentioned in Section IV, this can be applied also for the Multi-path channel. In the multi-path channel, our estimator will maintain good performance, even in low mobility (large coherence time) cases. Fig. 10 includes the performance of the estimator for all antenna configurations; namely SIMO, MISO, and transmit diversity MIMO.
VI. CONCLUSION
A blind and constellation-independent SNR estimator that works in time-domain for Gaussian-distributed signals has been proposed. Generalized formulas for the estimator and the moments of the received signal, that only depends on the Nakagami-m parameter, has been given. Our results reveal that this estimator is suitable for cognitive radios, as it works better in low SNR scenarios, especially in time-varying channels. The performance mainly depends on the size of the data used to estimate the received signal statistics; yet, it has been shown that a good performance can be achieved in a reasonable time. Also, the estimator can gain benefit from the diversity presented in the systems with multiple-antennas and can be used in Gaussian interference channels. The effect of mismatch in the estimation of the Nakagami-m parameter has been examined, as well, and the results show that it has a slight effect on the performance. 
