We generalize the notion of coisotropic hypersurfaces to subvarieties of Grassmmannians with arbitrary codimension. To every projective variety X, Gel'fand, Kapranov and Zelevinsky associate a list of coisotropic hypersurfaces in different Grassmannians. These include the Chow form and the Hurwitz form of X. Gel'fand, Kapranov and Zelevinsky characterized coisotropic hypersurfaces by a rank one condition on conormal spaces, which we use as the starting point for our generalization. We also study the dual notion of isotropic varieties by imposing rank one conditions on tangent spaces instead of conormal spaces.
Introduction
The parametrization of varieties with some fixed properties is one of the most important problems in the history of algebraic geometry. All subvarieties of P n with fixed dimension and degree can be parametrized by their Chow forms. Chow forms of curves in P 3 were first introduced by Cayley [Cay60] . The generalization to arbitrary projective varieties was given by Chow and van der Waerden [CvdW37] .
For a given variety X ⊂ P n of dimension k, projective subspaces of dimension n − k − 1 have typically no intersection with the variety X, but those subspaces that do intersect X form the Chow hypersurface of X in the corresponding Grassmannian Gr(n − k − 1, P n ). The Chow form of X is the defining polynomial of this hypersurface. It is a unique (up to scaling with constants) polynomial in the coordinate ring of Gr(n − k − 1, P n ) and has the same degree as X. One can recover the vanishing ideal of the variety X from its Chow form. Thus, the variety of Chow forms with a fixed degree in the coordinate ring of the Grassmannian Gr(n − k − 1, P n ) is a parameter space for the set of all k-dimensional subvarieties X ⊂ P n with that fixed degree.
Coisotropic hypersurfaces are generalizations of Chow hypersurfaces, which were first introduced by Gel'fand, Kapranov and Zelevinsky [GKZ94, Ch. 4] . A hypersurface in a Grassmannian is called coisotropic if its conormal vectors are homomorphisms of rank at most one. This rank-one-condition can be characterized geometrically: Gel'fand, Kapranov and Zelevinsky show that a hypersurface Σ of the Grassmannian Gr(ℓ, P n ) is coisotropic if and only if there is a subvariety X ⊂ P n such that Σ is the Zariski closure of the set of all ℓ-dimensional projective subspaces which intersect the smooth locus of X non-transversely [GKZ94, Ch. 4, Thm. 3.14]. For instance, Chow hypersurfaces are coisotropic.
The goal of this article is to generalize the notion of coisotropy to subvarieties of Grassmannians with arbitrary codimension. We also study the dual notion of isotropic varieties by imposing rank-one-conditions on tangent vectors instead of conormal vectors. We summarize our results in Subsection 1.1. Then we pose some open questions in Subsection 1.2 and list related work in Subsection 1.3. In Section 2, we fix notations and collect various preliminary results. We prove our results on coisotropic varieties in Section 3. Finally, we present our proofs on isotropic varieties in Section 4.
Results
We aim to generalize the notion of coisotropic hypersurfaces to subvarieties of Grassmannians with codimension larger than one. For a subvariety with codimension c, the conormal space at a smooth point is a c-dimensional vector space of homomorphisms (see Subsection 2.2). There are two natural candidates for a notion of coisotropic subvarieties which generalize the case of hypersurfaces: either we require every homomorphism in the conormal spaces of the given variety to have rank at most one, or we require each conormal space to be spanned by rank one homomorphisms. If a subvariety of a Grassmannian satisfies the first condition, we call it strongly coisotropic. If it satisfies the latter condition, we say that the subvariety is coisotropic. As we want our latter condition for coisotropy to be Zariski closed, we need to adjust it slightly: thus, we call a subvariety of a Grassmannian coisotropic if each conormal space is in the Zariski closure of the set of all linear spaces that are spanned by homomorphisms of rank one. To give a more precise definition in Definition 31, we introduce Grassmann secant varieties in Subsection 2.5.
For the stronger of the two notions, we provide a full geometric characterization, which is a generalization of the geometric description of coisotropic hypersurfaces by Gel'fand, Kapranov and Zelevinsky [GKZ94, Ch. 4, Thm. 3.14]: Theorem 1. An irreducible subvariety Σ ⊂ Gr(ℓ, P n ), not necessarily a hypersurface, is strongly coisotropic if and only if there is an irreducible variety X ⊂ P n such that Σ is the Zariski closure of the set of all ℓ-dimensional projective subspaces which intersect X at some smooth point non-transversely. (Proof in Subsection 3.1) Example 2. To illustrate the extent of Thoerem 1, let X ⊂ P 7 be the Segre variety of 2× 4-matrices of rank one. For every ℓ ∈ {0, 1, . . . , 6}, we can associate a strongly coisotropic variety G ℓ (X) ⊂ Gr(ℓ, P 7 ) to X: G ℓ (X) := L ∈ Gr(ℓ, P 7 ) | ∃x ∈ X ∩ L : L intersects X at x non-transversely .
We will see in Theorem 24 that G ℓ (X) is a hypersurface in Gr(ℓ, P 7 ) if and only if 2 ≤ ℓ ≤ 4. These are the three coisotropic hypersurfaces of X described by Gel'fand, Kapranov and Zelevinsky. Theorem 1 comprises all associated subvarieties G 0 (X), G 1 (X), . . . , G 6 (X) of Grasmannians. We will get back to this example in Example 41. ♦
For the weaker notion of coisotropy, we first observe two key properties:
Proposition 3. (Proofs in Section 3)
1. Every subvariety of Gr(ℓ, P n ) of dimension at most n − 1 is coisotropic.
2. If two coisotropic subvarieties Σ 1 , Σ ∈ Gr(ℓ, P n ) intersect generically transversely, then every irreducible component of Σ 1 ∩ Σ 2 is coisotropic.
Example 4. Using the first part of Proposition 3, we understand all coisotropic subvarieties of the four-dimensional Grassmannian of lines in P 3 : an irreducible subvariety of Gr(1, P 3 ) is coisotropic if and only if it is a point, a curve, a surface, or a coisotropic hypersurface. It was already known by Cayley [Cay60] that a hypersurface in Gr(1, P 3 ) is coisotropic if and only if it either consists of all lines intersecting a curve (so it is the Chow hypersurface of this curve), or of all lines tangent to a surface (in which case it is known as the Hurwitz hypersurface of the surface, see [Stu17] ). Note that this classification of coisotropic hypersurfaces in Gr(1, P 3 ) is a special case of Theorem 1. ♦ Remark 5. Similarly to the second part of Proposition 3, self-intersections of coisotropic hypersurfaces are coisotropic as well. For instance, for a k-dimensional variety X ⊂ P n , the self-intersection of its Chow hypersurface is the Zariski closure of the set of all projective subspaces of dimension n − k − 1 which intersect X at two distinct points. ♦
We also show that we need the Zariski closure in the definition of coisotropic varieties. Indeed, we present a family of geometrically meaningful examples of coisotropic varieties, whose conormal spaces at general points are not spanned by homomorphisms of rank one: for a hypersurface X ⊂ P n and an integer m, we denote by L m (X) ⊂ Gr(1, P n ) the Zariski closure of the set of all lines which intersect X at some smooth point with multiplicity m.
Theorem 6. Let X ⊂ P n be a general hypersurface of degree at least three and let m ∈ {2, 3, . . . , min(n, deg X)}.
1. The subvariety L m (X) ⊂ Gr(1, P n ) has codimension m − 1.
2. The projectivized conormal space at a general point of L m (X) contains exactly one homomorphism of rank one.
3. Moreover, this projectivized conormal space intersects the Segre variety of all homomorphisms of rank one with multiplicity m − 1.
In particular, L m (X) is coisotropic. (Proof in Subsection 3.2)
is not a hypersurface in Gr(1, P n ). By the second part of Theorem 6, the conormal spaces of L m (X) are not spanned by rank one homomorphisms. However, the third part of Theorem 6 implies that each conormal space at a smooth point of L m (X) is contained in the Zariski closure of the set of all linear spaces which are spanned by homomorphisms of rank one. Hence, the variety L m (X) is coisotropic.
We also introduce a dual notion to coisotropic varieties by imposing rank-oneconditions on the tangent vectors of a subvariety of a Grassmannian instead of on its conormal vectors. We say that a subvariety of a Grassmannian is strongly isotropic if every homomorphism in the tangent spaces at its smooth points has rank at most one. We call the subvariety isotropic if the tangent spaces at its smooth points are spanned by rank one homomorphisms, or if they are in the Zariski closure of the set of all linear spaces that are spanned by homomorphisms of rank one.
Note that both definitions agree for curves in Grassmannians. In particular, the notion of an isotropic curve is dual to the notion of a coisotropic hypersurface. We provide a full geometric characterization of all isotropic curves:
Theorem 7. An irreducible curve Σ ⊂ Gr(ℓ, P n ) is isotropic if and only if there is a subspace P ⊂ P n (together with the projection π P : P n P n−dim P −1 from P ) and an irreducible curve C ⊂ P n−dim P −1 such that Σ consists of the preimages of the (ℓ − dim P − 1)-dimensional osculating spaces of C under the projection π P .
(Proof in Subsection 4.1) Remark 8. In Theorem 7, we allow the subspace P ⊂ P n to be empty. In that case, we use the convention that the empty set is a projective space of dimension −1. ♦ Example 9. Let Σ be an irreducible isotropic curve in the Grassmannian Gr(1, P 3 ). By Theorem 7, the curve Σ either consists of the tangent lines of a curve in P 3 , or of the lines on a cone over a plane curve embedded into P 3 . In fact, the curve Σ ⊂ Gr(1, P 3 ) is isotropic if and only if the surface S Σ ⊂ P 3 ruled by the lines on Σ is developable, i.e., the projectively dual variety of S Σ is a curve or a point. For more details, see Example 53. ♦
Dually to Theorem 1, we give a full geometric description of strongly isotropic varieties.
Theorem 10. Let Σ ⊂ Gr(ℓ, P n ) be an irreducible subvariety of dimension at least two. The variety Σ is strongly isotropic if and only if
• either there is an (ℓ + 1)-dimensional subspace P ⊂ P n such that every L ∈ Σ is contained in P ,
Example 11. There are no strongly isotropic hypersurfaces in the four-dimensional Grassmannian Gr(1, P 3 ). There are exactly two types of irreducible strongly isotropic surfaces: Such a surface consists either of all lines passing through a fixed point, or of all lines lying in a fixed plane. ♦ Finally, we observe that subvarieties of Grassmannians with sufficiently high dimension are isotropic.
Proposition 12. Every subvariety of Gr(ℓ, P n ) of codimension at most n − 1 is isotropic.
(Proof in Section 4)
Example 13. All surfaces and hypersurfaces in the four-dimensional Grassmannian Gr(1, P 3 ) are isotropic. Together with Example 9, we have classified all isotropic subvarieties of this Grassmannian. In particular, surfaces in Gr(1, P 3 ) are both isotropic and coisotropic. ♦
Open problems
In this article, we provide full geometric characterizations for subvarieties of Grassmannians which are either strongly isotropic or strongly coisotropic. However, we do not give analogous descriptions for the weaker notions of isotropic or coisotropic varieties, respectively. This motivates the following open problems:
Question 1.
1. Can we characterize coisotropic subvarieties of Grassmannians by underlying projective varieties, analogously to Theorem 1?
2. Can we find a geometric characterization of isotropic subvarieties?
3. Is there a comprehensive geometric characterization of subvarieties of Grassmannians which are both isotropic and coisotropic?
Moreover, we conjecture that the irreducible components of the singular locus of a coisotropic variety are coisotropic again. For instance, the singular locus of a Chow hypersurface of a smooth projective variety is its self-intersection, which is coisotropic by Remark 5. Another example is given by the variety L 2 (X) ⊂ Gr(1, P n ) formed by the tangent lines of a general hypersurface X ⊂ P n . Its singular locus has two irreducible components: its self-intersection, which is formed by bitangent lines, and L 3 (X), which is coisotropic by Theorem 6. For a study of singular loci of coisotropic hypersurfaces in the Grassmannian of lines in P 3 , see [KNT17] .
Question 2. Are the irreducible components of the singular locus of a coisotropic subvariety of a Grassmannian again coisotropic?
Related work
In addition to Cayley [Cay60] , Chow and van der Waerden [CvdW37] , and Gel'fand, Kapranov and Zelevinsky [GKZ94] , many others have studied Chow hypersurfaces and their generalizations to coisotropic hypersurfaces. For more information on Chow forms, see for instance [DS95] . An introduction to coisotropic hypersurfaces is presented in [Koh16] , see Theorem 24.
As mentioned above, the variety of Chow forms with a fixed degree in the coordinate ring of the Grassmannian Gr(n − k − 1, P n ) is a parameter space for the set of all k-dimensional subvarieties of P n with that fixed degree. This parameter space is called Chow variety by Gel'fand, Kapranov and Zelevinsky [GKZ94, Ch. 4] . A natural question is to describe the vanishing ideal of such a Chow variety, which was already investigated by Green and Morrison [GM86] . This ideal is explicitly computed for the variety of all quadratic Chow hypersurfaces in Gr(1, P 3 ) in [BKLS16] .
A first type of coisotropic hypersurface which is not a Chow hypersurface is studied by Sturmfels in [Stu17] : given an irreducible subvariety X ⊂ P n of degree at least two and dimension k, the Hurwitz hypersurface of X is the subvariety of the Grassmannian Gr(n − k, P n ) consisting of all (n − k)-dimensional subspaces which do not intersect X in deg(X) reduced points. As mentioned in Example 4, Cayley [Cay60] and Gel'fand, Kapranov and Zelevinsky [GKZ94, Ch. 4] knew that a hypersurface of Gr(1, P 3 ) is coisotropic if and only if it is either the Chow hypersurface of a curve or the Hurwitz hypersurface of a surface. Recently, Catanese [Cat14] showed that these are exactly the self-dual hypersurfaces of Gr(1, P 3 ). Moreover, the volume of the Hurwitz hypersurface of a projective variety X plays a crucial role in the study of the condition of intersecting X with varying linear subspaces [B17] . More generally, one can compute the volume of all coisotropic hypersurfaces, which is essential for the probabilistic Schubert calculus proposed by Bürgisser and Lerario [BL16] .
Preliminaries
We work over an algebraically closed field of characteristic zero. All vector spaces are finite-dimensional. The dual vector space of a given vector space V is denoted by V * .
Varieties
All algebraic varieties that appear in this article are either affine or projective. Hence, we understand a variety as the common zero locus of (homogeneous) polynomials. In particular, varieties do not necessarily have to be irreducible. We say that an affine or projective variety is nondegenerate if it spans its ambient space.
We denote the affine cone over a subset S ⊂ P n by S S S S S S S S S ⊂ A n+1 . The projectivization of an affine cone C is denoted by P(C). We write Sing(X) for the singular locus of a variety X and Reg(X) := X \ Sing(X) for its regular locus. If X ⊂ P n , the embedded tangent space of X at p ∈ Reg(X) is T X,p := y ∈ P n ∀f ∈ I(X) :
A hyperplane in P n is called tangent to X at a smooth point p if it contains T X,p . Note that each hyperplane H ⊂ P n corresponds to a point in (P n ) * , which we denote by H ∨ . The projectively dual variety of X is
For example, if L is an ℓ-dimensional projective subspace of P n , then L ∨ is a projective subspace of (P n ) * with dimension n − ℓ − 1, whose points correspond to hyperplanes containing L. In particular, we have (P n ) ∨ = ∅. Throughout this article, we use the convention that the empty set is a projective space with dimension −1. We will make frequent use of the following biduality of projective varieties, which is also known as reflexivity.
Theorem 14 (Biduality theorem [GKZ94, Ch. 1, Thm. 1.1]). Let X ⊂ P n be a projective variety over an algebraically closed field of characteristic zero. If p ∈ Reg(X) and H ∨ ∈ Reg(X ∨ ), then the hyperplane H is tangent to X at the point p if and only if the hyperplane p ∨ is tangent to X ∨ at the point H ∨ . In particular, we have (X ∨ ) ∨ = X. ♦
Grassmannians
The Grassmannian Gr(ℓ, P n ) is the set of all projective subspaces of P n with dimension ℓ. It is naturally identified with the Grassmannian Gr(ℓ + 1, A n+1 ) of (ℓ + 1)-dimensional linear subspaces of A n+1 . Moreover, it is an irreducible smooth (ℓ + 1)(n − ℓ)-dimensional variety, embedded in P ( n+1 ℓ+1 )−1 via the Plücker embedding. The tangent space of Gr(ℓ + 1, A n+1 ) at a point L ∈ Gr(ℓ + 1, A n+1 ) is naturally identified with
A detailed discussion of tangent spaces of Grassmannians can for example be found in [Har92, Lecture 16] . In fact, the description in (2) is very intuitive. A tangent vector at L is a direction in which L can move. Such a direction can be specified by describing the movement of every point on the linear subspace L, i.e., by a homomorphism L → A n+1 . If the direction of movement of a point on L lies inside L, its movement does not contribute to the direction of movement of L. Thus, a tangent vector of Gr(ℓ + 1, A n+1 ) at L is already given by a homomorphism
, the tangent space of projective space at a point p ∈ P n is
Hence, for a projective variety X ⊂ P n , we distinguish between the Zariski tangent space T X,p ⊂ T P n ,p at p ∈ Reg(X) and the embedded tangent space T X,p ⊂ P n ; see (1). Note that the dimension of both tangent spaces is dim(X), although the embedded tangent space is a projective space, whereas the Zariski tangent space is an abstract vector space. For an affine variety Y ⊂ A n+1 , we only consider the Zariski tangent space
Its dual vector space is the conormal space of Σ at L. For two vector spaces U and W , we identify the dual vector space of Hom(U, W ) with Hom(W, U ) via
which we use to express the conormal space of Σ at L:
The advantage to use conormal spaces is that conormal vectors can be viewed as homomorphisms by these identifications, whereas normal spaces are quotients. In particular, each conormal vector has a rank.
Remark/Definition 16. There is a canonical isomorphism
Using affine spaces it can be expressed as follows:
The differential of this isomorphism at U ∈ Gr(ℓ + 1, A n+1 ) is
For a subvariety Σ ⊂ Gr(ℓ + 1, A n+1 ), we denote by Σ ⊥ ⊂ Gr(n − ℓ, (A n+1 ) * ) the image of Σ under this isomorphism. Since the trace of an endomorphism ψ is zero if and only if the trace of ψ * is zero, the isomorphism of the conormal space of Σ at U ∈ Reg(Σ) with the corresponding conormal space of Σ ⊥ is
In this article, we will often consider incidence correspondences of Grassmannians and their tangent spaces. For this, we introduce the following notation. Let ϕ : U → V 1 /V 2 be a homomorphism of vector spaces, where V 2 ⊂ V 1 . For a subspace W ⊂ U , we denote by ϕ| W : W → V 1 /V 2 the restriction of ϕ to W . Furthermore, for a vector space V with V 2 ⊂ V ⊂ V 1 we denote by (ϕ mod V ) : U → V 1 /V the composition of the canonical projection V 1 /V 2 → V 1 /V with ϕ.
Lemma 17. Let k < ℓ. The tangent space of the flag variety
Proof. From our description of tangent spaces to Grassmannians it follows immediately that every tangent vector (ψ,
Since both vector spaces have the same dimension, they are equal.
We usually apply this result to graphs of rational maps which are contained in F k,ℓ . Therefore, we formulate this version of the result explicitly in Corollary 19. For a rational map ̟ : X Y between varieties, we denote by
Example 18. Many proofs in this article will follow the ideas presented in this example. Let C ⊂ P 3 be an irreducible curve of degree at least two. The graph of the rational map
is contained in the flag variety F 0,1 . We denote the Zariski closure of the image of ̟ by T (C). This curve of tangent lines appears in Examples 9 and 53. For a general point p on the curve C with tangent line L := T C,p , the differential
By the following Corollary 19, we have for every ϕ ∈ T C,p that
Since the image of every
is a plane containing the line p p p p p p p p p, the kernel of ψ is equal to p p p p p p p p p and the homomorphism ψ has rank one. We will see in Subsection 4.1 that the one-dimensional image of this homomorphism is
, where H ⊂ P 3 is the osculating plane of the curve C at the point p.
♦ Corollary 19. Let Σ ⊂ Gr(ℓ + 1, A n+1 ) be an irreducible subvariety with a rational map ̟ :
for every ϕ ∈ T Σ,L , i.e., the following diagram commutes:
Proof. We denote by Σ 0 ⊂ Σ the subset where ̟ is defined. Let us first assume that k ≤ ℓ and that ̟(L) ⊂ L holds for all L ∈ Σ 0 . We consider the Zariski closure of the graph of ̟:
Moreover, let π 1 : Γ → Gr(k + 1, A n+1 ) and π 2 : Γ → Σ denote the projections onto the first and second factor, respectively. We can draw another commutative
With Lemma 17 we can also understand the differential of the rational map
For an (ℓ + 1) × (n + 1)-matrix A and 0 ≤ i ≤ ℓ, we write A i ∈ A n+1 for the i-th row of A.
Corollary 20. Let A ∈ A (ℓ+1)×(n+1) be a matrix of full rank and let L := ρ(A) denote its rowspace. The differential of (4) at A is given by
Proof. Let i ∈ {0, . . . , ℓ}. We consider the map
Its differential at A is
The differential of the product map π i × ρ :
With this we can also describe the differential of the Plücker embedding
Recall that (
Corollary 21. Let L ∈ Gr(ℓ + 1, A n+1 ) be the rowspace of a full rank matrix
Proof. First note that this description of (D L pl)(ϕ) is indeed well-defined, i.e., independent of the choice of A and M 0 , . . . , M ℓ . Secondly, we consider the rational map
where [x] := P(span(x)) denotes the projective point corresponding to a point x in affine space. The differential of this map at A is
Since µ = pl • ρ, Corollary 20 implies Corollary 21.
Coisotropic hypersurfaces
Gel'fand, Kapranov and Zelevinsky prove Theorem 1 for hypersurfaces in Grassmannians [GKZ94, Ch. 4, Thm. 3.14]. An alternative proof can be found in [Koh16] .
Definition 22.
is spanned by a homomorphism of rank one.
2. The ℓ-th higher associated variety G ℓ (X) ⊂ Gr(ℓ, P n ) of an irreducible subvariety X ⊂ P n consists of all ℓ-dimensional subspaces which intersect X at some smooth point non-transversely:
With this definition, we can restate Theorem 1 for hypersurfaces as follows: an irreducible hypersurface Σ ⊂ Gr(ℓ, P n ) is coisotropic if and only if there is an irreducible variety X ⊂ P n such that Σ = G ℓ (X). We also note that the underlying projective variety X can be uniquely recovered from its higher associated hypersurfaces G ℓ (X). In particular, there are two Macaulay2 packages which compute coisotropic hypersurfaces and recover their underlying projective varieties: Coisotropy.m2 and Resultants.m2. Remark 23. The higher associated varieties of a projective variety interpolate between the variety itself and and its projectively dual variety: for X ⊂ P n , we have
It is known for which ℓ the higher associated varieties G ℓ (X) are hypersurfaces in their ambient Grassmannian. Moreover, the degrees of the higher associated hypersurfaces of a projective variety are exactly its well-studied polar degrees:
For an irreducible subvariety X ⊂ P n , an integer ℓ ∈ {0, 1, . . . , n − 1}, and a projective subspace V ⊂ P n of dimension ℓ − 1, the ℓ-th polar variety of X with respect to V is
There is an integer δ ℓ (X) which is equal to the degree of P ℓ (X, V ) for almost all V . This integer δ ℓ (X) is known as the ℓ-th polar degree of X. It is strictly positive if and only if codim X − 1 ≤ ℓ ≤ dim X ∨ . These and many other properties of polar degrees can be found in [Pie78] or [Hol88] .
Theorem 24 ([Koh16]
). Let X ⊂ P n be an irreducible subvariety.
1. The ℓ-th higher associated variety G ℓ (X) has codimension one in Gr(ℓ, P n ) if and only if codim
(Note that this coincides with the range of indices where the polar degrees of X are positive.)
Example 25. The Chow hypersurface of a subvariety X ⊂ P n is G codim X−1 (X). Its degree equals the degree of X. ♦
Segre varieties
Since the elements of the tangent and conormal spaces of subvarieties of Grassmannians are homomorphisms, we can consider their rank. In this article, homomorphisms of rank one play a central role. For two vector spaces U and W , we denote by Seg(U, W ) the projectivization of {ϕ ∈ Hom(U, W ) | rank ϕ ≤ 1}. This Segre variety has dimension d + e and degree d+e d , where d := dim U − 1 and e := dim W − 1. It has two rulings by maximal projective subspaces: one ruling consists of the projectivizations of all α-spaces, and the other ruling of the projectivizations of all β-spaces, which are defined as follows:
Definition 26. Let U and W be vector spaces. For a linear hyperplane u ⊂ U , we define the α-space of u as
Analogously, the β-space of a one-dimensional linear subspace w ⊂ W is
Example 27. Let U := C 4 and W := C 3 . We pick bases (e 1 , . . . , e 4 ) and (f 1 , . . . , f 3 ) of U and W , respectively. With respect to these bases we identify Hom(U, W ) with C 3×4 . For u := span{e 1 , e 2 , e 3 } and w := span{f 1 }, we have that E α (u) and E β (w) consist of all matrices of the form
ϕ −→ ϕ * maps the α-space E α (u) to the β-space E β ((U/u) * ). Dually, it maps the β-space E β (w) to the α-space E α ((W/w) * ). ♦ Note that the notions rank, kernel and image are well-defined for elements in P(Hom(U, W )). Thus, for ϕ ∈ P(Hom(U, W )), we will usually write rank ϕ, ker ϕ and im ϕ, respectively.
Grassmann secant varieties
We define the following analogue of secant varieties in Grassmannians. For an irreducible variety X ⊂ P n and k ∈ Z ≥0 , we set 
This implies immediately the following.
Lemma 29. Let X ⊂ P n be an irreducible nondegenerate variety.
and the assertion follows from (6).
We need one more key property of Grassmann secant varieties for our purposes.
Lemma 30. Consider an irreducible variety
. For i ∈ {1, 2}, we write S i := Sec k i (X) and S 0 i := Sec
Thus, the Zariski closure of the image of the rational map
which is defined on all of O, is contained in Sec k (X).
Coisotropic Varieties
In this article, we are mainly interested in Grassmann secant varieties of Segre varieties. For two vector spaces U and W , a key player for our definition of coisotropic varieties is
Definition 31. An irreducible subvariety Σ ⊂ Gr(ℓ, P n ) of codimension c ≥ 1 is coisotropic if, for every L ∈ Reg(Σ), the conormal space of Σ at L is spanned by rank one homomorphisms or is in the Zariski closure of the set of such spaces, i.e.,
Moreover, Σ is strongly coisotropic if, for every L ∈ Reg(Σ), the rank of every homomorphism in the conormal space of Σ at L is at most one, i.e.,
First, we prove Proposition 3. Its two parts follow essentially from Lemmas 29 and 30. Let us recall that two subvarieties X 1 , X 2 ⊂ Y intersect transversely at a point x ∈ X 1 ∩ X 2 if X 1 , X 2 and Y are all smooth at x and T X 1 ,x + T X 2 ,x = T Y,x . The subvarieties X 1 , X 2 ⊂ Y are said to intersect generically transversely if every irreducible component of X 1 ∩ X 2 contains a point where X 1 and X 2 are transverse.
Proof of Proposition 3. For the first part, let Σ ⊂ Gr(ℓ, P n ) be a subvariety with dim Σ ≤ n−1. The codimension c of Σ in Gr(ℓ, P n ) is at least (ℓ+1)(n−ℓ)−(n−1) = ℓ(n−ℓ−1)+1. Moreover, the codimension of
In particular, Σ is coisotropic.
For the second part, let Σ be a non-empty irreducible component of Σ 1 ∩ Σ 2 , and let L ∈ Σ be a general point. Since Σ 1 and Σ 2 intersect transversely at L, we have that
Hence, we can apply Lemma 30 to the latter equality:
where c is the codimension of Σ in Gr(ℓ, P n ). Since L ∈ Σ was chosen generally, we
Strongly Coisotropic Varieties
In this subsection, we prove Theorem 1.
Proposition 32. For every irreducible variety X ⊂ P n and ℓ ≤ codim X − 1, the ℓ-th higher associated variety G ℓ (X) ⊂ Gr(ℓ, P n ) of X is strongly coisotropic.
Proof. We first observe that ℓ is sufficiently small such that every ℓ-dimensional projective subspace L ⊂ P n meeting X intersects X non-transversely, i.e.,
Hence, a general L ∈ G ℓ (X) intersects X at exactly one point x L , which gives us a rational map ̟ :
Since L was chosen generally, the dimension of T X,x L + L is dim X + ℓ, which shows that V L has dimension ℓ(n − ℓ) + dim X. This is also the dimension of the variety G ℓ (X). Hence, we have derived
This shows that the conormal space of G ℓ (X) at a general point L ∈ G ℓ (X) contains only homomorphisms of rank one:
Since L was chosen generally, we have shown
Lemma 33. For an irreducible variety X ⊂ P n and ℓ ∈ {0, 1, . . . , n − 1}, we have
Proof. For points x ∈ P n and y ∈ (P n ) * such that x ∈ y ∨ , we define
We clearly have that G ℓ (x, y) ⊥ = G n−ℓ−1 (y, x). Moreover, we consider the following open subset of the conormal variety of X:
The biduality theorem implies the equality U X ∨ ,X = {(y, x) | (x, y) ∈ U X,X ∨ }. Since the condition dim(L+T X,x ) < n in the definition of G ℓ (X) means that L is contained in a tangent hyperplane of X at x, we have G ℓ (X) = (x,y)∈U X,X ∨ G ℓ (x, y). Hence,
Corollary 34. The ℓ-th higher associated variety G ℓ (X) of an irreducible variety X ⊂ P n is strongly coisotropic for each ℓ ∈ {0, 1, . . . , n − 1}.
is a hypersurface in its ambient Grassmannian Gr(ℓ, P n ) by Theorem 24. Hence, it is coisotropic by [GKZ94, Ch. 4, Thn. 3.14] or [Koh16] . If ℓ < codim X − 1, then G ℓ (X) is strongly coisotropic by Proposition 32. Finally, if ℓ > dim X ∨ , then we consider G ℓ (X) ⊥ = G n−ℓ−1 (X ∨ ) (by Lemma 33) and observe that n − ℓ − 1 < codim X ∨ − 1. Thus, G n−ℓ−1 (X ∨ ) is strongly coisotropic by Proposition 32, which shows that G ℓ (X) is also strongly coisotropic by Remark/Definition 16.
In fact, every strongly coisotropic variety is associated to a projective variety as in Corollary 34. We prove this assertion in the remainder of this subsection.
Theorem 35. For an irreducible strongly coisotropic variety Σ ⊂ Gr(ℓ, P n ), there is an irreducible variety X ⊂ P n such that Σ = G ℓ (X).
Since this statement is already shown for coisotropic hypersurfaces in [GKZ94, Ch. 4, Thm. 3.14] or [Koh16] , we consider only strongly coisotropic varieties of codimension at least two in the following. For this, we use the notion of α-and β-spaces introduced in Definition 26.
Lemma 36. Let U and W be vector spaces. Every linear space E of dimension at least two which is contained in the affine cone {ϕ ∈ Hom(U, W ) | rank(ϕ) ≤ 1} over the Segre variety Seg(U, W ) is contained in a unique α-or β-space.
Proof. Since the dimension of the intersection of two distinct α-spaces is zero (similarly for β-spaces) and the intersection of an α-with a β-space is one-dimensional, it is enough to show that E is contained in some α-or β-space.
If E would neither be contained in an α-nor in a β-space, then E would contain ϕ 1 , ϕ 2 , ψ 1 , ψ 2 ∈ Hom(U, W ) \ {0} with ker ϕ 1 = ker ϕ 2 and im ψ 1 = im ψ 2 . Among these four homomorphisms are two with both, distinct kernels and distinct images, say χ 1 and χ 2 . Let us pick u 1 ∈ ker χ 1 \ ker χ 2 as well as u 2 ∈ ker χ 2 \ ker χ 1 . We see that (χ 1 + χ 2 )(u 1 ) ∈ im χ 2 \ {0} and analogously (χ 1 + χ 2 )(u 2 ) ∈ im χ 1 \ {0}. Thus, the image of χ 1 + χ 2 ∈ E must be at least two-dimensional, which contradicts that all homomorphisms in E have rank at most one.
Definition/Corollary 37. Let Σ be an irreducible strongly coisotropic variety of codimension at least two. Either each conormal space at a smooth point of Σ is contained in a unique α-space, or each conormal space at a smooth point of Σ is contained in a unique β-space. In the first case, we call Σ strongly coisotropic of α-type. In the latter case, we say that Σ is strongly coisotropic of β-type.
Corollary 38. Every strongly coisotropic variety in Gr(ℓ, P n ) of α-type has codimension at most ℓ + 1, and every strongly coisotropic variety of β-type has codimension at most n − ℓ. Proof. This follows from the fact that α-spaces
and that the dimension of β-spaces is n − ℓ, where L ∈ Gr(ℓ, P n ).
Lemma 39. A subvariety Σ ⊂ Gr(ℓ, P n ) is strongly coisotropic of β-type if and only if Σ ⊥ ⊂ Gr(n − ℓ − 1, (P n ) * ) is strongly coisotropic of α-type.
Proof. First, we notice that L is a smooth point of Σ if and only if L ∨ is a smooth point of Σ ⊥ . Secondly, the image of
Corollary 40. Let X ⊂ P n be an irreducible variety. Table 1 summarizes the types of the strongly coisotropic varieties associated to X (see (7) ). ♦ Example 41. For the Segre variety X := Seg(A 2 , A 4 ) ⊂ P 7 in Example 2, the two strongly coisotropic varieties G 0 (X) = X and G 1 (X) are of β-type, the three varieties G 2 (X), . . . , G 4 (X) are its coisotropic hypersurfaces, and the two strongly coisotropic varieties G 5 (X) and G 6 (X) = X ∨ are of α-type. ♦ Now we will finally prove Theorem 35 (and thus Theorem 1) by restricting ourselves to strongly coisotropic varieties of β-type.
Theorem 42. For an irreducible strongly coisotropic variety Σ ⊂ Gr(ℓ, P n ) of β-type, there is an irreducible variety X ⊂ P n such that Σ = G ℓ (X).
Proof. Since Σ is strongly coisotropic of β-type, there is, for every
. In other words, for every L ∈ Reg(Σ) and every ϕ ∈ N * Σ,L , the image of ϕ is contained in the one
corresponding to the projective point x L . Hence, we get a rational map ρ : Σ P n which maps L ∈ Reg(Σ) to x L ∈ P n . We denote the Zariski closure of the image of this map by X ⊂ P n . Note that X is irreducible since Σ is irreducible.
Moreover, for every L ∈ Reg(Σ), we consider the intersection of the kernels of
since both spaces in (8) have the same dimension (namely codim Σ). This shows
In particular, the dimension of X is at most dim P L = n − codim Σ. Since we have constructed X such that Σ ⊂ G ℓ (X), we derive
This shows that dim X ≥ dim Σ−ℓ(n−ℓ) = n−codim Σ−ℓ. If dim X = n−codim Σ− ℓ, then all inequalities in the first two of (9) are equalities and Σ = G ℓ (X). Hence, it is only left to show that the dimension of X cannot be larger than n − codim Σ − ℓ. Let us first assume that dim X = n − codim Σ > n − codim Σ − ℓ. In this case, we have ℓ > 0, P L = T X,x L for a general L ∈ Σ, and
This yields
which is, due to ℓ > 0, equivalent to dim Σ ≥ (ℓ + 1)(n − ℓ)− 1. The latter inequality is a contradiction to codim Σ ≥ 2. Finally, we assume that n − codim Σ − ℓ < dim X < n − codim Σ. We define
We can parametrize a general point in Σ ′′ by a point x ∈ Reg(X), a δ-dimensional subspace L ′ of T X,x passing through x, and an ℓ-dimensional subspace of P n containing L ′ . This leads us to
Note that ℓ − δ − 1 ≥ 0 due to dim X < n − codim Σ. By definition of D and δ,
This is a contradiction since codim Σ ≥ 2 and δ > 0.
Proof of Theorems 1 and 35. Theorem 1 is an amalgamation of Corollary 34 and Theorem 35. Hence, it is sufficient to prove the latter: If Σ is a hypersurface, the assertion is proved in [GKZ94, Ch. 4, Thm. 3.14] and [Koh16] . If Σ is strongly coisotropic of β-type, the assertion follows from Theorem 42. Finally, if Σ is strongly coisotropic of α-type, then Σ ⊥ is strongly coisotropic of β-type by Lemma 39. Thus, Theorem 42 implies that Σ ⊥ = G n−ℓ−1 (X) for some irreducible variety X ⊂ (P n ) * . By Lemma 33, we get Σ = G ℓ (X ∨ ).
Lines with Higher Contact to Hypersurfaces
For a hypersurface X ⊂ P n and 1 ≤ m ≤ deg X, we define L m (X) := {L | ∃p ∈ Reg(X) : L intersects X at p with multiplicity m} ⊂ Gr(1, P n ).
Throughout this subsection, we consider a general hypersurface X ⊂ P n of degree at least three and assume m ≤ n. The subvariety L m (X) of the Grassmannian of lines in P n has codimension m − 1 (cf. Lemma 45). We will show that L m (X) is coisotropic, but that its conormal spaces are not spanned by rank one homomorphisms if m ≥ 3:
with multiplicity m and
at ϕ with multiplicity m − 1. In particular,
and L m (X) is coisotropic.
Note that Theorem 43 is simply a more specific reformulation of Theorem 6.
To prove Theorem 43, we further define
for any p ∈ Reg(X) and denote by C m,p (X) ⊂ P n the union of all L ∈ L m,p (X).
Lemma 45. For a general p ∈ X, the cone C m,p (X) has codimension m − 1 in P n and degree (m − 1)!. Moreover, it is smooth everywhere, except at p if m ≥ 3.
Proof. We may assume that p is the origin of an affine chart of P n . We consider the defining equation f (x) = f 1 (x) + f 2 (x) + . . . of X in this affine chart, where f i is a homogeneous polynomial of degree i. In this affine chart, the cone C m,p (X) is the zero locus of {f 1 (x), . . . , f m−1 (x)}. Since X and p are general, the polynomials f 1 , . . . , f m−1 define smooth irreducible hypersurfaces whose projectivizations intersect transversely.
Note that C 1,p (X) = P n and that C 2,p (X) = T X,p . Each cone C m,p (X) is a hypersurface in the cone C m−1,p (X). In particular, for a line L ∈ L m,p (X), we have a flag of projective spaces
where
denotes the unique embedded tangent space of the cone
For m ≥ 2, we consider the rational map L m (X) X which sends a general L ∈ L m (X) to the unique point p L ∈ Reg(X) at which L intersects X with multiplicity m. For a general L ∈ L m (X), the differential of this map at L is a surjection Φ L : T Lm(X),L ։ T X,p L . We can prove Theorem 43 by computing the preimages of Φ L along the flag in (10).
Lemma 46. For m ≥ 2 and L ∈ L m (X) general, we have
We prove Theorem 43 before we give the technical proof of Lemma 46. The ideas for the computations in the next two proofs were developed together with Emre Sertöz.
Proof of Theorem 6 and Theorem
corresponds to e 0 , the second row to e 1 , and the i-th column corresponds to e i+1 . According to Lemma 46, the kernel of Φ L is spanned by
is spanned by all the matrices above as well as
where C 2 = 0 and c 2,1 are constants. More generally, for 1 All these matrices together span T Lm(X),L . Thus, the conormal space
Since the matrix entry in row 2 and column n − m + 1 is zero in every matrix in N * Lm(X),L , the only rank one matrices in N * Lm(X),L are scalar multiples of the first matrix in (17). By our choice of coordinates, the linear
consists just of one point as claimed in Theorem 43.
We can either see from (17) or directly from (13) that
Hence, we can embed
and denote the image of this embedding by N ′ . In our coordinates, this embedding simply forgets the first n − m columns of the matrices in (17). As before, P(N ′ ) intersects the Segre variety
set-theoretically at one point. Since the codimension of this Segre variety in its ambient space P(
) is m − 2 and the dimension of P(N ′ ) is also m − 2, the intersection multiplicity at the unique point of intersection is deg
Since both vector spaces in (11) have the same dimension, the equality in (11) is proven.
For the remaining assertions, we choose coordinates x 0 , . . . , x n on P n such that we can express the flag in (10) with the following zero loci:
In the following, we work in the affine chart P n \ Z(x 0 ) ∼ = A n with the standard basis e 1 , . . . , e n . We extend this basis to a basis for
. Note that these coordinates are compatible with the coordinates in the proof of Theorem 43. We write f (x) = f 1 (x) + f 2 (x) + . . . for the defining equation of X in the chosen affine chart, where f i is homogeneous of degree i. By our choice of coordinates, there are constants c i,j such that the gradients of the f i satisfy ▽f 1 = (0, . . . , 0, c 1,n ) for c 1,n = 0, ▽f 2 (e 1 ) = (0, . . . , 0, c 2,n−1 , c 2,n ) for c 2,n−1 = 0, . . . 
For every tangent direction e 1 , . . . , e n−1 to X \ Z(x 0 ) at p L , we compute its fiber under Φ L as follows. For each 1 ≤ i ≤ n − 1, we choose a path of points γ i (t) = e i · t + O(t 2 ) ∈ X \ Z(x 0 ). Along the path γ i , we compute all possible paths of lines
For this, we consider the Taylor expansion of f around γ i (t). Hence, we perform a linear change of coordinates
. Now we want to write again
j is homogeneous of degree j inx. For j = 1, . . . , m, we have f j (x + γ i (t)) = f j (x) + t e i , ▽f j (x) + O(t 2 ), where ·, · denotes the nondegenerate bilinear form (x, y) → k x k y k . This implies
The solutions of these m − 1 polynomials are the directions with contact order of at least m at γ i (t). Since we are only interested in paths of lines that start at L, we want to compute those solutions of F
1 (x) = 0, . . . , F
m−1 (x) = 0 that are of the form v(t) := e 1 + d · t + O(t 2 ) for some d ∈ A n . We get that
is spanned by γ i (t) and γ i (t) + v(t). To this path of lines corresponds the tangent vector
Since ϕ i,v(t) depends only on d, we write ϕ i,d := ϕ i,v(t) . The fiber of the tangent direction e i under Φ L is spanned by all ϕ i,d such that d ∈ A n is a solution of
and Euler's relation for homogeneous polynomials, we have
. . . 2 ≤ i ≤ n − m + 1 : The fibers of the tangent directions e 1 , . . . , e n−m+1 under (21). Furthermore, the equality
shows that d
n−m+2 is some constant. As before, d (21), where ϕ i,d (i) is defined by (20), we have shown (13).
and the two constants c k,n−k+1 and c k+1,n−k are non-zero, we get that d
n−k+1 must be a non-zero constant. Finally, we have for k + 1 ≤ j ≤ m − 1 that
n−m+2 are some constants. As before, the remaining entries d 
Isotropic Varieties
We investigate a dual notion to coisotropic varieties. Instead of imposing rank one conditions on the conormal spaces of a subvariety of a Grassmannian, we require such conditions to hold for its tangent spaces.
Definition 47. An irreducible subvariety Σ ⊂ Gr(ℓ, P n ) of dimension d ≥ 1 is isotropic if, for every L ∈ Reg(Σ), the tangent space of Σ at L is spanned by rank one homomorphisms or is in the Zariski closure of the set of such spaces, i.e.,
Moreover, Σ is strongly isotropic if, for every L ∈ Reg(Σ), the rank of every homomorphism in the tangent space of Σ at L is at most one, i.e.,
First, we prove that all subvarieties of Grassmannians with low enough codimension are isotropic.
Proof of Proposition 12. Let Σ ⊂ Gr(ℓ, P n ) be a subvariety with codim Σ ≤ n − 1.
for every L ∈ Gr(ℓ, P n ). By Lemma 29, we have
In particular, Σ is isotropic.
Isotropic Curves
In this section, we show that the isotropic curves are exactly the curves of osculating spaces to projective curves. For a detailed treatment of osculating spaces and osculating bundles of projective curves we refer to [Pie76] . We only give a brief and non-exhaustive summary here. For a nondegenerate irreducible curve C ⊂ P n and an integer 0 ≤ k ≤ n, we define the osculating k-space L k (x) at a point x ∈ Reg(C) to be the k-dimensional subspace of P n which has the highest order of contact with C at x. This order of contact of L k (x) with C is at least k +1, and at a general point x ∈ C it is exactly k + 1. Those osculating k-spaces with a higher contact order are called hyperosculating or stationary k-spaces. For example, the tangent line at a flex point is a stationary tangent. For k < n, we define the curve Osc k (C) ⊂ Gr(k, P n ) of osculating k-spaces of C as the Zariski closure of the set of all osculating k-spaces L k (x) at smooth points x ∈ C.
Remark 48. Clearly, Osc 0 (C) = C. The curve Osc 1 (C) consists of the tangent lines of C. It was denoted by T (C) for C ⊂ P 3 in Example 18. The curve Osc n−1 (C) ⊂ Gr(n − 1, P n ) ∼ = (P n ) * is also known as the dual curve of C. For any nondegenerate curve C ⊂ P n , the dual curve of Osc n−1 (C) is again the original curve C [Pie76, Thm. 5.1]. ♦ Of course we can also define osculating spaces to degenerate curves, which we will use in the formulation of Theorem 52. If a curve C ⊂ P n spans P m ⊂ P n for m < n, we define the osculating k-spaces for 0 ≤ k ≤ m inside of P m such that we have m curves Osc k (C) ⊂ Gr(k, P n ) for 0 ≤ k < m. Now we consider an irreducible isotropic curve Σ ⊂ Gr(ℓ, P n ). Since each curve in P n or (P n ) * is trivially isotropic, we assume 1
This provides us with a rational map τ : Σ Gr(ℓ − 1, P n ) × Gr(ℓ + 1, P n ). We denote the projections of the codomain onto the first or second factor by π − or π + , respectively. Moreover, for ⋆ ∈ {+, −}, we let ̟ ⋆ := π ⋆ • τ and define Σ ⋆ ⊂ Gr(ℓ ⋆ 1, P n ) as the Zariski closure of the image of ̟ ⋆ . We summarize these maps in the following commutative diagram:
Since Σ is an irreducible curve, Σ − and Σ + are both irreducible and have each dimension zero or one. If Σ − is a point, then all L ∈ Σ contain the same (ℓ − 1)-dimensional subspace. Analogously, if Σ + is a point, then all L ∈ Σ are contained in the same (ℓ + 1)-dimensional projective space. If Σ − or Σ + is a curve, we show now that it is isotropic and that we can recover Σ from it.
Proof. The proof of this statement is completely dual to the proof of Lemma 49. We consider a general L ∈ Σ such that the differential
For every curve Σ ⊂ P n , we define Σ + ⊂ Gr(1, P n ) as above. Note that Σ + is the curve of tangent lines to Σ. Dually, for a curve Σ ⊂ Gr(n − 1, P n ) ∼ = (P n ) * , we define Σ − ⊂ Gr(n − 2, P n ). This allows us to formulate the following:
Corollary 51. Let Σ ⊂ Gr(ℓ, P n ) be an irreducible isotropic curve. If ℓ ≥ 1 and Σ − is a curve, then (Σ − ) + = Σ. Dually, if ℓ ≤ n − 2 and Σ + is a curve, then
Proof. The first part follows immediately from Lemma 49, which shows that (L − ) + = L for a general L ∈ Σ. Similarly, Lemma 50 implies the second part.
So far we have shown that we can associate a maximal sequence of isotropic curves in different Grassmannians to each isotropic curve Σ ⊂ Gr(ℓ, P n ), where 0 ≤ ℓ ≤ n − 1. By this, we mean a sequence of isotropic curves
where Σ ℓ = Σ, and ℓ 1 ∈ {0, . . . , ℓ} is minimal and ℓ 2 ∈ {ℓ, . . . , n−1} is maximal such that Σ
is a point in Gr(ℓ 2 + 1, P n ), i.e., an (ℓ 2 + 1)-dimensional subspace P 2 ⊂ P n . For each ℓ 1 ≤ i ≤ ℓ 2 , we have that every L ∈ Σ i is contained in P 2 . Hence, the whole sequence (22) of isotropic curves can be embedded into Grassmannians of subspaces of
is a point in Gr(ℓ 1 −1, P n ), i.e., an (ℓ 1 −1)-dimensional subspace P 1 ⊂ P n . For each ℓ 1 ≤ i ≤ ℓ 2 , we have that every L ∈ Σ i contains P 1 . Thus, denoting by π P 1 : P n P(A n+1 /P 1 P 1 P 1 P 1 P 1 P 1 P 1 P 1 P 1 ) ∼ = P n−ℓ 1 the projection away from P 1 , we can embed the whole sequence (22) into smaller Grassmannians via
We denote by π P 1 (Σ i ) the image of Σ i under this embedding.
Therefore, we can always assume that ℓ 1 = 0 and ℓ 2 = n − 1. In this case, Σ k = Osc k (Σ 0 ) for every 0 ≤ k ≤ n − 1, as the following theorem shows. Recall for this theorem that we view the empty set as a projective space with dimension −1.
Theorem 52. 1. For each irreducible curve Σ 0 ⊂ P n and each 0 ≤ k ≤ ℓ 2 , we have that Osc k (Σ 0 ) = Σ k . In particular, the curve Osc k (Σ 0 ) of osculating k-planes of Σ 0 is isotropic.
2. For each irreducible isotropic curve Σ ⊂ Gr(ℓ, P n ), there is a unique subspace P 1 ⊂ P n and a unique irreducible curve C ⊂ P n−dim P 1 −1 such that −1 ≤ dim P 1 < ℓ, every L ∈ Σ contains P 1 , and π P 1 (Σ) = Osc ℓ−dim P 1 −1 (C).
Note that this theorem is a reformulation of Theorem 7.
Proof of Theorem 7 and Theorem 52. Let us first consider the second part of Theorem 52. We write Σ ℓ = Σ and associate the maximal sequence (22) of isotropic curves. If ℓ 1 = 0, we set P 1 := ∅. Otherwise, ℓ 1 > 0 and
. Note that P 1 is the maximal subspace of P n with the property that it is contained in every L ∈ Σ. In any case, we define C := π P 1 (Σ ℓ 1 ) ⊂ P n−ℓ 1 . Now, π P 1 (Σ) = Osc ℓ−ℓ 1 (C) follows from the first part of Theorem 52.
Hence, it is enough to show the first assertion of this theorem. For this, we consider an irreducible curve Σ 0 ⊂ P n and a point p ∈ Reg(Σ 0 ). We choose coordinates such that p = (1 : 0 : . . . : 0). Without loss of generality, we may work in the affine chart P n \ Z(x 0 ). Since Σ 0 is smooth around p, there is a local analytic isomorphism f from a neighborhood of the origin in A 1 to a neighborhood of the point p in Σ 0 . The map f has the form f (t) = (f 1 (t), . . . , f n (t)) for some f 1 , . . . , f n ∈ C[[t]] with f (0) = (0, . . . , 0). In our affine chart, the osculating k-plane at f (ε) is the affine span of f (ε), ∂f ∂t (ε), . . . ,
In particular, L k (0) is the osculating k-plane at p. The tangent line at A k (ε) to the curve in A (k+1)×(n+1) parametrized by t → A k (t) is the affine span of A k (ε) and
Hence, by Corollary 20, the tangent line at L k (0) to the curve Osc k (Σ 0 ), which is locally parametrized by t → L k (t), is spanned by
. . .
1,
Since p was an arbitrary smooth point of Σ 0 , this shows that the curve Osc k (Σ 0 ) is isotropic with (Osc k (Σ 0 )) + = Osc k+1 (Σ 0 ) and (Osc k (Σ 0 )) − = Osc k−1 (Σ 0 ). Now the assertion Osc k (Σ 0 ) = Σ k follows by induction on k. It is trivial for k = 0. For k > 0, the induction hypothesis yields (Osc
Example 53. Let Σ ⊂ Gr(1, P 3 ) be an irreducible isotropic curve and let S Σ in P 3 be the union of all lines on Σ. If Σ − ⊂ P 3 is a nondegenerate curve, the surface S Σ is the tangent developable of Σ − . The projectively dual variety S ∨ Σ is the dual curve Osc 2 (Σ − ) = Σ + of Σ − (see [Pie81, page 111] ). The ruled surface S Σ is cuspidal along Σ − , and Σ − is classically known as its edge of regression. We summarize these duality relations in Figure 1 , where E(S) ⊂ P 3 denotes the edge of regression of a developable surface S ⊂ P 3 .
The situation degenerates when Σ − ⊂ P 3 is a plane curve. In this case S Σ is the plane containing Σ − , and (Σ − ) ∨ is a cone with vertex S ∨ Σ = Σ + . Dually, if Σ − is a point and Σ + is a plane curve, then S Σ is a cone with vertex Σ − . Finally, if both Σ − and Σ + are points, then S Σ is the plane (Σ + ) ∨ .
In any case, the ruled surface S Σ can be either a plane or the dual of a curve. So shortly put, the curve Σ ⊂ Gr(1, P 3 ) is isotropic if and only if the surface S Σ ruled by the lines on Σ is developable. ♦
Figure 1: Duality relations of a nondegenerate curve C ⊂ P 3 .
Strongly Isotropic Varieties
In this subsection, we show that each strongly isotropic variety is either a curve or a subvariety of an α-or β-variety.
Definition 54. For 1 ≤ ℓ ≤ n and P 1 ∈ Gr(ℓ − 1, P n ), we call
the α-variety of P 1 . Analogously, for 0 ≤ ℓ ≤ n − 2 and P 2 ∈ Gr(ℓ + 1, P n ), the β-variety of P 2 is β(
Note that α(P 1 ) is isomorphic to Gr(0, P n−ℓ ) = P n−ℓ , and that β(P 2 ) is isomorphic to Gr(ℓ, P ℓ+1 ) ∼ = (P ℓ+1 ) * .
Remark 55. The tangent space of the α-variety α(P 1 ) at a point L is the α-space E α (P 1 P 1
). Dually, the tangent space of the β-
Conversely, given any L ∈ Gr(ℓ, P n ) and an α-space in T Gr(ℓ,P n ),L , there is a unique α-variety containing L whose tangent space at L is the given α-space. The analogous assertion holds for β-spaces and β-varieties. ♦
These observations show that subvarieties of α-and β-varieties are strongly isotropic. In fact, we can even show that all strongly isotropic varieties either are such subvarieties or have dimension one. Note that we have seen in Subsection 4.1 that (strongly) isotropic curves are not necessarily contained in α-or β-varieties. The curve Osc 1 (C) ⊂ Gr(1, P 3 ) of tangent lines to a nondegenerate irreducible curve C ⊂ P 3 is such an example.
Theorem 56. 1. Every subvariety of an α-or β-variety is strongly isotropic.
2. Every irreducible strongly isotropic variety of dimension at least two is either a subvariety of a unique α-variety or a subvariety of a unique β-variety.
This theorem is a more specific version of Theorem 10. As in the classification of strongly coisotropic varieties in Subsection 3.1, we use Lemma 36 two distinguish two types of strongly isotropic varieties.
Definition/Corollary 57. Let Σ be an irreducible strongly isotropic variety of dimension at least two. Either each tangent space at a smooth point of Σ is contained in a unique α-space, or each tangent space at a smooth point of Σ is contained in a unique β-space. In the first case, we call Σ strongly isotropic of α-type. In the latter case, we say that Σ is strongly isotropic of β-type.
Lemma 58. Every strongly isotropic variety in Gr(ℓ, P n ) of α-type has dimension at most n − ℓ, and every strongly isotropic variety of β-type has dimension at most ℓ + 1.
Proof. This follows from the fact that
have dimension n − ℓ and that the dimension of β-spaces is ℓ + 1, where L ∈ Gr(ℓ, P n ).
Lemma 59. 1. A subvariety Σ ⊂ Gr(ℓ, P n ) is strongly isotropic of α-type if and only if Σ ⊥ ⊂ Gr(n − ℓ − 1, (P n ) * ) is strongly isotropic of β-type.
2. Moreover, Σ is contained in the α-variety α(P 1 ) if and only if Σ ⊥ is contained in the β-variety β(P ∨ 1 ).
Proof. First, we notice that L is a smooth point of Σ if and only if L ∨ is a smooth point of 
This shows the first part of Lemma 59. The second part is immediate.
Thus, to prove Theorem 56, we only have to consider strongly isotropic varieties of α-type. To every strongly isotropic variety Σ ⊂ Gr(ℓ, P n ) of α-type, we can associate a variety Σ ker ⊂ Gr(ℓ − 1, P n ) as follows. For every smooth point L of Σ, there is a unique hyperplane P L ⊂ L such that every tangent vector
Hence, we get a rational map
and we define Σ ker to be the Zariski closure of its image. Since Σ is irreducible, so is Σ ker . We will prove Theorem 56 by showing that Σ ker is a point.
Lemma 60. Let Σ ⊂ Gr(ℓ, P n ) be a strongly isotropic variety of α-type.
For a general point L of Σ, the image of every tangent vector
2. If the general fiber of Ψ ker contains exactly one point, then Σ ker is strongly isotropic of β-type. Otherwise, Σ ker must be a point.
Proof. For a general point L ∈ Σ, the differential
In particular, the rank of φ is at most one. Since D L Ψ ker is surjective, every φ ∈ T Σ ker ,P L has at most rank one and
This shows that Σ ker is strongly isotropic of β-type if dim Σ ker ≥ 2. Now we have shown the first assertion of Lemma 60 as well as the first part of the second assertion.
Finally, we assume that the general fiber of Ψ ker contains more than one point. We consider a general point P ∈ Σ ker and two general points L 1 , L 2 ∈ Ψ −1 ker (P ) in its fiber. Both differentials D L 1 Ψ ker and D L 2 Ψ ker are surjective, and the image of every φ ∈ T Σ ker ,P is contained in
L 2 /P P P P P P P P P = {0}. Thus, the dimension of Σ ker must be zero.
Proof of Theorem 10 and Theorem 56. The first part follows immediately from Remark 55. For the second part, let Σ ⊂ Gr(ℓ, P n ) be an irreducible strongly isotropic variety of dimension at least two. Due to Lemma 59, we can assume that Σ is of α-type. Thus, we have a dominant rational map Ψ ker : Σ Σ ker as in (23). Moreover, we assume for contradiction that Σ ker ⊂ Gr(ℓ − 1, P n ) is not a point.
By Lemma 60, the general fiber of Ψ ker consists of exactly one point and Σ ker is strongly isotropic of β-type. In particular, dim Σ ker = dim Σ.
We denote by X ker ⊂ P n the variety swept out by all P ∈ Σ ker . It is the image of the incidence correspondence F ker := {(x, P ) ∈ P n × Σ ker | x ∈ P } under the projection π onto the first factor; so dim X ker ≤ dim F ker = dim Σ + ℓ − 1 ≤ n − 1 by Lemma 58. At a smooth point (x, P ) ∈ F ker such that P ∈ Reg(Σ ker ) the incidence correspondence has the tangent space T F ker ,(x,P ) = (φ, ϕ) ∈ Hom(x x x x x x x x x, A n+1 /x x x x x x x x x) × T Σ ker ,P | ϕ| x x x x x x x x x = (φ mod P P P P P P P P P ) ,
since the inclusion "⊂" follows from Lemma 17 and both linear spaces in (24) have the same dimension. Let (x, P ) ∈ F ker be general. As the differential D (x,P ) π : T F ker ,(x,P ) → T X ker ,x of π at (x, P ) is surjective, we see from (24) that T X ker ,x = φ ∈ Hom(x x x x x x x x x, A n+1 /x x x x x x x x x) | ∃ϕ ∈ T Σ ker ,P : ϕ| x x x x x x x x x = (φ mod P P P P P P P P P ) .
We denote by L ∈ Σ the unique point in the fiber Ψ −1 ker (P ). By Lemma 60, the space T X ker ,x is a subset of H x,L := {φ ∈ Hom(x x x x x x x x x, A n+1 /x x x x x x x
x x}. The dimension of H x,L is ℓ, which implies that the dimension of X ker is at most ℓ. Since we assumed that Σ ker ⊂ Gr(ℓ − 1, P n ) is not a point, the dimension of X ker must be exactly ℓ, so T X ker ,x = H x,L . Moreover, the dimension of the fiber π −1 (x) is dim F ker − dim X ker = dim Σ − 1 ≥ 1. We pick another general point (x, P ′ ) in this fiber and repeat the above argument. We see that the unique point L ′ ∈ Σ in the fiber Ψ −1 ker (P ′ ) also satisfies T X ker ,x = H x,L ′ . In particular, we have H x,L = H x,L ′ , so L = L ′ and P = P ′ , but this is a contradiction since (x, P ) and (x, P ′ ) were generally chosen on the variety π −1 (x) of dimension at least one.
Thus, we have shown that Σ ker must be a point, i.e., an (ℓ − 1)-dimensional subspace P ⊂ P n . Every L ∈ Σ contains P , so Σ ⊂ α(P ).
