The input-output (i/o) linearization with simultaneous decoupling problem of nonsquare nonlinear systems via restricted state feedback is investigated. The problem is treated on the basis of a new algebraic approach, whose main feature is that it reduces the determination of the admissible state feedback control laws to the solution of an algebraic and a first order partial differential systems of equations.Verifiable necessary and sufficient conditions, of algebraic nature, for the solvability of the aforementioned problem, which rely on the solvability of these systems equations, are established. Moreover, an explicit expression for a special admissible restricted state feedback controller is analytically derived.
Introduction
State feedback diagonal decoupling problem has long been the focus of attention by many control designers, since it offers a new dimension of flexibility to the design process. In the case where nonsingular input transformation is assumed, the problem has been extensively treated in the past (see e.g. [1] , [2] , [5] for linear and [3] - [5] , [17] for nonlinear systems).
Without any assumption on the input transformation, the diagonal decoupling, called in this case the Morgan's problem [6] , was studied in the past in [7] - [11] , for linear time invariant systems and in [12] for nonlinear systems.Up to now, only special cases of the Morgan's problem, in which restrictive assumptions are added to the system, were treated (see [11] , [12] for an extended analysis of this issue). For these particular cases, necessary and/or sufficient conditions for the solvability of the problem were established [7] , [9] , [10] , [12] . Nevertheless, the general static Morgan's problem is still open. An alternative way to approach Morgan's problem, is the one based on restricted state feedback. When restricted state feedback is applied, general results can be obtained for linear systems [13] - [15] as well as for nonlinear systems [16] . In particular, for the case of nonlinear systems, the problem of i/o linearization and decoupling, treated in this paper, is investigated also in [16] , wherein a geometric approach is used to establish necessary and sufficient conditions for the solvability of the problem. In the approach reported in [16] , a priori assumption on the relative degrees of the i/o linearized and decoupled closed-loop system is made. Furthermore, the solvability criteria suggested there, are of geometric nature, which intuitively may be relaxed to verifiable ones.
In the present paper, a new approach to the i/o linearization with simultaneous decoupling problem of nonsquare nonlinear systems, using restricted state feedback is presented. The proposed approach is motivated by the results reported in [15] and it is a purely algebraic one. Its main feature consists in that it reduces the determination of the admissible controller to the solution of a system of algebraic equations and of a system of first order partial differential equations. On the basis of these systems of equations, easily verifiable necessary and sufficient conditions of simple algebraic nature are established for the solvability of the aforementioned problem. It is emphasised also that these conditions constitute sufficient conditions for the static Morgan's problem of nonlinear systems. Furthermore, our approach directly offers an explicit expression for a special admissible restricted static state feedback controller. Note also that, the present approach provides the fundamental equations needed for the characterisation of all admissible controllers as well as of the respective i/o linearized and simultaneously decoupled closed-loop responses. The proposed technique gives some new insights to the decoupling problem of nonlinear systems, since it elaborates the problem in a more general context in comparison with known results.
Preliminaries and problem statement
Consider the nonlinear nonsquare analytic system described in state -space by
where the input vector u∈ R m is a vector of analytic functions, the output vector y R p ∈ and the state x belongs to an open subset X of R n . In (2.1), g 0 and G are analytic matrix valued functions of x and h(x) is an analytic mapping from X to R p . Furthermore, consider the nonlinear restricted state feedback control law u=B(x)(a(x)+w) (2.2) where the external input w∈ R p is a vector of analytic functions, and a(x) and B(x) are analytic matrix valued functions of x.
Consider now applying to system (2.1) the control law (2.2). The resulting closedloop system will have the form
w,x(0)=x 0 ,y=h(x) (2.3a) where
3b) Observe that the closed-loop system (2.3a) is square with p number of inputs and outputs. Hence, it is reasonable to investigate whether this system is simultaneously i/o linearized and decoupled.
In what follows we denote by J ρ the set of integers {1,2,...,ρ }, where ρ ∈ + Z , and by J ∞ the set of positive integers {1,…, ∞ }. The following two Lemmas provide us criteria for system (2.3) to be i/o linearized or decoupled (see [17] for details].
Lemma 2.1.
The nonlinear system (2.3) is i/o linearized if the following relations hold 
Combining appropriately Lemmas 2.1 and 2.2 it is obvious that a criterion for system (2.3) to be simultaneously i/o linearized and decoupled is given by the following Theorem. 
in the neighbourhood of x 0 , and
, are real numbers not all zero.
On the basis of Theorem 2.1 the problem of i/o linearization and simultaneous decoupling for system (2.1) can be stated as follows:
The combined problem of i/o linearization with decoupling for the nonsquare system (2.1) via restricted state feedback consists in determining a control law of the form (2.2) such that the closed-loop system (2.3) is i/o linearized and simultaneously decoupled, i.e. relations (2.4a and b) of Theorem 2.1, are simultaneously satisfied.
The approach presented in this paper in order to treat the problem of i/o linearization and decoupling rely on the Definition 2.1. To simplify the presentation of our approach we give at this point some useful material.
Definition 2.2.
The characteristic numbers of the nonlinear system (2.1) are the nonnegative integers s i γ for i J p ∈ , satisfying the following relations
It is remarked that the characteristic numbers γ i s ' of (2.1) depend on the unknown matrix valued function B(x) of the control law.
The following Lemma states some properties of the characteristic numbers which may be easily proven and will be useful in the sequel.
Theorem 2.2
The nonlinear system (2.1) may be i/o linearized and simultaneously decoupled under the restricted state feedback (2.2) if there exist matrix valued functions a(x) and B(x) such that the following relations simultaneously hold
2 gives a mathematical formulation of the i/o linearization with simultaneous decoupling problem for nonsquare nonlinear systems by restricted static state feedback. Relations (2.5a, b) will be the basis of the analysis of the problem that follows.
3.Derivation of the design equations
In what follows, our aim is to manipulate relations (2.5a, b) in order to obtain a more appropriate relation for the study of the i/o linearization and decoupling problem via restricted state feedback. Keeping this in mind, the following Lemma can be proven using the perfect inductive method [17] .
Lemma 3.1.
The following equality holds for any
On the basis of Lemma 3.1, relations (2.5) may be rewritten in the following form ( ) ( )
where use was made of the definition of the characteristic numbers γ i s. Furthermore, substituting appropriately (2.5) into (3.2) we obtain ( ) ( )
where e i T denotes the i-th row of the mxm identity matrix ( ) x a i denotes the i-th element of the vector valued function a(x). To produce (3.3b) use was made of the definition of the characteristic numbers and of Lemma 2.1. We mention that from (3.3a) and the definition of the characteristic numbers we readily conclude
To facilitate the solution of (3.3) with respect to ( ) for i J p ∈ and k J n ∈ 2 . Introducing (3.6) into (3.3) and solving the resulting equations
for i J p ∈ and k J n ∈ 2 . Equation (3.7a) is linear algebraic with respect to ( ) x G − while (3.7b) is a system of partial differential equations with respect to ( ) x a i . Note that for such a system of partial differential equations one cannot, in general guarantee the existence of a solution. However, due to the specific form of (3.7b), it is plausible to establish conditions for its solvability. To this end, we state the following Lemma, which can be easily proven by induction (see [15] , [17] for a similar result].
Lemma 3.2.
For k J n ∈ 2 , the following identity holds 
Using the definition of Lie bracket operation, equations (3.8) take on the form
It is mentioned that (3.9b, c) is a system of first order partial differential equations with respect to ( ) x a i , whose solvability criteria are well established. The following Theorem can now be formulated. 
and where 
Necessary and sufficient conditions
In this Section we will establish the necessary and sufficient conditions for the solvability of the i/o linearization with simultaneous decoupling problem using restricted state feedback. To this end, define the vector ( ) and where use was made of the definition of ( )
and of the fact that ρ 0,i ≠ 0,i J p ∈ .Next, consider the matrices ( ) 
The following Theorem can now be formulated. It is obvious that if (4.6) has a solution for B(x), then the following condition holds
for any x around x 0 . Moreover, since P 0 is invertible, by construction, it also holds that
where P0
∧ is defined as in the sufficient part of the proof of Theorem 3.2. Furthermore, denote by σ the integer 
Then the solution of (4.12) with respect to ( ) 
Finally, introducing expressions (4.14) and (4.15) into (4.11), the matrix valued function ( ) x B ∧ will be given by ( ) where use was made of (3.4) and (3.5).
Conclusions
A new approach to the i/o linearization with simultaneous decoupling problem of nonsquare nonlinear systems via restricted static state feedback is presented in this paper. The proposed approach reduces the determination of all the admissible control laws to the solution of an algebraic and a nonhomogeneous first order partial differential systems of equations. On the basis of these systems of equations simple algebraic criteria for the solvability of the aforementioned problem are established. Moreover, an analytic expression of an admissible restricted static state feedback is derived.
The present approach seems to be more powerful than known techniques, since it provides the fundamental equations needed for the characterisation of all admissible controllers as well as the respective i/o linearized and simultaneously decoupled closed-loop response. It also appears that it can be easily extended to treat other relative problems for nonlinear systems, as for example the disturbance rejection with simultaneous i/o linearization and decoupling problem, via restricted state feedback.
