This paper compares Monte Carlo methods, lattice rules, and other low-discrepancy point sets on the problem of evaluating asian options. The combination of these methods with variance reduction techniques is also explored.
INTRODUCTION
For the approximation of multidimensional integrals, two types of methods are widely used. Monte Carlo (MC) methods are the best known and require the use of a pseudorandom generator. Quasi-Monte Carlo (QMC) methods use low-discrepancy point sets and are deterministic: The idea is to use points that are more regularly distributed over the integration space than random points. The best known methods to achieve this are the lattice rules and (t, s)-sequences (or (t, m, s)-nets); see, e.g., Owen (1998) , Niederreiter (1992) and Sloan and Joe (1994) .
When MC methods are used to estimate the value of an integral, the central limit theorem allows the calculation of an error estimate that gives an idea of the quality of the estimator. This probabilistic error is in O (N-'l2) , where N is the sample size, independently of the dimension s of the integrand. For QMC methods, a wide body of literature exists on how to derive deterministic error bounds (Niederreiter 1992; Hickernell 1998; Hickemell 1999) . These bounds are the product of two quantities: The discrepancy, which measures the uniformity of the point set, and a measure of variation of f, which tells about the roughness of the integrand. There are several ways of defining the discrepancy, each one coming with its corresponding definition for the variation of f and with a class of functions for which the error bound applies. For low-discrepancy point sets, these bounds are in O ( ( l o g N ) S / N ) , a better asymptotic rate than O(N-1/2). In practice, however, these bounds are often almost imlpossible to calculate and are also extremely loose.
A simple way of getting an error estimate in the QMC case is to randomly shift the point set, modulo 1 coordinate-wise, and repeat this independently, say, m times. This gives m i.i.d. unbiased integral estimates, from which a variance estimate and a confidence interval can be computed in the usual way. This randomization technique was suggested by Cranley and Patterson (1976) .
In this paper, we compare lattice rules with MC methods, on the financial problem of pricing asian options. We find tihat lattice rules easily win over MC and still dominate in dimensions as large as 120. These results indicate thiat the class of functions for which these lowdiscrepancy point sets give efficient estimators is not as restricted as what is usually suggested in the literature (Sloan and Joe 1994; Owen 1997) . We also compare the lattice rules with (t,s)-sequences, such as Sob01 and generalized Faure sequences, on the same problem, and find that the lattice rules are competitive.
The paper is organized as follows. Section 2 summarizes basic definitions and facts about lattice rules and criteria to select them, for a given number of points. In section 3, we state the problem of asian options pricing. We give numerical results in section 4. Finally, we conclude in section 5.
LATTICE RULES
To estimate the integral
we choose a point set P = ( 5 1 , . . . , Z N } in [0,1)" and compute the estimator
In the MC method, the points in P come from a pseudorandom generator. For the QMC method, P is a low-discrepancy point set, coming from either a ( t , s)-sequence or a lattice rule.
We recall the following standard definitions regarding lattice rules (Hickemell 1999; Sloan and Joe 1994) .
An s-dimensional integration lattice, L, is a discrete subset of R" that is closed under addition and substraction and which contains the integer vectors Zs as a subset.
A shifted lattice with shift A E R" is the set
The node set for a shifted integration lattice, L + A, is the set of points in the lattice that fall inside the
A rank-1 lattice is a lattice whose node set may be expressed as
for some generating vector h E Z", where {x} = z -Lz] = z mod 1.
It is interesting to note that for a rank-1 lattice -with N points and generating vector h of the form h = (1, a,. . . , a"-'), the node set is the set of all s-tuples formed by successive output values of a linear congruential generator (LCG) with modulus N and multiplier a, from all possible initial seeds (including 0). We use this connection to choose our lattice rules (as explained later).
If P is the node set of an integration lattice, assuming that the integrand f has an absolutely convergent Fourier series, the integration error is (see. e.g., Sloan and Joe 1994) Q f -I f =
hELL\{O} where f ( h ) = Jlo,l)s f(z)e-2nah.x dx, is the Fourier coefficient of f evaluated at h.
It is common to assume that the Fourier coefficients decrease as h gets away from the origin. This amounts to assuming that f is "sufficiently smooth". In view of (l),
we thus want the points of the dual lattice to be far away from the origin, when the distances are measured with an arbitrary norm, say 11 . 11. A general $gure of merit (to be Table 2 of L'Ecuyer (1998b). They have the convenient property that their lattice structure is good uniformly in s, for s 5 32, and also quite good for most s > 32. The same LCG (or lattice rule) can thus be used for all s, instead of choosing a different rule for each s as done, e.g., in Sloan and Joe (1994) . The lattice rules based on LCGs are also very easy to implement: The points are obtained simply by running the LCG as usual and taking all the overlapping vectors of successive output values over the entire period.
To estimate the integration error, we use the randomization technique of Cranley and Patterson (1976) Finance gives rise to several interesting problems involving the computation of multidimensional integrals. An example of this kind of problems is the pricing of contingent claims, which are assets having a price that depends on the value of other assets, called underlying assets. An asian option is an example of a contingent claim; its price depends on the mean value of an underlying asset during a certain period of time. More precisely, let S ( t ) = value of the underlying asset at time t , s = number of instants where S(.) is sampled, TI = beginning of the period in which the mean is calculated, T = expiration date of the option, K = strike price of the option.
If C A (~) denotes the value of the asian call option at time t, then by definition its final value is which is the difference between the average value of the underlying asset sampled at s points equally spaced over the period (T1,T) and the strike price K , provided that this average exceeds K , otherwise the option has no value.
To model the evolution of the underlying asset, we use the model of Black and Scholes (1973) , which says that
where p is the mean return parameter of the asset, a is its volatility parameter and B ( -) is a standard Brownian motion. This model involves other assumptions about the market implying the existence of a unique risk-neutral measure under which N ( 0 , t 2 ) , a Gaussian random variable with mean 0 and variance t.
In practice, it is the option on the arithmetic average that is solcl, but the one on the geometric average can be used as a control variable, as explained in Kemna and Vorst (1990) . The final value of the asian call option on the geometric average is defined as This option can be priced exactly for the Black-Scholes model (a product of lognormal random variables is also a lognormal). The geometric average is always smaller than the arithmetic average, but these two quantities are highly correlated and so are the corresponding option prices. As shown in the next section, this control variable brings a dramatic variance reduction. We also use antithetic variates, which give us a small additional reduction of the variance. For more on variance reduction, see, e.g., L'Ecuyer (1994) and other references given there. Lemieux (1'996) studies and compares several approaches for evaluating asian options under the Black-Scholes model, including simulation with the variance reduction techniques described above, and other approximation methods.
NUMERICAL RESULTS

4.1
The followiing results compare lattice rules with MC simulations on the asian option problem, with and without the control variable and antithetic variates. Four different estimators aire calculated for both MC and the lattice rules: A naive estimator (naive), one with antithetic variates (ant.), one with the control variable (c.v.), and one that combines these two variance reduction methods (ant. c.v.). The last 8 columns of Tables 1 and 2 correspond to these 8 cases.
Three values of the strike price K are considered in these tables. The higher the strike price, the smaller the probability of a nonzero final value, which means (intuitively) a larger relative error. In the tables, I; and 8 are the empirical mean and standard error as defined in (4) and i(5). For the MC estimators, the number in
Impact of Variance Reduction Techniques
parentheses under 6 is b2/bg, where 6 . 0 2 is the value of b2 for the naive estimator. For the lattice rule estimators, this number in parentheses gives the ratio of their estimated variance 82 to that of the corresponding MC estimator (which uses the same variance reduction strategy). The next line in the tables gives the CPU time in seconds to perform all the m N simulations runs and compute the estimators. The line labelled "eff." gives the (estimated) eficiency of the estimator, which is defined as the inverse of the product of the estimated variance by the CPU time. The numbers in parentheses under the efficiency values provide ratios similar to those given for the variance three lines above, but for the efficiency instead of d2.
For the examples considered in this paper, the risk-free rate and the volatility in the Black-Scholes model are fixed to T = In1.09 and = 0.2. We also take S(0) = 100, T = 120 days and m = 100. The length of the sampling period, T -T I , which is also equal to the number s of dimensions, is 10 in Table 1 and 120 in Table 2 . The value of N , which is the number of points as well as the modulus of the corresponding LCG, and its multiplier a, are given at the top of each table.
In Table 1 , we see that the control variable increases the efficiency by large factors (around lo6). When no other variance reduction technique is used, the lattice rule estimator is more efficient than the MC estimator by a factor as large as 500 in one case and at least 100 in all cases. Even when both variance reduction techniques are combined, lattice rules still provide estimators at least 3 times more efficient than the MC estimators. Variance reduction techniques "even" the integrand. For this new integrand, the lattice rules are still doing significantly better than MC. Table 2 gives the results of a higher-dimensional problem, with s = 120, and a smaller number of points, N = 509. With these parameters, the lattice rules provide less improvement than in Table 1 , but they are still more efficient than the MC methods.
The control variable does not work as well as in Table  1 , but still gives estimators significantly more efficient than the naive ones, by factors around lo3. Increasing s means that we sample S(.) over a longer period (T1,T) . Hence, the probability of observing abnormal prices is greater and this increases the difference between the two averages, so the correlation between C A ( T ) and CG(T) is reduced.
In both tables, the variance ratios usually decrease with K . Notice that f is more irregular for larger K (f(z) = 0 for a large set of values of z E [0,1)" and then increases abruptly). Also, the correlation between C A ( T ) and CG(T) decreases, and this goes with a larger probability of having the pathological case of CA(T) > 0 and CG(T) = 0.
The precision of the estimators b can be assessed by constructing confidence intervals (c.1.'~) for 0. These intervals are not given in the tables, but their typical sizes is well illustrated by the following examples. In Table   1 , with K = 100 and the naive estimator, the 99% C.I.'s are (0.0122,0.0123) for MC and (0.0057,0.0082) for the lattice rules. For the MC method, the variance estimator is more accurate because it has more degrees of freedom:
MC makes m N independent runs, whereas with the lattice rules we have only m independent groups of runs.
In the same scope, one can construct C.I.'s for the variance ratios, to test whether these ratios are signiJicantZy different from 1. For m = 100 (i.e. for the lattice rules), the variance ratios given in the line below 8 in the tables have to be smaller than 0.699 for the ratios to be significative at the 99% level. This is the case for all 12 entries in Table 1 , and for 8 entries in Table 2 .
Comparison With ( t , s)-Sequences
We now compare MC with three types of QMC point sets: The lattice rules, and point sets taken from Sobol and generalized Faure (GFaure) sequences. The latter point sets were obtained using the software FINDER of Papageorgiou and Traub (1996) , Paskov and Traub (1995) . In all cases, we use both the antithetic variates and the control variable. For the MC method, we use the generator MRG32k5a of L'Ecuyer (1998a). Ratios for the variance and the efficiency are given w.r.t. the MC estimator.
To randomize the Sobol and GFaure point sets (for error estimation), we use the same random shift method as for the lattice rules. Shifting randomly a (t, m, s)-net does not preserve the net property, but if f E L2, it produces an unbiased estimator with a variance in the order of N -2 ( l o g N ) 2 S , as shown in Tuffin (1996) : This is the same order of convergence as the scrambled net estimator proposed by Owen (1995) , which gives another way to randomize ( t , m, s)-nets.
For the Sobol method, we use the smallest power of two fi greater than the number of points N used by the three other methods, because for Sobol sequences it is better to take N as a power of two. It is often recommended to skip a certain number of points at the beginning of a (t,s)-sequence (Fox 1986; Bratley, Fox, and Niederreiter 1992) . We skipped the first N points for Sobol and the first 200000 points for GFaure (as did Acworth, Broadie, and Glasserman 1997) .
In Table 3 (where s = lo), the lattice rule estimators lose to both Sobol and GFaure in terms of efficiency, but in Table 4 (where s = 60), the situation is reversed.
In another experiment with s = 90 and N = 509, not shown here, the lattice rules still win over MC by non-negligible factors, whereas Sobol and GFaure are The use of antithetic variates and of the price of the asian option on the geometric average as a control variable improves the MC estimator by very large factors, but lattice rules still provide an additional improvement. Compared with the Sobol and generalized Faure estimators, the lattice estimator loses in small dimensions and when the number of points is large. But it dominates in larger dimension (s 2 60). Also, when N is small, the two other QMC estimators hardly bring variance reduction compared with the MC estimator.
The simplicity of implementation of lattice rules estimators and the fact that they seem to suffer less from large dimensions than the Sobol or generalized Faure sequences estimators should encourage adepts of QMC methods to use lattice rules more often to estimate multidimensional integrals.
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