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Let C = {1, 2, . . . ,m} and f be a multiplicative function such that (f ∗
μ)(k) > 0 for every positive integer k and the Euler product ζf =∏
℘
(
1 − 1
f (℘)
)−1
converges. Let (Cf ) = (f (i, j)) be the m × m matrix
deﬁned on the set C having f evaluated at the greatest common
divisor (i, j) of i and j as its ij-entry. In the present paper, we ﬁrst
obtain the least upper bounds for the ij-entry and the absolute row
sumof any rowof (Cf )
−1, the inverse of (Cf ), in termsof ζf . Specializ-
ing these bounds for the arithmetical functions f = Nε , Jε and σε we
examine the asymptotic behavior the smallest eigenvalue of each
of matrices (CNε ), (CJε ) and (Cσε ) depending on ε when m tends to
inﬁnity. We conclude our paper with a proof of a conjecture posed
by Hong and Loewy [S. Hong, R. Loewy, Asymptotic behavior of
eigenvalues of greatest common divisor matrices, Glasg. Math. J. 46
(2004) 551–569].
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In 1876, Smith [30] proved that the determinant of the n × nmatrix (S) = ((i, j)) having the greatest
common divisor (i, j) of i and j as its ij-entry is the product
∏n
k=1 ϕ(k), where ϕ is Euler’s totient. In the
same paper he also showed that det(f (i, j)) = ∏nk=1(f ∗ μ)(k), where (f (i, j)) is the n × nmatrix having f
evaluated at the greatest common divisor (i, j) of i and j as its ij-entry and f ∗ μ is the Dirichlet convolu-
tionof the arithmetical function f and theMöbius functionμ. Since Smith’s papermanygeneralizations
of Smith’s result have been presented in the literature. For general accounts, see e.g. [2,16,22,28].
Let S = {x1, x2, . . . , xn} be a set of distinct positive integers and (S) = ((xi, xj)) be the n × n matrix
whose ij-entry is the greatest common divisor of xi and xj . In 1989, Beslin and Ligh [5] called (S) the
GCDmatrix and triggered the study of GCDmatrices. In 1991, Beslin [4] deﬁned the LCMmatrix, which
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is an n × n matrix whose ij-entry is the least common multiple of xi and xj . In the study of GCD and
LCM matrices the main goal is to obtain certain formulae for the value of determinants, inverses,
matrix norms, eigenvalues and some other matrix-theoretical elements of these matrices and their
generalizations using some tools of number theory. In this frame Beslin and Ligh [5] proved that the
GCD matrix (S) deﬁned on any set S of distinct positive integers is positive definite. On the other
hand, the LCM matrix [S] is not positive definite in general. In [8], Bourque and Ligh proved that the
LCM matrix [S] is nonsingular if S is factor closed. They also conjectured that the LCM matrix [S] is
nonsingular if S is GCD-closed. In 1997, Haukkanen et al. [16] gave a counterexample for the conjecture.
Independently Wang [35] proved that the conjecture holds if n 7, but it does not hold in general
when n 8. In the same paper, he also gave a counterexample for the conjecture. Then Hong [17]
completely solved the problem and showed that for any integer n 8, there exists a GCD-closed set
S = {x1, x2, . . . , xn} such that the LCMmatrix [S] is singular.
Beside above results, Bourque and Ligh [9–11] investigated the structure of GCD matrices and
LCM matrices associated with some particular classes of arithmetical functions. Let f be an arith-
metical function and S = {x1, x2, . . . , xn} be a set of distinct positive integers. Let (Sf ) = (f (xi, xj)) and
[Sf ] = (f [xi, xj]) be the n × n matrices having f evaluated at the greatest common divisor (i, j) and
the least common multiple [i, j] of i and j as its ij-entry, respectively. They calculated determinants
and inverses (if they are invertible) of (Sf ) and [Sf ]. Furthermore, they determined conditions on any
multiplicative function f that guarantee the matrices (Sf ) and [Sf ] are positive definite. In this frame
reproducing the result of Bourque and Ligh on the positive definiteness of (Sf ), Bhatia [6] presented
the GCDmatrix (S) as an example of inﬁnitely divisiblematrices. Recently, by using a differentmethod,
Bhatia and Dias da Silva showed that the GCD matrix (S) and the reciprocal LCM matrix
(
1
[xi ,xj]
)
are
inﬁnitely divisible [7].
From a different point of view, Wintner [36] and Lindqvist and Seip [23] considered an n × n
GCD-related matrix (Mεn) =
(
(i,j)2ε
iε jε
)
, where ε is a real number. Let λ
(1)
n and λ
(n)
n denote the smallest
eigenvalue and the largest eigenvalue of the matrix (Mεn), respectively. In 1944, Wintner proved that
lim supn→∞ λ
(n)
n < ∞ if and only if ε > 1. In 1998, Lindqvist and Seip obtained the sharp lower bound
and the sharp upper bound for the eigenvalues of the matrix (Mεn). Indeed, they showed that if ε > 1
then
ζ(2ε)
ζ(ε)2
 λ(1)n  λ(n)n 
ζ(ε)2
2ζ(ε)
and if 1
2
< ε  1 then lim infn→∞ λ(1)n = 0 and lim supn→∞ λ(n)n = ∞.
In [1] the authors gave the least upper bound for the p norm of the reciprocal LCM matrix and
as a conclusion of their result they obtained an upper bound for the spectral norm of the reciprocal
LCMmatrix in terms of the Riemann zeta function. Then Haukkanen [13,14] investigated the p norms
of some other types of GCD matrices. In this frame many results on matrix norms and eigenvalues of
GCD-relatedmatrices have been presented in the literature (see [12,15,31–34]). Recently, in [19] Hong
and Loewy investigated the asymptotic behavior of the eigenvalues of a different type of a GCD-related
matrix. Let {xi}∞i=1 be a given arbitrary strictly increasing inﬁnite sequence of positive integers. For any
integer n 1, let Sn = {x1, x2, . . . , xn} and ε be a real number. The n × nmatrix having the power (xi, xj)ε
of the greatest common divisor of xi and xj as its ij-entry is called the power GCD matrix on Sn and
is denoted by (Sεn) [19]. Let λ
(1)
n  · · · λ(n)n be the eigenvalues of the power GCD matrix (Sεn) deﬁned
on the set Sn = {x1, x2, . . . , xn}. In [19], Hong and Loewy gave a nontrivial lower bound depending on
x1 and n for λ
(1)
n . For a sequence {xi}∞i=1 satisfying that for any i /= j, (xi, xj) = x, a given integer and
that
∑∞
i=1
1
xi
= ∞, they also proved that limn→∞ λ(1)n = xε1 − xε if 0 < ε  1. Then, for the arithmetic
progression {xi−e+1 = a + bi}∞i=1, where a 0, b 1 and e 0 are any given integers, they showed
that if 0 < ε  1, then limn→∞ λ(q)n = 0. Furthermore, they showed that for any sequence {xi}∞i=1 and
any ε > 0, limn→∞ λ(n−q+1)n = ∞. Beside above results, Hong and Loewy concluded the paper [19] with
the following conjecture.
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Conjecture 1 [19, Conjecture 5.3]. Let 	 > 1 and {xi}∞i=1 be an arbitrary given strictly increasing inﬁnite
sequence of positive integers. Let λ
(1)
n be the smallest eigenvalue of the n × n power GCD matrix ((xi, xj)	)
deﬁned on the set Sn = {x1, . . . , xn}. Then limn→∞ λ(1)n > 0.
More recently, Hong and Enoch Lee [18] investigated the asymptotic behavior of the eigenvalues of
the reciprocal LCMmatrix
(
1
[xi ,xj]r
)
for a positive real number r. Also, Ilmonen et al. [21] examined the
eigenvalues of certain abstract generalizations of (Sf ) and [Sf ] on posets.
Now let C = {1, 2, . . . ,m}, ε be a positive real number and f be a multiplicative function such that
(f ∗ μ)(k) > 0 for every positive integer. We denote them × mmatrix deﬁned on C having f evaluated
at the greatest common divisor (i, j) of i and j as its ij-entry by (Cf ). In Section 2, we obtain the least
upper boundBf (i, j) for the ij-entry of (Cf )
−1, the inverse of (Cf ), in terms of Euler products related to
f asm tends to inﬁnity and show thatBf is multiplicative as an arithmetical function of two variables.
Then we calculate the least upper bound Rf (i) for the absolute row sum of the ith row of (Cf )
−1
and also prove that Rf is multiplicative as a classical arithmetical function. In Section 2, we ﬁnally
specializeBf (i, j) andRf (i) for the power functionN
ε , the Jordan totient Jε and the divisor functions σε ,
respectively. In Section 3,weﬁrst obtain the least upper bound for themaximumrowsummatrix norm
of (Cf )
−1 for f = Nε , Jε and σε . Then we investigate the asymptotic behavior of the smallest eigenvalue
of each of matrices (CNε ), (CJε ) and (Cσε ), respectively. Finally, we conclude our paper with a proof of
Conjecture 1.
2. Preliminaries and basic results
In this section, we ﬁrst summarize some number-theoretical tools we use throughout this paper.
An arithmetical function f is said to bemultiplicative if f is not identically zero and if f (mn) = f (m)f (n)
whenever (m,n) = 1. It is clear that f (1) = 1 if f is multiplicative. If f (mn) = f (m)f (n) for all m and n,
then f is said to be completely multiplicative. Let ε be a positive real number. Throughout this paper
the arithmetical functions u,Nε ,μ, Jε and σε will denote the constant function 1, the power function,
the Möbius function, the Jordan totient and the divisor functions, respectively. It is well known that
u and Nε are completely multiplicative and μ, Jε and σε are multiplicative arithmetical functions. For
undeﬁned terms or definitions of concepts about arithmetical functions, the reader can consult the
texts of McCarthy [25] and Sivaramakrishnan [29].
Lemma 2 [3]. Let F be a multiplicative arithmetical function such that the series
∑∞
k=1 F(k) is absolutely
convergent. Then the sum of the series can be expressed as an absolutely convergent inﬁnite product
∞∑
k=1
F(k) =
∏
℘
{1 + F(℘) + F(℘2) + · · ·} (1)
extended over all primes.
The product in (1) is called the Euler product of the series. Consider the series
∞∑
k=1
pk
F(k)
for a ﬁxed prime p. The series is extended over all positive integers k which are not divisible by the
prime p. As a result of Lemma 2 we have
∞∑
k=1
pk
F(k) = 1∑∞
k=0 F(pk)
∏
℘
{1 + F(℘) + F(℘2) + · · ·}. (2)
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Remark. Let f be a multiplicative arithmetical funciton. Deﬁne the Euler product
ζf =
∏
℘
1
1 − 1
f (℘)
or equivalently
ζf =
∏
℘
(
1 + 1
(f ∗ μ)(℘)
)
.
It is well known that ζf converges if and only if
∑
℘
1
(f ∗μ)(℘) converges. Let ε be a positive real number.
In particular, ζNε = ζ(ε) is the Riemann zeta function and for ε > 1, it converges (see [3,27]).
Now let C = {1, 2, . . . ,m}. Deﬁne the class of arithmetical functions
C = {f : f is multiplicative and (f ∗ μ)(k) > 0 for every k ∈ Z+}.
In this section, we ﬁrst calculate the upper bounds for the entries of the inverse of them × mmatrix
(Cf ) when f is in C. So, we ﬁrst recall a result on the determinant and the inverse of a GCD matrix
associated with an arithmetical function f .
Lemma 3 [9]. If S = {x1, x2, . . . , xn} is factor closed, then each of the following is true:
(i) det(Sf ) =
∏n
k=1(f ∗ μ)(xk),
(ii) if det(Sf ) /= 0 then (Sf )−1 = (bij), where
bij =
∑
xi |xk
xj |xk
1
(f ∗ μ)(xk)
μ
(
xk
xi
)
μ
(
xk
xj
)
. (3)
If f is inC then (Cf ) is obviously positive definite andhence invertible by Lemma3.Nowweexamine
the entries of the inverse of (Cf ) whenm tends to inﬁnity.
Notation. Let B = (bij) denote the inverse of them × mmatrix (Cf ).We denote the value of bij byBf (i, j)
whenm tends to inﬁnity. Brieﬂy
Bf (i, j) = limm→∞ bij.
Theorem 4. Let f be inC such that the Euler product ζf =
∏
℘
1
1− 1
f (℘)
converges. Let d and  denote the GCD
and the LCM of the positive integers i and j, respectively. If  = ∏st=1 qβtt , where q1, q2, . . . , qs are distinct
primes, then we have
Bf (i, j) =
μ(/d)
(f ∗ μ)()
s∏′
t=1
f (q
βt+1
t ) − f (qβt−1t )
f (q
βt+1
t ) − f (qβtt )
s∏
t=1
f (qt) − 1
f (qt)
ζf ,
where ′ indicates that the product is extended over those t such that qt does not divide /d and the empty
product is 1.
Proof. Let f be inC. By Lemma 3 (Cf ) is invertible and the inverse of (Cf ) is B = (bij)
bij =
∑
i|k
j|k
1
(f ∗ μ)(k)μ
(
k
i
)
μ
(
k
j
)
.
If the GCD and the LCM of i and j are d and , respectively, then we have
lim
m→∞ bij =
∞∑
k=1
1
(f ∗ μ)(k)μ
(
ik
d
)
μ
(
jk
d
)
.
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We ﬁrst show that the series is absolutely convergent. To show that the series is absolutely conver-
gent, it is sufﬁcient to prove that the sequence {Sn}∞n=1 of partial sums of the series
∞∑
k=1
∣∣∣∣∣∣
μ
(
ik
d
)
μ
(
jk
d
)
(f ∗ μ)(k)
∣∣∣∣∣∣
is monotonic and bounded. It is clear that {Sn}∞n=1 is monotonic. On the other hand, from the funda-
mental theorem of arithmetic, the positive integer  can uniquely be written in the form  = ∏st=1 qβtt ,
where q1, q2, . . . , qs are distinct primes. Since f is inC, for all n ∈ Z+, we have
Sn =
n∑
k=1
∣∣∣μ ( ikd
)
μ
(
jk
d
)∣∣∣
(f ∗ μ)
(∏s
t=1 q
βt
t k
)

n∑
k=1
μ2(k)
(f ∗ μ)
(∏s
t=1 q
βt
t k
)
 1
(f ∗ μ)()
s∏
t=1
(
1 + (f ∗ μ)(q
βt
t )
(f ∗ μ)(qβt+1t )
)
n∑
k=1
μ2(k)
(f ∗ μ)(k) .
On the other hand, since ζf is convergent and f is inC, for all n ∈ Z+, we have
n∏
k=1
{
1 + 1
(f ∗ μ)(pk)
}
< ζf (4)
and it is clear that
n∑
k=1
μ2(k)
(f ∗ μ)(k) <
n∏
k=1
{
1 + 1
(f ∗ μ)(pk)
}
, (5)
where pk is the kth prime number. From (4) and (5) we have
Sn <
1
(f ∗ μ)()
s∏
t=1
(
1 + (f ∗ μ)(q
βt
t )
(f ∗ μ)(qβt+1t )
)
ζf
for all n ∈ Z+. Hence,Sn is bounded. Consequently, we have proved that the series∑∞k=1 μ
(
ik
d
)
μ
(
jk
d
)
(f ∗μ)(k)
is absolutely convergent. Therefore, we can now calculateBf (i, j). Indeed, we have
Bf (i, j) =
∑
S⊂Q
∞∑
k=1
′′ μ
(
i
d
k
∏
qt∈S qt
)
μ
(
j
d
k
∏
qt∈S qt
)
(f ∗ μ)
(
k
∏
qt∈S qt
) ,
where the ﬁrst sum is extended over the subsets S of Q = {q1, q2, . . . , qs} and ′′ indicates that the sum
is extended over those k which are not divisible by q1, q2, . . . , qs. Also, the product
∏
qt∈S qt = 1 when
S = ∅. Since μ and f ∗ μ are both multiplicative, we have
Bf (i, j) =
∑
S⊂Q
μ
(
i
d
∏
qt∈S qt
)
μ
(
j
d
∏
qt∈S qt
)
(f ∗ μ)
(

∏
qt∈S qt
) ∞∑
k=1
′′ μ2(k)
(f ∗ μ)(k)
= 1
(f ∗ μ)()
∑
S⊂Q
μ
(
i
d
∏
qt∈S qt
)
μ
(
j
d
∏
qt∈S qt
)
(f ∗ μ)
(∏
qt∈S q
βt+1
t
) (
(f ∗ μ)
(∏
qt∈S q
βt
t
))−1
×
∞∑
k=1
′′ μ2(k)
(f ∗ μ)(k) .
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It is clear that if
(
i
d
, qt
)
> 1 or
(
j
d
, qt
)
> 1 for a prime qt ∈ Q then the summands in the sum ∑S⊂Q
for all subsets S which include the prime qt are zero. On the other hand, since μ and f ∗ μ are both
multiplicative, we have
Bf (i, j) =
μ
(
i
d
)
μ
(
j
d
)
(f ∗ μ)()
s∏
t=1
′
(
1 + (f ∗ μ)(q
βt
t )
(f ∗ μ)(qβt+1t )
) ∞∑
k=1
′′ μ2(k)
(f ∗ μ)(k) ,
where ′ indicates that the product is extended over those t such that qt does not divide /d. On the
other hand, from (4) and (5) one can show that
∑∞
k=1
′′ μ2(k)
(f ∗μ)(k) is absolutely convergent and it is clear
that μ
2
f ∗μ is multiplicative. Therefore, from (2), we have
∞∑
k=1
′′ μ2(k)
(f ∗ μ)(k) =
1∏s
t=1
(
1 + μ2(qt )
(f ∗μ)(qt )
) ∏
℘
{
1 + μ
2(℘)
(f ∗ μ)(℘)
}
=
s∏
t=1
(f ∗ μ)(qt)
(f ∗ μ)(qt) + 1
∏
℘
{
1 + 1
(f ∗ μ)(℘)
}
=
s∏
t=1
f (qt) − 1
f (qt)
ζf .
This completes the proof. 
It is clear that Bf (i, j) =Bf (j, i) since (Cf ) is symmetric. Also, 1ζf Bf (·, ·) can be considered as an
arithmetical function of two variables. The following corollary shows that 1
ζf
Bf is multiplicative. An
arithmetical function F : Z+ × Z+ → C of two variables is said to bemultiplicative if F(m1n1,m2n2) =
F(m1,m2)F(n1,n2)whenever (m1m2,n1n2) = 1. It follows that F(1, 1) = 1when F is multiplicative and
not identically zero (see [29]).
Corollary 5. Let m1,m2,n1, and n2 be positive integers and let ζf converge. Then we have
1
ζf
Bf (m1n1,m2n2) =
1
ζf
Bf (m1,m2)
1
ζf
Bf (n1,n2),
whenever (m1m2,n1n2) = 1.
Proof. Letm1,m2,n1 and n2 be positive integers such that (m1m2,n1n2) = 1. Then it is clear that
(m1,n1) = (m1,n2) = (m2,n1) = (m2,n2) = 1,
but (m1,m2) or (n1,n2) need not be 1. Let d and e denote (m1,m2) and (n1,n2), respectively. Then for
the LCM ofm1n1 andm2n2, we have
[m1n1,m2n2] = m1n1m2n2
de
= [m1,m2][n1,n2],
where [m1,m2] and [n1,n2] are mutually prime. By Theorem 4, if [m1n1,m2n2] =
∏s
t=1 q
βt
t then
Bf (m1n1,m2n2) =
μ
( [m1n1,m2n2]
de
)
(f ∗ μ)([m1n1,m2n2])
s∏
t=1
′ f (q
βt+1
t ) − f (qβt−1t )
f (q
βt+1
t ) − f (qβtt )
s∏
t=1
f (qt) − 1
f (qt)
ζf ,
where the product
∏ ′ is extended over those t such that qt does not divide [m1n1,m2n2]de and ζf converges.
Since [m1,m2] and [n1,n2] are mutually prime, it is clear that the set of those t can be written as a
disjoint union of the sets
M =
{
t : pt |[m1,m2] and pt  [m1,m2]
d
}
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and
N =
{
t : pt |[n1,n2] and pt  [n1,n2]
e
}
and that
μ
( [m1n1,m2n2]
de
)
(f ∗ μ)([m1n1,m2n2]) =
μ
( [m1,m2]
d
)
(f ∗ μ)([m1,m2])
μ
( [n1,n2]
e
)
(f ∗ μ)([n1,n2]) .
Thus, the proof follows from Theorem 4. 
Notation. Let B = (bij) be the inverse of them × mmatrix (Cf ). We denote the absolute row sum of row
i of B by Rf (i). Namely
Rf (i) :=
m∑
j=1
|bij|.
For a ﬁxed positive integer i,Rf (i) is a function ofm, the dimension of the matrix B. We deﬁne
Rf (i) := limm→∞Rf (i).
Theorem 6. Let f be in C such that ζf converges. If i =
∏r
t=1 p
αt
t , where p1, p2, . . . , pr are distinct primes,
then we have
Rf (i) =
2r
(f ∗ μ)(i)
r∏
t=1
{
f (pαt+1t ) − f (pαt−1t )
f (pαt+1t ) − f (pαtt )
f (pt) − 1
f (pt) + 1
}
(ζf )
2
ζf 2
.
Moreover,Rf (i) converges if and only if ζf converges.
Proof. Let f be in C and B = (bij) be the inverse of the m × m matrix (Cf ) = (f (i, j)). By Lemma 3, for
each i = 1, 2, . . . ,m
Rf (i) =
m∑
j=1
∣∣∣∣∣∣∣∣
∑
i|k
j|k
1
(f ∗ μ)(k)μ
(
k
i
)
μ
(
k
j
)∣∣∣∣∣∣∣∣
.
The second sum is extended over those kwhich are divisible by the LCM [i, j] of i and j. Thus, for every
k, there exists a positive integer t such that k = [i, j]t and hence it is clear that
μ
(
k
i
)
μ
(
k
j
)
=
{
μ
( [i,j]
i
)
μ
( [i,j]
j
)
μ2(t) if
( [i,j]
i
, t
)
=
( [i,j]
j
, t
)
= 1,
0 otherwise.
In otherwords, the signof thenonzerovaluesofμ
(
k
i
)
μ
(
k
j
)
dependsononly i and j, not onk. Therefore,
since f is inC, we can write∣∣∣∣∣∣∣∣
∑
i|k
j|k
1
(f ∗ μ)(k)μ
(
k
i
)
μ
(
k
j
)∣∣∣∣∣∣∣∣
=
∑
i|k
j|k
1
(f ∗ μ)(k)
∣∣∣∣μ
(
k
i
)∣∣∣∣
∣∣∣∣μ
(
k
j
)∣∣∣∣
for a ﬁxed i and j. From the last identity, it is clear that
Rf (i) =
m∑
k=1
i|k
⎛
⎜⎝
∣∣∣μ ( ki
)∣∣∣
(f ∗ μ)(k)
m∑
d=1
d|k
∣∣∣∣μ
(
k
d
)∣∣∣∣
⎞
⎟⎠
=
m∑
k=1
i|k
∣∣∣μ ( ki
)∣∣∣ θ(k)
(f ∗ μ)(k) ,
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where θ(k) = ∑d|k |μ(d)|. Then we have
lim
m→∞Rf (i) =
∞∑
k=1
|μ(k)|θ(ik)
(f ∗ μ)(ik) .
We ﬁrst show that the series is absolutely convergent. Since f is inC, it is sufﬁcient to prove that the
sequence {Sn}∞n=1 of partial sums of the series is monotonic and bounded. It is clear that {Sn}∞n=1 is
monotonic. Also, if i = ∏rt=1 pαtt , where p1, p2, . . . , pr are distinct primes and P = {p1, p2, . . . , pr} then
we have
Sn =
n∑
k=1
|μ(k)|θ (∏rt=1 pαtt k)
(f ∗ μ) (∏rt=1 pαtt k)

∑
S⊂P
∣∣∣μ (∏pt∈S pt
)∣∣∣ θ (i∏pt∈S pt
)
(f ∗ μ)
(
i
∏
pt∈S pt
) n∑
k=1
|μ(k)|θ(k)
(f ∗ μ)(k)
= 2
r
(f ∗ μ)(i)
r∏
t=1
(
1 + (f ∗ μ)(p
αt
t )
(f ∗ μ)(pαt+1t )
)
n∑
k=1
|μ(k)|θ(k)
(f ∗ μ)(k)
for all n ∈ Z+. On the other hand, it is clear that
(ζf )
2
ζf 2
=
∏
℘
{
1 + 2
(f ∗ μ)(℘)
}
. (6)
So,
(ζf )
2
ζ
f2
is convergent since ζf is convergent. Thus, for all n ∈ Z+, we have
n∏
k=1
{
1 + 2
(f ∗ μ)(pk)
}
<
(ζf )
2
ζf 2
(7)
and it is clear that
n∑
k=1
|μ(k)|θ(k)
(f ∗ μ)(k) <
n∏
k=1
{
1 + 2
(f ∗ μ)(pk)
}
. (8)
From (7) and (8), we have
Sn <
2r
(f ∗ μ)(i)
r∏
t=1
(
1 + (f ∗ μ)(p
αt
t )
(f ∗ μ)(pαt+1t )
)
(ζf )
2
ζf 2
.
Thus, (Sn) is bounded. Consequently, we have proved
∑∞
k=1 ′
|μ(k)|θ(k)
(f ∗μ)(k) is absolutely convergent. There-
fore, we can now calculateRf (i). Indeed, we have
Rf (i) = limm→∞
m∑
k=1
i|k
∣∣∣μ ( ki
)∣∣∣ θ(k)
(f ∗ μ)(k)
=
∞∑
k=1
|μ(k)|θ(ik)
(f ∗ μ)(ik)
=
∑
S⊂P
∞∑
k=1
′
∣∣∣μ (k∏pt∈S pt
)∣∣∣ θ (ik∏pt∈S pt
)
(f ∗ μ)
(
ik
∏
pt∈S pt
) ,
where the ﬁrst sum is extended over all subsets S of P = {p1, p2, . . . , pr} and ′ indicates that the sum is
extended over those positive integers kwhich are not divisible by p1, p2, . . . , pr . Since μ, θ and f ∗ μ are
multiplicative, we have
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Rf (i) =
∑
S⊂P
∣∣∣μ (∏pt∈S pt
)∣∣∣ θ (i∏pt∈S pt
)
(f ∗ μ)
(
i
∏
pt∈S pt
) ∞∑
k=1
′ |μ(k)|θ(k)
(f ∗ μ)(k)
= 2
r
(f ∗ μ)(i)
r∏
t=1
(
1 + (f ∗ μ)(p
αt
t )
(f ∗ μ)(pαt+1t )
) ∞∑
k=1
′ |μ(k)|θ(k)
(f ∗ μ)(k) .
On the other hand, using (7) and (8), one can show that
∞∑
k=1
′ |μ(k)|θ(k)
(f ∗ μ)(k)
is absolutely convergent. Therefore, since |μ|θ
f ∗μ is multiplicative, from (2), it is clear that
∞∑
k=1
′ |μ(k)|θ(k)
(f ∗ μ)(k) =
r∏
t=1
f (pt) − 1
f (pt) + 1
(ζf )
2
ζf 2
.
This completes the proof of the ﬁrst part of the theorem. The proof of the second part of the theorem
immediately follows from (6). 
As a result of Theorem6we can conclude that
ζ
f2
(ζf )
2Rf is amultiplicative function as an arithmetical
function.
Corollary 7. Let f be inC such that ζf converges. As an arithmetical function
ζ
f2
(ζf )
2Rf is multiplicative.
Proof. It is sufﬁcient to show that
ζf 2
(ζf )
2
Rf
(
r∏
t=1
pαtt
)
=
r∏
t=1
(
ζf 2
(ζf )
2
Rf (p
αt
t )
)
,
whenever p1, p2, . . . , pr are distinct primes and α1,α2, . . . ,αr are positive integers. By Theorem 6 it is
obvious that
Rf (p
αt
t ) =
2
(f ∗ μ)(pαtt )
f (pαt+1t ) − f (pαt−1t )
f (pαt+1t ) − f (pαtt )
f (pt) − 1
f (pt) + 1
(ζf )
2
ζf 2
.
The proof follows from the last identity and the fact that f ∗ μ is multiplicative. 
Now we specialize above results on the m × m matrix (Cf ) deﬁned on C = {1, 2, . . . ,m} for some
particular multiplicative functions as m tends to inﬁnity. Let ε be a positive real number. Recall that
the power function Nε is deﬁned as Nε(n) = nε for all n ∈ Z+. Nε is obviously in C if ε > 0. Thus, we
have the following corollary.
Corollary 8. Let B = (bij) be the inverse of (CNε ),BNε (i, j) = limm→∞ bij , p a prime and let α be a positive
integer. If ε > 1, then we have
(i) BNε (1, 1) = ζ(ε),
(ii) RNε (1) = ζ(ε)
2
ζ (2ε)
,
(iii) RNε (pα) = 2pαε ζ(ε)
2
ζ (2ε)
.
Proof. Let f in Theorem4beNε and ε > 1. Then it is clear that ζNε = ζ(ε) and ζ(2ε) are both convergent.
The proof follows from Theorems 4 and 6. 
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Let ε be a positive real number and let f in Theorem 4 be the Jordan totient Jε deﬁned as Jε = Nε ∗ μ,
the Dirichlet convolution of Nε and μ. It is clear that Jε is inC if ε > 1.
Corollary 9. Let B = (bij) be the inverse of (CJε ),BJε (i, j) = limm→∞ bij , p a prime and let α  2 be an
integer. If ε > 2, then we have
(i) BJε (1, 1) =
∏
℘
{
1 + 1
℘ε−2
}
,
(ii) RJε (1) =
∏
℘
1
1− 2
℘ε
,
(iii) RJε (p) = 2(p
2ε−pε−1)
pε(pε−1)2
∏
℘
1
1− 2
℘ε
,
(iv) RJε (p
α) = 2(p2ε−pε−2)
pαε(pε−1)2
∏
℘
1
1− 2
℘ε
.
Proof. Let f in Theorem 4 be Jε and ε > 2. Then, since
∏
℘
1
1 − 2
℘ε
< ζ(ε − 1), (9)
it is clear that
∏
℘
1
1− 2
℘ε
converges for ε > 2. Thus, the proof is immediate from Theorems 4 and 6. 
Let ε be a positive real number and let f in Theorem 4 be the divisor functions σε deﬁned as
σε = Nε ∗ u, the Dirichlet convolution of Nε and u. It is clear that σε is inC if ε > 0.
Corollary 10. Let B = (bij) be the inverse of (Cσε ),Bσε (i, j) = limm→∞ bij , p a prime and α be a positive
integer. If ε > 1, then we have
(i) Bσε (1, 1) = ζ(ε)ζ(2ε) ,
(ii) Rσε (1) =
∏
℘
{
1 + 2
℘ε
}
,
(iii) Rσε (p
α) = 2(pε+1)
pαε(pε+2)
∏
℘
{
1 + 2
℘ε
}
.
Proof. Let f in Theorem 4 be σε and ε > 1. Then ζσε = ζ(ε)ζ(2ε) is convergent and hence the Euler product∏
℘{1 + 2℘ε } is convergent by Theorem 6. Thus, the proof is immediate from Theorems 4 and 6. 
It should be noted that in Corollaries 9 and 10we only deal withBJε (1, 1) andBσε (1, 1) for the sake
of simplicity. Indeed, the upper bounds for other entries of these matrices can be easily computed
from Theorem 4.
3. The asymptotic behavior of the inverse of (Cf ) and the proof of the conjecture
In this section, we obtain an upper bound for the maximum row sum matrix norm of the inverse
of them × mmatrix (Cf ) in terms of the Riemann zeta function or Euler products for f = Nε , Jε and σε ,
respectively asm tends to inﬁnity. Then usingwell known inequalities betweennorms and eigenvalues
of matrices, we investigate the asymptotic behavior of the smallest eigenvalue of the m × m matrix
(Cf ) for f = Nε , Jε and σε as m tends to inﬁnity. Finally, we prove Conjecture 1. For our goal we ﬁrst
summarize some tools on matrices from the text of Horn and Johnson [20]. Let A = (aij) be inMm(C).
The maximum row summatrix norm of A is deﬁned as
‖A‖∞ = max
1im
m∑
j=1
|aij|.
E. Altınıs¸ık / Linear Algebra and its Applications 430 (2009) 1313–1327 1323
Let A = (aij) be a Hermitian and positive definite matrix. Then all eigenvalues of A are positive real
numbers. Moreover, the largest eigenvalue of A coincides with the spectral radius of A. On the other
hand, if λ
(1)
m (A), λ
(2)
m (A), . . . , λ
(m)
m (A) are all the eigenvalues of A in increasing order, then the eigenvalues
of A−1 are exactly
1
λ
(m)
m (A)
,
1
λ
(m−1)
m (A)
, . . . ,
1
λ
(1)
m (A)
in increasing order. For any matrix norm ‖ · ‖, we have
λ
(m)
m (A) ‖A‖, (10)
since the largest eigenvalue of A is equal to the spectral radius of A. Also, it iswell known that if A = (aij)
is real symmetric then
λ
(m)
m (A) aii (11)
for i = 1, 2, . . . ,m (see [24]).
Theorem 11. Let ‖ · ‖∞ be the maximum row sum matrix norm and (Cf ) = (f (i, j)). Then the following is
true:
(i) ‖(CNε )−1‖∞  ζ(ε)
2
ζ(2ε)
if ε > 1,
(ii) ‖(CJε )−1‖∞ 
∏
℘
1
1− 2
℘2
if ε > 2,
(iii) ‖(Cσε )−1‖∞ 
∏
℘
{
1 + 2
℘ε
}
if ε > 1.
Proof. Let Rf (i) denotes the absolute row sum of the row i of them × mmatrix (Cf )−1. Then, from the
proof of Theorem 6, recall that
Rf (i) =
m∑
k=1
i|k
∣∣∣μ ( ki
)∣∣∣ θ(k)
(f ∗ μ)(k) ,
where θ(k) = ∑d|k |μ(d)|. Therefore, Rf (i) is a nondecreasing function of m since each summand is
nonnegative when f is inC. Thus, for an arbitrary integer i, we have
Rf (i)Rf (i). (12)
Moreover, it is clear that Rf (i) is bounded sinceRf (i) converges whenever ζf converges.
Now, let f = Nε and ε > 1. By Corollary 8, we have
ζ(2ε)
ζ(ε)2
RNε (p
α) = 2
pαε
< 1 (13)
for each prime power integer pα and ε > 1. On the other hand, ζ(2ε)
ζ(ε)2
RNε is multiplicative by Corollary
7 since Nε is inC. Thus, from (13)
RNε (i) <RNε (1) (14)
for each integer i. Since ζ(ε)
2
ζ(2ε)
is convergent for ε > 1, from (12) and (14), we have ‖(CNε )−1‖∞ 
RNε (1) = ζ(ε)
2
ζ(2ε)
. We have proved (i).
Now, let f = Jε and ε > 2. From (9), it is clear that∏℘ 11− 2
℘2
converges. Then, by Corollary 9, we have
RJε (p
α) <RJε (p) (15)
for each positive integer α  2. For a prime p, consider the inequality
2(p2ε − pε − 1)
pε(pε − 1)2 < 1.
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Since the inequality is valid if and only if p = 2 and ε < log2
(
1 + √2
)
, the hypothesis ε > 2 guarantees
that
RJε (p) <RJε (1) (16)
for each prime p. So, from (15) and (16)
∏
℘
{
1 − 2
℘ε
}
RJε (p
α) = 2(p
2ε − pε − 2)
pε(pε − 1)2 < 1 (17)
for each prime power integer pα . On the other hand, since
∏
℘
{
1 − 2
℘ε
}
RJε is multiplicative, from (17)
RJε (i)RJε (1) (18)
for each integer i. From (12) and (18) we have ‖(CJε )−1‖∞ RJε (1) =
∏
℘
1
1− 2
℘2
. The proof of (ii) is
complete.
Finally, let f = σε and ε > 1. Therefore, by Corollary 10, it is clear that∏℘ {1 + 2℘ε } converges and
we have∏
℘
1
1 + 2
℘ε
Rσε (p
α) = 2(p
ε + 1)
pαε(pε + 2) < 1 (19)
for each prime power integer pα . On the other hand, by Corollary 7,
∏
℘
1
1+ 2
℘ε
Rσε is multiplicative.
Thus, from (19) it is clear that
Rσε (i)Rσε (1) (20)
for each positive integer i. From (12) and (20), we have
‖(Cσε )−1‖∞ 
∏
℘
{
1 + 2
℘ε
}
.
This is the proof of (iii). 
We only study the maximum row summatrix norms of the matrices (CNε )
−1, (CJε )−1 and (Cσε )−1 as
Theorem 11 provides a brief way to our main goal. For example, we could use the Frobenius norm or
p norm for our aim.
Now,we conclude our paperwith the asymptotic behavior of the smallest eigenvalues of them × m
matrices (CNε ), (CJε ) and (Cσε ), respectively whenm tends to inﬁnity.
Theorem 12. Let λ
(1)
m (Cf ) be the smallest eigenvalue of the m × mmatrix (Cf ). Then we have
(i) λ
(1)
m (CNε ) ζ(2ε)ζ(ε)2 if ε > 1,
(ii) λ
(1)
m (CJε ) >
1
ζ(ε−1) if ε > 2,
(iii) λ
(1)
m (Cσε )
∏
℘
℘ε
℘ε+2 if ε > 1.
Proof. The arithmetical functions Nε , Jε and σε are inC if ε > 1. Then by Lemma 3 each of (CNε ), (CJε )
and (Cσε ) is positive definite, so is each of their inverses. Let us begin with (CNε ). By Theorem 11(i) and
the inequality in (10) for the matrix (CNε )
−1 we have
1
λ
(1)
m (CNε )
 ζ(ε)
2
ζ(2ε)
. (21)
Also, for ε > 1, ζ(ε)
2
ζ(2ε)
is a positive real number. Thus, the proof of (i) follows from (21).
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Now let us consider the matrix (CJε ) for ε > 2. By Theorem 11(ii) and (10)
1
λ
(1)
m (CJε )
<
∏
℘
1
1 − 2
℘ε
. (22)
Also, from (9), it is clear that
∏
℘
1
1− 2
℘ε
must converge to a positive real number when ε > 2. Thus the
proof of (ii) is complete.
Finally, consider the matrix (Cσε ) for ε > 1. By Theorem 11(iii) and the inequality in (10) we have
λ
(1)
m (Cσε )
∏
℘
℘ε
℘ε + 2 . (23)
The proof of (iii) is complete. 
The following corollary explains the asymptotic behavior of the smallest eigenvalue of the m × m
matrices (CNε ) and (Cσε ) for 0 < ε  1 asm tends to inﬁnity.
Corollary 13. Let λ
(1)
m (Cf ) be the smallest eigenvalue of the m × m matrix (Cf ). If 0 < ε  1 then we have
the following:
(i) limm→∞ λ(1)m (CNε ) = 0,
(ii) limm→∞ λ(1)m (Cσε ) = 0.
Proof. The arithmetical functions Nε and σε are in C if ε > 0. Then by Lemma 3(i), the matrices (CNε )
and (Cσε ) are positive definite and hence all the eigenvalues of each matrix are positive real numbers.
On the other hand, by Cauchy’s interlacing inequalities (see [20]), we have
λ
(1)
m+1(Cf ) λ
(1)
m (Cf ) (24)
for f = Nε and σε . By Lemma 3(ii) and the inequality in (11) for the matrix (CNε )−1
λ
(1)
m (CNε )
1∑m
k=1
μ2(k)
(Nε∗μ)(k)
. (25)
On the other hand, we have
m∑
k=1
μ2(k)
(Nε ∗ μ)(k) >
∑
℘m
1
℘ε
,
where the second sum is extended over primes ℘  m and it is well known that ∑℘ 1℘ε = +∞ for
0 < ε  1 by Mertens’ theorem [26]. Thus, from (24) and (25), we have limm→∞ λ(1)m (CNε ) = 0.
Now, by Lemma 3(ii) and the inequality (11) for the matrix (Cσε )
−1, we have
λ
(1)
m (Cσε )
1∑m
k=1
μ2(k)
(σε∗μ)(k)
.
On the other hand
m∑
k=1
μ2(k)
(σε ∗ μ)(k) >
m∑
k=1
1
kε
. (26)
Since
∑m
k=1
1
kε
= ∞ for 0 < ε  1, the proof of (ii) follows from (24) and (26). 
It should be noted that Corollary 13(i) is a special case of Corollary 3.5 in [19] and also that in
Corollary 13we cannot examine the asymptotic behavior of the smallest eigenvalue of thematrix (CJε )
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as thematrix (CJε ) is not positive definite for 0 < ε  1. In otherwords, since Jε is not inC for 0 < ε  1,
our method does not work for Jε .
Corollary 14. Let {xi}∞i=1 be an arbitrary given strictly increasing inﬁnite sequence of positive integers and
let f be inC. Let λ(1)n (Sf ) be the smallest eigenvalue of the n × n matrix (Sf ) = (f (xi, xj)) deﬁned on the set
S = {x1, x2, . . . , xn}. Then we have the following:
(i) (Conjecture 1) limn→∞ λ(1)n (SNε ) > ζ(2ε)ζ(ε)2 if ε > 1,
(ii) limn→∞ λ(1)n (SJε ) >
1
ζ(ε−1) if ε > 2,
(iii) limn→∞ λ(1)n (Sσε ) >
∏
℘
℘ε
℘ε+2 if ε > 1.
Proof. Let f be any arithmetical function inC and S = {x1, x2, . . . , xn} ⊂ {xi}∞i=1. Settingm = xn consider
the m × m matrix (Cf ) = (f (i, j)) deﬁned on the set C = {1, 2, . . . ,m}. The n × n matrix (Sf ) = (f (xi, xj))
deﬁned on the set S is a principal submatrix of them × mmatrix (Cf ). By Cauchy’s interlacing inequal-
ities (see [20]) we have
λ
(1)
m (Cf ) λ(1)n (Sf ). (27)
The proof follows from Theorem 12 and the inequality in (27). 
4. The Conclusion
In this paper, we ﬁrst study the asymptotic behavior of the entries and the absolute row sums
of the matrix (Cf )
−1 for any multiplicative arithmetic function f . Then we examine the asymptotic
behavior of the smallest eigenvalue of (Cf ) for some particular multiplicative functionsN
ε , Jε and σε . In
general, our results can be restated and can be proved for any multiplicative function f . For example,
saying there exists a positive real number κ such that ‖(Cf )‖∞ = κ (ζf )
2
ζ
f2
, one can prove the claim that
limn→∞ λ(1)n (Sf ) > 0 if ζf converges.
On the other hand, the determination of the convergence of ζf is a different problem. Indeed, to
avoid this difﬁculty we consider the asymptotic behavior of the matrix (CJε ) when only ε > 2.
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