ABSTRACT Compressive sensing (CS) has drawn an enormous amount of attention in recent years due to its sub-Nyquist sampling rate and low-complexity requirement at the encoder. However, it turns out that the decoder in lieu of the encoder suffers from heavy computation in order to decently recover the signal from its CS measurements. With the aim of developing a fast yet accurate algorithm, in this paper, we propose to leverage a deep convolutional neural network (CNN) prior model to the constrained CS reconstruction formulation and solve it via the alternating direction method of multipliers (ADMM). The proposed CNNREgularized ADMM framework, dubbed CREAM, is able to recover image signals from CS measurements effectively and efficiently. On the one hand, the developed constrained CS formulation by CREAM enables fewer regularization parameters and less computational complexity compared with traditional unconstrained CS formulation by ADMM. On the other hand, rather than training a neural network from scratch, an off-theshelf CNN model is directly incorporated into CREAM even without the effort of fine tuning, in which CNN has exhibited its desirable reconstruction performance and low computational complexity. Hereby, powerful GPU can be utilized to speed up the reconstruction. Experiments demonstrate that our proposed method for CS reconstruction of natural images surpasses state-of-the-art CS models by a significant margin in speed and performance.
I. INTRODUCTION
Nowadays has seen tremendous interest in compressive sensing (CS), which provides the possibility to sample a signal at a sub-Nyquist rate and still to reconstruct the original signal [1] . What it differs from traditional sampling method lies in that it acquires digital measurements by linearly projecting the original signal onto a lower-dimensional space. From these fewer measurements, the original signal can be robustly reconstructed if it exhibits sparsity in some domain, according to the CS theory [2] . CS opens up a new paradigm for signal processing, making it unnecessary to perform the intricate and time-consuming signal compression at the encoder [3] .
To convert the measurements back into the higherdimensional original signal space, an effective signal model is desirable in the decoder side. This model, to suit to various signal characteristics, is generally computation-intensive and domain-knowledge dependent. It is generally handcrafted and how it is designed largely determines the reconstruction performance. Letting alone the human efforts involved in this model crafting, high computational complexity for solving a model-driven optimization problem with respect to each signal is typically inevitable. This becomes one critical issue that hampers CS from extensive application.
Traditionally, in order to reconstruct the original image from its CS measurements, an explicit image model is required. A straightforward way to model the image is to characterize its sparsity in a generic domain, e.g., TV [4] , DCT [5] , and DWT [6] . This category of image models are universally applicable to any natural image, regardless of its texture or structure. However, due to the model's signal-independent nature, its reconstruction performance is far from satisfactory [7] , [8] . To rectify the problem, Wu et al. [9] propose a model-guided adaptive recovery of compressed sensing (MARX) via a piecewise autoregressive model that adapts to the changing second order statistics of natural images. Other works incorporate knowledge about transform coefficients (statistical dependencies, structure, etc.) into the CS recovery framework, such as Gaussian scale mixtures (GSM) models [10] , tree-structured wavelet [11] , and collaborative sparsity [12] . There are also works that exploit the low rank prior of natural images [13] , [14] or build an adaptive image dictionary [15] , [16] , based on which coefficient sparsity is enforced as the prior model. These adaptive methods take different features of various images into account and seek to build an image-dependent model. They generally lead to sparser representation and hence better reconstruction efficacy. However, an arising issue is that they require time-consuming patch-searching or large-matrix inversion operations. Consequently, computation time is evidently increased and algorithm efficiency is tremendously impaired.
Another emerging technology -deep learning (DL) [17] , which came to light almost at the same time as CS, has demonstrated its pervasive influence in academia and industry in recent years. Owing to its superior performance and high inference efficiency, DL is welcomed by researchers in a variety of fields and is continuously demonstrating its alchemy [18] , [19] . Two recent representative end-to-end deep networks are developed for CS by exploiting stacked denoising auto-encoder (SDA) [20] and convolutional neural network (CNN) [21] , respectively. In addition, it is known that CNN is designed to take advantage of the 2D structure of an input image (or other 2D input such as a speech signal), featuring shared-weights architecture and translationinvariance characteristics [22] , [23] . One benefit of CNNs is that it has fewer parameters than fully connected networks with the same number of hidden units [17] , [24] . One recent success of DL in computer vision is that CNN can achieve comparable or even superior results to traditional image denoising methods in terms of reconstruction performance as well as processing time [25] . Moreover, owing to its 'one-size-fits-all' nature, the deep learning denoising models can be directly utilized elsewhere once the training phase is completed. Quite recently, some fast and effective convolutional neural network (CNN) denoiser are trained and integrated into the half quadratic splitting (HQS) to solve image inverse problems [26] , [27] . It has become a trend that big data, machine learning and artificial intelligence will fundamentally impact the field of image reconstruction [28] .
Building on this success, in this paper, we leverage the CNN prior model into the alternating direction method of multipliers (ADMM), and propose an effective and efficient CNN-REgularized ADMM framework, dubbed CREAM, for CS image reconstruction. Part of our previous work has been published in [29] . Different from most traditional methods, CREAM exploits the constrained CS formulation instead of unconstrained one and requires fewer regularization parameters and less computational complexity. Rather than modeling an image explicitly as traditional methods do, an off-the-shelf CNN prior model is directly utilized under ADMM framework. In addition, we explore the connection between the CNN model and the CS problem with respect to the noise levels to optimize the model selection.
To summarize, the proposed CREAM features three advantages over traditional CS image reconstruction methods. Firstly, it does not require any matrix inverse operations in ADMM and has only one parameter to tune, which greatly reduces computational complexity and relieves human labor. Secondly, the introduction of off-the-shelf CNN prior model not only avoids the difficulty of designing hand-crafted image model but also skips the time-consuming training phase of deep learning. Thirdly, it resorts to the powerful GPU for running CNN, further speeding up the entire computation. Experiments demonstrate that the proposed CREAM not only yields better reconstruction results, but also runs faster than traditional methods.
The remainder of this paper is organized as follows. Section II give a brief introduction of compressive sensing (CS) and the traditional ADMM framework for CS reconstruction of images. Section III presents the proposed CREAM in detail. Section IV describes our experimental results and Section V concludes this paper.
II. BACKGROUND A. COMPRESSIVE SENSING (CS)
In this subsection, we mathematically formulate the procedures of CS acquisition and reconstruction. Let's denote the original signal by x ∈ R N , and its measurements by y ∈ R M , M N (the ratio M /N is called sampling rate or subrate). Then signal acquisition process is formulated as the linear projection as follows
where ∈ R M ×N is a projection matrix. For a given sampling rate, is usually constructed by generating a random Gaussian matrix and then orthogonalizing its rows, i.e. = I. According to the CS theory, if the signal x meets the sparsity requirement, it can be robustly reconstructed from the measurements. Directly computing x from Eq. (1) is an under-determined problem due to the lowered dimension of the measurements y. Therefore, in order to obtain a unique solution, a signal prior model is required, which hereby leads to the following optimization problem
In Eq. (2), f (x) represents a prior model, which usually depicts some intrinsic characteristic of the original signal. It is the prominent factor that determines the reconstruction efficacy and efficiency. Rather than Eq. (2), most state-of-the-art methods for image CS reconstruction consider the unconstrained problem [13] , [15] , [16] 
VOLUME 6, 2018 where λ ∈ R + is the so-called regularization parameter. Furthermore, some of the state-of-the-art algorithms to solve Eq. (3) belong to the iterative shrinkage/thresholding (IST) family [30] , its accelerated variants (TwIST [31] and FISTA [32] ), the alternating direction method of multipliers (ADMM) [33] and the approximate message passing (AMP) [34] . A key ingredient of the above optimization algorithms is the so-called shrinkage/thresholding function, also known as the Moreau proximity mapping or the denoising function, associated with the regularizer f , which provides the solution of the corresponding pure denoising problem. Formally, this function λf (r) is defined as [33] λf (r) = arg min
Note that if f is proper and convex, the above minimizer exists and is unique. Besides, for some choices of f , the corresponding λf (r) have simple closed forms. For instance, if
, where soft(·, λ) and hard(·, τ ) denote the component-wise softthreshold and hard-threshold functions, respectively.
B. ALTERNATING DIRECTION METHOD OF MULTIPLIERS (ADMM)
In order to facilitate the discussions in the following optimization section, this subsection briefly introduces the alternating direction method of multipliers (ADMM). The basic idea of ADMM is to convert the unconstrained minimization problem into a constrained one by resorting to the variable splitting technique and then to invoke the augmented Lagrangian method [33] to solve the constrained minimization problem. Numerical simulations show that it converges fast and is very attractive for large-scale problems.
To be concrete, consider an unconstrained optimization problem
where
First, an auxiliary variable, say v, is created to serve as the parameter of g 2 by the variable splitting technique, under the constraints that v = Gu, i.e.,
The rationale behind variable splitting is that, by decoupling g 1 and g 2 , it is usually easier to solve the constrained problem Eq. (6) than it is to solve its equivalent unconstrained counterpart Eq. (5).
After that, the augmented Lagrangian method (ALM), also known as method of multipliers (MM) is invoked to Eq. (6) . By alternating minimization with respect to u and v while keeping the other fixed, the so-called alternating direction method of multipliers (ADMM) is obtained to solve Eq. (5) in the following Algorithm 1.
Until some stopping criterion is satisfied Clearly, ADMM transforms the original Eq. (5) into three subproblems, of which Subproblem u in Step 3 and Subproblem v in Step 4 are usually easier to solve and Step 5 is trivial. It is also worth emphasizing that, in ADMM, the parameter µ is usually fixed to avoid the problem of numerical instabilities instead of choosing a predefined sequence µ j that approaches infinity. The convergence of ADMM can be attested by the equivalence between ADMM and the Douglas-Rachford splitting method (DRSM) applied to its dual problem [33] .
C. ADMM FOR CS
Now we give the general formulation of applying the ADMM framework described above to the unconstrained CS reconstruction problem Eq. (5). It is clear to see that Eq. (3) is the special case of Eq. (5), by defining
Therefore, according to ADMM in Algorithm 1, it yields the following ADMM for CS in Algorithm 2. More discussions about the issues of ADMM for CS in Algorithm 2 are given below.
Until some stopping criterion is satisfied From Algorithm 2, one can observe that there are still three deficiencies in solving CS problem under the ADMM framework. First, for Step 3 in Algorithm 2, it becomes a simple quadratic minimization problem, which has a unique solution
where z j = v j + b j and I ∈ R N ×N is the identity matrix,
Note that as the dimension N increases, it becomes more computationally expensive to calculate the inverse of + µI. plots the relationship between the computational time (unit: second) and the matrix inverse operation inv(·) with Matlab for different dimensions N , represented by the blue circles.
The purple dotted line is generated by curve fitting and is formulated as h(n) = 3.211 × 10 −11 n 2.948 , which clearly shows that the matrix inverse operation has O(n 3 ) cost. Thus, reducing the complexity of Eq. (10) is crucial. Second, for Step 4 in Algorithm 2, it is actually the Moreau proximity mapping τ f (w j ), where w j = x j+1 − b j and τ = µ λ . Obviously, the solution of τ f (w j ) depends on the design of the prior model f . However, on the one hand, it is expected that the prior model is able to fully depict the image characteristics; on the other hand, we also hope its proximity mapping can be solved efficiently. So far, the stateof-the-art methods utilizing the nonlocal self-similar characteristics of images, such as low rank or group sparse, are usually computationally expensive. Therefore, how to design a good prior model and solve τ f (w j ) efficiently is of vital importance.
Third, how to set the two parameters λ and µ, involved in Algorithm 2 is also pivotal to the whole optimization problems, since regularization parameters play a significant role in reconstruction performance.
III. CREAM: PROPOSED CNN-REgularized ADMM FRAMEWORK FOR CS RECONSTRUCTION
To overcome the above three shortcomings, in this paper, we propose a CNN-REgularized ADMM framework (CREAM) for CS reconstruction. CREAM is not only able to produce higher-quality reconstruction image, but also has less computational complexity and fewer regularization parameters. Unlike traditional CS image reconstruction methods, we do not explicitly model an image. Rather, we take a mathematical perspective and start from dissecting the optimization problem Eq. (2) into two subproblems via ADMM, which is detailed in the first subsection. Then we tackle each subproblem respectively in the following subsections.
A. PROBLEM DISSECTION BASED ON ADMM
In this paper, different from most of the previous methods adopting Eq. (3), we start with the constrained CS optimization Eq. (2), and rewrite Eq. (2) in an equivalent unconstrained form by introducing an indicator function as follows:
where 1(x) denotes the indicator function, defined as
Compared with the unconstrained formulation in Eq. (3), there are actually two advantages using (11) . One obvious advantage is that one regularization parameter λ in Eq. (3) is avoided, which greatly reduces the hassle of tuning parameters. The other advantage is to remarkably decrease the computational complexity, which will be given in the next subsection.
Next, we define
Then, according to ADMM in Algorithm 1, solving Eq. (11) is equivalently transformed into three iterative steps shown below
where µ is a positive parameter, which will be seen fade out in the following process. Due to that Eq. (18) is a simple update step and straightforward to compute, solving Eq. (11) is actually translated into two subproblems, i.e., Eq. (16) and Eq. (17), with respect of x and v, respectively. We will focus on solving these two subproblems efficiently in the following subsections.
B. THE X SUBPROBLEM: CONSTRAINED QUADRATIC PROGRAMMING
For the x subproblem in Eq. (16), we plug Eq. (12) back into it and get the following equivalent constrained form
where z j = v j + b j . Obviously, µ has no effect and can be omitted. Then, Eq. (19) equally becomes
It is essentially a constrained quadratic programming problem and has a closed-form solution.
Concretely, we first compute its Lagrangian function as follows
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and
In particular, Eq. (22) is referred to as primal feasibility, while Eq. (23) is referred as the stationarity, in which ∇ x L is the gradient of the Lagrangian function Eq. (21) with respect to the primal variable x and calculated as
Furthermore, solving Eq. (22), Eq. (23) and Eq. (24) simultaneously leads to the analytical solutions of x * and d * as follows
Therefore, the solution of Eq. (19) is
According to the property of in Sec.II.A, i.e. = I, the ultimate solution of Eq. (19) is simplified as
Compared with the solution of the quadratic minimization problem Eq. (10), introduced by unconstrained CS formulation, Eq. (28) is far more succinct and more computationally efficient. In particular, Eq. (28) avoids calculating the matrix inverse of + µI ∈ R N ×N , which is quite computationally expensive (O(n 3 )), as illustrated in Fig. 1 . Especially when N becomes larger, the matrix inverse operation will be unstable or even fail. For instance, assuming that the measurements are obtained in the unit of a whole image, the image x is of size 200 × 200 and the subrate is 0.25, then N = 40000 and ∈ R 10000×40000 . Consequently, only calculating the inverse of + µI costs more than half an hour in Matlab. If the image x is of size 256 × 256, N = 65536 and ∈ R 20000×65536 , then calculating the inverse of + µI will lead to Matlab failing to compute. In contrast, in the above two cases, our solution Eq. (28) is able to work well, enabling CS acquisition with larger images. In addition, be aware that the parameter µ is parameters need to be manually set anymore in Eq. (28) . This happens to be another benefit of formulating CS reconstruction in a constrained way compared to the unconstrained formulation in Eq. (10). 
which is literally a proximity mapping or a denoising function, corresponding to the regularizer f . w j is deemed as a noisy image, v is the original image to be estimate, v j+1 is the corresponding denoised image, and f (v) is a mathematical model that characterizes the image property. Inspired by the recent success of deep convolutional neural network (CNN) in image restoration, in this paper, we propose to incorporate CNN prior into the CS reconstruction. To be concrete, in contrast to explicitly model f (v), we leverage an off-the-shelf deep CNN to learn the relationship between the input noisy image and the output denoised image. Specifically, we adopt the CNN architecture with residual learning (RL) [35] and batch normalization (BN) [36] for Gaussian noise removal proposed in [24] to solve the above proximity mapping problem. As illustrated in Fig. 2 , the kernel size of all convolutional layers is set to 3 × 3 × 64; the stride size of all layers is set to 1 and no pooling layers are placed in order to keep the image spatial resolution. Our experiments demonstrate that the CNN structure with better image denoising performance also leads to better CS reconstruction results. As discussed in [24] , the integration of RL and BN can not only speed up and stabilize the training process but also boost the denoising performance.
A design worth noticing in this network is the output being the image of noise, i.e., the residual between the original clean image and the input noisy image. Therefore, the objective function for training the CNN is to minimize the error between the trained residual and the actual residual, formulated as followŝ
where x i and u i are respectively the clean image and the noisy image of the i-th training sample, N T is the total number of train samples and x i − u i represents the actual residual. g (u i ; ), calculating the trained residual, represents the CNN feed-forward computation, u i being input and parameters. Eq. (30) is solved via a gradient descent method, in which the gradient of all parameters are computed through back propagation. Though computation-intensive, this training process is completely off-line, meaning once it is completed, the only computation for each image-to-process is to go through the feed-forward network merely once. Concretely, using off-the-shelf values of , we generate the denoised image v j+1 from the noisy image w j with the following onestep computation
Generally, the parameters in above deep neural network are determined by the noise level σ . At different noise levels, different models are separately trained and different parameter values are obtained. Thus, in our problem, we need to evaluate the noise level of the noisy image w j to choose the best-matched CNN model. The noisy image w j is essentially determined by the CS subrate, the larger the subrate is, the less noisy the image w j will be. We will provide our observation of how the noise level relates to the subrate in the experiment section. Once a suitable noise level is selected, the corresponding well-trained CNN is directly utilized to solve our v problem, even without any finetuning operation. Therefore, to solve the proximity mapping with CNN prior Eq. (29), we get rid of the parameter µ and introduce one new parameter σ . In fact, CREAM is very robust to the value of σ and we find that a fixed setting of σ still works well. In the following experimental section, we will give the details about the setting of σ and its robustness of initialization. Update
Calculate x j+1 by Eq. (28) 6:
Calculate v j+1 by Eq. (31) 8:
j ← j + 1 10: Until some stopping criterion is satisfied 11: Output: Final CS reconstructed imagex
D. SUMMARY
So far, all issues in the process of handling the above x and v sub-problems have been resolved. In summary, a novel framework using CNN-REgularized ADMM (CREAM) is developed in this section. Compared with traditional ADMM for CS in Algorithm 2, the proposed CREAM utilizes only one parameter σ , rather than two regularization parameters λ and µ in Algorithm 2, and requires much less computational complexity for the x subproblem. Moreover, instead of handcrafted models, CREAM incorporates a CNN implicit prior as regularization into the ADMM framework, which further makes the whole algorithm more efficient and effective. Therefore, our proposed CREAM successfully gets over the three shortcomings existing in traditional ADMM for CS in Algorithm 2, as mentioned in Sec.II.C. In light of all derivations above, a detailed description of the proposed framework CREAM for CS is provided in Algorithm 3, as illustrated in Fig. 3 .
IV. EXPERIMENTS
In this section, we present extensive experimental results to demonstrate the performance of the proposed CREAM for CS reconstruction.
A. EXPERIMENTAL SETTING
Following the common practice in previous CS work for the sake of memory efficiency, we apply block-based VOLUME 6, 2018 compressive sensing for all the tested methods, with a block size of 32 × 32, i.e. N = 1024. For a given CS subrate, the corresponding measurement matrix ∈ R M ×N is constructed by generating a random Gaussian matrix and then orthogonalizing its rows, i.e.
= I, where I is the identity matrix.
For testing, we utilize two image datasets: Set12 and Set100. The former has 12 widely used standard gray images as shown in Fig 4. The latter is composed of 100 natural gray images from BSD500 [37] , since the other remaining 400 images have been used for training CNN denoiser networks in [24] . To evaluate the quality of reconstructed images, PSNR (Peak Signal to Noise Ratio, unit: dB) is used to evaluate the objective quality and a perceptual quality metric SSIM [38] is adopted to evaluate the visual quality. A higher SSIM value means better visual quality. All the experiments are performed on a workstation with Intel Core i7-6820 CPU and GTX1060 GPU.
B. SETTING OF PARAMETER σ
From the above discussions, one can see that the noise level σ is the only parameter that needs to be manually set in our whole framework CREAM. To make it tractable, we only use the pre-trained CNN networks for Gaussian noise removal in Sec.III.C for a range of noise levels {5, 10, 15, 20, 25, 30}. To find the optimal noise level, we conduct the experiments for various CS subrates with different noise levels for Set12, the average PSNR results are shown in Fig. 5. From Fig. 5 , it is obvious to get the optimal setting of σ for each CS subrate in Table 1 . Therefore, we find an efficient way to estimate σ .
The following experiments on the large image dataset Set200 will further verify this mechanism of setting σ in CREAM. It is also worth noting that, borrowing some ideas from estimating noise level methods [39] - [42] , more complicated and more effective ways to estimate parameter σ may be designed to improve reconstruction performance, which is also a good topic and beyond the scope of this paper.
C. ALGORITHM ROBUSTNESS AND STABILITY
After setting the noise level parameter σ , we further test its robustness by feeding CREAM with different initialization. Here, we take TV and DWT as example, because they both are very fast CS reconstruction methods. Fig. 6 plots the evolutions of PSNR versus iteration numbers for two 76844 VOLUME 6, 2018 test images with different initialization for CREAM in the case of subrate 0.4. One can clearly see that after about ten iterations the proposed CREAM with different initialization achieves almost the same reconstruction results, verifying the robustness of CREAM. It is also emphasizing that IRCNN usually requires about one hundred iterations to be converged. Since TV is more efficient that DWT, in this paper, we adopt TV as initialization of CREAM by default. In addition, it is also observed that with the growth of the iteration number, all the PSNR curves increase monotonically and ultimately become flat and stable, exhibiting good stability property. Note that due to non-convexity of CNN prior model, it is natural that there are some perturbations in the curves. Due to this good stability property, we empirically set the maximum iteration number to be 60 as the stopping criterion of CREAM as described in Algorithm 3.
D. COMPARISON WITH STATE-OF-THE-ART ALGORITHMS
We compare CREAM to nine recent representative CS image reconstruction methods in the literature: TV [4] , DWT [6] , MH [43] , ALSB [15] , GSR [16] , IRCNN [26] , D-AMP [34] , SDA [20] , and ReconNet [21] . TV is a classic method that utilizes the total variation prior to characterize local structures for CS reconstruction. DWT exploits the sparsity of natural images in wavelet domain for CS reconstruction. Here, the wavelet basis for DWT algorithm for CS recovery is ubiquitous biorthogonal 9-7. MH first makes use of the nonlocal self-similarity of images and exploits multi-hypothesis predictions to generate a residual in the domain of CS random projections, where this residual being typically more compressible than the original signal leads to improved reconstruction quality. ALSB utilizes the adaptively learned sparsifying basis to sparsely represent overlapped image patches for CS reconstruction. By enforcing the intrinsic local sparsity and nonlocal self-similarity of images simultaneously in a unified framework, GSR exploits the concept of group as the basic unit of sparse representation for CS reconstruction. D-AMP integrates the well-defined BM3D denoiser [44] into the approximate message passing (AMP) framework for CS reconstruction. Similarly, IRCNN integrates the CNN denoiser into the the half quadratic splitting (HQS) framework for CS reconstruction [26] . Compared with IRCNN, our proposed CREAM adopts more efficient and effective ADMM framework that is specially designed for CS and requires fewer regularization parameters. SDA and ReconNet are two recent representative end-to-end deep network based CS methods. SDA applies a stacked denoising autoencoder to learn the representation from training data and to reconstruct test data from their CS measurements. ReconNet is a convolutional neural network based CS algorithm, and learns to regress an image block (output) from its CS measurement (input). Note that that GSR is known as the current state-of-the-art algorithm for image CS reconstruction. However, adopting the ADMM framework for CS (Algorithm 2), GSR is quite computationally expensive. It is also worthwhile to emphasize that compared to methods like GSR and ALSB, which require such parameters as reconstruction patch size, regularization strength, the regularization parameters in optimization, etc., our proposed CREAM is much easier to operate and human-friendly.
The PSNR and SSIM results for Set12 in the cases of 0.1, 0.2, 0.3, and 0.4 subrates are provided in Table 2 and Table 3, respectively. Obviously, on average, SDA and ReconNet generate the worst results, although maintaining fast computational speed. DWT and TV produce better results than SDA and ReconNet, especially at high CS subrates. MH and ALSB perform better than DWT and TV. GSR and D-AMP further work better than previous six methods. However, our proposed CREAM achieves the highest PSNR and SSIM on average among the ten comparative algorithms over all the cases, improving roughly 5.9 dB, 4.6 dB, 4.3 dB, 4.0 dB, 3.0 dB, 1.6 dB, 2.0 dB, 0.6 dB and 1.1 dB on average, compared with SDA, ReconNet, TV, DWT, MH, ALSB, 
D-AMP, GSR and IRCNN, respectively.
Although CREAM achieves the highest results for most cases, one can observe that there are two exceptional casesthe testing images House and Barbara, for which GSR works the best. This is because these two images have rich repetitive patterns and the reconstruction algorithms explicitly utilizing non-local self-similarity such as GSR are specially geared to them. Comparatively, CREAM implicitly utilizes non-local information in the CNN model. In spite of this, our proposed CREAM still produces visually competitive results compared to GSR, as shown in Fig. 8 .
Some visual results of the recovered images by the comparative algorithms are presented in Figs. 9∼11. As expected, DWT and TV generate the worst perceptual results. The CS recovered images by MH and ALSB possess much better visual quality than those of DWT and TV, but still suffer from some undesirable artifacts, such as ringing effects and lost details. GSR and D-AMP eliminates most ringing effects and preserves sharper edges and finer details. The proposed algorithm CREAM further generates much clearer and better visual results than the other competing methods. Besides, we can see that at low subrate, such as 0.1, the proposed CREAM can still reconstruct the object boundaries clearly and even show visible texture details, without obviously noticeable distortion or artifacts. In contrast, other comparative methods lead to distorted information in one way or another. Fig. 12 and Fig. 13 further provides the difference images with respect to Starfish and Monarch by various CS reconstruction methods. It is apparent that the magnitude of the image CS recovery errors (with respect to the original image) by CREAM is much lower than those by other competitive methods, which fully demonstrates the superiority of CREAM.
To validate the generalizability of our proposed CREAM, we also compare it to TV and GSR on the larger dataset Set100 at various CS subrates. As shown in Fig. 7 , CREAM achieves the best performance among all six CS subrates.
E. COMPARISON WITH ADMM-NET
To further demonstrate the generality of CREAM, we directly extend it to the specific problem of CS-MRI reconstruction, which aims at reconstructing MR images from a small number of under-sampled data in k-space [46] . In this application and following common practices, we set the sampling matrix in Eq. (1) to = PF, where P is an under-sampling matrix and F is the discrete Fourier transform. In this case, we compare against ADMM-Net [45], 1 which is a networkbased method inspired by ADMM and specifically designed for the CS-MRI domain. It is worthwhile to note that ADMMNet cannot be trivially extended to other CS domains, since it imposes a specific structure to the sampling matrix . Utilizing the same testing brain medical images as ADMM-Net, the CS-MRI results of CREAM are summarized in Table 4 for CS subrates of 0.2, 0,3, 0,4 and 0.5. It is clear that the proposed CREAM outperforms ADMM-Net over all CS subrates, achieving 0.44 dB∼0.87 dB PSNR gains. As illustrated by Fig. 14 , CREAM achieves better visual results with less distortions than ADMM-Net.
F. COMPUTATIONAL TIME
In this subsection, we will show the computational time comparison of several competing algorithms, as well as their reconstruction performance. We separately record the running time of each algorithm on the two images of size 1 https://github.com/yangyan92/Deep-ADMM-Net 256 × 256, i.e., Starfish and Monarch in Fig. 4 . Note that the computational time of CREAM includes the computational time of TV initialization. Fig. 15 shows the relationship between PSNR performance and computational time for all the competing algorithms. It is clear that the computational time of our CREAM is as low as the simple DWT, yet achieves obviously better reconstruction quality than the state-of-the-art GSR, achieving a good trade-off between speed and performance. In particular, CREAM is more than 100 times faster than existing methods using ADMM, such as ALSB and GSR and 2 times faster than IRCNN. This comparison also clearly verifies the efficiency of CREAM apart from its efficacy. We attribute the fast speed of CREAM to two factors. First, the x subproblem is solved quite efficiently by Eq. (28) without any matrix inversion operation or iterative steps. Second, the v subproblem with CNN prior model is also greatly accelerated by GPU.
V. CONCLUSIONS
With the aim of reconstructing images from the CS measurements both effectively and efficiently, in this paper, we propose a CNN-REgularized ADMM framework (CREAM) that leverages an off-the-shelf deep convolutional neural network (CNN) prior model and incorporates it into the ADMM mathematical framework. By formulating the problem in a constrained form, we alleviate unnecessary parameters and reduce computational complexity. Experiments demonstrate that our proposed CREAM for CS reconstruction of natural images surpasses state-of-the-art CS models by a significant margin in speed and performance. To improve performance on images with repetitive patterns, such as House and Barbara, further work will consider to design CNN prior models by explicitly utilizing non-local self-similarity of natural images, inspired by recent work [47] and extend CREAM to other image inverse applications. VOLUME 6, 2018 
