I propose the use of a simple real space constraint for iterative phase retrieval intended for diffractive imaging. The proposed constraint is a single parameter equal to the number of nonzero pixels in the image. This greatly simplifies the procedure to determine the constraint. A series of algorithms using this constraint can be easily deduced from existing algorithms, such as hybrid-input-output and difference map algorithms. The high efficiency of these algorithms is largely preserved, as confirmed by numerical studies. A concept widely used in control system theory, proportional-integral-derivative control, is shown to increase the execution speed of the proposed constraint significantly.
INTRODUCTION
Solutions of the phase problem 1 using iterative algorithms have attracted much attention recently because of their important role in lensless (or diffractive) imaging. This method allows a scattering potential or charge density to be reconstructed from a knowledge of the intensity scattered into the far field, by solving the phase problem. The power of these algorithms in dealing with nonperiodic structure using x-ray or electron diffraction has been demonstrated by a number of groups. [2] [3] [4] [5] [6] Among others, 1 the most famous and widely used iterative algorithm is the hybrid-input-output (HIO) algorithm invented by Fienup 7 in the 1980s and based on the earlier GerchbergSaxton (GS) algorithm. 8 An indispensable part of the HIO algorithm is the support constraint (or knowledge of the shape of the boundary of the unknown object), which was shown to be very powerful in Fienup's early work when combined with the "feedback"concept. 7 However, a side effect is that the support information required by the HIO algorithm often requires an independent imaging experiment in order to obtain the information on object shape. 2 Solving this problem has been part of the effort of our previous work, 3, 9 where support estimates were inferred from the autocorrelation function, which is obtained by Fourier transform of the diffracted intensity.
Recently, two new algorithms have been proposed: difference map (DM) 10 and charge-flipping (CF) 11 algorithms. The former algorithm was shown to be very efficient and flexible in accommodating a number of different constraints. The latter was claimed to be very simple, both in the algorithmic design, and in that only one real space parameter is required, which therefore automatically eliminates the need for an independent imaging experiment. Unfortunately, the constraints that are used in the DM algorithm are still significantly complicated. 10 On the other hand, the efficiency of the CF algorithm is still not comparable with that of HIO.
A number of variant algorithms based on HIO or DM have been proposed, 9 ,12-14 but few of them can be considered simple and efficient at the same time. For example, a support constraint is still required in the methods of McBride et al. 12 and Faulkner and Rodenburg. 13 While the "shrink wrap" algorithm 9 (which iteratively improves the autocorrelation estimate of the support) does not require an independent support constraint, it lacks the concise nature of the original HIO algorithm and sometimes suffers from "over shrinking," which can destroy the final reconstruction. In this paper, we investigate the possibility of a simple yet efficient algorithm that brings together the best features of the HIO, DM, and CF algorithms. Before pursuing such an algorithm, let us discuss the real space constraints. Elser 10 has listed the constraints available for general phase retrieval. Besides support, a prior knowledge of the typical gray-scale histogram of the object density is another constraint that works independently with DM and is in principle applicable to general phase retrieval problems. 15 Other constraints are not considered here either because they lack generality, such as atomicity (a superset of histograms, applicable only to crystallographic problems), or because they cannot be used independently (such as realness and sign constraints). Except for atomic resolution problems, where the histogram or atomicity constraints can be obtained from prior chemical analysis, the histogram constraint usually requires a complicated experiment as well. The reason is that both the support and the histogram contain rich information in real space. By going to a "looser" constraint, the complexity will be released. The number of nontrivial (usually nonzero) pixels (NNP) in the image is such a loose constraint. In fact, only a single parameter is required for the constraint. NNP can often be estimated from empirical knowledge. If such an estimate is not accurate enough, a one-dimensional parameter search becomes feasible, in contrast to the multiple-parameter nature of the support or histogram constraints. A good feature of NNP is that it can be regarded as a subset of both the support and histogram constraints, and is therefore automatically compatible with the highly efficient HIO and DM algorithms. Our numerical tests have shown that the NNP-constraint version of the HIO or DM algorithm is indeed very efficient as well. The tolerance of the NNP constraint to estimate (or measurement) error is also quite high. In our simulation studies (not shown in this paper), a 100% increase of NNP still allows the algorithm to converge. A drawback compared with the support constraint is that NNP has limited applicability for reconstruction of complex-valued images, due both to the enlarged constraint subspace and to the "comparison" operations. 15 But it performs better than the histogram constraint, as we see below.
The paper is organized as following. We analyze the NNP constraint in more detail in Section 2, and present a formulation of various algorithms in Section 3. Section 4 gives numerical simulation studies for various algorithms. We conclude the paper in Section 5.
THE NUMBER-OF-NONTRIVIAL-PIXELS CONSTRAINT
Consider first a real and positive image. If we sort all pixels in the image into one dimension and in order of decreasing intensity, the normalized pixel value versus pixel number (counting from the maximum value) will typically look like the curve in Fig. 1(a) . This is actually the "histogram" 16 of the image in Fig. 1(b) . The x coordinate of the last nonzero point on this curve is the NNP, and denotes the boundary between zero and nonzero pixels. An almost equivalent representation of the same information is the y coordinate of the same point, labeled here as T NNP . This value defines a "threshold" separating zero and nonzero pixels. Enforcement of the T NNP constraint on an image is very simple and efficient: During iterations, set all pixels with magnitude below T NNP to zero and ϳN operations are needed, where N is the image size. This is faster than the NNP constraint, where ϳN log N operations are usually needed using fast sorting algorithms to select the largest pixels and keep them unchanged while setting the others to zero (for details see Appendix A and Elser 10 ). However, for the following considerations we regard NNP as a better representation of the constraint than T NNP . First, NNP is well defined and well behaved since it has an integer increment unit of 1. In contrast, T NNP can have arbitrary real values. This makes determination and operation of T NNP difficult, especially when a flattened histogram is encountered-a tiny error in T NNP will affect a large number of pixels being processed. In cases where the histogram continuously decreases to zero [similar to the inset of Fig. 1(a) ] and T NNP is infinitesimal so that it falls below the noise (experimental or digital) background, stagnation becomes more probable since more of the pixels will remain unchanged.
A simple solution is to set T NNP larger than the true value to overcome possible stagnation, which may occur, even though such procedure will always lead to a wrong solution. A more elegant and general strategy is devised here by adopting the proportional-integral-derivative (PID) algorithm widely used in control systems theory. The idea is to use T NNP as a control parameter to adjust dynamically the actual number of unchanged pixels NNPЈ (which can be easily measured) to the correct amount NNP. This can be stated in the following form:
where T NNP c and T NNP n are the current and new estimates of the threshold value of T NNP , respectively, and it is convenient to express them in normalized units as percentages (in the range [0, 1]) of the maximum pixel value. P is the so-called proportional coefficient and is adjusted at each iteration (contrary to the usual PID algorithm) in corresponding regions:
where N is the image size and the 2 in the denominator has been added to provide some damping to prevent drastic changes in P. This is actually a modified version of the PID algorithm. We have neglected the more complex part of PID control items such as integral and derivative compensations-a dynamical P has partially the same effects. In this way, the clearness of NNP and the efficiency of T NNP are merged. Now the NNP constraint is executed with the operation count scaling with the image size N linearly. We will review an example in Section 4 to show the benefit of using PID control. For readers familiar with the CF algorithm (see Section 3 and Oszlanyi and Suto 11 ), it becomes evident that the single adjustable parameter in the CF algorithm corresponds simply to T NNP . But a sign reverse (the so-called charge flipping) is used in CF where appropriate, rather than simply setting those pixels below T NNP to zero. Since there are intrinsic problems associated with T NNP as pointed out above, we suggest using NNP and PID control as an equally efficient way to replace T NNP if possible. We also note here that the shrink wrap algorithm, 9 as an extension of the original HIO algorithm, does not require the support to be measured. But there are several adjustable parameters, one of which plays a role similar to that of T NNP by performing a thresholding operation. So, in essence, the CF and shrink wrap algorithms are different ways of implementing the NNP constraint.
The above discussion applies to real, positive-valued images. For complex images, the meaning of comparison (when doing sorting and thresholding) must be defined to avoid ambiguity, and this definition is needed to implement the NNP or histogram constraints. On the other hand, the support constraint, although it contains NNP information, does not need a comparison operation between complex values; therefore it works for complexvalued images as well. Attempting to use the magnitude of a complex value to solve this ambiguity turned out to work only in limited cases. We will return to this in Section 4. Another way to understand the difficulty with complex images is to realize that the search space for each pixel is expanded from the real axis to the whole complex plane. The chances of stagnation to local minima are then significantly increased.
ALGORITHMS
We now turn to discussion of the algorithms, in which we follow the language used by Elser 10 to give a concise description of HIO, DM, and CF algorithms and their variants. The performance of various algorithms will be compared based on numerical simulations in Section 4.
The operator to apply the constraint is represented by the symbol , which in Fourier space is the Fourier modulus obtained from a diffraction experiment and in real space is the support, histogram, or NNP constraint. The result of an operator's operation on an image is called a projection. Combination of various projections and operations leads to a map or a complete iteration. Refer to Elser 10 for a detailed discussion of various elementary projections. The three iterative phase-retrieval algorithms mentioned above and their variants to accommodate the NNP constraint can thus be described as HIO:
where g , gЈ represent current and new estimates of the reconstructed image; mod is the operator of the Fourier modulus projection; HIO is the key operator of the HIO algorithm; GS is the GS projection; S is a mark matrix (same size as the image) with elements 1 (0) if the corresponding pixel of the image is known to be nonzero (zero) and represents the shape of the support; ␤ is a constant in the range [0.5, 1]; and the centered dot (·) denotes elementwise multiplication in contrast to matrix multiplication. The feedback concept introduced in HIO is mainly reflected in the second term of Eq. (3). The first term of Eq. (3) is actually a GS projection, i.e., GS ͓ mod ͑g͔͒ = mod ͑g͒ · S, and the GS operator is linear; therefore Eq. (4) follows. For support constraint, both Eqs. (3) and (4) are equivalent representations of the HIO algorithm. For NNP constraint, Eqs. (3) and (4) still apply, but a change of the meaning of S is necessary-it is now a matrix with element S ij (take the 2D image as an example):
͑5͒
Unlike its predecessor, now S is a dynamically varying matrix rather than a static one. Writing the NNP-adapted algorithm as Eq. (3) is for describing the algorithm conveniently. In practice, it can be done in a one-step process:
Instead of "cutting" the small pixels to zero (the first term), one does a negative feedback at those pixels using g and mod ͑g͒.
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The first term in the right-hand side of Eq. (3) is now an NNP projection, i.e., NNP ͓ mod ͑g͔͒ = mod ͑g͒ · S. Contrary to the GS operator, NNP is not linear; a rewriting to Eq. (4) is not equivalent to Eq. (3), but yields a different algorithm by replacing GS with NNP . We found that Eq. (4) is more efficient than Eq. (3) in convergence using the NNP constraint. Interestingly, while Eq. (4) is a special case of the DM algorithm combined with the NNP constraint, as shown next, the NNP version of Eq. (3) cannot be regarded as a special case of the DM algorithm.
DM:
gЈ = g + ␤͕ 1 ͓͑1 + ␥ 2 ͒ 2 ͑g͒ − ␥ 2 g͔ − 2 ͓͑1 + ␥ 1 ͒ 1 ͑g͒ − ␥ 1 g͔͖,
͑6͒
where ␤, ␥ 1 , and ␥ 2 are constants; 1 refers to either the Fourier modulus or the real space constraint; and 2 refers to another. It has been shown 10 that in general ␥ 2 = ␤ −1 and ␥ 1 =−␤ −1 work well, where ␤ is a nonzero real parameter.
By setting ␤ = 1 (or −1 similarly), and ␥ 1 =−␤ −1 = −1, ␥ 2 = ␤ −1 = 1 in Eq. (6), a simplification of the algorithm follows immediately:
If we let ␥ 1 = −1 and ␥ 2 = ␤ −1 in Eq. (6) and let 1 be the real-space-constraint operator like GS or NNP , and 2 = mod , then Eq. (6) reduces to Eq. (4), but Eq. (6) fails to reproduce Eq. (3) for any possible parameters.
For a description of implementing the histogram and the NNP constraint with computer codes, see Appendix A.
CF:
Here S is a matrix with element S ij (take the 2D image as an example):
t is an appropriately chosen parameter 11 and Re is an operation to extract the real part. Since the CF algorithm usually can deal only with real and positive images, an Re or modulus operation is needed on the mod projection. We found the former works better. Compare Eq. (9) to the discussions in Section 2; the meaningful choice of t is T NNP . Charge flipping (referring to the electron density responsible for x-ray scattering) is so termed because of the sign reversal operation on the less significant pixels of mod ͑g͒.
It is worthwhile pointing out that the CF algorithm can be regarded as the "output-output" version of the three algorithms originally proposed by Fienup, 17 with ␤ =2 if we ignore the definition of S similar to the observation by Wu et al. 14 Then it is not difficult to understand the poorer performance of CF algorithms compared with HIO and DM algorithms, both because the choice of ␤ is worse than optimum ͑ϳ1͒ and because the "output-output" algorithm is less efficient than the HIO algorithm. 
SIMULATIONS AND DISCUSSIONS
Next we proceed to review the performance of the various algorithms using simulated data. Some of the algorithms using the NNP constraint have been successfully applied to experimental diffraction patterns. These results and many practical applications of the NNP constraint will be reported in a separate paper. From discussions in Section 2, we know that with the NNP or histogram constraint, it is best to work with real-and positive-valued images for which comparison (sorting or thresholding) has definite meaning. We do find limited success of NNP-adapted algorithms for complex images. And it is surprisingly better than histogram constraint, for which no convergence is shown on complex images. The algorithm that works best with complex images is the original HIO algorithm with support constraint. But a very tight support is needed as shown by Fienup 7 and by the author's own studies. In view of the difficulty of obtaining such a tight support, use of the NNP constraint for certain cases of complex images is still of merit.
In the following, we first compare the performance of various algorithms using real-and positive-valued images. We then present them with more stringent tests, especially with complex images, but limit the number of nontrivial phases. Last, we present an example to show the use of PID control for the NNP constraint. This type of study is by no means complete, but provides a qualitative assessment of various ideas relevant to NNP constraint.
The real and positive image is the one shown in Fig.  1 (6) and (7)] are easy to make; we omit them here for the sake of clarity. Interested readers can implement these cases easily in their own studies.
The results are summarized in Table 1 . For each case, 100 independent runs are sampled each starting from a different random guess of the phases. The iterations needed for a successful reconstruction depend on the performance of the algorithms. We therefore use different iteration times (rounded to 100) for each case. For all cases but (E), reasonably longer iterations will tend to guarantee the convergence. For example, for case (B), increasing the iteration times from 100 to 300, the success rate was increased from 4% to 27%. By success or convergence, we mean the reconstructed image has no visual discrepancy with the true solution except a translational factor and/or center inversion.
Both the success rate and iteration number listed in Table 1 are measures of the performance of the algorithms. From this study, we found roughly ͑A͒ϳ͑C͒ ϳ͑D͒ Ͼ ͑B͒ Ͼ ͑E͒ in terms of performance. For this type of problem, (A), (B), (C), and (D) all work well. The success rate and convergence speed of (E) is much poorer than for the others, so we omit it in the following tests.
Next we test the performance of algorithms (A), (B), (C), and (D) when presented with a complex image. The same image in Fig. 1(b) is now taken as the modulus of a complex image. The phases of a portion of the nonzero pixels in the complex image are set to random numbers in ͓0,2͒. The phases of the remainder of the nonzero pixels are set to zero. Define r to be the ratio of the nonzero phase pixels (uniformly distributed over the image) to the total nonzero modulus pixels (NNP). While it is consistent to use the same procedure as in Appendix A to apply the NNP constraint, we have to modify the procedure for the histogram a little from that for a real-and positive-valued image (see Appendix A). From our study, algorithm (A) can always successfully reconstruct the image [the oversampling ratio of Fig. 1(b) is ϳ16 (Ref. 18) ] even if r in- Fig. 1(b) creases to 1. Algorithm (C) still converges fairly quickly for r as large as 0.6. The same is true for (B) for r as large as 0.3. Algorithm (D) does not work even for r as small as 0.1. We note here that though some portion of the phases in the image are set to zero, no such information on the amount and positions of the zero phases are utilized in all the above-tested algorithms to reflect the real situation. The above result is quite counterintuitive considering that the histogram provides much more information than the NNP does. The constraint subspace confined by the histogram or the support is much "smaller" than by the NNP. We believe the ambiguity problem intrinsic to the comparison operation between complex values plays a major role in this surprising result. In other words, the rich information provided by the histogram is not properly utilized by the trivial comparison operations. Therefore such operations do more harm than help to the reconstruction. More intelligent ways of utilizing such information may resolve the puzzle.
The above observation is further confirmed by applying the algorithms to a real-valued image with mixed (half) positive and (half) negative pixels. While (A), (B), and (C) all work well in such case, (D) showed no sign of convergence in our studies.
An extra advantage of NNP over histogram constraint relates to the scaling problem for real-world applications. Even when the histogram can be measured accurately, its absolute scale to the measured diffraction data is still often difficult to estimate because of too many factors. This scale problem should in principle be solvable with Parseval's theorem. In our simulation we simply assume the correct scaling is known since it is not the main topic of the present paper, while for NNP, there is no such scaling problem.
Though HIO remains the best algorithm in terms of convergence speed and applicability, a very tight support is essential to the success of dealing with complex images. 7 So how algorithms 1 and 3 perform for practical problems in the presence of an inaccurate support and noisy data deserves further study. Another problem with HIO is a kind of stagnation associated with the insensitivity of the Fourier modulus versus a translational operation on an object. Such behavior is frequently observed in our experimental or numerical simulation work if the support is not tight enough or if the edge of the object is not sharp enough (in contrast). The reconstructed object often appears in one place and then is degraded and appears in another place. A histogram or NNP constraint seems to show better immunity to such stagnation from our studies. A discussion of commonly encountered stagnation problems and solutions is given by Fienup.
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Last we use algorithm 3 to demonstrate the benefit of implementing PID control. For this purpose, it is best to define an R factor and monitor its variation with and without PID control. We use a definition of R factor similar to that for x-ray crystallography:
where F cal ͑u , v͒ and F obs ͑u , v͒ refer to calculated and observed Fourier modulus, and ͑u , v͒ run through all Fourier space coordinates. Starting from the same initial random guess of the phases in Fourier space, Fig. 2(a) shows a typical evolution of the R factors versus the elapsed iteration time for each case with (solid curve) and without (dashed curve) PID control (a starting value of T NNP = 0.5 is used with PID control). Roughly speaking, to achieve the same R factor, the time elapsed without PID control will be 2-3 times longer than that with PID control, and the gain will be more for large-sized problems, especially for three dimensions. Figure 2(b) shows the dynamically measured unchanged pixels [NNPЈ of Eq. (1)] versus iteration number for PID control. Within several tens of iterations, NNPЈ has devolved into NNP (the straight dotted line) with PID control.
Before ending this section, we note that if the single adjustable parameter in the CF algorithm is really T NNP (see Section 2), then by using the almost equivalent parameter NNP instead of T NNP in the CF algorithm we should be able to achieve convergence as good. We had no trouble in doing this, but the reader is reminded that starting from a very large value (can be the size of the image) for NNP and slowly decreasing it to the correct one is the key to successfully accomplishing this. Direct thresholding with T NNP has a similar effect on the overall evolution of NNP (asymptotically approach the correct NNP from a rather large value) in the CF algorithm. PID control can also be applied to the CF algorithm.
CONCLUSIONS
In summary, we proposed the use of NNP (number of nontrivial pixels), a simple yet powerful constraint for iterative phase retrieval. Since NNP is actually a subset of both support and histogram constraints, a series of algorithms can be readily deduced from existing HIO and DM algorithms. The high efficiency of those algorithms is confirmed from our numerical simulations. NNP can often be estimated from empirical information, and it allows for reconstruction without an independent imaging experiment. Such algorithms are suited for reconstruction of real-valued images (including cases where positive and negative values are both present) and have limited applicability for complex image problems. NNP constraint performs surprisingly better than histogram constraint in dealing with complex-valued images. CF 11 and the shrink wrap algorithm 9 turned out to be different ways of implementing the NNP constraint. The design of the CF algorithm is very similar to the output-output algorithm originally proposed by Fienup. 17 PID control is shown to benefit the reconstruction speed considerably using the NNP constraint and will be more useful when dealing with large sized images, especially for 3D problems.
Last, we would like to note that there is a trend toward reevaluating the power of the phase sensitivity of the classical Fourier-transform-holography (FTH) methods in recent efforts at general phase retrieval problems. 20, 21 There is in principle no need for iteration. Therefore the speed is very fast and there is no convergence issue. Iterative methods can play an important role in FTH methods. For example, we have proposed using the iterative method to reckon the reference objects prepared on a substrate and later use that for hologram recording and deconvolution-enhanced FTH reconstructions. 20 The advantages of this approach include the ability to use a large reference object (best suited for beam sensitive bio specimens) and avoidance of use of a model-based approach to obtain the reference function, which in many cases is impossible.
APPENDIX A: PROCEDURES FOR VARIOUS CONSTRAINTS USED IN THIS PAPER
Here the term histogram refers to the cumulative histogram in imaging science. 16, 22 Such convention was used by Elser. 10 Assume the image is real and positive of size N. Histogram projection can be achieved by the following steps:
1. Sort the known histogram to make sure it is stored in descending order.
2. Extract the real part of the intermediate output image (usually after applying a Fourier modulus constraint) and discard the imaginary part.
3. Construct a two dimensional matrix with 2 columns and N rows. Set the first column to integer values from 1 to N ascending. Rearrange, say, columnwise, the image obtained in step 2 to a one-dimensional array of size N and store it in the second column of the matrix.
4. Regard each row of the matrix as one entirety and sort all rows of the matrix in descending order based on values in the second column.
5. Replace the second column with the known histogram.
6. Similar to step 4 but sort (ascending) the matrix based on the integer value in the first column.
7. Rearrange (columnwise) the first column to an image of the same length and width as the original one.
In the above procedure, the first column of the constructed matrix is used to index the position information of the intermediate image.
NNP projection differs from the above procedure in several respects. Since only the NNP, instead of the histogram, is known, it is not necessary to perform step 1.
Step 2 is also not necessary since NNP works not only for realand positive-valued images but also partially for complex images. In step 4, sorting is performed based on the modulus of the image, but whole complex values are saved into the second column in step 3. And finally, in step 5, rather than a replacement, one merely sets the pixels beyond the first NNP pixels of the second column to zero. A rule of thumb for NNP constraint is: Whenever comparison occurs, use the magnitude, but save the whole complex value for any other operations. We found this worked well for real or complex images in general cases. For real and positive images, performing a step like 2 above and using the image obtained for later operations indeed shows better convergence. For the CF algorithm, similar steps in dealing with real and positive images are also necessary.
In attempting to use the histogram to deal with complex images (see Section 4), we use the magnitude for sorting, but keep the whole complex value when placing them in the reconstructed matrix and when replacing the histogram. This is similar in spirit to an NNP constraint.
