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Abstract
We study stability criteria for discrete-time switched systems and provide a meta-theorem that
characterizes all Lyapunov theorems of a certain canonical type. For this purpose, we investigate the
structure of sets of LMIs that provide a sufficient condition for stability. Various such conditions have
been proposed in the literature in the past fifteen years. We prove in this note that a family of language-
theoretic conditions recently provided by the authors encapsulates all the possible LMI conditions, thus
putting a conclusion to this research effort.
As a corollary, we show that it is PSPACE-complete to recognize whether a particular set of LMIs
implies stability of a switched system. Finally, we provide a geometric interpretation of these conditions,
in terms of existence of an invariant set.
I. INTRODUCTION
In this note, we study the structure and properties of stability conditions for discrete time switched
linear systems. These are systems that evolve according to the update rule:
xk+1 = Aσ(k)xk, (1)
where the function
σ(·) : N→ {1, . . . ,m}
is the switching signal that determines which square matrix from the set Σ := {A1, ..., Am} is applied to
update the state at each time step. Thus, the trajectory depends on the particular values of the switching
signal at times k = 1, 2, . . . . Switched systems are a popular model for many different engineering applica-
tions. As a few examples, applications ranging from viral disease treatment optimization ([HVMCB11])
to multi-hop networks control ([WDA+09]), or trackability of autonomous agents in sensor networks
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2([CCJ08]) have been modeled with switched linear systems. See also the survey [GPV12] for applications
in e.g. video segmentation.
Unlike linear systems, many associated analysis and control problems for switched linear systems are
known to be very hard to solve (see [TB97], [Jun09] and references therein). Among these, the Global
Uniform Asymptotic Stability (GUAS) problem is a particularly fundamental and highly-studied question.
We say that system (1) is GUAS if all trajectories x(t) tend to zero as t→∞, irrespective of the switching
law σ(k). Because switched linear systems are 1-homogeneous, there is no distinction between local and
global, or asymptotic and exponential stability, and for brevity we refer to the GUAS notion simply as
stability from here on. This stability property is fully encapsulated in the so-called Joint Spectral Radius
(JSR) of the set Σ, which is defined as
ρ (Σ) = lim
k→∞
max
σ∈{1,...,m}k
‖Aσk ...Aσ2Aσ1‖1/k . (2)
This quantity is independent of the norm used in (2), and is smaller than 1 if and only if the system
is stable. See [Jun09] for a recent survey on the topic. In recent years much effort has been devoted
to approximating this quantity. One of the most successful families of techniques for approximating the
JSR consists of writing down a set of inequalities, whose parameters depend on the matrices defining the
system, and which admit a solution only if the system is stable. (That is, a solution to these inequalities
is a certificate for the stability of the system.) These inequalities are stated in terms of linear programs,
or semidefinite/sum of squares programs, so that they can be solved with modern efficient convex
optimization methods, like interior point methods (see for instance [JR98], [Bra98], [Ahm08], [RMFF08],
[DB01], [BFT03], [LD06], [GTHL06], [PJ08], [PJB10]). Perhaps the simplest criterion in this family can
be traced back to Ando and Shih [AS98], who proposed the following inequalities, as a stability certificate
for a switched system described by a set of matrices1 {Ai} :
ATri PAi ≺ P i = 1, . . . ,m.
P ≻ 0.
(3)
It is easily seen that if these inequalities have a solution P, then the function xTrPx is a common
quadratic Lyapunov function, meaning that this function decreases, for all switching signals. This proves
the following folklore theorem:
Theorem 1: If a set of matrices Σ := {A1, ..., Am} is such that the inequalities in (3) have a solution,
then the set is stable.
1We note by P ≻ 0 the constraint that P is a symmetric, positive definite matrix. Also, throughout the note, we denote the
transpose of the matrix A by ATr, in order to avoid confusion with the power of a matrix (or a matrix set).
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3The conditions in (3) form a set of linear matrix inequalities (LMIs). Other types of methods have been
proposed to tackle the stability problem (e.g. variational methods [MM11], or iterative methods [GZ08]),
but a great advantage of LMI-based methods is that (i) they offer a simple criterion that can be checked
with the help of the powerful tools available for solving convex (and in particular semidefinite) programs,
and (ii) they often come with a guaranteed accuracy of approximation on the JSR (see [AJPR14]).
Recently, we proposed a whole family of LMI-based, stability-proving conditions and proved that they
generalize all the previously proposed criteria that we were aware of ([AJPR11], [AJPR14]). In this
note, we do not provide new criteria for stability. Rather, we prove that the class of conditions recently
proposed by us encapsulates all possible conditions in a very broad and canonical family of LMI-based
conditions (see Definition 1). Note that in the conference version of this note [AJPR12], we developed
a proof for another (weaker) class of conditions, valid only for nonnegative matrices, which we call
‘entrywise-comparison Lyapunov functions.’
In Section II, we recall the description of this class of conditions, namely the path-complete graph
conditions. In Section III, we present our main result: no other class of inequalities than the ones presented
in [AJPR14] can be a valid stability criterion. We then show that our result implies that recognizing if
a set of LMIs is a valid criterion for stability is PSPACE-complete. In Section IV, we further show
how one can construct a single common Lyapunov function (or a geometric invariant set) for system (1)
given a feasible solution to the inequalities coming from any path-complete graph. We end with a few
concluding remarks in Section V.
II. STABILITY CONDITIONS GENERATED BY PATH-COMPLETE GRAPHS
Starting with the LMIs in (3), many researchers have provided other criteria, based on semidefinite
programming, for proving stability of switched systems. The different methods amount to writing down
different sets of inequalities—formally defined below as Lyapunov inequalities—which, if satisfied by a
set of functions, imply that the set Σ is stable.
Definition 1: Given a switched system of the form (1), a Lyapunov inequality is a quantified inequality
of the form:
∀x ∈ Rn\{0}, Vj(Ax) < Vi(x), (4)
where the functions Vi, Vj : Rn → R are Lyapunov functions (always taken to be continuous, positive
definite (i.e. V (0) = 0 and ∀x 6= 0, V (x) > 0), and homogeneous functions in this note), and the matrix
A is a finite product out of the matrices in Σ. In the special case that the Lyapunov functions are quadratic
forms, we refer to (4) as a quadratic Lyapunov inequality.
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4We are interested in the problem of characterizing which finite sets of Lyapunov inequalities of the
type (4) imposed among a (finite) set of Lyapunov functions V1, . . . , Vk imply stability of system (1).
The simplest example of such a set is the quadratic Lyapunov inequalities presented (in LMI notation)
in (3). Here, there is only a single Lyapunov function, and the matrix products out of the set Σ are of
length one.
Remark 1: Due to the homogeneity of the definition of the JSR under matrix scalings (see (2)), one
can derive an upper bound γ∗ on the joint spectral radius by applying the Lyapunov inequalities to the
scaled set of matrices
Σ/γ = {A/γ : A ∈ Σ}, (5)
and taking γ∗ to be the minimum γ such that (5) satisfies the inequalities for some Lyapunov functions
within a certain class (e.g., quadratics, quartics, etc.). The maximal real number r satisfying rγ∗ ≤
ρ(Σ) ≤ γ∗, for any arbitrary set of matrices then provides a worst-case guarantee on the quality of
approximation of a particular set of Lyapunov inequalities. In particular, it is known [AS98] that the
estimate γ∗ obtained with (3) satisfies
1√
n
γ∗ ≤ ρ(Σ) ≤ γ∗, (6)
where n is the dimension of the matrices.
In a recent paper [AJPR14], we have presented a framework in which all these methods find a common
generalization. Roughly speaking, the idea behind this general framework is that a set of Lyapunov
inequalities actually characterizes a set of switching signals for which the trajectory remains stable.
Thus, a stability-proving set of Lyapunov inequalities must encapsulate all the possible switching signals
and provide an abstract stability proof for all of these trajectories. One contribution of [AJPR14] is to
provide a way to represent such a set of Lyapunov inequalities with a directed labeled graph which
represents all the switching signals that, by virtue of the Lyapunov inequalities, are guaranteed to make
the system converge to zero. Thus, in order to determine whether the corresponding set of inequalities
is a sufficient condition for stability, one only has to check that all the possible switching signals are
represented in the graph.
In the following, by a slight abuse of notation, the same symbol Σ can represent a set of matrices, or
an alphabet of abstract characters, corresponding to each of the matrices. Also, for any alphabet Σ, we
note Σ∗ (resp. Σt) the set of all words on this alphabet (resp. the set of words of length t). Finally, for
a word w ∈ Σt, we let Aw denote the product corresponding to w : Aw1 . . . Awt .
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5We represent a set of Lyapunov inequalities on a directed labeled graph G. Each node of G corresponds
to a single Lyapunov function Vi and each of its edges, which is labeled by a finite product of matrices
from Σ, i.e., by a word from the set Σ∗, represents a single Lyapunov inequality. As illustrated in Figure 1,
for any word w ∈ Σ∗, and any Lyapunov inequality of the form
∀x ∈ Rn\{0}, Vj(Awx) < Vi(x), (7)
we add an arc going from node i to node j labeled with the word w¯ (the mirror w¯ of a word w is the
word obtained by reading w backwards). So, for a particular set of Lyapunov inequalities, there are as
many nodes in the graph as there are (unknown) Lyapunov functions Vi, and as many arcs as there are
inequalities.
Fig. 1. Graphical representation of a single Lyapunov inequality. The graph above corresponds to the Lyapunov inequality
Vj(Aw¯x) < Vi(x). Here, Aw¯ can be a single matrix from Σ or a finite product of matrices from Σ.
The reason for this construction is that we will reformulate the question of testing whether a set of
Lyapunov inequalities provides a sufficient condition for stability, as that of checking a certain property
of this graph. This brings us to the notion of path-completeness, as defined in [AJPR14].
Definition 2: Given a directed graph G whose arcs are labeled with words from the set Σ∗, we say
that the graph is path-complete if for any finite word w1 . . . wk of any length k (i.e., for all words in
Σ∗), there is a directed path in G such that the word obtained by concatenating the labels of the edges
on this path contains the word w1 . . . wk as a subword.
The connection to stability is established in the following theorem:
Theorem 2: ([AJPR14]) Consider a set of matrices Σ = {A1, . . . , Am}. Let G be a path-complete
graph whose edges are labeled with words from Σ∗. If there exist Lyapunov functions Vi, one per node
of the graph, that satisfy the Lyapunov inequalities represented by each edge of the graph, then the
switched system in (1) is stable.
Example 1: The graph depicted in Figure 2 (a graph with m = 2 labels) is path-complete: one can
check that every word can be read as a path on this graph. As a consequence, the following set of LMIs
is a valid sufficient condition for stability:
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6Fig. 2. A graph corresponding to the LMIs in (8). The graph is path-complete, and as a consequence any switched system for
which these LMIs have a solution is stable.
ATr1 P1A1 ≺ P1
ATr1 P1A1 ≺ P2
ATr2 P2A2 ≺ P1
ATr2 P2A2 ≺ P2
P1, P2 ≻ 0.
(8)
Unlike this simple example, the structure of path-complete graphs can be quite complicated, leading
to rather nontrivial sets of LMIs that imply stability; see the examples in [AJPR14] such as Proposition
3.6.
In this note, we mainly investigate the converse of Theorem 2 and answer the question “Are there
other sets of Lyapunov inequalities which do not correspond to path-complete graphs but are sufficient
conditions for stability?” The answer is negative. Thus, path-completeness fully characterizes the set of
all stability-proving Lyapunov inequalities. By Remark 1, this also leads to a complete characterization
of all valid inequalities for approximation of the joint spectral radius.
To this purpose, in the next section we show that for any non-path-complete graph, there exists a set
of matrices which is not stable, but yet makes the corresponding Lyapunov inequalities feasible. This is
not a trivial task a priori, because we need to construct a counterexample without knowing the graph
explicitly, but just with the information that it is not path-complete. With this information alone we need
to provide two things: (i) a set of matrices that are unstable, and (ii) a set of Lyapunov functions Vi such
that the Lyapunov inequalities associated to the edges (with the matrices found in (i)) are feasible.
III. THE MAIN RESULT (NECESSITY OF PATH-COMPLETENESS)
A. The construction
As stated just above, we want to prove that if a graph is not path-complete, it does not provide a
valid criterion for stability, meaning that there must exist an unstable set of matrices that satisfies the
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7Fig. 3. Graphical representation of the construction of the set of matrices Σw for w = 2212111 : the edges with label 1
represent the matrix A1 (i.e. A1 is the adjacency matrix of the subgraph with edges labeled with a “1”), and the edges with
label 2 represent the matrix A2.
corresponding Lyapunov inequalities. Our goal in this subsection is to describe a simple construction
that will allow us to build such a set. If a graph is not path-complete, there is a certain word w which
cannot be “read” on the graph. We propose a simple construction of a set of matrices with the following
property: any long product of these matrices which is not equal to the zero matrix must contain the
product Aw.
Definition 3: Let w ∈ {1, 2, . . . , r}∗ be a word on an alphabet of r characters and let n = |w| + 1.
We denote by Σw the set of n× n {0, 1}-matrices2 {A1, A2, . . . , Ar} such that the (i, j) entry of Al is
equal to one if and only if
• j = i+ 1, and wi = l, for 1 ≤ i ≤ n− 1,
or
• (i, j) = (n, 1) and l = 1.
In other words, Σw is the only set of binary matrices whose sum is the adjacency matrix of the cycle on
n nodes, and such that for all i ∈ {1, . . . , n− 1}, the ith edge of this cycle is in the graph corresponding
to Awi , the last edge being in the graph corresponding to A1. Figure 3 provides a visual representation
of the set Σw.
The following lemma characterizes the main property of our construction Aw in a straightforward
fashion.
Lemma 1: Any nonzero product in Σ2nw contains Aw as a subproduct.
Proof: Recall that the matrices in Σw are adjacency matrices of a subgraph of the cycle on n nodes.
Hence, a nonzero product corresponds to a path in this graph. A path of length more than n must contain
2By ‘{0, 1}-matrix’ we mean a matrix with all entries equal to zero or one, and |w| denotes the length of the word w.
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8a cycle. Since there is only one cycle in this graph, this cycle is the whole graph itself. Finally, a path
of length 2n must contain a cycle starting at node 1 (i.e., the node corresponding to the beginning of the
word w). Hence, this product contains Aw.
B. The proof
Let us consider an arbitrary non-path-complete graph. From this graph, we will first construct a set
of matrices which is not stable. Then we will prove that the corresponding inequalities, as given by our
automatic recipe that associates graphs with Lyapunov inequalities via Figure 1, admit a solution. For this
purpose, we will take our Lyapunov functions to be quadratic functions (though a similar construction is
possible for other classes of Lyapunov functions). Thus, we will have to find a solution (that is, a set of
positive definite matrices Pi) to particular sets of LMIs. It turns out that for our purposes, we can restrict
our attention to diagonal matrices P = diag(p), where p ∈ Rn is a positive vector. For these matrices,
the corresponding Lyapunov functions satisfy3:
Vp(x) =
n∑
i=1
p(i)x2i . (9)
The following proposition provides an easy way to express Lyapunov inequalities among diagonal
quadratic forms. It will allow us to write the Lyapunov inequalities in terms of entrywise vector inequal-
ities.
Proposition 1: Let p, p′ ∈ Rn++ (i.e. p, p′ are positive vectors), and A ∈ {0, 1}n×n be matrices with
not more than one nonzero entry in every row and every column. Then, we have
∀x ∈ Rn, Vp′(ATrx) < Vp(x) ⇐⇒ Ap′ < p, (10)
where the vector inequalities are to be understood componentwise, and the Lyapunov functions Vp and
Vp′ are as in Equation (9).
Proof: ⇒: For an arbitrary index 1 ≤ l′ ≤ n, consider the l′th row in the right-hand side inequality.
If the l′th row of A is equal to the zero vector, then the inequality is obvious. If not, take the index
1 ≤ l ≤ n such that Al′,l = 1, and fix x = el′ , that is, the l′th canonical basis vector. Then the left-hand
side of (10) becomes
p′(l) < p(l′),
which is exactly the l′th row of the entrywise inequality we wish to prove.
3To avoid conflict with other notation, we write p(l) for the lth entry of vector p.
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9⇐: Writing P ′ = diag(p′), we have:
AP ′ATr = A
(∑
l
p′(l)ele
Tr
l
)
ATr (11)
=
∑
l
p′(l)(Ael)(Ael)
Tr
≺
∑
l′
p(l′)el′e
Tr
l′
= P,
which is equivalent to the left-hand side of (10).
In the previous subsection, we have shown how to build, for a particular non path-complete graph, a set
of matrices, which is clearly not stable. In the above proposition, we have shown that, for such matrices
(with not more than one one-entry in every row and every column), the Lyapunov inequalities translate
into simple constraints (namely, entrywise vector inequalities), provided that the quadratic Lyapunov
functions Pi have the simple form of Equation (9). Now, we put all these pieces together: we show
how to construct such Lyapunov functions, and use our characterization (10) in order to prove that these
functions satisfy the Lyapunov inequalities.
Theorem 3: A set of quadratic Lyapunov inequalities is a sufficient condition for stability if and only
if the corresponding graph is path-complete.
Proof: The if part is exactly Theorem 2. We now prove the converse: for any non path-complete
graph, we constructively provide a set of matrices that satisfies the corresponding Lyapunov inequalities
(with Lyapunov functions of the form (9)), but which is not stable. Our proof works in three steps: first,
for a given graph which is not path-complete, we show how to build a particular unstable set of matrices.
Then, we compute a set of solutions pi for our Lyapunov inequalities, and finally, we prove that these
pi are indeed valid solutions, for the particular matrices we have built.
1. The counterexample
For a given graph G which is not path-complete, there is a word w that cannot be read as a subword of
a sequence of labels on a path in this graph. We use the construction above with the particular word w.
We show below that the set of Lyapunov inequalities corresponding to G admits a solution for the set
of matrices (see Definition 3)
ΣTrw = {ATr : A ∈ Σw}.
Actually, we show that for these matrices, there is in fact a solution within the restricted family of
diagonal quadratic Lyapunov functions defined in (9). Since ΣTrw is not stable by construction, this will
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10
conclude the proof.
2. Explicit solution of the Lyapunov inequalities
We have to construct a vector pi defining a norm for each node of the graph G. In order to do this, we
construct an auxiliary graph G′(V ′, E′) from the graph G. The nodes of G′ are the couples (N is the
number of nodes in G and n is the dimension of the matrices in ΣTrw ):
V ′ = {(i, l) : 1 ≤ i ≤ N, 1 ≤ l ≤ n}
(that is, each node represents a particular entry of a particular Lyapunov function pi). There is an edge
in E′ from (i, l) to (j, l′) if and only if
1) there is an edge from i to j in G with label Ak (where Ak can represent a single matrix, or a
product of matrices),
2) the corresponding matrix Ak (Ak is a matrix in Σw, or possibly a product of such matrices) is such
that
(Ak)l,l′ = 1. (12)
We give the label Ak to this edge in G′.
We claim that G′ is acyclic. Indeed, by (12), a cycle (i, l) → · · · → (i, l) in G′ describes a product
of matrices in Σw such that Al,l = 1. (We can build this product by following the labels of the cycle.)
Now, take a nonzero product of length 2n by following this cycle (several times, if needed). By Lemma
1, any long enough nonzero product of matrices in Σw contains the product Aw; and thus there is a path
with label w in G′.
Now, by item 1. in our construction of G′, any such path in G′ corresponds to a path in G with the same
sequence of labels w, a contradiction; and this proves the claim.
Let us construct G′ = (V ′, E′) as above. It is well known that the nodes of an acyclic graph admit a
renumbering
s : V → {1, . . . , |V |} : v → s(v)
such that there can be a path from v to v′ only if s(v) > s(v′) (see [Kah62]). This numbering finally
allows us to define our nonnegative vectors pi in the following way:
pi(l) := s((i, l)).
3. Proof that the solution {pi} is valid
We have to show that for every edge i→ j of G = (V,E) with label Ak, the following holds
∀x, Vpj(ATrk x) < Vpi(x).
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By Proposition 1 above, we can instead show that
Akpj < pi. (13)
If (Akpj)l = 0, then (13) obviously holds at its lth component. If (Akpj)l 6= 0, we have a particular
index l′ such that (Ak)l,l′ = 1, and
(Akpj)l = (pj)l′ .
Now, it turns out that indeed
(pj)l′ < (pi)l.
This is because (Ak)l,l′ = 1, together with (i, j) ∈ E implies (by our construction) that there is an edge
((i, l) → (j, l′)) ∈ E′. Thus, (pj)l′ < (pi)l, which gives the required Inequality (13), and the proof is
complete.
Example 2: The graph represented in Figure 4 is not path-complete: one can easily check for instance
that the word A1A2A1 cannot be read as a subword of a path in the graph. As a consequence, the set of
LMIs in (14) is not a valid condition for stability, even though it is very much similar to (8).
ATr1 P1A1 ≺ P1
ATr2 P1A2 ≺ P2
ATr2 P2A2 ≺ P1
ATr2 P2A2 ≺ P2
P1, P2 ≻ 0.
(14)
As an example, one can check that the set of matrices
Σ =




−0.7 0.3 0.4
0.4 0 0.8
−0.7 0.5 0.7

 ,


−0.3 −0.95 0
0.4 0.5 0.8
−0.6 0 0.2




makes (14) feasible, even though this set is unstable. Indeed,
ρ(Σ) ≥ ρ(A1A2A1)1/3 = 1.01 . . .
It is not surprising that this unstable product precisely corresponds to a “missing” word in the language
generated by the automaton in Figure 4.
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Fig. 4. The graph corresponding to the LMIs in (14). The graph is not path-complete: one can easily check for instance that
the word A1A2A1 cannot be read as a path in the graph.
C. PSPACE-completeness of the recognizability problem
Our results imply that it is PSPACE-complete to recognize sets of LMIs that are valid stability criteria.
PSPACE-complete problems are a well-known class of problems, harder than NP-complete, see [GJ90]
for details.
Theorem 4: Given a set of quadratic Lyapunov inequalities, it is PSPACE-complete to decide whether
they constitute a valid stability criterion.
Proof: Our proof works by reduction from the full language problem. In the full language
problem, one is given a finite state automaton on a certain alphabet Σ, and it is asked whether the
language that it accepts is the language Σ∗ of all the possible words. It is well known that the full
language problem is PSPACE-complete ([GJ90]).
A labeled graph corresponds in a straightforward way to a finite state automaton. However, the concept
of automaton is slighlty more general, in that they include in their definition a set of starting states,
and terminating states, so that each path certifying that a particular word belongs to the language must
start (resp. end) in a starting (resp. terminating) state. Thus, in order to reduce the full language
problem to the question of recognizing whether a graph is path-complete, we must be able to transform
the automaton into a new one for which all the states are starting and accepting. For this purpose, we
will need to introduce a new fake character f in the alphabet.
So, let us be given an arbitrary automaton. We then connect all accepting nodes to all starting nodes,
with an edge labeled with the new character f. Now, we make all the nodes starting and accepting, and
we ask whether all the words in our new alphabet Σ ∪ {f} are accepted in our new automaton, that is,
if the obtained graph is path-complete.
If all words can be read on the graph, then in particular, all words starting and ending with the character
f, and containing non-f characters in between can be read on the graph. Thus, our initial automaton
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generates all the words on the initial alphabet.
Conversely, if the initial automaton generates all the words on the initial alphabet, by decomposing an
arbitrary word on the new alphabet as w = w1fw2f . . . f, we see that we can generate all the words
on the new alphabet Σ ∪ {f}. In other words, the new graph is path-complete if and only if the initial
automaton was accepting all the words on Σ∗. The proof is complete.
IV. INVARIANT SETS AND PATH-COMPLETE GRAPHS
Recall that Theorem 2 states that Lyapunov inequalities associated with any path-complete graph imply
stability of the switched system in (1). The proof of this theorem, as it appears in [AJPR11], [AJPR14],
does not give rise to an explicit common Lyapunov function for system (1). In other words, if the
conditions of Theorem 2 are satisfied, then we know that system (1) is stable, but it is not clear how to
construct an invariant set for its trajectories. The question hence naturally arises (and has been repeatedly
brought up to us in presentations of our previous work) as to whether one can construct a single common
Lyapunov function W (i.e., one that satisfies W (Aix) < W (x),∀x 6= 0,∀i ∈ {1, . . . ,m}) by combining
the Lyapunov functions Vi assigned to each node of the graph. This is the question that we address in this
section.4 We start with a simple proposition that establishes a “bi-invariance” property, showing that a
path-complete graph Lyapunov function implies existence of two sets in the state space with the property
that points in one never leave the other.
Proposition 2: Consider any path-complete graph G with edges labeled by
{A1, . . . , Am} and suppose there exist Lyapunov functions V1, . . . , Vk, one per node of G, that satisfy
the inequalities imposed by the edges. Then, for all α ≥ 0, and for all finite products Aσs · · ·Aσ1 , if
x¯ ∈ ∩l=1,...,k{x| Vl(x) ≤ α}, then
Aσs · · ·Aσ1 x¯ ∈ ∪l=1,...,k{x| Vl(x) ≤ α}.
Proof: This is an obvious consequence of the definition of Lyapunov inequalities.
Knowing that points in the intersection of the level sets of Vi never leave their union may be good
enough for some applications. Nevertheless, one may be interested in having a true invariant set. This is
achieved in the following construction, which is completely explicit but comes at the price of increasing
the complexity of the set.
4For the purposes of this section, we assume that the labels on our edges are matrix products of length one, though the
extension to the general case is straightforward.
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Theorem 5: For a finite set of matrices A = {A1, . . . , Am} and a scalar γ, let Aγ := {γA1, . . . , γAm}.
Consider any path-complete graph G with edges labeled by the matrices in Aγ . Suppose there exist
Lyapunov functions V1, . . . , Vk, one per node of G, that satisfy the inequalities imposed by the edges
of G with γ > 1. Then one can explicitly write down (from the Lyapunov functions V1, . . . , Vk and
matrices A1, . . . , Am) a single Lyapunov function W (x), which is a sum of pointwise maximum of
quadratic functions, and satisfies
W (Aix) < W (x),∀i ∈ {1, . . . ,m},∀x 6= 0. (15)
Proof: Since the Lyapunov functions Vi are positive definite and continuous, there exist positive
scalars αi, βi, such that
αi ≤ Vi(x) ≤ βi,
for all x with ||x|| = 1 and for i = 1, . . . , k. The scalars αi, βi can be explicitly computed by minimizing
and maximizing Vi over the unit sphere. (In fact, one can show that a finite upper bound on βi and a
finite lower bound on αi can be found by solving two polynomially-sized sum of squares programs; such
bounds would be sufficient for our purposes.) Let
ξ := max
i,j∈{1,...,k}
βi
αj
. (16)
In [AJPR14] (Equation 2.4 and below), the following upper bound is proven on the spectral norm of an
arbitrary product of length s:
||Aσs · · ·Aσ1 || ≤ ξ
1
dm
1
γs
, (17)
where dm is the maximum degree of homogeneity of the functions Vi. Let r be the smallest integer s
that makes the right hand side of the previous inequality less than one. Note that r can be explicitly
computed from γ and V1, . . . , Vk , once the Lyapunov inequalities are solved. Let E(x) := ||x||2. Then
we claim that
W (x) = E(x) + max
i∈{1,...,m}
E(Aix) + max
i,j∈{1,...,m}2
E(AiAjx)
+ · · ·+ max
σ∈{1,...,m}r−1
E(Aσr−1 · · ·Aσ1x) (18)
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satisfies (15). Indeed, for any l ∈ {1, . . . ,m} and any x 6= 0,
W (Alx) = E(Alx) + maxi∈{1,...,m}E(AiAlx)
+ · · ·+maxσ∈{1,...,m}r−1 E(Aσr−1 · · ·Aσ1Alx)
≤ maxi∈{1,...,m}E(Aix) + · · ·
+maxσ∈{1,...,m}r E(Aσr · · ·Aσ1x)
= W (x)− E(x) + maxσ∈{1,...,m}r E(Aσr · · ·Aσ1x)
< W (x),
where the last inequality follows from (17) and the definition of r.
Note that we did not assume in the theorem above that the Lyapunov functions are quadratic, and
indeed the proof works for general Lyapunov functions as considered in this paper.
V. CONCLUSIONS
There has been a surge of research activity in the last fifteen years to derive stability conditions
for switched systems. In this work, we took this research direction one step further. We showed that all
stability-proving Lyapunov inequalities within a broad and canonical family can be understood by a single
language-theoretic framework, namely that of path-complete graphs. Our work also showed that one can
always use the Lyapunov functions associated with the nodes of a path-complete graph to construct an
invariant set for the switched system. As explained before, our results are not only relevant for proving
stability of switched systems, but also for the goal of approximating the joint spectral radius of a set of
matrices.
A corollary of our main result is that testing whether a set of equations provides a valid sufficient
condition for stability is PSPACE-complete, and hence intractable in general. In practice, however, one
can choose to work with a fixed set of path-complete graphs whose path-completeness has been certified a
priori. In view of this, we believe it is worthwhile to systematically compare the performance of different
path-complete graphs, either with respect to all input matrices {Ai}, or those who may have a specific
structure. We leave that for further work.
This note leaves open many questions, on which we are actively working: For example, our main result
is devoted to LMI Lyapunov criteria. Intuitively, one might expect that it would be valid for much more
general Lyapunov functions. However, our proof uses algebraic properties of these functions, so that it
is not clear how to generalize it to more general families.
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