In this paper we present a new approach in the study of Aorto-Coronaric bypass anastomoses configurations based on small perturbation theory. The theory of optimal control based on adjoint formulation is applied in order to optimize the shape of the zone of the incoming branch of the bypass (the toe) into the coronary (see Figure (1) ). The aim is to provide design indications in the perspective of future development for prosthetic bypasses.
Introduction
We consider the application of the optimal control approaches to investigate the problem of shape optimization of aorto-coronaric bypass anastomoses ( [17] ).
We analyze the "first corrections" which are derived by applying a perturbation method to the initial problem in a domain Ω ⊂ R 2 whose boundary ∂Ω is parameterized by a suitable function f . Then we propose numerical methods for its solutions.
The surgical realization of a bypass to overcome a critically stenosed artery is a very common practice in everyday cardiovascular clinic. Improvement in the understanding of the genesis of coronary diseases is very important as it allows to reduce surgical and post-surgical failures. It may also suggest new means in bypass surgical procedures with less invasive methods and to devise new shape in bypass configuration ( [16] . Generally speaking, mathematical modelling and numerical simulation can allow better understanding of phenomena involved in vascular diseases ( [19] , [18] and [6] ). When a coronary artery is affected by a stenosis, the heart muscle can't be properly oxygenated through blood. Aorto-coronaric anastomosis restores the oxygen amount through a bypass surgery downstream an occlusion. At present, different kind and shape for aorto-coronaric bypass anastomoses are available and consequently different surgery procedures are used to set up a bypass. A bypass can be made up either by organic material (e.g. the saphena vein taken from patient's legs or the mammary artery) or by prosthetic material. The current saphenous bypass solution requires the extraction of saphena vein with possible complications. In this respect, prosthetic bypasses are less invasive. They may feature very different shape for bypass anastomoses, such as, e.g., cuffed arteriovenous access grafts. Different cuffed models are used such as Taylor Patch [2] and Miller Cuff Bypass, [4] , but also standard end-to-side anastomoses at different graft angle ( [3] ) or other shaped carbon-fiber prostheses. In the cardiovascular system altered flow conditions such as separation, flow reversal, low and oscillatory shear stress areas and abnormal pulse pattern are all recognized as potentially important factors in the development of arterial diseases ( [13] and [15] ). For all these different aspects the design of artificial arterial bypass is a very complex problem. Carbon fiber and Collagen cuffed grafts instead of natural saphenous vein can be used for studying new shape design without needing "in loco" reconstruction. In this framework, Optimal Control by perturbation theory provide a new approach to the problem, with the goal of improving arterial bypass graft on the basis of a better understanding of fluid dynamics aspects involved in the bypass studying.
Notation and Problem Statement
In the sequel we use the following notations: Ω is a bounded domain of R 2 , Γ ≡ ∂Ω is the boundary of Ω, Ω = Ω ∪ ∂Ω, x ≡ (x, y) is a point of Ω, v ≡ (u, v). We recall the following symbols:
We remind that:
Consider an idealized, two-dimensional bypass bridge configuration in Fig.(1) and the domain on Fig.(2) , where the dotted line represents the geometry of the complete anastomosis (Γ w 2 is the section of the original artery, Γ in is the new anastomosis inflow after bypass surgery, Γ out is the anastomosis outflow). We consider the following boundary value problem for the Stokes equations: 
where n = (n 1 , n 2 ) is the outward unit normal vector on Γ ≡ ∂Ω. In the sequel: 
In the following we will impose some additional restriction to p (for example Ω pdΩ=0 or others). The subset Γ c,ε of Γ w 1 is parametrized by a function f (x, ε) of x ∈ [x 1 , x 2 ] and of small parameter ε ∈ [−ε 0 , ε 0 ], ε 0 = const. More precisely we assume that f (x, ε) can be developed as follows:
where
Here the function f 0 (x) > 0 describes the original subset Γ c,0 of the "unperturbed domain" Γ 0 ≡ ∂Ω 0 of the domain Ω 0 (see Fig. (3) ), while f k (x), k ≥ 1, could be unknown in our application to control problem (see Section 4).
The weak statement of (1) reads:
Here we emphasize the dependence of a(., .), b(., .) and G(.) on f -a parametrization of the part Γ c,ε of the domain boundary. However, this dependence will be understood for simplicity of notations. 
The Problem for the perturbation functions
Assume that f (x, ε) > 0 and consider the following variables transformation:
which is given as follows
whereΩ
and the following relations hold on the derivatives of a function φ and v: So, inΩ we have:
.).
To simplify the notations from now on we will set (unless otherwise specified):
Then the problem (3) in the new variables reads as follows:
Here we emphasize the dependence of a(f ; ., .), b(f ; ., .), and G(f ; .) on f . Precisely, (with
p∇ ·vdxdy,
Note that the functionsv,p on (7) can be assumed to be indipendent of ε in the sequel. Assume that the problem (7) has a solution v, p that is infinitely differentiable with respect to ε:
Using (2), (8) and small perturbation techniques we can derive the equations to v k , p k , k ≥ 0. Consider these equations only for k = 0 and k = 1. k=0:
Correspondingly we define:
So the problem for v 1 , p 1 reads as follows:
This is a generalized Stokes Problem. By a similar technique we can derive the equations for v k , p k with k ≥ 2. However we will not proceed further this development in these notes.
The Shape Optimization Problem
Suppose now that the function f 1 (x) in (11) is unknown as well as v 1 , p 1 in (11). To complete problem (11) we will have to formulate some "additional equations"; otherwise we should require that f 1 be determined by minimizing a suitable "cost functional". Problem (3) can be supplemented by the "additional equations":
where C is an operator(linear or nonlinear) defined on
. We assume C to be smooth with respect to its variables f, v, p. Using representations (2) , (8) we derive from (13) the following equation:
If we assume that the data of our problems are such that C(f 0 , v 0 , p 0 ) = 0, then we can use
as the "additional equation" to complete (11) . An alternative approach would consist in replacing the exact controllability equation (16) by the following minimization problem:
where we assume C 1 has image in L 2 (Ω). Note, that (17) is one of weak statement of (16) . In the next sections we apply the approach described above for the completion of (11) and we will use the following special choice of (13):
where Ω wd is a suitable subset of Ω simp in which we want our "additional equation " (or our "control") to take place. We assume in (18) that 
Therefore we have the problem: find
where R obs,1 is a given function. Problem (21) is an "exact controllability problem". These problems have solutions in some particular cases only. Therefore we replace (21) by the following optimal control problem: find
where (22) represents an approximate solution of (21). We will also consider a generalized optimal control problem still given by (22) however now instead of J 1 we use
Here γ 2 = const ≥ 0 is a weight coefficient,
is an additional functional assumed to be quadratic. Some examples of
where p out , v out are given. EXAMPLE 2. Now let Ω ob be a "small" subdomain of Ω and
If Ω = Ω 1 (i.e. β 2 = 0), we can take
where v obs is a prescribed vector-function. EXAMPLE 3. Consider the following case: with a given g 1,obs . EXAMPLE 4. Finally we consider:
with a given g 2,obs . REMARK. The term J 2 can be considered as an " overdetermination" of the problem. Indeed, it allows in principle the control of further quantities of physical interest. Using such a J 2 makes easier to prove uniqueness but more troublesome to analyze existence for the optimal control problem.
5 The variational equations of the optimal control problem
While considering (22) we can continue to work in the simple domain Ω simp . Another possibility consists of using the new variables transformation
given by
After applying (27) we will work in the "unperturbed" domain Ω 0 (see Fig. 6 ) and the expressions of bilinear forms from (22) will be more simple. Let us use the variable transformation (27). Then the problem (22) reads: 
and J 2 (f, v, p) are given by corresponding expressions. (For example in the case of the EXAMPLES 1-4 it is enough to replace "
β " replaced by one). The problem (28) can be written in operator form as well. To derive this form we introduce the following real spaces:
where X is the Hilbert space, introduced early, (in some cases we will assume that X ≡ (H 2 (Ω)) 2 or a subset of it; H p is a suitable space for p, for example x 2 )} or some other spaces (including finite dimensional spaces). Let us consider (28) in the following form:
Assume Φ to be a solution of (29). Then
where δf is the independent variation (i.e. any function from H f ), δΦ is the dependent variation and satisfies the following equation:
for any δf ∈ H f , and
∂f are partial derivatives of J, while Q, Φ is the duality between W and W * , g, f is the duality between H f and H f * . So, we have the system of variational equations ("optimality conditions"):
for chosenf ∈ H f . The element Φ f can be eliminated in (32) by introducing the adjoint problem:
Since Φ f ∈ W then we can chooseŴ = Φ f in (34). Then
and the system of variational equations reads now as follows:
where the first equation is the state equation. To rewrite (36) in operator form let us define operators and elements associated with forms L (Φ,Φ), . . . , B(f, Φ) . See [12] , [11] , [1] .
Now the system (37) can be written as follows:
where Λ c is the extension to H f of the operator Λ c,0 :
The operator form system (37) for the cost functional J = CΦ − Ψ 2 H ob with operator C : W → H ob and a given Ψ ∈ H ob is analyzed in [1] . In this case J f = 0 and Λ w J Φ (f, Φ) = C * (CΦ − Ψ).
Uniqueness and existence results
We analyze the particular cases where the cost functional J is given by EX-AMPLES 1-4 of Section 4.
7.1. Consider J 2 as in Examples 1. In this case
To study the problems in this case we assume that Ω wd = Ω 0 ad we put:
The derivatives J Φ (f, Φ) and J f (f, Φ) are given here by the following
The system of variational equations (32) reads:
denote the solution of the system given of the first and second equations in (39) corresponding to (any) given function f ≡f . The system (37) is: 
Proof. Following from ([1]). After inverting L, L
* in the first and second equations from (37) and making substitutions of expressions for Φ, Q into the third equation we obtain the following weak statement of the problem for f :
where A is a linear operator, which depends on previous operators from variational equations, while the element G will depend on the data. We see, that if α > 0 then the problem (41) has solution and (17) as the problems to be independent of the initial problem (where we have only J 1 ). Here, we have also existence results and can name these optimal control problems as the "optimal shape design problems". Nevertheless, it is interesting to study solvability results of above variational problems as α = γ 2 = 0. 5 mm) . [18] . Figures (8)-(10) provide a preliminary account of numerical results and show how the shape of the bypass using genaralized steady Stokes equations in an optimal control problem is smoothed at the corner. 
Future Developments
The development of tools for geometry reconstruction from medical data (medical imaging and other non-invasive means) and their integration with numerical simulation could provide improvements in disease diagnosis procedures. We draw attention to possibilities for using our approaches and results in sensitivity analysis of problems considered early. Indeed, it is easy to see that the problem for first corrections is really the problem for first variations in the sensitivity analysis. Using the numerical method developed in this paper it is possible to realize the iterative process for solving initial nonlinear problem. To do this it is sufficient to put the function f = f 0 + εf as the new f 0 , to calculate new first corrections and so on. Optimal control and shape optimization applied to fully unsteady incompressible Stokes and Navier-Stokes equations and possibly the coupled fluid-structure problem and the setting of the problem in a three-dimensional geometry will provide more realistic design indications concerning surgical prosthesis realizations. A further development will be devoted to build domain decomposition methods based on optimal control approaches and efficient schemes for reduced-basis methodology approximations which could be more efficient for use in a repetitive design environment as optimal shape design methodology requires.
