The superior resolution of optical coherence tomography (OCT) with respect to alternative imaging modalities makes it highly attractive, and some of its applications are already in extensive clinical use. However, one of the major limitations of OCT is that the tomographic picture it generates is depth-limited to approximately 1 mm in most biological tissues. This is mainly due to the spatially turbulent nature of the tissue, which leads to scattering. Moreover, this technique is extremely sensitive to temporal variations in the medium. We show that insensitivity to temporal and spatial turbulence may be gained by replacing the linear detector with an ultrasensitive two-photon detector. These results have striking implications on the attainable penetration depth of optical imaging and on its sensitivity to sample motion.
INTRODUCTION
Optical coherence tomography (OCT) is a unique threedimensional imaging technique, providing a micrometer-scale resolution of scattering media to a depth of a few millimeters via a nondestructive, contact-free measurement [1] . This technique initially evolved as a method for determining the position and magnitude of reflection sites in integrated optics [2, 3] , but its exclusive advantages were soon after recognized as suitable for imaging of biological tissues [4] . Today, OCT is an invaluable tool in ophthalmology [5] , shows great promise in intravascular imaging [6, 7] , and has a potential for future "optical biopsy" in dermatology [8] as well as for applications outside the field of biomedical imaging [9] . OCT is based on a Michelson interferometer incorporating the sample in one of its arms. The initial setups conducted time-domain measurements using a moving reference mirror; however, other variations based on frequency-domain measurements were later presented [10, 11] and became widespread, benefiting from higher scan speed at the cost of decreased dynamic range [12] and higher sensitivity to sample movements [13] . Other variants of OCT include polarization-sensitive OCT (PS-OCT), which gives functional information regarding the biochemical composition where highly organized tissues are present [14] . The fundamental advantage of OCT over other imaging modalities is its high resolution, while its greatest disadvantage is its relatively poor penetration depth. The former is due to the employment of short-coherencelength optical sources, while the latter is mainly due to multiple scattering within the tissue, phase-front distortion by index variations, and absorption [15] . It was recognized already in the early days of OCT that among these the main limiting factor is scattering rather than absorption [16] .
A Michelson interferometer incorporating a single linear detector measures the first-order coherence of light, g 1 τ, namely the autocorrelation of the electric field. Such an interferometer has been used for almost a century to measure the diameter of stars [17] ; however, its utility significantly suffers from atmospheric turbulence and instrumental fluctuations. During the late 1950s, a dramatic solution to this problem was offered by Hanbury-Brown and Twiss (HBT) [18] , who replaced the single detector by two detectors with their electrical outputs multiplied, measuring the secondorder coherence of the light source, g 2 τ, namely the autocorrelation of its intensity. The demonstration that such a measurement is unaffected by phase variations while carrying the desired information generated a great stir in the physics community and was one of the initiations of the field of quantum optics. However, the evolution from the Michelson interferometer to the HBT setup cannot be simply traced in the field of OCT because the electronic multiplication at the output of the detectors limits the time resolution to the picosecond range, much too slow to achieve reasonable imaging resolution. This time-response limitation can be overcome if entangled photons are used, in a field usually referred to as quantum OCT, based on the Hong-Ou-Mandel effect [19] . This technique results in dispersion cancellation and therefore improved resolution; however, the efficient generation and manipulation of entangled photons is still rather challenging for practical applications. Classical analogies of this technique using chirped-pulse interferometry [20] or phase-matched sum-frequency generation [21] also suffer from relatively high complexity. Recently, a method for ultrafast characterization of the second-order coherence of light sources was presented based on the nearly instantaneous intensity multiplication of two-photon absorption (TPA) [ Fig. 1(a) ] in a photomultiplier tube (PMT) [22] . The ultrabroad bandwidth of TPA and the high sensitivity of the PMT to two-photon detection [23] enabled the measurement of the short coherence times of chaotic sources such as halogen lamps. This method was also recently exploited for the measurement of extra-bunching [24] and for a demonstration of interference between two chaotic sources [25] .
Here we show the unique characteristics of a time-domain OCT system based on a two-photon detector [ Fig. 1(b) ], which we term second-order OCT (SO-OCT). These characteristics include the capability to measure through media with spatially variant phase, robustness to multiple scattering inside the desired sample volume, robustness to temporal turbulence or subwavelength motion of the sample, and inherent ability to extract anisotropic-sample information. We show that while our method is insensitive both to spatial and temporal turbulence, the output of the current method of OCT, based on g 1 τ measurement, is completely destroyed under such conditions. Because biological tissues are known to have refractive-index variations with a turbulent nature [26] , this has dramatic implications on the limited depth of conventional OCT.
RESULTS
A. Limitations of Standard OCT The fundamental concept behind conventional OCT is that the first-order temporal coherence function of a broadband optical source, implemented either directly by broadband emission or using a swept laser source, is very narrow and localized around the symmetry point of the interferometer. For a sample with multiple reflectors, a symmetry point exists for each reflector, resulting in a superposition of temporal coherence functions localized around each reflector location. The amplitude of each of these functions is proportional to the value of the corresponding reflectivity. Assuming no polarization changes, no lateral spatial variations, and no temporal phase variations while propagating through the sample, the normalized output signal as a function of the time difference between the arms of the interferometer, τ (which can be translated to distance using the speed of light in vacuum), is
where
is a background term independent of τ, a k is the magnitude of the reflection coefficient of the kth reflector, t k is the timedomain location of the kth reflector with respect to the symmetry point of the interferometer, and g 1 τ is the (real) first-order coherence function of the light source, g 1 τ RefhE tEt τi∕hE tEtig, with Et being the electric field at time t. For a chaotic source with Lorentzian line shape, for example, g 1 τ exp−jτj∕τ c cosω 0 τ, where τ c is the coherence time of the source and ω 0 is the optical carrier frequency [ Fig. 2(a) ]. The interferogram in Eq. (1) presents a scan as a function of depth in OCT, which is usually referred to as "A-scan." The "localization" of the coherence function determines the resolution and is dictated by the coherence time of the source. The profile of the refractive index within the medium is encoded in the last term of Eq. (1), which is modulated by the carrier frequency, ω 0 . Therefore, either envelope detection or demodulation is typically used to extract the tomographic information.
In practice, because the imaged tissues are optically dense, they do not conform to this simplified model of a collection of flat specular reflectors. Different ingredients of soft tissues including protein macromolecules and a gelatinous matrix of collagen and elastin fibers packed with cells, blood vessels, nerves, and numerous other structures, result in inhomogeneities in the refractive index with dimensions ranging from less than 100 nm to more than several millimeters [15] . Moreover, multiple scattering results in varying phase of the photons collected from the sample. This leads to a spatially variant phase of the image of the sample on the detector. Furthermore, subwavelength sample motion or temporal turbulence of the medium between the sample and the detector, such as bloodflow in cardiovascular applications [27] , result in phase variations as a function of time within the integration time of the detector. Taking these effects into account, even for a sample consisting of perfect reflectors, the output of the detector from Eq. (1) is modified tõ
where ω 0 Δτx; y; t is the phase variation at time t and location x; y within the beam's spot on the detector. For a given spatiotemporal distribution of Δτx; y; t, due to the oscillatory nature of S 1 τ, the larger the beam's cross section A or the integration time T are, the larger is the probability that S 1 τ is strongly attenuated. If, for example, A and T are large and ω 0 Δτ varies uniformly over −π; π, due to either temporal or spatial fluctuations, then the signal almost completely vanishes [the last term in Eq. (1)]. Specifically, in this casẽ S 1 τ ≈ C 1 so that no information about the reflector locations is present in the measured signal. Thus, the phase fluctuations act as a low-pass filter in the interferogram domain. High-speed acquisition can mitigate the effect of temporal phase variations at the expense of reduced signal-to-noise ratio (SNR). This is the case, for example, in cardiovascular imaging, where the velocity of the heart motion can be as high as 100 mm∕s [28] , implying that a phase change of 2π can occur during ∼10 μs. Imaging to a small spot on the detector, however, does not mitigate the effect of spatial phase variations because the variations in phase are maintained, only on a smaller scale.
B. Unique Characteristics of SO-OCT
In contrast to a regular one-photon detector, a two-photon detector measures the second-order coherence of the impinging light, namely its intensity-intensity correlation, g 2 τ hItIt τi∕hIti 2 . This information is located around DC in the frequency content of the interferogram, which also contains contents around ω 0 and around 2ω 0 [22] [ Fig. 2(b) ]. While spatial and temporal integration, as in Eq. (2), attenuate the high-frequency terms due to subwavelength variations in Δτx; y; t, they hardly affect the content around DC. This allows extracting information on the reflectors' locations in a manner that is insensitive to spatial and temporal phase fluctuations. This stems from the fact that while interference fringes appear in the field correlation function they are absent in the intensity correlation function.
In order to obtain "localized" functions, as in the first-order case, either pulsed or bunched sources must be used. Here we treat a chaotic source in which the photons are bunched, leading to an enhanced correlation around the symmetry point of the interferometer. For a chaotic light source, S 2 τ takes on a particularly convenient form. Its low-frequency (around DC) term is given by (see Appendix A)
where C 2 C 2 1 is a background level. For well-separated reflectors, namely for jt k − t l j ≫ τ c , the last term vanishes so that the scan comprises a combination of shifted second-order coherence functions, in our case g 2 τ 1 exp−2jτj∕τ c , at the reflectors' locations. The low-frequency term of S 2 τ is only affected by phase variations that are on the order of the coherence time and not on the order of the optical time period, and therefore for subwavelength variations
It is interesting to note that g 2 τ has half the decay-time of g 1 τ, which presumably indicates of improved resolution, as theoretically claimed in [29] . However, this analysis does not take into account the last term in Eq. (3), which becomes significant when measuring two adjacent reflectors.
Robustness to Spatiotemporal Turbulence
As a first demonstration of the robustness of our system to temporal turbulence, we have inserted a phase modulator in the sample arm of the interferometer modulated by a triangular wave in the range −π; π within the integration time of the detector, with the sample being a perfect reflector. We used a chaotic light source implemented by amplified spontaneous emission around a wavelength of 1.53 μm [ Fig. 2(b) , inset] from an Er 3 -doped fiber amplifier (EDFA) with a coherence time of τ c;L 1170 fs. Under these conditions, and using linear detection by an InGaAs detector, as in conventional OCT, the measurement yields a flat background [ Fig. 2(c) ] with no indication of the reflector's location. Replacing the detector with a GaAs PMT, which measures the signal by two-photon detections only, the existence of the reflector is clearly revealed, while the phase variations only attenuate the ω 0 and 2ω 0 components of the interferogram [ Fig. 2(d) ]. Because the information located around ω 0 in the secondorder interferogram is identical to that of a first-order measurement, the fact that no fringes are observed in the second-order experiment would have sufficed by itself to conclude that the first-order signal (namely the regular OCT signal) would be completely erased under the same conditions. It should be pointed out that the fringe erasure is by itself a unique feature of SO-OCT, as deliberate phase variations may be added to the system, resulting in an interferogram with a DC term only. Such an interferogram can be sampled at much lower sampling rates (Fig. 3) resulting in a significant increase in scan speed. Assuming that an integration time of 10 μs gives a sufficient SNR and that there are, for example, 10 optical cycles within the coherence length; because the SO-OCT signal is located around DC, the mirror movement can be at large steps of ∼10 times the wavelength, therefore enabling a scan of 1 mm at ∼1 ms. Taking into account the unique structure of the signal, one may employ advanced sub-Nyquist sampling methods, allowing even further reduction in sampling rates [30] .
In order to demonstrate the tolerance of SO-OCT to spatial phase variations along the cross section of the beam, the perfect reflector was replaced with a phase spatial light modulator (SLM) incorporating a reflector at its back side. A random picture of phases from 0 to 2π was generated on the SLM, resulting again in a significant decrease in the visibility of the fringes while retaining the shape of g 2 τ of the signal (Fig. 4) .
It should be noted that although EDFAs are being used throughout the measurements to generate truly chaotic light, sources that are more popular in OCT applications, like superluminescent diodes (SLDs), can also be used, resulting in a slightly reduced amplitude of g 2 0 to below 2. Moreover, the bandwidth of the chaotic source can be increased by combining several chaotic sources, similar to techniques used in standard OCT [31] with unique characteristics analyzed in [25] . This leads to a shorter coherence time and therefore a better resolution.
C. Tolerance to Polarization Rotation
Another drawback of first-order interference is that the two fields involved must have a common polarization in order to interfere. Therefore, any polarization rotation in one arm of the interferometer with respect to the other arm reduces the visibility of the field-field interference fringes, and perpendicular polarizations result in a complete erasure of the signal. In order to be able to perform first-order imaging efficiently through anisotropic media, which changes the polarization of the reflected light, complex settings must be employed. These include the use of polarized light [32] or of dualdetector PS-OCT, which measures the two perpendicular polarizations simultaneously [33] . Intensity-intensity interference, on the other hand, exists even for perpendicular polarizations and is almost insensitive to the photons' polarization in bulk detectors [34] . At the same time, the fringes at ω 0 , and 2ω 0 from the second-order interference are affected, and therefore the information about the amount of anisotropy of the sample is inherently encoded in the visibility factor of the measured interferogram. Because the matrix element of a two-photon transition is the square of the scalar product between two vector fields [35] , it can be easily verified that the Fourier contents of the interferogram around ω 0 and around 2ω 0 are multiplied, respectively, by cos θ and cos 2 θ, where θ is the angle between the polarization of the fields. The g 2 τ term around DC remains unaffected, as it is the result of a scalar product between the field in each of the arms with itself. To demonstrate this effect we have inserted a λ∕4 waveplate into the sample arm of the interferometer, leading to a significant reduction in the fringes' visibility while maintaining the low-frequency term given by Eq. (3) (Fig. 5) . The fringes do not vanish completely because the waveplate does not rotate the entire spectral width of the source.
D. Sensitivity of SO-OCT
Because TPA stems from a second-order term in perturbation theory, its matrix element is several orders of magnitude smaller than that of the first-order term. However, the TPA transition rate is proportional to the square of the intensity, implying that its efficiency can, in principle, be dramatically enhanced to values approaching those of the first order. The intensity can be increased either by focusing to a small spot on the detector or by increasing the intensity of the source. The detector used in our experiments can detect CW light levels down to ∼1 μW without using lock-in schemes and without optimizing it for two-photon detections [the detector is designated for visible wavelengths, therefore the antireflection coating is not suitable for near infrared (NIR). Moreover, the distance between its front glass and the active layer is too large to reach a diffraction-limited spot on the detector, and the layer thickness is not optimized for long nonlinear interaction]. For biological samples, pulsed sources may be advantageous because current SLD emission results in a power of nanowatts arriving to the detector. While for regular OCT pulsed sources are attractive, as they give improved resolutions, in SO-OCT they also lead to a significant improvement in detection probability. Considering typical parameters of a suitable pulsed laser (e.g., FemtoFiber pro UCP, TOPTICA): pulse width <25 fs, mean power >30 mW, bandwidth 980-1400 nm, at a frequency of 80 MHz, we get a peak-intensity-to-average-intensity ratio of I Peak ∕I Average 5 · 10 6 . TPA is quadratic in intensity, meaning that, by replacing a 30 mW continuous source with this femtosecond source, the SNR is improved by 11 orders of magnitude. Of course, a system based on ultrashort pulses should be carefully engineered in terms of dispersion to maintain the high resolution.
DISCUSSION
The main factors responsible for the limited imaging depth in first-order OCT are absorption, weak reflection, multiple backscattering, and multiple forward scattering. In most biological tissues, the latter two are the most dominant factors [36] . Here we focus on tissues with a dominant multiplescattering mechanism. To isolate the effect of multiple forward scattering on the depth limit of OCT, we assume here that Δτx; y; t in Eq. (2) is not a function of t, so that the temporal integration can be disregarded. Furthermore, we consider a refractive index varying spatially in the medium as a stationary random field. In this case, if the radius of the cross section A of the beam is much larger than the characteristic length of refractive-index variations, then the spatial integration in Eq. (2) can be replaced by a mean over realizations, namelyS 1 τ hS 1 τ − Δτi R S 1 τ − ηf Δτ ηdη, where f Δτ is the probability density function of Δτ. Thus,S 1 τ is the result of convolving S 1 τ with f Δτ . As the frequency contents of the former are concentrated around ω 0 and the latter is of a low-pass nature, this results in effective attenuation (Fig. 6, inset) .
It has been shown in [26] that spatial correlations in the refractive index within biological tissues can be described by the Matérn model [37] , with characteristic variation length L 0 on the order of 4-10 μm. Assuming that the refractive index fluctuation δn is a Gaussian random field, if a perfect reflector is placed at a distance of L∕2 below the surface, then f Δτ η is a Gaussian function with mean zero and variance
, where c is the speed of light and hδn 2 i is the fluctuations' variance. In this case, using a chaotic light source with Gaussian broadening in a conventional OCT (first order) results in an attenuation of the peak of the interferogram's envelope by a factor of (see Appendix)
whereτ 2 c τ 2 c πhΔτ 2 i. It can be seen that for phase shifts on the order of the optical wavelength or larger, the term ω 2 0 hΔτ 2 i is dominant and the effective attenuation is significant. By contrast, the attenuation factor for the low-frequency (near-DC) term of the SO-OCT measurement in the same setting is
This factor becomes significant only when the phase variations are on the order of the coherence time of the source, which is typically much larger than the optical wavelength. In fact, Eqs. (4) and (5) reveal that the signal in conventional OCT decays roughly exponentially as a function of the depth L whereas the signal in SO-OCT decays roughly as 1∕L. This has a dramatic implication on the attainable improvement in SNR by increasing integration time. Figure 6 illustrates this dramatic difference by depicting the decay as a function of imaging depth for first-order OCT and SO-OCT with parameters typical to biological tissues [26, 38] . Specifically, the parameters of the Matérn model used in this simulation roughly match those measured in [26] for human upper dermis (see Appendix), and the refractive index fluctuation variance, hδn 2 i, is 0.01 2 , in accordance with the values reported in [38] . Of course, optical absorption within the tissue limits the penetration depth of any type of optical imaging modality; however, the absorption length in most tissues is at least an order of magnitude larger than the scattering length [39] . Therefore, reducing the sensitivity to scattering results in significant improvement in imaging depth.
It should be noted that Eq. (2) assumes full-field imaging of the sample on the detector, while OCT is generally performed with setups consisting of single-mode fibers. When using single-mode fibers mostly "ballistic photons," photons that traveled through the turbid medium without being scattered, are extracted. This, however, means that only a small portion of the energy reflected from the sample is used, and the probability for such photons to arrive at the detector decreases significantly with increased imaging depth. The same issue arises in free-space systems if the detector is located at the focal plane because light from the reference arm is focused to a small spot on the detector, overlapping only the low-spatial-frequency part (negligible transverse wavevector) of light arriving from the sample. Our method, on the other hand, also utilizes the information from the scattered photons, as long as their scattering variation is less than the coherence length. Such photons are available from deeper layers of the sample.
It is interesting to note that from a quantum-mechanical perspective, the robustness of our method is attributed to the indistinguishability between the two paths the photon pair may take in the interferometer before being absorbed by TPA, similar to the temporal-turbulence robustness of ghostimaging techniques based on HBT setups [40] . The increased signal around a symmetry point results from a constructive interference of two indistinguishable Feynman alternatives for detection: (1) photon 1 went through the turbulence and reflected from the sample, while photon 2 went to the reference mirror and (2) photon 2 went through the turbulence, while photon 1 went to the reference mirror, so that the phase shifts are canceled in pairs. SO-OCT can, in fact, be viewed as the temporal equivalent of ghost imaging, with an object of slits [41] , for example, replaced with a sequence of reflectors, and the electronic multiplication of the two detectors replaced by an optical TPA multiplication.
In conclusion, second-order coherence measurements have unique characteristics leading to robustness to both temporal as well as spatial turbulence. Utilizing these characteristics in OCT measurements based on the ultrafast optical multiplication of TPA enables high-resolution depth imaging with depth limited by the absorption coefficient of the medium rather than its scattering coefficient. This is specifically significant in highly scattering tissues such as human skin. Other striking features arise, including the possibility for sparse sampling and the extraction of structural information. This opens up new possibilities in the field of optical imaging in biological tissues and in other applications beyond biomedicine, such as, metrology, material characterization, and volumetric data storage.
APPENDIX A 1. Derivation of First-and Second-Order OCT Signals
The first-order OCT signal, corresponding to a discrete set of reflectors, is given by S 1 τ hjEt − τ P k a k Et − t k j 2 i. Written explicitly, this expression leads to Eq. (1). For SO-OCT, S 2 τ hjEt − τ Σ k a k Et − t k j 4 i, which can be calculated explicitly for chaotic light, leading to Eq. (3). However, because chaotic light comprises numerous contributions of independent emissions, its electric field is a Gaussian random process. The fourth-order moment of a zero-mean Gaussian variable equals 3 times its squared second-order moment, so that the SO-OCT measurement can be simply expressed as
Substituting Eq. (1), and separating the low-frequency terms, this expression leads to Eq. (3).
Second-Order Coherence Setup
The chaotic radiation sources were implemented by an EDFA with 17 dBm maximal output at fixed gain (manufactured by RED-C). The output power was controlled using the variable gain and using constant fiber attenuators, attaining a level of ∼200 μW at the detector. The optical radiation was coupled from the fibers to free space using a collimator lens and was filtered by a 300 μm thick silicon layer, absorbing any undesired low-wavelength emission that may be detected by one-photon absorption in the detector. The wide spread of the collimated beam renders any nonlinear processes in the silicon negligible. Subsequently, the optical radiation was inserted into a computer-controlled Michelson interferometer incorporating a broadband beam splitter (1100-1600 nm) and a translation stage with 50 nm resolution (Thorlabs DRV001). A GaAs PMT detector (Hamamatsu H7421-50) was used for efficient TPA at the wavelength range of 1500-1600 nm. The Michelson interferometer and the detector were placed inside a light shield to reduce background detections. Because TPA probability in the detector is inversely proportional to the spot area, the signal was imaged on the PMT detector by an aspherical lens with focal length of f 25 mm and numerical aperture of 0.5.
First-Order Coherence Setup
The output from the Michelson interferometer was attenuated, coupled to a fiber, and connected to an InGaAs single-photon detector (Princeton Lightwave).
Temporal Phase Modulation
An electro-optic phase modulator for wavelength 1250-1650 nm (Thorlabs EO-PM-NR-C3) was placed before the sample, modulated by a triangular voltage wave at a frequency of 10 kHz, resulting in 10 cycles of phase variation from 0 to 2π within the integration time of the detector. The optical input was linearly polarized and aligned with the extraordinary axis of the modulator crystal, resulting in a pure phase shift with no change in the state of polarization.
Spatial Phase Modulation
The sample was replaced with a phase-only microdisplay (HOLOEYE HED 6010 TELCO) optimized for 1550 nm with a resolution of 1920 × 1080 pixels and pixel pitch of 8 μm. A random bitmap image was used generating ∼2000 random-phase elements within the cross section of the beam.
Derivation of Attenuation Factor
To analyze the attenuation factor, we rely on the fact that the refractive index is given by nx; y; z n δnx; y; z, where δnx; y; z is an isotropic Gaussian random field. It was shown in [26] that in biological tissues, the spatial spectrum corresponding to a two-dimensional slice δnx; y; 0 is of the form
A2
where ω ω x ; ω y denotes spatial frequency, hδn 2 i is the field's variance and, L 0 is a scale parameter, often referred to as the outer scale of the field. The value of m was found to lie between 1.28 and 1.43 in most tissues. For simplicity, we focus on the value m 1.5, which is close to that measured in [26] for human upper dermis (m 1.43). The corresponding autocorrelation function is R δn d hδn 2 ie −d∕L 0 , where d denotes displacement length. In this situation, if a perfect reflector is placed at a distance of L∕2 below the surface, then f Δτ η is a Gaussian function with mean zero and variance
where c is the speed of light. When using a chaotic source with Gaussian broadening, g 1 τ exp−πτ 2 ∕2τ 2 c cosω 0 τ, so that the convolution between f Δτ η and g 1 τ can be calculated in closed form, yieldingS 
withτ 2 c;2 τ 2 c 2πhΔτ 2 i and attenuation factor α 2 τ c ∕τ c;2 . The attenuation factors α 1 and α 2 are plotted in Fig. 6 as a function of penetration depth for m 1.5 and L 0 4 μm, which are values close those measured in [26] for human upper dermis (m 1.43 and L 0 4 μm), and for hδn 2 i 0.01 2 , which is within the range 0.007 2 ; 0.022 2 reported in [38] . In this simulation, the chaotic source is of wavelength 1.3 μm and coherence time τ c 100 f s.
