Abstract-Consensual and hierarchical approaches are applied in classification of remotely sensed multispectral images. The proposed method consists of nonlinear image filters, three different types of classifiers which use hierarchical neural networks with rejection schemes, and a combining scheme by a consensus rule. By nonlinear image filtering, class separability is improved. By successive classifiers which are tuned to reduce remaining error, classification performance increases. This structure includes detection schemes to decide whether successive classifiers are utilized for each input. The classification results by multiple classifiers using hierarchical neural networks are combined by a consensus rule to obtain more reliable and accurate results based on group decision.
I. INTRODUCTION
Statistical methods and computational intelligence algorithms such as neural networks are commonly used for classification in remote sensing. However, no single classifier can be good for all kinds of multispectral images. To obtain consistent and improved results, consensual and hierarchical classification is used. First, a nonlinear image filter is applied to the input multispectral image prior to classification to make input patterns more separable. This results in reduced variance of homogeneous regions and improves spectral separability.
Another approach for obtaining higher classification accuracy is adopting hierarchical structure in neural networks/classifiers. In many pattern recognition applications, classification accuracy is often lowered due to the patterns which are likely to be wrongly classified. If these patterns are handled by more effective procedures, classification performance can be improved. By hierarchical approach, classification is done sequentially by multistage neural networks. When the input vectors which are difficult to classify are detected, their classification is done in the next stage neural network/classifiers. In current stage, input vectors having higher class separability are classified. This is effective to reduce misclassification rate.
II. HIERARCHICAL NEURAL NETWORKS
Learning occurs in the neural networks by adjustment of the synaptic connections that exist between the neurons to enable the neural network to know how to do tasks based on the given data for training. In this paper, competitive learning, selforganizing map (SOM), and self-organizing global ranking algorithm (SOGR) are used for single classifiers in consensual classification.
In competitive learning, the neurons are in competition for input patterns [1] . During training, the neuron that provides the highest activation to a given input pattern is declared the winner and is moved closer to the input pattern, whereas other neurons are left unchanged. To find the winning neuron, the Euclidean distance between the input vectors and the weight vectors are usually used as activation function. The neuron c whose weight vector is the closest to x is declared the winning neuron:
Moving of the winning neuron towards the input pattern is achieved by updating of the winning neuron by (2) . After updating, the winning neuron becomes a little more like the current input vector. The equations for competitive learning are as follows:
where w i j (k), which is the ith weight vector of class j, becomes w i j (k+1) by learning at the kth iteration. x j is the training input vector of class j. Learning of weight vectors is done for each class separately in this paper.
Self-organizing map (SOM) produces a mapping from a multidimensional input space onto a one or two dimensional topology-preserving map of neurons. Hence, the underlying structure of the input space is kept while the dimensionality of the space is reduced [2] . SOM arranges feature vectors according to their internal similarity, based on a topological neighborhood in the input space. The winning neuron spreads its activation over a neighborhood so that topologically close neurons will become sensitive to similar patterns. During learning, the winning neuron and its topological neighbors are adapted to make their weight vectors more similar to the input pattern that caused the activation. Neurons that are closer to the winner will adapt more heavily than neurons that are further away. The learning rule of SOM is the same as (2) and (3) except that (2) is used if i = c or ioeN c . c is the winning neuron and N c is the neighborhood of c. Learning rate C(k) decreases linearly or exponentially. The neighborhood of the winning neurons shrinks as iteration number increases.
Self-organizing global ranking algorithm (SOGR) is a simple iterative algorithm like competitive learning and SOM [3] . In SOGR, neighbor neurons are chosen globally based on similarity ranking, and hence they can be chosen to be any neuron depending on similarity with the winning neuron regardless of topological neighborhood. Learning rule of SOGR is the same as that of SOM except that neighborhood of winning neuron is decided based on the distance with the training vector globally rather than topologically. The closest neuron with the training vector is the winning neuron and a predetermined number of the next closest rank-ordered neurons constitute the neighborhood of the winning neuron.
Most errors in classification occur with the data which are close to boundaries between classes [4] . So if the hard vectors, which are difficult to classify are detected before classification, the misclassification rate can be reduced by proper processing of the detected hard vectors. To improve classification reliability, identifying the input patterns which cause misclassification is needed, and for this, rejection schemes have been applied [5] . Rejection schemes are aims at rejecting the input patterns which would otherwise be misclassified and processing them in the next stage using another neural network.
A hierarchical classifier consists of several stage neural networks (SNN). For each SNN, rejection schemes are constructed to detect whether the input data are hard to classify. Whereas the input vectors inside or on the rejection boundaries are classified in the current SNN, the input vectors outside rejection boundaries, which are rejected by the current SNN, are fed into the next SNN. In the next SNN, new weight vectors are selected from the rejected input training vectors of the previous SNN, and learning is performed to update the weight vectors. For learning method, competitive learning, SOM, or SOGR can be used. The rejection scheme is executed at each SNN until there is no rejected input vector or predefined maximum number of SNNs is exceeded. Since the input vectors which are classified in the current SNN are determined by rejection boundaries, how well the rejection boundaries are constructed is important, and affects the classification performance because the decision surface of classification is to a large degree determined by the rejection boundaries [5] . Rejection schemes are constructed depending on the input vectors and trained weight vectors.
Suppose we have D-dimensional input training data x, which belong to C classes. Weight vectors for each class, w j , where j=1,2,…,C, are chosen from x j belonging to the jth class. If the number of weight vector per class is chosen as P, the total number of weight vectors is PµC. The weight vectors for each class j is represented as in (4) . , and j=1,2,…,C, we find the winning weight vector w i j , which is a row vector of (4) and has the minimum distance to x a j . For all training vectors in each class, the winning neurons are determined. Then, the training vectors belonging to the jth class are separated into groups decided by the winning vectors. For example, a group of training vectors which belong to the jth class and their winning weight vector are w i j are represented as in (5): If there is no rejected training vector, or the predefined maximum number of SNNs is exceeded, training procedure is stopped. Each weight vector represents how the input nodes are interconnected with a particular output node identified by the weight vector. The output of an output node is set to 1 when a training vector is inside or on its rejection boundary and 0 when a training vector is outside its rejection boundary. If one or more weight vectors belonging to the same class have output 1, the class output becomes 1. If no weight vector belonging to a class has output 1, the class output becomes 0. If more than one class has output 1, the training vector is rejected. This means that more than one class is assigned to a training vector, hence it is difficult to classify this training vector.
The rejected training vectors are fed into the next SNN. Testing procedure is performed similarly with the training procedure using the constructed rejection boundaries RADPN.
III. CONSENSUS CLASSIFIER
Consensual classification is combining the results of several different classifiers to obtain improved classification. The main idea of consensual classification is that group decision by combining individual opinions to derive a consensus is better than a single decision. This suggests that different classifier could potentially offer complementary information in classification even when the result of each single classifier is not sufficiently accurate.
Block diagram of combining procedure when each single classifier uses different classification algorithm is shown in Figure 1 . First, a nonlinear filter is applied to the input image to reduce noise and have more homogeneous regions. Using the filtered images, training is performed. Since the target data is already known, optimal weights can be calculated using least squares estimation with the trained results of multiple classifiers. Each classifier in Figure 1 T to produce the consensual results. To combine the results of the multiple classifiers, optimal weights are computed based on the goodness of each single classification result [6] . For example, a classification result with higher accuracy, can be given relatively higher weight. The optimal weights can be calculated depending on the reliability of each single classification result. Obtaining the optimal weight can be done by least squares analysis. From the results of multiple classifiers, we know the training and testing outputs. We also have target outputs which are the classes labeled to the training data. Suppose the trained results of single classifiers are represented as X=[X 1 X 2 … X K ] and the desired output is D. X i is column vector containing the output of a single classifier. X is lµK matrix, where l is the number of training vectors and K is the number of single classifiers to be combined. Then, we can find the optimal weight by solving Xλ=D. Optimal weights
T are obtained when the square error is minimized as follows:
T is the transpose of X and (X T X) -1 X T is the pseudo inverse of X. λ opt is the optimal weight vector. Once the optimal weighs are obtained, consensual classification results can be obtained by applying a maximum rule with optimal weight vectors. 
IV. EXPERIMENTAL RESULTS
Experiments were performed with the consensual and hierarchical classification approaches with West Lafayette image obtained from Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) built by Jet Propulsion Laboratory (JPL) and flown by NASA/Ames on June 12, 1992 [7] . The scene is over an area 6 miles west of West Lafayette. This is 9 channel image. Image size is 145µ145. This image has 17 classes (background, alfalfa, corn-notill, corn-min, corn, grass/ pasture, grass/trees, grass/pasture-mowed, hay-windrowed, oats, soybean-notill, soybean-min, soybean-cleas, wheat, woods, bldg-grass-tree-drives, stone-steel towers). First, input image was filtered by median filter, generalized morphological filter (GMF) [8] , and spatial filter [9] . 16 % and 40 % of total pixels in the image are selected for training and testing fields, respectively. The average Jeffries-Matusita distance (J-M distance) of the training field is 1.925. This is improved to 1.960, 1.968, and, 1.964 by filtering of input image with median filter, GMF, and spatial filter, respectively. Learning rate in (11) is used for hierarchical competitive learning and Hierarchical SOM:
where, k is the the current iteration number and N i j is the number of training vectors belonging to the jth class in the ith SNN One dimensional SOM is used for hierarchical SOM. The number of neighborhood for winning weight vector is set to 5 initially, and it shrinks to 3 and 1 as the number of iterations increases. For SOGR, the neighborhood of the winning vector will shrinks as the number of iterations increases as in SOM. The learning rate for SOGR is initially 0.4. As the number of iteration increases, learning rate for the winner node decreases exponentially and the learning rate for the neighborhood of the Figure 3 . The thematic map of combined results by consensus classifier is more similar to ground reference thematic map than thematic map obtained by any other single classifier.
V. CONCLUSIONS
Hierarchical approaches applied to neural networks produce better results in classification of nonlinerly filterd multispectral images. Nonlinear image filtering is used to reduce variance of homogeneous region and to improve spectral separability. Since multiple different types of classifiers produce independent errors, additional improvement is obtained through combining theses results by a consensus rule. The classification accuracy of the combined result is better than that of any other single classifier. Further research involves developing new consensus rules and developing multiple classification methods which generate independent errors. Varying input pattern by preprocessing or training a classifier in different ways also can be considered to produce multiple error independent classification results. oats soybean-notill soybean-min soybean-clean wheat woods bldg-grass-tree-drives stone-street towers background alfalfa corn-notill corn-min corn grass/pasture grass/trees grass/pasture-mowed hay-windrowed
