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The need to interpret ultraviolet photoemission data strongly motivates the refinement of first-
principles techniques able to accurately predict spectral properties. In this work we employ
Koopmans-compliant functionals, constructed to enforce piecewise linearity in approximate den-
sity functionals, to calculate the structural and electronic properties of DNA and RNA nucleobases.
Our results show that not only ionization potentials and electron affinities are accurately predicted
with mean absolute errors < 0.1 eV, but also that calculated photoemission spectra are in excellent
agreement with experimental ultraviolet photoemission spectra. In particular, the role and contri-
bution of different tautomers to the photoemission spectra are highlighted and discussed in detail.
The structural properties of nucleobases are also investigated, showing an improved description with
respect to local and semilocal density-functional theory. Methodologically, our results further con-
solidate the role of Koopmans-compliant functionals in providing, through orbital-density-dependent
potentials, accurate electronic and spectral properties.
PACS numbers: 71.15.Mb, 74.25.Jb, 79.60.-i
I. INTRODUCTION
The nucleobases adenine (A), cytosine (C), thymine
(T), guanine (G), and uracil (U) are the primary building
blocks of deoxyribonucleic (DNA) and ribonucleic (RNA)
acids. The sequence of base pairs, which are stacked
upon one another leading directly to the helical struc-
ture of DNA and RNA, carries all the genetic information
of living organisms. Due to such biological importance,
a proper understanding of the structural and photoelec-
tron properties of these molecules is a priority, in order
to unveil the mechanisms of formation of DNA and RNA
chain, and the reaction dynamics under exposure to ul-
traviolet light or ionizing radiation1.
Extensive studies to understand the electronic proper-
ties of nucleobases have been carried out for many years,
both theoretically and experimentally2–13. Notwith-
standing such efforts, many questions related to photo-
electron properties, such as the stability and symmetry
of ionized states, are yet to be understood5,14. Further-
more, under experimental conditions, nucleobases appear
in several tautomeric or conformeric variants, which dif-
fer from one another only in the position of a hydrogen
in the structure, and which have energies lying very close
to each other. This makes the detailed understanding
of spectral properties quite challenging, since the contri-
butions of each single isomer are hard to resolve. Dis-
tinguishability can be attained through photoemission
experiments with high photon energies, such as X-ray
techniques15,16; these, however, are not suitable for ex-
amining the properties in vivo, and do not address the
energies of the valence electrons. For these reasons, a syn-
ergy of low-energy experiments and accurate theoretical
simulations would be most beneficial to interpret photoe-
mission measurements.
Several ab-initio ground-state calculations have al-
ready been carried out in order to determine which tau-
tomers are the most energetically favorable15,17. Sim-
ilarly, many efforts have also been devoted to predict-
ing photoemission spectra5,7. These efforts aim at un-
derstanding the nature of the spectral peaks, possibly
labeling them with their respective symmetry quantum
numbers.
From the theoretical point of view, most photoemis-
sion studies have been performed using many-body per-
turbation theory or high-level wave-function methods
(see Ref. 11 and references within), whose considerable
computational cost prevents them from being applied to
more complex biological environments or to sets of paired
bases. This is the reason why simpler methods such as
Hartree-Fock (HF) or density-functional theory (DFT),
computationally less demanding, are still frequently em-
ployed. Unfortunately, their accuracy in the calculation
of ground state energies is not complemented by a com-
parable precision in predicting electronic excitation ener-
gies and photoemission spectra18. These drawbacks are
intrinsic to Kohn-Sham (KS) DFT whose single parti-
cle energies [except for the highest occupied molecular
orbital (HOMO)19,20] cannot even in principle be inter-
preted as quasiparticle excitation energies18,21,22 (though
arguments exist suggesting that exact KS eigenvalues
may provide good approximations to them23–25 ).
Recently, Koopmans-compliant (KC) functionals were
introduced26–32 to enforce a generalized criterion of piece-
wise linearity (PWL) in the energy of approximate DFT
functionals with respect to the fractional removal or addi-
tion of an electron from any orbital of the system. This
PWL condition is a generalization to the entire mani-
fold of the molecular DFT+U approach33,34, stemming
from similar linearization ideas in the solid state.35 The
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2condition of Koopmans’ compliance is naturally akin to
that of enforcing a correct description of charged excita-
tions28,36, and can therefore lead to orbital energies that
are comparable to the quasiparticle excitation energies
of photoemission experiments. In a previous work36, we
showed the remarkable performance of KC functionals in
predicting ultraviolet photoemission spectra (UPS) and
orbital tomography momentum maps for photovoltaic
molecules, showing an agreement with experiments for
frontier orbital energies [ionization potentials (IPs) and
electron affinities (EAs)] that is comparable (in some
cases even slightly superior) to state-of-the-art methods
in many-body perturbation theory, while preserving a
moderate computational cost and scaling32, and the qual-
ity of potential energy surfaces of the underlying DFT
functionals32.
In this work we perform a study on DNA and RNA
nucleobases using the best performing KC functional, la-
beled KIPZ32, whose performance on small molecules was
assessed in Refs. 32 and 36. Accuracy in predicting spec-
troscopic properties of DNA and RNA bases is compared
here to experiments, standard DFT calculations, many-
body perturbation theory, and quantum-chemistry meth-
ods. We illustrate the effectiveness of the KC approach in
distinguishing tautomers and in correctly predicting the
geometrical properties of nucleobases (so far accessible
only via second-order Møller-Plesset (MP2) perturbation
theory37).
The paper is organized as follows: in Sec. II we re-
view the formulation of Koopmans-compliant functionals
and provide a simple algorithm to perform self-consistent
structural optimizations. In the second part (Sec. III)
we study the binding energies of the frontier orbitals
(Sec. III B) and the photoelectron properties and photoe-
mission spectra (Sec. III C) of the most stable nucleobase
tautomers. Finally (Sec. III D), we discuss molecular ge-
ometries and show the effects of structural changes on
photoelectron properties.
II. METHODOLOGY
The main advantage of KS-DFT over many-body per-
turbation theory techniques or quantum chemistry meth-
ods is that the electronic ground state density of a sys-
tem is inexpensively parametrized though a set of single-
particle orbitals which are the result of the diagonaliza-
tion of an effective noninteracting KS Hamiltonian. This
enables to carry-out calculations that, whilst including
many-body effects through the density functional, have
the same computational cost of an independent-electron
system. All this comes at the expense of having to
find reasonable approximations to the exact energy func-
tional, whose exact form remains, excluding some special
low-dimensional model systems38, unknown. Unfortu-
nately, only the HOMO eigenvalue (negative IP) would
be correctly described in exact KS-DFT, but even for this
case the most common and computationally inexpensive
approximations that are employed provide values that are
in poor correspondence with the first particle-removal en-
ergies. Within the local-density approximation (LDA)39
or the generalized gradient approximations (GGAs) [with
a common example as Perdew-Burke-Ernzerhof (PBE)
approximation40], the HOMO values are systematically
too high in energy (underestimating the IP), in part due
to large self-interaction errors (SIE)39. Self-interaction is
not only responsible for incorrect electron binding ener-
gies, but also for the spatial over-delocalization of charge
densities and KS orbital wave functions33,41, which in
turn affects multiple aspects of ground-state predictions,
including molecular equilibrium bond lengths, molecular
dissociation energies, adsorption and transition states en-
ergies42.
1. Piecewise linearity and self-interaction errors
With the purpose of correcting SIE, Perdew and
Zunger39 introduced an orbital-dependent density
(ODD) functional, termed here PZ, obtained by subtract-
ing from an approximate functional Eapp the sum of the
Hartree (EH[ρi]) and exchange-correlation (Exc[ρi]) ener-
gies of each single (fully or partially) filled orbital ρi(r):
EPZ = Eapp −
∑
i
(EH[ρi] + Exc[ρi]). (1)
While leading to an exact formulation for one-electron
systems, the PZ functional generally overcorrects the
SIE42 in many-electron systems, resulting incorrect ion-
ization energies, structural predictions, and reaction
paths42,43.
As a route towards a good description of the properties
of many-electron systems, several authors33,35,41,44 have
suggested a new definition of the SIE based on the lack
of PWL of the total energy as a function of the (frac-
tional) number of electrons. Indeed, it can be shown
that a dependence of E(N) on the particle number N
that is convex tends to delocalize total and orbital densi-
ties, whereas functionals for which E(N) is concave (such
as PZ) lead to over-localization45.
As mentioned, KC functionals26–32 can be seen as a
generalization of DFT+U aimed at explicitly enforcing
PWL to an entire electronic manifold. These functionals
are obtained by removing, orbital-by-orbital, the non-
linear (Slater) contribution to the total energy and by
replacing it by a linear (Koopmans) term. This linear
term is chosen either following Slater’s suggestion46, i.e.,
proportional to the orbital energy at half orbital filling (in
which case the KC functional is simply labeled K28,32),
or as the difference between the energies of the two ad-
jacent electronic configurations with integer occupation;
this latter is labeled KI (“I” standing for “integral”). The
numerical differences between these two approximations
are largely negligible, and we focus here on KI, which is
simpler to implement. KI functionals, described in detail
3in Ref. 32, are obtained from an approximate functional
Eapp as
EKI = Eapp +
∑
i
αiΠ
KI
i , (2)
where
ΠKIi = −EHxc[ρ] + EHxc[ρ− ρi]
+ fi (−EHxc[ρ− ρi] + EHxc[ρ− ρi + ni]) . (3)
In the above equations, EHxc = EH + Exc, ni(r) =
|ϕi(r)|2, ρi(r) = fi|ϕi(r)|2, ρ(r) =
∑
i fi|ϕi(r)|2, and αi
are orbital-dependent screening coefficients that account
for orbital relaxations, since for αi = 1, the KI functional
described in Eq. (2) fulfills exactly the generalized Koop-
mans condition at frozen orbitals29. The αi coefficients,
which can be computed from first principles (see below),
are generally smaller than one. It should be noted that
the KI functional is piecewise linear with respect to frac-
tional changes in the particle number, but it does not
change the total energy nor the ground-state wave func-
tion (and consequently the one-body density matrix) of
the approximate ”base” functional whenever the system
has an integer number of particles. We also note in pass-
ing that, using this terminology, the ensemble-DFT cor-
rection of Ref. 44 is equivalent to the KI functional, when
applied to the frontier orbitals.
It is possible to modify the definition in Eq. (2) so as
to obtain a functional which is, similarly to PZ, exact in
the one-electron limit and variational, while remaining
approximately self-interaction free in the many-electron
case (we stress that the generalized Koopmans condition
is stronger than just being many-electron self-interaction
free, since it applies simultaneously to all orbitals). Such
functional can be obtained by applying a KI correction
on top of the PZ functional, resulting in the following
definition:
EKIPZ = Eapp +
∑
i
αi
{
ΠKIi − fiEHxc[ni]
}
. (4)
The Koopmans orbital-by-orbital linearity condition im-
posed through Eq. (2) or (4) leads to an ODD formu-
lation in which the energy functional depends on the
density of the individual orbitals. As such, differently
from DFT functionals, but similarly to other ODD func-
tionals such as PZ, KC functionals are not invariant un-
der unitary transformations within the manifold of filled
orbitals 22,32,47–49 and the variational orbitals |ϕi 〉 that
minimize the functional are different from the eigenstates
or canonical orbitals |φm 〉 that diagonalize the matrix
of Lagrange multipliers, as discussed, e.g., in Refs. 47–
49. The strategy that we use to minimize KC function-
als, which follows the ensemble-DFT algorithm50 (note
that this is unrelated to the ensemble-DFT correction of
Ref. 44) for the case of orbital-density-dependent func-
tionals, consists of two nested steps: (i) a minimization
with respect to unitary transformations at fixed orbital
manifold (inner loop), that leads to a projected, unitary-
covariant functional of the orbitals only enforcing the
Pederson condition51; (ii) a variational optimization of
the orbital manifold of this projected functional49 (outer
loop).
The generalized eigenvalue equation obtained within
the ODD formalism reads
Hˆapp|φm 〉+ Σˆm|φm 〉 = εm|φm 〉 (5)
with
Σm(r)φm(r) =
∑
i
vODDi (r)ϕi(r)U
†
im (6)
where the unitary matrix U transforms the variational
orbitals |ϕi 〉 into the canonical ones |φm 〉 =
∑
i |ϕi 〉U†im,
and the ODD potential is given by
vODDi (r) =
∑
j
δΠODDj
δρi(r)
. (7)
Full details about the expressions for vODDi (r) when the
ODD correction is KI or KIPZ are given in Ref. 32. As
discussed in Refs. 22 and 36, ODD canonical orbitals can
be interpreted as approximations to Dyson orbitals (so-
lutions of quasiparticle equations), and their energies as
particle-removal energies; this interpretation will be sup-
ported by the results of the present work.
2. Calculation of the screening coefficient
In the definitions of KI and KIPZ functionals, the mul-
tiplicative factors αi are meant to account for orbital re-
laxation29 and should be orbital dependent. Often, we
simply choose them to be all equal to a single (effective) α
value chosen so that the IP of a neutral molecule is equal
to EA of the molecular cation28,52. The optimal value of
α is computed through the secant recursion method:
αn+1 = αn +
(1− αn)(αnL,N−1 − αnH,N )
(αnL,N−1 − αnH,N )− (αn−1L,N−1 − αn−1H,N )
(8)
where αnL,N−1 and 
αn
H,N are the LUMO energy of the pos-
itively ionized system and the HOMO energy of the neu-
tral system, respectively. As already mentioned, the pro-
cedure to determine α is fully ab initio, since all HOMO
and LUMO eigenvalues appearing in Eq. (8) are the re-
sult of numerical simulations involving an approximate
DFT functional with Koopmans’ corrections. As shown
by Dabo et al.28 and Borghi et al.32, a constant screen-
ing coefficient is sufficient to accurately predict IPs and
EAs of a variety of atomic and molecular systems, even
though an orbital-dependent α might be more accurate
in the case of large or extended systems, or in systems
composed of sub-systems having very different orbital re-
laxation properties.
4Table I. Values of α(v) and α(c) computed on top of the initial
structures, PBE (@PBE), or on top of the structure resulting
from scf-KIPZ optimization (@KIPZ) of different DNA/RNA
nucleobases.
α(v)@PBE α(v)@KIPZ α(c)@PBE α(c)@KIPZ
A 0.4523 0.4713 0.9822 0.9934
T 0.4654 0.4732 1.0324 1.0184
U 0.4801 0.4886 0.9422 0.9681
C1 0.4389 0.4560 0.9725 0.9873
G2 0.4225 0.4465 0.9352 0.9523
In fact, when computing EAs of molecules, results im-
prove36 when choosing as screening coefficient the one
appropriate for the LUMO, which can be obtained easily
from Eq. (8) replacing N with N + 1. This “anionic”
screening, which we will refer to as α(c), where the letter
“c” stands for “conduction” (as opposed to the “neu-
tral” or “valence” one, for which we will use the symbol
α(v)) leads to much better results for the binding ener-
gies of empty orbitals. In Sec. III B and Table II, we will
show that this choice reproduces correctly the energies
and the orbital ordering of the empty states of nucle-
obases. Meanwhile, we show in Table I the values of α(v)
and α(c) computed from Eq. (8) for the most stable nu-
cleobases. One can immediately remark that α(c) is very
close to 1 (except for the case of the T molecule which has
α(c) > 1, meaning that the LUMO state is more delocal-
ized compared to the other orbitals), suggesting that the
orbital relaxation that takes place in the anionic system
upon removal of its extra electron is very small.
3. Geometry and screening optimization
In previous work28,29,31,32,36 the calculation of α(v) was
performed at fixed geometry, assuming the variation of
the screening during the geometry optimization to be
negligible. In this work we explore self-consistency for
α(v) with respect to molecular geometry. The workflow
is presented in Fig. 1, and starts with an initial guess that
can be chosen from the geometries computed from stan-
dard DFT. Then, the value α(v) corresponding to this
geometry is estimated according to Eq. (8).
After that, a geometry optimization is performed with
the KIPZ functional, using the computed α(v) as screen-
ing coefficient. A new value of α(v) is then calculated
for the new geometry. This completes a self-consistent
loop which is iterated until the inter-atomic force (F ) and
the change in screening coefficient (∆α) between subse-
quent steps are smaller than a given threshold. In Ta-
ble I, we show the change of the α-coefficients during the
self-consistent procedure. The detailed results obtained
with this optimization scheme are reported in Sec. III D,
where we discuss the accuracy of Koopmans-compliant
functionals in predicting the geometry of DNA and RNA
bases.
Compute α at
fixed geometry
Optimize
geometry
at given α
Start
F < thr. ?
Stop
yes
no
Initial
guess
α0, α1
Minimize EN,αi
and EN−1,αi
Compute αi+1
using Eq.(8)
δα < thr. ?
Return α
yes
no
1
Figure 1. Diagram of the self-consistent KIPZ scheme used
to optimize the screening factor α (α(v)) along with molecular
structure.
III. RESULTS AND DISCUSSION
A. Technical details
In this Section we present the results obtained by ap-
plying the above scf-KIPZ procedure to compute bind-
ing energies, ultraviolet photoemission spectra, and op-
timized geometries for all nucleobases. Since our code (a
modified version of cp.x from the Quantum-ESPRESSO
distribution53) works with periodic-boundary conditions,
we place the molecules inside an orthorhombic cell with
at least 18 Bohr of vacuum on each side, and we add
reciprocal-space counter-charge corrections54 to the elec-
trostatic energies and potentials in order to suppress
the Coulomb interactions between periodic replicas. All
calculations are performed using norm-conserving pseu-
dopotentials55 and the cutoff for the plane wave expan-
sion of wavefunctions is set to 60 Ry. Moreover, in
all PZ and KIPZ calculations presented in this paper,
the orbital-density dependent corrections (either PZ or
KIPZ) are computed on top of the PBE functional. In
previous work, we showed that the combination of PZ
and KIPZ with PBE as base functional produces the
best results for the electronic eigenvalue spectrum when
minimized on the Hilbert space of complex wave func-
tions32,56, which is the procedure adopted here.
The set of all possible nucleobase tautomers that could
be the subject of our study is quite large; in this work we
choose to study only the most stable ones, as reported
in Fig. 2. From our DFT calculations we find that there
is a single tautomer that is energetically favored for A,
T, and U (for these bases the total energy difference be-
tween the less stable tautomers and the most stable one
is > 0.43 eV. This fact yields the normalized Boltzmann
weighting factors evaluated at room temperature (300
K), computed using the total energies and neglecting vi-
5A T U
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5
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Figure 2. Atomic structure of A, T, U, and of the five most
stable tautomers of G and C considered in this study.
brational entropy, for the most stable tautomers are one
and the others are zero). Instead, for the C and G nucle-
obases, we find five different tautomeric forms with very
close total energies, and we include all of them in our set.
For each nucleobase, we compute the KIPZ total energy
of different tautomers using only one value of α, which,
for C and G, is computed as the average of the screening
coefficients of the 5 tautomers. The normalized Boltz-
mann weighting factors for the five tautomers of C and
G are C1 :C2 :C3 :C4 :C5 =0.32:0.47:0.12:0.06:0.03 and
G1 :G2 :G3 :G4 :G5 =0.44:0.20:0.18: 0.16 : 0.02, respec-
tively . These ratios are in reasonable agreement (correct
order) with coupled-cluster CCSD(T) results57,58, giving
C1 : C2 : C3 = 0.23 : 0.64 : 0.13 and G1 : G2 : G3 =
0.60 : 0.27 : 0.13 . In Sec. III C we show how the exper-
imental UPS of C and G can be reproduced with good
accuracy from the average of the spectra of different tau-
tomers using the KIPZ weighting factors.
B. Binding energies of frontier orbitals
In this section we assess the accuracy of the KIPZ func-
tional in computing vertical IPs and EAs, and more in
general in predicting the binding energies and the molec-
ular orbital (MO) character of the frontier occupied and
unoccupied orbitals.
In Fig. 3 we present the KIPZ predictions for the first-
IP of DNA and RNA bases as compared to experiments,
together with results computed at the DFT-PBE level
and using the Slater ∆SCF method. The latter is often
considered an accurate approach for computing the first
IP and EA for small, finite systems. Experimental data
resolved for each C and G tautomer cannot be obtained,
due to the closeness in energy of the tautomers (see the
discussion at the end of Sec. III A); we therefore use the
same value as a reference for all of them.
From the data in Fig. 3 we find that within PBE the
value of the IP is underestimated with a mean absolute
error (MAE) of about 3.10 eV with respect to exper-
A T U G1 G2 G3 G4 G5 C1 C2 C3 C4 C5
5
6
7
8
9
10
IP
 (e
V)
Expt.KIPZ∆SCFPBE
Figure 3. Vertical IPs computed with the standard DFT
(PBE exchange-correlation functional), ∆SCF, and KIPZ, for
all the nucleobases and their tautomers considered in this
work. The experimental numbers used as a reference for ver-
tical ionization potentials are the average values computed
from the various experiments listed in Table II.
type A T U G2 C1
valence
 - bound
-0.47 -0.32 -0.36 -0.36 -0.41
dipole
 - bound
-0.02 0.06 0.08 0.08 0.11
DB KIPZ
A T U G1 G2 G3 G4 G5 C1 C2 C3 C4 C5
3
2
1
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di
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DB Expt.
VB PBE DB PBE VB KIPZ
Figure 4. (Top panel) density isosurfaces for valence-bound
(VB) and dipole-bound (DB) unoccupied states of the five
DNA nucleobases shown in Table II. All are computed with
the KIPZ functional. The two different colors refer to the
sign of the wave functions. The values listed below the
plots are the corresponding orbital binding energies. (Bot-
tom panel) Orbital binding energies of VB and DB orbitals
computed with the standard DFT (PBE exchange-correlation
functional) and KIPZ for the nucleobases considered in this
work. The experimental numbers used as a reference are taken
from the experimental EA energies listed in Table II.
iments. The incorrect predictions are cured by KIPZ,
which reduces the error down to 0.1 eV. The accuracy
of KIPZ compares favorably to that of the Slater ∆SCF
method, which has a MAE of ∼0.15 eV. We also recall
here that all the theoretical predictions for PBE-, PZ-,
GW- and KIPZ- IPs are obtained from the negative of
the orbital energy of the HOMO.
In Table II we show a comparison between KIPZ pre-
dictions for frontier orbital binding energies (i.e. HOMO-
1, HOMO, LUMO and LUMO+1) and those of other
6Table II. Binding energies and molecular orbital characters of HOMO-1 (σ), HOMO (pi), LUMO (dipole-bound [DB] state)
and LUMO+1 (valence-bound [VB] state) canonical orbitals obtained from KIPZ eigenvalues in comparison with startdard
DFT (PBE exchange-correlation functional), PZ, G0W0, scf-GW and quantum chemistry calculations (CASPT2: complete
active space with second-order perturbation theory; CCSD(T): coupled-cluster with singles, doubles, and perturbative triple
excitations) and experimental data. Experimental values are taken as a reference for the calculation of mean absolute errors
(MAE). Orbital energies within KIPZ are obtained with the α(v) screening factor for “valence” filled orbitals, and with α(c)
for empty “conduction” orbitals. For the empty orbitals we report, in parentheses, orbital energies obtained using the α(v)
screening factor instead.
KIPZ orb. PBE PZ G0W0(PBE)
a scf-GWb CASPT2/CCSD(T)c,d,e KIPZ Experimentf,g,h,i,j,k,l m
A [L+1]VB 1.67 1.76 -0.25 -1.14 -0.91c (-0.32)-0.47 -0.56∼-0.45g
[L]DB 0.72 0.63 -0.31 (0.13)-0.02 0.012 m
[H]pi 5.55 9.90 7.99 8.22 8.37d/8.40d 8.41 8.3∼ 8.5f/8.47h
[H-1]σ 5.82 10.81 8.80 9.47 9.05d 9.01 9.45h
T [L+1]VB 2.29 2.49 0.24 -0.67 -0.60c/-0.65c (0.18)-0.32 -0.53 ∼ -0.29g
[L]DB 0.59 0.92 -0.26 (0.33)0.06 0.062 ∼ 0.068l
[H]pi 6.08 10.92 8.63 9.05 9.07d/9.04d 9.02 9.0 ∼ 9.2f/9.19h
[H-1]σ 6.11 12.25 8.94 10.41 9.81d 9.77 9.95 ∼ 10.05f/10.14h
U [L+1]VB 2.44 2.64 0.23 -0.64 -0.61c/-0.64c (0.26)-0.36 -0.3∼-0.22g
[L]DB 0.82 0.98 -0.29 (0.38)0.08 0.093l
[H]pi 6.17 11.22 8.99 9.47 9.42d/9.43d 9.45 9.4∼9.6f
[H-1]σ 6.4 12.36 9.07 10.54 9.83d 9.97 10.02 ∼ 10.13f
G2 [L+1]VB 1.29 1.53 -0.43 -1.58 -1.14
c (-0.17)-0.36
[L]DB 0.63 0.67 -0.20 0.056 ∼ 0.065e (0.46)0.08
[H]pi 5.22 9.62 7.64 7.81 8.09d/8.09d 8.07 8.0 ∼ 8.30f/8.30i/8.26j
[H-1]σ 5.86 11.56 8.67 9.82 9.56d 9.25 9.90i/9.81j
C1 [L+1]VB 2.01 2.19 -0.02 -0.91 -0.69
c/-0.79c (-0.03)-0.41 -0.55∼-0.32g
[L]DB 0.62 0.90 -0.23 (0.38)0.11 0.23k
[H]pi 5.70 10.50 8.18 8.73 8.73d/8.76d 8.70 8.80∼8.90f/8.89h
[H-1]σ 6.26 10.96 8.5 9.89 9.42d 9.12 9.45i/9.55h
MAE [L+1]VB 2.51 2.67 0.45 0.44 0.32 (0.43)0.06
[L]DB 0.59 0.76 0.29 (0.21)0.05
[H]pi 3.08 1.61 0.54 0.17 0.08 0.09
[H-1]σ 3.70 1.80 0.99 0.25 0.25 0.36
a Reference 11
b Reference 59
c Reference 10
d Reference 9
e Reference 60
f Collected in reference 9
g Collected in reference 10
h Reference 5
i Reference 61
j Reference 7
k Reference 16
l Reference 62
m Reference 63
theoretical approaches, including experimental values
when available. The accuracy of KIPZ is found higher
than that of PZ, G0W0, and self-consistent GW (scf-
GW). We note that KIPZ compares favorably also with
highly-accurate quantum chemistry methods such as
complete active space with second-order perturbation
theory (CASPT2) and coupled-cluster with singles, dou-
bles, and perturbative triple excitations [CCSD(T)]. In
Table II we report also the binding energies of the first
two empty orbitals, recalling again that we take the bind-
ing energy of the LUMO orbital as its vertical EA.
Besides the experimental difficulties, the theoretical
calculation of nucleobase EAs is also non-trivial, mostly
because of the large polarity of DNA bases (dipoles larger
than 2.5 Debye). Such polarity allows for the existence of
a stable, but very weakly bound, “dipole-bound” (DB)
anionic state. This state is close in energy to an an-
ionic valence bound (VB) state, characterized by an ex-
tra electron occupying a valence anti-bonding molecu-
lar orbital. The nature of these two different states can
be investigated using different experimental techniques.
The energy of DB states, which are very weakly bound
but stable, can be measured from negative ion photo-
electron spectroscopy62. VB states instead are accessi-
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Figure 5. UPS spectra for adenine, thymine and uracil
molecules calculated using the KIPZ functional (black line),
and plotted as a function of electron binding energy (hν −
~2k2/(2m)). For adenine and thymine the calculations are
carried out for an incoming photon energy of 80 eV, and
compared with experimental gas-phase UPS measurements
(green dots) using radiation with the same photon energy5.
For uracil both experimental and simulation data are for a
21.22 eV64 photon energy. The blue bars in each plot mark
the energies of KIPZ canonical orbitals.
ble through electron transmission spectroscopy65. With
this technique it was proved that adding an electron to
a VB state requires a positive energy, which means that
the electronic configuration of a nucleobase with an extra
electron on its anti-bonding orbital is unstable. When it
comes to numerical simulations, the instability of a state
can be established from the negative sign of its binding
energy. Interestingly, not all theoretical methods are able
to access both types (VB and DB) of anionic states. Ac-
curate CCSD(T) simulations10 on neutral and negatively
charged DNA nucleobases, for instance, result in negative
EAs, and predict the anionic state to be of the VB type.
This disagrees with experimental findings which suggest
the existence of a weakly-bound DB state. The inability
of these CCSD(T) calculations to predict the existence of
a frontier DB state has been questioned10 and connected
to the basis sets used in the simulations, unable to de-
scribe orbitals with a highly diffuse character in the vac-
uum region around the molecule. The same issue affects
GW calculations when they are performed with localized
basis sets59, while it does not apply to plane-wave-based
GW methods. Indeed Qian, Umari and Marzari11 were
able to obtain an empty VB state with negative energy
(positive binding energy, thus able to bind an extra elec-
tron) in the spectrum of neutral guanine.
Using our plane-wave based code we are able to re-
produce both VB and DB states, and their orbital den-
sities and energies are shown in Fig. 4. By performing
PBE and KIPZ calculations on neutral nucleobases, we
can access the orbital energies of empty states and as-
sess their ability to bind extra electrons to the molecule.
PBE and KIPZ orbital energies for VB and DB empty
states are shown in Fig. 4. PBE results not only deviate
dramatically from experiment, but reverse the order of
VB and DB energies, and predict both states to be able
to bind electrons. The addition of Koopmans’ correc-
tions reverses the order of orbital energies and pushes the
binding energies of VB states to negative values, restor-
ing the agreement with experimental results65, showing
VB states to be unstable. The agreement of our results
for guanine with the G0W0 results of Qian et al.
11 is a
further proof of the reliability of the KIPZ functional.
In Table II we show the binding energies of frontier or-
bitals compared to experiments and different theoretical
results. It is worth to stress again that for an accurate
prediction of the binding energies of empty orbitals we
use as screening coefficient not the screening coefficient
of the neutral system (α(v)), but the one of the anionic
system (α(c)).
C. Ultraviolet photoemission spectroscopy
The capability of the KIPZ functional of predicting not
only the binding energies of frontier orbitals, but also
those of deeper states, makes it a promising tool for the
calculation of photoemission spectra. In this section we
show how KIPZ can describe the position of (quasipar-
ticle) photoemission peaks as well as their strengths and
shapes. We obtain theoretical photoemission spectra fol-
lowing the well established three-step model within the
sudden approximation66. This approach treats the pho-
toexcitation as a transition from an electronic initial state
|ΦN0 〉— which is the ground state with energy EN0 — into
an excited N-particle state |ΦNi,k 〉 = |ΦN−1i 〉⊗ |ξk 〉 of en-
ergy ENi,k, built from the i
th excited state of the singly
ionized system (with energy EN−1i ) and the wave func-
tion ξk of the ejected electron, approximated by a plane
wave with wave vector k. Here, it is worth stressing that
ξk can be approximated in different ways, the simplest
one being a plane wave, which can be further orthogo-
nalized to the initial states (with the aim of improving
the description of the final states). However, the dis-
crepancy between these approaches has been shown to
emerge mainly when looking at states with large binding
energies67 (low kinetic energy photoelectrons), so in the
present work we adopt the plane wave approximation,
which is expected to be accurate for high kinetic energy
photoelectrons. The total photoemission intensity can be
described, to first order in perturbation theory, through
the Fermi’s golden rule66 as
I(ν) ∝
∑
i,k
|〈ΦN0 |A ·
∑
j
pˆj |ΦNi,k〉|2δ(hν+EN0 −ENi,k) , (9)
which contains the squared modulus of the light-matter
interaction operator in the dipole approximation —
where A is the amplitude of the semi-classical vector-
8potential and pˆj = −i~∇j is the linear momentum op-
erator for the jth electron, Equation (9) can be writ-
ten in terms of single-particle Dyson orbitals φdi (r) =
〈ΦN−1i |Ψˆ(r)|ΦN0 〉 and binding energies Ebi = EN−1i −EN0 ,
as68:
I(ν) ∝
∑
i,k
|〈φdi |A · pˆi|ξk〉|2δ
(
hν − Ebi −
~2k2
2m
)
. (10)
More details on the calculation of I(ν) can be found in
Ref. 36. The excitation energy is now expressed in terms
of the kinetic energy ~2k2/2m of the ejected electron
and its binding energy Ebi defined as the negative of the
Dyson orbital energy εdi .
Dyson orbitals, whose energies are the poles of the
one-body Green’s function, fulfil (at least for discrete
states18) the quasiparticle equation[
Tˆ + vˆ + Σˆ(εdi )
]
|φdi 〉 = εdi |φdi 〉, (11)
where vˆ is the sum of the external and Hartree poten-
tials and Σˆ is the electron-electron self-energy. The cal-
culation of Dyson orbitals should in principle be car-
ried out within the framework of many-body perturba-
tion methods18. However, there is a strong analogy be-
tween Eq. (11) and the generalized eigenvalue equation
[Eq. (6)] of Koopmans-compliant functionals, where the
local and orbital density dependent operator vˆi acting on
the variational orbitals |ϕi〉 can be seen as a simplifica-
tion of a non-local and frequency-dependent self-energy,
as argued in Ref. [ 22]. The canonical orbitals produced
by an orbital-density-dependent calculation have in this
perspective a natural interpretation as Dyson orbitals,
and their energies as particle-removal energies. This jus-
tifies the choice to use them to construct photoemission
spectra, in a framework which is computationally much
less expensive than solving Eq.(11) within state-of-the-
art Green’s function methods.
The KIPZ results for nucleobases’ spectra are shown
in Figs. 5, 6 and 7. Theoretical spectra are compared
directly with experimental data only for the bases that
have one single stable tautomer. This is not the case for
G and C, for which the comparison is carried out between
the experimental value and the Boltzmann average of the
spectra of the five different tautomers. All photoemission
spectra are computed with incoming photon energies hν
taken from the referenced experiments. For A, T, and
C hν = 80 eV (Ref. 5), for G hν = 100 eV (Ref. 7),
and for U hν = 21.22 eV (Ref. 64). A detailed study of
the effects of different photon energies on the shape and
intensities of the photoemission spectra is shown in Figs.
S1 and S2 in the Supporting Information69.
The agreement between computed spectra and experi-
ments is remarkable, not only for the peak positions but
also for the shapes and intensities of the spectral peaks.
The success of KIPZ can be explained through its ability
to correct KS eigenvalues of approximate DFT by align-
ing them to particle removal energies through the Koop-
mans’ condition, and by inheriting from PZ the property
of being exact in the one-electron limit32. Such behav-
ior is essential for the prediction of fundamental gaps
and excitation energies70. Another feature of KIPZ is its
ability to modify not only the electronic excitation ener-
gies of approximate DFT, but also the manifold of elec-
tronic orbitals (i.e., the single-particle density-matrix)32.
A change in the shape of single-particle orbitals, which
results in a change of the one-body density-matrix of
quasiparticles, affects both photoemission peak intensi-
ties and positions, ultimately affecting the accuracy of
the simulated spectra.
The availability of experimental data from angle-
resolved photoemission spectroscopy (ARPES) for DNA
and RNA nucleobases enables us to comment also on the
ability of KIPZ to predict the correct ordering, as well as
the binding energy, of the orbitals close to the HOMO.
The KIPZ results show that the type and order of the
five orbitals with the lowest binding energies in the stable
tautomers of A, T and U are the same, i.e., from HOMO
to HOMO-4 the character of the orbitals is pi, σ, pi, σ, pi
(see Fig. S3 in the Supporting Information69 for a plot of
the orbital densities in each of them), in agreement with
ARPES measurements and with other highly-accurate
quantum chemistry calculations (using the full third-
order algebraic diagrammatic construction [ACD(3)]5 or
the equation-of-motion coupled-cluster with single and
double substitutions [EOM-IP-CCSD]17).
In the case of C and G, orbital ordering depends on the
tautomer considered. The KIPZ orbital ordering which
matches experimental ARPES measurements is the one
of the most stable tautomer, i.e., the orbital ordering of
C2 (pi, σ, pi, σ pi) and G1, respectively. Other tautomers
such as C1, C3 and C5 have an orbital ordering in which
the 2nd and 3rd orbitals are swapped with respect to C2,
while the ordering of G1, G3, G4 and G5 differs from G2
by a swap of the 3rd and 4th orbitals. More details on the
nature of the orbitals close to the HOMO can be found
in Figs. S4 and S5 in the Supporting Information69.
It is worth to stressing that while for C and G the
orbital character (σ or pi) and ordering appear to be de-
termined from the most stable tautomers, the prediction
of shape, intensity, and peak positions in the photoemis-
sion spectra requires the contribution of all tautomers,
each weighted with its Boltzmann factor. If we look in
detail at the spectrum of each single tautomer of C or G
(Figs. 6 and 7), we see that from their overall appearance
these can be divided into two groups. In the case of C,
the spectra of C1, C3 and C5 are similar, and are char-
acterized by a low-energy prominent peak which appears
in the Boltzmann-averaged spectrum on the first panel of
Fig. 6. We can thus say that the electronic excitations of
C1, C3 and C5 are fundamental in determining the exper-
imental spectrum of C, even though they do not include
the most stable tautomer (C2). Concerning C, we can de-
termine a second group of tautomers with similar spectra,
i.e., C2 and C3. The two groups of tautomers differ by
the fact that a hydrogen atom is bound to an oxygen in
the case of C2 and C3, and to a nitrogen in the case of
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Figure 6. UPS spectra for cytosine tautomers calculated
with the KIPZ functional (black line), and plotted as a func-
tion of electron binding energy (hν − ~2k2/(2m)). The cal-
culations are performed for an incoming photon energy of 80
eV. In the top panel we show the total theoretical spectrum
(black line), which is averaged over the five most stable tau-
tomers with Boltzmann weighing factors, and compared with
experimental gas-phase UPS measurements (green dots) us-
ing radiation with the same photon energy5. The blue bars
in each plot mark the energies of KIPZ canonical orbitals.
C1, C3 and C5 (see also Fig. 2). Correspondingly, one
can observe similarities, which are less pronounced than
in the case of C, in the spectra of G1 and G2. These two
first tautomers can be grouped together and contrasted
to G3, G4 and G5, which have in common the presence
of a hydrogen atom bound to an oxygen rather than a
nitrogen. All the above remarks emphasize how photoe-
mission peaks and the overall photoemission spectra can
in principle be used in order to extract information not
only on the type of nucleobase, but also on the precise
tautomeric forms present in a sample.
D. Geometry optimization
In this section we discuss the effects of structural opti-
mization within the KIPZ framework on the electronic
properties of DNA and RNA nucleobases. The self-
consistent optimization procedure, involving atomic posi-
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Figure 7. Same as Fig. 6 for guanine, and for an incoming
photon energy of 100 eV. Experimental data are from Ref. 7.
tions and screening coefficient α, was outlined in Sec. II 3
and Fig. 1. In Table III, we test accuracy in computing
intra-molecular bond lengths and angles by comparing
the mean absolute error (MAE) with respect to exper-
imental data of the structural predictions coming from
several ab initio methods. In Table III we show data
obtained by PBE, PZ, KIPZ, and PBE0.
Experimental data are taken from the Cambridge
Structural Database by Clowney et al.71 where bond
lengths are measured at room temperature through high-
resolution X-ray and neutron diffraction; these data
should be compared to the most stable tautomeric form
of each nucleobase. In order to be consistent with these
data, in Table III we show the MAE with respect to ex-
periment only for bond lengths and angles of those bases
that have a single stable tautomer at room temperature,
namely A, T and U. More detailed information about
structural properties is available in Table S1, S2 and S3
in the Supporting Information69.
By looking at Table III, one sees that the maximum
error in predicting structural properties is displayed by
DFT-PBE (MAE > 1.39%). The relatively smaller ac-
curacy of this functional can be partly explained from
its self-interaction error, which results in a slightly in-
creased spread of orbital densities. This can in turn affect
geometrical properties, and in molecules it typically re-
sults in bond-lengths that exceed experimental values32.
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Table III. Relative mean absolute error of bond lengths and
angles of A, T, and U molecules computed using PBE, PZ,
KIPZ, and PBE0 methods, compared with experiments71.
% error PBE PZ KIPZ PBE0
A 1.39 0.67 0.70 0.56
R¯ij T 1.77 0.89 0.55 0.85
U 1.76 0.96 0.70 0.93
A 0.51 0.52 0.56 0.54
θ¯ijk T 0.74 0.59 0.64 0.63
U 1.05 0.69 0.64 0.81
In contrast, the PZ functional, usually over-correcting
the self-interaction error in molecules, tends to under-
estimate bond lengths. The KIPZ functional, thanks to
its ab initio screening factor, can interpolate between the
two opposite behaviors of PBE and PZ, resulting in more
accurate estimates of geometrical parameters. Our re-
sults show that the accuracy of KIPZ (MAE ∼ 0.6%) in
computing bond lengths is better than PBE, and close
to that of the PBE0 hybrid functional. The same cannot
be said for angles, for which the discrepancy between the
different methods shown is much smaller, and shows no
clear trend.
Table IV. Absolute dihedral angles (β1 and β2) of the nu-
cleobases with amino group. For A β1 = ∠H2N10C4N3
and β2 = ∠H1N10C4C5; for G1..5 β1 = ∠H2N10C2N1 and
β2 = ∠H1N10C2N3, for C1,2,4 β1 = ∠H1N7C4C5 and β2 =
∠H2N7C4N3. The indices referring to atoms in nucleobase
structures are explained in Fig. S6 in the Supporting Infor-
mation69.
β1 β2
PBE KIPZ MP237 PBE KIPZ MP237
A 0.05 23.16 18.70 0.05 23.15 21.10
G1 2.00 10.80 - 2.03 46.12 -
G2 2.05 17.60 11.80 2.03 35.36 43.20
G3 1.82 23.69 - 1.92 24.44 -
G4 1.81 25.35 - 1.88 22.51 -
G5 1.82 21.97 - 1.88 27.69 -
C1 8.25 30.64 26.20 7.20 17.27 14.10
C2 8.68 27.97 - 8.01 21.01 -
C4 8.90 28.57 - 8.02 20.53 -
A remarkable success of the structural optimizations
done with the KIPZ functional is the correct description
of the slight tilt of the amino groups of nucleobases with
respect to their aromatic rings, which can be seen in A,
G1, G2, G3, G4, G5, C1, C2 and C4. A correct prediction
of this nonplanarity is an important step towards accu-
rate predictions of the structure of DNA and towards
the understanding of molecular recognition processes in
biological systems. The presence of the amino-group tilt
was subject to some controversy in the past (for a de-
tailed discussion, see, e.g., Refs. 72 and 73). Theoreti-
cal studies of DNA and RNA nucleobases74,75 using the
HF method with the 3-21G basis set originally suggested
Figure 8. (a) Side view of the C1 structures optimized using
PBE and KIPZ functionals. (b) Side view and top view of
C1, with an iso-surface plot of one of the variational orbitals
supporting the bond of the amino group.
Table V. IPs and EAs of dipole-bound states computed us-
ing the KIPZ functional on top of PBE (@PBE) structure or
on top of the structure resulting from scf-KIPZ optimization
(@KIPZ, see Fig. 1).
IP EA
geo. @PBE @KIPZ Expt.a @PBE @KIPZ Expt.b
A 8.25 8.41 8.30−8.50 -0.01 -0.02 0.01
G1 7.86 8.25 8.00−8.30 0.08 0.03 −
G2 7.77 8.07 − 0.13 0.08 −
G3 7.76 8.01 − 0.02 -0.02 −
G4 7.79 8.02 − 0.01 0.01 −
G5 7.78 8.05 − 0.04 0.02 −
C1 8.48 8.70 8.80−9.00 0.11 0.11 0.23
C2 8.56 8.67 − 0.05 0.03 0.09
C4 8.57 8.67 − 0.03 0.05 −
a Collected from Reference 9.
b References 63 and 16.
the molecules to be perfectly planar. Subsequent cal-
culations carried out at the HF level with polarized ba-
sis sets of atomic orbitals were instead able to observe
a weak nonplanarity of the amino groups of the base
molecules76. Later, post-HF approaches indicated an
even stronger amino-group pyramidalization. For C1, for
example, Bludsky et al77 obtained amino group hydrogen
dihedral angles of 5.5o and 21.4o using the HF/6-31G∗∗
and MP2/6-31G∗ levels of theory, respectively. This MP2
result is close to the predictions by Sponer and Habza of
a dihedral angle of 26.2o37. Our DFT-PBE calculations,
in agreement with those by Di Felice et al78, do not find
significant deviations from planarity (see Table IV), with
a dihedral angle of 8.25o for C1, and even smaller angles
for the other DNA bases. The strong amino-group pyra-
midalization can be instead reproduced very well within
KIPZ, with amino hydrogen dihedral angles of the same
order of the MP2 results. On panel (a) of Fig. 8, we
show as an example the equilibrium geometry of the C1
molecule predicted by KIPZ, as compared to the PBE
structure. On panel (b) we show the KIPZ tilted struc-
ture with the variational orbital building the distorted
pi-bond that supports the connection between the amino
group and the molecule. The orbital asymmetry shown
is correlated to a switch from a sp2-like hybridization of
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the N atom to a more sp3-like bond configuration in the
tilted structure.
We find that predicting correctly the amino group
shape of the nucleobases is important in view of comput-
ing accurately the electronic excitation spectrum of the
molecules. In Table V we compare IPs and EAs com-
puted with the KIPZ functional top of the PBE struc-
ture (a mostly planar molecule) and on top of the KIPZ
(nonplanar) structure. Describing well the pyramidal-
ization of NH2- group increases ionization energies by
about 0.2−0.3 eV (with a much less pronounced effect on
LUMO states), resulting in theoretical predictions that
are closer to experiments. We stress that all the results
of Sec. III A, III B, and III C used this scf-KIPZ approach
for determining geometry.
IV. CONCLUSION
In this paper we have explored the capability of the
KIPZ functional to predict both spectral properties, such
as ionization potential, electron affinities, ultraviolet pho-
toemission spectral, and geometries of DNA and RNA
nucleobases and their tautomer variants, showing an ex-
cellent agreement with experiments, with mean absolute
errors for the first IPs and EAs that are smaller than 0.1
eV. The accuracy of the KIPZ functional in predicting
IPs and EAs of nucleobases is comparable to that of more
computationally intensive methods derived from many-
body perturbation theory, such as G0W0 and scf-GW, or
quantum chemistry, such as CASPT2 and CCSD(T). In
addition, for EAs the empty excited states of the nucle-
obases can be found in two variants: the delocalized and
weakly bound DB states and the localized and unbound
VB states, which are close in energy, and which make the
study of these systems with localized basis set extremely
challenging, but yield very accurate results in the case of
KIPZ.
Similarly, the photoemission spectra of nucleobase
molecules show an excellent agreement with UPS data
measured at the same incoming photon energy. These
results support the suggestion (see Refs. 22 and 36) that
KC functionals can be seen as a beyond-DFT approach
where the spectral potential21, rather than the exchange-
correlation one, is directly approximated, and provide
both a conceptual and a practical framework to pre-
dict spectral properties from functional theories, rather
than perturbative approaches. In addition, the excellent
agreement between theoretical and experimental spectra
allows us to assign the orbitals of the low binding energy
UPS excitations using the KIPZ eigenstates, as well as
to resolve the experimental spectra of C and G molecules
by attributing them to a weighted spectrum of their tau-
tomers.
By exploring self-consistent screening (scf-KIPZ) to
optimize molecular geometries we find that correctly pre-
dicting the structural properties of the bases, especially
for the amino groups, yields a better agreement between
theoretical and experimental IP energies. Overall, we be-
lieve that our results are a step towards further studies
of the electronic structure of complex DNA and RNA
sequences, for which methods from many-body pertur-
bation theory or quantum chemistry would be computa-
tionally very challenging.
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