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Relation between the H-rank of a mixed graph and the rank
of its underlying graph∗
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Abstract: Given a simple graphG = (VG, EG) with vertex set VG and edge set EG, the mixed graph G˜ is obtained
from G by orienting some of its edges. Let H(G˜) denote the Hermitian adjacency matrix of G˜ and A(G) be the
adjacency matrix of G. The H-rank (resp. rank) of G˜ (resp. G), written as rk(G˜) (resp. r(G)), is the rank of
H(G˜) (resp. A(G)). Denote by d(G) the dimension of cycle spaces of G, that is d(G) = |EG| − |VG| + ω(G),
where ω(G), denotes the number of connected components of G. In this paper, we concentrate on the relation
between the H-rank of G˜ and the rank of G. We first show that −2d(G) 6 rk(G˜)− r(G) 6 2d(G) for every mixed
graph G˜. Then we characterize all the mixed graphs that attain the above lower (resp. upper) bound. By these
obtained results in the current paper, all the main results obtained in [9, 21] may be deduced consequently.
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1. Introduction
In this paper we consider only graphs without loops and multiple edges. Let G = (VG, EG) be a graph, where
VG is the vertex set and EG is the edge set. We call n := |VG| the order of G and |EG| the size of G. A mixed
graph is a graph where both directed and undirected edges may exist. Thus, a mixed graph, G˜, is obtained from
G, by orienting some of its edges, and we call G the underlying graph of G˜. For convenience, for a mixed graph
G˜ = (V
G˜
, E
G˜
), one has V
G˜
= VG and the edge set EG˜ is the union of E
0
G˜
and E1
G˜
, where E0
G˜
is the set of undirected
edges of E
G˜
and E1
G˜
is the set of directed edges of E
G˜
. We denote an undirected edge by {u, v} and a directed
edge (or an arc) from u to v by (u, v).
Denote by Pn, Cn and Kn a path, a cycle and a complete graph of order n, respectively. Let d(G) denote the
dimension of cycle spaces of a graph G. Then d(G) = |EG| − |VG|+ ω(G), here ω(G) is the number of connected
components of G. Two distinct edges in a graph G are independent if they do not have a common end-vertex in
G. A set of pairwise independent edges of G is called a matching, while a matching with the maximum cardinality
is called a maximum matching. This maximum cardinality is called the matching number of G and written by
m(G). A graph is called an empty graph if it has no edges.
The adjacency matrix A(G) = (aij) of G is an n× n matrix whose aij = 1 if vertices i and j are adjacent and
0 otherwise. The skew-adjacency matrix associated to an oriented graph Gσ, written as S(Gσ), is defined to be
an n × n matrix (suv) such that suv = 1 if there is an arc from u to v, suv = −1 if there is an arc from v to u
and suv = 0 otherwise. The Hermitian adjacency matrix of a mixed graph G˜ is defined to be an n × n matrix
H(G˜) = (huv) such that huv = 1 if {u, v} ∈ EG˜, huv = i if (u, v) ∈ EG˜, huv = −i if (v, u) ∈ EG˜, and huv = 0
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otherwise. This matrix was introduced, independently, by Liu and Li [12] and Guo and Mohar [7]. Since H(G˜)
is Hermitian, its eigenvalues are real. The H-rank (resp. rank, skew-rank) of G˜ (resp. G, Gσ), denoted by rk(G˜)
(resp. r(G), sr(Gσ)), is the rank of H(G˜) (resp. A(G), S(Gσ)).
Recently, the study on the H-rank and the characteristic polynomial of mixed graphs attracts more and more
researchers’ attention. Mohar [15] characterized all the mixed graphs with H-rank 2 and showed that there are
infinitely many mixed graphs with H-rank 2 which can not be determined by their H-spectrum. Wang et al. [20]
identified all the mixed graphs with H-rank 3 and showed that all mixed graphs with H-rank 3 can be determined
by their H-spectrum. Liu and Li [12] investigated the properties for characteristic polynomials of mixed graphs
and studied the cospectral problems among mixed graphs. For more properties and applications about the H-rank
and eigenvalues of mixed graphs, we refer the readers to [1, 7, 8, 16] and the references therein.
Note that, for a mixed graph G˜, it is possible that E
G˜
= E0
G˜
or E
G˜
= E1
G˜
. Hence, both oriented graphs and
simple graphs can be seen as the special mixed graphs. Wong, Ma and Tian [21] provided a beautiful relation
between the skew-rank of an oriented graph and the rank of its underlying graph, which were extended by Huang
and Li [9]. Recently, Ma, Wong and Tian [14] determined the relationship between sr(Gσ) and the matching
number m(G), whereas in [13] they characterized the relationship between rank of G and its number of pendant
vertices, from which it may deduce the relationship between the skew rank of Gσ and its number of pendant
vertices. Huang, Li and Wang [10] established the relationship between sr(Gσ) and the independence number
of its underlying graph G. Very recently, Chen, Huang and Li [4] studied the relation between the H-rank of a
mixed graph and the matching number of its underlying graph.
Motivated from [4, 9, 14, 21], it is natural and interesting for us to consider the relation between rk(G˜) and
some other parameters of its underling graph. In this paper, we focus our attention on determining the relation
between the H-rank of a mixed graph and the rank of its underlying graph.
Theorem 1.1. Let G˜ be a mixed graph. Then
−2d(G) 6 rk(G˜)− r(G) 6 2d(G). (1.1)
In order to characterize the extremal graphs whose H-rank attains upper and lower bounds in (1.1), we first
introduce a graph transformation (see also in [11] and [21]).
Let G be a graph with at least one pendant vertex. An operation of deleting a pendant vertex and its adjacent
vertex from G is called the δ-transformation on G. Let G be a graph whose cycles share no common vertices.
To switch G to an induced subgraph without pendant vertices, a series of δ-transformation is applied to G as
follows: If G has no pendant vertices, then itself is as required and we are done; otherwise, applying a step of
δ-transformation on G, we obtain an induced subgraph G1 of G. If G1 has no pendant vertices, then G1 is as
required and we are done; otherwise, applying a step of δ-transformation on G1, we obtain an induced subgraph
G2 of G and so on. We terminate δ-transformations until we obtain an induced subgraph G0 of G that is has no
pendant vertices. The resultant subgraph G0 is called a crucial subgraph of G.
Recall that the characteristic polynomial of a mixed graph G˜ and its underlying graphG is defined, respectively,
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as
φ(G˜;λ) =det
(
λIn −H(G˜)
)
= λn + a1λ
n−1 + a2λ
n−2 + · · ·+ an, (1.2)
ψ(G;λ) =det (λIn −A(G)) = λ
n + c1λ
n−1 + c2λ
n−2 + · · ·+ cn, (1.3)
where In denotes the identity matrix of order n.
Given a mixed cycle C˜, the signature of C˜, written as η(C˜), is defined as |f − b|, where f (resp. b) denotes the
number of forward (resp. back) oriented edges on C˜. A subgraph B˜ of G˜ is called basic if it contains only K˜2 or
mixed cycles with even signature as components. The signature of a basic graph B˜ is defined as η(B˜) =
∑
η(C˜),
the sum is over all mixed cycles contained in B˜. A subgraphH ofG is called an elementary graph if each component
of H is either an edge or a cycle.
Theorem 1.2. Let G˜ be a mixed graph. Then rk(G˜) − r(G) = 2d(G) holds if and only if all the following
conditions hold for G˜ :
(i) the mixed cycles (if any) of G˜ are pairwise vertex-disjoint;
(ii) for each mixed cycle C˜l of G˜, l ≡ 0 (mod 4) and either η(C˜l) is odd or η(C˜l) ≡ 2 (mod 4);
(iii) a series of δ-transformations can switch G, the underlying graph of G˜, to a crucial subgraph, which is the
disjoint union of d(G) cycles together with some isolated vertices.
Theorem 1.3. Let G˜ be a mixed graph. Then rk(G˜) − r(G) = −2d(G) holds if and only if all the following
conditions hold for G˜ :
(i) the mixed cycles (if any) of G˜ are pairwise vertex-disjoint;
(ii) for each mixed cycle C˜l of G˜, l ≡ 2 (mod 4) and η(C˜l) ≡ 2 (mod 4);
(iii) a series of δ-transformations can switch G, the underlying graph of G˜, to a crucial subgraph, which is the
disjoint union of d(G) induced cycles together with some isolated vertices.
Given a mixed graph G˜ = (V
G˜
, E
G˜
) with E
G˜
= E0
G˜
∪ E1
G˜
. If E0
G˜
= ∅, then G˜ is an oriented graph, Gσ, for
some orientation σ. In this case, H(G˜) = iS(Gσ), and therefore sr(Gσ) = rk(G˜).
Let Ck = x1x2 . . . xkx1 be a cycle of length k. The sign of C
σ
k with respect to σ is defined to be the sign of
(
∏k−1
i=1 suiui+1)suku1 . An even oriented cycle is called evenly-oriented (resp. oddly-oriented) if its sign is positive
(resp. negative).
Together with Theorems 1.1-1.3, we can obtain the following two corollaries, which can be found in [21] and
[9], respectively.
Corollary 1.4 ([21]). Let Gσ be a finite oriented graph whose underlying graph is simple. Then sr(Gσ)− r(G) 6
2d(G). The equality holds if and only if all the following conditions hold for Gσ :
(i) the cycles (if any) of Gσ are pairwise vertex-disjoint;
(ii) each cycle of Gσ is oddly-oriented with order a multiple of 4;
(iii) a series of δ-transformations can switch G to a crucial subgraph of G, which is the disjoint union of d(G)
cycles together with some isolated vertices.
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Corollary 1.5 ([9]). Let Gσ be a finite oriented graph whose underlying graph is simple. Then sr(Gσ)− r(G) >
−2d(G). The equality holds if and only if all the following conditions hold for Gσ :
(i) the cycles (if any) of Gσ are pairwise vertex-disjoint;
(ii) for each cycle Cσl of G
σ, Cσl is evenly-oriented with l ≡ 2 (mod 4);
(iii) a series of δ-transformations can switch G to a crucial subgraph of G, which is the disjoint union of d(G)
cycles together with some isolated vertices.
The remainder of this paper is organized as follows. In Section 2, we list or give some preliminary results
which will be used to prove our main results. In Sections 3, we give the proofs of Theorem 1.1. The proofs of
Theorems 1.2 and 1.3 are presented, respectively, in Section 4 and Section 5.
2. Preliminaries
Given a mixed graph G˜, we call H˜ an induced subgraph of G˜ if H is an induced subgraph of G and each edge
of H˜ has the same orientation (or non-orientation) as that in G˜. For X ⊆ V
G˜
, G˜ − X is the mixed subgraph
obtained from G˜ by deleting all vertices in X and all incident edges or arcs. In particular, G˜ − {x} is usually
written as G˜− x for simplicity. For the sake of clarity, we use the notation G˜− H˜ instead of G˜− V
H˜
if H˜ is an
induced subgraph of G˜.
We call x a pendant vertex of G˜ if it is a vertex of degree one in the underlying graph G. Similarly, we call y
a quasi-pendant vertex of G˜ if it is adjacent to a vertex of degree one in the underlying graph G. For an induced
subgraph K˜ and a vertex x outside K˜, the induced subgraph of G˜ with vertex set V
K˜
∪ {x} is simply written as
K˜ + x. An induced mixed cycle of G˜ is called a pendant cycle if in the underlying graph G, this cycle contains a
unique vertex of degree 3 and each of its rest vertices is of degree 2.
2.1. Some known lemmas
In this subsection, we give some known results, which will be used to prove our main results. The first lemma
follows immediately from the definitions of the H-rank and the second lemma follows by the definition of the
matching number.
Lemma 2.1 ([15]). Let G˜ be a mixed graph. If G˜1, G˜2, . . . , G˜k are connected components of G˜, then rk(G˜) =
k∑
j=1
rk(G˜j).
Lemma 2.2. Let G be a simple undirected graph. Then m(G)− 1 6 m(G− v) 6 m(G) for any v ∈ VG.
Let G be a graph with pairwise vertex-disjoint cycles and let TG be obtained from G by contracting each
cycle into a vertex, which is called the contracted vertex. Then let [TG] be obtained from TG by deleting all the
contracted vertices and the incident edges (see [21] for details).
Lemma 2.3 ([17]). Let G be a simple undirected graph with at least one cycle. Suppose that all cycles of G are
pairwise-disjoint and each cycle is odd, then m(TG) = m([TG]) if and only if m(G) =
∑
C∈CG
m(C) +m([TG]),
where CG denotes the set of all cycles in G.
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Lemma 2.4 ([14]). Let x be a pendant vertex of G and y be the neighbor of x. Then m(G) = m(G − y) + 1 =
m(G− x− y) + 1.
Lemma 2.5 ([20]). Let T˜ be a mixed tree. Then rk(T˜ ) = 2m(T ).
Lemma 2.6 ([20]). Let x be a pendant vertex of G˜ and y be the neighbor of x. Then rk(G˜) = rk(G˜− x− y) + 2.
Lemma 2.7 ([15]). Let G˜ be a mixed graph with x ∈ V
G˜
. Then rk(G˜)− 2 6 rk(G˜− x) 6 rk(G˜).
Clearly, Lemmas 2.5, 2.6 and 2.7 can be easily deduced, respectively, the corresponding results for undirected
graphs (see [11, 5, 3] for details).
The next result characterizes the relation of the dimension of the cycle spaces between G and a subgraph
obtained from G by deleting one vertex.
Lemma 2.8 ([21]). Let G be a graph with x ∈ VG. Then
(i) d(G) = d(G − x) if x lies outside any cycle of G;
(ii) d(G− x) 6 d(G) − 1 if x lies on a cycle;
(iii) d(G− x) 6 d(G) − 2 if x is a common vertex of distinct cycles.
The following result characterizes the relationship of the ranks between a tree and its subgraph.
Lemma 2.9 ([14]). Let T be a tree with at least one edge.
(i) r(T1) < r(T ), where T1 is the subtree obtained from T by deleting all the pendant vertices of T .
(ii) If r(T −W ) = r(T ) for a subset W of VT , then there exist a pendant vertex v of T such that v is not in W.
Lemma 2.10 ([12]). Let Bj be the set of basic graphs with j vertices of G˜. Then the coefficient aj defined in
(1.2) is
aj =
∑
B˜∈Bj
(−1)
1
2 η(B˜)+ω(B˜) · 2c(B˜), j = 1, 2, . . . , n,
where ω(B˜) denotes the number of components of B˜ and c(B˜) is the number of cycles in B˜.
Lemma 2.11 ([2]). Let Hj be the set of elementary graphs with j vertices of G. Then the coefficient cj defined
in (1.3) is
cj =
∑
H∈Hj
(−1)c1(H)+c(H) · 2c(H), j = 1, 2, . . . , n,
where c1(H) and c(H) denotes the number of components in a subgraph H which are edges and cycles, respectively.
Lemma 2.12 ([20]). Let C˜n be a mixed cycle with n vertices. Then
rk(C˜n) =


n− 1, if n is odd, η(C˜n) is odd;
n, if n is odd, η(C˜n) is even;
n, if n is even, η(C˜n) is odd;
n, if n is even, n+ η(C˜n) ≡ 2 (mod 4);
n− 2, if n is even, n+ η(C˜n) ≡ 0 (mod 4).
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Lemma 2.13 ([6]). Let Cn be a cycle with n vertices. Then r(Cn) = n− 2 if n ≡ 0 (mod 4), and n otherwise.
Lemma 2.14 ([17, 18, 19]). Let G be an undirected graph. Then
− 2d(G) 6 r(G) − 2m(G) 6 d(G). (2.1)
The left equality in (2.1) holds if and only if all the following conditions hold for G:
(i) all cycles (if any) of G are pairwise vertex-disjoint;
(ii) the length of each cycle (if any) of G is odd;
(iii) m(TG) = m([TG]).
The right equality in (2.1) holds if and only if all the following conditions hold for G:
(i) all cycles (if any) of G are pairwise vertex-disjoint;
(ii) the length of each cycle (if any) of G is a multiple of 4;
(iii) m(TG) = m([TG]).
2.2. Our preliminaries
In this subsection, we give some preliminary results, which will be used to prove our main results.
Lemma 2.15. Let G˜ be a mixed graph with m(TG) = m([TG]), then each vertex lying on a mixed cycle is not a
quasi-pendant vertex of G˜.
Proof. If there exists a quasi-pendant vertex y lying on a mixed cycle of G˜, let x be the pendant vertex which is
adjacent to y and M be a maximum matching of [TG]. Then it is routine to check that M ∪ {xy} is a matching
of TG, thus we get m(TG) > m([TG]) + 1, a contradiction.
Lemma 2.16. Let G˜ be a mixed graph. Then
−2d(G) 6 rk(G˜)− 2m(G) 6 d(G). (2.2)
Moreover, if the right (resp. left) equality in (2.2) holds, then every vertex lying on a mixed cycle of G˜ is not a
quasi-pendant vertex.
Proof. First we show that rk(G˜) 6 2m(G) + d(G). Let φ(G˜;λ) =
∑n
j=0 ajλ
n−j be the characteristic polynomial
of G˜. Then it follows from Lemma 2.10 that aj = 0 for any j > 2m(G) + d(G), which is based on the fact that G˜
contains no basic graphs with j vertices if j > 2m(G) + d(G). Consequently, rk(G˜) 6 2m(G) + d(G). Besides, if
rk(G˜) = 2m(G) + d(G) and u is a pendant vertex with neighbor v. Put G˜′ = G˜− u− v. By Lemmas 2.4 and 2.6
one has
m(G′) = m(G)− 1, rk(G˜′) = rk(G˜)− 2. (2.3)
Combining (2.3) with rk(G˜) = 2m(G) + d(G) yields d(G) = rk(G˜′)− 2m(G′). On the one hand, by the proof as
above, rk(G˜′)−2m(G′) 6 d(G′), i.e., d(G) 6 d(G′). On the other hand, G′ is a subgraph of G, hence d(G′) 6 d(G).
Thus, d(G) = d(G′). Consequently, any vertex lying on the mixed cycle of G˜ is not a quasi-pendant of G˜.
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Now we proceed by induction on d(G) to prove the inequality on the left in (2.2). If d(G) = 0, then G is
a forest and the result follows immediately from Lemma 2.5. Suppose that G contains at least one cycle, i.e.,
d(G) > 1, and let x be a vertex on some cycle of G. By Lemma 2.8, we have
d(G − x) 6 d(G)− 1. (2.4)
By induction hypothesis one has
rk(G˜− x) − 2m(G− x) > −2d(G− x). (2.5)
According to Lemmas 2.2 and 2.7, we obtain
m(G− x) > m(G)− 1, rk(G˜ − x) 6 rk(G˜). (2.6)
Hence, it follows from (2.4)-(2.6) that
rk(G˜)− 2m(G) > −2d(G).
Moreover, if rk(G˜) − 2m(G) = −2d(G), then all inequalities in (2.4)-(2.6) turn into equalities. If x is a quasi-
pendant vertex being adjacent to a pendant vertex z, then rk(G˜ − x) = rk(G˜ − z − x) = rk(G˜) − 2 < rk(G˜), a
contradiction to rk(G˜− x) = rk(G˜).
This completes the proof.
Lemma 2.17. Let G˜ be a mixed graph containing the unique mixed cycle C˜l. Then rk(G˜) = 2m(G) + 1 if and
only if l is odd, η(C˜l) is even and m(TG) = m([TG]).
Proof. Let
φ(G˜;λ) =
n∑
j=0
ajλ
n−j (2.7)
be the characteristic polynomial of G˜ and m := m(G). By Lemma 2.16, we have rk(G˜) 6 2m+1. Then combining
(2.7) with Lemma 2.10 yields
rk(G˜) = 2m+ 1 if and only if a2m+1 6= 0. (2.8)
For “sufficiency”, by Lemma 2.10, we have
a2m+1 =
∑
B˜∈B2m+1
(−1)
1
2 η(B˜)+ω(B˜) · 2c(B˜).
Since l is odd andm(TG) = m([TG]), by Lemma 2.3, we havem(G) = m(Cl)+m([TG]), i.e.,
l−1
2 +m([TG]) = m(G),
which is equivalent to
l + 2m([TG]) = 2m(G) + 1. (2.9)
Let M1 be a maximum matching of [TG], then |M1| = m([TG]). Together with (2.9) we obtain that the order of
G˜[M1] ∪ C˜l is 2m([TG]) + l = 2m(G) + 1. Combining even η(C˜l) yields M˜1 ∪ C˜l ∈ B2m+1. Then we have
a2m+1 =
∑
B˜∈B2m+1
(−1)
1
2η(C˜l)+1+
2m+1−l
2 · 21 = 2|B2m+1|(−1)
η(C˜l)+3−l
2 +m 6= 0.
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By Claim 1, we obtain rk(G˜) = 2m+ 1.
For “necessity”, in view of (2.8), we have a2m+1 6= 0. Then there exists at least one basic subgraph of order
2m + 1. Note that each basic subgraph of order 2m + 1 must contain the mixed cycle, C˜l, as its connected
component. Thus l is odd and η(C˜l) is even.
Next we proceed by induction on |VTG | to show m(TG) = m([TG]). If |VTG | = 1, then G˜ ∼= C˜l, which implies
m(TG) = m([TG]) = 0. Now suppose |VTG | > 2. If TG is empty, then m(TG) = m([TG]) = 0. If TG is non-
empty, then there exists a pendant vertex x of TG which is also a pendant vertex of G˜. Let y be the unique
neighbor of x and G˜0 = G˜ − x − y. By Lemma 2.16, y /∈ VCl . Together with Lemmas 2.4 and 2.6 we obtain
rk(G˜0) = rk(G˜)− 2 = 2m(G)− 1 = 2m(G0) + 1. By induction hypothesis, one has m(TG0) = m([TG0 ]). Then it
follows from Lemma 2.4 that
m(TG) = m(TG0) + 1 = m([TG0 ]) + 1 = m([TG]),
as desired.
Lemma 2.18. Let G˜ be a mixed graph with the unique mixed cycle C˜l. Then rk(G˜) = 2m(G)− 2 if and only if l
is even, η(C˜l) ≡ l (mod 4) and m(TG) = m([TG]).
Proof. For “sufficiency”, we proceed by induction on the order of TG to prove rk(G˜) = 2m(G)− 2. If |VTG | = 1,
then G˜ ∼= C˜l. Since l is even and η(C˜l) ≡ l (mod 4), by Lemma 2.12, we have rk(G˜) = l − 2 = 2m(G)− 2.
Now suppose that |VTG | > 2. If TG is empty, then our result holds immediately. Otherwise, there is a pendant
vertex of TG which is also a pendant vertex of G˜. Let x be a pendant vertex and y be the unique neighbor of x,
by Lemma 2.15, y is not on any mixed cycle of G˜. Denote G˜0 = G˜− x− y, then it follows from Lemmas 2.4 and
2.6 that
rk(G˜) = rk(G˜0) + 2, m(G) = m(G0) + 1. (2.10)
Note that |VTG0 | < |VTG | and G˜0 is a graph with the unique cycle C˜l, then by induction hypothesis to G˜0, we
have
rk(G˜0) = 2m(G0)− 2. (2.11)
It follows from (2.10) and (2.11) that we have rk(G˜) = 2m(G)− 2, as desired.
For “necessity”, let φ(G˜, λ) =
∑n
j=0 ajλ
n−j be the characteristic polynomial of G˜ and m := m(G). By
Lemma 2.10, we obtain
a2m =
∑
B˜∈B∗2m
(−1)
1
2η(B˜)+ω(B˜)21 +
∑
M˜∈M
(−1)m20
= 2
∑
B˜∈B∗2m
(−1)
η(C˜l)−l
2 +1+m +
∑
M˜∈M
(−1)m
= (−1)m
(
|M |+ 2|B∗2m|(−1)
η(C˜l)−l
2 +1
)
, (2.12)
where B∗2m denotes the set of all basic subgraphs of order 2m containing C˜l as its connected component and M
is the set of all maximum matchings of G˜.
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Since rk(G˜) = 2m − 2, we have a2m = 0. In view of (2.12), we have
η(C˜l)−l
2 is even and |B2m| =
|M |
2 > 0,
which implies that η(C˜l) is even and η(C˜l) ≡ l (mod 4). Consequently, l is even and η(C˜l) ≡ l (mod 4).
Next we proceed by induction on |VTG | to show m(TG) = m([TG]). If |VTG | = 1, then G˜ ∼= C˜l and m(TG) =
m([TG]) = 0.
Now assume that |VTG | > 2. If TG is empty, then m(TG) = m([TG]) = 0. If TG is non-empty, then there
exists a pendant vertex u of TG which is also a pendant vertex of G˜. Let v be the unique neighbor of u, then it
follows from Lemma 2.16 that v is not on any mixed cycle of G˜. Denote G˜0 = G˜ − u − v. Then the condition
rk(G˜) = 2m(G) − 2 together with Lemmas 2.4 and 2.6 lead to rk(G˜0) = 2m(G0) − 2. By induction hypothesis,
one has m(TG0) = m([TG0 ]). Therefore, by Lemma 2.4 we have
m(TG) = m(TG0) + 1 = m([TG0 ]) + 1 = m([TG]),
as desired.
2.3. Some basic facts
A mixed graph G˜ is called the upper-optimal (resp. lower-optimal) if rk(G˜) − r(G) attains the upper bound
(resp. lower bound) 2d(G) (resp. −2d(G)). By the definition of the upper-optimal (resp. lower optimal) and
Lemma 2.1, the next fact holds immediately.
Fact 1. G˜ is upper-optimal (resp. lower-optimal) if and only if all connected components of G˜ are upper-optimal
(resp. lower-optimal).
By Lemmas 2.12 and 2.13, the following fact follows immediately.
Fact 2. For a mixed cycle C˜l, it is lower-optimal if and only if l ≡ 2 (mod 4) and η(C˜l) ≡ 2 (mod 4), whereas
it is upper-optimal if and only if l ≡ 0 (mod 4) and either η(C˜l) is odd or η(C˜l) ≡ 2 (mod 4).
3. Proof of Theorem 1.1
In this section, we give the proof for Theorem 1.1.
Proof of Theorem 1.1 We proceed by induction on d(G) to show our result. If d(G) = 0, then G˜ is a mixed
forest and the result follows immediately from Lemma 2.5. Now suppose that G˜ contains at least one mixed cycle,
i.e., d(G) > 1, and let x be a vertex on a mixed cycle of G˜. By Lemma 2.8, we have
d(G − x) 6 d(G)− 1. (3.1)
Applying the induction hypothesis on G˜− x yields
rk(G˜− x)− r(G − x) > −2d(G− x) (3.2)
and
rk(G˜ − x)− r(G − x) 6 2d(G− x). (3.3)
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According to Lemma 2.7, we obtain
rk(G˜) > rk(G˜ − x), r(G) 6 r(G − x) + 2 (3.4)
and
rk(G˜) 6 rk(G˜− x) + 2, r(G) > r(G − x). (3.5)
Hence, it follows from (3.1)-(3.5) that
rk(G˜)− r(G) > −2d(G)
and
rk(G˜)− r(G) 6 2d(G),
as desired.
4. Proof of Theorem 1.2
Recall that a mixed graph G˜ is upper-optimal if rk(G˜)− r(G) attains the upper bound 2d(G). In this section,
we first give some fundamental characterization of upper-optimal mixed graphs. Then we give the proof for
Theorem 1.2.
Property 4.1. Let x be a vertex of G˜ lying on a mixed cycle. If G˜ is upper-optimal, then
(i) rk(G˜) = rk(G˜− x) + 2;
(ii) G˜− x is upper-optimal;
(iii) d(G) = d(G − x) + 1;
(iv) r(G) = r(G − x);
(v) x lies on just one mixed cycle of G˜ and x is not a quasi-pendant vertex of G˜.
Proof. Note that G˜ is upper-optimal. Together with the proof of (1.1), each of inequalities in (3.1), (3.3) and
(3.5) must actually be an equality. Thus, (i)-(iv) hold.
Now we show (v). In fact, by (iii) and Lemma 2.8(iii), we obtain that x must lie on just one mixed cycle of
G˜. If x is a quasi-pendant vertex being adjacent to a pendant vertex y, then by Lemma 2.6, we have r(G− x) =
r(G − x− y) = r(G) − 2, a contradiction to (iv). This completes the proof of (v).
Property 4.2. Let G˜ be a mixed graph containing a pendant vertex x with neighbor y. Put G˜′ = G˜−x−y. Then
G˜ is upper-optimal if and only if y is not on any mixed cycle of G˜ and G˜′ is upper-optimal.
Proof. For “sufficiency”, we know that y is not on any cycle of G, by Lemma 2.8,
d(G′) = d(G). (4.1)
It follows from Lemma 2.6 that
rk(G˜′) = rk(G˜)− 2, r(G′) = r(G) − 2. (4.2)
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Combing the upper-optimal condition of G˜′ with (4.1) and (4.2), we have
rk(G˜)− r(G) = 2d(G),
as desired.
For “necessity”, since G˜ is upper-optimal,
rk(G˜)− r(G) = 2d(G). (4.3)
Substituting (4.2) into (4.3) yields 2d(G) = rk(G˜′) − r(G′). Then in view of Theorem 1.1, we have 2d(G) =
2d(G′) = rk(G˜′)− r(G′). Consequently, y is not on any mixed cycle of G˜ and G˜′ is upper-optimal.
This completes the proof.
Property 4.3. Let G˜ be a mixed graph containing the unique mixed cycle C˜l. Then G˜ is upper-optimal if and
only if all of the following conditions hold for G˜ :
(i) l ≡ 0 (mod 4);
(ii) either η(C˜l) is odd or η(C˜l) ≡ 2 (mod 4);
(iii) r(TG) = r([TG]).
Proof. For “sufficiency”, we proceed by induction on |VTG | to show that G˜ is upper-optimal. If |VTG | = 1, then
G ∼= Cl, by Fact 3, it is straightforward to check that rk(G˜)− r(G) = 2. Now we assume that |VTG | > 2, if TG is
an empty graph, then G˜ consists of the unique mixed cycle C˜l and isolated vertices. Thus by Facts 1 and 3, G˜ is
upper-optimal.
Now we consider that TG is non-empty. Together with (iii) and Lemma 2.5, we obtain m(TG) = m([TG]).
Note that TG contains a pendant vertex, say x. Clearly, it is also a pendant vertex of G˜. Let y be the neighbor
of x. Then, by Lemma 2.15, y is not on any cycle of G. Put G˜′ = G˜ − x − y. Then by Lemma 2.6, r(TG′) =
r(TG) − 2 = r([TG]) − 2 = r([TG′ ]). Applying the induction hypothesis on G˜′, we have G˜′ is upper-optimal.
Combining Property 4.2 yields that G˜ is upper-optimal.
For “necessity”, let m = m(G) be the matching number of G. Combining Lemmas 2.14 and 2.16, we obtain
2m− 2 6 rk(G˜) 6 2m+ 1 and 2m− 2 6 r(G) 6 2m+ 1. Note that G˜ is upper-optimal, i.e. rk(G˜) − r(G) = 2.
Hence, we proceed by considering the following two possible cases.
The first case is rk(G˜) = 2m+1 and r(G) = 2m−1. In this case, by Lemma 2.17, we have l is odd. Let ψ(G, λ) =
n∑
i=0
ciλ
n−i be the characteristic polynomial of G. Then by Lemma 2.11 we obtain c2m =
∑
M∈M
(−1)2m20 = |M | 6= 0,
where M denotes the set of all the maximum matchings of G. Consequently, r(G) > 2m, a conrtadiction.
The rest case is rk(G˜) = 2m and r(G) = 2m − 2. In view of Lemma 2.14 we have l ≡ 0 (mod 4) and
m(TG) = m([TG]). Together with Lemma 2.5, we have r(TG) = r([TG]). Hence, (i) and (iii) hold. If (ii) does not
hold, then η(C˜l) ≡ 0 (mod 4). By Lemma 2.18, rk(G˜) = 2m− 2, a contradiction.
This completes the proof.
Property 4.4. Let G˜ be obtained from mixed graphs C˜q and H˜ by connecting them with a mixed edge e˜ = xy,
where x ∈ V
C˜q
and y ∈ V
H˜
. Put K˜ := H˜ + x. If G˜ is upper-optimal, then
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(i) for each mixed cycle C˜l of G˜, l is a multiple of 4 and either η(C˜l) is odd or η(C˜l) ≡ 2 (mod 4);
(ii) both K˜ and H˜ are upper-optimal;
(iii) rk(K˜) = rk(H˜) and r(K) = r(H);
(iv) rk(G˜) = q + rk(K˜) and r(G) = q + r(K)− 2.
Proof. (i) We begin by induction on d(G) to show our result. If d(G) = 1, then G˜ contains a unique mixed cycle
and (i) follows directly from Property 4.3. Now suppose that d(G) > 2. Then H˜ contains at least one mixed
cycle. Let u be a vertex lying on some mixed cycle of H˜ . By Property 4.1(ii), G˜0 = G˜−u is upper-optimal. Since
d(G0) < d(G), by induction each mixed cycle in G˜0, including C˜q, satisfies (i). By a similar discussion as above,
each mixed cycle in G˜− x satisfies (i), i.e., all the mixed cycles in H˜ satisfy (i). That is to say, each mixed cycle
in G˜ satisfies (i).
(ii) By (i) we know that q is a multiple of 4. Then let Cq = xx2x3 . . . xqx. As G˜ is upper-optimal, by
Property 4.1 both G˜ − x2 and G˜ − x are upper-optimal. Together with Fact 1, H˜ is also upper-optimal. Let
G˜1 := G˜− {x2, x3, x4}. Note that x3 (resp. x4) is the pendant vertex (resp. quasi-pendant vertex) of G˜− {x2}.
Then in view of Lemma 2.6, we have
rk(G˜1) = rk(G˜− x2)− 2, r(G1) = r(G − x2)− 2. (4.4)
As G˜− x2 is upper-optimal, we obtain
rk(G˜− x2)− r(G− x2) = 2d(G− x2). (4.5)
Combining (4.4) and (4.5) with the fact that d(G1) = d(G − x2) yields rk(G˜1) − r(G1) = 2d(G1), i.e., G˜1 is
upper-optimal. Repeating such process, after q−22 steps, the resultant graph is G˜ − {x2, x3, . . . , xq} = K˜, which
is also upper-optimal.
(iii) and (iv) By Lemma 2.6 and Property 4.1, one has
rk(G˜) = rk(G˜ − x2) + 2 = rk(K˜) + q, r(G) = r(G − x2) = r(K) + q − 2 (4.6)
and
rk(G˜) = rk(G˜ − x) + 2 = rk(H˜) + q, r(G) = r(G − x) = r(H) + q − 2. (4.7)
Together with (4.6) and (4.7), (iii) and (iv) hold.
This completes the proof.
Property 4.5. Let G˜ be a mixed graph. If G˜ is upper-optimal, then
(i) the cycles (if any) of G are pairwise vertex-disjoint;
(ii) for each mixed cycle C˜l of G˜, l is a multiple of 4 and either η(C˜l) is odd or η(C˜l) ≡ 2 (mod 4);
(iii) r(G) = r(TG) +
∑
O∈CG
(|VO | − 2), where CG denotes the set of cycles of G;
(iv) r(TG) = r([TG]).
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Proof. (i) By Property 4.1(v), (i) follows immediately.
(ii)-(iv) We proceed by induction on |VG| to show (ii)-(iv) simultaneously. If |VG| = 1, then (ii)-(iv) hold
trivially. Now suppose |VG| > 2. By (i) all cycles (if any) of G are pairwise vertex-disjoint. Hence TG is well
defined. If TG is empty, then G consists of distinct cycles and isolated vertices. Therefore, by Facts 1 and 2,
(ii)-(iv) hold immediately. If TG is non-empty, then TG has a pendant vertex, say x. If x doesn’t lie on any cycle
of G, then x is also a pendant vertex of G. If x lies on some cycle of G, then this cycle must be a pendant cycle
of G. We proceed by considering the following two possible cases to show our result.
Case 1. x is a pendant vertex of G. In this case, let y be the unique neighbor of x and put G˜′ := G˜− x − y.
Then by Property 4.2, y is not on any cycle of G and G˜′ is also upper-optimal. Applying induction hypothesis to
G˜′ yields
(a) for each mixed cycle C˜l of G˜
′, l is a multiple of 4 and either η(C˜l) is odd or η(C˜l) ≡ 2 (mod 4);
(b) r(G′) = r(TG′) +
∑
O∈CG′
(|VO| − 2);
(c) r(TG′) = r([TG′ ]).
Note that each of cycles in G˜ is also that of G˜′. Hence, Assertion (a) implies that each cycle of G˜ satisfies
(ii). Clearly, x is a pendant vertex of TG (resp., [TG]) whose neighbor is y. Remind that TG′ = TG − x − y and
[TG′ ] = [TG]− x− y. Hence, together with Lemma 2.6 and (b), we have
r(G) = r(G′) + 2 = [r(TG′) +
∑
O∈CG′
(|VO| − 2)] + 2 = r(TG) +
∑
O∈CG
(|VO| − 2),
i.e., (iii) holds. Combining Lemma 2.6 and (c) yields r(TG) = r(TG′) + 2 = r([TG′ ]) + 2 = r([TG]). Hence, (iv)
holds.
Case 2. x lies on a pendant cycle, say Cq, of G. In this case, let u be the unique vertex of Cq of degree 3. Put
H˜ := G˜− C˜q and K˜ := H˜ + u. By Property 4.4, (ii) holds, and both K˜ and H˜ are upper-optimal. Furthermore,
r(G) = r(K) + q − 2. (4.8)
Applying induction to K˜ yields
r(K) = r(TK) +
∑
O∈CK
(|VO| − 2). (4.9)
Note that TG ∼= TK and |VCq | = q. Combining (4.8) with (4.9) yields
r(G) = r(TG) +
∑
O∈CG
(|VO | − 2).
If we apply induction to H˜ , then we see that
r(H) = r(TH) +
∑
O∈CH
(|VO | − 2), r(TH) = r([TH ]). (4.10)
By Property 4.4(iii), one has r(K) = r(H). Combining (4.9) with (4.10) produces r(TK) = r(TH). Together with
[TG] ∼= [TH ], we obtain that r(TG) = r(TK) = r(TH) = r([TH ]) = r([TG]).
This completes the proof.
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Proof of Theorem 1.2 Now we come back to characterize the sufficient and necessary conditions for the equality
holding on the right of (1.1).
For “sufficiency”, suppose that G˜ satisfies all the conditions of (i)-(iii). Suppose that we apply, repeatedly,
δ-transformations for t times to switch G to a crucial subgraph G0, which is consisted of d(G) disjoint cycles and
some isolated vertices. Note that each δ-transformation decreases the H-rank of a mixed graph by 2, so does the
rank of its underlying graph. Then
rk(G˜) = 2t+ rk(G˜0), r(G) = 2t+ r(G0). (4.11)
By Lemmas 2.1, 2.12 and 2.13, one has
rk(G˜0) =
∑
O˜∈C
G˜0
rk(O˜) =
∑
O∈CG0
|VO| =
∑
O∈CG0
(r(O) + 2) = r(G0) + 2d(G). (4.12)
Substituting (4.11) into (4.12) yields rk(G˜)− r(G) = 2d(G), as desired.
For “necessity”, (i) and (ii) follow directly by Property 4.5. Hence, in order to complete the proof, it suffices
to show (iii). We proceed by induction on |V
G˜
| to prove (iii).
If |V
G˜
| = 1, then (iii) holds trivially. Suppose that (iii) holds for every upper-optimal mixed graph G˜ with
|V
G˜
| < n. Now let G˜ be an upper-optimal mixed graph of order n > 2.
If TG is empty, then G˜ is the disjoint union of d(G) cycles along with some isolated vertices. Then (iii)
holds apparently. If TG is non-empty, then by Property 4.5 we have r(TG) = r([TG]). Hence, by Lemma 2.9(ii),
TG contains a pendant vertex, say x, which is also a pendant vertex of G. Let y be the neighbor of x and put
G˜1 := G˜−x−y. By Property 4.2, y is not on any mixed cycle of G˜ and G˜1 is upper-optimal. If we apply induction
to G˜1 we see that a series of δ-transformations can switch G1 to a crucial subgraph G0, which consists of d(G1)
disjoint cycles together with some isolated vertices. Note that d(G) = d(G1). Thus, a series of δ-transformations
can switch G to the crucial subgraph G0, which is the disjoint union of d(G) cycles together with some isolated
vertices.
This completes the proof.
5. Proof of Theorem 1.3
Recall that a mixed graph G˜ is lower-optimal if rk(G˜) − r(G) attains the lower bound −2d(G). In this
section, we first give some fundamental characterization of lower-optimal mixed graphs. Then we give the proof
for Theorem 1.3.
Property 5.1. Let x be a vertex of G˜ lying on a mixed cycle. If G˜ is lower-optimal, then
(i) rk(G˜) = rk(G˜− x);
(ii) G˜− x is lower-optimal;
(iii) d(G) = d(G − x) + 1;
(iv) r(G) = r(G − x) + 2;
(v) x lies on just one mixed cycle of G˜ and x is not a quasi-pendant vertex of G˜.
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Proof. Note that G˜ is lower-optimal. Together with the proof of (1.1), each of inequalities in (3.1), (3.2) and (3.4)
must actually be an equality. Thus, (i)-(iv) hold.
Now we show (v). In fact, by (iii) and Lemma 2.8(iii), we obtain that x must lie on just one mixed cycle
of G˜. If x is a quasi-pendant vertex being adjacent to a pendant vertex, say y, then by Lemma 2.6, we have
rk(G˜− x) = rk(G˜ − x− y) = rk(G˜)− 2, a contradiction to (i). This completes the proof of (v).
Property 5.2. Let G˜ be a mixed graph containing a pendant vertex x whose neighbor is y. Put G˜′ = G˜− x− y.
Then G˜ is lower-optimal if and only if y is not on any mixed cycle of G˜ and G˜′ is lower-optimal.
Proof. By Lemma 2.6 one has
rk(G˜′) = rk(G˜)− 2, r(G′) = r(G) − 2. (5.1)
For the sufficiency, we know that y is not on any cycle of G, by Lemma 2.8,
d(G′) = d(G). (5.2)
Combing the lower-optimal condition of G˜′ with (5.1) and (5.2), we have
rk(G˜)− r(G) = −2d(G),
as desired.
For “necessity”, since G˜ is lower-optimal, we get
rk(G˜)− r(G) = −2d(G). (5.3)
Substituting (5.1) into (5.3) yields −2d(G) = rk(G˜′) − r(G′). Then in view of Theorem 1.1, we have −2d(G) =
−2d(G′) = rk(G˜′)− r(G′). Consequently, y is not on any mixed cycle of G˜ and G˜′ is lower-optimal.
This completes the proof.
Property 5.3. Let G˜ be a mixed graph containing the unique mixed cycle C˜l. Then G˜ is lower-optimal if and
only if all of the following conditions hold for G˜ :
(i) l ≡ 2 (mod 4);
(ii) η(C˜l) ≡ 2 (mod 4);
(iii) r(TG) = r([TG]).
Proof. For “sufficiency”, we proceed by induction on |VTG | to show that G˜ is lower-optimal. If |VTG | = 1, then
G ∼= Cl, by Fact 4, it is straightforward to check that rk(G˜)− r(G) = −2. Now we assume that |VTG | > 2.
If TG is an empty graph, then G˜ consists of the unique mixed cycle C˜l and isolated vertices. Thus by Facts 2
and 4, G˜ is lower-optimal.
If TG is non-empty, together with (iii) and Lemma 2.5, then we obtainm(TG) = m([TG]). Note that TG contains
a pendant vertex, say x. Clearly, it is also a pendant vertex of G˜. Then, let y be the neighbor of x. By Lemma 2.15,
y is not on any cycle of G. Put G˜′ = G˜−x− y. Then by Lemma 2.6, r(TG′) = r(TG)− 2 = r([TG])− 2 = r([TG′ ]).
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Applying the induction hypothesis on G˜′, we have G˜′ is lower-optimal. Combining Property 5.2 yields that G˜ is
lower-optimal.
For “necessity”, let m = m(G) be the matching number of G. Combining Lemmas 2.14 and 2.16, we obtain
2m− 2 6 r(G) 6 2m+ 1 and 2m− 2 6 rk(G˜) 6 2m+ 1. Note that G˜ is lower-optimal, i.e. rk(G˜)− r(G) = −2.
Hence, we proceed by considering the following two possible cases.
The first case is rk(G˜) = 2m − 1, r(G) = 2m + 1. In this case, by Lemma 2.14, we have l is odd. Let
φ(G˜, λ) =
n∑
i=0
aiλ
n−i be the characteristic polynomial of G˜. Then by Lemma 2.10 we obtain a2m =
∑
M∈M
(−1)m =
|M |(−1)m 6= 0, where M denotes the set of all the maximum matchings of G. Consequently, rk(G˜) > 2m, a
contradiction.
The rest case is rk(G˜) = 2m − 2, r(G) = 2m. In view of Lemma 2.18 we have l is even, η(C˜l) ≡ l (mod 4)
and m(TG) = m([TG]). Together with Lemma 2.5, we have r(TG) = r([TG]). Hence, (iii) hold. If (i) or (ii) does
not hold, then l ≡ 0 (mod 4). By Lemma 2.14, r(G) = 2m− 2, a contradiction.
This completes the proof.
Property 5.4. Let G˜ be obtained from mixed graphs C˜q and H˜ by connecting them with a mixed edge e˜ = xy,
where x ∈ V
C˜q
and y ∈ V
H˜
. Put K˜ := H˜ + x. If G˜ is lower-optimal, then
(i) for each mixed cycle C˜l of G˜, l ≡ 2 (mod 4) and η(C˜l) ≡ 2 (mod 4);
(ii) both K˜ and H˜ are lower-optimal;
(iii) rk(K˜) = rk(H˜) and r(K) = r(H);
(iv) rk(G˜) = q − 2 + rk(K˜) and r(G) = q + r(K).
Proof. (i) We begin by induction on d(G) to show our result. If d(G) = 1, then G˜ contains a unique mixed cycle
and (i) follows directly from Property 5.3. Now suppose that d(G) > 2. Then H˜ contains at least one mixed
cycle. Let u be a vertex lying on some mixed cycle of H˜ . By Property 5.1(ii), G˜0 = G˜− u is lower-optimal. Since
d(G0) < d(G), by induction each mixed cycle in G˜0, including C˜q, satisfies (i). By a similar discussion as above,
each mixed cycle in G˜− x satisfies (i), i.e., all the mixed cycles in H˜ satisfy (i). That is to say, each mixed cycle
in G˜ satisfies (i).
(ii) By (i) we know that q is even. Then let Cq = xx2x3 . . . xqx. As G˜ is lower-optimal, by Property 5.1 both
G˜− x2 and G˜− x are lower-optimal. Together with Fact 1, H˜ is also lower-optimal. Let G˜1 := G˜− {x2, x3, x4}.
Note that x3 (resp. x4) is the pendant vertex (resp. quasi-pendant vertex) of G˜−{x2}. Then in view of Lemma 2.6,
we have
rk(G˜1) = rk(G˜− x2)− 2, r(G1) = r(G − x2)− 2. (5.4)
As G˜− x2 is lower-optimal, we obtain
rk(G˜ − x2)− r(G − x2) = −2d(G− x2). (5.5)
Combining (5.4) and (5.5) with the fact that d(G1) = d(G − x2) yields rk(G˜1) − r(G1) = −2d(G1), i.e., G˜1 is
lower-optimal. Repeating such process, after q−22 steps, the resultant graph is G˜−{x2, x3, . . . , xq} = K˜, which is
also lower-optimal.
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(iii) and (iv) By Lemma 2.6 and Property 5.1, one has
rk(G˜) = rk(G˜ − x2) = rk(K˜) + q − 2, r(G) = r(G − x2) + 2 = r(K) + q (5.6)
and
rk(G˜) = rk(G˜ − x) = rk(H˜) + q − 2, r(G) = r(G − x) + 2 = r(H) + q. (5.7)
Together with (5.6) and (5.7), (iii) and (iv) hold.
This completes the proof.
Property 5.5. Let G˜ be a mixed graph. If G˜ is lower-optimal, then
(i) the cycles (if any) of G are pairwise vertex-disjoint;
(ii) for each mixed cycle C˜l of G˜, l ≡ 2 (mod 4) and η(C˜l) ≡ 2 (mod 4);
(iii) r(G) = r(TG) +
∑
O∈CG
|VO|, where CG denotes the set of cycles of G;
(iv) r(TG) = r([TG]).
Proof. (i) By Property 5.1(v), (i) follows immediately.
(ii)-(iv) We proceed by induction on |VG| to show (ii)-(iv) simultaneously. If |VG| = 1, then (ii)-(iv) hold
trivially. Now suppose |VG| > 2. By (i) all cycles (if any) of G are pairwise vertex-disjoint. Hence TG is well
defined. If TG is empty, then G consists of distinct cycles and isolated vertices. Therefore, by Facts 1 and 2,
(ii)-(iv) hold immediately. If TG is non-empty, then TG has a pendant vertex, say x. If x doesn’t lie on any cycle
of G, then x is also a pendant vertex of G. If x lies on some cycle of G, then this cycle must be a pendant cycle
of G. We proceed by considering the following two possible cases to show our result.
Case 1. x is a pendant vertex of G. In this case, let y be the unique neighbor of x and put G˜′ := G˜− x − y.
Then by Property 5.2, y is not on any cycle of G and G˜′ is also lower-optimal. Applying induction hypothesis to
G˜′ yields
(a) for each mixed cycle C˜l of G˜
′, l ≡ 2 (mod 4) and η(C˜l) ≡ 2 (mod 4);
(b) r(G′) = r(TG′) +
∑
O∈CG′
(|VO|);
(c) r(TG′) = r([TG′ ]).
Note that each of cycles in G˜ is also that of G˜′. Hence, Assertion (a) implies that each cycle of G˜ satisfies
(ii). Clearly, x is a pendant vertex of TG (resp., [TG]) whose neighbor is y. Remind that TG′ = TG − x − y and
[TG′ ] = [TG]− x− y. Hence, together with Lemma 2.6 and (b), we have
r(G) = r(G′) + 2 =

r(TG′) + ∑
O∈CG′
(|VO|)

+ 2 = r(TG) + ∑
O∈CG
|VO|,
i.e., (iii) holds. Combining Lemma 2.6 and (c) yields r(TG) = r(TG′) + 2 = r([TG′ ]) + 2 = r([TG]). Hence, (iv)
holds.
Case 2. x lies on a pendant, say Cq, of G. In this case, let u be the unique vertex of Cq of degree 3. Put
H˜ := G˜− C˜q and K˜ := H˜ + u. By Property 5.4, (ii) holds, and both K˜ and H˜ are lower-optimal. Furthermore,
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r(G) = r(K) + q. (5.8)
Applying induction to K˜ yields
r(K) = r(TK) +
∑
O∈CK
|VO|. (5.9)
Note that TG ∼= TK and |VCq | = q. Combining (5.8) and (5.9) yeilds
r(G) = r(TG) +
∑
O∈CG
|VO|.
Applying induction to H˜ yields
r(H) = r(TH) +
∑
O∈CH
|VO|, r(TH) = r([TH ]). (5.10)
By Property 5.4(iii), one has r(K) = r(H). Combining (5.9) with (5.10) produces r(TK) = r(TH). Together with
[TG] ∼= [TH ], we obtain that r(TG) = r(TK) = r(TH) = r([TH ]) = r([TG]).
This completes the proof.
Proof of Theorem 1.3 Now we come back to characterize the sufficient and necessary conditions for the equality
holding on the left hand of (1.1).
For “sufficiency”, suppose that G˜ satisfies all the conditions of (i)-(iii). Then we may apply, repeatedly, δ-
transformation for t times to switch G to a crucial subgraph G0, which is consisted of d(G) disjoint cycles and
isolated vertices. Note that each δ-transformation decreases the H-rank of a mixed graph by 2, so does the rank
of it’s underlying graph. Then
rk(G˜) = 2t+ rk(G˜0), r(G) = 2t+ r(G0). (5.11)
By Lemmas 2.1, 2.12 and 2.13 one has
rk(G˜0) =
∑
O˜∈C
G˜0
rk(O˜) =
∑
O∈CG0
(|VO| − 2) =
∑
O∈CG0
(r(O) − 2) = r(G0)− 2d(G0). (5.12)
Substituting (5.11) into (5.12) yields rk(G˜)− r(G) = −2d(G), as desired.
For “necessity”, (i) and (ii) follow directly by Property 5.5. Hence, in order to complete the proof, it suffices
to show (iii). We proceed by induction on |V
G˜
| to prove (iii).
If |V
G˜
| = 1, then (iii) holds trivially. Suppose that (iii) holds for each lower-optimal mixed graph G˜ with
|V
G˜
| < n. Now let G˜ be an lower-optimal mixed graph of order n > 2.
If TG is empty, then G˜ is the disjoint union of d(G) cycles along with some isolated vertices. Then (iii) holds
by Facts 1 and 2. If TG is non-empty, then by Property 5.5 we have r(TG) = r([TG]). Hence, by Lemma 2.9,
TG contains a pendant vertex, say x, which is also a pendant vertex of G. Let y be the neighbor of x and put
G˜1 = G˜−x− y. By Property 5.2, y is not on any mixed cycle of G˜ and G˜1 is lower-optimal. If we apply induction
to G˜1 we see that a series δ-transformations can switch G˜1 to a crucial subgraph G0, which consists of d(G1)
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disjoint cycles together with some isolated vertices. Note that d(G) = d(G1). Hence, a series of δ-transformation
can switch G to the crucial subgraph G0, which is the disjoint union of d(G) disjoint cycles together with some
isolated vertices.
This completes the proof.
References
[1] C. Adiga, B.R. Rakshith, W. So, On the mixed adjacency matrix of a mixed graph, Linear Algebra Appl. 495 (2016)
223-241. 20 (4) (2013) P19.
[2] R.B. Bapat, Graphs and Matrics, Second edition. Universitext. Springer, London; Hindustan Book Agency, New
Delhi, 2014. xii+193 pp.
[3] J.H. Bevis, K.K. Blount, G.J. Davis, The rank of a graph after vertex addition, Linear Algebra Appl. 265 (1997)
55-69.
[4] C. Chen, J. Huang, S.C. Li, On the relation between the H-rank of a mixed graph and the matching number of its
underlying graph, Linear Multilinear Algebra 66 (9) (2018) 1853-1869.
[5] B. Cheng, B.L. Liu, On the nullity of graphs, Electron. J. Linear Algebra. 16 (2007) 60-67.
[6] D. Cvetkovic´, I. Gutman, The algebraic multiplicity of the number zero in the spectrum of a bipartite graph, Mat.
Vesnik (Beograd) 9 (1972) 141-150.
[7] K. Guo, B. Mohar, Hermitian adjacency matrix of digraphs and mixed graphs, J. Graph Theory 85 (1) (2017) 217-248.
[8] D. Hu, X.L. Li, X.G. Liu, S.G. Zhang, The spectral distribution of random mixed graphs, Linear Algebra Appl. 519
(2017) 343-365.
[9] J. Huang, S.C. Li, Further relation between the skew-rank of an oriented graph and the rank of its underlying graph,
submitted for publication.
[10] J. Huang, S.C. Li, H. Wang, Relation between the skew-rank of an oriented graph and the independence number of
its underlying graph, arXiv:1704.06867v1 [math.CO]
[11] X.L. Li, G.H. Yu, The skew-rank of oriented graphs, Sci. Sin. Math. 45 (2015) 93-104 (Chinese).
[12] J.X. Liu, X.L. Li, Hermitian-adjacency matrices and hermitian energies of mixed graphs, Linear Algebra Appl. 466
(2015) 182-207.
[13] X.B. Ma, D.Y. Wong, F.L. Tian, Nullity of a graph in terms of the dimension of cycle space and the number of
pendant vertices, Discrete Appl. Math. 215 (2016) 171-176.
[14] X.B. Ma, D.Y. Wong, F.L. Tian, Skew-rank of an oriented graph in terms of matching number, Linear Algebra Appl.
495 (2016) 242-255.
[15] B. Mohar, Hermitian adjacency spectrum and switching equivalence of mixed graphs, Linear Algebra Appl. 489 (2016)
324-340.
[16] C. Ouyang, B. Zhou, First eigenvalue of nonsingular mixed unicyclic graphs with fixed number of branch vertices,
Taiwanese J. Math. 20 (2016) 979-991.
[17] S. Chang, A. Chang, Y.R. Zheng, The extremal graphs with respect to their nullity, J. Inequal. Appl. 2016 (2016) 71.
[18] Y. Song, X.Q. Song, B.S. Tam, A characterization of graphs G with nullity |VG| − 2m(G) + 2c(G), Linear Algebra
Appl. 465 (2015) 363-375.
[19] L. Wang, D. Wong, Bounds for the matching number, the edge chromatic number and the independence number of
a graph in terms of rank, Discrete Appl. Math. 166 (2014) 276-281.
[20] Y. Wang, B.J. Yuan, S.D. Li, C.J. Wang, Mixed graphs with H-rank 3, Linear Algebra Appl. 524 (2017) 22-34.
[21] D.Y. Wong, X.B. Ma, F.L. Tian, Relation between the skew-rank of an oriented graph and the rank of its underlying
graph, European J. Combin. 54 (2016) 76-86.
19
