The quantum mechanical approach to the well known prisoners dilemma, one of the basic examples to illustrate the concepts of Game Theory, is implemented with a classical optical resource, nonquantum entanglement between spin and orbital degrees of freedom of laser modes. The concept of entanglement is crucial in the quantum version of the game, which brings novel features with a richer universe of strategies. As we show, this richness can be achieved in a quite unexpected context, namely that of paraxial spin-orbit modes in classical optics.
Numerous quantum information protocols rely on entanglement. This framework is where Quantum Mechanics meets an important area of applied Mathematics, the Game theory, a powerful tool for decision making. Here, two or more agents (players) take their decisions by acting on a quantum system with unitary operations. These decisions or conflict situations can be as simple as tossing a coin or rather involved like the so-called minority game, where one models a competition among several players for a limited resource. In this sense games can be cooperative or non-cooperative like the prisoners dilemma, and with complete (incomplete) information where one player knows (does not know) all strategies his opponent can choose. Quantum versions of this game was proposed in [1] and realized experimentally both with Nuclear Magnetic Resonance [2] and entangled photon pairs [3] . In this work we use polarization vortices to implement an optical version of the prisoner´s dilemma, in which two players, Alice and Bob, accused of a felony, have to decide whether they cooperate (C) or defeat (D) each other. In classical game theory, each agent´s decision is represented by one bit of information with possible states C and D. Depending on the decisions, a reduced penalty may be applied to each player. A penalty reduction is the payoff each player gets from their combined decisions. The penalty reductions for both players are shown in the table bellow for all possible strategies adopted by Alice (columns) and Bob (rows).
From the table we see that both players are tempted to choose D, although their added reduction would be maximized by CC. Here comes the dilemma, the players are isolated without the permission to negotiate. Each player is left to his own and has to decide whether to defeat or cooperate with the other, a bad choice may cost his freedom. For a cooperative game, players would choose strategies which maximize both payoffs, i.e., they would search for Pareto optimal strategies; on the other hand, since prisoners dilemma is a non-cooperative game, each player will try to maximize solely his own payoff, i.e., the intelligent choice is the Nash equilibrium DD. At this point, the concepts of Game Theory are due. Suppose this situation is repeated many times and the players adopt probabilistic strategies, that is, they randomly choose between C and D with prestablished probabilities. Then, the payoff function of each player is given by the average penalty reduction obtained:
where j=A,B and p (m,n)=p A (m)p B (n) is the joint probability that Alice chooses m and Bob chooses n. In the lassical approach to the problem, one shows that the payoff as a function of p A (m) and p B (n) has an absolute minimum at p A (D)=p B (D)=1, that is the best the players can do is to defeat, as a consequence of the severe cost brought by a possible betrayment.
In [1] Eisert proposes an ingenuous alternative to the classical approach, employing the concept of quantum entanglement. Briefly, in this approach the prisoners share a pair of entangled qubits and rather than making a 978-1-55752-973-2/13/$31.00 ©2013 Optical Society of America definite C or D statement, they are allowed to perform single qubit unitary operations (strategies), each one on the qubit in his possession. The entangled two-qubit state is prepared by a nonlocal operation = 1 0 0 1 0 0 0 0 1 0 0 1 , acting on an initial state | 〉 , so that | 〉 = (| 〉 + | 〉)/√2 . After each player has applied his own strategy U_j (j=A,B) , the qubits are nonlocally operated with U † and separately measured. The payoff function is evaluated with the probabilities ( , ) = ⟨ ( ⊗ ) ⟩ ( m,n=C,D) associated with the two possible outcomes (C or D) in each qubit. Therefore, the strategy space is much larger in this quantum approach.
