Thermally sensitive neurons present bursting activity for certain temperature ranges, characterized by fast repetitive spiking of action potential followed by a short quiescent period. Synchronization of bursting activity is possible in networks of coupled neurons, and it is sometimes an undesirable feature. Control procedures can suppress totally or partially this collective behavior, with potential applications in deep brain stimulation techniques. We investigate the control of bursting synchronization in small-world networks of Hodgkin-Huxley type thermally sensitive neurons with chemical synapses through two different strategies. One is the application of an external time-periodic electrical signal and another consists of a time-delayed feedback signal. We consider the effectiveness of both strategies in terms of protocols of applications suitable to be applied by pacemakers.
I. INTRODUCTION
The brain consists of about a hundred specialized modules with different functions, each of them a complex network itself, and is thus a paradigmatic example of a complex dynamical system [1] . The network unit, the neuron, receives excitatory inputs from a few thousands of other neurons and processes them according to some deterministic rule [2] . Models of biological neuronal networks must consider both the intrinsic dynamics at each neurons as well as their connection architecture [3] .
A dynamical description of a bursting neuron requires the use of mathematical models possessing two timescales: (i) a fast time scale characterized by repetitive spiking; and (ii) a slow timescale with bursting activity, where neuron activity alternates between a quiescent state and spiking trains [4] . The spiking dynamics of the action potentials can be described by the Hodgkin-Huxley model, which is a conductance-based model of an excitable neuron, its protein molecule ion channels being represented by conductances (N a and K) and its lipid bilayer by a capacitor [5] . Bursting activity in Hodgkin-Huxley models of neuronal activity is usually included through additional Calcium currents [6] . However, bursting activity can be also observed in thermally sensitive neurons without the need of Ca currents. A Hodgkin-Huxley type model of thermally sensitive neurons has been proposed by Braun and coworkers [7] [8] [9] , which describes spike train patterns experimentally observed in facial cold receptors and hypothalamic neurons of the rat [10] , electroreceptors organs of freshwater catfish [11] , and caudal photoreceptor of the crayfish [12] . There have been studied time delay-and coupling strength-induced synchronization transitions in scale-free networks of thermally sensitive neurons [13] .
The existence of a slow timescale in coupled bursting neurons enables us to define a bursting phase and frequency (its time rate) for each of them, even though on the spiking time scale they behave asynchronously [14] . The adjustment of the bursting phases and frequencies of two or more neurons can be treated as an example of chaotic phase synchronization, or the occurrence of a certain relation between phases of interacting systems, bursting neurons in our case, while the amplitudes (related to the spiking time scales) can remain chaotic and uncorrelated [15] . The presence of synchronized rhythms has been experimentally observed in electroencephalograph recordings of electrical activity in the brain, in the form of an oscillatory behaviour generated by the correlated discharge of populations of neurons across cerebral cortex [16] .
Some types of synchronization of bursting neurons are thought to play a key role in Parkinson's disease [17] , essential tremor [19] , and epilepsy [20] . Hence a possible way to control pathological rhythms would be to suppress the synchronized behavior. This can be obtained through application of an external high-frequency signal, and it constitutes the main goal of the deep-brain stimulation technique [21, 22] . Deep-brain stimulation consists of the application of depth electrodes implanted in target areas of the brain like the thalamic ventralis intermedius nucleus or the subthalamic nucleus [23] . The overall effects of deepbrain stimulations are similar to those produced by tissue lesioning and have proved to be effective in suppression of the activity of the pacemaker-like cluster of synchronously firing neurons, so achieving a suppression of the peripheral tremor [17] .
While most progress in this field has come from empirical observations made during stereotaxic neurosurgery, methods of nonlinear dynamics are beginning to be applied to understand this suppression behavior. In this work we consider a neuron network model of thermally sensitive neurons (which display bursting activity) described by the modified Hodgkin-Huxley type equations proposed by Huber and Braun. We will consider the existence of chemical synapses among neurons, for which the transmission times are important factors to be taken into account, when compared with gap-junctions (electrical) coupling [24] . Chemical synapses can describe the connections of physically distant neurons, so we describe a connection architecture which enables such long-range couplings. The synaptic dynamics simulate the impulsive effect of a presynaptic neuron on a postsynaptic one when the former fires a spike.
A computational model of a neural network consists on a network architecture, which specifies how neurons are connected, and a neuronal dynamics attached to each unit, or node. The connections among neurons (of electrical or chemical nature) are the links of this network. The network connection architecture we use in a given model depends critically on the level of description we aim to develop for the neural network. The most fundamental level of description is the network of individual neurons. The human brain consisting of approximately 10 11 neurons, linked together by 10 14 to 10 15 connections, amounting to nearly 10 4 synapses per neuron [3] . This makes a detailed description of the brain a task yet too far to achieve. It is only in simpler species, like the work C. elegans, that this description is feasible for studies of computational neuroscience [25] .
However, neuroanatomic studies reveal that neurons with similar connectional and functional features are grouped into clusters with 10 5 to 10 6 cells with spatial localization. Such clusters form structures called cortical areas or subcortical nuclei [26, 27] . A second level of description is, thus, a network whose nodes are the cortical areas, linked by axon fibers. For a few species anatomical data is available, e.g, the cat and the macaque monkey [28] [29] [30] [31] .
These descriptions have encouraged the use of clustered network, or networks of networks, each cluster describing a cortical area with a given number of neurons [32] .
In any level of description, we expect that the connection architecture of a neural network display some distinctive statistical properties, related to graph-theoretical concepts. It is known that, in real neural networks, neurons are neither completely nor randomly connected.
Studies of connectivity of some neural networks in both the microscopic (C. elegans) and mesoscopic (cat cortico-cortical matrix) suggest that the networks exhibit the so-called smallworld (SW) property, since they display features of both regular and random lattices [34] .
Here we will consider a small-world network, consisting of a lattice in which each neuron has both local and nonlocal connections [33] . A neuron is connected to its nearest and nextto-nearest neigbours, as well as with a small number of randomly chosen non-local neurons [34] . It can be shown that the resulting network has a small average pathlength, in the same way as random networks do, but retaining an appreciable degree of clustering, as in regular lattices [35] .
In this work we will consider the control (or suppression) of bursting synchronization using two types of control strategies. The first technique is to apply a time-periodic harmonic signal of fixed frequency and amplitude to one or more selected neurons [36] . Another strategy,
proposed by Rosenblum and Pikowsky [37] [38] [39] , makes this external signal to depend on a mean-field behavior of the lattice, what amounts to a feedback control procedure. We compare the application of this time-delayed feedbacks through different protocols. Both control procedures have been applied to networks of bursting neurons using simplified models for neuron dynamics, mainly map-based model in discrete time. Moreover, the synapses have been supposed to be of electrical nature (gap junctions), to reduce computer time.
The present work is the first in which a realistic model has been applied to describe both the neuron dynamics (Hodgkin-Huxley type model) and synaptic dynamics.
The structure of this chapter is as follows: in Section 2 we present the model of thermally sensitive neurons to be used in numerical simulations. Section 3 deals with the coupled neural network and the existence of bursting synchronization, studied by means of a conveniently defined geometrical phase. Section 4 considers the control of bursting synchronization through an external time-periodic signal, and Section 5 studies the control performed by a time-delayed feedback signal. Our conclusions are left to the last Section.
II. NEURONAL DYNAMICS
In thermally sensitive neurons, for some temperature ranges, there may occur autonomous spiking even without external stimuli. Huber and Braun have proposed a modification in the Hodgkin-Huxley model in order to describe the potential membrane dynamics of thermally sensitive neurons [7, 8, 12] . The dynamical variable for each neuron is its membrane potential V i , whose time evolution is influenced by a number of currents from different sources, in the form (the membrane potential is measured in mV and time in ms):
where C M is the membrane capacitance. I iN a , I iK , and I iℓ are, respectively, the N a + and K + ionic currents and the leak current, like in the Hodgkin-Huxley model. The currents I isd and I isa refer to intrinsic subthreshold oscillations: I isd to the intrinsic membrane depolarization current, and I isa to the repolarization oscillations. We associate a given conductance to each current, in the following form
where g N a , g K , g sd , g sa , g ℓ are the maximal conductances, and the reversal potentials for each ionic current are denoted by V N a , V K , V sd , and V sa .
For thermally sensitive neurons ρ is a scale factor depending on the temperature T which,
for the kinetic ion model, is
Membrane capacitance
Characteristic times (ms)
Reversal potentials (mV)
Other parameters where ρ 0 , T 0 and τ 0 are parameters. Likewise, we define a second scale factor:
The activation currents a N a , a K , a sd , and a sa have their evolution described by the following differential equations
where τ N a , τ K , τ sd and τ sa are characteristic times and η and γ other parameters.
The activation functions in the stable state a N a,∞ , a K,∞ , a sd,∞ are related to the mem- brane potential by the sigmoid functions
where s N a , s K , and s sd are constants and V 0N a , V 0K , and V 0sd are activation voltages. The parameter values to be used in this paper are listed in Table I . The only control parameter to be taken, for each individual neuron, is the temperature T , which varies between 4 o C and
The different spiking regimes observed when the temperature is varied can be appreci- 
and increases monotonically with time. However, due to the chaotic evolution of the membrane potential related to repetitive spiking, it turns out that the interval t k+1 −t k is different for each burst. Hence a bursting frequency,
gives the time rate of the phase evolution. values, but they fail to provide non-local interactions, what accounts for a large average distance between pairs of sites. In contrast, random networks have small average distance between neurons but fail to display high clustering [33] . This suggests that SW networks are in between these two limiting situations. We obtained small-world networks following a procedure from Newman and Watts [40] . We start from a regular lattice with nearestneighbors and next-nearest neighbors. Then we add nonlocal shortcuts in this lattice with a probability p. These shortcuts are ultimately responsible for diminishing the average pathlength in the network, whereas the near neighbors account for the large clustering coefficient displayed by SW networks.
Hence the two parameters characterizing the network architecture to be used are the num- ber of neurons N and the probability of nonlocal shortcuts p. Application of the NewmanWatts procedure yields an adjacency matrix a ij whose elements are equal to 1 (0), if the neurons i and j are (are not) connected. If the probability p is small, this matrix is banddiagonal and present sparse nonzero elements at both sides. In Fig. 3(a) we plotted the normalized clustering coefficient C(p)/C(p * ) (where p * = 0.001) and the normalized average path length L(p)/L(p * ) as a function of the probability of nonlocal shortcuts for a network with N = 2000 nodes. We have chosen to work with p = 0.01, for which C ∼ 0.9 is relatively large, whereas L ∼ 0.2 is comparatively small, such that the conditions for a small-world network are fairly fulfilled.
The coupling among neurons enters in the model through a synaptic current I syn which is added in the differential equation (1) governing the behavior of the membrane potential Characteristic times (ms)
Reversal potentials (mV) for the ith neuron:
where
and ε is the coupling strength, a ij are the elements of the adjacency matrix, V syn is the synaptic reverse potential, and r j (t) is the fraction of bond receptors of the jth neuron, whose time-evolution is described by the following differential equation ("synaptic dynamics") [41] 
where V j is the membrane potential of the presynaptic neuron, τ r and τ d are characteristic rise and decay times, respectively, of the chemical synapse. The numerical values of the coupling parameters to be used in the simulations reported in this work can be found in Table II .
In the numerical simulations of SW networks of thermally sensitive neurons we shall use networks with N = 1000, with shortcut probability p = 0.01 and coupling strength ε = 0.01, unless stated differently. Solving the coupled system of 5N equations (using a fourth-order Runge-Kutta method with variable stepsize) yields V i (t) for each neuron, such that we can trace its time evolution and the times t k at which the bursting cycles occur. After a sufficiently long integration we can retrace the time series and compute, using (16), the corresponding phase. The effect of coupling can be observed in Fig. 3(b) , where we compare the phase evolution for two neurons when uncoupled (dashed lines) and after coupling (full lines). It is clear that one of the effects of coupling is to induce phase synchronization of bursting: ϕ 1 (t) = ϕ 2 (t) = . . . ϕ N (t), in such a way that the coupled neurons, even though not fully synchronized, are able to display a collective effect, bursting at the same time.
The mean field of a network of synchronized bursters displays large-amplitude oscillations reflecting the coherent behavior of the assembly.
A diagnostic of phase synchronization is the complex phase order parameter [42] 
where R and Φ are the amplitude and angle, respectively, of a centroid phase vector for a one-dimensional lattice with periodic boundary conditions. If the neurons are uncoupled, for example, their bursting phases ϕ i (t) are expected to be uncorrelated such that their contribution to the result of the summation in Eq. (21) is typically small (due to statistical coincidences). In the limit of an infinite site (N → ∞) we expect R(t) to vanish. On the other hand, in a completely phase synchronized state the order parameter magnitude asymptotes the unity, indicating a coherent superposition of the phase vectors at each time.
We usually compute the time averaged order parameter magnitude R = lim T →∞ 1 T T 0
R(t).
The time-averaged order parameter magnitude is plotted, in Fig. 4 , against the coupling strength ε, for small-world networks of N = 2000 neurons and shortcut probabilities ranging from zero to 0.02. When the latter parameter is zero, the network has regular connections only, and thus it is unlikely to display synchronized behavior, if the coupling strength is small enough. In fact R fluctuates between 0 and 0.4 in the coupling parameter range considered [green triangles in Fig. 4 ].
On the other hand, even a small probability is able to make at least part of the neurons to synchronize their bursting phases. For p = 0.001 [red lozenges in Fig. 4 ] and 0.004 [black squares in Fig. 4 ] there is a transition from a non-synchronized to synchronized behavior is observed when ε increases. The transition may occur for extremely small values of ε, as when p = 0.03 [blue circles in Fig. 4 ].
From the above results, it is likely that the network (or parts of it) will synchronize if the coupling strength and the probability of nonlocal shortcuts is large enough. The synchronization of neuron activity has been related to some pathological rhythms like essential tremor and Parkinson's disease [17, 23] . One strategy to diminish or suppress these oscillations is to apply some external intervention so as to take the network out of a synchronized state. This will be the subject of the following sections. 
IV. CONTROL THROUGH EXTERNAL PHASE SYNCHRONIZATION
Inspired in techniques of deep brain stimulation, in which an external time-periodic electric signal is applied to a cortical area to mitigate abnormal rhythms appearing in pathological conditions, we can investigate the control of bursting synchronization through an external time-periodic signal with a given amplitude and frequency [20] [21] [22] . Such perturbation, when applied to an ensemble of Rulkov neurons [43, 44] has been shown to produce global bursting frequency locking for scale-free networks [45] and non-locally coupled networks [46, 47] , as well as clusters of small-world networks [36] . where there is a strongly connected hub, the latter can be the target of the intervention. In sparsely connected networks, like small-world or random ones, it is unfeasible to randomly select a single neuron, since it is so poorly connected that a modification in its dynamics does not influence the network in a significative way. Hence we choose to make the intervention in all neurons. In order to investigate the effect of this external source we have used coupling strength values for which the unperturbed lattice (d = 0) exhibits bursting synchronization.
This synchronization between the bursting neurons and the external signal is possible due to the coupling effect on the triggering or termination of a burst in the individual neurons.
A burst can be terminated (the neuron is driven to a quiescent state) if the external signal is positive. Conversely, a burst can be delayed if the signal is negative. The combination of these effects leads to the synchronization of the driven neuron with the signal. The effect of coupling, once it takes into account the mutual influences of all neurons in the network, is to change the mean-field that each neuron feels.
When the bursting phases ϕ i are equal, for a set of neurons, the corresponding frequencies forced oscillators [ Fig. 6(a) ]. The width of this Arnold tongue ∆ω, increases with the signal amplitude [ Fig. 6(b) ]. The wider the frequency-locking interval is, the more robust is the external driving with respect to imperfect parameter determination and noise, which is a question of considerable experimental importance.
The Arnold tongue is clearly asymmetric for small amplitudes, for its left boundary is steeper than the right one. In order to characterize quantitatively this asymmetry we also define a partial width δω with respect to the locking frequency ω 0 [ Fig. 6(b) ], which also increases with d, whereas its complement ∆ω − δω practically does not increase with d, as can also be seen in the left boundary of the Arnold tongue in Fig. 6(a) .
V. CONTROL THROUGH TIME-DELAYED FEEDBACK
The use of an external input as a control device for neuron bursting involves a number of problems related with the choice of parameters, specially the amplitude and frequency. If the amplitude of the external signal is too large, for example, we could have neuron damage, and if the frequency falls outside a given mode-locking tongue we would have practically no effect in terms of control. Another procedure to accomplish bursting control hconsists on using a time-delayed feedback signal. This has the advantage of always working with signals of appropriate intensity, and it has been shown to be capable to suppress chaotic bursting synchronization in neuronal networks with several types of coupling: global (all-toall) [37, 38] , random [39] , and scale-free [48] .
A useful diagnostic of bursting synchronization is the mean field obtained by averaging the membrane voltages of all neurons belonging to the network:
If the bursters are non-synchronized, i.e. if they begin their bursting cycles at different times, the corresponding mean field exhibits small-amplitude noisy fluctuations. In a synchronized state, however, the mean field displays large-amplitude oscillations. The expected effect of the control is thus the reduction to minimal levels of the network mean field.
According to the value that the mean field takes on for a given time t and its value at an earlier time τ (the control delay) we can design a feedback signal to be applied to the network so as to drive the system out of a synchronized state. This is feasible if a probe is inserted in the network measuring the mean field at different times, and integrating the effect of time-delayed values into a feedback scheme which applies to the network a control signal. The latter is similar in essence to the one studied in the previous section, but its amplitude and frequency are no longer constants but instead determined by the network dynamics itself.
Let V m (t) and V m (t − τ ) be the mean field at two times with a delay τ . The feedback
, where ε f is a control amplitude held constant throughout the simulation. The intensity of the control signal is thus proportional to the difference between the actual mean field and the time-delayed one. Let us consider first the case in which the network is synchronized: the mean field presents small-amplitude fluctuations during an arbitrarily large time. Hence the difference V m (t − τ ) − V m (t) is likely to be small, and practically no feedback is needed. On the other hand, if the network is synchronized (which is obviously the case for which the control procedure is designed for) the oscillations in the mean field makes the difference not small in general, and so the intensity of the control signal.
As the control drives the network out of a synchronized state, the mean field oscillations become smaller and thus the control signal itself does not need to the so strong as before.
This clearly indicates a superiority of this technique with respect to that treated in the previous section, where the signal amplitude was held constant irrespective of the effect it had.
Let us assume that the feedback circuitry necessary to the control procedure is a kind of "smart" pacemaker. We can in principle program this pacemaker to obey a given control protocol, where we want to comply with two basic characteristics: (i) the external signal must be as low as possible so as not to perturb too much the same neurons we want to control;
(ii) the external signal must be kept small so as to save energy and prolong the timelife of the energy sources available to the pacemaker. The criterion (i) is almost automatically satisfied for a time-delayed feedback signal, since the control signal (being proportional to the mean field) is never larger than the mean field for ε f < 1. The criterion (ii) is somewhat more difficult to fulfill, so we need to compare different control protocols in order to measure how much "energy" they need to achieve a determined goal (in our case, an efficient suppression of synchronization).
First of all, we establish the order parameter magnitude as a diagnostic tool of synchro- nization (it involves rather simple arithmetic operations which can be could be carried out by a microchip in the pacemaker circuitry, for example). We predefine, in a rather arbitrary way, values R > 0.95 as characterizing a (global) synchronized state and values R < 0.4 as characterizing a target non-synchronized state, i.e. the goal which the control procedure is aimed to reach.
The first protocol (P1) consists simply on letting the control to be free-running after being switched on, i.e. the feedback electric signal is continuously applied, for t > t i , irrespective of the value of the order parameter. As a representative example of the usefulness of this protocol to control bursting oscillations, we depict in Fig. 7 (a) the time evolution of the time-delayed feedback signal V f eed which had been switched on at t i = 22000ms
and let free-running until t f = 32000ms. The corresponding mean field, which has large- amplitude oscillations of circa 15mV amplitude (for the uncontrolled network) diminishes its amplitude as long as the control signal is kept being applied [ Fig. 7(c) ]. The control signal is oscillatory but its amplitude decreases during application (roughly by a factor of three) since the network becomes more synchronized due to the control. Moreover, the network has a certain "inertia": after the control is switched on it takes a certain time to achieve a significative reduction in the mean field; after the control is switched off it takes a certain time for the network to resume its previous (synchronized) behavior. These effects The results of Fig. 8 suggest that increasing the time delay is an efficient and nonexpensive way to achieve desynchronization of the network (instead of increasing the strength parameter ε f ). In fact, as shown in Fig. 9 , the order parameter magnitude of a controlled network decreases, as a general trend, with the time delay τ , for different values of the control amplitude ε f . It is worth noting that, if the latter is too small, there is practically no effect of the time delay, unless it is so large that it is unfeasible from the point of view of the simulation time (or the time of a hypothetic realistic application). We conclude that, for the time delay to play a significant role in the desynchronizing effect, the amplitude must be higher than ∼ 0.015 (indicated by yellow circles in Fig. 9 ).
The effectiveness of the control procedure on reducing or suppressing synchronization can be measured by the suppression coefficient
where V m0 and V mf are the values of the mean field in the absence and presence of the control, respectively. The feedback scheme is ideally efficient when the variance of the controlled mean field vanishes, irrespectively of its value without control, corresponding thus to an infinite value of S. As a general rule, the larger is the value of S, the more However, values of less efficient regions are found for many values of both parameters. It is worth observing that the domains seem to be periodic in the time delay, an observation which dates back from the first numerical simulations of bursting control using this procedure.
The protocol (P1) has the disadvantage of the control signal being constantly applied irrespective of the value of the order parameter. This means that the control is kept being applied even if the order parameter is small, when it is not really necessary. We can devise other protocols to apply the control signal in a smart way from the point of view of energy saving (as in a battery-operated pacemaker), and based on monitoring the actual value of the order parameter. We propose the use of two such "smart" protocols.
The second protocol (P2) is implemented as follows: the control is switched on only if the network order parameter magnitude becomes less or equal to R 1 = 0.95. This is Without control the network tends to resume, after some time, its previously synchronized state. Hence, when R increases past R 3 = 0.50 the control is switched on again with the same intensity as before.
While the uncontrolled mean field oscillation amplitudes lie in the ∼ 15mV range, the controlled oscillations have roughly half this value [ Fig. 11(a) ], and the signal is applied in the form of short pulses of constant amplitude ε f = ε [ Fig. 11(b) ] according to the actual value of the order parameter magnitude [ Fig. 11(c) ], which oscillates between R 2 and R 3 .
These limits (but not necessarily their difference) can be lowered if we wish that the mean field oscillation amplitudes become even shorter.
The third protocol (P3) is similar to P2: when R ≤ R 1 the control is switched on until R ≤ R 2 when it is switched off, and it is switched on again only if R ≥ R 3 [ Fig. 12 (c)], with a similar decrease of the mean field oscillation amplitudes, when compared with P2
[ Fig. 12(a) ]. The difference with P2 lies in the intensity of the control signal. To further save energy, each time we switch on the control we use initially a very small value of ε f (say, 10% of ε) and test whether or not R is kept smaller than R 3 : if so, ε f is not altered, if not we increase ε f a little bit and test again, until reach a satisfactory value, which is usually of the order of 50% of ε [ Fig. 12(b) ].
However, since the control pulses are of lower amplitude they have to be applied more frequently, i.e. the intervals between two pulses are shorter than for protocol P2. We integrated the area under the curve of the control pulses (depicted in green in Figs. 11(b) and 12(b)) in order to evaluate the "energy content" of the control signals according to the protocols P2 and P3, having the same interval R 2 < R < R 3 for the order parameter. This quantity has been found to be 36400 for protocol P2 and 36300 for P3, resulting in a slight advantage of P3 over P2. 
VI. CONCLUSIONS
In this paper we studied the control of bursting synchronization of a neuronal network using a Hodgkin-Huxley-type model of coupled differential equations that mimetizes the dynamical behavior of signal transmission among thermally sensitive neurons with chemical coupling. We have considered networks of coupled thermally sensitive neurons, whereas most of the existing works on this model considered a small number of neurons. Moreover, up to now only the spiking regime has been investigated, and we found parameter values such that thermally sensitive neurons present a bursting regime with two timescales (a fast spiking scale and a slow bursting scale), in which a geometrical phase was identified, allowing studies of phase and frequency synchronization of the bursting activity.
We used a small-world coupling architecture in which we have regular local connections among neighbor neurons as well as non-local shortcuts randomly chosen according to a given probability. This probability was chosen such that the average pathlength of the network is small, due to the nonlocal shortcuts, like in a random network, whereas the clustering coefficient is relatively large due to the local connections as in a regular network. We characterized bursting phase synchronization through: (i) the amplitude of the mean field oscillations of the network, and (ii) the bursting phase and its corresponding order parameter magnitude.
We observed a transition between a non-synchronized and synchronized bursting as the coupling strength increases past a critical value. This value becomes smaller as the probability of nonlocal shortcuts is increased, and the network is so sensitive to them that, for as few as 3% of nonlocal shortcuts (in a network of N = 2000 neurons) the network exhibits bursting synchronization for very small coupling strengths.
Synchronized bursting makes the network mean field to exhibit large amplitude oscillations that may be undesirable, as in the case of abnormal rhythms related to Parkinson disease for example. Hence we studied procedures to control bursting synchronization so as to suppress or reduce it to tolerable levels. One such procedure is to insert an external timeperiodic control signal with constant amplitude and frequency. If the network is already synchronized we can view this external signal as a harmonic driving acting on a nonlinear oscillator, thus presenting the same kind of Arnold' tongue behavior expected for such systems. In fact, we identified frequency-locking regions (tongues) in the control parameter plane and related their widths to the control amplitude. If we force the systems out of this frequency-locked state we can desynchronize a number of oscillators.
This external time-periodic signal has the disadvantage of having an amplitude which, if large enough, is able to damage the neurons on which the signal is being applied. An alternative procedure is to choose the signal amplitude according to the difference between the actual mean field and the mean field registered earlier (with a time delay τ ), i.e. we use a time-delayed feedback signal which, by construction, has an amplitude typcally smaller than the variable it intends to perturb. For example, if the action potential of the synchronized neurons vary between 0 (just before a spike) and −70mV (in the refractory post-spike state) a feedback control signal amounts to just ∼ 0.2mV amplitude, which not only do not damage the neuron but also does not perturb it so to drive the neuron out of a bursting state.
In principle, the time-delayed feedback signal could be implemented through a pacemaker, and we proposed three different protocols for its use, taking into account the energy which uses to reduce bursting synchronization. In the first protocol we simply let the control procedure to be free-running. We can control bursting synchronization by varying the time delay used in the feedback signal, and we showed that the order parameter can be made to vanish using a suitable value of τ . In particular, we identified the regionns (in the control parameter plane) for which good suppression of synchronization is achieved.
Other protocols can be devised to save energy by applying the control signal only when the order parameter of the network is outside a specified range (of low values). In the second protocol we apply constant control pulses such that the order parameter is kept inside this range, and in a third protocol the minimum possible value of pulse amplitude is chosen for the same control goal. In both cases we have similar energy consumption since, if the pulses have constant amplitude they do not have to be applied so often as in the case of variable amplitude pulses. However, both protocols are better than the first one.
This work has considered networks of thermally sensitive neurons, since it is possible to obtain dynamical regimes in which bursting occurs, simply by changing the temperature. In previous works we have obtained similar results by using simplified models for the neuronal dynamics. In neurons described by the original Hodgkin-Huxley model this regime can only be achieved by injection of Calcium currents which modulate the spiking behavior governed by the interplay of N a and K currents. Hence we claim that our results hold also for spiking neurons described by Hodgkin-Huxley neurons with modulation due to Ca currents, what extends the applicability of this work to a wide class of models.
