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ABSTRACT
The increasing popularity of video sharing platforms such
as YouTube and Google Video increases the need to further
study how users can be assisted in their search for videos
they are interested in. In this demo, we present a video
retrieval system which guarantees the user easy and effective
access to a large news video collection. This system can be
used to further study interaction methodologies, aiming for
a personalised video retrieval model which adapts retrieval
results to the user’s interests.
1. INTRODUCTION
With the improving capabilities of current hardware sys-
tems, there are ever growing possibilities to store and manip-
ulate videos in a digital format, leading to a growing number
of video archives. People build their own digital libraries
from materials created through digital cameras and cam-
corders, and use systems such as YouTube or Google Video
to place this material on the web. Even national broadcast-
ers such as the BBC have extended their services in using
YouTube to offer commissioned content and news clips.
Unfortunately, this data creation process is not matched by
any comparable tools to organise and retrieve video infor-
mation. There is a need to create new retrieval engines to
assist the user in searching and finding video scenes he/she
would like to see from many different video files. TRECVID
[4], a set of workshops which provides common test collec-
tions in order to enable large scale evaluation of research
approaches, plays an important role in the development of
such engines. In the last few years, TRECVID concentrated
on TV news as data corpus, a dataset which introduces var-
ious research questions including automatic segmentation of
news videos into semantically related stories and retrieval of
relevant results.
However, in order to study how users interact with a retrieval
system, user-centred studies are needed, which are directly
influenced by the video collection used in the study. Assum-
ing that users show a general interest in daily news, relying
on news videos is reasonable. However, users are more likely
to find what they want in an up-to-date news corpus rather
than in older news. Relying on the TRECVID corpus, which
has been recorded several years ago, can hence influence the
result of a study.
In this demo paper, we present a news video retrieval sys-
tem which automatically processes daily news broadcasts
and enables the user to retrieve and to browse this collec-
tion. This system can be used to further study interactive
video retrieval, aiming towards an adaptive retrieval model.
In Section 2, we introduce the system and discuss its appli-
cation in Section 3.
2. SYSTEM ARCHITECTURE
The video retrieval system is a web based application based
on AJAX technology. AJAX takes away the burden of in-
stalling additional software on each client. As with most
state-of-the-art video retrieval systems [5], it can be divided
into four main components: Three components run on a web
server (data collection, retrieval backend and user profiles)
and one, the user interface, runs on the client side.
The current system automatically captures the daily BBC
One O’Clock news. The bulletin has a running time of 30
minutes and is broadcasted every day from Monday to Fri-
day on BBC One, the UK’s main broadcasting station. The
BBC enriches its television broadcast with Ceefax, a closed
caption (teletext) signal which provides televisual subtitles
for the deaf. Adopting the techniques introduced in [3], we
use a colour histogram-based method to detect shot bound-
aries in our video files. Furthermore, we detect example
keyframes by calculating the average colour histogram for
each shot and extract the frames within the shot which are
closest to the average. In an additional step, we combine
the keyframes belonging to the same shot to form an ani-
mated presentation of the shot. Based on its textual, visual
and audio features, we segmented the news videos into se-
mantically related story segments, the unit of retrieval in
our system. Moreover, we extract named entities from the
transcript using GATE1. Each story unit hence consists of
a set of representative animated keyframes which have been
extracted from each shot of the story, the transcript and the
identified named entities. We use the open-source full-text
search engine MG4J2 to index and administer the collec-
1http://gate.ac.uk/
2http://mg4j.dsi.unimi.it/
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Figure 1: Video Retrieval Interface
tion. Further details about the system’s architecture have
been published in [2]. In the remainder of this section, we
will introduce the interface of the system.
Figure 1 shows a screenshot of the retrieval interface. It pro-
vides facilities to search within the video collection and to
browse through it. The interface can be divided into three
main panels: search panel (A), result panel (B) and a panel
which contains content based on the users’ interests (C).
In the search panel (A) users can formulate and carry out
their searches by entering a query and clicking the button
to start the retrieval. The result panel (B) lists retrieved re-
sults. As in most state-of-the-art video retrieval interfaces,
results are presented by one keyframe and a shortened part
of the text transcript. The panel displays a maximum of
15 results, more results can be displayed by clicking on the
annotated page number (1). The results can be sorted with
respect to their relevance to the query or chronologically
by their broadcasting date (2). Moving the mouse over the
keyframe of one of the results will pop up a tooltip with ad-
ditional textual information. Users can get additional infor-
mation about the result by clicking on either the text or the
keyframe. This will expand the result and present additional
information including the full text transcript, broadcasting
date, time and channel and a list of extracted named entities
such as people, locations and relative times (3). In the exam-
ple screenshot, the second search result has been expanded.
The shots forming the news story are represented by ani-
mated keyframes of each shot. Users can browse through
these animations by clicking on the keyframe. This ac-
tion will center the selected keyframe and surround it by
its neighboured keyframes. The keyframes are displayed in
a fish-eye view (4), meaning that the size of the keyframe
grows larger the closer it is to the focused keyframe. In the
expanded display, a user can also select to play a video or to
mark it as interesting. Clicking on “play video” starts play-
ing the story video in a new panel (5). The personalisation
panel (C) guarantees direct access to the topics users’ are
most interested in. The interests can be edited by clicking
on the user name (6) on the top right side of the interface.
In the next section, we introduce the research questions we
studied using the system.
3. RESEARCH APPROACHES
The introduced video retrieval framework provides us a sta-
ble system which can be used to study various aspects in
video retrieval. In [1], we automatically capture the user’s
evolving interest in multiple aspects of news stories by unob-
trusively profiling the user based on his interactions with the
system. The aim of this study was to see whether implicit
relevance feedback can be used to adapt retrieval results
based on the user’s personal interestes. Therefore, we asked
users who use the internet for their daily news gathering to
include the news video retrieval system into this process for
one month. The system automatically created user profiles
based on the users’ interactions with the interface, which
consist of weighted keywords that have been extracted from
the results the user interacted with. The weighting for the
keyword depended on the type of implicit feedback users
could provide. Within this study, we took four features into
account: Using the tooltip highlighting feature, playing a
video, browsing through keyframes by clicking on them and
expanding a result. The news aspects are identified by clus-
tering the content of the profile based on the terms’ weight-
ing. The study supported the hypothesis that implicit rele-
vance feedback is useful for user profiling and adaptation of
retrieval results.
In the demo, we will introduce this system and discuss the
effect of different weighting functions on user profiling and
content recommendation.
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