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Abstract
The use of composite adaptive laws for control of the ane
class of nonlinear systems having unknown dynamics is
proposed. These dynamics are approximated by Gaussian
radial basis function neural networks whose parameters
are updated by a composite law that is driven by both
tracking and estimation errors. This is motivated by the
need to improve the speed of convergence of the unknown
parameters, hence resulting in better system performance.
To ensure global stability despite the inevitable network
approximation errors, the control law is augmented with
a low gain sliding mode component and deadzone adapta-
tion is used for the indirect part of the composite law. The
stability of the system is analyzed and the eectiveness of
the method is demonstrated by simulation.
1 Introduction
The use of control schemes based on composite adaptive
laws for systems having unknown or uncertain parameters
has resulted in improved performance over direct adap-
tive control laws [2, 13]. These laws are composite in the
sense that they combine features of both direct and indi-
rect adaptive methods. The direct method relies on the
use of the tracking error (i.e. the dierence between the
controlled output and the reference input) for direct ad-
justment of controller parameters in such a way as to force
the tracking error to zero, a task generally ensured by Lya-
punov stability considerations. The indirect method relies
on the prediction error (i.e. the dierence between some
output and an approximation to it) to obtain estimates of
the system parameters for use in a certainty equivalence
control law.
In situations whereby the unknown system dynamics
constitute nonlinear functionals, rather than simply pa-
rameters, neural networks can be used for function ap-
proximation and their parameters are adjusted via on-line
adaptive laws. In this respect, for an ane class of non-
linear systems, methods using direct adaptive laws and
Gaussian radial basis function neural networks are well
documented [3, 10, 14]. In this paper we shall implement
a composite adaptive law for neural control of the same
class of nonlinear systems, so as to improve parameter
convergence and hence overall system performance. The
approach is based on the composite adaptive schemes de-
scribed in [13] for robot manipulators where the unknowns
consisted of system parameters, such as mass. This work
shall thus extend composite adaptation to a more gen-
eral class of ane nonlinear plants whose unknowns are
nonlinear functionals.
2 Problem statement
The objective is to design a controller that results in good
tracking performance for the class of nonlinear, single-
input single-output plants that could be expressed in the
ane form:
y
(r)
(t) = f(x) + g(x)u(t) (1)
where x 2 <
n
is the system state vector, u(t) is the system
input, y(t) is the system output, f(x) and g(x) are non-
linear functions of the system state (where g(x) 6= 0 8x)
and r is the relative degree of the system [4, 12].
The control task is for the output y(t) to track a desired
output y
d
(t) while the state x(t) is to remain bounded. As
shown in [4, 11], the conditions for this to occur are:
 the zero dynamics of system (1) must be globally ex-
ponentially stable.
 the internal dynamics of system (1) must satisfy a
Lipschitz condition in terms of the system's normal
states.
 the desired output y
d
(t) must satisfy the condition
that y
d
; y
(1)
d
; : : : ; y
(r)
d
are bounded, where y
(i)
d
repre-
sents the ith derivative with respect to time of y
d
.
 the control law generating u(t) must ensure that the
output and its (r 1) derivatives y; y
(1)
; : : : ; y
(r 1)
are
bounded and that y(t) asymptotically tracks y
d
(t).
Adaptive control shall be used because it is assumed
that the nonlinear system functions f(x), g(x) are un-
known, and so neural networks are used to generate ap-
proximations
^
f (x), g^(x) to be used in the control law
u(t) =
 
^
f(x)+v(t)
g^(x)
+u
sl
(t), as in references [10, 14]. Adap-
tivity takes place through the process of on-line adjust-
ment of the parameters of the neural networks and it is this
aspect that shall be covered in more detail in this paper,
by investigating the use of composite adaptive schemes.
3 Controller design
3.1 The Neural Networks
Two Gaussian radial basis function neural networks [9] are
used to approximate the nonlinear functions f(x), g(x)
within a compact set 
n
 <
n
, where the state vector
x(t) is known to be contained. 
n
thus represents the
network approximation region. The output of the neural
networks is given by
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where
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w
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are vectors containing the linear coecients
(parameters) of the neural network and 
f
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(x) are
the Gaussian basis function vectors, whose ith element is
given by,
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where m
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,m
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are the coordinates of the centre of the ith
basis function and 
2
f
i
, 
2
g
i
are the variances for the net-
works approximating f(x) and g(x) respectively. f
o
(x),
g
o
(x) are known prior estimates to f(x), g(x).
(x) is included as in [10, 14] so that the contribution of
the networks is limited only to f
o
(x) and g
o
(x) when x is
outside 
n
because the network is not able to approximate
correctly outside the approximation region. Within 
 
n
, a
slightly smaller subset of the network approximation re-
gion 
n
, (x) = 1 so that the full network approximation
is utilised. In the boundary between 
 
n
and 
n
, (x)
is reduced gradually so as to suppress the neural network
output smoothly in those areas that lie close to the bound-
ary of the network approximation region, thus avoiding
sudden switching when x goes outside 
n
. Hence, (x) is
dened as being equal to one if x 2 
 
n
, 0 if x 62 
n
and 0  (x)  1 otherwise.
The neural networks can never approximate the ac-
tual functions perfectly, so that there will always be the
presence of approximation errors. This introduces distur-
bances in the system that could lead to parameter drift
[6, 12]. However, Gaussian radial basis function networks
satisfy the Universal Approximation property [7], stat-
ing that given any uniform bounds 
f
, 
g
one could al-
ways nd an optimal number of basis functions k

, vari-
ances and optimal parameter vectors w

f
, w

g
such that
8x 2 
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the corresponding optimal network approxima-
tion errors, denoted respectively by 
f
:= f

(x)   f(x)
and 
g
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
(x)   g(x), satisfy:
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When x 62 
n
, the optimal approximation errors are
given by 
f
= (f
o
(x)   f(x)) and 
g
= (g
o
(x)   g(x)),
assumed to be bounded by known bounds f
o
and g
o
re-
spectively.
Hence one could say that 8x
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Knowledge of these bounds is crucial in overcoming the
problem of parameter drift.
The basis functions shall be centred on points of a reg-
ular square sampling mesh inside 
n
, so that the mesh
spacing, the variance of the basis functions and the net-
work parameters directly aect the optimal approxima-
tion accuracy of the neural networks inside 
n
. Reference
[10] provides methods for determining 
n
, the mesh spac-
ing and the variance that will satisfy any desired 
f
, 
g
assuming that bounds on the smoothness and the mag-
nitude of the spectrum of f(x), g(x) are known. Note
however that the optimal network parameters w

f
and w

g
are unknown, so that the actual parameter vectors
^
w
f
,
^
w
g
are adjusted recursively via the adaptation laws, to
ensure system stability and good tracking performance.
In composite adaptation, the adjustment of
^
w
f
,
^
w
g
shall
depend upon both the tracking error e = (y   y
d
) and an
estimation error, i.e. a measure that reects the error be-
tween y and its estimate as predicted by an identication
model based on the neural networks.
Using equations (2) and the denitions of the optimal
network approximation errors 
f
and 
g
we obtain that
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~
w
g
= (
^
w
g
  w

g
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the parameter errors.
3.2 The Control Law
The control law to be used is similar to that in references
[3, 5, 14] namely
u(t) = u
al
(t) + u
sl
(t) (5)
where
 u
al
(t) =
 
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f(x)+v(t)
g^(x)
is inspired from feedback lin-
earization control laws [4, 12], with v(t) = y
(r)
d
 

r
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  : : :  
1
e representing an auxiliary input
whose coecients 
i
are chosen such as to form a
Hurwitz polynomial  (s) = s
r
+
r
s
r 1
+ : : :+ 
1
in
terms of the Laplace variable s.
 u
sl
(t) represents a sliding mode component intro-
duced as in [10], [14] so as to ensure global stability
if and when the state moves outside 
n
and to ensure
robustness to parameter drift whilst x 2 
n
.
Using control law (5) in system (1) and equations (4)
we obtain:
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where d(t) =  
f
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u
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. Note that the non-zero net-
work approximation errors 
f
and 
g
give rise to a dis-
turbance term d(t) that aects the error dynamics repre-
sented by equation (6).
If the tracking error e(t) is ltered by a Hurwitz poly-
nomial 	(s) chosen such that 	(s) 
 1
(s) is a rst order
lag transfer function 	 
 1
=
1
s+k
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where k
d
> 0, then
as in [10, 14] the ltered tracking error e
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= 	e de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a suitable sliding surface [16], obtained from equation (6)
as
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3.3 Linear Parameterization
The indirect part of the composite adaptation law relies
on the use of an estimation error to drive the adapta-
tion, obtained by using the neural network outputs in an
identication model. This way, the weights of the neural
networks are adjusted using parameter estimation tech-
niques. Linear parameterization provides a general model
for parameter estimation methods [12], whereby one seeks
a linear relation between the unknown network parame-
ters and some measurable signal. For this case, a linearly
parameterized relation is developed as follows:
From equations (1), (2) and (4)
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This equation could be re-written in a linear form in
terms of the parameter vectors w

f
and w
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g
, excluding the
purely derivative term y
(r)
, by ltering with a network
of transfer function A
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(s), where A
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+ a
1
s +
: : : + a
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s
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is a Hurwitz and monic polynomial,
reecting stable ltration. This ltration results in the
following dynamics
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Dening y^ as an approximation to the actual plant out-
put y, obtained from considering the neural network ap-
proximations in the model for the plant, one could say
after comparison with the dynamics of equation (1), that
y^
(r)
=
^
f (x) + g^(x)u(t) (9)
Filtration of y^
(r)
by A
 1
o
(s) results in a suitable identi-
cation model. In fact, after substitution of equations (2)
and ltering by A
 1
o
(s) we obtain:
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Subtracting (8) from (10) results in the linear relation:
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w   d
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(11)
where  = (y^ y)
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is the error between the actual and the optimal
network parameters and d
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ects the
disturbance due to the network inherent approximation
errors, arising from the fact that the optimal parameters
w

do not ensure zero approximation errors. Note that
 can be generated from available signals y^
(r)
and y by
stable ltration and without using dierentiators.
3.4 The Adaptation Law
The composite adaptation law proposed has the form
_
^
w = P(t)(e
1
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) (12)
where
 

=  if jj > d
f
and zero otherwise, represents a
deadzone function on (t).
 d
f
represents a bound on d
f
such that jd
f
j  d
f
.
 k
e
, a design parameter, is a positive constant that de-
termines the extent to which the indirect component
shall be used in the composite adaptation law.
 P(t) is a positive denite, symmetric gain matrix that
could, in general, be either constant or time varying.
  = [
T
f
(x) 
T
g
(x)u
al
(t)]
T
.
Note the composite nature of adaptation law (12), be-
ing driven by signals derived from both the tracking error
e(t) and the estimation error (t). Note also the use of
deadzone adaptation as used in reference [8] for the es-
timation part of the adaptation law, included to ensure
boundedness of signals despite the presence of the distur-
bance d
f
(t) in the estimation error equation (11).
Furthermore it is assumed that for the g^(x) network, a
parameter resetting mechanism is included so as to keep
g^(x) bounded below by g
l
(x), the latter being a known
lower bound on g(x) satisfying 0 < g
l
(x)  g
o
(x) 8x 2

 
n
. Methods of implementing this can be found in [14],
[15].
3.5 The Gain Update Law
If the gain matrixP(t) is maintained constant, say P(t) =
P
o
, then the indirect part of the composite adaptation
law would correspond to gradient descent estimation tech-
niques [13].
On the other hand, one could opt for a time varying
gain matrix which would result in better parameter con-
vergence in the absence of persistently exciting signals
[1, 6]. Various parameter estimation techniques that in-
volve time-varying gains have been developed [6, 12, 13].
We have utilised the standard least-squares algorithm, re-
sulting in the following gain update law:
_
P(t) =  k

Ppp
T
P (13)
where k

= k
e
if jj > d
f
and zero otherwise, P(t
o
), the
initial gain matrix, is symmetric and positive-denite.
4 Stability analysis
Stability and boundedness of the system variables is ob-
tained by using the Lyapunov function candidate
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Dierentiating (14) with respect to time, substituting
equation (7), using parameter update law (12) and gain
update law (13) together with the identity
_
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Choosing the sliding mode component of the control law
as
u
sl
(t) =  
d(x)
g
l
(x)
sign(e
1
) (16)
where d(x) is a known bound on the disturbance d(t) (i:e:
jd(t)j  d(x)) ensures that the term e
1
(gu
sl
+d) appearing
in equation (15) is semi negative denite.
The gradient descent case involves that P(t) remains
constant, i:e:
_
P(t) = 0. This is equivalent to letting k

=
0 in equation (13). Hence, the last term of equation (15)
simply vanishes. On the other hand, the term k
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. Since d
f
represents a bound on d
f
, the
latter term is semi-positive denite [8], so that in general,
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If a least squares algorithm via gain update law (13) is
employed, then for jj  d
f
the last two terms of equa-
tion (15) simply vanish, whilst for jj > d
f
equation (15)
becomes
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as shown before in equation (16) ensures that 8,
_
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Hence in both cases of gradient descent and least squares
estimation, adaptation law (12) and gain update law (13)
ensure that
_
V is semi negative denite, from which it
follows that e
1
(t) and
~
w are bounded. Boundedness of
~
w implies that
^
w
f
,
^
w
g
are bounded, keeping
^
f (x),g^(x)
bounded. Also e(t) and its (r 1) derivatives are bounded
since e
1
(t) is bounded and 	(s) is Hurwitz. Assuming that
the desired output and its r derivatives are bounded, then
the latter implies that the output and its (r   1) deriva-
tives are bounded as well. Hence, as shown in section 2, if
we additionally assume the zero dynamics of the system to
be globally exponentially stable and the internal dynamics
to satisfy the appropriate Lipschitz condition in terms of
the system normal states [4], then x(t) is bounded. Also,
boundedness of e(t), y
d
(t) and their derivatives results in
boundedness of v(t).
In addition, g^(x) is bounded away from zero via param-
eter resetting so that u
al
is bounded, from which follows
boundedness of d(t). These imply that u
sl
(t) is bounded
and so from equation (7), _e
1
(t) is bounded. Hence, e
1
(t)
is not only bounded but also uniformly continuous.
Using the fact that
_
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ning a function
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and
_
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, the latter implying that
_
V
1
is semi
negative denite and uniformly continuous. Hence Bar-
balat s Lemma [12] implies that
_
V
1
(t)! 0 as t!1, and
so also e
1
(t). Since e(t) can be considered as a ltration
of e
1
(t) via the stable and strictly proper transfer func-
tion 	
 1
(s), then the tracking error e(t) also converges
asymptotically to zero as desired.
5 The disturbance bounds
We shall now consider evaluation of the disturbance
bounds d(x) and d
f
(x), which are required for use in the
sliding mode component of the control law u
sl
(t) and the
deadzone of the adaptation law, respectively.
From equation (3) and the denition of d(t) it follows
that 8x
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Hence d(x) is given by the right hand side of (18). Note
that this aects the gain of the sliding mode component
 d(x)
g
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(x)
, which is small whilst x 2 
 
n
, just enough to over-
come the eect of the disturbance d(t) on signal bound-
edness in the direct part of the control law. On the other
hand, the sliding gain increases appreciably as x ventures
outside the network approximation region 
n
, taking over
control so as to pull x inside 
n
if and when the state goes
outside the network approximation region, as in references
[10, 14].
From the denition of d
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, it follows that
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From equation (3) and the denition of u
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(t) it follows
that
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But equation (19) shows that d
f
(t) is a stable ltration of
(d(t)  
g
u
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) via A
 1
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(s), and if A
o
(s) is chosen to have
the form A
o
(s) = (s + )
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where  > 0, then as shown in
[12], jd
(i)
f
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6 Simulation results
The system was tested via simulation of the nonlinear
ane plant used in reference [15]:
_x = sin(x) + 0:5cos(3x) + u
y = x
where g(x) = 1 is assumed known and f(x) = sin(x) +
0:5cos(3x) represents the unknown dynamics.
The system is of order n = 1 and degree r = 1. The de-
sired output y
d
is a unity amplitude, 0:1 Hz square wave
ltered by 1=(s + 1). The network approximation region
is chosen as 
n
= [ 1:7; 1:7] and 
 
n
= [ 1:1; 1:1]. It is
assumed that no prior estimate to f(x) is known so that
f
o
= 0. For this case, an optimal network approximation
error bound 
f
= 0:02 is obtained with radial basis func-
tions having  = 0:06 and a mesh of spacing 0:05 inside

n
[15]. Assuming that it is known that f(x) is bounded
by 1.5, then since f
o
= 0 it follows that f
o
= 1:5. The
choice of  (s) = (s + 1) results in v(t) = _y(t)   (y   y
d
).
Also, 	(s) could be set to unity because this way 	 
 1
is a rst order lag transfer function having k
d
= 1. The
lter characteristic equation was chosen as A
o
= (s + 5),
so that  = 5.
Three trials were performed for comparison purposes.
In the rst two, the gain matrixP
o
was kept constant and
equal to the identity matrix. Initially k
e
was set to zero so
as to utilize only the direct component of the adaptation
law and then k
e
was set to 10 so as to utilize the combined
adaptation law. The results of the direct adaptive con-
troller are shown in gures 1 a-c. Figure 1 a shows the rst
100 seconds of simulation. The system is stable with the
tracking error asymptotically converging to zero. Figure
1 b shows the actual function f(x) plotted together with
the network approximation
^
f(x) using the parameters ob-
tained after 100 seconds of adaptation. Note from gure 1
c that the network approximation error (f(x) 
^
f (x)) lies
within the range 0:18 for the values of x inside 
 
n
. The
results of the composite adaptive controller are shown in
gures 1 d-f. Note that the system is also stable, with
the tracking error converging to zero much faster than
for the direct controller. In fact, after 100 seconds, the
composite law resulted in the error converging to within
0:0058 compared with 0:06 for the direct law . This
improved transient performance is attributed to the fact
that the composite law provides a better approximation
to the unknown functions in a shorter time, because more
information is used for parameter adjustment. In fact as
can be seen in gures 1 e and 1 f, the network approxima-
tion utilising the parameters obtained after 100 seconds
of composite adaptation is superior to the direct adaptive
controller, the approximation error being well within the
range 0:08 for most values of x inside 
 
n
.
Finally a third trial was performed using a time-varying
gain matrix P, corresponding to least-squares estimation.
The results are shown in gures 2 a, 2 b.Stability and
asymptotic convergence of the tracking error are clearly
seen in gure 2 a. The error converges to within 0:028
after 100 seconds, so that although the convergence rate is
slower than for the gradient descent case, it is better than
for the direct adaptive law. The network approximation
error is of the same order as that for the gradient descent
case as seen in gure 2 b.
7 Conclusions
A stable adaptive control scheme based on neural networks
and using composite adaptation laws has been presented
for the ane class of nonlinear systems. Sliding control as
in [10, 15] and deadzone adaptation as in [8] were included
to ensure global stability and robustness to the presence
of the disturbance term arising from the network approx-
imation errors. Two approaches were considered for the
estimation part of the control law: gradient descent and
least-squares estimation. In all cases the system exhibited
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Figure 1: Direct and composite adaptation
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Figure 2: Composite adaptation using least-squares
improved performance over the direct adaptive controller,
because the tracking error converges to zero much faster.
The network approximation to the unknown system dy-
namics was also faster and of a better quality.
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