Abstract-We investigate the observer-based output feedback control design problem for a class of nonlinear control systems subject to bounded external disturbances. The nonlinear terms in the systems considered satisfy incremental quadratic constraints, which are characterized by incremental multiplier matrices and include many common nonlinearities, such as the globally Lipschitz nonlinearity, the sector bounded nonlinearity, and the polytopic Jacobian nonlinearity, as special cases. We first present sufficient conditions that are based on linear matrix inequalities (LMIs) to the simultaneous design of an observer and a feedback control law in the continuous time domain as a nominal case, such that the closed-loop system is input-to-state stable (ISS) with respect to the disturbances. The block diagonal parameterization and the block anti-triangular parameterization of the incremental multiplier matrices are considered separately. Then we study the observer-based controller design with eventtriggering mechanisms (ETMs). Two triggering configurations are considered where the first one implements the ETM in the controller channel only and the second one implements the ETMs in both the controller and the output channels asynchronously. The triggering rule in each ETM is designed with a builtin lower inter-execution time bound, such that Zeno behaviors are excluded even in the presence of external disturbances. We also prove that the closed-loop system with the event-triggered controller is input-to-state practically stable (ISpS) with respect to the disturbances. These results altogether provide sufficient conditions to the simultaneous design of the observer-based output feedback controllers and the ETMs for the incrementally quadratic nonlinear control systems. The theoretical results are illustrated via simulations of a single-link robot arm example.
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I. INTRODUCTION
The design of observer-based controllers has attracted significant research interest for decades because of its theoretical importance and wide applications [1] , [2] , [3] , [4] , [5] . The controller-observer separation property, which is possessed by linear control systems, generally does not hold for nonlinear control systems [6] , [7] , [8] . Examples have been given showing that a certainty-equivalence implementation of a stabilizing state feedback controller and an observer may lead to instability (e.g., see [9] , [10] ). Some classes of nonlinear systems, for which the controller-observer separation is possible, have been discussed in the literature (see [11] , [12] , [13] and references therein). When external disturbances, measurement noises or parameter uncertainties are considered, the observerbased controller design becomes more challenging (e.g., see corless@purdue.edu. [14] , [15] , [16] , [17] , [18] , [19] ) and various observer design approaches, such as the sliding mode observer [20] , the highgain observer [21] , and the adaptive observer [22] , have been proposed. In spite of those interesting results, many problems remain open and deserve further investigation.
The incremental quadratic constraint, a special case of the integral quadratic constraint, is characterized by the socalled incremental quadratic inequality through incremental multiplier matrices [23] , [24] , [25] , [26] , [27] . Many common nonlinearities, such as the globally Lipschitz nonlinearity, the sector bounded nonlinearity, the positive real nonlinearity and the polytopic Jacobian nonlinearity, are all special cases of the incremental quadratic constraint [15] , [18] , [26] , [28] , [29] , [30] . One special class of (control) systems that has been studied extensively in the literature is the system with globally Lipschitz nonlinearities; different observer design and observer-based control design approaches were proposed for globally Lipschitz systems, either with or without disturbances/uncertainties (e.g., see [15] , [31] , [32] , [33] , [34] , [35] and references therein). In those approaches, quadratic Lyapunov functions were usually used for analysis and LMIbased conditions were proposed for the design purposes. For systems with nonlinearities satisfying the incremental quadratic constraints, their observer design was studied in [26] , which was later generalized to the system with bounded exogenous disturbances in [18] . However, the observer-based control design for systems whose nonlinearities satisfy incremental quadratic constraints and that are affected by external disturbances is still lacking, to the best of our knowledge.
Recently, the event-triggered control (ETC) emerged as a promising control paradigm, which performs the sensing and/or actuation only when necessary based on some triggering rules [36] , [37] , [38] , [39] , [40] . Compared with the classical periodic sampled-data control, ETC is reactive and may significantly reduce the burden of communication and actuation, which is beneficial for systems whose computation or communication resources are limited. Meanwhile, stability of the closed-loop system can be guaranteed if the triggering rules are designed appropriately. Most of the ETC design methods assume that the full-state information are available, and use them in the design of the triggering conditions. This assumption, however, is restrictive since most systems in practice can only have the information of their measurement outputs. The absence of the separation principle makes the construction of observer-based ETCs difficult because the ETMs that are based on state feedback can not be extended straightforwardly to the output feedback case, especially for nonlinear systems [41] , [42] , [43] , [44] , [45] , [46] , [47] . When external disturbances are considered, design of the eventtriggering conditions becomes harder, partially because the existence of disturbances makes the exclusion of the Zeno phenomenon (i.e., accumulation of event times) more involved. For example, it was shown in [48] that two commonlyused output feedback-based ETC schemes, the relative and the absolute ETMs, have zero robustness for linear control systems with disturbances. For linear control systems with disturbances, the stability and L ∞ performance were studied using dynamic output-based ETCs in [45] . For nonlinear control systems with disturbances, the L p performance were investigated under different dynamic output-based ETCs in [46] and [47] , where sufficient conditions and specific design methods of the triggering conditions were given; nonetheless, almost all the sufficient conditions for nonlinear systems that are known in the literature are existential instead of constructive, making them less useful in the design process.
In this paper, we investigate the observer-based robust stabilizing controller design for a class of continuous-time nonlinear control systems whose nonlinear terms satisfy the incremental quadratic constraints, in the presence of bounded external disturbances. We first consider the problem in the continuous time domain and give sufficient conditions in the form of LMIs, such that the controllers and the observers are designed simultaneously and the closed-loop system is ISS with respect to (w.r.t.) the disturbances. Based on that, we consider the case where ETMs are implemented in the controller and the observer channels, and provide conditions under which the closed-loop system is ISpS w.r.t. the external disturbances and the Zeno behaviors are excluded. The main contributions of the paper are summarized as follows: for two different parameterizations of the incremental multiplier matrices that characterize the nonlinear terms, we provide LMI-based sufficient conditions for the simultaneous design of the observers and the controllers in the continuous-time case; for two different ETM configurations, we give conditions under which there exist observer-based ETCs that render the closed-loop system ISpS w.r.t. the disturbances; we explicitly design the triggering rules, which have build-in lower interexecution time bounds that can exclude the Zeno behavior of the closed-loop system. In particular, our theoretical results altogether provide LMI-based sufficient conditions on the codesign of the observer-based controllers and the ETMs for the incrementally quadratic nonlinear systems with disturbances.
A preliminary version of this work will appear in the conference publication [49] . The present paper are different from [49] in the following important ways: the incrementally quadratic nonlinear systems considered are subject to external disturbances; the event-triggered mechanism is considered; a subsection is added to discuss conditions of the theorems in continuous time; all the complete proofs are included. The remainder of the paper is organized as follows. In Section II, we give some background on incremental quadratic constraints and state the problems investigated in the paper. In Section III, we consider the continuous-time controller design case where LMI-based sufficient conditions are given respectively for two different parameterizations of the incremental multiplier matrices. In Section IV, we consider the event-triggered controller design where two configurations of the triggering mechanisms are discussed separately. In Section V, a simulation example is given to illustrate the theoretical results. Finally, some conclusions are given in Section VI.
Notation. Denote the set of non-negative real numbers by R + 0 . Denotes the 2-norm of a vector x by x and the Frobenius norm of a matrix P by P . Denote the minimal and maximal eigenvalues of a matrix P by λ m (P ) and λ M (P ), respectively. Denote the identity matrix of size n by I n . Denote the zero matrix of size n 1 × n 2 by 0 n1×n2 ; denote the zero vector of size n by 0 n ; for simplicity, the subscript will be omitted when clear from context or unimportant. For a matrix M , M > 0 (resp. M ≥ 0) means that M is positive definite (resp. positive semi-definite). For symmetric matrices, we will write * for entries whose values follow from symmetry. A continuous function f :
belongs to class KL (denoted as f ∈ KL) if for each fixed s, function f (r, s) ∈ K ∞ w.r.t. r and for each each fixed r, function f (r, s) is decreasing w.r.t. s and f (r, s) → 0 as s → 0.
II. PRELIMINARIES AND PROBLEM STATEMENT
Consider the following nonlinear system
where x ∈ R nx is the state, u ∈ R nu is the control input, y ∈ R ny is the measured output, p : R nq → R np is a function representing the known nonlinearity of the system, w ∈ R nw is the unknown external disturbance or measurement noise, and
ny×nw are constant matrices with proper sizes.
The characterization of the nonlinearity p is based on the incremental multiplier matrix.
is called an incremental multiplier matrix (δ-MM) for p if it satisfies the following incremental quadratic constraint (δ-QC) for any q 1 , q 2 ∈ R nq :
where δq = q 2 − q 1 , δp = p(q 2 ) − p(q 1 ).
For a given nonlinearity p, it is clear that its δ-MM is not unique. Particularly, if M is a δ-MM for p, then λM is also a δ-MM for p for any λ > 0. In what follows, we will not consider the trivial case when M is a positive semidefinite matrix since it does not provide any information on the nonlinearity, although it also satisfies the condition shown in (2) . In what follows, we assume that p satisfies p(0 nq ) = 0 np , in which case the following useful condition holds for M :
Remark 1. The δ-QC condition (2) includes broad classes of nonlinearities as special cases. For instance, the globally Lipschitz condition p(x 2 ) − p(x 1 ) ≤ γ x 2 − x 1 for some constant γ > 0 can be expressed in the form of (2) with q = x and
The sector bounded nonlinearity (p − K 1 q) S(p − K 2 q) ≤ 0 for some symmetric matrix S and some constant matrices K 1 , K 2 can be expressed in the form of (2) with
The positive real nonlinearity p Sq ≥ 0 for some symmetric, invertible matrix S can be expressed in the form of (2) with
Some other nonlinearities that can be expressed using the δ-QC were discussed in [26] , [27] , such as the incrementally sector bounded nonlinearities, the case when the Jacobian of p w.r.t. q is confined in a polytope or a cone.
Next, we will introduce input-to-state practically stability and its characterization using Lyapunov functions. Consider the systemẋ
where f : R nx × R nu → R nx is a locally Lipschitz function and u : R → R nu is a measurable essentially bounded input. Define x(t, x 0 , u) as the solution of (6) with initial state x 0 and input u, which satisfies x(0, x 0 , u) = x 0 .
Definition 2.
[50] The system (6) is called input-to-state practically stable (ISpS) w.r.t. u, if there exist functions β 1 ∈ KL, β 2 ∈ K and a non-negative constant d such that for every initial state x 0 and every w, the trajectory x(t, x 0 , u) satisfies
where u ∞ := sup t≥0 u(t) .
When (7) is satisfied with d = 0, the system is said to be input-to-state stable (ISS) w.r.t. u [51] .
Definition 3.
[50] A smooth function V : R n → R is said to be an ISpS-Lyapunov function for the system (6) if V is positive definite, radially unbounded, and there exist functions γ ∈ K ∞ , χ ∈ K and a non-negative constant d such that the following condition holds:
Instead of requiring the inequality (8), the ISpS-Lyapunov function can be also defined equivalently as follows: a smooth, positive definite, radially unbounded function V is an ISpSLyapunov function for the system (6) if there exist a positivedefinite function γ, a class K function χ and a non-negative constant d such that the following condition holds [50] :
The existence of an ISpS-Lyapunov function is a necessary and sufficient condition for the ISpS property.
Proposition 1.
[52] The system (6) is ISpS (resp. ISS) if and only if it has an ISpS-(resp. ISS-) Lyapunov function.
Particularly, if there exist a matrix P = P > 0, two constants α > 0, d ≥ 0 and a function χ ∈ K ∞ such that the positive definite function V (x) = x P x satisfies
then V is an ISpS-Lyapunov function satisfying (8) with γ( x ) = αλ m (P ) x 2 , implying that (6) Now we state the problems that are studied in the paper. Consider a system described by (1) where the nonlinear term p satisfies the δ-QC inequality (2) for some M . i) For the configuration shown in Fig. 1 (a) , design a continuous-time, observer-based feedback controller such that the closed-loop system is ISS w.r.t. w; ii) For the configuration shown in Fig. 1 (b) , design an observer-based, feedback controller and a triggering rule for the ETM, such that the closed-loop system is ISpS w.r.t. w and the Zeno behavior is avoided; iii) For the configuration shown in Fig. 1 (c) , design an observer-based, feedback controller and two triggering rules for the ETMs, such that the closed-loop system is ISpS w.r.t. w and the Zeno behavior is avoided.
III. CONTINUOUS-TIME CONTROL DESIGN
In this section, we design a continuous-time observer and a continuous-time feedback control law for the system (1), such that the closed-loop system is ISS w.r.t. w. LMI-based sufficient conditions will be given to the simultaneous design of the observer and the controller.
We propose an observer that has the following form:
where L 1 , L 2 are matrices to be designed. Clearly, the proposed observer contains a copy of the plant and two correction terms, the nonlinear injection term L 1 (ŷ − y) and the Luenberger-type correction term L 2 (ŷ − y).
Based on the observer (11), we design the feedback controller u as
where k : R nx → R nu is a function that has the form of
with matrices K 1 ∈ R nu×nx , K 2 ∈ R nu×np to be designed. Define the estimation error by e(t) = x(t) −x(t). Then, (12) can be rewritten as
where ∆k(x,x) = k(x) − k(x). Recalling (13), ∆k can be expressed as ∆k = K 1 e − K 2 ∆p where
The closed-loop system resulting from the observer-based controller (12) can now be expressed as
where
Let z = x e . Then dynamics (15) are expressed compactly asż
where ∆p is given in (14) , δp is given in (16) , and
The following proposition shows a sufficient condition for the closed-loop system (17) to be ISS w.r.t. w. Proposition 2. Consider the system described by (1)- (2) with
,
then the closed-loop system (17) is ISS w.r.t. w. Furthermore, it holds thatV ≤ −α 0 V + µw w where V (z) = z P z.
The proof of the proposition is given in the appendix. Clearly, the matrix inequality (20) is not a LMI. Hence, we can not solve for L 1 , L 2 , K 1 , K 2 reliably via the interior point method (IPM) algorithms of convex optimization. In the next two subsections, we will consider two parameterizations of the δ-MM M and provide sufficient LMI conditions for solving
A. Block Diagonal Parameterization
This subsection considers a block diagonal parameterization of the δ-MM for p. We first make the following two assumptions on the parameterizations of M . Assumption 1. There exist a set N 1 of matrix pairs (X 1 , Y 1 ) with X 1 ∈ R nq×nq , Y 1 ∈ R np×np symmetric, and an invertible matrix T 1 with
and
Assumption 2. There exist a set N 2 of matrix pairs (X 2 , Y 2 ) with X 2 ∈ R nq×nq , Y 2 ∈ R np×np symmetric and invertible, and an invertible matrix T 2 with
Remark 2. For the globally Lipschitz nonlinearity p(x 2 ) − p(x 1 ) ≤ γ x 2 − x 1 , the matrix M shown in (3) satisfies Assumption 1 and 2 if we choose
For the sector bounded nonlinearity (p−K 1 q) S(p−K 2 q) ≤ 0 where S is symmetric and invertible, the matrix M shown in (4) satisfies Assumption 1 and 2 if we choose
For the positive real nonlinearity p Sq ≥ 0 where S is symmetric and invertible, the matrix M shown in (5) satisfies Assumption 1 and 2 if we choose
N 1 and N 2 do not have to be the set of scalings of a matrix pair as in the examples above. For instance, for the nonlinearity whose Jacobian is confined within a polytope or a cone, N 1 that satisfies Assumption 1 (or N 2 that satisfies Assumption 2) is characterized via matrix inequalities (see Section 5 in [26] for more details). Furthermore, T 1 does not necessarily has to be chosen to be equal to T 2 .
Because T 1 in Assumption 1 and T 2 in Assumption 2 are invertible, the matrix Γ i1 (i = 1, 2) defined as
is also invertible by the matrix inversion lemma. Furthermore, we define the matrix Γ i2 (i = 1, 2) as
Now we are ready to present the first result of this section. The following theorem provides sufficient conditions for the design of matrices L 1 , L 2 in the observer (11) and matrices K 1 , K 2 in the controller (12) , when the δ-MM can be parameterized in a block diagonal manner. The proof of this theorem is given in the appendix. Theorem 1. Consider the system described by (1)- (2) . Suppose that there exist T 1 , N 1 such that Assumption 1 holds, and there exist T 2 , N 2 such that Assumption 2 holds with
∈ N 2 and the following (27)-(28) hold:
with
then the closed-loop system (15) is ISS w.r.t. w.
If α 1 is fixed, then (27) is a LMI in decision variables
Hence, the synthesis of the observer gains L 1 , L 2 and the controller gains K 1 , K 2 are decoupled, indicating a controller-observer separation.
Remark 3. The proof of Theorem 1 indicates that larger α 1 , α 2 result in a larger function γ(·) ∈ K ∞ in (8), which in turn indicate a faster convergence rate for the system (17). Line searches can be used to optimize α 1 , α 2 in (27)- (28) .
The convergence rate given in the proof of Theorem 1 can be improved by re-computing the ISS-Lyapunov function. Note that the closed-loop system satisfiesV ≤ −α 0 V + µ w 2 for an ISS-Lyapunov function V = z P z where P = P > 0 and α 0 , µ > 0 are given explicitly in the proof of Theorem 1. The matrix P can be re-computed via Proposition 2 such that V results in better performance guarantees, i.e., better convergence rate and smaller ultimate bound. Specifically, the matrix P does not need to be the diagonal matrix shown in (84); instead, after the matrix gains K 1 , K 2 , L 1 , L 2 are obtained, we can solve for P, α 0 , µ satisfying (20) and try to maximize α 0 and/or minimize µ.
B. Block Anti-Triangular Parameterization
In this subsection, we consider a block anti-triangular parameterization of the δ-MM for p. The following assumption on the parameterization of M is given first. Assumption 3. There exist a set N of matrix pairs (X, Y ) with X ∈ R nq×np , Y ∈ R np×np , and an invertible matrix
The following theorem provides sufficient conditions for the design of matrices L 1 , L 2 , K 1 , K 2 when the δ-MM M can be parameterized in a block anti-triangular manner. The proof of the theorem is given in the appendix.
Theorem 2. Consider the system described by (1)- (2) . Suppose that Assumption 3 holds for some T 1 , N 1 and T 2 , N 2 , respectively, where T 1 and T 2 are partitioned as in (21) and in (23), respectively, with T 14 , T 24 invertible. Suppose that there exist positive constants α 1 , α 2 , µ 1 , µ 2 and matrices
, X 1 is of full column rank and the following (40) , (41), (42) hold: (38) , and L 1 , K 2 are chosen as
where X † 1 is the pseudoinverse of X 1 , then the closed-loop system (15) is ISS w.r.t. w.
Note that (40) is a LMI in decision variables µ 1 , P 1 , R 1 , R 2 when α 1 is fixed, (41) is a LMI in decision variables µ 2 , P 2 , R 3 , R 4 when α 2 and X 2 are fixed, and (42) is a LMI in decision variables X 1 , Y 1 . Hence, we can fix α 1 , α 2 , X 2 and solve for (40)- (42) . As discussed in Remark 3, when L 1 , L 2 , K 1 , K 2 are obtained, a re-computation for P, α 0 , µ using Proposition 2 may result in better performance guarantees. It is also worth mentioning that Theorem 1 and Theorem 2 provide LMI-based sufficient conditions to render the closed-loop system globally exponentially stable if there is no disturbance (i.e., w ≡ 0 or E w = F w = 0).
C. Discussions
In Theorem 1, the condition M 24 < 0 is used to show the boundedness of ∆k / e . On one hand, it is clear that this condition is not always satisfiable. For instance, the nonlinearity p(q) = x|x| with q = x is a positive real nonlinearity that satisfies (
As shown in Remark 1, p can be expressed in the form of (2) with M = 0 1 1 0 whose sub-matrix M 24 does not satisfy the condition M 24 < 0. On the other hand, if p is globally Lipschitz with Lipschitz constant , then
e , implying the boundedness of ∆k / e . Hence, in such a case, the condition M 24 < 0 in Theorem 1 is no longer needed.
The following assumption shows a weaker condition than the globally Lipschitz.
for all x, ∆x that satisfy C q x ≥ g 2 ( ∆x ).
A useful condition, under which Assumption 4 can be verified, is the existence of two functionsĝ 1 ∈ K,ĝ 2 ∈ K, such that p(C q (x + ∆x)) − p(C q x) ≤ĝ 1 ( ∆x ) + g 2 ( ∆x ) C q x for all x, ∆x. Indeed, this inequality implies Assumption 4 with g 1 ( ∆x ) =ĝ 1 ( ∆x ) +ĝ 2 ( ∆x ) ∈ K and g 2 ( ∆x ) ≡ 1. For the nonlinearity p(q) = x|x| discussed above, it is easy to verify that it satisfies such an inequality, and therefore, Assumption 4.
Using Assumption 4, we can state the following corollary that shows the globally exponential stability of the closed-loop system, without the need for M 24 < 0. Corollary 1. Consider a system described by (1)- (2) where E w = F w = 0. Suppose that p satisfies Assumption 4, and all the conditions of Theorem 1 but (38) , then the feedback controller (12) with the observer (11) renders the closed-loop system (15) globally exponentially stable.
Corollary 1 can be proved by following the proof of Theorem 1 and using Corollary 10.3.3 of [51] . A similar argument can be also found in Theorem 2 of [12] for the certainty-equivalence feedback control implementation where a similar inequality as (47) was assumed.
Another way to eliminate the need for M 24 < 0 is to use a simpler form of the controller u. Specifically, suppose that the observer-based, feedback control u has the following form
where K 1 ∈ R nu×nx is a constant matrix to be designed. Then, with the controller (48), sufficient conditions without the condition M 24 < 0 can be given to render the closed-loop system ISS w.r.t. w, as shown in the following corollary.
Corollary 2. Consider a system described by (1)- (2) 
We also point out that the condition (42) in Theorem 2 is used to establish the boundedness of ∆k / e . Corollaries similar to Corollary 1 and Corollary 2 can be given without requiring (42) for the block anti-triangular parameterization.
IV. EVENT-TRIGGERED CONTROL DESIGN
In this section, we discuss adapting ETMs within the observer-based controller for two configurations that are shown in Figure 1 (b) and (c) . We consider the system described by (1)-(2) where the nonlinearity p is assumed to be globally Lipschitz, and provide conditions under which the plant with the event-triggered controller designed is globally ISpS w.r.t. the disturbance w. We point out that it is not hard to extend our results to incrementally quadratic nonlinearities that are Lipschitz on compact sets, such that the closed-loop system is ISpS w.r.t. the disturbance w in a semi-global sense (also refer to the discussions in [36] , [48] ). Furthermore, for certain incrementally quadratic nonlinearities that imply the global Lipschitzness (such as the sector bounded nonlinearity and the nonlinearities with Jacobians in polytopes [26] ), using their corresponding incremental matrix characterizations, instead of the matrix characterizations for global Lipschitzness, makes the associated LMIs in the design procedure less conservative, while benefiting from having the Lipschitz property needed for the upcoming ETM-related results to hold.
A. Configuration I: The Controller Is Implemented By ETM
In this subsection, we discuss the configuration shown in Figure 1 (b) where dynamics of the plant are described by (1)-(2), the observer is given in (11), the continuous-time feedback controller is given in (12) , and the ETM only has the information ofx, the state of the observer. We will assume that w ∞ ≤ ω 0 where ω 0 is an arbitrary positive number, in this subsection and the next subsection.
The feedback controller u(t) is implemented by an ETM such that it is only updated at some time instances t 1 , t 2 , ... where t k < t k+1 for any k ≥ 0. Define t 0 = 0 and the piecewise constant signalx s aŝ
Then the input u(t) is given by
where K 1 , K 2 are matrices to be designed. That is, the input u(t) has the same form as that in (13), but it is updated at triggering time instances t = t k . The triggering times t 1 , t 2 , . . . are determined by the following type of triggering rule:
wherex e is defined asx e (t) =x s (t) −x(t) and τ, σ, are all positive numbers to be specified. The time-updating rule (51) guarantees that the inter-execution times {t k+1 −t k } are lower bounded by the built-in positive constant τ , which means that Zeno phenomenon (i.e., infinite executions happen in a finite amount of time) will not occur [36] .
The closed-loop system that combines the system (1)-(2) and the event-triggered controller (50) with the observer (11) is expressed compactly aṡ
where δp, δq are given in (16), A c is given in (18), H 1 , H 2 , H 3 , H 4 are given in (19) , and
The following theorem is the first result of this subsection, which shows conditions for the closed-loop system in Figure  1 (b) to be ISpS w.r.t. w, for any initial condition x(0),x(0). The proof of the theorem is given in the appendix. Theorem 3. Consider the configuration shown in Figure 1 (b) where the plant is described by (1)-(2) and w ∞ ≤ ω 0 with ω 0 an arbitrary positive number. Suppose that p is globally Lipschitz continuous and there exist positive numbers α 0 > 0, µ > 0, and matrices P > 0, K 1 , K 2 , L 1 , L 2 such that the closed-loop system (17) with the controller (12) and the observer (11) satisfiesV ≤ −α 0 V +µ w 2 where V = z P z. Then, τ, σ, in (51) can be chosen such that the closed-loop system (52) is ISpS w.r.t. w.
When the output y has no measurement noise, i.e., F w in (1) is F w = 0, the following theorem provides more relaxed conditions, which requires (17) satisfyV ≤ −α 0 V when w ≡ 0, than Theorem 3, which requires (17) satisfyV ≤ −α 0 V + µ w 2 , for the closed-loop system (52) to be ISpS w.r.t w. The proof of the theorem is given in the appendix. Figure 1 (b) where the plant is described by (1)-(2) with F w = 0 and w ∞ ≤ ω 0 with ω 0 an arbitrary positive number. Suppose that p is globally Lipschitz continuous and there exist constants α 0 > 0, µ > 0, and matrices P > 0, K 1 , K 2 , L 1 , L 2 such that the closed-loop system (17) with the controller (12) and the observer (11) satisfiesV ≤ −α 0 V when w ≡ 0 where V = z P z. Then, τ, σ, in (51) can be chosen such that the closed-loop system (52) is ISpS w.r.t. w.
Theorem 4. Consider the configuration shown in
In the proofs of Theorem 3 and Theorem 4, the equations for τ are given explicitly, but any τ ∈ (0, τ ] also makes the proofs valid. The parameter σ can be chosen in an interval, but there is a trade-off in choosing σ: a larger σ makes the triggering condition relatively harder to satisfy, and therefore, increases the inter-execution times, while a smaller σ reduces the ultimate bound of the state. The parameter can be chosen arbitrarily, but there is also a trade-off in choosing : firstly, the value of d in the inequality (8) or (10) increases as increases, meaning that the ultimate bound for x increases as increases; secondly, the explicit equation of τ depends on , with τ decreasing to 0 when approaches 0; thirdly, smaller makes the triggering condition easier to satisfy, and therefore, reduces the inter-execution times. Hence, parameters τ, σ, in the triggering condition should be chosen appropriately to balance the execution times and the performance.
Sufficient conditions to satisfyV ≤ −α 0 V + µ w 2 in Theorem 3 orV ≤ −α 0 V in Theorem 4 are given by Theorem 1 and Theorem 2. Therefore, those theorems together provide a way to design the observer-based controller and the triggering rule simultaneously for the configuration shown in Figure 1 (b). We also point out that because p is assumed to be globally Lipschitz in Theorem 3 and Theorem 4, the condition M 24 < 0 in Theorem 1 or the LMI (42) in Theorem 2 is not needed, as discussed in Subsection III-C.
The triggering rule given in (51) only depends on the local informationx andx e , which are available from the observer designed. The triggering rule of the form (51) is termed the "mixed ETM" in the literature, which distinguishes itself with the so-called "relative ETM" and "absolute ETM" in the choice of σ and : σ and in the mixed ETM are all strictly positive, σ, in the relative ETM are chosen to be σ > 0, = 0, while σ, in the absolute ETM are chosen to be σ = 0, > 0 [45] , [48] . It was shown that when external disturbances exist, Zeno phenomenon may occur if the relative or the absolute ETM is used [47] , [48] .
B. Configuration II: The Controller and Output Are Both Implemented By ETMs
In this subsection, we discuss the configuration shown in Figure 1 (c) where the ETM for the output is triggered by the information of y and the ETM for the input is triggered by the information ofx, in an asynchronous manner.
Consider a system described by (1)- (2) . The observer in the configuration of Figure 1 (c) only has a sampled information y s (t) of the output y(t) where y s (t) is updated at time instances t 
where y e (t) = y s (t) − y(t) and τ y , σ y , y are all positive numbers to be specified.
With the sampled information y s (t), the observer now has the following form:
where L 1 , L 2 are matrices to be designed.
The observer-based feedback controller u(t) has the form shown in (50) wherex s (t) is updated at time instances t
Here, t 
wherex e (t) =x(t k ) −x(t) and τ u , σ u , u are all positive numbers to be specified. Note that the information ofx and x e are available from the observer designed.
The time-updating rule (56) (resp. (59)) provides a builtin positive lower bound τ y (resp. τ u ) for the inter-execution times {t
, implying that Zeno phenomenon will not occur. Although there is no bound guarantee on the inter-execution times between t y k and t u k , this will not cause a problem since these two ETMs are implemented separately.
Since y e (t) = y s (t) − y(t), the closed-loop system that combines the system (1)-(2) and the event-triggered controller (50) with the observer (57) is expressed compactly aṡ z = A c z+H 1 p+H 2 δp+H 3 δp+H 4 w+H 5xe +H 6 y e (60) where A c , H 1 , H 2 , H 3 , H 4 , H 5 are given in (18) , (19) , (54), respectively, δp is given in (53),
The following theorem provides conditions for the closedloop system in Figure 1 (c) to be ISpS w.r.t. w for any initial condition x(0),x(0). The proof of the theorem is given in the appendix. Figure 1 (c) where the plant is described by (1)-(2) with D = 0 and w ∞ ≤ ω 0 with ω 0 an arbitrary positive number. Suppose that p is globally Lipschitz continuous and there exist constants α 0 > 0, µ > 0, and matrices P > 0, K 1 , K 2 , L 1 , L 2 such that the closed-loop system (17) with the controller (12) and the observer (11) satisfiesV ≤ −α 0 V +µ w 2 where V = z P z. Then, τ y , σ y , y in (56) and τ u , σ u , u in (59) can be chosen such that the closed-loop system (60) is ISpS w.r.t. w.
Theorem 5. Consider the configuration shown in
The equations for τ u , τ y are given explicitly in the proof of Theorem 5, while σ u , σ y can be chosen in two given intervals, respectively, and u , y can be chosen arbitrarily. Similar to the discussion in the last subsection, there are also several tradeoffs among those parameters (e.g., smaller u , y reduces the ultimate bounds but also decreases the inter-execution times).
The following theorem provides less restrictive conditions than Theorem 5 for the closed-loop system (60) to be ISpS w.r.t. w when F w = 0 (i.e., the output has no measurement noise). The sketch of the proof is given in the appendix. Theorem 6. Consider the configuration shown in Figure 1 (c) where the plant is described by (1)- (2) with D = 0, F w = 0, and w ∞ ≤ ω 0 with ω 0 an arbitrary positive number. Suppose that p is globally Lipschitz continuous and there exist constants α 0 > 0, µ > 0, and matrices P > 0,
such that the closed-loop system with the controller (12) and the observer (11) satisfiesV ≤ −α 0 V when w ≡ 0. Then, τ y , σ y , y in (56) and τ u , σ u , u in (59) can be chosen such that the closed-loop system (60) is ISpS w.r.t. w.
Theorem 1 (or Theorem 2) together with Theorem 5 (or Theorem 6) provide us a way to design the observer-based controller and the triggering rules simultaneously for the configuration shown in Figure 1 (c) . Discussions at the end of the preceding subsection also apply for this configuration.
V. SIMULATION EXAMPLE
In this section, we use a single-link robot arm example and the configuration of Figure 1 (c) to illustrate the theoretical results developed above.
Dynamics of the single-link robot arm are expressed as [47] :
where x = (x 1 , x 2 ) is the state representing the angle and the rotational velocity, u is the input representing the torque, and w is the external disturbance. The system can be written in the form of (1) with (27)- (28) are feasible, from which we can obtain the matrix gains
The observer is given in (57) with L 1 , L 2 above, and the controller is given in (50) with K 1 , K 2 above. We then let α 0 = 0.25, w 0 = 0.02 and recompute P via (20) with the objective to be minimizing the condition number of P . With = 0.8, a 1 = a 2 = 0.5, u = y = 0.005, we can calculate that σ y = 0.0017, σ u = 0.0023, and τ u ≥ 1.07 × 10 −4 s, τ u ≥ 7.68 × 10 −5 s. In the simulations, we suppose that the disturbance w is uniformly generated from Figure 3 show trajectories of the state x and the estimation error e, respectively. Both x and e eventually enter a small neighborhood of the origin as expected. Figure 4 shows the inter-execution times {t y k+1 −t y k } in the output ETM (56), and Figure 5 shows the inter-execution times {t u k+1 −t u k } in the controller ETM (59). Figure 6 shows the trajectory of the piecewise constant input u(t) that is fed into the plant. It is readily seen that the control input u(t) updates its values at each sampling time t = t avg , τ [3, 20] min , τ [3, 20] avg for the output ETM and the controller ETM are summarized in Table  I . We notice that after 3 seconds, the controller input is updated about every 0.36 seconds on average, and the plant output is updated about every 1.09 seconds on average, which shows the effectiveness of our control design. 
VI. CONCLUSION
We studied the observer-based, robust stabilizing controller design for a class of nonlinear control systems that are affected by disturbances and have nonlinearities satisfying incrementally quadratic constraints. We proposed LMI-based sufficient conditions to the simultaneous design of the observer and the controller in the continuous-time domain for two parameterizations of the δ-MM. Based on that, we investigated ETMs within the observer-based controller setting for two configurations. Conditions for the event-triggered controller design are constructive where the triggering rules are given explicitly, based on which the Zeno behavior can be excluded. The simulation example showed the effectiveness of the controller design and the triggering rule design proposed. In future work, we aim to optimize the parameters in the triggering conditions in order to optimize the bounds for the interexecution times. Furthermore, we will investigate the periodic event-triggered control and self-triggered controller for the incrementally quadratic nonlinear control systems. APPENDIX Proof of Proposition 2. Since p satisfies (2), the δ-
is given in (14) , and
Define ξ = (x , e , p , δp , ∆p , w ) . Then, it is clear
post-multiplying (20) with ξ and ξ, respectively. Since
Define a positive definite function V (z) = z P z. Then, it is easy to check thatV + α 0 V − µw w is equal to the left hand side of (62) whereV is the derivative of V along the trajectories of (17) . Therefore, V is an ISS-Lyapunov function sinceV ≤ −α 0 V + µ w 2 . The conclusion follows by Proposition 1.
2 Proof of Theorem 1. The proof proceeds in five steps. 1) Firstly, we derive the dynamics of the system under transformations of variables q and p via T 1 and T 2 . Since M 1 (resp. M 2 ) satisfies Assumption 1 (resp. Assumption 2) with an invertible matrix T 1 (resp. T 2 ), we introduce variable transformations from (q, p) to (q i ,p i ) as follows:
Sincep i = T i3 q + T i4 p and T i4 is invertible, we have p = T −1
for i = 1, 2, where Γ i1 , Γ i2 are given in (25) , (26) . Note that Γ i1 is invertible since T i is invertible.
whereÃ 2 is given in (36),Ẽ 2 is given in (37),
Substituting p = T
Substituting (69) into (15), we havė
whereÃ 1 is given in (36),Ẽ 1 is given in (37), andL 2 is defined asL
Equations (65) and (71) are the dynamics of the closedloop system after transformations of variables via T 1 and T 2 , respectively.
2) Secondly, we show the observer design by (27) . From (38) we have R 1 = P 1L2 whereL 2 is given in (72), and from (38) we have (34) and applying Schur's complement to (27) , we have
Define ξ 1 = (e , δp 1 , w ) . Pre-and post-multiplying the inequality (73) by ξ 1 and ξ 1 , respectively, we have
From (64), it is clear that δq
Define V 1 (e) = e P 1 e. Then the derivative of V 1 along the trajectory of (71) satisfiesV 1 = 2e P 1 [(Ã+L 2C )e−Ẽ 1 δp 1 + (E w +L 2 F w )w] ≤ −α 1 e P 1 e + µ 1 w 2 .
3) We now prove that ∆k / e is bounded where ∆k is given in (67). Since M 24 = T 22 X −1
2 T 24 < 0 and T 24 is invertible, we have
Recall that ∆q = −C q e in (61) and define ∆q :=q 2 (C qx )− q 2 (C q x). Then, ∆q = −Γ 21 C q e + Γ 22 ∆p where ∆p is given in (68). Define ζ = (e , ∆p ) . Therefore,
where the last equality is from (24) in Assumption 2.
Hence, e C q Γ 21 X −1
2 )∆p ≥ 0. From (75), the inequality above implies that κ 1 e 2 +κ 2 e ∆p −κ 3 ∆p 2 ≥ 0 where
for all x, e, whereκ = K 1 + K 2 κ > 0, which bounds ∆k / e . 4) Next, we establish the controller design by using (28) . From (38) we have R 3 =K 1 P 2 and R 4 =K 2 Y 2 wherẽ K 1 ,K 2 are given in (66). Plugging R 3 , R 4 into (31), we have Ψ 0 = (Ã 2 +BK 1 )P 2 +P 2 (Ã 2 +BK 1 ) +α 2 P 2 , and the (1, 2) entry of Ψ to be (Ẽ 2 + BK 2 )Y 2 . Pre-and post-multiplying the inequality (28) by the matrix diag(I n , Y −1 2 , I nw , I nq ), and then applying Schur's complement, we havẽ
and ψ 1 = (Γ 21 C q P 2 , Γ 22 , 0 nq×nw ), Ψ 0 is shown above, ϕ is given in (34) . Let P 3 = P −1 2
and pre-and post-multiply the inequality (77) by diag(P 3 , I np , I nw ) and its transpose, respectively. This results in
Define ξ 2 = (x ,p 2 , w ) . Pre-and post-multiplying the inequality (78) by ξ 2 and ξ 2 , respectively, we have
By (24) and (63), we have
Let V 2 (x) = x P 3 x. Then the derivative of V 2 along the trajectory of (65) satisfiesV 2 
Recalling (76), we haveV 2 ≤ −α 2 x P 3 x + µ 2 w 2 + θ x e where θ = 2 P 3 B κ.
5) Finally, we prove that the closed-loop system expressed by (65) and (71) is ISS with respect to w. Choose two constants c 1 , c 2 as
where θ is given in (83). Then, it is easy to check that the matrix P 0 := P 0 θ/2 θ/2P 0 is negative semi-definite wherẽ
). Define a matrix P as
Clearly, P is positive definite. We can verify that the candidate Lyapunov function V (x, e) := z P z satisfies V (x, e) = β 0 V 1 (e) + V 2 (x), and its derivative along the trajectory of (65) and (71) satisfieṡ
Therefore, the closed-loop system (65) and (71), or equivalently (15), satisfies (8) with K ∞ functions γ( (x, e) ) = −α 0 λ m (P ) (x, e) 2 and χ( w ) = (µ 1 β 0 + µ 2 ) w 2 . This completes the proof.
2 Proof of Theorem 2. As shown in (65) and (71), dynamics of the closed-loop system under transformations can be described aṡ
whereÃ 1 ,Ã 2 are given in (36),Ẽ 1 ,Ẽ 2 are given in (37), K 1 ,K 2 are given in (66), ∆k is given in (67), δp 1 is given in (70),p 2 is given in (63), andL 2 is given in (72).
From (46), we have R 1 = P 1L2 and R 2 = X 1 Γ 11 L 1 . We claim that (40) is equivalent to
and (41) is equivalent to
Indeed, Q 1 can be written as Q 1 = Υ 1 +Υ 2 where Υ 1 is given in (45) and
It is easy to verify that Υ 2 =M 1Υ2 andΥ 2M1Υ2 = 0. Therefore,
Similarly, Q 2 can be written as Q 2 = Υ 3 +Υ 4 where Υ 3 is given in (45) and
It is easy to verify that
Hence, our claim is proved.
Plugging R 1 into Φ 0 and Φ, we have and the (1, 3) entry of Φ is P 1 (E w +L 2 F w ). Define ξ 1 = (e , δp 1 , w ) . Pre-and postmultiplying (85) by ξ 1 and ξ 1 , respectively, we have ξ 1 Φξ 1 +
Define V 1 (e) = e P 1 e. Then, we haveV 1 ≤ −α 1 e P 1 e + µ 1 w 2 .
Define ∆q = C qx − C q x and ∆q :=q 1 (C qx ) −q 1 (C q x). Then, ∆q = −C q e and ∆q = −Γ 11 C q e+Γ 12 ∆p where ∆p = p 1 (C qx ) −p 1 (C q x). Define ζ = (e , ∆p ) . Therefore,
where the last equality is from Assumption 3. Hence,
From (42), the inequality above implies that κ 1 e ∆p − κ 2 ∆p 2 ≥ 0, where κ 1 = 2 C q Γ 11 X 1 and
for all x, e, whereκ = K 1 + K 2 κ 1 /κ 2 ≥ 0.
From (38) we have R 3 =K 1 P 2 and R 4 =K 2 where
we have Ψ 0 = (Ã 2 +BK 1 )P 2 +P 2 (Ã 2 +BK 1 ) +α 2 P 2 , and the (1, 2) entry of Ψ isẼ 2 + BK 2 . Let P 3 = P −1 2
and preand post-multiply (86) by diag(P 3 , I np , I nw ) and its transpose, respectively. This results in
where Q 3 = Γ 21 C q Γ 22 0 nq×nw 0 np×nx I np 0 np×nw andΨ is given in (79) withΨ 0 given in (80). Define ξ 2 = (x ,p 2 , w ) . Pre-and post-multiplying (88) by ξ 2 and ξ 2 , respectively, we have
Recalling (87), we haveV 2 ≤ −α 2 x P 3 x + µ 2 w 2 + θ x e where θ = 2 P 3 B κ. The rest of the proof proceeds as that given in part v) of the proof of Theorem 1.
2
Proof of Theorem 3. Since the derivative of V along the trajectory of the closed-loop system (17) satisfiesV ≤ −α 0 V + µ w 2 , the derivative of V along the trajectory of the closed-loop system (52) 
Since p is assumed to be globally Lipschitz continuous, there exists a constant > 0 such that p(r) − p(s) ≤ r − s for any r, s ∈ R n . Hence, δp−∆p = p(C qxs )−p(C qx ) ≤ C q (x s −x) ≤ C q x e . Then, we havė
where is a constant satisfying 0 < < 1, and
Choose σ > 0 in (51) as
For any x, e, we have z = x 2 + x −x 2 = x 2 + 2 x 2 − 2x x ≥ x / √ 2, meaning that x ≤ √ 2 z . Therefore, the condition
implies
which is equivalent to the inequality 2s x e − α 0 λ m (P ) z ≤ 2s .
Choose a constant c such that 0 < c < (1 − )α 0 λ m (P ).
Then, as long as (92) holds, from (89) we havė
Recalling that p(0) = 0 and is the Lipschitz constant of p, we have p ≤ C q x , δp ≤ δq ≤ ( C q + L 1 C e + L 1 F w w ), and δp ≤ C q ( x e + e ). Therefore, from (52) we have
Note that the second inequality above follows from Cauchy's inequality
Then for any h > 0,
and hence
and therefore |D + z(t) | ≤ ż(t) . When z(t) = 0,
Thus, in all cases |D + z(t) | ≤ ż(t) . Similarly, |D + x e (t) | ≤ ẋ e (t) . Dropping the argument t, it now follows from (95) that
and the following facts are used to derive the last inequality:
Since v(t k ) = 0, it now follows from the comparison lemma that v(t) ≤ φ(t − t k ) where φ is the solution of the following ODE with φ(0) = 0:
Let τ > 0 in (51) be the solution of the equation φ(τ ) = 1. Then the time it takes for v to evolve from 0 to 1 is lower bounded by τ . Therefore, (92) holds during the time interval
holds during the interval [t k .t k+1 ) as shown above; if t k+1 > t k + τ , then, during the interval [t k + τ, t k+1 ), condition (91) holds, which implies that (92) holds. Therefore, (92) holds during any interval [t k , t k+1 ) for any k ≥ 0, i.e., it holds for any t ≥ 0. Since satisfaction of (92) implies the inequality (93), we conclude that the function V is an ISpS-Lyapunov function since it satisfies (8) for any t ≥ 0 with
The conclusion follows by Proposition 1. 2 Proof of Theorem 4. The closed-loop system that combines the system (1)-(2) and the continuous-time controller (12) when E w = F w = 0 can be expressed aṡ
Since the derivative of V along the trajectory of the closedloop system (99) satisfiesV ≤ −α 0 V , the derivative of V along the trajectory of the closed-loop system (52) satisfieṡ
where s = P H 5 + P H 3 C q as defined in (90), is a constant satisfying 0 < < 1. Choose σ in (51) as
Since x ≤ √ 2 z as shown in the proof of Theorem 3, the condition x e ≤ σ x + given in (91) implies the condition x e ≤ √ 2σ z + given in (92). If (92) holds and
we have
Furthermore, as long as (103) holds, the following inequality holds by (100):V ≤ −(1 − )α 0 λ m (P ) z 2 .
Using the same argument as in the proof of Theorem 3, we can show that (96) holds with the same η 1 , η 2 , η 3 , η 4 given in (94)-(97) and σ given in (101). Let τ be the solution of the equation φ(τ, 0) = 1 where φ(t, 0) satisfies the ODE shown in (98). Then, the time it takes for x e to evolve from 0 to √ 2σ z + is lower bounded by τ . Furthermore, condition (92) holds during any interval [t k , t k+1 ) for any k ≥ 0, i.e., it holds for any t ≥ 0. Then, it follows that (104) holds as long as (102) holds. Thus, the function V is an ISpS-Lyapunov function since it satisfies (9) for any t ≥ 0 with γ( z ) = (1 − )α 0 λ m (P ) z 2 , χ( w ) = 
is a constant satisfying 0 < < 1, is the Lipschitz constant of p. The following facts are used in the third inequality above: δp − δp ≤ δq − δq ≤ L 1 y e , δp − ∆p ≤ C q x e . Let a 1 , a 2 be two constants satisfying 0 < a 1 , a 2 < 1 and a 1 + a 2 = 1. As z ≥ x / √ 2 and z ≥ x ≥ y / C , we have
From (105) and (107) 
Choose σ y in (51) and σ u in (56) as follows:
The condition x e ≤ σ u x + u implies
and the condition y e ≤ σ y y + y implies y e ≤ σ y C z + y .
As long as (110) and (111) 
where 0 = 2(s 1 u + s 2 y ), and c is a constant satisfying 0 < c < (1 − )α 0 λ m (P ).
Since p ≤ C q x , δp ≤ C q ( x e + e ), and δp ≤ ( C q + L 1 C e + L 1 F w w + L 1 y e ), from (60) we have ż ≤ η 1 z + η 2 x e + η 3 w + η 4 y e where η 1 , η 2 , η 3 are given in (94), and η 4 = H 2 L 1 + H 6 .
Similar to the argument in the proof of Theorem 3, it is not hard to show the following inequality hold when x e = 0 and z = 0: When x e = 0 or z = 0, the upper right-hand derivative of xe √ 2σu z + u can be calculated similar to the proof of Theorem 3, which can still be captured by the inequality above.
Since ẏ e = ẏ ≤ C ẋ ≤ C ż , we can show the following inequality holds similar to the derivation above: σy C }, and the discussion on using the upper right-hand derivative is omitted since it can be done similar to the proof of Theorem 3.
Let τ u > 0 be the solution of φ 1 (τ u , 0) = 1 where φ 1 (t, x 0 ) is the solution of the following ODE with initial state x 0 :φ 1 = √ 2(1 + σ u φ 1 )(η 5 + η 2 φ 1 + d 1 η 4 ). Let τ y > 0 be the solution of φ 2 (τ y , 0) = 1 where φ 2 (t, x 0 ) is the solution of the following ODE with the initial state x 0 :φ 2 = C (1 + σ y φ 2 )(η 6 + η 4 φ 2 + d 2 η 2 ). Then it is not hard to show that the time it takes for x e (resp. y e ) to evolve from 0 to √ 2σ u z + u (resp. σ y C z + y ) is lower bounded by τ u (resp. τ y ), which implies that (110) holds during [t (1)- (2) and the continuoustime controller (12) when E w = F w = 0 can be expressed asż = A c z + H 1 p + H 2 δp + H 3 ∆p where δp is given in (16) , and ∆p is given in (14) . Since the derivative of V along the trajectory of the closed-loop system (99) satisfieṡ V ≤ −α 0 V when E w = F w = 0, then the derivative of V along the trajectory of the closed-loop system (60) satisfieṡ V ≤ −α 0 V + 2z P H 2 (δp − δp) + H 3 (δp − ∆p) + H 4 w + H 5xe + H 6 y e ≤ −(1 − )α 0 λ m (P ) z 2 + z 2s 1 x e + 2s 2 y e + 2 P H 5 w − α 0 λ m (P ) z where satisfies 0 < < 1, s 1 , s 2 are given in (106). Then, following the proof of Theorem 4 and Theorem 5, it can be shown that V is an ISpS-Lyapunov function that satisfies (9) for any t ≥ 0. The details are omitted here due to the space limitation. The conclusion can be obtained by Proposition 1. 2
