Abstract-Quantum phase estimation (QPE) is one of the most important quantum algorithms which is used as a subroutine for other important quantum algorithms like Shor's factoring algorithm, simulation of quantum systems, quantum counting and QFT on arbitrary p Z . In this paper we develop the theoretical framework for the multivalued quantum logic version of the QPE algorithm using d valued qudits and show a quantum circuit to implement QPE with a complexity of ( log ) O n n single qudit operations. The multivalued QPE algorithm, when compared to the binary quantum logic version, turns out to be more robust and leads to a significant decrease in the number of qudits required along with drastic improvement in the precision and success probability. We derive the requirements to amplify the probability of success to a value very close to 1 (for a given precision), thereby generalizing the previously obtained result in the binary case. Also, we note that the failure probability of QPE algorithm decreases exponentially as d increases.
I. INTRODUCTION
It has been demonstrated that quantum computers can provide dramatic speedup for solving certain problems when compared to the present day classical computers [1] . Every year, remarkable progress is being made in the physical implementation of quantum computers using various kinds of quantum systems and technologies [2] . Scientists envisage that large scale quantum computers with hundreds of qubits can be used to perform meaningful real world computations like simulating highly complex quantum systems [3] , performing the factorization of very large numbers using Shor's algorithm [4] or searching large databases using Grover's algorithm [1] .
The most commonly used version of quantum computing uses qubits i.e. two level quantum systems with basis states 0 , 1 . The counterpart of a qubit in multivalued logic is qudit [5] , a d level quantum system with basis states 0 , 1 ....
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Apart from the reduction in the size of quantum registers required for storing data by a factor of 2 log d due to enlargement of the Hilbert space, multivalued Quantum logic leads to improved fault tolerant quantum computation [6] We now briefly discuss the prior work done in the field of multivalued quantum logic (MVQL) which is relevant to this paper. A description of the basic MVQL gates and their implementation using ion-traps has been proposed in [5] . Some implementations using other quantum systems include charge position states in quantum dots [7] , rotational and vibrational states of a diatomic molecule [8] , using spin systems and harmonic oscillators [9] .
General methods to synthesize MVQL gates using unitary matrix decomposition techniques have been discussed in [5, 10, 11, 12] . The issue of exact universal quantum computation using qudits is considered in [11, 12] . The issue of developing optimal quantum circuits using qudits is considered in [12] , which proves that any arbitrary n qudit unitary operator can be implemented using
two-qudit gates, thereby generalizing the result developed for the case of binary quantum logic (i.e.
()
n Θ two qubit gates [13] ) . Coming to multi-valued quantum algorithms, for example, the MVQL versions of Deutsch-Jozsa and Grover's algorithms was developed in [14] .The generalization of the QFT to MVL along with its implementation using ion-traps is discussed in [15] . A quantum circuit for the multivalued QFT and a generalization of the approximate QFT using MVQL leading to improved approximation properties and tighter error bounds is presented in [16] .
In this paper, we develop the MVQL version of the quantum phase estimation (QPE) algorithm. The QPE algorithm [1, 18] is an important subroutine in many other quantum algorithms like Shor's factoring, simulation of quantum systems, quantum counting and QFT on arbitrary p Z .
QPE is a major step in the order finding algorithm [18] (and thus Shor's factoring algorithm [4, 18] ). QPE is also used as a subroutine for simulating quantum systems on a quantum computer. The Abrams and Lloyd Algorithm [3] demonstrates how the QPE can be used to estimate (exponentially faster compared to classical techniques) the eigenvalues and eigenvectors of a Hamiltonian operator of a quantum system. As an example, a quantum computer simulator which uses the QPE algorithm has been used to calculate the molecular ground-state energies [19] and to obtain the energy spectrum of molecular systems [20] . Thirdly, using the QPE as one of the steps, the QFT over 2 n Z has been generalized to obtain the QFT over an arbitrary p Z [21] . Lastly, quantum counting (which is essentially QPE) is applied to count the number of solutions of a Grover search problem and hence has application in the solution of NP complete problems (cast as search problems). In this regard, a MVQL version of the QPE algorithm will be useful to develop MVQL versions of other important quantum algorithms. The organization of the paper is as follows: In section II, based on the existing literature, we introduce the basics of the QFT. From section III onwards, we present our original work which is the MVQL version of the QPE algorithm and in section IV we analyse the performance requirements for QPE and provide a comparison of the performance of the QPE algorithm for different d valued systems and conclude the paper in section V.
II. QUANTUM FOURIER TRANSFORM Quantum Fourier transform (QFT) is one of the very important building blocks of the QPE algorithm. In this section, we present the definition of the generalized multivalued logic QFT and the tensor product notation which is useful to develop a highly optimal quantum circuit for QFT and QPE.
A. Definition of QFT
A d-valued QFT [15, 16] on n qudits is a unitary transformation defined as follows:
By substituting d=2 in the above equation, we get the familiar two-valued logic QFT.
B. Tensor Product Notation
The key insight which helps us to derive an efficient circuit for the QFT (and also for the QPE algorithm) is the tensor product notation. Let the d valued logic representation of k be
More formally, we have
On a quantum computer, the above information is represented as state vector in Hilbert space given by 
The above result can be obtained by substituting (2) in the definition of QFT given in (1) and further simplifying we get
in (3), we observe the effect of the QFT on each qudit l j
Thus from (4), the tensor product notation of the QFT indicates that the QFT on n qudits j , can be decomposed to single qudit rotation operations on each of the individual qudits l j . A detailed description of the quantum circuit to implement the QFT on n qudits using 2 ( ) n Θ controlled rotation gates is given in [1, 18, 16] . A highly optimized approximate QFT for binary quantum logic using ( log ) n n Θ elementary gates is developed in [17] . It has been shown in [16] that QFT using qudits not only has better approximation properties where the error magnitude (caused by eliminating controlled phase shift gates implementing very small rotations) decreases exponentially with d but also achieves tighter error bounds compared to the binary case QFT [17] .
III. QPE ALGORITHM USING QUDITS

A. Definition
Let u be the eigenstate of a unitary operator U (which can be binary or multivalued quantum logic operator) with an ϕ . The QPE algorithm found in the literature [1, 18] uses qubits. In this paper, we present our generalization of the QPE algorithm using qudits, which is the original contribution of this paper.
B. Generalization of the QPE algorithm using MVQL
In Fig. 1 , the overall schematic of the QPE using qudits is depicted. We present the QPE algorithm using qudits in steps 1-4 below:
(1) Let 0 t be the tensor product of t qudits each in the state 0 . We first define the action of the d valued logic
Chrestenson gate [16] (denoted by CH) on single qudit x as follows:
We start with the state 0 t u and apply Chrestenson gates on the 0 t qudit register as shown in 
Based on the definition of QFT given in (1), if we now apply the MVQL inverse Quantum Fourier transform, we get
(4) We now make a measurement on the first qubit register to obtain the estimate of the phase u ϕ . 
C. Quantum circuit for the multivalued QPE algorithm
The major sub-blocks of the quantum circuit for the QPE are QFT and the controlled j U operator. As discussed in section II, an efficient quantum circuit for the multivalued logic QFT has already been developed in [16] . We now focus our discussion on developing the MVQL version of the 
In general, the unitary matrix of such a controlled unitary operator is a block diagonal matrix [13, 10, 12] . Thus, the unitary matrix of the controlled operator k d U is defined as, (1 ) (2 ) ( ( 2) ) ( ( 1) ) , , ,..., ,
The working of k d U can be viewed as a 'quantum multiplexor' [13, 10, 12] . To understand its working, let us suppose 
The tensor product in the RHS of the above equation when compared with tensor product notation of QFT in equation (3) turns out to be equivalent and noting that
By applying an IQFT we get the estimate of the phase u
Thus, we have proved that quantum circuit in Fig. 2 implements the MVQL version of the j U operator used in the QPE algorithm. It must be noted that in the above analysis, if d=2 we get the quantum circuit for the special case of binary logic QPE.
D. Circuit complexity of the QPE algorithm
It is generally assumed that j U gates are available as black boxes (or oracles) and the cost of implementing j U is not taken into consideration [1, 18] . Thus the complexity of the QPE algorithm is considered to be same as that of implementing QFT. The circuit complexity of the inverse QFT is ( log ) n n Θ in both binary and multivalued logic [16, 17] . However, in most practical applications, it turns out that j U is the most expensive operator and will dominate the complexity of the QPE algorithm. The higher order matrices of U i.e. j U should not be implemented by applying U, j times but will have to be synthesized as a single unitary operator. To synthesize arbitrary unitary operators for binary logic, quantum circuit synthesis techniques given in [12, 13] will be useful in this regard. To synthesize arbitrary (or hybrid) qudit operators, quantum circuit synthesis techniques given in to [10, 12] will be very useful. If only one copy of U is available or if implementing higher order j U is prohibitively expensive, then iterative phase estimation techniques described in [22] are generally used.
IV. PERFORMANCE AND REQUIREMENTS
A. Success probability of the QPE algorithm
We wish to show that the lower bound for the success probability of the QPE is 2 8 π = 0.815 (i.e. 81.5%) and discuss how to amplify the success probability to 1 ε − ( 1 ε ). In the QPE algorithm, by observing (9) we notice that if the phase is an exact d-ary fraction i.e. 
After measurement, the probability of obtaining an l,
Now we shall show the lower bound for the performance of the QPE algorithm. Using the mathematical arguments described in [18] for binary QPE, it is not hard to show that in the case of multivalued QPE, we get ( )
Thus, from the above argument, the probability that the QPE algorithm returns one of l, l+1 such that 
An upper bound for the success probability of the QPE can be found by finding a lower bound for the failure probability of the QPE algorithm. More formally, let l be the value obtained as the final result after running the QPE algorithm and making a measurement. Then, let the probability of obtaining a value l after measurement such that l b e − > be denoted by ( ) p l b e − > , where e is a positive integer which represents our tolerance to the error in the estimation of the phase. Thus, ( ) p l b e ε − > = represents the failure probability of the QPE algorithm. Then, using equation (12) and following the analysis in [18] or page 223-224 of [1] for the case of binary QPE and generalizing it to the case of d valued logic, it is not hard to show that
We now consider a more quantitative analysis of the performance of the QPE algorithm to attain the requirements for practical problems like calculation of energy spectrum of molecular systems [20] (where 24 qubits were required to obtain a precision of up to 5 decimal digits). More formally, if D be the precision in terms of number of decimal digits then equation (16) becomes 1 log 10 log 2 2
As an example, in the Fig. 4 , we show the number of qudits t required, to obtain a precision up to 5 decimal digits ( ) and with a success probability of 98% ( ε =0.02). From the graph in Fig. 4 , we observe a significant
