Maximum likelihood estimates (MLE) of regression parameters in the generalized linear models (GLM) are biased and their bias is non negligible when sample size is small. This study focuses on the GLM with binary data with multiple observations on response for each predictor value when sample size is small. The performance of the estimation methods in Cordeiro and McCullagh (1991), Firth (1993) and Pardo et al. (2005) are compared for GLM with binary data using an extensive Monte Carlo simulation study. Performance of these methods for three real data sets is also compared.
Introduction
Generalized linear models (GLM) are frequently used to model small to medium size data. In case of binomial distributed response, logistic regression finds application to model the relationship between response and predictors. Maximum likelihood estimation (MLE) is usually used to fit a logistic regression model. It is well known that under certain regularity conditions, MLE of regression coefficients are consistent and asymptotically normal. However, for finite sample sizes, MLE tend to overestimate with an absolute bias that tends to increase with the magnitude of the parameter and with the ratio of the number of parameters to the number of observations. The bias in MLE decreases with the sample size and goes to zero as sample size tends to infinity. See Byth and McLachlan, (1978) , Anderson and Richardson (1979) , McLachlan (1980) , Pike et al. (1980) , Breslow (1981) and Hauck (1984) for the details. As a consequence, methods taking care of bias were explored. Jackknifed MLE and its versions and methods based on approximation 186 of bias using Taylor series expansion are widely studied in the literature. See Bull et al. (1994) and references therein. Cordeiro and McCullagh (1991) proposed second order unbiased MLE in GLM. Further, to simultaneously tackle the problem of bias and separation, Firth (1993) modified the score function to estimate the parameters unbiasedly up to first order. Maiti and Pradhan (2008) empirically established the superiority of these two methods over conditional maximum likelihood estimator in non-separable case through extensive simulation study.
In the last decade, the minimum distance estimators have gained importance in many fields of statistics. Read and Cressie (1988) and Pardo (2006) outlined the use and importance of the ϕ-divergence measures in statistics. Pardo et al. (2005) proposed the minimum ϕ-divergence estimator or minimum distance estimator based on the family of power divergence (Cressie and Read, 1984) characterized by a tuning parameter λ for estimation of regression coefficients in logistic regression. The minimum ϕ-divergence estimator is a generalization of MLE (λ = 0). Other distance estimators like minimum chi-square estimator (λ = 1) and minimum Hellinger distance estimator (λ = −1/2) are particular cases as well. An extensive simulation study in Pardo et al. (2005) and Pardo and Pardo (2008) to choose among the estimators in logistic regression concluded that 2/3 is a good choice for λ. Hence, minimum ϕ-divergence estimator with λ = 2/3 emerged as an alternative to MLE in the sense of MSE for small size. The comparison of the minimum distance estimators with those taking care of bias remains the untouched problem of interest.
Estimation in logistic regression
Let Z be a response binary random variable taking value 1 or 0, generally referred to as "success" or "failure" respectively. Let k explanatory variables . Let X be the N × (k + 1) matrix with rows
regression model is defined by the conditional probability
For more discussion on logistic regression see Hosmer and Lemeshow (1989) and Agresti (1990) .
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In laboratory or controlled setting, many individuals share same values for their explanatory variables. In other words, for each value of the explanatory variables there are several observed values of the random variable Z. The focus here is on this situation. The notations described earlier are required to be changed slightly. For this, the notations used in Pardo et al. (2005) were followed. Let there be I distinct values of x i = (x i0 , x i1 , …, x ik ), i = 1, 2, …, I. It is assumed that, for each x i , there is a binomial random variable 
The MLE,  is derived as a solution to score equation
where l (β) = log L(β) is the log likelihood function.
Second order bias corrected MLE
As discussed earlier, there are various methods which give rise to bias corrected versions of MLE in logistic regression (Anderson and Richardson, 1979; McLachlan, 1980; Schaefer, 1983; Copas, 1988 and Cordeiro and McCullagh, 1991) . Cordeiro and McCullagh (1991) derived an expression for the first order bias using Taylor series expansion. Let μ be the mean of response variable. The n −1 bias of  in GLM is given by
 is an n × n weight matrix and
ψ is the dispersion parameter of the GLM, H d is an n × n diagonal matrix with the elements of H = X(X T WX)
X T and F = diag{V −1 μ'μ''} is also an n × n diagonal matrix. The MLE of B 1 (β) is then subtracted to obtain the second order bias corrected estimate
Modified score function method
The bias in MLE is due to unbiasedness and curvature of score function. The score function is linear in case of normal error regression and hence MLE is unbiased. Firth (1993) modified the score function by introducing small bias in score function. This produces a separation resistant estimator with zero first order bias. The modified score function is defined as
where i(β) is the Fisher information matrix. The solution point of the modified score equation locates a stationary point of
or equivalently, of the penalized likelihood function
where |i(β)| 1/2 is the Jeffreys (1946) invariant Prior for the problem. In GLM with Binary data, the modified score function is (Firth, 1993)     11  11  12  1  2  11  12  1  2 , , ,
where the Kullback divergence measure is given by (see Kullback, 1985) 
This measure is a particular case of the ϕ-divergence defined by Csiszar (1963) and Ali and Silvey (1966) ,
where Φ is the class of all convex functions ϕ(x), x > 0 such that at
For more details, see Vajda (1989) and Pardo (2006) . Cressie and Read (1984) introduced an important family of ϕ-divergences called the power divergence family
It is interesting to note that
The minimum ϕ-divergence estimator (Pardo et al., 2005) in logistic regression is given by
Methodology
Performance comparison for real data
Usefulness of any method can be established only when it can be applied to a real data. To this end, the performance of these methods is compared for prediction purposes when real data is used. Three real data sets are employed as examples. The numbers of predictors in each real data are not same. A single predictor, two predictor and multiple predictor situations are considered in real data to compare the prediction performance of the methods.
Example 1: Single Predictor Case
First, for the single predictor case, pneumoconiosis data (Montgomery et. al., 2006; pp. 449) concerning the proportion of coal miners who exhibit symptoms of severe pneumoconiosis and the numbers of years of exposure (X 1 ) is analyzed. The data includes n = 8 observations on number of years of exposure, number of severe cases and total number of miners. Table 1 presents the estimated regression coefficients using the methods discussed earlier. 
Example 2: Two Predictors Case
The two predictors case example uses ingots data, which appeared in Cox and Snell (1989, pp. 10-11) . This data is a result of an industrial experiment concerning steel ingots. It consists of 19 observations on the number of ingots not ready for rolling out of certain number of trials tested for a number of heating time (X 1 ) and soaking time (X 2 ). This data is also analyzed by Pardo et al. (2005) to illustrate the use of minimum ϕ-divergence estimator. Table 2 presents the estimates of regression coefficients in the binomial logistic regression. 
Example 3: Multiple Predictors Case
In this next example, a real data with more than two predictors is analyzed and considers data (Andersen 1997, pp. 171 ) used by Pardo and Pardo (2008) to illustrate the variable selection method based on minimum ϕ-divergence estimator. The data consists of observations on 6 objective indicators (X 1 , …, X 6 ) of the actual indoor climate in 10 classrooms of a Danish Institute, the number of students in the class and the number of yes-answers to the question whether they felt that the indoor climate at the moment was pleasant or not so pleasant. Table 3 presents the estimates of regression coefficients in the binomial logistic regression. The minimum ϕ-divergence estimate of coefficient of X 3 and X 5 differ in magnitude as compared to estimates from other three methods to a larger extent. It is not possible decide between the estimators merely by looking at the estimated regression coefficients. To compare the performance in each example, the predicted probabilities of success using each estimator were computed. As a measure of discrepancy between estimated and observed probability of success, the Pearson chi-square defined as 
Monte-Carlo Simulation Study
Estimation methods were compared using Monte-Carlo simulation; a two predictor binomial logistic regression model including an intercept was considered. The design matrix is of order 11 × 3 with first column as ones. The other two columns contain random numbers from two independent standard uniform distributions. To generate observations on response variable, two different parameter structures were considered and accordingly two different models were defined as Model I: β = (1, 2, −3); Model II: β = (1, −1.5, 2). : 15,15,15,15,30,30,30,30, 40, 40, 40 : 5,5,5,5,15,15,15,15, 40, 40, 40 : 40, 40, 40, 40, 40, 40, 40, 40, 40, 40, 40 :10,10,10,10, 20, 20, 20, 20,15,15,15 :10,10,10,10,5,5,5,5,15,15,15 :10,10,10,10,10,10,10,10,10, 5,5,5,30,30,30,30,15,15,15,15 : 20, 20, 20, 20, 20, 20, 20, 20, 20, 20, 20 : 5,5,5,5,5,5,5,5,5,5,5 : 5,5,5,5,5,5,5,5, 4, 4, 4 n n n n
The observations on response variable are random numbers from B(n i , π i1 ). In this way, 20 models were generated differing in parameter structure and structure of number of trials. Unknown regression coefficients were estimated using four methods including MLE. To compute the minimum ϕ-divergence estimate, the power divergence family in (6) with λ = 2/3 were used as suggested in Pardo et. al. (2005) . Each model was simulated 1,000 times and average MSE (AMSE) and average absolute bias in estimate due to each estimation method are reported in the Tables 5 and 6 . The figures in parentheses represent standard deviation (SD) of MSE. The AMSE and average absolute bias were computed using the following formulae   Tables 5 and 6 , the minimum ϕ-divergence estimator has smaller MSE and bias as compared to others for all combinations of number of trials. For a small magnitude of number of trials, as in case of last combination, the AMSE of all the estimators is more or less same; however, variability in the minimum ϕ-divergence estimate is quite high. The estimate based on modified score function and second order bias corrected MLE are close enough to uncorrected MLE in this setting. The bias correction obtained as such is negligible. From Tables 5 and 6 , performance of minimum ϕ-divergence estimator is better than the others for all but last two combinations of number of trials i.e., n 9 and n 10 . The variation in MSE and absolute bias averaged over the three regression coefficients is shown in Figures 1 and 2 respectively for n 1 and n 10 . Although the motivation behind defining the minimum ϕ-divergence estimator was altogether different, it performs better than the bias corrected versions of MLE. This makes the minimum ϕ-divergence estimator an attractive alternative to MLE as well as is its bias corrected versions in binomial logistic regression. 
Conclusion
The performance of some of the estimators belonging to two different classes, i.e., minimum distance estimators and bias corrected MLE in a binomial logistic regression model, was compared. Three real data examples from different fields followed by a Monte Carlo simulation study were used to illustrate the comparisons. Results show that second order bias corrected MLE and estimates obtained using modified score function method lead to an estimate, which is same as MLE when number of trials is large. From this comparison study it may be concluded that, for a number of trials greater than 5, minimum ϕ-divergence estimator is an attractive alternative to MLE as well as bias corrected and modified score function method.
