I. INTRODUCTION
Data Center Networks (DCNs) are core infrastructures for various online services such as social networking and cloud computing. Those services are engendering an exponential This work was supported by Schneider Electric, Lenovo Group (China) Limited and the Hong Kong Innovation and Technology Fund (ITS/066/17FP) under the HKUST-MIT Research Alliance Consortium. traffic growth, placing a significant demand on network bandwidth. To meet this demand, all-optical DCNs arise as promising architectures because they offer extremely high bandwidth by adopting Wavelength Division Multiplexing (WDM) [1] [2] [3] . Besides, optical DCNs are reported to consume much less power compared with electronic DCNs [3, 4] .
Routing and Wavelength Assignment (RWA) is a fundamental problem in optical routing. Since wavelength is a limited resource, the goal of the RWA problem is to minimize the wavelength usage [5, 6] . In the RWA problem, the all-toall traffic pattern is widely considered, where every Source-Destination (S-D) host pair is assigned with a lightpath such that all host pairs can communicate simultaneously. A lightpath is composed of a single physical path and a single wavelength. In optical routing, it is important to derive the forwarding and optical indices of the underlying network [7] [8] [9] [10] . The forwarding index is defined as the minimum of maximum link loads, while the optical index is defined as the minimum number of used wavelengths over all possible routings for the all-to-all traffic. Here, link load is measured by the number of paths passing through it. It has been shown that the optical index is naturally lower bounded by the forwarding index. In addition, deriving the optical index of a general network is more complicated than solving a node coloring problem [8] . Researchers have made numerous attempts to compute the two indices of typical networking topologies, such as regular circulant networks [10] , fat-trees [9, 11, 12] , and Hypercube [13, 14] .
In a large-scale data center deployment, traditional hierarchical tree topologies face critical issues such as link oversubscription and network bisection-bandwidth bottlenecks. Since the above issues can be greatly alleviated by better design of networking topologies, numerous research works attempt to explore new topologies. Fat-trees and Hypercube are widelyused in practice, but they have limitations in large DCN deployment. In particular, fat-tree networks usually rely on expensive high-end switches to address the oversubscription issue, and Hypercube networks need to use high-end servers and a large number of links to connect adjacent servers. However, enterprises tend to use low-end commodity switches and servers, instead of customized high-end switches and servers, to build cost-efficient data centers. In view of this, many variants of Hypercube have emerged recently, such as BCube [15] , DCell [16, 17] , and ExCCC [18] . To reduce the number of links in a Hypercube network, a BCube network uses commodity switches instead of link mesh to connect all adjacent servers; a DCell network uses mini-switches to connect a part of adjacent servers; an ExCCC replaces every node in a Hypercube with a cycle. While all these topologies have many desirable properties, such as low-degree, low diameter, and high scalability, we find that BCube is more suitable for future optical DCNs because it is more friendly for load-balanced routing than DCell, and can achieve higher throughput than ExCCC.
The electrical-routing performance of BCube has been extensively studied; however, there is a lack of research into its performance in the optical domain. In this paper, we make the first attempt to investigate the optical-routing performance of BCube with a main focus on its forwarding and optical indices. The contributions of this paper are listed as follows. First, we present several topological routing properties of BCube networks, and design an oblivious RWA scheme for BCube networks; the term oblivious signifies that each S-D pair is assigned with a lightpath based only on its source and destination addresses. Second, we calculate the exact value of the forwarding index of a BCube network. Third, we derive both an upper bound and a lower bound of the network's optical index by formulating this problem as a node coloring problem from Graph Theory. It is worth mentioning that we are the first to derive the forwarding index and bounds of the optical index of a BCube network. With those derived results, we compare the optical-routing performance of BCube with that of two other popular topologies, Hypercube and fattrees, and demonstrate that BCube is a desirable networking architecture for building optical DCNs.
The rest of the paper is organized as follows. Section II introduces some preliminaries. Section III introduces the BCube topology. Section IV presents analysis on the opticalrouting performance of a BCube network. We conclude the paper in section V.
II. PRELIMINARIES
In this paper, we consider a full-duplex network, where each node can send and receive messages at the same time. Hence, we can model an all-optical network by a symmetric digraph -a directed graph G with node set V (G) and arc set A(G) such that if α x,y ∈ A(G) then α y,x ∈ A(G). Here, α x,y represents an arc directed from node x to node y. We also refer to an arc as a directed link. Let P s,d denote a directed path (dipath for short) from source node s to destination node d. A set of dipaths is regarded as a routing. For a given routing R of G, let π(G, R, α x,y ) denote the load of arc α x,y with respect to R. The load is measured by the number of dipaths in R that pass through α x,y . The maximum link load is then denoted by π(G, R) := max αx,y∈A(G) π(G, R, α x,y ). Let R denote the collection of all possible routings. Then the forwarding index of a graph G, denoted by π(G), is defined as the minimum of the maximum link load over all routings, i.e., π(G) := min R∈R π(G, R).
(1)
To study the RWA problem, we represent wavelengths by colors. Let ω(G, R) denote the minimum number of colors required to color dipaths of R such that dipaths are assigned with different colors if they share a common arc. The optical index in a graph of G, denoted by ω(G), is defined as
Since dipaths sharing a common arc should be assigned with different colors, we have
In this paper, we evaluate the forwarding and optical indices of BCube by considering all-to-all routings. More precisely, by denoting V h as the set of hosts in a BCube network, an all-to-all routing is given by
BCube is closely related to the generalized Hypercube topology. Towards a better understanding of BCube, we briefly describe the structure of generalized Hypercube as below. First, let K n denote a complete graph with n nodes, which are adjacent to each other. Let the nodes be indexed by integers in Z n := {0, 1, ..., n−1}. A generalized -dimensional Hypercube, denoted by H(n 1 · · · n ), is the Cartesian product of complete graphs K ni , i = 1, 2, ..., . That is
In particular, each node of a H(n 1 · · · n ) can be represented by andimensional vector, h = h 1 · · · h ∈ Z n1 × · · · × Z n . Fig.  1 illustrates a H(3 3), which is the Cartesian product of K 3 and K 3 . Readers could refer to [13] for more details on the Hypercube structure. In the rest of the paper, we only consider an -dimensional Hypercube whose nodes have the same degree; that is, n 1 = n 2 = ... = n . The main difference between Hypercube and BCube lies in how adjacent nodes are connected to each other. We define two nodes in a Hypercube (or in a BCube) are adjacent if their vectors differ only in one component. Precise definition of node vectors in a BCube is provided later. Adjacent nodes in a Hypercube are connected by link tori; whereas, adjacent nodes in BCube are connected by switches. Using switches to connect adjacent nodes in a BCube contributes to a significant reduction in wiring complexity. Fig. 2 shows a key step of transforming a Hypercube into a BCube via replacing every mesh by a switch. 
III. THE BCUBE TOPOLOGY
We use the notation B( , d) to denote a BCube network which has switch layers and one host layer, where every switch has d bidirectional ports and every host has bidirectional links (links for short). In a B( , d), a link exists only between a host and a switch; every link of a host is used to connect a switch of a different layer.
We index switch layers from 1 to from bottom to top. Similar to Hypercubes, we denote hosts in a B( , d) bydimensional vectors, h = h 1 · · · h ∈ Z d , and denote switches by
The superscript k in s k indicates that the corresponding switch is in the k-th switch layer. Hereinafter, unless otherwise stated, we use the term layer to refer to switch layer. Fig. 3 and Fig. 4 illustrate the structures of a B(2, 3) and a B(3, 3), respectively. We view a B( , d) as a graph. Since a B( , d) has both switches and hosts, its node set can be represented
indicates the set of switch nodes, and V h (B( , d)) indicates the set of host nodes. Let N h , N s , and N α denote the number of hosts, switches, and arcs in a B( , d). Clearly, we have N h = d . Since an arc represents a directed link, and each host has links, we have N α = 2 N h . Recursive structure. A B( , d) has a recursive structure. For > 1, a B( , d) is constructed by d identical B( − 1, d) and d switches with B(1, d) a basic structure, which has only one switch that is connected to d hosts. If a B( − 1, d) is used to build a larger B( , d), we refer to this B( − 1, d) as a builtin BCube of B( , d). For example, the B(3, 3) in Fig. 4 has three built-in B(2, 3). According to the recursive structure, we partition the host vector, h = h 1 · · · h , of a B( , d) into two parts: h 1: −1 and h , where h 1: −1 = h 1 · · · h −1 is indeed a host vector of a B( − 1, d), and h can be used to indicate different build-in B( − 1, d). For simplicity, we refer to h as an index of a built-in B( − 1, d). For example, the indices of 
In addition, we assume host h connect to the h k -th port of switch s k after indexing ports in a switch from 0 to d − 1.
Under such an assumption, every switch knows the vectors of hosts that are connected to it. For example, in Fig. 4 , ports 0, 1, and 2 of switch s 3 = 20 connect hosts 200, 201, and 202, respectively (every underlined digit matches the corresponding port index); ports 0, 1, and 2 of switch s 2 = 20 connect hosts 200, 210, and 220, respectively; ports 0, 1, and 2 of switch s 1 = 20 connect hosts 020, 120 and 220, respectively. We treat every bidirectional link as a pair of two directed links. A directed link is referred to as an uplink if its direction is from a host to a switch and is referred to as a downlink if otherwise. In particular, we use u k = u k 1 · · · u k and d k = d k 1 · · · d k to denote an uplink and a downlink in a B( , d), and let u k = h (d k = h) if one end of uplink u k (downlink d k ) attaches host h. Here, the superscript k indicates that another end of the uplink (downlink) attaches a switch at the k-th layer. Routing in BCube. We define two hosts are neighbors if their vectors differ only in one component. A hop from a fixed host is defined as two consecutive jumps: the first jump is from this host to one of its connected switches through an uplink, and the second jump is to another host through a downlink. Note that neighbor hosts can be reached through one hop. Given an S-D pair (h s , h d ), we use Hamming distance h s − h d 0 to measure the distance between h s and h d . The Hamming distance h s − h d 0 = m indicates that a shortest dipath of pair (h s , h d ) consists of m hops. Therefore, we can represent a shortest dipath with m hops from h s to h d as follows: 4. A B(3, 3) is constructed by three B (2, 3) , each of which is highlighted by a red dashed rectangular.
A BCube has a high degree of path diversity. More precisely, it provides m! different shortest dipaths for any S-D pair whose Hamming distance (distance for short) is m. For example, the S-D pair (000, 122) in Fig. 4 has the following six shortest dipaths. 
IV. FORWARDING AND OPTICAL INDICES
In this section, we first derive the exact value of π(B( , d)). We then propose an oblivious RWA scheme for B( , d) networks. Based on the proposed RWA scheme, we further derive an upper and a lower bound of ω (B( , d) ).
A. Forwarding Index
To begin with, we present an existing result on the forwarding index of a graph (see e.g., [19] ). Lemma 1. For a given G = (V, A), we have
Here N v and N α represent the number of nodes and arcs, respectively, d x,y denotes the distance between node x and node y, andd(G) denotes the average distance over all nodes.
Recall that there are two types of nodes in a BCube network: switch nodes and host nodes. Since we only need to assign dipaths to host pairs, in order to use Lemma 1 to derive a lower bound of π(B( , d)), we replace N v with N h , and then use the average distance over host nodes (average host distance for short) instead. According to Theorem 4 of [15] , the average host distance is given bȳ
Together with N h = d , we have
In what follows, we further show that d − d −1 is also an upper bound of π(B( , d)).
Theorem 1. For any positive integers and d, we have
Proof. By (6), it suffices to show π(B( , d)) ≤ d − d −1 . We proceed by induction on with the following steps. 1) We first show π (B(1, d) d) has only one switch and d hosts, where every host is connected to this switch by a single link. In the all-to-all traffic of a B (1, d) , every directed link is used by and only by d − 1 shortest dipaths because every host is a source or a destination of exactly d − 1 S-D pairs. Hence, the inequality in 1) follows. For = k +1, we note that all directed links in a B(k +1, d) are either links that belong to some built-in B(k, d) or links that attach switches at layer k + 1 (links of layer k + 1 for short). In what follows, we consider the descending all-to-all routing R * (k + 1, d), and prove 3) in two steps. First, we show the maximum link load of directed links of layer k + 1 is d k+1 − d k ; second, we show the maximum link load of directed links inside each built-in BCube is d k+1 − d k .
Fix an arbitrary uplink u k+1 . Any dipath in R * (k+1, d) that traverses this uplink must satisfy the following two conditions. (i) Its source vector is equal to u k+1 . (ii) The last component of its destination vector, i.e., h d k+1 , must be different from u k+1 k+1 . Then, we have the number of dipaths that traverse this uplink is d k (d − 1) = d k+1 − d k . This result applies to any uplink of layer k + 1.
Fix an arbitrary downlink d k+1 . Any dipath in R * (k + 1, d) that traverses this downlink must satisfy
We have the number of dipaths that traverse this downlink is
Therefore, we finish the first step of the proof for 3).
We proceed to the second step of the proof for 3). A B(k + 1, d) has d built-in B(k, d). We say an S-D pair is inside a built-in B(k, d) if both its source and destination hosts are inside this built-in BCube. More specifically, an S-D pair inside the y-th built-in B(k, d) can be represented in the form of (h s 1 · · · h s k y, h d 1 · · · h d k y). 
Therefore, we infer that the link load of a built-in B(k, d) is d times that of an independent B(k, d), which is d(d − d −1 ) by the induction hypothesis.
B. Cyclic Permutation Routing
In this part, we first reveal a topological routing property of a BCube. That is, a BCube can guarantee link-disjoint routing for every Cyclic Permutation (CP) (the definition will be given later). According to this routing property, we then propose an oblivious RWA scheme. Based on the proposed RWA scheme, we finally derive an upper bound of the optical index.
Definition IV.1. For a given -dimensional vector p 1 · · · p ∈ Z d , we define a Cyclic Permutation (CP), denoted by P (p 1 · · · p ), as follows.
where (x) d := x mod d, and
A permutation is a set of S-D pairs wherein each host plays the role of a source and a destination exactly once. A CP turns out to be a special kind of permutation. In particular, we refer to P (0 · · · 0) as the zero permutation since p i = 0 for all i. Proof. For any S-D pair (h s , h d ), it must belong to some P (p 1 · · · p ) whose p 1 · · · p is given by
Observe that each CP has d − 1 S-D pairs, and there are (d − 1) nonzero CPs and d (d − 1) S-D pairs in a B( , d) .
The result follows. Given a B( , d) and an -dimensional vector p 1 · · · p ∈ Z d , we define a CPR, denoted by R(p 1 · · · p ), as follows:
where P h s ,h d indicates the descending dipath between source h s and destination h d .
Note that dipaths in R(p 1 · · · p −1 0) (i.e., p = 0) do not traverse any link in layer . We classify those dipaths into d different sets with each set being isomorphic to R(p 1 · · · p −1 ). Next, we show dipaths in R(p 1 · · · p ) are link-disjoint. Lemma 3. Given a B( , d) and P (p 1 · · · p ), we have dipaths in R(p 1 · · · p ) are link-disjoint.
Proof. We proceed by induction on . When = 1, we have each dipath in R(p 1 ), p 1 = 0, consists of only one uplink and only one downlink, where the uplink connects a source and the downlink connects a destination. Since a host plays the role of a source and a destination exactly once in a CP, each directed link is traversed by only one dipath in R(p 1 ). In other words, dipaths in R(p 1 ) are link-disjoint. Next, we show this result holds for = k + 1 based on the link-disjoint assumption for = k.
Consider an uplink u k+1 in a B(k + 1, d). If the dipath of an S-D pair (h s , h d ) traverses this uplink, we have
Here h s k+1 = h d k+1 implies that p k+1 = 0. Consider a downlink d k+1 . If the dipath of an S-D pair (h s , h d ) traverses this downlink, we have
According to h s k+1 = (h d k+1 − p k+1 ) d = (d k+1 k+1 − p k+1 ) d in P (p 1 · · · p k+1 ), we learn that uplink u k+1 (or downlink d k+1 ) uniquely determines the source of the pair. We thus infer by the CPR definition that dipaths of R(p 1 · · · p k+1 ) collide on neither uplinks nor downlinks in layer k + 1. If p k+1 = 0, the above statement holds naturally because dipaths in R(p 1 · · · p k 0) do not traverse any links in layer k + 1. Next, we show that dipaths in R(p 1 · · · p k+1 ) do not collide inside each built-in BCube.
Consider an S-D pair (h s , h d ) in P (p 1 · · · p k p k+1 ) and a host h I with h I = h s 1 · · · h s k h d k+1 . If p k+1 = 0, the descending dipath P h s ,h d arrives at host h I after its first hop; otherwise, h I is its source node. One can check that each P h s ,h d in R(p 1 · · · p k p k+1 ) has a distinct h I , and each descending dipath P h I ,h d belongs to R(p 1 · · · p k 0). On the other hand, R(p 1 · · · p k 0) can be divided into d dipath sets, where each set is isomorphic to R(p 1 · · · p k ). Recall that we have assumed dipaths in R(p 1 · · · p k ) are link-disjoint. We further infer that dipaths in R(p 1 · · · p k p k+1 ) do not collide inside each built-in BCube. Thus, we finish the proof.
Note that the all-to-all traffic is composed of d − 1 nonzero CPRs (excluding the zero CPR) and each CPR is linkdisjoint. We can assign each non-zero CPR with a distinct wavelength. This assignment yields an oblivious RWA scheme, which supports simultaneous transmission of the all-to-all traffic at the cost of d − 1 wavelengths. As a result, we have ω(B( , d)) ≤ d − 1. Since π(B( , d)) ≤ ω (B( , d) ), by Theorem 1 we have
However, the oblivious RWA scheme does not achieve an optimal use of wavelengths. For example, in a B(3, 3), CPRs, R(100), R(020), and R(002), can be assigned with a same wavelength since dipaths in those CPRs are also link-disjoint. Towards a better use of wavelengths, we conduct a deeper investigation on the upper bound of ω (B( , d) ) in the next subsection.
C. Tighter Upper Bounds of the Optical Index
To derive a tighter upper bound of the optical index, we transform the optical-index problem into a node coloring problem. Then we derive an upper bound of ω(B( , d)) using existing results on the chromatic number in Graph Theory. To begin with, we describe one property of CPRs, which motivates the subsequent analysis. Lemma 4. Consider two CPRs R(x 1 · · · x ) and R(y 1 · · · y ). Dipaths in R(x 1 · · · x ) and R(y 1 · · · y ) must collide at links of layer i if x i = 0 and y i = 0.
Proof. If x i = 0, a dipath in R(x 1 · · · x ) must traverse an uplink and a downlink of layer i. Moreover, according to the link-disjoint property in Lemma 3, different dipaths of R(x 1 · · · x ) use different directed links at layer i. Since the number of diapths in R(x 1 · · · x ) is equal to that of uplinks (downlinks) at layer i, we infer that each uplink (downlink) of layer i is traversed by exactly one dipath in R(x 1 · · · x ). The above result also applies to R(y 1 · · · y ) with y i = 0. The result follows.
To achieve nonblocking lightpaths, based on Lemma 4, we assign different wavelengths to R(x 1 · · · x ) and R(y 1 · · · y ) if there exists some i such that x i = 0 and y i = 0. We refer to the above constraint as Wavelength Assignment Constraint (WAC). By treating each CPR as a node, we define a graph, denoted by G( , d), where two nodes are adjacent if they satisfy WAC. By treating wavelengths as colors, the wavelength assignment problem of CPRs in B( , d) is equivalent to the node coloring problem of G( , d); that is, adjacent nodes in G( , d) must be drawed in different colors. For a graph G, the chromatic number of G, denoted by χ(G), is defined to be the smallest number of colors drawing on nodes, such that adjacent nodes receive distinct colors. Then, we immediately have ω(B( , d)) ≤ χ (G( , d) ).
Let ∆(G) be the maximum degree of graph G. Brooks's theorem [20] proved that
where G is a connected simple graph that is neither a complete graph nor an odd cycle. Besides, it has been shown that complete graphs have
We are ready to derive our main result.
Theorem 2. Let and d be positive integers. Then ω (B(1, d) 
Proof. Note that the lower bound has been shown in (13) . Next, we prove the upper bounds. We consider respectively three cases, = 1, = 2, and ≥ 3, and prove each case, separately. For the case = 1, the result holds naturally according to (13) . For the case = 2, we assign dipaths in R(p 1 p 2 ) with a wavelength w 1 w 2 , whose value is given by
That is, wavelength 0x is used by dipaths in R(x0) and R(0x) for any x ∈ {1, · · · , d − 1}. Since dipaths in R(x0) and R(0x) use links of different layers, they can share a common wavelength. Since the all-to-all traffic does not contain selfto-self pairs, we have w 2 = 0, which implies that the number of involved wavelengths is d(d − 1) = d 2 − d. Therefore, we have ω(B(2, d)) ≤ d 2 − d. Together with (13), we get ω (B(2, d) 
In what follows, we consider the case ≥ 3. First, we partition all CPRs into classes, C 1 , · · · , C , according to the number of non-zero components in p 1 · · · p . That is, if R(p 1 · · · p ) has k nonzero components in p 1 · · · p , then R(p 1 · · · p ) ∈ C k . Second, we analyze the upper bound of wavelengths used by each class, separately. By summing up all these upper bounds together, we can achieve an upper bound of ω(B( , d)) for ≥ 3.
To begin with, we draw another graph, denoted by G k , for each C k , respectively. The nodes of G k are CPRs in C k , and the edges of G k are added according to WAC. Let C( , k) 
be the binomial coefficient of choosing k out of . The total number of nodes in G k is C( , k)(d − 1) k since each CPR has k nonzero components and each nonzero component has d − 1 choices. Without loss of generality and to simplify the analysis, we set C( − k, k) = 0 if k > 2 . Consider any node in G k as a target node. We infer by WAC that there are C( − k, k)(d − 1) k nodes that are not adjacent to the target node in G k . In other words, the degree of this target node is given by
Besides, we infer by symmetry that G k is a regular graph. Therefore, we have
Next, we respectively consider three cases: k = 1, 2 ≤ k ≤ 2 , and k > 2 . Note that G k with k = 1 consists of independent complete graphs. According to (16) , the chromatic number of each independent complete graph is d − 1. By assigning each independent complete graph with a common set colors, we get χ(G 1 ) = d − 1. For k > 2 , we have χ(G k ) = ∆(G k ) + 1 since G k is a complete graph. For k ∈ [2, 2 ], according to (15) , we have χ(G k ) ≤ ∆(G k ). Let
we have k=1
By substituting (19) into (20), we get
Therefore, we have
Thus, according to (14) , we finish the proof.
D. Performance Comparison
In this section, we compare the optical-routing performance of BCube with that of two other widely-used topologies, Hypercube and fat-trees. To be fair, we set that each topology supports the same number of hosts. We then count the number of switches and links used by each topology, and finally compute the forwarding and optical indices of each topology.
To connect d hosts, a B( , d) uses d −1 d-port switches, and an -dimensional Hypercube uses no switches since its hosts are connected by links directly. On the other hand, an -layer fat-tree uses (2 − 1)d −1 2d-port switches to connect 2d hosts. Equivalently, an -layer fat-tree can connect d hosts using (2 −1)d −1 d-port switches. We then count the number of links used by each topology. Since every host in a B( , d) has links, the number of links is d . Since every host in an -dimensional Hypercube has (d − 1) links, and every link exits only between two hosts, the number of required links is (d − 1)d /2. Since each layer in an -layer fat-tree has the same number of links, and the number of links at each layer is equal to the number of hosts, we have the number of links is d .
According to our analysis, we know that the forwarding index of a B( , d) is d −d −1 ; its optical index is d −d −1 if = 1, 2, and is in the range d − d −1 , d − d 2 − ( 2 − 1) if ≥ 3. It has been shown that the forwarding and the optical indices of an -dimensional Hypercube have the same value; that is, d − d −1 if this network has d hosts [8] . Lo et al. [9] proved that in a nonblocking fat-tree network the forwarding index is the same as the optical index, where the corresponding value is d − 1; that is, the number of hosts minus one. We summarize these results in Table 1 .
Compared with an -layer fat-tree, a B( , d) uses nearly half fewer switches to connect the same number of hosts. In addition, a B( , d) uses fewer wavelengths to support the all-to-all traffic. Compared with an -dimensional Hypercube, a B( , d) uses fewer links at the cost of slightly increased optical index when ≥ 3. Although a Hypercube network uses a minimum number of wavelengths to support the all-toall traffic, each host in this network need to be connected to more hosts, resulting in high wiring complexity. All in all, we conclude that BCube is more suitable for building large data center networks.
