In this article, we study the relationship between left right zip property of R and skew polynomial extension over R, using the skew versions of Armendariz rings.
Introduction
Throughout this paper R denotes an associative ring with identity and σ : R→R an automorphism of R, otherwise unless stated. We denote R x; σ R x, x −1 ; σ the skew series rings skew Laurent series rings whose elements are the series i≥0 a i x i ∞ j p b j x j , where the addition is defined as usual and the multiplication is defined by the rule, xa σ a x xa σ a x and x −1 a σ −1 a x , for any a ∈ R. Note that the skew polynomial rings of automorphism type R x; σ skew Laurent of polynomial R x, x −1 ; σ are subrings of R x; σ R x, x −1 ; σ whose elements are Faith in 5 called a ring R right zip if the right annihilator r R X of a subset X of R is zero, then r R Y 0 for a finite subset Y ⊆ X; equivalently, for a left ideal L of R with r R L 0, there exists a finitely generated left ideal L 1 ⊆ L such that r R L 1 0. R is zip if it is right and left zip. The concept of zip rings was initiated by Zelmanowitz 6 and appeared in various papers 5, 7-12 , and references therein. Zelmanowitz stated that any ring satisfying 2 International Journal of Mathematics and Mathematical Sciences the descending chain condition on right annihilators is a right zip ring although not so-called at that time , but the converse does not hold. Extensions of zip rings were studied by several authors. Beachy and Blair 7 showed that if R is a commutative zip ring, then the polynomial ring R x over R is zip. The authors in 13 proved that R is a right left zip ring if and only if R x is a right left zip ring when R is an Armendariz ring.
In this paper, we study skew polynomial extensions over zip rings by using skew versions of Armendariz rings and we generalized the results of 13 . Our skew versions of Armendariz rings follow the ideas of 14, Definition . Moreover, we provide some examples to display some of the phenomenas of Section 2.
Skew polynomial extensions over zip rings
Throughout this paper σ is an automorphism of R unless otherwise stated and S will denote one of the following rings: R x; σ , R x; σ , R x, x −1 σ , and R x,
We begin with the following lemma and use it without further mention.
Lemma 2.1. Let S be one of the rings above and U a subset of R. The following statements hold:
Proof. i We only prove for the case S R x; σ because the other cases are similar. Let f x
ii We only prove for the case S R x; σ because the other cases are similar. Let f x n i 0 a i x i ∈ R x; σ such that Uf x 0. Then Ua i 0 for all 0 ≤ i ≤ n and it follows that a i ∈ r R U for all 0 ≤ i ≤ n. Hence f x n i 0 a i x i ∈ r R U R x; σ . So r R x;σ U ⊆ r R U R x; σ . We clearly have that r R U R x; σ ⊆ r R x;σ U . Therefore, we have r R x;σ U r R U R x; σ .
With the above lemma, we have maps φ : rAnn R 2 R →rAnn S 2 S defined by φ I IS for every I ∈ rAnn R 2 R and
defined by Ψ I SI for every I ∈ lAnn R 2 R . Moreover, we have maps Φ :
and Φ is surjective. Clearly, φ is surjective if and only if Φ is injective, and in this case φ and Φ are the inverses of each other. Note that Ψ and Γ satisfy the same relations as above. The first item of the definition below appears in 14, Definition . Note that if R satisfies one of the conditions above, then all subrings S of R such that σ S ⊆ S satisfies the same property. The following implications are easy to verify: SA4 ⇒ SA3 and SA2 ⇒ SA1 . Following 15, Example 2.1 when σ id R , the last implication is not reversible.
Lemma 2.3. Let σ be an automorphism of R. Then i R satisfies SA1 if and only if R satisfies SA3 ;
ii R satisfies SA2 if and only if R satisfies SA4 .
; σ , the converse follows. The proof of the other statement is similar.
The following definition appears in 16, Definition 2.1 . Let R be a ring and α an endomorphism of R. Following 17 , the endomorphism α is said α-rigid if rα r 0, then r 0. A ring R is said a rigid ring if it exists a rigid endomorphism α of R.
Proposition 2.5. Let σ be an endomorphism of R. If R is a reduced ring and σ-compatible like right R-module, then R is a σ-rigid ring and hence satisfies SA1 and SA2 .
Proof. We only prove the case of SA2 because the other are similar. We claim that R x; σ is a reduced ring. In fact, let f x
0. Since R is reduced, then a 0 0. Next, we have a 1 σ a 1 0, since R is σ-compatible and reduced, then a 1 0. By induction, we get f x 0. Hence R x; σ is reduced. Using the same ideas of 14, Proposition 3 , we have that R is σ-rigid and using similar ideas of 14, Corollary 4 , we obtain that R satisfies SA2 .
Without the assumption that R is σ-compatible, Proposition 2.5 is not true. In fact, let R Z 2 ⊕ Z 2 and σ : R→R, defined by σ a, b b, a . By 14, Example 2 , R does not satisfy SA2 because R does not satisfy SA1 . Observe that 1, 0 0, 1 0, 0 but 1, 0 σ 0, 1 / 0, 0 and so R is not σ-compatible. We have the following natural questions. ii Let σ be an endomorphism of R. Suppose that R is σ-compatible like right R-module. Does R satisfy SA2 ?
The question i is false. Let R 0 be any domain and R R 0 x . Let σ : R→R be defined by σ t 0 and σ| R 0 id R 0 . By 16, Example 4.1 , R is not σ-compatible and using the similar ideas of the proof of 14, Proposition 10 , we have that R satisfies SA2 and consequently R satisfies SA1 .
The question ii is false. Let R K x, y / x 2 , y 2 , where K is a field of characteristic 2, and consider T M 2 R . In this case, take σ id T . By 18, Example 3.6 , S does not satisfy SA2 because T does not satisfy SA1 . Moreover, T is σ-compatible like right T -module.
In 19 the authors introduced the following version of skew Armendariz rings. The proposition above without the compatibility assumption is not true according to 20, Example 1.9 and the authors in 22, Theorem 2.2 obtained an approach of the result above without the compatibility assumption.
The following proposition is a generalization of 18, Proposition 3.4 and partially generalizes 15, Proposition 2.6 . Lemma 2.7. Let S be any of the rings R x; σ and R x; σ . The following conditions are equivalent:
Proof. We only prove the proposition in the case of SA2 because the equivalence of i and ii when R satisfies SA1 was proved in 23, Proposition 3.2 . The equivalence between i and iii when R satisfies SA1 has similar proof. i → ii . It is only necessary to show that φ is surjective. For an element f x 0, and we have that g x ∈ l R x;σ f x . We easily have that for each subset T of R x; σ ,
We claim that l R x;σ C f x R x; σ l R C f x . In fact, let g x j≥0 b j x j such that
The other inclusion is trivial. So
2.6
Therefore, Ψ is surjective. ii Suppose that R satisfies SA2 . The following conditions are equivalent:
Proof. i We will show the right case because the left case is similar. Suppose that R x; σ is right zip. Let X be a subset of R such that r R X 0, and f x n i 0 a i x i ∈ R x; σ such that Xf x 0. Thus a i ∈ r R X 0 and it follows that f x 0. By assumption, there exists
We have that r R T 0 and, by assumption, there exists 
Examples
In this section, we present some examples of rings that satisfy SA1 and SA2 , and they are zip rings. Moreover, an example of a σ-rigid ring that is a zip ring is given. with usual addition and multiplication of matrix. Note that the monomorphism σ is naturally extended to R, and R has the following one-sided ideals:
R and the zero ideal. We easily have r R I 2 / 0, l R I 2 / 0, r R I 1 / 0, and l R I 1 / 0. Now we clearly have that R is a zip ring and by 14, Proposition 17 , R satisfies SA1 , and with similar methods of 14, Proposition 17 , we can prove that R satisfies SA2 . Using similar methods of Example 3.4, we have that T is right and left zip and note that T is not γ-rigid, since T is not a reduced ring.
