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§O. INTRODUCTION. 
IN THIS paper we determine the algebraic dimension of the second bounded cohomology 
group of surfaces with non-amenable fundamental groups, e.g. surfaces of genus _2 2. 
The concept of bounded cohomology H: (X) of a topological space X was introduced in 
[4] and Gromov ( [4] ) and Brooks (Cl]) proved that Ht (K (a, 1)) is isomorphic to the 
bounded cohomology Hz@) of the group II. In the same paper Cl], Brooks constructed 
infinitely many linearly independent elemets in H,’ (Z * Z) where E * h is the free group on two 
generators. The construction was based on the word problem of the free group. Later, in [2], 
Brooks and Series extended the method to the case of the fundamental group I of the closed 
surface of genus g 12 to prove that there exist infinitely many independent elements in 
Hi (I-). Here, we consider more geometric onstructions and show that the dimension of the 
second bounded cohomology group of any surface with non-amenable fundamental group is 
the cardinarity of continuum. 
We deal with I’-homology as well as bounded cohomology and consider their Kronecker 
product so that we can show the existence of infinitely many linearly independent bounded 
cocycles and l’cycles simultaneously. We do this in three different ways. In $3, we construct 
infinitely many bounded cocycles and Ii-cycles for surfaces in a geometric manner. In $4, we 
consider the bounded cohomology and /‘-homology of groups. I’-cycles are constructed in a 
similar way to that in $3. A representation of the euler class of flat F-bundle as a bounded 
cocycle is used for the construction of bounded cocycles. At the end of this paper, in $5, using 
the Kronecker product with the I’-cycles of 54, the independence of the bounded cocycles 
which Brooks constructed in [l] is shown. 
Because of the relation with the norm, we have another advantage in making use of the 
Kronecker product, namely we can determine the dimensions as R-vector spaces of the 
bounded cohomology and the /‘-homology of surfaces by some Banach space arguments. 
This is done in $1. 
The author would like to express his gratitude to Professor S. Morita for his 
encouragement and helpful conversations. 
0 1. PRELIMINARY ARGUMENTS ON BANACH SPACES 
In this section, we consider a chain complex (E,, a,) of Banach spaces {E,; n = 0, 1, 2, 
3 . . } over R with bounded operators {a,: E, + En_ 1} and the dual cochain complex 
(F*, 6*) = (E,, a,)* i.e., F” = (En)* with 6” = (&+l)*: F” = (En)* 4 F”+l = (E,+l)*. Z, 
[resp. Z”] denotes the space of cycles [resp. cocycles] and B, [resp. B”] denotes the space of 
boundaries [resp. coboundaries]. We have to remark here that 2, and Z” are closed 
subspaces of E, and F”, but we can say nothing about B, and B”. As usual, we define the 
homology group H, (E,) to be Z JB, and the cohomology group Hk (F*) to be Zk/Bk. Pseudo- 
norms on H,(E,) and on Hk(F*) are naturally induced from E, and F* respectively as 
follows. 
TOP 23:0-F 
l/all = inf {II&; aEZk5 a represents a} for any a~ H, (E,), 
IlBll = inf { IPliF; bEZk, b represents B} for any jI E Hk (F*). 
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This pseudo-norm for H, (E,) [resp. Hk (F*)] is a norm iff B, [resp. Bk] is a closed subspace of 
E, [resp. E’]. If B, is not a closed subspace, there exist non-trivial homology classes with their 
pseudo-norm zero. So, we define the reduced homology group gk (E,) and the reduced 
cohomology group fik (F*) as 
Hk(E,) = Zk/Bk = Hk(E,)/(-Hk(E,); tbII = 01, 
a" (F*) = Zk/gk = Hk (F*)/{/? E Hk (F*); ll/_?II = 01, 
w_here & denotes the closure of B, in E, and Sk is similar. The reduced homology group 
H, (E,) carries the same pseudo-norm as Hk (E,) which is in fact a norm, so that the reduced 
homology group is a Banach space. From the point of view of norms, the reduced groups seem 
more natural than the ordinary ones. 
Next we look into the relation between the Kronecker product of H,(E,) and Hk (F*) and 
their pseudo-norms. As is expected, Schwarz’s inequality holds. 
PROPOSITION 1.1. For any CIE H, (E,), and any j3~ Hk (F*), 
I (a, B> I I II4 11811. 
Proof. From the definition of the norm of by Fk = (Ek)*, we have 
I (a, B>I = I (4 b)l 5 ll4l llbll 
for any representatives a E Z, and b E Z’ for a and /I. Taking the infimum of the r.h.s., we finish 
the proof. m 
Therefore the homology classes and the cohomology classes whose pseudo-norms are 
zero do not contribute to the Kronecker product at all, and we obtain the following corollary. 
COROLLARY 1.2. The Kronecker product 
(,):H,(E,)@H’(F*)-+ Iw. 
reduces to 
(,):i?,(E,)@Hk(F*)d 62. 
The natural homomorphism 
Wfik(F*)+ (I?,(E,))* 
is induced from the reduced Kronecker product above. Using the Hahn-Banach theorem and 
Proposition 1.1. we see the following. 
PROPOSITION 1.3. 0 is a bounded operator with Ial = 1 and is surjective. Every element 
C#J E (H, (E,))* has an element II/ E Hk (F*) in its inverse image by 0 such that 111/l = 141. 
To close this section, we make the following remark on the dimension of Banach spaces as 
R-vector spaces. 
PROPOSITION 1.4. If the dimension dim, E of a Banach space E as an 1w -vector space is not less 
than countably inxnite, then the dimension dimRE is at least that of the continuum. 
52.THESTATEMENTOFTHERESULT 
To state the main result, we begin this section with the review of the definition of bounded 
cohomology. 
For a topological space X, we set x” = p(X) = {all singular n-simplices of X} and 
IS,(X) = I’ (Y(X)) = {Xriai; ui E X”, ri E R, X Ir,I < a}. Then, IS, = ‘S,(X) is a Banach space 
where the norm of Xr,a, E IS, is the I’-norm x Iril, and the usual boundary operatore d, 
extends uniquely to d,:‘S, + is,_, as a bounded operator, in fact, l(d,,ll = n + 1. (‘S,(X), a,) 
is a chain complex of Banach spaces and bounded operators. 
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Next we set (S,* (X), 6*) = (IS, (X), a,)*, i.e. Si (X) = I” (C”) = (‘S,(X) )* = {b : c” + R; 
the range of b is bounded) and 6” = (a,, i)*: S; + S;’ ’ and thus Jib 11 = sup { /b(b) 1; cr E Z”} 
and 116”ll = n + 2. 
We write the homology of (is, (X)) [resp. the cohomology (St (X))] by ‘H,(X) [resp. 
Hz(X)]. ‘H,(X) and H;(X) denote the reduced homology and cohomology. These 
homologies and cohomologies are functorial for continuous maps and are homotopy 
invariants. The norm of the homomorphism induced from a continuous map is not greater 
than one. Moreover, Gromov proved the following striking theorem. 
THEOREM2.1.([4])f*C:&(K(Kl(X),l))-+~~(X) 1s an isometric isomorphism where 
j!X -+ K (q (X), 1) is the classifying map of the fundamental group of X. 
Next, we review the definition of the l’-homology and the bounded cohomology of a 
group G. We set 
‘Ck (G) = I’ (G’) = {Cri@, . . . , gkij; TiE [w, Z/r1 < CO}, 
C;(G)= (‘C,(G))* = l”(G’) = {b:G’+ Iw; the range is bounded), 
and of course an I’-norm [resp. an /“-norm] is given. The boundary operator a,, 1 : ‘Cc+ 1 
(G) + ‘C,(G) is defined as 
~k+&o~. . 
k 
.,gk)=(gl,...,gk)+(-l)iC (go,...,gi-lgi,...,gk) 
i=l 
+(-l)k+l (h.. . , &I) 
and the coboundary operator ak is the dual of dk+1, thus [la,, 1 II = l16kll S k + 2. We write 
‘H,(G) [resp. H,*(G)] for the homology [resp. cohomology] of (‘C,(G), a,) [resp. 
(C,* (G), 6*)] and ‘H, (G) [resp. @ (G)] for the reduced group. In Cl] Brooks proved that 
THEOREM 2.2. Ht (K (K, 1)) z Hz (x) 
Moreover, Gromov proved in [4] that these are isometric. 
Because of this identification, it does not matter whether we deal with the bounded 
cohomology of spaces or that of groups. 
Now we state our main result. Let Z be a connected orientable surface which is not 
homotopy equivalent o S2, D2, S’ x D’, or p?, and let F be the fundamental group of Z. 
# denotes the cardinality. 
THEOREM 2.3. dim, H,2 (C) = dim, ‘g2 (C) = dim, ‘g2 (F) = # W. 
COROLLARY 2.4. dim, ‘Hz (Z) = dim, Hz (Z) = dim, ‘H, (F) = #Iw. 
Remark. We see easily by elementray set-theoretic arguments that dim, ‘S,(Z) 
dim, S,* (9 = dim, ‘C, (F) = dim R C,* (F) = # BB. Therefore Corollary 2.4 follows from 
Theorem 2.3 immediately. Due to Proposition 1.1 and Proposition 1.4 to prove Theorem 2.3 
it is enough to show the existence of infinitely many independent elements. ’ 
$3. fi: (Z) AND ‘fi, (Z) 
In this section, we construct infinitely many linearly independent elements in @ (Z) and in 
‘fi2 (2) where C is a surface as in §2 so that Z admits a complete hyperbolic structure. 
For any given complete Riemannian metric h on Z which satisfies the curvature condition 
k = the curvature of h < --E < 0, for some E > 0, 
we can construct a bounded 2cocycle F, of C as follows. From the curvature condition and 
the completeness, we can define the straightening operator S: ‘S,(Z) + ‘S,(Z) which replaces 
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each simplex by the geodesic simplex with the original vertices (see [4]). Remark that S is a 
chain homomorphism and chain homotopic to the identity. Then we define F, as 
Fh@) = s vol h, for oEZ’(X), s (0) 
where vol, is the volume form of h. Clearly F, is a cocycle and as is well-known the 
boundedness of F, follows from the curvature condition and the Gauss-Bonnet theorem (see 
C31 and C41). 
Now we construct Ii-cycles. Take pi] E [I-, I’] where I- = n, (E). Then there exists a finite 
integral 2chain C such that dC = y. On the other hand, any integral l-cycle is an I’-boundary. 
Let w be the fundamental cycle of S’ = R/Z,fbe the self-map of S’ of degree 2, and o, be 
f” (0). Since 20 and wi are homologous to each other, there exists an integral 2-chain D, of S’ 
such that aD, = 20 -or. If we set D, = 2:’ l 2-“0, where D, =f”-l (Dl) (so that dD, 
= 2cql -0,) and D = y (D,), then D is an I’-Zchain of X and flD = 7. Thus E (y, C) = C -D 
is an I’-2-cycle. We want to calculate (F,, E (y, C) ) for various h’s and 7’s. 
Here, we fix the original hyperbolic structure h,. 
Let C’ be a 2-chain which is homotopic to C and whose boundary dC’ = y’ is the closed 
geodesic homotopic to y. Then it follows from the homotopy invariance that (F,,,, E (y, C) ) 
= I S(E(I,C)j vol,,, is nothing but the volume of C’. 
Now we fix arbitrary positive integer N and choose N elements pill, . . . , piN] from 
[I-, r] which differ from each other as conjugacy classes in r where y;s are the corresponding 
closed geodesics. Take Cj for each yjas above to obtain I’-cycles Ej = E (yj, Cj),j = 1, . . . , N. 
For each j, take an embedded So = {xj+, xi- } c E:’ = X -(yl u . . . q+,) so that the 
condition 
Ik({xj+,Xj-}, ~k)=(Sjf for 1 $j, k r N 
is satisfied where lk denotes the linking number and dj, is Kronecker’s 6. Take disc 
neighbourhoods Bj, of xj_+ in Z’ and perturb the metric ho in Bj+ 
that 
u Bj- into a new metric hj so 
Voh, (Bj+) -volh, (I$+) = Ej > 0, 
Vo&, (q-) -vol/$ (q-)= -Ej, 
and the curvature condition is still satisfied for hi. Then .J~‘s are still closed geodesics w.r.t. the 
new metric hi. If we set Fj = ( Fh, - F,,)/E~, we obtain 
(E,, Fj) = 6j,k, for 1 s j, k s N. 
Thus {El,. . . , E,) and {F’, . . . , FJ } are linearly independent sets in ‘HZ (Z) and fi,Z (Z) 
respectively. Since N is arbitrary, we obtain dim, ‘HZ (Z) _2 #N and dim, Hi (X) 1 # N. Thus 
using Proposition 1.1 and Proposition 1.4, we obtain 
PROPCEITION 3.1. dim, ‘HZ(C) = # R and dimi& = # Iw. 
Remark. Since the volume of any hyperbolic pants (i.e. a compact hyperbolic surface of 
genus zero with three geodesic boundary components) is 27r, we cannot achieve the variation 
of F,,‘s by the above method if h varies among hyperbolic structures. In fact, in the case of a 
closed surface, we can prove that the class of F, in H,’ (X) is independent of the choice of the 
hyperbolic structure h in the following two steps. 
Step I. Any two points in the Teichmiiller space of C can be joined by applying finitely 
many Fenchel-Nielsen twists. 
Step II. If a hyperbolic structure ho is deformed into h, by a Fenchel-Nielsen twist, 
F,,, -F,,, is a bounded coboundary. 
Thus in this section we have to make the above construction outside the set of hyperbolic 
structures. This is in clear contrast to the construction of the next section. 
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44. ‘i$ (l-) AND tit (I-) 
Now let us consider the construction in ‘17, (r) and Bi (r). It is enough to work with the 
free group Z * Z, because there always exist homomorphismsf: Z * E + r and g : r + E * Z 
such that g of = id. This is a minor remark, but for convenience, we assume I- to be the free 
group Z * Z generated by two elements a and /? in $4 and $5. 
4.1. i%e consm4ction of P-cycles 
For any g E [r, l--J, we can take an integral 2-chain C E C, (I.-; Z) such that 8C = g. On the 
other hand, the I’-2-chain D = ZzzO 2-“- ’ ($,8) has its boundary aD = g. Thus, the l’-2- 
chain E (g, C) = D -C is an I’-2-cycle. 
Remark. E (g, C) does not depend on the choice of C as a homology class in the case of the 
free group and we can specify the choice of C for a presentation of g as a product of 
commutators. We do not go into this because for our explicit computations we only deal with 
single commutators. 
For a commutator g = [a, b] = aba-lb-‘, we specify an integral 2-chain C as 
C= (a,a-‘b-‘)+(b-l,bu-‘b-‘)-(u,bu-lb-’). 
Now for no N, let g. be a commutator [a”, /I”] and take C, = C for g,,, D, = D for g,, and 
E, = E (9.9 C). 
4.2. The construction of bounded cocycles 
Here we consider a representation 
of r into the group of all orientation preserving homeomorphisms of S’ via the action of 
PSL (2 : Iw). PSL (2 : W) acts on hyperbolic 2-space HZ and on its ideal boundary S’. In this way 
PSL (2 : Iw) is embedded into G = Homeo+ (S’). The euler class e E HZ (G; R) is represented by 
a bounded cocycle 1 as follows. Let G be the universl covering group of G (G is homotopy 
equivalent o S’), i.e. 
G=(f~Homeo+(R);f(x+l)=f(x)+l} 
where S’ is identified with R/E, and take a set-theoretic splitting s:G + G (not a 
homomorphism) so that p 0 s = i& wherep is the projection G + G. We have various choice of 
the splitting s but take any one of them and fix it. We take an integral 2cochain x, as 
x,(s, h) = s(g)s(h)s(gh)-’ for 9, hEG, 
under the identification of the center 2 (G) = (f~ G;f (x) = x + n, for some n E Z> of G with h. 
Then x, is a 2-cocycle of G which represents the euler class e, but x, is not bounded. Therefore 
we take a real 1 -cochain C, EC’ (G; W) as 
C,(g) = s(g)(O)E R for gEG 
and set )I = x, -6C,. The following proposition is easy. 
PROPOSITION 4.1. ): does not depend on the choice of the splitting s us u cocycle and is a 
bounded 2-cocycle of G which represents the euler class in HZ (G; W). In fact llxll = 1. 
Remark. The above construction of x and Proposition 4.1. is due to S. Morita. 
If we vary the representation p, we obtain various bounded 2-cocycles on l-as the pullback 
of ): by p. Let A (t) and B(t) be l-parameter families in PSL (2: [w) as follows, 
and let p(r) be a representation defined by p(t) (ar) = A (t) and p(t) (B) = I3 (t). 
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LEMMA 4.2. The commuraror [A (t), 8 (r)] is 
(1) of elliptic type fir ItI < log (1 + &), 
(2) of parabolic type for Ir( = log(1 + fi), 
(3) of hyperbolic type for lrl > log (1 + $). 
Proof: By an explicit computation, 
Trace [A (r), B (r)] = 2 - 4 sinh4r, 
and the lemma follows. 
4.3. The Kronecker products 
Now we compute the Kronecker products (pan, E, > = (x, p (r), E,). We often 
abbreviate p (r) * E, as E,. First, we recall the definition of the translation number. 
Definition. For any f~ G, its translation number r (/) E Iw is defined as follows. 
t(J) = limI^“(X)-X. 
n+m n 
Remark. It is easily verified that the above definition oft (f) does not depend on the choice 
of x E Iw. Iffprojects to g E G, T cf) mod i2 (E B/H) is nothing but the rotation number of g 
(see C51). 
The followings are due to elementary computations. 
LEMMA 4.3. (1) xs (D,) - =, (E,) = ~(s (g,)), 
(2) xS (C,) = T (s (g.) ) - 5 (Cs (0, s V")l ), and thus 
(3) (LJL) =~(Cs(a sW)l). 
Lemma 4.2 implies that r(t) = t( [s@(r)), s@(r))]) is a constant integer for r 1 
log (1 + ,,/$, and T race[A (r), B(t)] is strictly monotone decreasing for r > 0. Therefore we 
obtain, 
LEMMA 4.4. r (r) is strictly monotone decreasingfor 0 S r 5 log (1 + fi) and is constantfor 
r 2 log (1 + $). 
If we take representations p. = p (n -I log (1 + fi)), pullbacks x. = p. *x, and bounded 2- 
cocycles F, = x,,+ , -Xi,fornEN,then, (F,,E,)=r((n+l)-‘klog(l+$))-r(klog(l 
+JZ)).Thus(F,,E,)>Ofor16k~nand(F,,E,)=Ofor16n<k,andweobtain 
the following. 
PRo~ostrto~ 4.5. Both {E,; k E N } and {F,; n E N} are linearly independent in ‘H, (r) and in 
H,2 (r) respectively. 
Remark. We can not produce linearly independent elements using hyperbolic elements. 
This clarifies the reason why the construction in $3 should be done out of the Teichmiiller 
space. 
55. BROOKS’ COCYCLES 
In Cl], Brooks constructed bounded cocycles as follows. (See also [2].) Let w be a word of 
length 2 2 in I = H * H and set 
I(/,(g) = (the number of times w occurs in g) 
-(the number of items w-i occurs in g) 
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for gcT. +, is an unbounded l-cochain, but Sic/, is a bounded 2-cocycle. We show the 
independence of 6$,,,‘s by using the Kronecker product with l’cycles E,‘s of $4. 
hOPOSITION 5.1. (0, = 6$Icor,p,; n E N} are linearly independent in @j (IJ. 
Proof. (4,, E,) = (@,,,CiZ02-i-1 ([a”,/lkp’, [ak,Bkp’)) 
-<J/EOr,~? Caky 8”3 ) = -6k,. 
for k, n E N where S,, n is the Kronecker’s 6. n 
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