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The spontaneous generation of charge-density-wave order in a Dirac fermion system via the natu-
ral mechanism of electron-phonon coupling is studied in the framework of the Holstein model on the
honeycomb lattice. Using two independent and unbiased quantum Monte Carlo methods, the phase
diagram as a function of temperature and coupling strength is determined. It features a quantum
critical point as well as a line of thermal critical points. Finite-size scaling appears consistent with
fermionic Gross-Neveu-Ising universality for the quantum phase transition, and bosonic Ising uni-
versality for the thermal phase transition. The critical temperature has a maximum at intermediate
couplings. Our findings motivate experimental efforts to identify or engineer Dirac systems with
sufficiently strong and tunable electron-phonon coupling.
The experimental advances in preparing single-layer
graphene [1] have put Dirac fermions at the focus of con-
densed matter physics. While the single-electron prop-
erties are relatively well understood, correlation effects
remain a highly active area of research [2]. Due to the
two-dimensional (2D) nature of the problem, theoreti-
cal models can be analyzed by powerful theoretical and
numerical methods, offering the prospect of a compre-
hensive understanding. The field has recently received
another boost by the remarkable properties of other hon-
eycomb systems, in particular quantum-spin-Hall physics
in bismuthene [3] and unconventional superconductivity
in twisted bilayer graphene [4]. Finally, massive Dirac
phases such as charge-density-wave (CDW) insulators in
transition-metal dichalcogenides [5] promise future appli-
cations in optoelectronics.
Theoretical studies of massive (2 + 1)D Dirac fermions
were pioneered by Semenoff [6], who considered a stag-
gered fermion density or CDW, and Haldane [7], who
introduced a topological mass that produces an integer
quantum Hall state in the absence of a magnetic field.
Such problems become even richer if the masses arise
from spontaneous symmetry breaking at interaction-
driven phase transitions. Particularly remarkable aspects
of Dirac systems are that (i) phase transitions occur at
nonzero critical values and (ii) the gapless fermionic ex-
citations can strongly modify the critical behavior, giv-
ing rise to fermionic quantum critical points [8–17]. The
interplay of different order parameters provides a route
to deconfined quantum critical points [18] and emergent
symmetries [19, 20] (see Ref. [21] for a review).
Numerous interactions have been explored numerically
in the framework of honeycomb lattice models. A suffi-
ciently strong onsite Hubbard repulsion yields an anti-
ferromagnetic Mott insulator [22–24]. The same holds
for a more realistic 1/r Coulomb repulsion, although the
nonlocal part of the interaction—relevant for graphene
where screening is absent—enhances CDW fluctuations
[25]. A dominant nearest-neighbor repulsion favors a
CDW state [26–30] but is rather unrealistic; for spin-
ful fermions, quantum Monte Carlo (QMC) simulations
are hampered by the sign problem. Mean-field predic-
tions of interaction-generated topological states in ex-
tended Hubbard models [26] inspired significant efforts
to address fluctuation effects. For spinless fermions, un-
biased numerical methods reveal the absence of topolog-
ical phases but support CDW, valence bond solid, and
charge-modulated ground states (see Ref. [31] for a re-
view). Similar conclusions were recently reached for the
spinful problem [32, 33]. Finally, bond-bond interactions
were found to produce valence bond, antiferromagnetic,
quantum-spin-Hall, and CDW states [12, 14, 34].
Here, we consider electron-phonon coupling as the
mechanism for CDW order. QMC investigations along
these lines have so far been restricted by the challenges
in simulating electron-phonon models, as addressed by
several recent methodological advances [4, 35, 37, 38].
We carried out large-scale QMC simulations of the fun-
damental Holstein molecular-crystal model [39] to deter-
mine the phase diagram as a function of coupling strength
and temperature. Moreover, we investigate the nature of
the observed quantum and thermal phase transitions.
Model.—Within the Holstein model, electrons coupled
to quantum phonons on the honeycomb lattice are de-
scribed by the Hamiltonian
Hˆ = −t
∑
〈ij〉σ
cˆ†iσ cˆjσ +
∑
i
[
1
2M
Pˆ 2i +
κ
2
Qˆ2i
]
− g
∑
i
Qˆiρˆi .
(1)
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2The first term represents nearest-neighbor electronic hop-
ping, the second term independent Einstein phonons at
each lattice site, and the third term the coupling between
fluctuations of the local electron number ρˆi = nˆi− 1 and
the lattice displacement Qˆi. Here, nˆi =
∑
σ cˆ
†
iσ cˆiσ, the
phonon frequency ω0 =
√
κ/M , and we introduce the
dimensionless coupling λ = g2/(κW ) with the free band-
width W = 6t. We consider half-filling and work in units
where kB, ~ and the lattice constant are equal to one.
For λ = 0, Eq. (1) gives the well-known semimetallic
band structure (k) with linear excitations at the Dirac
pointsK,K ′ [1]. An expansion around these points yields
a Dirac equation in terms of eight-component spinor
fields corresponding to N = 2 (spin ↑, ↓) Dirac fermions
with two flavors (valleys K,K ′) and two pseudospin di-
rections (sublattices A,B) [1].
Methods.—We used the determinant QMC (DQMC)
[40] and the continuous-time interaction expansion (CT-
INT) QMC methods [41]. In the former, the electrons
are integrated out and the phonons are sampled using
local and block updates [42, 43] as well as global moves
based on an effective bosonic model determined by a
self-learning scheme [1–5], see SM [48]. In CT-INT, the
phonons are integrated out and the resulting electronic
model with a retarded interaction is sampled [49]. While
CT-INT works in continuous imaginary time, a Trotter
discretization ∆τ = 0.1 was used for DQMC calcula-
tions. Although both methods are in principle capable
of simulating any parameters, CT-INT is most efficient
at weak coupling and less problematic with respect to
autocorrelations [35]. DQMC simulations require more
care regarding the sampling but—especially in combi-
nation with self-learning—can access stronger couplings
and larger system sizes. We used lattices with L×L unit
cells (2L2 sites) and L = 3n (n = 1, 2, . . . ) whose recip-
rocal lattice contains the Dirac points that determine the
low-energy physics.
Phase diagram.—The existence of CDW order at suf-
ficiently strong coupling can be inferred from two op-
posite limits. For classical phonons (ω0 = 0), we can
make a mean-field ansatz Qˆi 7→ (−1)iQ, corresponding
to a staggered chemical potential or Semenoff mass that
breaks the sublattice and chiral symmetry [6]. The lattice
displacements are accompanied by a density imbalance
δ = |〈nˆA〉−〈nˆB〉| (see inset of Fig. 1). The band structure
acquires a gap at the Fermi level, E(k) = ±√2(k) + ∆2.
Spontaneous mass generation is described by a gap equa-
tion identical to that for the Mott transition of the
Hubbard model upon identifying Q = m/2 (∆ = gQ),
λW = U . The mean-field critical value is Uc = 2.23t
or λc = 0.37 [22], which may be compared to Uc ≈
3.8t or λc ≈ 0.63 from QMC simulations [23, 24, 50].
The nonzero critical value reflects the stability of the
semimetal at weak coupling [8], the origin of which is
the linearly vanishing density of states, N(ω) ∼ |ω| [1].
In the opposite, antiadiabatic limit ω0 →∞, integrat-
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FIG. 1. Phase diagram of the Holstein model (1) for ω0 =
0.5t. CDW order with a staggered charge disproportionation
±δ (inset) exists beyond a quantum critical point at λ0c ≈
0.2375 and below a critical temperature Tc(λ). Critical values
were obtained from the crossings of the correlation ratio Rc for
different system sizes L as a function of λ (filled symbols) or
T (open symbols), respectively. Data obtained from CT-INT
(T ≤ 0.05t) and DQMC (T > 0.05t) simulations, respectively.
The line is a guide to the eye.
ing out the phonons in the path-integral representation
yields an attractive Hubbard model with U = λW [51].
By symmetry [52], Uc has the same magnitude as for the
Mott transition of the repulsive Hubbard model, namely
3.8t [23, 24, 50]. Under the Lieb-Mattis particle-hole
transformation that yields U → −U , the order param-
eters for CDW and superconductivity of the attractive
Hubbard model combine into a 3D vector that maps to
the magnetization of the repulsive model [52]. This im-
plies (i) coexistence of CDW order and superconductivity
for U > Uc [53] and (ii) long-range order that sponta-
neously breaks the SO(3) symmetry only at T = 0 [54].
An expansion in 1/ω0 in the path-integral representation
of the Holstein model produces terms that violate the
SO(3) symmetry [51]. A mean-field decoupling with an
Ising CDW order parameter—reflecting the two possible
choices for the sign of the excess charge δ in Fig. 1—gives
again Uc = 2.23t or λc = 0.37. However, while Ising-
like CDW order in the square-lattice Holstein model is
strongly suggested by the nesting-related, stronger di-
vergence of the CDW susceptibility compared to pairing
[55], we are not aware of such an argument for the hon-
eycomb Holstein model considered here.
For quantitative insights into the experimentally rele-
vant case of finite ω0, we turn to QMC simulations. We
focus on ω0 = 0.5t, for which both quantum fluctuations
and retardation effects are significant. We determined
critical values either at fixed coupling or at fixed tem-
perature. The values reported in Fig. 1 are based on the
renormalization-group invariant correlation ratio Rc =
1 − Sc(Q + δq)/Sc(Q) [56] calculated from the charge
structure factor Sc(q) = L
−2∑
ij e
−iq·(ri−rj)〈(nˆAi −
nˆBi )(nˆ
A
j − nˆBj )〉. The CDW order is within the unit cell,
so the ordering wavevector Q = Γ = (0, 0). If Q + δq
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FIG. 2. (a) Estimation of the critical value λ0c ≈ 0.2375 for
the quantum critical point from the intersections of the corre-
lation ratio Rc. Here, βt = L, ω0 = 0.5t. Single-particle spec-
tral function A(k, ω) in (b) the semimetallic phase (λ = 0.1)
and (c) the CDW phase (λ = 0.4) for βt = L = 9. Results
were obtained with the CT-INT method.
is a neighboring point in the Brillouin zone, long-range
order and hence a divergence of Sc(Γ ) implies Rc → 1
for L → ∞, otherwise Rc → 0. At the critical point,
Rc is independent of L up to scaling corrections, so that
the critical value can be estimated from intersections of
Rc for different L. Crucially, the scaling holds indepen-
dent of any critical exponents and Rc usually has smaller
scaling corrections than Sc(Γ ) [56, 57].
Near the quantum critical point, the RG-invariant cor-
relation ratio Rc depends on (λ − λc)L1/ν and Lz/β.
For the finite-size scaling analysis, we took βt = L (i.e.,
z = 1) based on the expected emergent Lorentz symme-
try [58]. Figure 2(a) suggests a critical value λ0c ≈ 0.2375.
Similar analysis for other parameters yields the phase
boundary in Fig. 1, shown in terms of the intersections
of L = 6, 9 and L = 9, 12, respectively. Apart from the
absence of long-range order at λ < λ0c [Fig. 2(a)], the
CDW transition is also apparent in the single-particle
spectral function A(k, ω) [48]. We find gapless excita-
tions at the Dirac point for λ = 0.1 [Fig. 2(b)] and a
gap at the Fermi level for λ = 0.4 [Fig. 2(c)]. We found
no evidence of long-range superconducting order for the
parameters considered [48].
In Fig. 1, CDW order persists up to a critical temper-
ature Tc. After an initial increase, asymptotically deter-
mined by the quantum critical point via Tc ∼ |λ− λ0c |zν
[30], Tc takes on a maximum before decreasing at even
stronger couplings [59]. This can be understood within
an effective t-V model of singlet bipolarons (hardcore
bosons) [51]. The binding energy of the latter contin-
ues to grow with λ, but their exchange interaction V
that sets the temperature for CDW order in this regime
decreases (cf. Tc ∼ J for the Ising model). An expression
for V in the Holstein model is given in Ref. [51] and sim-
plifies to V ∼ t/λ for ω0  t. The observed decrease of
Tc with increasing electron-phonon coupling λ contrasts
the linear increase of Tc with increasing electron-electron
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FIG. 3. Scaling collapse of the correlation ratio Rc using
λ0c = 0.2375 and (a) 1/ν = 1.2, (b) 1/ν = 0.931.
repulsion in models for CDW order from Coulomb repul-
sion [30, 60, 61]. Finally, the phase boundary is expected
to shift to stronger couplings at larger ω0 due to enhanced
lattice fluctuations, reaching λ0c ≈ 0.63 [23, 24, 50] in the
Hubbard limit ω0 →∞ where Tc ≡ 0 for any λ > λ0c due
to the continuous SO(3) symmetry.
Quantum phase transition.—In Dirac systems, the
Yukawa coupling between the gapless fermions and order
parameter fluctuations described by Gross-Neveu field
theories gives rise to fermionic critical points rather than
Wilson-Fisher bosonic critical points [8, 9]. Gross-Neveu-
Ising universality for CDW transitions was previously ob-
served for N = 1 Dirac fermions with nearest-neighbor
Coulomb repulsion [27–30], and N = 2 Dirac fermions
with bond interactions [14, 34]. For the Holstein model,
Gross-Neveu-Heisenberg universality is well established
[24, 50, 62] for ω0 → ∞, where it maps to the attrac-
tive Hubbard model. The 3+1 dimensional Gross-Neveu
theory for the adiabatic limit ω0 → 0 should have a cor-
relation length exponent ν = 1/2 [24]. For general ω0,
2 + 1 dimensional, N = 2 Gross-Neveu-Ising universality
is expected.
For a preliminary analysis, we use λ0c = 0.2375 from
Fig. 2(a) and available estimates for the exponent ν
from QMC simulations (1/ν = 1.2(1) [34]) and the -
expansion (1/ν = 0.931 [63]), respectively. The rescaled
correlation ratio for L = 9, 12, 15 in Fig. 3 appears
more consistent with 1/ν = 1.2 [Fig. 3(a)] than with
1/ν = 0.931 [Fig. 3(b)]. As a further consistency check,
we determined λ0c from the best scaling collapse [64] on
the interval [−1, 1]. The exponent 1/ν = 0.931 yields
λ0c ≈ 0.239(2), whereas 1/ν = 1.2 yields λ0c ≈ 0.238(1),
slightly closer to the value obtained in Fig. 2(a) without
any assumption about the value of ν.
A direct estimate of ν based on an improved data set
appears feasible and is motivated by the rather differ-
ent existing results [63]. At the same time, a poten-
tial additional complication—absent in purely fermionic
models —is that the phonon frequency interpolates be-
tween three different fixed points, namely mean-field scal-
ing (ν = 1/2 [24]) at ω0 = 0, Gross-Neveu-Ising scal-
ing for ω0 > 0, and Gross-Neveu-Heisenberg scaling for
ω0 = ∞. For ω0 = 0.5t, the proximity to the adia-
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FIG. 4. Finite-size scaling of the density structure factor us-
ing the 2D Ising critical exponents β = 1/8, ν = 1. The
critical temperature Tc = 0.162t obtained from the best scal-
ing collapse shown in (b) is consistent with the crossing point
in (a). Here, ω0 = 0.5t, λ = 1/3. Results obtained with the
self-learning DQMC method.
batic fixed point may give rise to crossover effects in the
exponents. Another interesting possibility that has to
be ruled out is the formation of singlet pairs—triggered
by the attractive component of the frequency-dependent
fermion-fermion interaction—prior to the CDW transi-
tion, as in the 1D Holstein model [65]. In the absence of
gapless fermion excitations at λc, Wilson-Fisher theory
suggests 2 + 1 = 3 dimensional Ising universality. Both
the expected ω0 = 0 value (1/ν = 2 [24]) and the 3D
Ising value (1/ν ≈ 1.59 [66]) are larger than predicted
for the N = 2 Gross-Neveu-Ising universality class [63].
Thermal phase transition.—Starting from the CDW
ground state at λ > λ0c , long-range order is destroyed
by thermal fluctuations at Tc. The phase transition is
expected to exhibit 2D Ising universality with critical
exponents β = 1/8 and ν = 1. Figure 4(a) shows that
for ω0 = 0.5t and λ = 1/3, the rescaled charge structure
factor has a crossing of different system sizes compatible
with Tc = 0.159(2) in Fig. 1. The best scaling collapse
on the interval [−2, 2] produces Tc = 0.1648(5)t and is
shown in Fig. 4(b).
Discussion.—Our investigation of spontaneously gen-
erated CDW order from electron-phonon coupling on the
honeycomb lattice reveals several differences to previous
work. Perhaps most importantly, the Dirac band struc-
ture gives rise to a quantum critical point with expected
Gross-Neveu-Ising universality at nonzero coupling. In
contrast, the Fermi liquid of the square lattice is expected
to have a weak-coupling instability due to perfect nesting
and a van Hove singularity [35, 55]. The thermal CDW
transition appears to have the same Ising universality as
for the square lattice [4, 35, 37, 67]. Such a transition
is absent in the antiadiabatic limit, corresponding to the
attractive Hubbard model. While the latter is useful to
describe superconductivity away from half-filling, it sup-
ports long-range CDW order only at T = 0 [54]. Mod-
els with dominant nearest-neighbor repulsion capture the
finite-temperature CDW transition [30, 60, 61] but not
the suppression of Tc at strong coupling. Finally, we
showed that, similar to the square lattice, CDW order
prevails over superconductivity at half-filling.
Outlook.—There are several interesting future direc-
tions. The fermionic quantum criticality requires addi-
tional efforts. Superconductivity at nonzero doping and
the competition between CDW order and antiferromag-
netism in a Holstein-Hubbard model should be investi-
gated. Our work may also provide a starting point for
more realistic modeling of twisted bilayer graphene [4] or
transition-metal dichalcogenides [5]. On the experimen-
tal side, a key question is if CDW order from electron-
phonon coupling can be realized in one of the many Dirac
systems currently being investigated.
While writing this Letter, we became aware of a closely
related study of the same model whose results are fully
consistent with ours [81].
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.
2SUPPLEMENTAL MATERIAL
Charge-Density-Wave Transitions of Dirac Fermions Coupled to Phonons
SI. Self-learning Monte Carlo
The self-learning Monte Carlo (SLMC) method was recently developed to propose efficient Monte Carlo updates in
simulations of classical and quantum many-body systems [1–5]. Its central idea is to make use of learning algorithms
to construct an approximate effective Hamiltonian that can be efficiently simulated to guide the Monte Carlo sim-
ulation [1–3, 6, 7]. SLMC has been shown to yield substantial improvements over traditional Monte Carlo methods
in terms of overcoming critical slowing-down and reducing matrix operations in DQMC simulations. Exact simula-
tions are ensured by evaluating the full fermion determinant to decide about the acceptance of cumulative updates.
However, this expensive operation can be done relatively infrequently, owing to the accuracy of the learned effective
action. For example, in 2D problems of fermions coupled to critical bosonic fluctuations with itinerant quantum
critical points, linear lattice sizes L up to 100 can be investigated at high temperatures [3]. Low-temperature simu-
lations of antiferromagnetic Ising models coupled to fermions have been carried out for triangular lattices with L up
to 48 [8, 9] and square lattices with L up to 60 [10].
SLMC has previously been successfully applied to the Holstein model on the square lattice [4]. The approach used
here is based on Ref. [8]. The first step is to obtain an effective model by self-learning on configurations generated
with DQMC. The model was chosen to be of the form (up to a constant)
−βHeff = Jk
∑
iτ
(Xiτ+1 −Xiτ )2 + Jp
∑
iτ
(
1
4
(Xiτ − α)4 − α
2
2
(Xiτ − α)2
)
+ J ′p
∑
iτ
(
1
6
(Xiτ − α)6 − α
2
4
(Xiτ − α)4
)
+ Jnn
∑
〈ij〉τ
(Xiτ − α)(Xjτ − α) + J ′nn
∑
i〈ττ ′〉
(Xiτ − α)(Xiτ ′ − α) . (S1)
Here, the Jk term comes from the phonon kinetic energy, the Jp and J
′
p terms are functions that produce the two global
minima visible in Fig. S1 (see below), while Jnn and J
′
nn are nearest-neighbor interactions in space and imaginary
time, respectively. Importantly, the effective model has a built-in global Z2 symmetry related to invariance under
a global mirror operation on X with axis α. The two potential minima of the Holstein model are symmetric with
respect to X = −g/Ω2 ≡ α, see Fig. S1. We find that for the phonon fields in the Holstein model, two functions are
sufficient to fit an appropriate barrier width and height.
With the effective model in the form of Eq. (S1), the training procedure is straight forward. Given a configuration
X of the phonon fields and a corresponding weight ω[X ], generated in DQMC, the learning objective is
−βHeff[X ] = ln (ω[X ]) . (S2)
-α6/12
-α4/4
0
-|α| 0 |α|
X-α
FIG. S1. The symmetric functions used to construct the phonon potential have minima at ±|α| with α = −g/Ω2. The blue
line corresponds to 1
4
(X − α)4 − α2
2
(X − α)2, the red line to 1
6
(X − α)6 − α2
4
(X − α)4. Figure reproduced from Ref. [4].
3TABLE I. Fitted values of Jk, Jp, J
′
p, Jnn and J
′
nn from a multi-linear regression [3, 11, 12] with 20, 000 DQMC configurations.
Jk Jp J
′
p Jnn J
′
nn
-5.00E1 1.61E-2 -6.07E-4 3.29E-2 8.88E-2
Combining Eqs. (S1) and (S2), optimized values of Jk, Jp, J
′
p, Jnn and J
′
nn can be readily obtained through multi-
linear regression [3, 11, 12] using the configurations prepared with DQMC. For each temperature, we determined Heff
from 20, 000 configurations for L = 6, after which the model was also used for larger L. The fitted parameters for the
case of L = 6, β = 6, and λ = 1/3 are reported in Table I.
The effective model guides the Monte Carlo simulation of the original model in terms of proposes updates of the
phonon fields based on Eq. (S1). This is the so-called cumulative update in SLMC [3, 12]. We then calculate the
acceptance ratio of the final phonon-field configuration via the expensive fermion determinant only rarely.
There are two advantages of SLMC over DQMC. First, the effective model is purely bosonic and its local update
is O(1) since it bypasses the calculation of fermion determinants. Second, since the effective model is bosonic, global
updates such as cluster update schemes [13, 14] or Hamiltonian Monte Carlo [15] are easy to implement. This is
crucial since global updates in conventional DQMC actually worsen the scaling from O(N3Lτ ) to O(N
4Lτ ). Using
the low-cost global updates in combination with the SLMC approach allows for reliable, large-scale simulations. In
this work, we used the cumulative update (local update plus 10 block updates) in the weak-coupling regime and the
Wolff update in the strong coupling regime.
SII. Analytic continuation of the single-particle Green function
For the spectral functions shown in Fig. 2 of the main text, we measured the single-particle Green function
GA/Bσ (k, τ) = 〈c†kσ,A/B(τ)ckσ,A/B(0)〉 , (S3)
averaged it over spin (σ =↑, ↓) and sublattices (A/B), before using the ALF implementation [16] of the so-called
stochastic maximum entropy method [17] to extract the spectral function
A(k, ω) = −pi−1ImG(k, ω) . (S4)
SIII. Absence of superconductivity
Figure S2 shows the correlation ratio for s-wave pairing, Rp = 1− Sp(Q+ δQ)/Sp(Q), with
Sp =
1
L2
∑
ij
e−iq·(ri−rj)〈∆ˆ†i,A∆ˆj,A + ∆ˆ†i,B∆ˆj,B〉 , (S5)
Q = (0, 0), and ∆ˆi,A/B = ci↑,A/Bci↓,A/B . Whereas the correlation ratio for CDW order in Fig. S2(a) shows a clear
phase transition with long-range order for λ > λc ≈ 0.2375, Rp in Fig. S2(b) remains small and decreases with
increasing system size, suggesting the absence of any significant pairing correlations for the parameters considered.
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