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We give a probabilistic representation of a one-dimensional diffusion
equation where the solution is discontinuous at 0 with a jump proportional to
its flux. This kind of interface condition is usually seen as a semi-permeable
barrier. For this, we use a process called here the snapping out Brownian
motion, whose properties are studied. As this construction is motivated
by applications, for example in brain imaging or in chemistry, a simulation
scheme is also provided.
Keywords: Interface condition, elastic Brownian motion, semi-permeable barrier,
thin layer, piecing out a Markov process.
1. Introduction
Many diffusion phenomena have to deal with interface conditions. Let 𝐷 be a
diffusivity coefficient which is smooth away from a regular surface 𝑆, but presents




∇(𝐷(𝑥)∇𝑢(𝑡, 𝑥)) = 0 with 𝑢(0, 𝑥) = 𝑓(𝑥) (1)
has to be understood as a weak solution. However, 𝑢 is smooth away from 𝑆 and
satisfies
𝑢(𝑡, 𝑥+) = 𝑢(𝑡, 𝑥−) and 𝐷(𝑥+)𝑛+(𝑥) ·∇𝑢(𝑡, 𝑥+) = 𝐷(𝑥−)𝑛−(𝑥) ·∇𝑢(𝑡, 𝑥−), (2)
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D∇u(−`−) = D0∇u(−`+) D0∇u(`−) = D∇u(`+)
Figure 1: The thin layer problem.
for 𝑥 ∈ 𝑆, when 𝑆 is assumed to separate locally R𝑑 into a “+” and a “-” part
and where 𝑛± is a vector normal to 𝑆 at 𝑥 pointing to the “±” side. The second
condition is called the continuity of the flux.
Now, let us assume that 𝐷 takes scalar values, and is constant away from a thin
layer of width 2ℓ enclosed between two parallel surfaces 𝑆+ and 𝑆−. When the
width ℓ of the layer tends to 0, 𝑆+ and 𝑆− merge into a a single interface located
on a surface 𝑆.
When the diffusivity 𝐷0 decreases to 0 with ℓ and 𝐷0/ℓ → 𝜆 > 0, then the
solution to (1) converges to a function 𝑣 satisfying (1) away from 𝑆 with the
interface condition for 𝑥 ∈ 𝑆:
∇𝑣(𝑡, 𝑥+) = ∇𝑣(𝑡, 𝑥−) and 𝜆
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(𝑣(𝑡, 𝑥+) − 𝑣(𝑡, 𝑥−)) = 𝐷(𝑥±)∇𝑣(𝑡, 𝑥±). (3)
The solution has a continuous flux on 𝑆 but is discontinuous on 𝑆 (See for example
[33, Chap. 13]). A heuristic explanation is given Figure 1.
If 𝐷 is smooth on R𝑑, it is well known that
𝑢(𝑡, 𝑥) = E𝑥[𝑓(𝑋𝑡)], (4)
where 𝑋 is the diffusion process generated by 1
2
∇(𝐷∇) which is solution under P𝑥













(𝑋𝑠) d𝑠 with 𝜎𝜎T = 𝐷 (5)
for a Brownian motion 𝐵.
When 𝐷 presents some discontinuities, (5) has no longer a meaning. However, a
Feller processes (𝑋, (ℱ𝑡)𝑡≥0, (P𝑥)𝑥∈R) is associated to 12∇(𝐷∇·) for which (4) holds.
In particular, the marginal distributions 𝑋𝑡 have a density 𝑝(𝑡, 𝑥, ·) under P𝑥, where
𝑝(𝑡, 𝑥, 𝑦) is the fundamental solution to (1) (See [36] for example).
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Let us now assume that the dimension of the space is equal to 1 and that 𝐷 is
discontinuous at some separated points {𝑥𝑖} with left and right limit there, and
smooth elsewhere. The process 𝑋 is solution to a SDE with local time. The Itô-
Tanaka formula is the key tool to manipulate it, and several simulation algorithms
have been proposed (See the references in [26] for example). The process called the
Skew Brownian motion is the main tool for this construction [24, 25].
Coming back to the thin layer problem, we assume that 𝐷 is constant and equal
to 𝐷1 on (−∞,−ℓ) and (ℓ,∞), and to 𝐷0 on (−ℓ, ℓ). The associated stochastic












where 𝐿±ℓ𝑡 (𝑋) is the local time of 𝑋 at ±ℓ [25].
Letting 𝐷0/ℓ converging to 2𝜅 with ℓ→ 0, one may expect that 𝑋 converges
in distribution to a stochastic process 𝑌 such that the solution to (1) with the
interface condition (3) is given by 𝑣(𝑡, 𝑥) = E𝑥[𝑓(𝑌𝑡)].
The article then aims at constructing and giving several properties related to
the process 𝑌 which we call a snapping out Brownian motion (SNOB). This process
is Feller on G = (−∞, 0−]∪ [0+,+∞) but not on R. The intervals in the definition
of G are disjoint so that 0 corresponds either to 0+ or 0− seen as distinct points.
The behavior of this process is the following: Assume that its starting point is
𝑥 ≥ 0. It behaves as a positively reflected Brownian motion until its local time is
greater than an independent exponential random variable of parameter 2𝜅. Then its
decides its sign with probability 1/2 and starts afresh as a new reflected Brownian
motion, until its local time is greater than a new exponential random variable, and
so on... Using the properties of the exponential random variable, it is equivalent
to assert that the particle changes its sign when its local time is greater than an
exponential random variable with parameter 𝜅, and behaves like a positively or
negatively reflected Brownian motion between these switching times.
Its name is justified by the following fact: As the time at which the particle
possibly changes it signs is the same as for the elastic Brownian motion [10, 15, 18,
19] (also called the partially reflected Brownian motion), it could also be seen as
some elastic Brownian motion which is reborn once killed.
The elastic Brownian motion, also called a partially reflected Brownian motion,
is associated to the Robin boundary condition and has then many applications [8,
15, 35]. This process is the “basic brick” for constructing the SNOB.
The behavior of the SNOB justifies also the old heuristic that the interface
condition (3) corresponds to a semi-permeable barrier, which arises for example in
diffusion Magnetic Resonance Imaging [11] or in chemistry [1, 8]. The interface
condition (3) is different from (2), to which is associated a Skew Brownian motion
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and where the particle crosses the interface when it reaches it, and which corresponds
to a permeable barrier (See references in [24, 26]).
Here, we work under the condition of a single interface at 0. In short time,
it is sufficient to describe the behavior of the process even in a more complex
media, since other interface or boundary conditions far enough have “exponentially
small” influence on the distribution of the process. This is sufficient for simulation
purposes, where particles positions are represented by the stochastic process and
move according to its dynamic.
Using similar computations, one may generalize our work to the case where
𝐷(𝑥) = 𝐷+ if 𝑥 ≥ 0, 𝐷− if 𝑥 ≤ 0 and an interface condition
∇𝑢(𝑡, 0+) = 𝛽∇𝑢(𝑡, 0−) and 𝜆𝑢(𝑡, 0+) − 𝜇𝑢(𝑡, 𝑥−) = ∇𝑢(𝑡, 𝑥+)
with 𝜆, 𝜇 > 0. Diffusions on graphs specified by a condition at each vertex could
also be considered, which could be of interest in several applications. This process
has been described without proof by R. Bobrowski in [6], which have studied its
limit behavior when the diffusion coefficients increase.
Although the SNOB may be seen as a diffusion on a graph, it is not a diffusion
on a metric graph, where the edges are joined by vertices. Such diffusions have
been classified by M. Freidlin and A. Wentzell in [12, 13]. The conditions that are
required at the vertices of the graphs are some extension of the possible boundary
conditions for a Markov process studied by W. Feller [10]. See also [21] for example
for the related problem of pasting diffusions1.
Our interface condition does not fall in these categories. Our process is best
thought as a kind of random evolution process which switches back and forth
randomly among a collection of processes (See e.g. [16, 34]).
Outline. In Sections 2 and 3, we present quickly the main results related to the
Elastic Brownian motions and the piecing out procedure. The SNOB is constructed
in Section 4 through its resolvent. In Section 5, we show the relationship between
the SNOB and the thin layer problem. Finally, in Section 6, we show how to
simulate this process.
2. Elastic Brownian motion
Let (𝑅𝑡)𝑡≥0 a reflected Brownian motion, and denote by (𝐿𝑡)𝑡≥0 its symmetric local
time at 0. We add a cemetery point † to R+. For a constant 𝜅 > 0, we consider an
exponential random variable 𝜉 with parameter 𝜅 independent from 𝐵. Set
𝑍𝑡 =
{︃
𝑅𝑡 if 𝐿𝑡 ≤ 𝜉,
† if 𝐿𝑡 > 𝜉.
1The article [32] defines a notion of semipermeable membrane which is different from ours,
where the solution is continuous with a discontinuous gradient.
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Thanks to the properties of the local time, this process called the elastic Brownian
motion (EBM), is still a strong Markov process. It semi-group is
𝑃 e𝑡 𝑓(𝑥) = E𝑥[exp(−𝜅𝐿𝑡)𝑓(𝑋𝑡)]
for 𝑓 in the set 𝒞0(R+,R) of continuous functions that vanishes at infinity. Closed
form expressions of the density transition function are given in [14, 35].
Let k be the time at which the EBM is killed, which means k = inf{𝑡 > 0 |𝐿𝑡 ≥ 𝜉}.
This is a stopping time. Since the local time increases only on the closure of
𝒵 = {𝑡 > 0 |𝑋𝑡 = 0}, it holds that 𝑍k = 0 almost surely. Using standard
computations in the inverse of the local time of the Brownian motion,






Using the Itô formula, it is easily shown that 𝑢(𝑡, 𝑥) = 𝑃 e𝑡 𝑓(𝑥) is solution to









For a Markov process 𝑋, let us recall that its resolvent (𝐺𝛼)𝛼>0 is a family





for any 𝑓 ∈ 𝒞0 and any
𝛼 > 0. It has a density 𝑔𝛼 when 𝐺𝛼𝑓(𝑥) =
∫︀
𝑔𝛼(𝑥, 𝑦)𝑓(𝑦) d𝑦.
Using standard computations on the Green functions, the density 𝑔e𝛼(𝑥, 𝑦) of




















2𝛼(𝑥+𝑦) for 𝑦 ≥ 𝑥.










𝑔e𝛼(|𝑥|, 𝑦)𝑓(sgn(𝑥)𝑦) d𝑦 (7)
for 𝑥 ∈ G. This process evolves either on R− or R+ but never crosses 0 and is
naturally identified with a process on G.
3. Piecing out Markov processes
The procedure of piecing out is a way to construct a Markov process from a
killed one. We present in this Section a result due to N. Ikeda, M. Nagasawa and
S. Watanabe [17] (Similar considerations are given in [29]).
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On a probability space (Ω,ℱ ,P) and a state space S, let ((𝑋𝑡)𝑡≥0, (ℱ𝑡)𝑡≥0, (P𝑥)𝑥∈S)
be a right continuous strong Markov process living in the extended state space
S† = S ∪ {†} with a death point †. The lifetime of 𝑋 is denoted by k.
The shift operator associated to 𝑋 is denoted by (𝜃𝑡)𝑡≥0.
We also consider a family 𝜇 defined on Ω × S† such that 𝜇(𝜔, ·) is a probability
measure on S† and for any fixed Borel subset 𝐴, 𝜇(·, 𝐴) is 𝜎(𝑋𝑡, 𝑡 ≥ 0)-measurable.
We assume additionally that 𝜇(𝜔, d𝑦) = 𝛿†(d𝑦) when k(𝜔) = 0 and
P𝑥[𝜇(𝜔, d𝑦) = 𝜇(𝜃t(𝜔)𝜔, d𝑦), t(𝜔) < k(𝜔)] = P𝑥[t < k]
for any stopping time t. The family 𝜇, called an instantaneous distribution, describes
the way the process is reborn once killed.
Let ̂︀Ω be the product of an infinite, countable, number of copies of Ω × S†. We
define 𝑋 on ̂︀Ω by
𝑋𝑡(̂︀𝜔) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑥𝑡(𝜔1) if 𝑡 ∈ [0, k(𝜔1)),
𝑦1 if 𝑡 = k(𝜔1),
𝑥𝑡−k(𝜔1)(̃︀𝜔2) if 𝑡 ∈ (k(𝜔1), k(𝜔1) + k(𝜔2)),
𝑦2 if 𝑡 = k(𝜔2),
· · ·
† if 𝑡 ≥ k(𝜔1) + · · · + k𝑁(𝜔𝑁)
with ̂︀𝜔 = (𝜔1, 𝑦1, 𝜔2, 𝑦2, . . . ) ∈ ̂︀Ω and 𝑁 = inf{𝑘 ≥ 0; k(𝜔𝑘) = 0}.
We consider the probability measure
̂︀P𝑥[ d𝜔1, d𝑥1, . . . , d𝜔𝑛, d𝑥𝑛]
= P𝑥[ d𝜔1]𝜇(𝜔1, d𝑥1)P𝑥1 [ d𝜔2]𝜇(𝜔1, d𝑥2) · · ·P𝑥𝑛 [ d𝜔2]𝜇(𝜔𝑛, d𝑥𝑛).
Under this measure ̂︀P𝑥, when the path 𝑋(𝜔) is killed, we let it reborn by placing it
at the point 𝑥1 with probability 𝜇(𝜔, d𝑥1) and then start again...
We left the technical details about the construction of the probability space
and the filtration and presents the main result on piecing out Markov process.
Theorem 1 ([17]). Using the above defined notations, there exists a probability
space (̂︀Ω, ̂︀ℬ, ̂︀P) and a filtration ( ̂︀ℬ𝑡)𝑡≥0 on which (𝑋, ( ̂︀ℬ𝑡)𝑡≥0, (̂︀P𝑥)𝑥∈S†) is a strong
Markov process on S† with P†[𝑋𝑡 = †, ∀𝑡 ≥ 0] = 1.
4. The snapping out Brownian motion
Definition 1. A snapping out Brownian motion (SNOB) 𝑋 is a strong Markov
stochastic process living on G constructed by making EBM reborn on 0+ or 0−
with probability 1/2 using the piecing-out procedure.
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The sign of 𝑋 changes with probability 1/2 when its local time 𝐿𝑡 at 0 is
greater than u𝑘 with u0 = 0, u𝑘 − u𝑘−1 ∼ exp(𝜅) is independent from (u𝑖)𝑖≤𝑘−1.
From the properties of the exponential and binomial distributions, the sign of 𝑋
changes when its local time is greater than s𝑘 with s0 = 0, s𝑘 − s𝑘−1 ∼ exp(𝜅/2) is
independent from (s𝑖)𝑖≤𝑘−1.
It is also immediate that |𝑋| is a reflected Brownian motion, where | · | is the
canonical projection of G onto [0,+∞).





𝐺𝛼𝑓(𝑥) = 𝑓(𝑥) for 𝑥 ∈ G
with ∇𝐺𝛼𝑓(0+) = ∇𝐺𝛼𝑓(0−) and
𝜅
2
(𝐺𝛼𝑓(0+) −𝐺𝛼𝑓(0−)) = ∇𝐺𝛼𝑓(0)
for any bounded, continuous function 𝑓 on G that vanishes at infinity.
This proposition identifies the infinitesimal generator of the process 𝑋. The
points 0+ and 0− are then interpreted as the sides of a semi-permeable barrier.
Proof. From this very construction and the strong Markov property, for any con-






(𝐺𝛼𝑓(0+) +𝐺𝛼𝑓(0−)) , (8)
where 𝐺e𝛼 is defined by (7).





















𝐺𝛼𝑓(𝑥) −𝐺𝛼𝑓(−𝑥) = 𝐺e𝛼𝑓(𝑥) −𝐺e𝛼𝑓(−𝑥). (11)
Derivating (10) and setting 𝑥 = 0+, since ∇𝐺e𝛼𝑓(0±) = ±𝜅𝐺e𝛼𝑓(0±),
∇𝐺𝛼𝑓(0+) −∇𝐺𝛼𝑓(0−) = 0.
Derivating (11),
2∇𝐺𝛼𝑓(0±) = ∇𝐺𝛼𝑓(0+) + ∇𝐺𝛼𝑓(0−) = ∇𝐺e𝛼𝑓(0+) + ∇𝐺e𝛼𝑓(0−)
= 𝜅(𝐺e𝛼𝑓(0+) −𝐺e𝛼𝑓(0−)) = 𝜅(𝐺𝛼𝑓(0+) −𝐺𝛼𝑓(0−)).













𝜓(𝑥, 𝛼) = 0. The resolvent is then identified.
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for a Brownian motion 𝐵.




(𝑓(𝑥) + 𝑓(−𝑥)) and 𝑓(𝑥) = 1
2
(𝑓(𝑥) − 𝑓(−𝑥)).
Then 𝐺e𝛼𝑓(−𝑥) = 𝐺e𝛼𝑓(𝑥) and 𝐺e𝛼𝑓(−𝑥) = −𝐺e𝛼𝑓(𝑥), so that 𝛽(𝑓) = 0 for 𝛽
defined by (9). Thus 𝐺𝛼𝑓(𝑥) = 𝐺e𝛼𝑓(𝑥). In addition, since 𝑓(|𝑥|) = 𝑓(𝑥) and the









This gives an alternative representation for the resolvent of the SNOB: 𝐺𝛼𝑓(𝑥) =
𝐺r𝛼𝑓(𝑥) +𝐺
e
𝛼𝑓(𝑥). Inverting the resolvent to recover the semi-group (𝑃𝑡)𝑡≥0,
𝑃𝑡𝑓(𝑥) = 𝑃
r
𝑡 𝑓(𝑥) + 𝑃
e
𝑡 𝑓(𝑥) = E𝑥[𝑓(|𝐵𝑡|)] + E𝑥[exp(−𝜅𝐿𝑡)𝑓(sgn(𝑥)|𝐵𝑡|)].
This expression could be arranged as (12).
5. The thin layer problem
We now fix 𝜖 > 0 and we consider the process 𝑋𝜖 generated by (See e.g. [36] for












1 when 𝑥 ̸∈ [−𝜖, 𝜖],
𝜅𝜖 when 𝑥 ∈ [−𝜖, 𝜖]
whose domain Dom(ℒ𝜖) = {𝑓 ∈ L2(R) | ℒ𝜖𝑓 ∈ L2(R)} is a subset of the Sobolev
space H1(R) (hence, any function in Dom(ℒ𝜖) is identified with a continuous
function), where L2(R) is the set of square integrable functions on R with scalar
product ⟨𝑓, 𝑔⟩ =
∫︀
R 𝑓(𝑥)𝑔(𝑥) d𝑥. Let us set [ℎ](𝑥) := ℎ(𝑥−) − ℎ(𝑥+) and
𝐷𝜖 :=




[𝑓 ](±𝜖) = 0,
[𝑎𝜖∇𝑓 ](±𝜖) = 0
⎫⎪⎬⎪⎭ . (13)
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For 𝑘 ≥ 0, we write 𝒞𝑘c (R) the set of functions with compact support and continuous
derivatives up to order 𝑘. With an integration by parts, for 𝑓 ∈ 𝐷𝜖 and 𝑔 ∈ 𝒞2c (R),
⟨(𝛼−𝐿)𝑓, 𝑔⟩ = 𝛼⟨𝑓, 𝑔⟩+
∫︁
R
𝑎𝜖(𝑥)∇𝑓(𝑥)∇𝑔(𝑥) d𝑥+[𝑎𝜖∇𝑓 ](−𝜖)𝑔(−𝜖)−[𝑎𝜖∇𝑓 ](𝜖)𝑔(𝜖)
Using this formula and the regularity of the solution to (𝛼 − 𝐿)𝑓 = 𝑔 when
𝑔 ∈ 𝒞∞(𝐼,R) with −𝜖, 𝜖 ̸∈ 𝐼, we easily get that 𝐷𝜖 contains (𝛼−ℒ𝜖)−1(𝒞∞c (R)) and
is then dense in Dom(ℒ𝜖) for the operator norm (⟨𝑓, 𝑓⟩ + ⟨𝐿𝑓, 𝐿𝑓⟩)1/2.
A fundamental solution may be associated to ℒ𝜖, as well as a resolvent density 𝑔𝜖𝛼,
which we will compute explicitly.
This operator is self-adjoint with respect to ⟨·, ·⟩, so that its resolvent density
satisfies 𝑔𝜖𝛼(𝑥, 𝑦) = 𝑔𝜖𝛼(𝑦, 𝑥). This process is a Feller process, and is a strong solution





𝑎𝜖(𝑋𝜖𝑠) d𝐵𝑠 + 𝜂𝜖𝐿
𝜖
𝑡(𝑋




where 𝐵 is a Brownian motion and 𝐿𝑥𝑡 (𝑋𝜖) is the symmetric local time at 𝑥 of 𝑋𝜖
(See e.g. [25], and [4, 22] among others for general results on SDEs with local time).
In [10, § 11], the elastic Brownian motion is constructed as the limit of a process
which either jumps at 𝜖 or is killed with probability 𝜅𝜖 when it arrives at 0.
Using the piecing out procedure, we construct a strong Markov process 𝑍𝜖
by considering the process 𝑋𝜖 which is instantaneously replaced at −𝜖 or 𝜖 with
probability 1/2 when it reaches 0, and then behaving again as 𝑋𝜖 until it reaches 0,
and so on. This process 𝑍𝜖 could be identified as a process living in G by defining
P0+ as P𝜖 and P0− as P−𝜖, since the process is instantaneously killed when at 0.
Theorem 2. The process 𝑍𝜖 with 𝑍𝜖0 = 𝑥 converges in distribution to the SNOB
starting from 𝑥 in the Skorohod topology.
The proof relies on the next two results.
Proposition 3. Let 𝑔𝜖𝛼 be the resolvent density of 𝑋𝜖. Then 𝑔𝜖𝛼(𝑥, 𝑦) converges to
𝑔(𝑥, 𝑦) for any 𝑥, 𝑦 ̸= 0 and any 𝛼 > 0 as 𝜖→ 0.
Remark 1. This result follows from classical results in deterministic homogenization
theory (See [33] for example) where the convergence holds in Sobolev spaces. Here,
we consider a direct computational proof for the convergence of the Green kernel,
which we use later.
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Proof. We assume that 𝑥 > 0 and we set 𝜇 :=
√
2𝛼 for some 𝛼 > 0. The resolvent




−𝜇𝑦 for 𝑦 > 𝑥
𝐴𝜖(𝑥)𝑒
−𝜇𝑦 +𝐵𝜖(𝑥)𝑒







𝜅𝜖 for 𝑦 ∈ [−𝜖, 𝜖],
𝐹𝜖(𝑥)𝑒
𝜇𝑦 for 𝑦 < −𝜖.










The kernel 𝑔𝛼𝜖 satisfies the conditions
𝑔𝜖𝛼(𝑥, 𝜖+) = 𝑔
𝜖
𝛼(𝑥, 𝜖−), 𝑔𝜖𝛼(𝑥, 𝜖−) = 𝑔𝜖𝛼(𝑥, 𝜖+),
∇𝑦𝑔𝜖𝛼(𝑥,−𝜖−) = 𝜅𝜖∇𝑦𝑔𝜖𝛼(𝑥,−𝜖+), 𝜅𝜖∇𝑦𝑔𝜖𝛼(𝑥, 𝜖−) = ∇𝑦𝑔𝜖𝛼(𝑥, 𝜖+),
∇𝑦𝑔𝜖𝛼(𝑥, 𝑥+) −∇𝑦𝑔𝜖𝛼(𝑥, 𝑥−) = 2.
With 𝜇 =
√



















































































































−𝜇𝑦 if 𝑦 > 𝑥,
𝐴0(𝑥)𝑒
−𝜇𝑦 +𝐵0(𝑥)𝑒
𝜇𝑦 if 𝑦 ∈ [0, 𝑥],
𝐹0(𝑥)𝑒
𝜇𝑦 if 𝑦 < 0.
A similar work may be performed for 𝑥 < 0. Thus, we easily obtain that
𝑔𝜖𝛼(𝑥, 𝑦) −−→
𝜖→0
𝑔𝛼(𝑥, 𝑦) converges to 𝑔𝛼 and that 𝑔𝛼 is the density resolvent of
the SNOB by checking it satisfies the appropriate conditions at the interface.
Proposition 4. Let h𝜖0 be the first hitting time of 0 for 𝑋𝜖.
Under P𝑥, h𝜖0 converges in distribution to a random variable k distributed as the
lifetime of the EBM of parameter 𝜅.







𝜅𝜖 if 𝑥 ∈ [−𝜖, 𝜖],
1 otherwise.
Set 𝑌 𝜖 = Φ𝜖(𝑋𝜖) so that 𝑌 𝜖 is solution to the SDE [9, 25]
𝑌 𝜖𝑡 = Φ
𝜖(𝑥)+𝐵𝑡+𝜃
𝜖𝐿𝑦𝜖𝑡 (𝑌










The infinitesimal generator of 𝑌 𝜖 is ℒ𝜖 := 1
2
△ whose domain contains as a dense
subset (it is similar to the discussion on 𝐷𝜖 in (13))⎧⎪⎪⎪⎨⎪⎪⎪⎩𝑓 ∈ 𝒞




𝑓, 𝑓 ′′ ∈ L2(R),
[𝑓 ](±𝑦𝜖) = 0,
(1 − 𝜃𝜖)𝑓 ′(𝑦𝜖−) = (1 + 𝜃𝜖)𝑓 ′(𝑦𝜖+)
(1 + 𝜃𝜖)𝑓 ′(−𝑦𝜖−) = (1 − 𝜃𝜖)𝑓 ′(−𝑦𝜖+)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
From now, we assume for the sake of simplicity that 𝑥 > 0.
The hitting time h𝜖0 is also the first hitting time of zero by 𝑌 𝜖. Since by symmetry
𝜓(−𝑥, 𝛼) = 𝜓(𝑥, 𝛼) for any 𝑥 ≥ 0, we consider only that 𝑥 ≥ 0.
Since the Feynman-Kac formula is valid for the process 𝑌 𝜖, 𝜓𝜖(𝑥, 𝛼) := E𝑥[𝑒−𝛼h
𝜖
0 ]
is solution to ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
2
△𝜓𝜖(𝑥, 𝛼) = 𝛼𝜓𝜖(𝑥, 𝛼) for 𝑥 ̸= 𝑦𝜖,
𝜓𝜖(0, 𝛼) = 1,
𝜓𝜖(𝑦𝜖−, 𝛼) = 𝜓𝜖(𝑦𝜖+, 𝛼),
(1 − 𝜃𝜖)∇𝑥𝜓𝜖(𝑦𝜖−, 𝛼) = (1 + 𝜃𝜖)∇𝑥𝜓𝜖(𝑦𝜖+, 𝛼).
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2𝛼𝑥) if 𝑥 > 𝑦𝜖,
cos(
√
2𝛼𝑥) + 𝛽𝜖 sin(
√























































with 𝜓 defined by (6).
This proves that under P𝑥, h𝜖0 converges to a random variable k whose Laplace
transform is 𝜓(𝑥, 𝛼) under P𝑥. This random variable k is then the lifetime of an
EBM.
Proof of Theorem 2. Using the properties of the resolvent, for 𝛼 > 0 and a bounded,





































(𝑔𝜖𝛼(𝑥, 𝑦) − 𝑔𝜖𝛼(𝑥,−𝑦))𝑓(𝑦) d𝑦.
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But
𝑔𝜖𝛼(𝑥, 𝑦) − 𝑔𝜖𝛼(𝑥,−𝑦) −−→
𝜖→0
𝑔𝛼(𝑥, 𝑦) − 𝑔𝛼(𝑥,−𝑦) = 𝑔e𝛼(𝑥, 𝑦),
where 𝑔e𝛼(𝑥, 𝑦) is the resolvent density of the EBM. Thus, 𝑅𝛼𝜖 𝑓(𝑥) −−→
𝜖→0
𝐺e𝛼𝑓(𝑥) for








Using (9) and (14), 𝐺𝜖𝛼𝑓(𝑥) −−→
𝜖→0
𝐺𝛼𝑓(𝑥). The Trotter-Kato theorem (See e.g.
[20, Theorem IX.2.16, p. 504]) and the Markov property imply the convergence in
finite-dimensional distributions of 𝑍𝜖 to 𝑋 under P𝑥 for 𝑥 ≥ 0. By symmetry, this
could be extended to 𝑥 ≤ 0.
The only remaining point of the tightness. When away from [−𝜖, 𝜖], 𝑋𝜖 behaves
like a Brownian motion. Hence, for 0 ≤ 𝑠 ≤ 𝑡 ≤ 𝑇 , let us set f(𝑠, 𝑡) := inf{𝑢 >
𝑠; |𝑋𝜖𝑢| = 𝜖} with possibly f(𝑠, 𝑡) = +∞ and l(𝑠, 𝑡) := sup{𝑢 < 𝑡; |𝑋𝜖𝑢| = 𝜖} with
possibly l(𝑠, 𝑡) = −∞.
If f(𝑠, 𝑡) ≥ 𝑡 and l(𝑠, 𝑡) ≤ 𝑠, then for 𝛿 < 1/2, there exists an integrable random
variable 𝐶(𝜔) such that |𝑋𝜖𝑡 (𝜔) −𝑋𝜖𝑠(𝜔)| ≤ 𝐶(𝜔)(𝑡− 𝑠)𝛿 for any 0 ≤ 𝑠 ≤ 𝑡 ≤ 𝑇 .
If f(𝑠, 𝑡) ≤ 𝑡 and l(𝑠, 𝑡) ≤ 𝑠, then
|𝑋𝜖𝑡 −𝑋𝜖𝑠| ≤ |𝑋𝜖f(𝑠,𝑡) −𝑋𝜖𝑠| + |𝑋𝜖𝑡 −𝑋𝜖f(𝑠,𝑡)| ≤ 𝐶(𝑡− 𝑠)𝛽 + 2𝜖
since 𝑋𝜖𝑡 belongs to [−𝜖, 𝜖]. A similar analysis could be carried for the other cases,
which means that for some integrable random variable 𝐶,
sup
|𝑡−𝑠|<𝛿
|𝑋𝜖𝑡 −𝑋𝜖𝑠| ≤ 𝐶𝛿𝛽 + 2𝜖.
This proves that (𝑍𝜖)𝜖>0 is tight is the space 𝒟([0, 𝑇 ];R) of discontinuous functions
with the Skorohod topology (See e.g. [5]) and then on 𝒟([0, 𝑇 ];G). Hence, we
easily deduce the convergence of 𝑍𝜖 to the SNOB in 𝒟([0, 𝑇 ];G).
6. Simulation of the SNOB
It is easy to simulate a discretized process 𝑋 in the same way it is easy to simulate
the Brownian motion. Following Proposition 2, we draw a random variate with
density 𝑝(𝛿𝑡, 𝑥, ·) when 𝑥 is close enough to 0.
For this, we use a Brownian bridge technique to check if the process reaches 0±
before 𝛿𝑡 (see for example [2] and [26, Sect. B.2] for an example of application and
further references). This involve the inverse Gaussian distribution ℐ𝒢(𝜆, 𝜇) whose









. Random variates with ℐ𝒢 distribution
could be simulated by the methods proposed in [7, p. 148] and [30].
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We simulate the local time using the following representation under P0 [27, 28]:
(𝐿0𝑡 (𝐵), |𝐵𝑡|)
dist





with 𝐻 ∼ 𝒩 (0, 𝑡) and 𝑉 ∼ exp(1/2𝑡) independent from 𝐻.
The generic algorithm to simulate the process at time 𝛿𝑡 when at point 𝑥 at
time 0 is the following:
1. Set 𝑦 := 𝑥+
√
𝛿𝑡𝐺 with 𝐺 a random variate whose distribution is 𝒩 (0, 1).
2. If |𝑥| ≥ 4
√
𝛿𝑡, then return 𝑦 (here, we neglect the exponentially small
probability that the process crosses 0 between the times 0 and 𝛿𝑡).
3. If 𝑥𝑦 > 0, then decide with probability exp(−2|𝑥𝑦|/𝛿𝑡) if the path 𝑋 has
crossed 0.
∙ If no crossing occurs, then return 𝑦.
∙ If a crossing occurs, draw g ∼ ℐ𝒢(|𝑥|/|𝑦|, 𝑥2/2𝛿𝑡), so that z := 𝛿𝑡 g/(1+g)
is a realization of the first hitting time of 0 for a Brownian bridge with
𝐵0 = 𝑥 and 𝐵𝛿𝑡 = 𝑦. Then go the step 5.
4. If 𝑥𝑦 < 0, then draw g ∼ ℐ𝒢(−|𝑥|/|𝑦|, 𝑥2/2𝛿𝑡) and set z := 𝛿𝑡 g/(1 + g), the
first time the Brownian bridge reaches 0. Go to step 5.
5. Set r := 𝛿𝑡 − z. For two independent random variates 𝐻 ∼ 𝒩 (0, r) and
𝑉 ∼ exp(1/2r), set l := (𝐻 +
√
𝑉 +𝐻2)/2.
6. For 𝑈 ∼ 𝒰(0, 1) independent from 𝑉 and 𝐻, set s := sgn(𝑥) if exp(−𝜅l) ≥
2𝑈 − 1. Otherwise, set s := − sgn(𝑥).
7. Return s(l−𝐻).
An application to the estimation of a macroscopic estimation parameter in the
context of a simplified problem related to brain imaging may be found in [23].
The results are satisfactory, unless 𝜅 is too small due to a problem of rare event
simulation.
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