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Abstract
Using graph transformation as a formalism to specify model transformation, termination and con-
ﬂuence of the graph transformation system are often required properties. Only under these two
conditions, existence and uniqueness of the outcoming model is ensured. Verifying conﬂuence of a
graph transformation system can be reduced to checking both local conﬂuence and termination.
A graph transformation system is locally conﬂuent, if all its conﬂicts in a minimal context can be
resolved. Formally, this means, that all critical pairs of the graph transformation system should
be strictly conﬂuent. Thus, answering the question of local conﬂuence of a graph transformation
system, requires the following two steps. At ﬁrst the computation of all critical pairs is necessary.
Secondly this set of critical pairs has to be tested for strict conﬂuence. This paper concentrates on
the ﬁrst step, proposing an eﬃcient method to compute the set of all critical pairs of a given graph
transformation system. Eﬃciency is obtained because of the following two main reasons. At ﬁrst
all pairs of rules are analyzed to check if they can actually cause a conﬂict. Then for each conﬂict
inducing pair of rules, the set of critical pairs is computed in a constructive way, avoiding needless
computations.
The overall goal of this paper is to encourage tool development and enhancement concerning the
detection of conﬂicts in a graph transformation system. It should be an aid to translate the main
theoretical results concerning conﬂuence of a graph transformation system into practical methods
for the analysis of model transformations speciﬁed with graph transformation.
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1 Introduction
A graph transformation system (gts) exhibits functional behavior if it is ter-
minating and conﬂuent. This is an important feature if graph transformation
is used, to specify model transformation [3]. Imagine, that we use a conﬂuent
and terminating gts S, to translate one model into another one. In praxis,
some graph transformation tool executes the model transformation. Despite
the nondeterministic rule application, the transformation has the following
two characteristics. On the one hand, we can be sure, that the outcoming
model exists, since the gts S is terminating. On the other hand, the outcom-
ing model is unique, because of conﬂuency of S. Thus, each run of S to an
input model yields one speciﬁc output model. Formally, this means, that S
operates as a function S: M1 →M2 on the set M1 of input models, generating
a unique element of M2, the set of output models of the model transformation.
How to ensure termination of a gts is described in [4]. An established result
in term rewriting [8] is, that if a rewrite system is locally conﬂuent and termi-
nating, it is also conﬂuent. So the question is, how to ensure local conﬂuence
of a gts. In [6], the so called critical pair lemma states, that a gts is locally
conﬂuent if all its critical pairs are strictly conﬂuent. Critical pairs are con-
ﬂict situations of the graph transformation system in a minimal context. This
paper is concerned with the eﬃcient detection of these critical pairs. Once
detected, they should be checked for strict conﬂuence to conclude local con-
ﬂuence of the gts.
Eﬃcient conﬂict detection is obtained, because of the following two reasons.
At ﬁrst, rules are analyzed, to check if they can actually cause a conﬂict.
Secondly, the minimal context of each conﬂict is computed in a constructive
way. Therefore needless computations, checking for a conﬂict in each possible
minimal context, are avoided. AGG [10] is a graph transformation tool, which
allows an automatic detection of the set of critical pairs of a gts. Implement-
ing the optimizations, explained in this paper, should improve its eﬃciency.
Moreover an algorithm is recommended for other graph transformation tool
developers, with the intention to implement critical pair detection.
We begin this paper with some deﬁnitions for the used graph transformation
approach [2]. Then the concept of critical pair and conﬂict is rehearsed. The
main part of this paper is concerned with explaining how to compute in an
eﬃcient way the set of all critical pairs of a gts.
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2 Graph Transformation
The theory of conﬂuence and critical pairs has been worked out for diﬀerent
graph transformation approaches [9]. This paper explains how to apply the
theory of conﬂuence and critical pairs, developed for graph transformation in
the double pushout approach [6]. Thus in this paragraph we shortly repeat
the main deﬁnitions.
Deﬁnition 2.1 [graph and graph morphism] A graph G = (GE, GV , s, t) con-
sists of a set GE of edges, a set GV of vertices and two mappings s, t : GE →
GV , assigning to each edge e ∈ GE a source q = s(e) ∈ GV and target
z = t(e) ∈ GV . A graph morphism f : G1 → G2 between two graphs Gi =
(Gi,E, Gi,V , si, ti), (i = 1, 2) is a pair f = (fE : GE,1 → GE,2, fV : GV,1 → GV,2)
of mappings, such that fV ◦ s1 = s2 ◦ fE and fV ◦ t1 = t2 ◦ fE. A graph
morphism f : G1 → G2 is injective (resp.surjective) if fV and fE are injec-
tive (resp. surjective) mappings. A graph isomorphism is an injective and
surjective graph morphism. A graph inclusion i : H → G is a graph mor-
phism, with iV : v → v and iE : e → e. H is a subgraph of G if there
exists a graph inclusion i : H → G. Two graph morphisms m1 : L1 → G
and m2 : L2 → G are jointly surjective if m1,V (L1,V ) ∪ m2,V (L2,V ) = GV
and m1,E(L1,E) ∪ m2,E(L2,E) = GE. A pair of jointly surjective morphisms
(m1,m2) is also called an overlapping of L1 and L2. A graph projection p is
a graph morphism from a subgraph G of G1 × G2 into G1 ( resp. G2) with
pV : GV → G1,V (resp. G2,V ) and pE : GE → G1,E (resp. G2,E) projections.
Remark: Throughout this paper often f is used, instead of explicitly writing
fV and/or fE.
Deﬁnition 2.2 [category Graph] The category having graphs as objects and
graph morphisms as arrows is called Graph.
Deﬁnition 2.3 [rule] A graph transformation rule p : L
l← K r→ R consists
of a rule name p and a pair of injective graph morphisms l : K → L and
r : K → R. The graphs L,K and R are called the left-hand side (lhs), the
interface, and the right-hand side (rhs) of p, respectively. The rule p is non-
deleting if l : K → L is an isomorphism. Remark: If l is a graph inclusion,
then a rule is non-deleting if L = K.
Deﬁnition 2.4 [graph transformation system] A graph transformation sys-
tem consists of a set of rules (p : L
l← K r→ R)p∈P with P the set of rule
names.
Deﬁnition 2.5 [match] Given a rule p : L
l← K r→ R and a graph G, one can
try to apply p to G if there is an occurence of L in G i.e. an injective graph
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morphism, called match m : L → G. Remark: In general a match doesn’t
have to be injective. Here we restrict to injective matches.
Deﬁnition 2.6 [direct graph transformation] Given a graph G, a rule p : L
l←
K
r→ R and a match m : L→ G, a direct graph transformation from G to H
using p exists if and only if the double pushout (DPO) diagram
L
m

K
l r 

R

G D H
can be constructed. In this case we write G
p,m⇒ H. Since pushouts in Graph
always exist, the DPO can be constructed if the pushout complement of K →
L → G exists. If so, we say that, the match m satisﬁes the gluing condition
of rule p. Note, that since a match in this paper is injective, the identiﬁcation
condition is always fullﬁlled.
Deﬁnition 2.7 [graph transformation] A graph transformation over a graph
transformation system G is either a graph G, or a sequence of direct graph
transformations Gi−1
pi⇒ Gi, with pi a rule in G.
3 Conﬂicts and Critical Pairs
Given a graph G, we may have several rules that can be applied to G. However,
this situation is not necessarily a conﬂictive one. In particular if we have two
rules p1 : L1
l1← K1 r1→ R1 and p2 : L2 l2← K2 r2→ R2 such that they can both
be applied to G via the matches m1 and m2, the situation is not a conﬂict
if, after applying any of the rules, we can still apply the other one, i.e. if the
transformation deﬁned by the former does not destroy the application of the
latter. The following deﬁnitions characterize this situation:
Deﬁnition 3.1 [parallel independence] Two direct transformations G
(p1,m1)
=⇒
H1 and G
(p2,m2)
=⇒ H2 are parallel independent if
m1(L1) ∩m2(L2) ⊆ m1(l1(K1)) ∩m2(l2(K2))
This condition can be expressed categorically in the following way:
∃h1 : L1 → D2 : d2 ◦ h1 = m1 ∧ ∃h2 : L2 → D1 : d1 ◦ h2 = m2
R1

K1 

L1
h1

m1




 L2h2

m2




K2 

R2

H1 D1 d1

e1
 G D2d2

e2
H2
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Deﬁnition 3.2 [conﬂict] Two direct transformationsG
(p1,m1)⇒ H1 and G (p2,m2)⇒
H2 are in conﬂict if they are not parallel independent. Remark: This type
of conﬂict is also called delete-use-conﬂict. In particular rule p2 deletes some-
thing, what p1 uses if m1(L1)∩m2(L2) ⊆ m2(l2(K2)) and/or p1 deletes some-
thing, what p2 uses if m1(L1) ∩m2(L2) ⊆ m1(l1(K1)).
A minimal (in the sense that the graphs G considered are as small as
possible) conﬂict situation can be characterized by the notion of critical pair:
Deﬁnition 3.3 [critical pair] A critical pair is a pair of direct transformations
K
(p1,m1)⇒ P1 and K (p2,m2)⇒ P2 in conﬂict, s.t. m1 and m2 are jointly surjective
morphisms.
R1

K1 

L1
m1




 L2
m2
		



K2 

R2

P1 D1 d1

e1
 K D2d2

e2
P2
Two notions that are important for the rest of the paper are the concepts
of boundary and context introduced in [5]:
Deﬁnition 3.4 [boundary - context] The boundary B of an injective graph
morphism f : A → A′ consists of all nodes a ∈ A such that f(a) is adjacent
to an edge in A′ \ f(A). The context C = A′ \ f(A) ∪ f(b(B)) can be glued
to A over the boundary B obtaining the pushout object A′. This situation is
expressed by the following pushout, called boundary pushout with b, c and g
graph inclusions.
B b

c

A
f

C g A′
Remark: As described in [5] the boundary pushout is an inital pushout.
4 Eﬃcient Conﬂict Detection
Looking at the critical pair deﬁnition, a straightforward way of computing the
set of critical pairs of two rules p1 : L1 ← K1 → R1 and p2 : L2 ← K2 → R2
is expressed by the following algorithm:
CP = empty;
compute all jointly surjective m1:L1->K and m2:L2->K;
for each pair (m1,m2)
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if (m1 and m2 fullfill gluing condition)
compute (T1,T2) induced by (p1,m1) and (p2,m2);
if (T1 and T2 are in conflict)
CP = CP U {(T1,T2)};
return CP;
This way of computing can be made more eﬃciently because of the following
reasons.
(i) It is not necessary to compute any overlapping (m1,m2) of L1 and L2 if
both rules are non-deleting.
(ii) If one of the rules is non-deleting and the other one is deleting, it is not
necessary to compute all overlappings (m1,m2) of L1 and L2. It is enough
to compute directly those overlappings which will lead to a critical pair.
The next paragraphs explain these two optimization steps in more detail and
show their correctness.
4.1 1st Optimization
In the ﬁrst optimization step we need to check if rules are deleting or non-
deleting. In that way we can avoid computing overlappings of two non-deleting
rules. This would be redundant since the set of critical pairs of two non-
deleting rules is empty, as shown in the following lemma.
Lemma 4.1 Given two non-deleting rules p1 : L1
l1← K1 r1→ R1 and p2 : L2 l2←
K2
r2→ R2, each pair of direct graph transformations H1 p1,m1⇐ G p2,m2⇒ H2 is
parallel independent.
Proof. We have to prove, that m1(L1) ∩m2(L2) ⊆ m1(l1(K1)) ∩m2(l2(K2)).
Since for non-deleting rules l1 : K1 → L1 and l2 : K2 → L2 are isomorphisms,
because of surjectivity l1(K1) = L1 and l2(K2) = L2. Thus, m1(L1)∩m2(L2) ⊆
m1(l1(K1)) ∩m2(l2(K2)) = m1(L1) ∩m2(L2) holds. 
A rule p : L
l← K r→ R is non-deleting if l is an isomorphism. There are
several ways to check this, depending on how graphs and graph morphisms
are stored in the relative system. The following lemma proves, that checking
if l is an isomorphism actually corresponds to checking if the context C of l
is equal to the empty graph. This method is preferred here, since the context
graph C can be reused in the algorithm for detecting the critical pairs. The
2nd optimization in the following paragraph explains why. If graphs are stored
by their adjaceny matrix, the computation of the context graph C of l is of
quadratic complexity in the number of nodes and edges in L.
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Lemma 4.2 A rule L
l← K r→ R is a non-deleting rule if and only if the
context C of l : K → L is equal to the empty graph.
C
g

B
b

c
L K
l R
Proof.
• Since C = L \ l(K) ∪ l(b(B)) is equal to the empty graph, L \ l(K) is
also equal to the empty graph. Therefore L = l(K) and since l is also an
injective graph morphism, we can conclude, that l is an isomorphism.
• If l is an isomorphism, we know, that L = l(K) or L \ l(K) is equal to the
empty graph. Therefore, also the boundary B is equal to the empty graph.
Conclusion: C = L \ l(K) ∪ l(b(B)) is equal to the empty graph.

4.2 2nd Optimization
After detecting the deleting rules we keep only those pairs of rules, with one
non-deleting and one deleting rule. For such a pair of rules, it is possible
to compute only those overlappings, which lead to a critical pair. This can
be achieved by identifying in the overlapping at least one element, which is
deleted by the deleting rule, with an element of the lhs of the other rule.
The construction of such a special overlapping is formulated in detail in the
following deﬁnition and theorem. Moreover in the theorem it is shown, that
this optimization is correct. This means, that computing only this kind of
special overlappings, leads us anyhow to the set of all critical pairs.
Deﬁnition 4.3 [conﬂict conditions - compatibility conditions] Given a non-
deleting rule p1 : L1
l1← K1 r1→ R1 and a rule p2 : L2 l2← K2 r2→ R2, with B2 the
boundary, C2 the context of l2 : L2 ← K2
• a graph S and two morphisms o1 : S → L1, o2 : S → C2 satisfy the conﬂict
conditions if and only if S is a minimal (i.e. there doesn’t exist a graph S ′,
satisfying the following conditions and being a real subgraph of S) graph
such that the following holds:
(i) S is a subgraph of L1 × C2, with injective projections o1 : S → L1 and
o2 : S → C2
(ii) o2(S) is not a subgraph of B2
• two morphisms m1 : L1 → K and m2 : L2 → K satisfy the compatibility
conditions with respect to (S, o1 : S → L1, o2 : S → C2) if and only if
(i) m1 and m2 are jointly surjective
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(ii) m1 ◦ o1 = m2 ◦ g2 ◦ o2
(iii) m1 (resp. m2) satisﬁes the gluing condition of p1 (resp. p2)
Theorem 4.4 Given a non-deleting rule p1 : L1
l1← K1 r1→ R1 and a rule
p2 : L2
l2← K2 r2→ R2, the following holds:
• Each (S, o1, o2), satisfying the conﬂict conditions and each pair of graph
morphisms m1 : L1 → K and m2 : L2 → K, satisfying the compatibility
conditions with respect to (S, o1, o2) gives rise to a critical pair P1
p1,m1⇐
K
p2,m2⇒ P2.
S
o2 




o1










C2
g2

B2
b2

c2

R1

K1 l1

r1


L1
m1




 L2
m2
		



K2l2

r2


R2

P1 D1 d1

e1
 K D2d2

e2
P2
• For each critical pair P1
p1,m1⇐ K p2,m2⇒ P2 there exists a graph S and mor-
phisms o1 : S → L1, o2 : S → C2 such that (S, o1, o2) satisﬁes the conﬂict
conditions and the matches m1 : L1 → K and m2 : L2 → K satisfy the
compatibility conditions with respect to (S, o1, o2).
Proof.
• Because of the 3rd compatibility condition, the pair of direct transforma-
tions L1
p1,m1⇒ P1 and L2 p2,m2⇒ P2 exists. The 1st compatibility condition
ensures, that m1 and m2 are jointly surjective, thus it suﬃces to show that
m1(L1) ∩ m2(L2) ⊆ m2(l2(K2)) to prove that the direct transformations
L1
p1,m1⇒ P1 and L2 p2,m2⇒ P2 are in conﬂict and to conclude that they form
a critical pair. So we should ﬁnd an element y ∈ m1(L1) ∩ m2(L2) s.t.
y ∈ m2(l2(K2)). Because of the conﬂict conditions of S, there exists an x
in SV or SE such that o2(x) ∈ C2 \ c2(B2) = C2 \ B2. This is, because
otherwise o2(S) would be a subgraph of B2. Because of o2(x) ∈ C2 \ B2
and the fact that (2) is a pushout, g2(o2(x)) ∈ l2(K2). Since m2 is in-
jective, also m2(g2(o2(x))) ∈ m2(l2(K2)). The 2nd compatibility condition
says, that ∀x ∈ S : m1(o1(x)) = m2(g2(o2(x))). Thus, we have found an
y = m2(g2(o2(x))) ∈ m1(L1) ∩m2(L2) s.t. y ∈ m2(l2(K2)).
• At ﬁrst we can build the pullback of m1 and m2 ◦ g2, obtaining a pullback
object S ′ subgraph of L1 × C2 and induced injective graph projections o′1 :
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S ′ → L1 and o′2 : S ′ → C2.
S
i

o2 




o1

S ′ o′2

(1)
o′1
		



C2
g2

B2
(2) b2

c2

R1

K1 l1

r1


L1
m1




 L2
m2
		



K2l2

r2


R2

P1 D1 d1

e1
 K D2d2

e2
P2
Since the critical pair consists of two direct transformations in conﬂict and
p1 is a non-deleting rule, we know that, there exists an y ∈ m1(L1) ∩
m2(L2), such that y ∈ m2(l2(K2)). This is, because since m1(L1)∩m2(L2) ⊆
m1(l1(K1)) ∩m2(l2(K2))) and since l1 is an isomorphism each y ∈ m1(L1)
holds a preimage x in L1 and each x in L1 holds a preimage z in K1.
This means, that m1(L1) ∩ m2(L2) ⊆ m1(l1(K1)). Then, it follows that
m1(L1) ∩ m2(L2) ⊆ m2(l2(K2)). Thus, there exist x1 ∈ L1 and x2 ∈ L2
s.t. m2(x2) = y = m1(x1), but there exists no k ∈ K2 s.t. l2(k) = x2.
Because of this and the fact that (2) is a pushout, there exists c ∈ C2 \ B2
s.t. g2(c) = x2. Thus, we have that m1(x1) = m2(x2) = m2(g2(c)). Since
(1) is a pullback, this means, that S ′ is not equal to the empty graph. In
fact, there exists an s ∈ S ′ s.t. o′2(s) = c and o′1(s) = x1. Since o′2(s) = c
and c ∈ C2 \ B2, o′2(S ′) can’t be a subgraph of B2. Thus (S ′, o′1, o′2) fullﬁlls
the conﬂict conditions if S ′ in addition would be minimal. If it is not, then
we take a minimal subgraph S of S ′, with projections o1 : S → L1 and
o2 : S → C2 s.t. o2(S) is not a subgraph of B2. Then (S, o1, o2) satisﬁes
the conﬂict conditions. The matches (m1,m2) of the critical pair are by
deﬁnition jointly surjective and they fullﬁll the gluing condition of p1 resp.
p2. Since (1) is a pullback and S is a subgraph of S
′, m1 ◦ o1 = m2 ◦ g2 ◦ o2.
Thus (m1,m2) fullﬁll the compatibility conditions with respect to (S, o1, o2).

5 Critical Pair Algorithm
The optimization steps in the last paragraph help us to compute in an eﬃcient
way the set of critical pairs of two non-deleting rules or of one deleting and
one non-deleting rule. The following algorithm computes the set of critical
pairs CP = CP1 ∪ CP2, induced by the rules p1 : L1 l1← K1 r1→ R1 and
p2 : L2
l2← K2 r2→ R2. Note, that CP1 (resp. CP2) is the set of critical pairs,
expressing the delete-use-conﬂicts in which p2 (resp. p1) uses something, what
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is deleted by p1 (resp. p2), comp. is an abbreviation of compatibility and
T1 (resp. T2) is a direct transformation induced by a match m1 (resp. m2),
satisfying the gluing condition and the rule p1 (resp. p2).
CP_1 = empty;
CP_2 = empty;
compute context C1 of l1;
compute context C2 of l2;
if (C1 != empty and C2 = empty)
compute all S of L2 and C1, satisfying conflict conditions;
for each S
compute all m1:L1->K and m2:L2->K, satisfying comp. conditions;
if (m1 and m2 fullfill gluing condition)
compute (T1,T2) induced by (p1,m1) and (p2,m2);
CP_1 = CP_1 U {(T1,T2)};
if (C2 != empty and C1 = empty)
compute all S of L1 and C2, satisfying conflict conditions;
for each S
compute all m1:L1->K and m2:L2->K, satisfying comp. conditions;
if (m1 and m2 fullfill gluing condition)
compute (T1,T2) induced by (p1,m1) and (p2,m2);
CP_2 = CP_2 U {(T1,T2)};
return (CP_1, CP_2);
Note, that this algorithm avoids computing overlappings of a pair of non-
deleting rules. The ﬁrst optimization tells us, that this is the case if the context
graphs C1 and C2 are both empty. Secondly, not all possible overlappings m1
and m2 are computed, but only those, satisfying the compatibility conditions
over a graphs S, satisfying the conﬂict conditions. The second optimization
tells us, that if m1 and m2 fullﬁll the gluing condition, the pair of induced direct
transformations T1 and T2 is a critical pair. It is not necessary anymore to
check if T1 and T2 are in conﬂict, because the 1st part of Theorem 4.4 tells us,
that they automatically are. Moreover following this algorithm we deﬁnitely
get all critical pairs, because this is proven in the 2nd part of Theorem 4.4.
The computation of critical pairs of a pair of rules, as proposed in the begin-
ning of this paragraph before making the optimizations is exponential in the
number of nodes and edges of L1 and L2 because of the computation of all
overlappings (m1,m2). For example in Figure 1 we have two lhs’s of two rules
and all their possible overlappings. For the case of pairs of rules, consisting of
at least one non-deleting rule we can apply the recommended two optimiza-
tions. For example in Figure 2 we have one deleting and one non-deleting
rule and can apply the second optimization, leading us directly to the only
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Fig. 1. Example: all possible overlappings of L1 and L2
Fig. 2. Example: construction of critical overlapping of L1 and L2
critical pair for this pair of rules. This is because only one graph S satisﬁes
the conﬂict conditions of these rules and only one pair of overlappings satisﬁes
the compatibility conditions with respect to this graph S. In the case of two
non-deleting rules the algorithm is of quadratic complexity in the number of
nodes and edges of L1 and L2, because in this case only the computation of
the context graphs is carried out.
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6 Summary and Outlook
Conﬂict detection is a necessary step in checking functional behavior of a
graph-based model transformation. A critical pair describes in a formal way a
conﬂict situation occuring in a minimal context. The set of critical pairs, i.e.
all minimal conﬂicts, can be computed in an eﬃcient and constructive way.
At ﬁrst, each pair of rules is analyzed, ﬁltering out only the conﬂict inducing
pair of rules. Secondly, the minimal context of each conﬂict, described by the
critical pair deﬁnition, is computed in a constructive way. Therefore needless
computations, checking for a conﬂict in each possible minimal context, are
avoided. Further necessary steps in checking functional behavior are analysis
of all minimal conﬂicts for strict conﬂuence and checking for termination of
the graph transformation system.
Note, that in this paper an eﬃcient conﬂict detection is proposed for a pair
of non-deleting rules or a pair of one deleting and one non-deleting rule. The
case of two deleting rules and the case of having transformations with non-
injective matches still have to be investigated. Moreover we should point out
the possibility of further improvement of the proposed algorithm. Therefore
we would need an extension of the theory which ensures the fact that each
critical pair possesses a unique graph S, satisfying the conﬂict conditions,
over which the critical pair can be constructed. Then we could rule out the
possibility of computing the same critical pair more than once. This kind of
extensions and the theoretical results already available in this paper can be
formulated as well in the context of adhesive HLR categories [6], which will
be done in a following paper.
Further future work consists of extending conﬂict detection to other kinds
of conﬂicts, adding negative application conditions (NAC’s) [1], typing and
attributes [7] to the graph transformation formalism. Therefore, at ﬁrst the
results in [6] about local conﬂuence and critical pairs should be extended
to gts with NAC’s. In addition we are working on ﬁnding a necessary and
suﬃcient condition for a graph transformation system to be locally conﬂuent.
In [6] only a suﬃcient condition is formulated. This means, that it is not
known yet if a graph transformation system can be locally conﬂuent if not
all of its critical pairs are strictly conﬂuent. Then for these extended graph
transformation formalism again the mechanism of at ﬁrst analysing all pairs
of rules and afterwards eﬃcient computation of the minimal context of each
conﬂict should be worked out.
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