Experimental conjoint choice analysis is among the most frequently used methods for measuring and analyzing consumer preferences. The data from such experiments have been typically analyzed with the Multinomial Logit (MNL) model. However, there are several problems associated with the standard MNL model because it is based on the assumption that the error terms of the underlying random utilities are independent across alternatives, choice sets, and subjects. The Multinomial Probit model (MNP) is well known to alleviate this assumption of independence of the error terms. Accounting for covariances in utilities in modeling choice experiments with the MNP is important because variation of the coefficients in the choice model may occur due to context effects. Previous research has shown that subjects' utilities for alternatives depend on the choice context, that is, the particular set of alternatives evaluated. Simonson and Tversky's tradeoff contrast principle describes the effect of the choice context on attribute importance and patterns of choice. They distinguish local contrast effects, which are caused by the alternatives in the offered set only, and background contrast effects, which are due to the influence of alternatives previously considered in choice experiments. These effects are hypothesized to cause correlations in the utilities of alternatives within and across choice sets, respectively.
The purpose of this study is to develop an MNP model for conjoint choice experiments. This model is important for a more detailed study of choice patterns in those experiments. In developing the MNP model for conjoint choice experiments, several hurdles need to be taken related to the identification of the model and to the prediction of holdout profiles. To overcome those problems, we propose a random coefficients (RC) model that assumes a multivariate normal distribution of the regression coefficients with a rank one factor structure on the covariance matrix of these regression coefficients. The parameters in this covariance matrix can be used to identify which attributes and levels of attributes are potentional sources of dependencies between the alternatives and choice sets in a conjoint choice experiment. We present several versions of this model. Moreover, for each of these models we allow utilities to be either correlated or independent across choice sets. The Independent Probit (IP) model is used as a benchmark. Given the dimensionality of the integrations involved in computing the choice probabilities, the models are estimated with simulated likelihood, where simulations are used to approximate the integrals involved in the choice probabilities.
We apply and compare the models in two conjoint choice experiments. In both applications, the random coefficients MNP model that allows choices in different choice sets to be correlated (RC) displays superior fit and predictive validity compared with all other models. We hypothesize that the difference in fit occurs because the RC model accommodates correlations among choice sets that are caused by background contrast effects, whereas the model that treats choice sets as independent (iRC) accounts for local contrast effects only. The iRC model shows superior model fit compared with the IP model, but its predictions are worse than those of the IP model. We find differences in the importance of local and background contrast effects for choice sets containing different numbers of alternatives: The background contrast effect may be stronger for smaller choice sets, whereas the local contrast effect may be stronger for bigger choice sets.
We illustrate the differences in simulated market shares that are obtained from the RC, iRC, and IP models in three hypothetical situations: product modification, product line extension, and the introduction of a me-too brand. In all of those situations, substantially different market shares are predicted by the three models, which illustrates the extent to which erroneous predictions may be obtained from the misspecified iRC and IP models. (Conjoint Choice Experiments; Multinomial Probit; Random Taste Variation; Random Utility) 
Introduction
Experimental conjoint choice analysis is among the most frequently used methods for measuring and analyzing consumer preferences. In particular, it has been applied with great success in the fields of new product design (Louviere and Woodworth 1983) , product optimization (Green and Krieger 1993) , and the evaluation of competitive sets (Mahajan, Green, and Goldberg 1982; Louviere and Woodworth 1983) . Conjoint choice experimentation involves the design of product profiles on the basis of product attributes specified at certain levels and requires respondents to repeatedly choose one alternative from different sets of profiles offered to them. The 0/1 choice data arising from such conjoint choice experiments have been typically analyzed with the Multinomial Logit (MNL) model (e.g., Louviere and Woodworth 1983; Elrod, Louviere, and Davey 1992) . In their Journal of Marketing Research editorial on conjoint analysis, Carroll and Green (1995) point to some of the advantages of experimental choice analysis as compared to conventional conjoint analysis. There are no differences in response scales between individuals, choice tasks are more realistic than ranking or rating tasks, respondents can evaluate a larger number of profiles, choice probabilities can be directly estimated, and ad hoc and potentially incorrect assumptions to design choice simulators are avoided (cf. Louviere 1988; Cohen 1997) .
There are several problems associated with the standard MNL model used to analyze the choice experiments, however. First, it does not deal with consumer heterogeneity (cf. Allenby, Arora, and Ginter 1995; Carroll and Green 1995; Chintagunta and Honoré 1996; Cohen 1997; Keane 1997) . In addition, problems arise because it is derived from random utility maximization, based on the assumption that the error terms are independent across alternatives, choice sets, and subjects (e.g., McFadden 1976; Hausman and Wise 1978; Currim 1982; Kamakura and Srivastava 1984) . This leads to the property of Independence of Irrelevant Alternatives (IIA), where little is known about its validity in conjoint choice experiments (Carroll and Green 1995) .
It is well known that the Multinomial Probit model (MNP) relaxes the assumption of independence of the error terms in random utility models (e.g. , Daganzo 1979; Kamakura 1989; Chintagunta 1992 ) and thereby alleviates IIA. In the conjoint choice context, the MNP model offers the major advantage of allowing correlations among the random utilities of alternatives within choice sets and among the repeated choices that consumers make from the multiple-choice sets. We will show that the MNP model accounts for heterogeneity in the coefficients occurring due to context effects in conjoint choice experiments.
Heterogeneity of the coefficients of the choice model across the population of consumers may cause utilities to be correlated (cf. Daganzo 1979) . Estimating models at the individual level, or including consumer characteristics in the model, cannot be recommended as general solutions to that problem (Vriens, Wedel, and Wilms 1996) . The finite mixture approach to modeling heterogeneity in choice experiments (DeSarbo, Ramaswamy, and Cohen 1995) has been criticized by some authors (Allenby and Lenk 1994; Allenby and Ginter 1995) , who argue that tastes follow a continuous distribution over the population rather than a discrete one, or that the assumption of within-segment homogeneity in finite mixture models may result in a loss of predictive performance because predictions are restricted to be a convex combination of segment-level parameters (Lenk, DeSarbo, Green, and Young 1996) . The issue of the appropriateness of discrete or continuous parametric representations is, however, largely empirical. In this paper we opt for a continuous representation. The MNP model allows heterogeneity or random taste variation to be included by assuming a continuous distribution of the attribute-level coefficients across the population (e.g., Hausman and Wise 1978; Papatla 1996) . Chintagunta and Honoré (1996) concluded from their study that allowing for such heterogeneity constitutes a major improvement in both the fit and the substantive implications derived from discrete choice models. However, with sufficient support points, a discrete approach should approximate a continuous distribution quite well.
A problem that seems to have received limited attention in the experimental choice modeling literature is that of heterogeneity in the coefficients of the choice model due to context effects. Empirical evidence has accumulated indicating that subjects' utilities for alternatives depend on the choice context (e.g., Huber, Payne, and Puto 1982; Simonson and Tversky 1992; Nowlis and Simonson 1997) , where "context" is defined as the particular set of alternatives evaluated. These studies have shown that the tradeoff of attributes, reflected in the importance subjects attach to them, vary according to the choice context. Since the design of experimental choice analysis involves only a subset of all possible profiles (constructed by fractional factorial designs) and choice sets that vary in composition (constructed by blocking designs), context effects are likely to occur in those experiments. Simonson and Tversky (1992) proposed the tradeoff contrast principle to describe the effect of the choice context on attribute importance and patterns of choice. They distinguished local contrast effects and background contrast effects. Local contrast effects are caused by the alternatives in the offered set only, while background contrast effects are due to the influence of alternatives previously considered. Local contrast effects may occur in a conjoint choice experiment due to the composition of a particular choice set in terms of the attribute levels of the profiles, affecting attribute importance, inducing correlations among the utilities of profiles in the choice set, and leading to a violation of IIA (Simonson and Tversky 1992) . Background contrast effects may occur in conjoint choice experiments if the attribute importance of profiles in a particular choice set is influenced by tradeoffs among profiles in previous choice sets. This leads to covariance among the random utilities of alternatives in different choice sets and violates the assumption of independence of choices among alternatives in different sets in MNL models. More specific context effects hypotheses have been formulated, such as substitution, dominance, attraction, and compromise effects (Tversky 1972, Huber, Payne, and Puto 1982; Huber and Puto 1983; Simonson 1989; Simonson and Tversky 1992) . A discussion of these effects is, however, beyond the scope of the present paper.
In § 2 we develop the MNP model for conjoint choice experiments. It accounts for covariances among the alternatives and choice sets potentially caused by heterogeneity and context effects. Several hurdles need to be taken in developing the MNP model. These hurdles are related to the dimensionality of the integrations involved in computing the choice probabilities, to the identification of the model, and to the prediction of holdout profiles. To overcome those problems, we propose a specific form of the MNP model that imposes a factor structure on the covariance matrix and is estimated with simulation. We present several restricted versions of the MNP model that allow us to explore the correlational structure of random utilities within and across choice sets. In § 3 we present two applications to conjoint choice experiments on cars and coffee makers. We compare several versions of the model and empirically demonstrate the advantages of accounting for the covariance among utilities: substantially improved model fit and predictive accuracy. We also illustrate differences between the various MNP models in performing market share simulations for three strategic scenarios that apply to the coffee-makers application: product modification, product line extension, and the introduction of me-too brands. In § 4 we present discussion and conclusions.
Conjoint Choice MNP Models
In this section we present the various MNP models that we will estimate later. In § 2.1 we specify the general MNP model for conjoint choice experiments. In § 2.2 we develop the specification for the covariance matrix and propose several alternative model formulations.
Multinomial Probit with Multiple-Choice Sets
In this section we focus for convenience on the particular choice set design used in the empirical applications that follow. Assume there are J respondents and H different alternatives (profiles), which are divided into K smaller sets with M alternatives each. One profile, labeled (arbitrarily) 1, is the base alternative that is common to all sets and that scales the utility levels between choice sets. The other profiles are unique to their particular choice set, so that H ‫ס‬ K(M ‫מ‬ 1) ‫ם‬ 1. It is possible to accommodate a more general choice design, for instance with other profiles besides the base alternative that appear in more than one choice set or choice sets with different sizes, but we restrict ourselves to the situation described above for simplicity. The utilities of the alternatives for individual j are contained in the latent unobservable vector u j , which satisfies
where X is a (H ‫ן‬ S) matrix containing the attributes of the alternatives, b j is a (S ‫ן‬ 1) vector of random weights, and e j is the vector containing the random component of the utilities, assumed to be distributed as
j H e independent between individuals; R e is a (H ‫ן‬ H) positive definite covariance matrix. We allow for random variation in the attribute level coefficients by specifying b j in Equation (1) as (cf., e.g., Hausman and Wise 1978; Daganzo 1979; Ben-Akiva and Lerman 1985) b
j j with w j ϳ N S (0, R w ), independent of e j . Then
e w
We consider two ways to deal with the conjoint data structure. First, we take an individual's utilities to be independent between the choice sets. We then have JK independent observations, and the log-likelihood is a straightforward generalization of the standard likelihood of choice models, where a summation over choice sets is introduced. Letting p km denote the fraction of individuals choosing alternative m in set k, the log-likelihood is
where p km is the probability that alternative m is chosen in set k. Note that in conjoint choice models consumer characteristics or other individual specific variables are usually not included, hence p km does not depend on j and each individual has the same probability of choosing any specific alternative. For the MNP model, the assumption of utility maximization results in an expression for p km that involves an (M ‫מ‬ 1)-dimensional integral:
km km
where D k is the set of profiles in choice set k and d km (•) is the density of ũ km . This specification accounts for local contrast effects because it allows utilities within choice sets to be correlated. Second, one may instead assume that utilities of the same individual are not independent over choice sets, but rather that utilities of alternatives in different choice sets are correlated.
1 In this case, the form of the likelihood is more complicated. The consequences are most easily illustrated by a simple example. Let K ‫ס‬ 2 and M ‫ס‬ 3 (H ‫ס‬ 5), hence the two choice sets have indexes {1, 2, 3} and {1, 4, 5}, respectively. For each individual we observe two choices, one from each set. Consider an individual j choosing "2" from set 1 and "4" from set 2. The resulting joint probability for this example is equal to
This probability can be expressed involving a fourdimensional integral. In the general case, a K vector of choices is observed for each individual, and we have to consider M K arrays containing the multiple choices from different choice sets. Each array corresponds to a joint probability, involving an (H ‫מ‬ 1)-dimensional integral that describes the probability of observing the array of choices from all choice sets (cf. Hausman and Wise 1978; Papatla 1996) . We omit a formal presentation of this probability because the notation is extremely burdensome without providing additional insight. The log-likelihood for this approach is equal to
where l indexes the K-dimensional choice arrays, p l denotes fractions of the choice arrays, and p l denotes the choice probabilities expressed as functions of the model parameters. In this model we account in addition for the background contrast effect because the choice probabilities, as in (8), depend on all profiles in the design or, alternatively, with heterogeneity of the parameters across choice sets. This is not the case with models that treat the choice sets as independent, such as the MNL model and the MNP model of (6) and (7).
1
We are grateful to an anonymous reviewer of an earlier version of our paper for pointing this out to us.
Estimates for the parameters are obtained by maximization of the likelihood in (6) or (9) over b and the parameters in the covariance matrix. However, when the dimension of the integral is greater than three, the probabilities p km in (6) or p l in (9) cannot be evaluated numerically (e.g., McFadden 1976; Maddala 1983; Kamakura 1989; Keane 1992) . The (H ‫מ‬ 1)-dimensional integrals (one for each respondent) involved in the likelihood L 2 (9) and the (M ‫מ‬ 1)-dimensional integrals (K for each respondent) in L 1 (6) are approximated using simulation. We use the SRC simulator to apply the Simulated Maximum Likelihood (SML) method. Details are given in the appendix. Note that in conjoint choice experiments the number of respondents, J, is often much lower than the number of possible different choice arrays, M K , so in practical applications only a maximum of J probabilities have to be simulated in the maximization of (9).
Random Intercept and Random Coefficient Models
In the general MNP model provided by Equations (1) and (2), identification requires certain restrictions on the parameters of the covariance matrix (e.g., Bunch 1991; Bunch and Kitamura 1991; Keane 1992) . When choice sets contain M alternatives, M ‫ם‬ 1 covariance parameters should be fixed, or alternatively, one variance should be fixed in the covariance matrix of the difference vector ũ km . However, in a conjoint choice experiment with several choice sets that may partially contain the same alternatives, the covariances of the differences ũ km are related between choice sets, which makes it difficult, if not impossible, to fix variance elements in the covariance matrix of these differences. Therefore, covariance parameters should be fixed in the original matrix X in conjoint choice experiments. When the X matrix is identical for all individuals so that there are no predictors that vary across subjects and all respondents receive the same choice sets, which often is the case in conjoint choice experiments, additional problems of model identification result (Heckman and Sedlacek 1985) . However, a necessary 2 2 Because this is a necessary and not a sufficient condition, we check for local identification of the models in the applications by calculating the eigenvalues of the Hessian matrix in the optimum. When all eigenvalues are positive, this is a strong indication that the model is condition for identification of such a conjoint MNP model is that the total number of covariance parameters in X needs to be smaller than the total number of alternatives H.
A second problem of the general MNP formulation is that predictions for new profiles, not included in the conjoint design, cannot be made with the covariance matrix in (5) because in predicting choice probabilities for alternatives not included in the design of the experiment, estimates of the covariances of these new profiles are required and those are not available (cf., e.g., Pudney 1989, p. 115; Elrod and Keane 1995) . To arrive at a model that is both identified and that allows for predictions of new profiles, we have to impose restrictions on X. The specification that enables the prediction of new alternatives that we propose assumes R e ‫ס‬ I H , and we parameterize R w as a matrix of rank one for reasons of parsimony and identification: R w ‫ס‬ r rЈ, with r an S vector of parameters, where S is the number of columns in the X matrix. The number of parameters in X is then equal to the number of b parameters. A more general specification for R w results in an increase in the number of covariance parameters so that identification often becomes a problem. Especially when the number of columns (S) in X or the number of profiles (H) is large, our specification for X is very parsimonious compared to a full random coefficients model or general Probit model.
In addition, we consider three possible structures for r. The simplest is r ‫ס‬ 0, so
H and the model reduces to the well-known Independent Probit (IP) model, which is very similar to the MNL model and has similar properties, including IIA (Hausman and Wise 1978; Amemiya 1981 ). The IP model is nested in the second model we consider: a random intercepts model. Here only the intercepts (the coefficients of the dummies indicating the brand names) are taken to be random over individuals, but identified (based on Bekker et al. 1994) . Note that more parameters can be estimated when the structure of the X-matrix is more general, empirical results indicate that if G groups of respondents each receive different choice sets, this leads to G ‫מ‬ 1 additional degrees of freedom in estimation. the other coefficients remain fixed. Let the brand dummies be collected in the submatrix X 1 of X, so X ‫ס‬ (X 1 , X 2 ) and let r be partitioned accordingly. Then RI X ‫ס‬ I ‫ם‬ X r rЈXЈ.
(11)
This model accounts for context effects for the brand names only because non-zero off-diagonal values in X are only related, through the rs, to the brand name attributes. A random intercepts MNL model has been applied previously by, for example, Gönü l and Srinivasan (1993). The specification (11), denoted by RI, is nested in the third, most general model that we consider. Here we allow for random variation in all coefficients:
H This random coefficients model is denoted by RC. It accounts for context effects caused by all attributes in the conjoint design. Rossi, McCulloch, and Allenby (1996) previously developed a random coefficients Bayesian MNL model. Our model differs from the models by Gönü l and Srinivasan (1993) and Rossi, McCulloch, and Allenby (1996) in the factor structure on R w and in being applied to conjoint choice experiments that have the typical structure of repeated choice sets of varying composition. We now have a number of models to be considered. We can estimate the IP, RI, and RC models in two ways, each without and with assuming independence of the random utilities between choice sets, that is, using the likelihood in (6) or (9), respectively. We use IP, RI, and RC to denote the models that do not assume the choice sets independent, and attach a prefix "i" to denote the corresponding models when independence is assumed. This would result in six models, but in fact there are only five different models since the IP and iIP models are identical.
3 Table 1 gives an overview of those models. This follows because for the IP model we may freely set the variance of one element of e j equal to zero, for example, the first element (the base alternative in our situation). The utility attached to that element then becomes nonrandom, and the composite probabilities pertaining to choice arrays simply factor out. For example, u j 1 in (8) can freely be taken to be nonrandom. Hence, under IP the joint probability is the product of the probabilities for each choice set:
Note that this property only holds when the choice sets have one alternative (the base alternative) in common.
To investigate the restrictiveness of the one-factor structure we compare our models with two special cases of the general random coefficients probit model (5). First, we consider an unrestricted probit covariance structure X ‫ס‬ R ⑀ , and second we consider the full random coefficients structure X ‫ס‬ I M ‫ם‬ XR W XЈ, both in the "independent" context of likelihood (6). Only the latter structure can be used to evaluate predictions. For both these models we impose the general necessary identification restrictions of MNP models.
The covariance parameters r in (11) and (12) represent the variance in utility associated with each specific attribute level. According to the RC model, for example, a high estimate for a r parameter contributes to a high covariance of alternatives sharing that feature, because element x m,n of X is equal to for m ϶ n. X rrЈXЈ m n This is consistent with specific context effects (Simonson and Tversky 1992 w significant values in the r vector reveal possible sources of dependencies between the alternatives in the conjoint experiment and thereby enable inference on possible heterogeneity of attribute level coefficients due to context effects. The iRC and iRI models account for local tradeoff contrast effects, that is, similarity effects within choice sets, whereas the RC and RI models in addition account for background tradeoff contrast effects caused by attribute tradeoffs in other choice sets.
Applications

Introduction
The performance of the various models presented in the previous section is evaluated using the results from two conjoint choice experiments on cars and coffee makers. Sections 3.2 and 3.3 present the estimation results for the cars and coffee-maker data, respectively. In § 3.4 we compare, for the coffee-maker data, the performance of the models on holdout data and illustrate the simulation of market shares of new alternatives. Both studies used mall-intercept samples, attributes and levels were determined on the basis of in-depth interviews with manufacturers and consumers, and effects-type coding was used for the attribute dummies. For the simulations of the probabilities in the likelihood we use the SRC procedure of Hajivassiliou, McFadden, and Ruud (1993) with 100 draws. The optimization routine we use to maximize the likelihoods is the Broyden, Fletcher, Goldfarb, and Shanno algorithm implemented in the Gauss-package (Aptech 1995). All models were estimated on a 133-MHz Pentium PC. All models were started with all parameters equal to zero (this means that the probabilities in each choice set are equal to 1/M at the start of the estimation). The likelihood of the IP model has a unique maximum (Maddala 1983) , and convergence is quick in general. Other MNP covariance structures can cause convergence to local optima (e.g., Daganzo 1979; McCulloch and Rossi 1994) . Therefore, we also started the RC model from the IP estimates for b (with r ‫ס‬ 0) as well as from 10 sets of random starting values for all parameters. These yielded virtually the same results and will not be reported. This supports the findings of McCulloch and Rossi (1994) , who also found no evidence of a multimodal likelihood for the MNP model.
To compare the models we use the log-likelihood value, AIC (Akaike 1973) , BIC (Schwarz 1978) , and the Pseudo R 2 value (e.g., McFadden 1976) with a null model in which all probabilities in a choice set are equal to 1/M. Furthermore,we use the likelihood ratio test to compare the nested models. Because the RC model and the iRC model are non-nested and the RI and iRI models are non-nested, we cannot test between those models with the LR test. But, because they do have the same number of parameters, they can easily be compared on the other statistics.
Estimation Result for the Car Data
In the car experiment, respondents had to choose from nine choice sets, each with four alternatives. The attributes and levels of the cars are listed in Table 2 . The last alternative in each choice set was the "no-choice" option, which was used as the base alternative. There were 398 respondents, divided into six groups that received different choice sets. 4 The variables Price, Fuel Consumption, and Engine Capacity were specified to be linear with codes ‫,1מ‬ 0, 1 for the levels, respectively. Table 3 gives the estimation results for all five models.
5 All eigenvalues of the final Hessian are positive for all models, which is a strong indication that all models are identified (Bekker et al. 1994) . 6 The loglikelihoods show that, when we relax only the independence between alternatives (the IIA property), a significantly better fit results. This holds for the iRI model (LR(9) ‫ס‬ 27.7, p Ͻ 0.01) and the iRC model (LR(15) ‫ס‬ 40.0, p Ͻ 0.01) relative to the IP model. However, the iRC model does not fit significantly better than the iRI model (LR(6) ‫ס‬ 12.2, p Ͼ 0.05). Note that although the iRI model has a significantly better fit than the IP model, none of the covariance parameters is significant. When we also relax the independence between choice sets we see a further substantial improvement in the log-likelihoods for the RC and RI models (which occurs without the cost of increasing the number of parameters). In both cases the improvement is significant (LR(9) ‫ס‬ 601.2, p Ͻ 0.01, for the RI model and LR(15) ‫ס‬ 626.4, p Ͻ 0.01, for the RC model). Furthermore, the RC model is significantly better than 4
In this design, with 27 profiles and six groups, more than 27 parameters can be estimated. We estimated this data set for one group, two groups up to all six groups of respondents. The number of positive eigenvalues for each of those analyses provide empirical evidence that each additional group of respondents results in one extra parameter that can be estimated up to the maximum as specified by the standard identification rule in MNP models (see e.g., Keane 1992) . This would imply that for the complete data set with six groups, only two degrees of freedom are left. Note, however, that although when parameters are formally identified, nonpositive eigenvalues may be obtained due to data limitations.
5
For this data set we do not compare the results of the models in Table 1 with the general Probit and Full Random Coefficients structure for the covariance matrix, because the number of parameters in these models are excessively large: 143 covariance parameters for the general Probit model and 119 for the Full Random Coefficients structure. Furthermore, we do not have holdout sets for this data set, so we cannot compare models on predictive performance.
6
The estimation times range from less than 20 minutes for the IP model up to 44 hours for the RC model. From the value of the log-likelihood it is obvious that the RC model fits much better than the iRC model. The increased fit comes at no cost of additional parameters to be estimated. The same holds for the RI and iRI models. This is our most important finding: The model fit improves substantially when choice sets are not treated as independent. Table 3 also shows that the RI model provides a much better fit than the iRC model, with a much smaller number of parameters. Apparently, it is crucial to account for heterogeneity in the attribute levels across choice sets, which may indicate the presence of strong background tradeoff contrast effect in this choice experiment.
The signs of the regression parameters are as expected for all attributes. The differences between the models are not large in most cases. Subjects prefer lower price, higher mileage, more engine capacity, power steering, fewer doors (smaller cars), and an airbag. The brand intercepts indicate some differences in preferences among brands. Furthermore, Table 3 shows that the standard errors of the parameters are almost always higher in the iRC and iRI model compared to the RC and RI model, which indicates that these former models are misspecified.
The estimates for the covariance parameters r lead to variances in the RC model ranging from 1.00 (for the base alternative) to 3.90, while the covariances are all positive and range from 0.00 (for the base alternative) to 2.59. Similar observations can be made for the covariance matrix of the RI and iRC models, where the iRC model is the only model that has negative covariances. It is of some interest to compare the estimates of r for the RC and iRC models. In the RC model, the r estimates for the brand dummies are much larger than in the iRC model, which may indicate that the background contrast effect predominantly involves brands. That is, the extent to which a brand has a high utility depends on the tradeoff between brands made in other choice sets. Note that this is supported by comparison of the RI and iRI models.
Estimation Results for the Coffee-Maker Data
The five attributes for the coffee-makers-brand name, capacity, price, presence of a special filter, and thermos-flask-are listed in Table 4 . Using a factorial design, 16 profiles were constructed. Data were collected from 185 respondents, divided into two groups that received different choice sets based on the same 16 profiles. Respondents had to choose from eight sets of three alternatives and from four sets of five alternatives. Each choice set included the same base alternative (given this design, there is only one degree of freedom left in the iRC model). Furthermore, eight holdout profiles were constructed; four holdout sets with three alternatives and two holdout sets with five alternatives, where the same base alternative was used as in the estimation data. These holdout sets were offered to all respondents. The choices from the sets with three alternatives and the choices from the sets with five alternatives are modeled separately. In Table 5 the parameter estimates of all models, as (2) well as the statistics for model comparison, are listed for the three-alternatives estimation data and for the five-alternatives estimation data. All eigenvalues of the Hessian are positive for all models, indicating that they are identified (Bekker et al. 1994 ).
7 Table 5 shows that the RC model has by far the highest value for the log-likelihood, both for the three-and five-alternatives data. The LR statistic for testing the RC model against the IP model is significant (LR(8) ‫ס‬ 426.6, p Ͻ 0.01, for the three-alternatives data and LR(8) ‫ס‬ 159.2, p Ͻ 0.01, for the five-alternatives data). The iRC model also has a significantly better value for the log-likelihood than the IP model in both situations (LR(8) ‫ס‬ 41.6, p Ͻ 0.01, and LR(8) ‫ס‬ 34.3, p Ͻ 0.01, respectively). Similar results are found for the RI and iRI models (LR(2) tests, p Ͻ 0.01). Both for the threeand five-alternatives results the RC specification fits 7 The estimation times range from less than a minute for the IP models up to 4-6 hours for the RC models.
significantly better than the RI specification and the iRC specification fits significantly better than the iRI specification (LR(6) tests, p Ͻ 0.01). From the value of the log-likelihood it is obvious that the RC model, which accounts for correlations between choice sets, fits much better than the iRC model, which treats all choice sets as independent. The number of parameters for these two models is equal, so that the increased fit comes at no cost of additional parameters estimated. Interestingly, the RI model provides a much better fit than the iRC model with a much smaller number of parameters. This holds both for the three-and fivealternatives data. Again it is important to account for correlations across choice sets. Furthermore, allowing for random variation in all b parameters leads to a significantly better fit of the RC models compared with the RI models that only have random coefficients for the brand intercepts (cf. Rossi and Allenby 1993) . The AIC and BIC criteria support the RC model as the best model and the RI model as the second best. Again in this application, our most important finding is that the model fit improves substantially when the choice sets are not treated as independent, which holds for both the RC and RI specifications. This may again indicate the presence of rather strong background tradeoff contrast effects.
For the sets with three and five alternatives we also compare the results of the five models in Table 1 with the full covariance Probit model and a Full Random Coefficients structure to investigate the restrictiveness of the one-factor structure imposed on the covariance matrix. For the choice sets with three alternatives, the full covariance probit model has a likelihood of ‫521.5721מ‬ (R 2 ‫ס‬ 0.216) and the Full Random Coefficients model has a likelihood of ‫981.1721מ‬ (R 2 ‫ס‬ 0.218). For the sets with five alternatives, the full covariance probit model has a likelihood of ‫927.689מ‬ (R 2 ‫ס‬ 0.172) and the Full Random Coefficients model has a likelihood of ‫530.989מ‬ (R 2 ‫ס‬ 0.170). Table 5 shows that the likelihoods of these two models are higher than those of the other models, except for the RC model (and by the RI model for the sets with three alternatives), which shows that the one-factor RC structure provides a better fit with a much more parsimonious representation.
In Table 5 , the signs of the regression parameters are as expected for all models; the lowest capacity and the highest price have a negative partial utility and the attributes Thermos-Flask and Special Filter have a positive partial utility when present. The estimates of the regression parameters for the five-alternatives data are similar to the three-alternatives data for each model in general. From Table 5 it can be observed that due to misspecification, by assuming that choice sets are independent, there is a loss of statistical efficiency leading to larger standard errors both for the iRC and iRI specifications compared to the RC and RI specifications, respectively.
The RC model has six significant covariance parameters for the three-alternatives data and three significant covariance parameters for the five-alternatives data. These covariance parameters are responsible for the large increase in model fit of the RC model over the IP model since differences in b estimates are modest. This is in line with similar findings by Bö rsch-Supan et al. (1990) . Although, on the basis of the b estimates, all models predict the highest expected utility for the same profile, due to the differences in the estimated covariance structure, the predicted choice probabilities differ between models.
The variances of the profiles, calculated from the estimates of the RC model r parameters, range from 1.00 to 3.26 for the three-alternatives data and from 1.00 to 2.22 for the five-alternatives data. The covariances range from ‫12.2מ‬ to 1.73 for the three-alternatives data and from ‫22.1מ‬ to 1.15 for the five-alternatives data. Interestingly, the covariance matrix of the RC model for the three-and five-alternatives choice sets data reveal alternatives with near zero covariances with all other alternatives. This indicates that these are (almost) independent of the other alternatives. Although the superior fit of the iRC and iRI models over the IP model may be indicative of local contrast effects, due to which utilities within choice sets are correlated and the IIA property does not hold, the superior fit of the RC and RI models may indicate again that background contrast effect are prevalent.
A comparison of the estimates for r in the RC model for the three-alternatives data with those for the fivealternatives data reveals that most of the latter are smaller in absolute sense. This may indicate that the background contrast effect is larger for the threealternatives data. This can be explained from the observation that the range of attribute levels within choice sets is necessary smaller when there are three alternatives in the choice sets, while the number of choice sets is larger, thus giving much more latitude for background contrast effect to occur. An interesting finding is that for the iRC model the reverse seems to hold. The estimates for r tend to be larger for the fivealternatives data than for the three-alternatives data. The iRC model for the three-alternatives data even has a covariance matrix close to the identity matrix because most of the r estimates are insignificant. This may occur because local contrast effects within each choice set are much more prevalent for larger choice sets than for smaller choice sets. Thus, the decision of the size of the choice set in conjoint choice experiments seems to affect the balance of local versus background contrast effects, where an increasing choice set causes a shift from background to local contrast effects.
Holdout Predictions and Market-Share
Simulations for the Coffee-Maker Data The estimates of the models on the three-and fivealternatives coffee-maker data were used to predict the holdout sets with three and five alternatives, respectively. Table 6 gives the log-likelihood, pseudo R 2 , and AIC and BIC values for the predicted choices in the holdout choice sets. It shows all statistics indicate that the RC model predicts the holdout sets much better compared with the other models in both the three-and five-alternatives holdout sets. The LR statistic for testing this model against the IP model is significant in both cases (LR(8) ‫ס‬ 160.6, p Ͻ 0.01, and LR(8) ‫ס‬ 58.5, p Ͻ 0.01, respectively). The iRC and iRI models do not predict the holdout sets better than the IP model, despite the fact that the fit (Table 5 ) was significantly better. The RI model only predicts significantly better than the IP model for the holdout sets with three alternatives (LR(2) test, p Ͻ 0.01) and it predicts better than the iRC model with a smaller number of parameters. In both situations the RC model predicts significantly better than the RI model (LR(6) test, p Ͻ 0.01).
To further investigate the restrictiveness of the onefactor covariance structure we compare the results with those of the Full Random Coefficients model (note that the full covariance Probit model cannot be used to generate predictions in a conjoint choice context). The Full Random Coefficients model has for the holdout sets with three alternatives a predicted likelihood of ‫488.057מ‬ (R 2 ‫ס‬ 0.076) and for the holdout sets with five alternatives a predicted likelihood of ‫114.605מ‬ (R 2 ‫ס‬ 0.150). Table 6 shows for the holdout sets with three alternatives that this model is again outperformed with respect to the likelihood by the RC model. For the holdout sets with five alternatives it is outperformed by all models. Table 6 shows that the prediction of holdout sets with five alternatives is much better than the prediction of holdout sets with three alternatives. The pseudo R 2 value is 0.165 for the RC model predictions for holdout sets with three alternatives, and it is equal to 0.296 for the RC model predictions for holdout sets with five alternatives. The same pattern holds for the other models. This may be caused by the relative importance of local and background contrast effects. The fivealternatives RC model estimates indicated more local but less background contrast effects. The background contrast effects will have a different influence in the holdout task, since the range of choice sets offered in the holdout task differ substantially from that in the main task. However, this effect will be stronger for the holdout task with three alternatives than for the holdout task with five alternatives. This, therefore, reduces the predictive validity of the estimates from the calibration sample for the three-alternatives task relatively more. In addition, the within-choice set variation in attributes is larger for the five-than for the threealternatives tasks, due to which the differences in within-choice set variation between the calibration and holdout task are less for the five-choice set task. This enhances similarity of local tradeoff contrast effects in the holdout tasks, resulting in a better predictive validity of the five-choice set task.
This leads us to conclude that larger choice sets may be preferred in conjoint choice experiments to alleviate background contrast effects and obtain higher predictive validity. The above analyses show that not only the RC model performs much better on model fit but that also the holdout predictions are significantly better. This underlines the importance of considering correlations across choice sets to account for background contrast effects. Now we illustrate that the RC model can lead to substantially different predictions of market shares than the IP and the iRC models. We consider three managerially relevant situations: a product modification, a product line extension, and the introduction of a me-too brand. In our simple hypothetical illutration we use the four profiles listed in Table 7 .
We use the estimates obtained from the threealternatives data from Table 5 . First consider the situation of a product modification of the brand Philips. We assume that the current market consists of two products: Philips (profile 1) and Braun (profile 2). Assume that Philips modifies its existing product by introducing a thermos-flask and asking a higher price for the product (profile 4). The IP model predicts an increase in market share of 16.8%, while the RC model predicts an increase of only 11.5% in market share of Philips (Table 8 ). In the IP model the market shares of the two brands reverse approximately compared to the initial situation. In the RC model the market shares change less compared to the IP model. The iRC model is in-between the two other models with respect to market shares. However, compared with the "before" situation, the differences in market shares are the highest for this model.
The second example pertains to a product line extension. Assume that Philips modifies the existing brand and introduces it as an extension of its product line. The product (profile 4) differs from the existing product (profile 1) in that it has as an additional feature (a thermos-flask) and that it has a higher price. The market shares predicted by the IP, iRC, and RC models, before and after the product line extension, are provided in Table 8 . The RC and IP models predict almost the same market share in the initial situation with two products. The iRC model predicts slightly different initial market shares. After the product line extension, the IP model predicts that the market share of Braun drops by 26.2%, whereas the RC model predicts only a 19.3% decrease of its market share. The RC model predicts a lower market share for the new Philips product compared with the IP model, and it predicts that this market share is drawn relatively more from the existing product of Philips. The market share of Philips is 67.3% as predicted by the IP model and 61.6% for the RC model. When two alternatives are similar (as are the two products of the same brand), the IP model predicts a too high joint probability (market share) of these two alternatives, due to the IIA property (Green and Srinivasan 1978) . Note that the market share of the new Philips product predicted by the iRC model is higher than for both the RC and IP models.
The third situation considered is the introduction of a new brand with characteristics relatively similar to those of (one of) the brands already in the market, a me-too brand. Consider again the situation of two brands in the market (Philips and Braun). Now a third brand, Moulinex, introduces a coffee maker close to the existing product of the initial market-leader Braun. Table 8 gives the market shares predicted by the RC, iRC, and IP models before and after the introduction. Table  8 shows that the predictions of the models are quite different. After the introduction, the IP and iRC models predict that the new brand becomes the market leader, whereas the RC model still predicts the highest market share for the initial market-leader Braun and the lowest market share for the new brand. The RC model predicts that the initial market leader loses 13.5% market share as a result of the introduction of the me-too brand, while the IP model predicts it to lose 21.8%, and the iRC model even predicts a loss of 26.5%. In each case Philips loses around 14%. Obviously, the misspecification of the iRC and IP models results in an erroneous prediction that the new brand becomes the market leader. The RC model predicts that it will stay well behind the initial market leader and that it will be the smallest brand. The simpler iRC and IP models yield incorrect predictions because they do not accommodate effects of the covariance structure of utilities within and between choice sets. It is apparent that this misspecification may severely affect market simulations, even if the estimates of the attribute parameters of these models are relatively similar.
Conclusion and Discussion
In this paper we applied the MNP model for the analysis of conjoint choice experiments. The MNP model does not treat choices coming from the same respondent as independent, but can be used to model correlations of choice alternatives within and between choice sets. We have taken two hurdles in the application of the MNP model for conjoint choice data, i.e., that of model identification and that of making predictions. The resulting RC model is much more parsimonious than the full MNP or random taste variation MNP models and outperforms those in terms of fit and predictive validity. Given the identification problems of MNP models, we recommend that in applications of MNP models to conjoint choice data identification of the model is thoroughly investigated, for example, by checking the necessary condition that the number of parameters should be smaller than the number of profiles, as well as the eigenvalues of the Hessian in the optimum. The proposed random coefficients MNP model accounts for heterogeneity due to context effects in modeling stated choices in experimental choice analysis. In addition, it does not suffer from the restrictive IIA property. We showed that the proposed model leads to significantly better fit and predictions than random intercepts and IP models. The iRC model that arises as a special case of the RC model by assuming that choice sets are independent does not suffer from the IIA property, but does not account for correlations between choice sets. This model has a significantly better fit than the IP model, but does not predict holdout sets better. An interesting finding is that a random intercepts model, where only brand intercepts are assumed heterogeneous across subjects and choice sets, provides a better fit and holdout predictions than the iRC model with fewer parameters. The RC model is significantly better in terms of model fit and predicts the holdout sets significantly better compared with all other models. Therefore, we conclude that it is important to allow all coefficients to be random, but that it is even more important to take account of correlations between choice sets. An alternative approach by which this can be accomplished is the Bayesian approach by, for example, Rossi and Allenby (1993) . This procedure provides the advantages of allowing for inferences on part-worth estimates at the respondent level. A comparison of the SML and Bayesian approaches in terms of their performance is left for further research.
We hypothesized that the covariances among utilities within a choice set (as modeled in the iRC and iRI models) account for local tradeoff contrast effects (Simonson and Tversky 1992) . Such local contrast effects specify that a respondents' tradeoff of two alternatives in a specific choice set is affected by other tradeoffs in that choice set. These effects would be reflected in significant covariance parameters in the iRC and iRI models, which were observed in both applications. Thus, our results are indicative of such local contrast effects, but it must be noted that the estimates of our model cannot be considered as unambiguous evidence because other factors, including heterogeneity, may also have caused such covariances.
The superior fit of the RC and RI models in both applications is caused by accommodating covariances in utilities among choice sets, which may be indicative of background tradeoff contrast effects (Simonson and Tversky 1992) . Such background contrast effects occur when tradeoffs made among profiles in other choice sets affect the tradeoffs in the current choice sets. Our results strongly indicate the existence of such background contrast effects.
Judged from the magnitudes of the relevant covariance parameters estimates, the background contrast effect may vary in importance for different attributes. Such variation may be explained from different types of context effects, such as substitution, dominance, attraction, and compromise effects. Further research should investigate when these different types of effects occur in conjoint choice experiments and how they are reflected in the covariance parameters in our model. The results showed that the background contrast effect may be stronger for smaller choice sets due to the more restricted range of attribute levels in such sets, whereby previous tradeoffs therefore may have a larger effect. Since predictions for holdout sets deteriorated for smaller holdout choice sets, such background contrast effects may negatively affect the external validity of conjoint choice experiments. We recommend that experiments are conducted to investigate context effects in conjoint choice designs while future research should delve into the question of optimal design of conjoint choice experiments in terms of the number, size, and composition of choice sets in view of minimizing context effect. The SRC probability simulator for p m is then for random drawings e r ‫ס‬ (e 1r , . . . , e Mr )Ј, and with R replications (r ‫ס‬ 1, . . . , R), defined as: 
R r‫1ס‬ m‫1ס‬
The simulator is unbiased and smooth. That is, is a continuous SRC p m and differentiable function of b and X. The extension of the above to the conjoint situation with K Ͼ 1 and probabilities as in (5) is straightforward.
Estimation by Simulated Maximum Likelihood
With the method of Simulated Maximum Likelihood (SML), only the probabilities of the selected alternatives have to be simulated, which is computationally efficient. This method is known as Smooth SML (SSML) when it is applied with a smooth choice simulator as the SRC simulator. With SSML asymptotically efficiency requires that R/ߛJ → ϱ as J → ϱ (Bö rsch-Supan and Hajivassiliou 1993), where R is the number of simulations. However, several studies show that SSML is efficient even when the number of simulations is rather low, say 10 to 20 (Mü hleisen 1991; Lee 1992; Bö rsch-Supan and Hajivassiliou 1993; Geweke, Keane, and Runkle 1994) . The simulated probabilities replace the probabilities p km in the likelihood of (6) or p l in the likelihood of (9) .
A potential drawback of using smooth simulators is that the simulated probabilities are not restricted to add up to one over the M choices (McFadden 1989; Mü hleisen 1991; Lee 1992) . Lee (1992) stated that the adding-up property can always be satisfied by normalizing the original simulators, at the extra cost of simulating choice probabilities for all alternatives. 
