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We derive sufficient conditions for j A (dx)llp” (x, .I - njj to be of order 0(9(n)-* 1, where P”cx, A 1 
are the transition probabilities of an aperiodic Harris recurrent Markov chain, ar is the invariant 
probability measure, A an initial distribution and (I belongs to a suitable class of non-decreasing 
sequences. The basic condition involved is the ergodicity of order & which in a countable state 
space iq equivalent to c cl/(n)Pi{ti B n}< 00 for some i, where Ti is the hitting time of the state i. 
We also show that for a general Markov chain to be ergodic of order CL it suffices that a 
corresponding condition is satisfied by a small set. 
We apply these results to non-singular renewal measures on IL! providing a probabilisitc method 
to estimate the right tail of the renewal measure when the increment distribution F satisfies 
ItF(dr)>Oandl~(t)(l-Ftr))dr<~. 
r 1 
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1. Introduction 
Let {X,,} be an aperiodic Harris recurrent Markov chain on a general state space 
(S, a). We assume that 3 is countably generated. We shall adopt the notation and 
terminology of [9]. The chains considered here will usually be positive recurrent; 
the unique invariant probability measure is then denoted by 7~. Orey’s theorem 
(see, e.g., [ll, Corollary, p. 251) states that 
lim [IhP” - 7711 = 0 
t1 -Doe, 
(1.1) 
for any initial probability measure A on (S, B ). The case when the limit in f 1.1 b is 
attained at a geometric rate of convergence (i.e., geometric ergo&city of {X,2}) has 
been investigated in [9] and [IO]. 
Here our aim is to study subgeometrical rates of convergence in (1 .l ), i.e., cases 
where 
IlAP n - 7Tll= 0(1/&n 1) 
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with Q+ belonging to a class A of sequences (to be introduced below) which grow 
stower than ?, r > 1. For related results we refer to [5,7, 12,141. 
Let A0 denote the class of sequences $:N+ R+ having the properties 
$ is non-decreasing and 2 2, (1.2) 
(log $(n))/n is non-increasing and tends to 0 as n --) 00. (1.3) 
The following properties of sequences in A0 are frequently used (see [14, Lemmas 
? and 21): 
$(nz +n)=+(m)$(n) for all m,rz EN, (1.4) 
for every E > 0 and n,) E N, there exists a c < 00 such that # (pn + n ) 
~(l+~)$(m)+c for all m EN and n sno. (1.5) 
We denote by A the class of sequences Il/:W-+!R+ for which there exists some 
& E A0 such that 
lim inf 
ck(n) 
->(I, 
‘l+%T rlro(n) 
$(n) 
lim sup - < cc. 
‘l-,32 t/q](n) 
Examples of sequences (I”/ EA are 
cl/(n)=n’(logn)” exp{&P}, 
whereO<y<l andeitherp>Oor/?=Oandr>O. 
For any sequence II/: N +R + we write 
qP(n ) = i t/Hi), A&n ) = @(jr? + li- $02 1. 
, ;:) 
From a recent result of Lindvall [5, Corollary l] we obtain the following result 
for countable state space Markov chains. 
Theorem 1.1. Let (X,,) be all aperiodic, positive recurrent Markov chain on a 
countable state space S. Let $ E A and let A be a probability measure on S. If’ for 
some i E S 
lim @(II )J(AP” - nil = 0 and 
11 +* i; &!qll ,/A+ - rrll< m. _ 
n =o 
We shall prove here a stronger version ~j‘ this result (Theorem 2.2) for general 
state space Markov chains. We first prove dn auxiliary result for stopping times 
of general Markov chains (Lemma 3.1) and a result for discrete renewal 
sequences (or, equivalently, atomic Markov chains) which slightly improves a result 
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of Lindvall [S, Proposition 31. These are then extended to the context of general 
state space Markov chains by using the splitting technique introduced in [2] and 
[8]. Finally we apply the results to the case of non-singular renewal measures on 
R to give probabilistic proofs of renewal theorems similar to those of Stone and 
Wainger [ 143. 
We recall from [9] that k, h and v exclusively denote a fixed positive integer, a 
measurable function S + [0, l] with r (h ) > 0 and a probability measure on (S, B), 
such that the Minorization condition 
(M) P’(x,A)ah @v(A)= h(x)v(A) for all x ES,A ~3, 
is satisfied. 
For a sequence $ : N + R, we write 
Q& = : $(nk)(Pk -42 @ Y)“. 
tl- -0 
We recall the following two basic identities: 
,,f,, v(Pk -h 63 v)“f = (r(h))%(f) 
and 
(1.6) 
(1.7) 
(1.8) 
for all nonnegative functions f and probability measures A on (S, 9). 
Definition 1.2. Let $ E A. The Markov chain {X,J is called ergodic of order 11 
provided that 
vQ,ph <a. (1.9) 
Remark 1.3. Since always c(,‘(n) 2 cn ultimately for some c > 0, condition; (1.9) 
implies that {X,,} is automatically positive recurrent. 
Remark 1.4. Condition (1.9) is independent of the particular choice of k, k and 
Y. This can be seen by using Lemma 3.1 below; the proof is somewhat edious but 
straightforward. 
Remark 1.5. It there exists a recurrent atom cy in the state space, we can choose 
k = 1, h = l,,, v = P(cw, l ) in (M). In this case, condition (1.9) is equivalent to 
E, (@(T<, 1) < 00, (1.10) 
where T,,, = inf{n E N, :X,* E A} for any A E 8. 
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In the general case (1.9) means that (,l.lO) holds for the return time to the atom 
of the split k -step chain. 
To illustrate condition (1.9) from another point of view we refer to the approach 
of Athreya and Ney [2], where they have an alternative formulation of the splitting 
technique. They introduce, under (M) and the additional assumption k =l, a 
sequence of regeneration times T1, T2, . . . such tflat the post-Ti-process has the 
distribution P,, and is independent of the pre-Ti-.process. In this framework, our 
condition (1.9) can be put in the form 
In particular, if $(n) = n’, r H, then @O(n) - / and (1.10) is equivalent to 
E, CT:,+’ ) < a, 
i.e., in this case ergodicity of order G corresponds to the usual ergodicity of order 
(degree) r + 1. 
Proposition 1.6. {X,,) is ergodic of order $ if and only if 
vQt,J<w (1.11) I 
rQ,/,h -=c 00. (1.12) 
Proof. In fact we show that for any probability measure A and function g 20 on 
6, .&) 
hQ, 1 ( m if and only if hQ,+& < m (1.13) 
and 
nQd,g < ~43 if and only if ~Q,~,og < 00. (1.14) 
Without loss of generality we may assume $ E &. We write from ( 1.8) 
Hence AQ,, 1 5: A&,4. On the other hand, from (1.5) there exists a finite constant 
c such that 
and there fore 
AQ,gh -: 2k (AQ,,, 1 ) -+ kc, 
so ( 1.13) follows. The validity of ( 1.14) follows similar ly from (1.7). c3 
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2. Statement of tine results 
We first give the rate of convergence results for discrete renewal sequences; 
Proposition 2.1(i) has been proved by Lindvall [S] whilst (ii) is the extension called 
for by him (see [S, p. 661). 
Proposition 2.1. Let 9 E A and let {v,,} and (v k} be two renewaZsequ8ences correspond - 
ing to an aperiodic increment distribution (6,) and delay distributions (a,), {a I) 
respectively, that is 
v, =a,, + i bkv,,-k, vk =a:, f i bkv;-k. 
k=l k=l 
(i) If C, +‘ln )b,, < * and C,, +(n )a, < 00, then 
lim #(n )lv,, - vool = 0 
n+oO 
(2.1) 
(ii) If 1 n $‘(n )b, < a,1 n $“(n )a, (: 00 and 1 n ti”(n )a L < 00, then 
lim lj+“(tZ)!Vn - VL I= 0 
n--a (2.3) 
and there is a constant c = cb < 00, depending on/y on the increment distribution (b,,) 
such that 
ii t(/(n)lv, [ 
X; 
-valCc C $O(n)(a,,+a:,) <a. 
r1 =o PI=0 1 (2.4 
In the following two theorems we give the rate of convergence results for general 
Markov chains. 
Theorem 2.2. Suppose that (&) is ergodic of order $, ~9 E A. If A is a probability 
measure on (S, 3 j satisfying 
then 
lim &n) A(dx)JIP’*(x, +-nll=~) n+JO I 
and 
W) 
(2.7) 
The irivariant probability measure w always satisfies (2.5). 
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Theorem 2.3. Suppose that {X,,) is ergodic of order $, + E A. If A and p are probability 
measwes on (S, 3) satisfying 
AQ&oh < 00, (2.8) 
then 
lim $“(n ) A (dx )p My ,IIP” (x, l ) -I’” ty, 9 >il = 0 
n-p.% 
and 
i q+(n) A tdx )l_c (dg ,llP” (x, l ) - P” (y, 9 ,II < 00. 
n =-0 
(2.9) 
(2.10) 
Remark 2.4. When applied to a Markov chain on a countable space S, Theorem 
jbability measure A on S 2.2 yields: If for some i E S and a prr 
Ei($“(ri)) < 00 and E, tc// 
then 
hH<q 
lim cl/(~) L x A(i)lP”(i,i)-rr(i)l=O ,I -9x i i s i c s 
and 
i A$(rz) )’ 7 A(i)lP”(i,j)-~(j)i<:x. 
II 0 4:s ,Ys 
Choosing @ ( IZ ) = H’, r >O, in Theorem 2.2, we obtain the following result (the 
formulation of the corresponding corollary of Theorem 2.3 is left to the reader) 
(cf. [12, Theorem 2 and Corollary 13. 
(2.6’) 
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and 
f *r--l 
I 
h (dx)[[P”(x, * ) - rjt< ~0. (2.7’) 
n=l 
The invariant ~ruba~iii~~ measure 3-r sa~is~es (2.5’). 
The following two theorems show that ergodicity of order IJ~ is closely related 
to the finiteness of the expectations E, (~*(~~), x E S, A E ~33. 
Theorem 2.6. If (X,,} is ergudic of urder & then fur every A E $3 with TT(A ) > 0 
E,&WA))<W EyW&~))<~ and JL(J/%.~))<~ for v--.e. 
XES. (2.11) 
Theorem 2.7, (i) If B is a small set (see [9, p. 1901) and 
sup W@(TB )) < a, 
s E B 
(2.12) 
then {X”) is ergodic of order $. 
(ii) If (2.12) holds and in addition 
Er (&(Q)) -=I 00, 
then atso (2.5) and cunse~~e~r~y (2.6) and (2.7) hold trtic, 
(iii} If (2.12) hoods and in addition 
E, (lf/‘b )) < ~0, E~~~~~~~)~<~, 
then also (2.8) and co~lse~l~entl~ (2.9) and (2.10) hold true. 
Remark 2.8. When S is countable, Theorems 2.6 and 2.7 yield the following 
soiidarity property: If 
Ei($“(ri 1) <CO for some i ES, 
then 
Ei(~‘)(7i))<00 for all i,jES. 
Remark 2.9. Theorem 2.7, together with Theorem 2.3, gives criteria to deduce 
rate of convergence results for general (non-atomic) chains. As pointed out in [9* 
Remark 2.7, p. 1911, re~a&il?e~y compact sets are known to be small se& in many 
important eases of topological state space Markov chains. 
3. Proofs 
We start by proving the following lemma, which is the counterpart of 19. Lemma 
2.91. Here ‘a.s.’ means ‘P,-a.s. for all x E S’. 
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Lemma 3.1. Let T be an a.s. finite stopping time relative to {X,,) and B E 93 be such 
that X, E B a.s. Let {.s”}~~N be the sequence of iterates of r, i.e., 
2=0, 2=7, n+l 7 =rn+70ern, 
where 6 is the usuaishiftoperator. Suppose that (Zn)nEN+ is a sequence of (0, I)-valued 
random variables such that for every n E N, 
Zn is 9n = U(Xo, . . . , XT)% )-measurable 
and for all x E S 
R{Z,, = l~9~_I)~~>0 a.s. 
Set 
a7 = inf{n EN,: Z, = 1). 
ti) If supXCB E,(#‘(~))<~, then also 
sup E&P(P))-. 
XER 
(ii) lf, in addition, A is a probability measure satisfying E, (q%(r)) < 00, then also 
E*(ti(Trl))<W. 
(iii) I’f, in addition, E, (&Tj) < m, then also 
E&“(T’))(00. 
Proof. (i) We may assume that @ E 1 to. From the monotonicity in (1.3) it follows that 
a?id hence, by the convergence in ( 1.3), lim,,,, AJl(n)/Jl(n) = 0. Therefore we have 
(3.1) 
Let M be a finite upper bound f’~r E,(I&TI), x E B, and let E > 0 be fixed so that 
(1 +s)(l-- 7) f $f& Lp 
Let 11, be such that 
Q(n) 5 P~?“(Iz ) when 
‘! 
I. . (3.2) 
I1 -5s il, (3.3) 
and c, -=I 00 such that i 1.5 1 holds for these E, nF and c,. We write 
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and estimate a typical term in the sum by using (see ( 1.4)) 
$O(rn +n)&(m)+$(m)@(n) for all nt, n EN, 
and the break-up ?n = 7”-l+ T 0 8’” ’ and condi tioning on 9n -1 
303 
where 
Then 
a,(n) = Ex(~Ot~n-ljl~~~~n~j, b,(n) = E,(11(~~%~,,~+,,$ 
by conditioning on 9,, _ 2. To estimate h, (n ) recursively we make use of ( 1.4), ( 1.5) 
and (3.3), 
6,(n)~(l+F)E,(~(7’-*)l(,__n)) 
+E,(~~,.,,-II(~(~“-*)Ex,~ 2(~(7)l(,;,,,)j)+~,P,(~ Yfl) 
s(l+&)(l-y)&(n -l)+M&(n -U+CA{rl M 
Spb,(n - l)+c,(l -y)” *, 
wherep=(l+E)(l--)+A&<1 by(3.2)Since 
sup6,(W=supa,(1)~~, 
XEB XEB 
we deduce from the recursion formulae (3.4) and (3.5) that 
completing the proof of (i). 
(ii) Since 7’ C 7 + 7’ 08’ we have by (1.4) 
(3.5) 
(iii) Follows similarly from 
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Proof of Proposition 2.l(ii), Without loss of generality we may assume that (0:) 
is the undelayed renewal sequence {u,}. By 15, Corollary 21 we have 
c = I+ : lj?(~)lu,+l-u,/<o0. 
n=O 
The assertion is now obtained from the following calculations: 
a2 
s c am z 4(n fm)lUn -Un+ml+ f (lO(m)a,l. 
m =0 n = 0 m = 1 
The first term on the right-hand side can now be estimated above as follows (see 
( 1.4)): 
Proof of Theorem 2.2. We may again assume that 4 E& and without loss of 
generality that (I/ is unbounded. It is easy to see that then (2.7) implies (2.6) by 
the monotonicity in n of j h (dx)I(P” (x, l ) - ~11; thus only (2.7) has to be proved. 
Assume first that there exists a recurrent atom (Y in the state space? and E, (r1/(~, 1) < 
00, E,($(T~,)) < 00 and E,(@(ra)) ~00. From [S, Proposition 33 by coupling two 
indeper,;knt chains with initial distributions A and 7r, it follows that 
where T is the coupling epoch. On the other hand 
s E, ,,rq?(T,)< x). 
In the case of a general (non-atomic) chain we apply the previous to the split 
k -step chain {Xxk } (SW [X] I to obtain 
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we have for any i = 0, . . . , k - 1 
f A#(nk +i) h(dx)IIP”k(x, +nll<oo. 
?l=O I 
(3.6) 
Eq. (2.7) now follows by using the contractivity of P (which allows us to replace 
Pnk in (3.6) by Pnk+i ) and by summing i from 0 to k - 1. q 
Proof of Theorem 2.3. Suppose first that there exists a recurrent atom CY in the 
state space. We then have (cf. [S, eq. (2.4)]) 
I(P’z(x, l)-P”(a, l ,II~P,(7, az}+ i lujIx_l,n - ~,~,_,IB,, 
m=l 
where {a,,} is the undelayed renewal sequence, u,, = Pn(a, a), (vll”) is the delayed 
renewal sequence, 21: = P” (x, a ) with delay distribution cz 1: ’ = P,x{ra = n}, and &, = 
RX (7, 2 m 1. By Proposition 2.1 (ii) and (1.4) we have 
which is finite by the hypothesis. 
The extension to the non-atomic case can be made exactly as in the proof of 
Theorem 2.2. U 
Proof of Theorem 2.6. Proving the finiteness of E,(+b(rJ) and E,,(#‘(d) follows 
exactly the same lines as those in the proof of [9, Theorem 2.5(i)]. Since we may 
replace k and v in (M) by k + i and VP’ for any fixed i EN we deduce that 
E&$‘(~A)) < 00 for all i E Pd. 
Since obviously 7~ is absolutely continuous with respect to c:, 2-‘vP’, we see that 
tl-nis is possible only if 
E,($0(7A)) < 00 for n-a.e. XE!~. Cl 
Proof of Theorem 2.7. After Lem,ma 3.1 the proof of Theorem 2.7 is similar to 
that of [9, Theorem 2S(ii) and (iii)]; the details are omitted. III 
4. Application to non-singular renewal measures on R 
Let { Y,,},lCN be a sequence of independent, quasi-integrabe real random 
variables, with Y1, Y2, . . . identically distributed according to F. We assume 
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throughout that 
F= 
J 
tF(dt)>O 
Iw 
(4.1) 
and 
F is spread-out, i.e., some convolution power of F has a nontrivial 
absolutely continuous component with respect to the Lebesgue (4.2) 
measure 1. 
We write 
S, = i: Yk, n EN, 
for the corresponding random walk, and 
u = f F”* 
t1 =o 
for the renewal measure of F. Note that (4.2) is equivalent to the non-singularity 
of u. 
We also assume that F[ 1,~) > 0; the proofs below can be modified in an obvious 
manner by resealing if F[l, 00) = 0. 
We write PG (P, if G = Ed, x E R) for the probability measure governing the 
sequence {Y,,) when the distribution of Y0 is G. 
We shall utilize the Markov chain results of Sections 2 and 3 applied to the 
associated forward process { V (t ,), 30, 
V(t) =Svilj -i, 
where 
q(f) = ;nf{rz E N: S,, > t), 
to give probabilistic proofs for the rate of convergence of non-singular renewal 
measures. These results are closely related to those of Stone and Wainger [14, 
Theorem l] proved there by analytical methods. The present method has been 
previously exploited in [I, 3, 6, 93. For an ahernative coupling method, see [7]. 
Theorem 4.1. kr 4: R+ -+ IL be a rlorr-decreasirtg function such that 
{rL(rl )),*,.QE .I. 
CZ, Cro 
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We assume that Fsatisfies (4.1) and (4.2) and 
I $(t)F(dt) = I #(t)(l -F(t)) dt < 00. (OPJ) (0.~1 
If G1 and Gz are two distributions on IF8 satisfying (4.3) ahd 
I ItlGi(dt)<a i = 1,2, t-901 
307 
(4.3) 
(4.4) 
then 
(9 1 Q(t)lGI *U-G+Ul(dt)<q 
(0,~) 
(ii) lim &t) sup IG1*U*f(t)-GZ*U*f(t)l =O, 
t+m lfls;s 
where g : R + R, is a bounded, Lebesgue-integrable function satisfying 
$@)I-‘g(s)ds+O and $(t)supg(s)+O as t-,06, 
t vat 
(iii) lim J(t) sup ]GpW(B+t)-G2*U(B+t)l=0 r-00 f3~(O,oo),Iu3FM 
for any M < 00. 
Proof. We assume first that F, G1 and Gz are all concentrated on (0,~). In this 
case the proof follows the same lines as in [9, Section 41, We r:,hall show that 
lim $(n)IIG#” - G#“II = 0 (43 n-+aC 
and 
? cL(n )IIG#” - G2P"ll < 00, 
n=O 
(4.6) 
where {Pr},20 are the transition probabilities of the forward process {V(t)),,a. We 
write for B = (0, l] 
7u = inf{n E NJ+: V(n) E B}, 7-j=77(1)=inf{nEN:S,,>i}. 
Since ru < 1+ YV, we have 
~2d(2)+&3)( [ $(t)G(dt)+U[O, 1] 1 
(0.00) (0.~1 
$(r)F(dr)). 
__ (I ‘uognq!.wp JadoJd 
JappEI %U!JNGWp ylZ3M 
‘(00 ‘0) UO +b 12 = H 
Lamscxu je~aua~ %upuodsaJloD ayl +/I pue 
‘b‘O‘i~V ‘(V~(0)A)“d=(V)H 
‘a*! ‘1L@aq 
JappE[ %u!pua3se (QP!llS) 1-y aq, JO uo!lnq~.w~p aq1 aq H lay l ( [I’IIX uoivas 
‘pj aas) ssaaold dapper %u!puam JD~S ayl 01 suo!~txap!suo~ sno!Aa.td ayi Qdde 
aM l (OO ‘0) uo palw)uamoa a;rt? zg pue ‘9 Cd l~yl uo?ldumssg aqi doJp aM MON 
l [wP 
uogsodo3d ‘61 pue afioqe ~02 pue L*Z suualroayL ~013 ~01103 (977) pue (set4 ‘a3uaI-i 
‘rn > (( Q),N~zI 
OSIE? ‘(s*p) h3S!l”S (2 ‘1 = .1) !D 31 ‘PU” 
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where cl and c2 are finite constants by (4.8). So from (4.9) we obtain 
J am g (O&J) J (o dD) J;W Id9 + J Gb.Ww +c2), . [O.-J) 
and therefore we see that if Gi (i = 1,2) satisfy (4.3) and (4.4), then 
J 10m,J;i~)di(dt)<co, i=l,2. , 
The first part of the proof (i.e., (4.5) and (4.6) applied to the distributions H, e, 
and d,) shows that 
and 
(4.10) 
(4.11) 
Furthermore, by the Markov property of the V(t)-process, we have 
G~~(~~A)=~ft*~(A) fora~lA~(~,~), t>O. (4.12) 
which is finite by (4.1 If. 
(ii} Let I > 0 and put s = it. From (4.12) we have 
Using this break-up *e notice that it suffices to show that 
J(s)llz; 1P” - C,P”]l su: u * R (u ) + 0 (4.13) 
and 
By Stone’s decomposition theorem [ 131 
w s Use-+&, (4.1531 
where U. is a finite measure, c a finite constant and I+. the restriction of I to (0, aI. 
Tllerefore, U*g is a bounded function and (4.13) directly follows from (4.lok 
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By (4.15) we also see that 
$(s Gi * U * gl [s.o3,(2s) 
and hence (4.14) follows from the assumptions made on Gi and g. 
(iii) Since by (4.12) 
$(t)/G, * U(B +t) -G2* U(B +t)l q?(t)jG,P’ -G#‘I * U(B) 
s 4wllGP’ - 62P’II sup U(B -u), 
it _ -4 
the result follows from (3.10) and the fact that, by (4.19, U(B) is uniformly 
bounded when Z(B) s M. q 
It is easy to see how to derive similar results from Theorem 2.2 for the rate of 
convergence of iG * U ---cc -‘l+/. In fact, if H is as in the proof of Theorem 4.1, 
one can easily see that the distribution G,, 
G,(dt)=&(l-H(tj)dt, 
where pkl = 5 tH(dt), is invariant for the forward process and satisfies 
G,* U = p ‘I. on (0, 00). 
We formulate the results in the following theorem whose proof is omitted. 
Theorem 4.2. Let JI be as in Theorem 4.1 and assume that F satisfies (4. l), (4.2) 
und (4.3). [f is n distribution on satisfying (4.4) and 
cq 
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Remark. Theorem 4.2 improves the results of Stone and Wainger [l4, Theorem 
l] in several respects. They give the set-wise form of (iii), with G = eo, under the 
stronger assumption that 1 @(t)F(dt) C 00. Instead of (i) they have 
when 9 satisfies some additional requirements. 
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