Abstract. We discuss an implementation of the lexicographic version of Gomory's fractional cutting plane method and of two heuristics mimicking the latter. In computational testing on a battery of MIPLIB problems we compare the performance of these variants with that of the standard Gomory algorithm, both in the single-cut and in the multi-cut (rounds of cuts) version, and show that they provide a radical improvement over the standard procedure. In particular, we report the exact solution of ILP instances from MIPLIB such as stein15, stein27, and bm23, for which the standard Gomory cutting plane algorithm is not able to close more than a tiny fraction of the integrality gap. We also offer an explanation for this surprizing phenomenon.
Introduction
Modern branch-and-cut methods for (mixed or pure) Integer Linear Programs are heavily based on general-purpose cutting planes such as Gomory cuts, that are used to reduce the number of branching nodes needed to reach optimality. On the other hand, pure cutting plane methods based on Gomory cuts alone are typically not used in practice, due to their poor convergence properties.
In a sense, branching can be viewed as just a "symptomatic cure" to the well-known drawbacks of Gomory cuts-saturation, bad numerical behavior, etc. From the cutting plane point of view, however, the cure is even worse than the disease, in that it hides the real source of the troubles. So, a "theoretically convergent" method such as the Gomory one becomes ancillary to enumeration, and no attempt is made to try to push it to its limits. In this respect, it is instructive to observe that a main piece of information about the performance of Gomory cuts (namely, that they perform much better if generated in rounds)
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The purpose of our project, whose scope extends well beyond the present paper, is to try to come up with a viable pure cutting plane method (i.e., one that is not knocked out by numerical difficulties), even if on most problems it will not be competitive with the branch-and-bound based methods.
As a first step, we chose to test our ideas on Gomory's fractional cuts, for two reasons: they are the simplest to generate, and they have the property that when expressed in the structural variables, all their coefficients are integer (which makes it easier to work with them and to assess how nice or weird they are). In particular, we addressed the following questions: i) Given an ILP, which is the most effective way to generate fractional Gomory cuts from the optimal LP tableaux so as to push the LP bound as close as possible to the optimal integer value? ii) What is the role of degeneracy in Gomory's method? iii) How can we try to counteract the numerical instability associated with the iterated use of Gomory cuts? iv) Is the classical polyhedral paradigm "the stronger the cut, the better" still applicable in the context of Gomory cuts read from the tableau? The question is not at all naive, as one has to take into account the negative effects that a stronger yet denser (or numerically less accurate) cut has in the next tableaux, and hence in the next cuts.
As we were in the process of testing various ways of keeping the basis determinant and/or condition number within reasonable limits, our youngest coauthor had the idea of implementing the lexicographic dual simplex algorithm used in one of Gomory's two finite convergence proofs. Gomory himself never advocated the practical use of this method; on the contrary, he stressed that its sole purpose was to simplify one of the two proofs, and that in practice other choice criteria in the pivoting sequence were likely to work better. Actually, we have no information on anybody ever having tried extensively this method in practice.
The lexicographic method has two basic ingredients: (a) the starting tableau is not just optimal, i.e., dual feasible, but lexicographically dual-feasible, and the method of reoptimization after adding a cut is the lexicographic dual simplex method; and (b) at least after every k iterations for some fixed k, the row with the first fractional basic variable is chosen as source row for the next cut.
The implementation of this method produced a huge surprise: the lexicographic method produces a dramatic improvement not only in gap closure (see Figure 1 ), but also in determinant and cut coefficient size.
It is well known that cutting plane methods work better if the cuts are generated in rounds rather than individually (i.e., if cuts from all fractional variables are added before reoptimization, rather than reoptimizing after every cut). Now it seems that if we are generating rounds of cuts rather than individual cuts, the use of the lexicographic rule would make much less sense, in particular because (b) is automatically satisfied-so the lexicographic rule plays a role only in shaping the pivoting sequence in the reoptimization process. So we did not expect it to make much of a difference. Here came our second great surprize: as illustrated in Figure 2 , even more strikingly than when using single cuts, comparing the standard and lexicographic methods with rounds of cuts shows a huge difference not only in terms of gap closed (which for the lexicographic version is 100% for more than half the instances in our testbed), but also of determinant size and coefficient size. Comparison between the textbook and lexicographic implementations of multi-cut Gomory's algorithm on air04 and stein27.
In this paper we discuss ad evaluate computationally and implementation of the lexicographic version of Gomory's fractional cutting plane method and of two heuristics mimicking the latter one, and offer an interpretation of the outcome of our experiments.
Gomory cuts
In this paper we focus on pure cutting plane methods applied to solving Integer Linear Programs (ILPs) of the the form:
where A ∈ Z m×n , b ∈ Z m and c ∈ Z n . Let P := {x ∈ n : Ax = b, x ≥ 0} denote the LP relaxation polyhedron, that we assume be bounded.
The structure of a pure cutting plane algorithm for the solution of the ILP problem can be roughly outlined as follows:
1. solve the LP relaxation min{c T x : x ∈ P } and denote by x * an optimal vertex 2. if x * is integer, then we are done 3. otherwise, search for a violated cut, i.e., a hyperplane α T x ≤ α 0 separating x * from the convex hull of integer feasible points, add it to the original formulation, and repeat.
The cut generation is of course a crucial step in any cutting plane method, as one is interested in easily-computable yet effective cuts.
In 1958, Gomory [7] (see also [9] ) gave a simple and elegant way to generate violated cuts, showing that x * can always be separated by means of a cut easily derived from a row of the LP-relaxation optimal tableau. The cut derivation is based on a rounding argument: given any equation n j=1 γ j x j = γ 0 valid for the P , if x is constrained to be nonnegative and integer then n j=1 γ j x j ≤ γ 0 is a valid cut. According to Gomory's proposal, the equation is the one associated with a row of the LP optimal tableau whose basic variable is fractional: we will refer to this row as the cut generating row, and to the corresponding basic variable as the cut generating variable.
The resulting cut, called Fractional Gomory Cut (FGC) or Chvátal-Gomory cut, has important theoretical and practical properties. First of all, one can use FGCs read from the LP tableau to derive a finitely-convergent cutting plane method. Secondly, because of the integrality of all the cut coefficients, the associated slack variable can be assumed to be integer, so the addition of FGCs does not introduce continuous variables that could make the rounding argument inapplicable in the next iterations. Moreover, the fact that the cut coefficients are integer ensures a certain "confidence level" about the numerical accuracy of the generated cuts. Indeed, once a cut is generated, small fractionalities in the computed coefficients can be removed safely so as to reduce error propagation, whereas FGCs with significant fractionalities are likely to be invalid (because of numerical issues) and hence can be skipped.
In 1960, Gomory [8] introduced the Gomory Mixed Integer (GMI) cuts to deal with the mixed-integer case. In case of pure ILPs, GMI cuts are applicable as well. Actually, GMI cuts turn out to dominate FGCs in that each variable x j receives a coefficient increased by a fractional quantity θ j ∈ [0, 1) with respect to the FGCs (writing the GMI in its ≤ form, with the same right-hand-side value as in its FGC counterpart). E.g, a FGC cut of the type 2x 1 − x 2 + 3x 3 ≤ 5 may correspond to the GMI 2.27272727x 1 − x 2 + 3.18181818x 3 ≤ 5. So, from a strict polyhedral point of view, there is no apparent reason to insist on FGCs when a stronger replacement is readily available at no extra computational effort. However, as shown in the example above, the coefficient integrality of GMI cuts is no longer guaranteed, hence the nice numerical properties of FGCs are lost. Even more importantly, as discussed in the sequel, the introduction of "weird fractionalities" in the cut coefficients may have uncontrollable effects on the fractionality of the next LP solution and hence of the associated LP tableau. As a result, it is unclear whether FGC or GMI cuts are better suited for a pure cutting plane method based on tableau cuts-a topic that we are going to investigate in the near future.
It is important to stress that the requirement of reading (essentially for free) the cuts directly from the optimal LP tableau makes the Gomory method intrinsically different from a method that works solely with the original polyhedron where the cut separation is decoupled from the LP reoptimization, as in the recent work of Fischetti and Lodi [6] on FGCs or Balas and Saxena [5] on GMI (split) cuts. Actually, only the first round of cuts generated by the Gomory method (those read from the very first optimal tableau) work on the original polyhedron, subsequent rounds are generated from a polyhedron truncated by previously generated cuts.
We face here a very fundamental issue in the design of pure cutting plane methods based of (mixed-integer or fractional) Gomory cuts read from the LP optimal tableau. Since we expect to generate a long sequence of cuts that eventually lead to an optimal integer solution, we have to take into account side effects of the cuts that are typically underestimated when just a few cuts are used (within an enumeration scheme) to improve the LP bound. In particular, one should try to maintain a "clean" optimal tableau so as to favor the generation of "clean" cuts in the next iterations. To this end, it is important to avoid as much as possible generating (and hence cutting) LP optimal vertices with a "weird fractionality"-the main source of numerical inaccuracy. This is because the corresponding optimal LP basis necessarily has a large determinant (needed to describe the fractionality), hence the tableau contains weird entries that lead to weaker and weaker Gomory cuts.
In this respect, dual degeneracy (that is notoriously massive in cutting plane methods) can play an important role and actually can favor the practical convergence of the method, provided that it is exploited to choose the cleanest LP solution (and tableau) among the equivalent optimal ones-the optimized sequence of pivots performed by a generic LP solver during the tableau reoptimization leads invariably to an uncontrolled growth of the basis determinant, and the method gets out of control after few iterations.
Degeneracy and the lexicographic dual simplex
As already mentioned, massive dual degeneracy occurs almost invariably when solving ILPs by means of cutting plane algorithms. Indeed, cutting planes tend to introduce a huge number of cuts that are almost parallel to the objective function, whose main goal is to prove or to disprove the existence of an integer point with a certain value of the objective function.
In his proof of convergence, Gomory used the lexicographic dual simplex to cope with degeneracy. The lexicographic dual simplex is a generalized version of the simplex algorithm where, instead of considering the minimization of the objective function, viewed without loss of generality as an additional integer variable x 0 = c T x, one is interested in the minimization of the entire solution vector (x 0 , x 1 , . . . , x n ), where (x 0 , x 1 , . . . , x n ) > LEX (y 0 , y 1 , . . . , y n ) means that there exists an index k such that x i = y i for all i = 1, . . . , k − 1 and x k > y k . In the lexicographic, as opposed to the usual, dual simplex method the ratio test does not only involve two scalars (reduced cost and pivot candidate) but a column and a scalar. So, its implementation is straightforward, at least in theory. In practice, however, there are a number of major concerns that limit this approach:
1. the ratio test has a worst-case quadratic time complexity in the size of the problem matrix; 2. the ratio test may fail in selecting the right column to preserve lex-optimality, due to round-off errors; 3. the algorithm requires taking control of each single pivot operation, which excludes the possibility of applying much more effective pivot-selection criteria.
The last point is maybe the most important. As a clever approach should not interfere too much with the black-box LP solver used, one could think of using a perturbed linear objective function x 0 + 1 x 1 + 2 x 2 . . ., where x 0 is the actual objective and 1 1 2 . . .. Though this approach is numerically unacceptable, one can mimic it by using the following method which resembles the iterative procedure used in the construction of the so-called Balinsky-Tucker tableau [3] and is akin to the slack fixing used in sequential solution of preemptive linear goal programming (see [1] and [10] ).
Starting from the optimal solution (x 0 , x 1 , . . . , x n ), we want to find another basic solution for which x 0 = x 0 but x 1 < x 1 (if any), by exploiting dual degeneracy. So, we fix the variables that are nonbasic (at their bound) and have a nonzero reduced cost. This fixing implies the fixing of the objective function value to x 0 , but has a major advantage: since we fix only variables at their bounds, the fixed variables will remain out of the basis in all the subsequent steps. Then we reoptimize the LP by using x 1 as the objective function (to be minimized), fix other nonbasic variables, and repeat. The method then keeps optimizing subsequent variables, in lexicographic order, over smaller and smaller dual-degenerate subspaces, until either no degeneracy remains, or all variables are fixed. At this point we can unfix all the fixed variables and restore the original objective function, the lex-optimal basis being associated with the non-fixed variables.
This approach proved to be quite effective (and stable) in practice: even for large problems, where the classical algorithm is painfully slow or even fails, our alternative method requires short computing time to convert the optimal basis into a lexicographically-minimal one. We have to admit however that our current implementation is not perfect, as it requires deciding whether a reduced cost is zero or not: in some (rare) cases, numerical errors lead to a wrong decision that does not yield a lexicographically dual-feasible final tableau. We are confident however that a tighter integration with the underlying LP solver could solve most of the difficulties in our present implementation.
Heuristics variants
While the lexicographic simplex method gives an exact solution to the problem of degeneracy, simple heuristics can be devised that mimic the behavior of lexicographic dual simplex. The scope of these heuristics is to try to highlight the crucial properties that allow the lexicographic method to produce stable Gomory cuts.
As already mentioned, a lex-optimal solution can in principle be reached by using an appropriate perturbation of the objective function, namely x 0 + 1 x 1 + . . . + n x n with 1 1 . . . n . Although this approach is actually impractical, one can use a 1-level approximation where the perturbation affects a single variable only, say x i , leading to the new objective function min x 0 + x i . The perturbation term is intended to favor the choice of an equivalent optimal basis closer to the lexicographically optimal one, where the chosen variable x i is moved towards its lower bound-and hopefully becomes integer.
In our first heuristic, Heur1, when the objective function is degenerate we swap our focus to the candidate cut generating variable, i.e., the variable x i to be perturbed is chosen as the most lex-significant fractional variable. The idea is that each new cut should guarantee a significant lex-decrease in the solution vector by either moving to a new vertex where the cut generating variables becomes integer, or else some other more lex-significant variables becomes fractional and can be cut.
A second perturbation heuristic, Heur2, can be designed along the following lines. Consider the addition of a single FGC and the subsequent tableau reoptimization performed by a standard dual simplex method. After the first pivot operation, the slack variable associated with the new cut goes to zero and leaves the basis, and it is unlikely that it will re-enter it in a subsequent step. This however turns out to be undesirable in the long run, since it increases the chances that the FGC generated in the next iterations will involve the slack variables of the previously-generated FGCs, and hence it favors the generation of cuts of higher rank and the propagation of their undesirable characteristics (density, numerical inaccuracy, etc.). By exploiting dual degeneracy, however, one could try to select an equivalent optimal basis that includes the slack variables of the FGCs. This can be achieved by simply giving a small negative cost to the FGC slack variables.
Both the heuristics above involve the use of a small perturbation in the objective function coefficients, that however can produce numerical troubles that interfere with our study. So we handled perturbation in a way similar to that used in our implementation of the lexicographic dual simplex, that requires the solution of two LPs-one with the standard objective function, and the second with the second-level objective function and all nonbasic variables having nonzero reduced cost fixed at their bound.
Computational results
Our set of pure ILP instances mainly comes from MIPLIB 2003 and MIPLIB 3; see Table 1 . It is worth noting that, to our knowledge, even very small instances of these libraries (such as stein15, bm23, etc.) have never been solved by a pure cutting plane method based on FGC or GMI cuts read from the LP tableau. Input data is assumed to be integer. All problems are preprocessed by adding an integer variable x 0 that accounts for the original objective function, from which we can derive valid cuts, as Gomory's proof of convergence prescribes. Once a FGC is generated, we put it in its all-integer form in the space of the structural variables. In order to control round-off propagation, our FGC separator uses a threshold of 0.1 to test whether a coefficient is integer or not: a coefficient with fractional part smaller than 0.1 is rounded to its nearest integer, whereas cuts with larger fractionalities are viewed as unreliable and hence discarded.
We carried out our experiments in a Intel Core 2 Q6600, 2.40GHz, with a time limit of 1 hour of CPU time and a memory limit of 2GB for each instance.
Our first set of experiments addressed the single-cut version of Gomory's algorithm. Actually, at each iteration we decided to generate two FGCs from the selected cut generating row-one from the tableau row itself, and one from the same row multiplied by -1.
The choice of the cut generation row in case of the lexicographic method is governed by the rule that prescribes the selection of the least-index variable. As to the other methods under comparison, the cut generation row is chosen with a random policy giving a higher probability of selecting the cut-generating variable from those with fractional part closer to 0.5 (alternative rules produced comparable results).
A very important implementation choice concerns the cut purging criterion. The lexicographic algorithm ensures the lexicographic improvement of the solution vector after each reoptimization, thus allowing one to remove cuts as soon as they become slack at the new optimum. As far as other methods are concerned, however, we can safely remove cuts only when the objective function improves. Indeed, if the objective function remains unchanged a removed cut can be generated again in a subsequent iteration, and the entire algorithm can loop-a situation that we actually encountered during our experiments. We therefore decided to remove the slack cuts only when it is mathematically correct, i.e. after a nonzero change in the objective function value, though this policy can lead to an out-of-memory status after a long stalling phase. Table 2 compares results on the textbook implementation of Gomory's algorithm (TB) and the lexicographic one (Lex). Besides the percentage of closed gap (ClGap), we report 3 tightly correlated parameters to better measure the performance of each method. The first parameter is the cut coefficients size (Coeff.): large coefficients, besides increasing the likelihood of numerical errors, can be a symptom of cut ineffectiveness since they are required to represent very small angles in the space of structural variables. The second parameter is the determinant of the optimal basis (Det.). In a sense, the problem being all-integer, the determinant is a measure of the distance from an integer solution: a unit determinant implies an all-integer tableau and solution. Since any coefficient in the tableau can be expressed as a rational number whose denominator is the determinant of the current basis B, the smallest fractional part we could encounter in a tableau is 1/det(B)-weird tableau entries correspond to large determinants. However, our experiments showed that there are instances with huge determinants (e.g., mitre) but numerically quite stable. This is because the size of the determinant is only a weak bound on the degree of fractionality of the solution, as the large denominator can be -and fortunately often is -compensated by a large numerator. A more reliable indicator of numerical precision loss is our third parameter, the condition number κ of the optimal basis, which gives a measure of the inaccuracy of the finite-precision representation of a solution x to the linear system Bx = b.
In the table, only the maximum value of the three indicators above during the run is reported. The first column reports one of the following exit-status codes: (O) integer optimum, (tL) time limit, (cL) limit of 100,000 cuts, (M) out of memory, (E) numerical errors (either no cuts passed the integrality check, or the problem became infeasible), and (lE) if one of the reoptimizations required by the lexicographic method failed for numerical reasons.
A possible failure of the lexicographic method arises when a strict lexicographic improvement is not reached because of numerical issues. In these situations we are no longer protected against the TB drawbacks and we can fail. Precisely, in sentoy (single-cut) we failed to improve lexicographically for 27 iterations, in p0548 for 2597 iterations and in timtab1-int for 3 iterations. In multi-cut versions, we failed in sentoy for 5 iterations, p0201 for 57 iterations, in p0548 for 173 iterations, in p2756 for 5 iterations, and in timtab1-int for 5 iterations. Table 2 shows clearly that in most cases the TB version has huge coefficient sizes, determinants and condition numbers, while in Lex all these values remain relatively small along the entire run. Moreover, Lex could solve to proven optimality 9 of the 25 instances of our testbed-some of these instances being notoriously hard for pure cutting plane methods.
For illustration purposes, Figure 3 gives a representation of the trajectory of the LP optimal vertices to be cut (along with a plot of the basis determinant) when the textbook and the lexicographic methods are used for instance stein15. In Figures 3(a) and (b) , the vertical axis represents the objective function value. As to the XY space, it is a projection of the original 15-dimensional variable space. The projection is obtained by using a standard procedure available e.g. in MATLAB (namely, multidimensional scaling [4] ) with the aim of preserving the metric of the original 15-dimensional space as much as possible. In particular, the original Euclidean distances tend to be preserved, so points that look close one to each other in the figure are likely to be also close in the original space.
According to Figure 3(a) , the textbook method concentrates on cutting points belonging to a small region. This behavior is in a sense a consequence of the efficiency of the underlying LP solver, that has no incentive in changing the LP solution once it becomes optimal with respect to the original objective function-the standard dual simplex will stop as soon as a feasible point (typically very close to the previous optimal vertex) is reached. As new degenerate vertices are created by the cuts themselves, the textbook method enters a feedback loop that is responsible for the exponential growth of the determinant of the current basis, as reported in Figure 3 (d). On the contrary, as shown in Figures 3(b) , the lexicographic method prevents this by always moving the fractional vertex to be cut as far as possible (in the lex-sense) from the previous one. Note that, in principle, this property does not guarantee that there will be no numerical problems, but the method seems to be work pretty well in practice.
Finally, Figure 3 (c) offers a closer look at the effect of lexicographic reoptimization. Recall that our implementation of the lexicographic dual simplex method involves a sequence of reoptimizations, each of which produces an alternative optimal vertex possibly different from the previous one. As a result, between two consecutive cuts our method internally traces a trajectory of equivalent solutions, hence in the trajectory plotted in Figure 3(b) we can distinguish between two contributions to the movement of x * after the addition of a new cut: the one due to the black-box optimizer, an the one due to lex-reoptimization. Figure 3(c) concentrates on the slice objective=8 of the Lex trajectory. Each lexicographic optimal vertex used for cut separation is depicted as a filled circle. The immediate next point in the trajectory is the optimal vertex found by the standard black-box dual simplex, whereas the next ones are those contributed by the lexicographic reoptimization. The figure shows that lexicographic reoptimization has a significant effect in moving the points to be cut, that in some cases are very far from those returned by the black-box dual simplex.
To support the interpretation above even further, we performed the experiment of just restarting the LP solver from scratch after having generated the FGCs, so that it is more likely that a "substantially different" optimal solution is found. This small change had a significant impact on the performance of the textbook method (though not comparable to that derived from the use of the lexicographic method), showing the importance of breaking the correlation of the optimal LP bases. Table 4 reports the results of our two heuristics, Heur1 and Heur2. A comparison with the previous table shows that both heuristics are effective in controlling the coefficient size, determinant, and condition number. The average closed gap is significantly better than in TB, but clearly worse than in Lex.
A second set of experiments was carried out on the multi-cut version of Gomory's algorithm, where cuts are generated in rounds. To be specific, after each LP reoptimization we consider all the tableau rows with fractional basic variable, and generate two FGCs from each row-one from the row itself, and one from the same row multiplied by -1.
According to Table 3 , the multi-cut version of Lex performed even better than in the single-cut mode: in 13 out of the 26 instances the method reached the optimum. Figures 4 and 5 give some illustrative plots for instance sentoy. The figures clearly show the typical degenerate behavior of TB, with instable phases of rapid growth of determint/coefficients/κ exploring small space regions with shallow cuts. It is worth observing the striking difference in the plots of the average cut depth, computed as the geometric distance of the cut from the separated vertex, averaged over all the cuts in a round. Even more interesting, the TB and Lex have a completely different behavior as far as the optima distance (computed as the Euclidean distance between two consecutive fractional vertices to be cut) is concerned. As a matter of fact, as already shown by Figure 3 , lexicographic reoptimization is quite successful in amplifying the dynamic (and diversity) of the fractional solutions.
Conclusions and future work
Pure cutting plane algorithms have been found not to work in practice because of numerical problems due to the cuts becoming increasingly parallel (a phenomenon accompanied by dual degeneracy), increasing determinant size and condition number, etc. For these reasons, cutting planes are in practice used in cut-and-branch or branch-and-cut mode. Table 5 . The two heuristics compared (multi-cut version). In this paper we have discussed an implementation of the lexicographic version of Gomory's fractional cutting plane method and of two heuristics mimicking the latter one. In computational testing on a battery of MIPLIB problems, we compared the performance of these variants with that of the standard Gomory algorithm, both in the single-cut and in the multi-cut (rounds of cuts) version, and showed that they provide a radical improvement over the standard procedure. In particular, we reported the exact solution of ILP instances from MIPLIB such as stein15, stein27, and bm23, for which the standard Gomory cutting plane algorithm is not able to close more than a tiny fraction of the integrality gap.
The significance of these result suggests that the lexicographic approach can be applied to any cutting plane algorithm-no matter what kind of cuts you add in the step that generates cuts, you may reoptimize using the lexicographic dual simplex method so as to break dual degeneracy in favor of "cleaner" LP bases associated with better primal vertices to cut. We plan to investigate this topic in the near future.
