Introduction
In this paper we prove that an odd order self-adjoint di erential operator on the real line with quasi-periodic coe cients has only absolute continuous simple spectrum for large enough energies.
Ordinary di erential operators with quasi-periodic coe cients have been studied a lot during the last 20 years. These operators arise naturally from physical considerations. People have mainly been interested in the one dimensional Schr odinger operator with a quasi-periodic potential (see Be In this paper, we study ordinary di erential operators of higher order with quasi-periodic coe cients. Such operators also come up in physics (for exemple, in the study of Boussinesq's equation). More precisely, we consider the following di erential operator, denoted by L, for some > d ? 1 and where jnj = P d j=1 jn j j. ! is called the frequency vector. It is a well known fact that the set of frequency vectors satisfying our diophantine condition is of full measure in IR d . We denote by QP r the set of quasi-periodic functions p constructed as above starting with functions in B r . The norm de ned on B r naturally endows QP r with a norm that we will denote by j j r . For p = (p 0 ; :::; p n?2 ) 2 (QP r ) n?1 , we de ne jpj r = sup j=0;:::;n?2 jp j j r .
Under these assumptions, L is self-adjoint in L 2 (IR) with domain H n (IR). Our main result deals with the spectrum of L. We have Theorem. 1.1 For every xed r > 0 and ! satisfying (2), there exists a continuously increasing function f from 0; +1) into 0; +1) with f(0) = 0 such that if (p 0 ; :::; p n?2 ) 2 (QP r ) n?1 the spectrum of L contains the set I(p) = (?1; ?f(jpj r )] f(jpj r ); 1). Furthermore, in I(p), L has only absolutely continuous spectrum; and this spectrum is simple.
Remark We easily deduce from this theorem that the spectrum of an even order ordinary di erential operator which is the square of an odd order self adjoint ordinary di erential operator with quasi-periodic coe cient contains a half line and this part of the spectrum is absolutely continuous. Inverse Scattering theory for (3) has been applied in ( DTT] ) to solve the Cauchy problem for (4) with initial data in S(IR) (the Schwartz space). To implement the same procedure in order to solve the Cauchy problem for (4) with quasi-periodic data the rst step would be to know the spectrum of (3). But our method only gives a part of the spectrum and the description of the spectrum of (3) is still in progress (see GGK] ). Moreover one also needs to know how to reconstruct the potentials from the spectral data. To the best of our knowledge this inverse spectral problem for (3) with quasi-periodic coe cients has not been solved yet. Nevertheless one may hope that the Cauchy problem for (4) So we see that the simple absolutely continuous spectrum of 3rd order ordinary di erential operators with constant coe cients is \robust" under quasi-periodic perturbations. In the case of Schr odinger operators on the line with quasi-periodic potential, we know that the spectrum does not stay as nice as in Theorem 1.2 (see Pa-Fi] ). This may be interpreted as follows: for the free Schr odinger operator, one has two free generalized (i.e polynomially bounded at 1) solutions that propagate in directions opposite to each other; this gives rise to interactions. In our case, as the free operator (i.e the one with constant coe cients) has only one generalized solution (at least in the energy range we consider), there are no interactions and the absolutely continuous spectrum is more stable. This is also the case for any odd order quasi-periodic operator at high energies (see Theorem 1.1). For lower energies, even if the spectrum of the free operator is simple, the situation seems trickier; indeed, our proof of Theorem 1.1 and 1.2 needs also the non polynomially bounded solution of the free operator to be non-interacting ( GGK] ).
The proofs of the results of this paper rely heavily on the quasi-periodicity of the coe cients of the equation. Note that almost every non rationaly dependent frequency vector ! will satisfy some diophantine condition. Though the heuristic argument given above sounds rather convencing to us, for general (e.g. random) potentials, it is a classical result that nothing can be said about the perturbation of absolutely continuous spectrum. Indeed it can be proved that any absolutely continuous spectrum can be destroyed by an appropriate Schatten class perturbation for any Schatten class (except the trace class see Re-Si]).
We will now brie y outline a sketch of the proof of Theorem 1.1. The proof of Theorem 1.2 will go along the same lines. To construct the spectral measure of L, we will construct the Jost functions. Therefore we will follow the method implemented in the case of second order quasi-periodic ordinary di erential operators by Din-Sin], Mo-Po] and Eli].
Let the spectral parameter = z n . The eigenvalue equation Lu = z n u can be reduced to a rst order system 
z diagonalizes J z and (6) is equivalent to X 0 (t) = (A 1 (z) + F 1 (t; z))X(t)
where A 1 (z) = izJ and F 1 (t; z) = i ?1 z Q(t) z (12) Note that we have Tr(A 1 (z)) = Tr(F 1 (t; z)) = 0.
For every z 6 = 0, A 1 (z) has simple eigenvalues ( l (A 1 (z))) l=1;::n . When z is in a domain D close to the real axis and because n is odd there exists a > 1 such that a ?1 kA 1 (z)k jRe( l (A 1 (z)) ? m (A 1 (z)))j akA 1 (z)k for every l 6 = m and z 2 D.
The main step of the proof of Theorem 1.1 will be to construct Floquettype solutions to (11) for jzj su ciently large. By this, in the context we consider, we mean solutions of the form Y (t; z)e tA(z) where Y (:; z) is a n n quasi-periodic invertible matrix and A(z) is a n n matrix with only one purely imaginary eigenvalues when z is real. The other eigenvalues are n?1 2 couples of complex numbers symmetric with respect to the imaginary axis and with a real part di erent from zero. Following Din-Sin], Mo-Po] and Eli], we construct such solutions by using KAM-like procedure. Such a procedure is needed because of the existence of small divisors. Nevertheless, under our assumptions and in the region of energy under study here, there is only one small divisor . If n is even (at all energies) and if n is odd (in certain energy ranges), there arise more than one small divisor and the situation becomes much more complicated; to our knowledge, the only such case that has been studied is the case of Schr odinger operator with quasi-periodic potential (i.e n = 2) (see Din-Sin], Mo-Po] and Eli]).
The paper is organized as follows. In the second section we give the KAM procedure that allows us to obtain the needed Floquet decomposition. The Floquet solutions allow us to construct the Jost functions of the operator L. In the third one, from these Jost functions, we construct the spectral measure of L.
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KAM procedure
Our aim is to prove that, under suitable assumptions on A 1 and F 1 , the equation (11) We obtain formally that Y and A satisfy (13).
We now want to a give rigorous meaning to the formal iteration we have described above. First we give a general lemma that allows us to solve the homological equation (15) for some class of matrix A taking into account the spectral properties of the matrices we are dealing with. For a matrix A in M n ( l C) and ( i (A)) i=;:::;n its eigenvalues counted with their multiplicity, we de ne
Note that in particular the eigenvalues of a matrix A 2 ? are all simple. We prove Lemma. 2.1 Let A be in ? and G be a matrix valued function in B r for some r > 0 and satisfyingĜ (0) (18) and (41) Let be as in Theorem 2.1. For xed r > 0 it is easy to check that is an increasing function of c, let say (c). Now, because we will need it in the proof of (ii), let us de nẽ 
Y (!t; z)e A(z)t is a solution to (6). This ends the proof of (i).
Using (40) z are bounded on every compact set of l C . So we obtain (iii). By (61) iÃ(z) and iA(z) (resp. iÃ 1 (z) and iA 1 (z) have the same eigenvalues. Then by (39), (45) and Lemma 2.2 we know that we can de ne the eigenvalue branches of iA(z) (resp. iA 1 (z)), 1 j (z) (resp. j (z)) j = 1; : : : ; n, that are analytic in z 2 (f(jpj r ); 0 2 ). Furthermore, using (49), (58) and (59) Let us show thatz is real. Notice that this immediately implies that Imz Im 1 l+1 (z) < 0 for z in (f(jpj r ); 0 2 )nIR. By Theorem 2.1 and its proof we nd a non trivial solution to (L?z n ) = 0 that is bounded and has all its derivatives bounded. Thusz n belongs to the spectrum of L. Indeed, if is in C 1 0 (IR), 0 (:) 1 16 such that = 1 on ?1; 1], = 0 outside of ?2; 2], then put N (x) = ( x N ) where N is positive integer and compute
where P k (x; D) is a di erential polynomial of order at most 2p with all its coe cients bounded. So, for k 1, k(D k )( x
as N ! +1. Then as (L ?z n ) (x) = 0 we have lim N!1 jj(L?z n ) N jj = 0 and jj N jj C > 0.
So by the Weyl criterion,z n is in the spectrum of L and, hence, as L is self-adjoint,z is real.
3 The spectral result
In this section, we will prove Theorems 1.1 and 1.2. The proof will follow the lines of the proof of Eli]. That is, we will use the reduction of the eigenvalues problem for the odd order di erential operator (14) to the matrix problem (6) and the Floquet solutions we have constructed in Theorem 2.2 to nd a basis of generalized eigenfunctions for the di erential operator. This will be done for values of the spectral parameter close to the real axis. Theorem 2.2 will also allow us to exhibit the elements of this basis that are exponentially decreasing at +1 and those exponentially decreasing at ?1.
Then using the constructions given in D-S] we will write the Green's function and the spectral measure.
Recall that by Theorem 2.2, for z 2 (f(jpj r ); 0 2 ) we have a matrix solution to (6) of the form, X(!t; z) = Y (!t; z)e A(z)t . A(z) may be reduced to a diagonal matrix D(z) by conjugation by an invertible matrix P(z), that is A(z)P(z) = P(z)D(z) If we de neX(!t; z) = X(!t; z)P(z) thenX is a solution to (6). Moreover X(!t; z) = Y (!t; z)P(z)e D(z)t =Ỹ (!t; z)e D(z)t (62) SettingỸ (!t; z) = ((y ij )) ij andX(!t; z) = ((x ij )) ij we get x kj (!t; z) = y kj (!t; z)e j (z)t where ( j (z)) j=1;:::;n are the eigenvalues of A(z).
As Y is invertible, so isX; moreover x kj is the (k ? 1) st derivative of x 1j , hence the functions (x 1j ) j=1;:::;n are linearly independent. For j = 1; :::; n, de ne j (t; z) = x 1j (!t; z). The ( j ) j=1;:::;n form a basis of the vector space of solutions of Lu = z n u.
By Theorem 2.2 (ii) we can order the eigenvalues of A(z) as follow:
( j ) j=1;:::;p have positive real part for z 2 p+1 has real part zero for z real and its real part has the sign of minus the imaginary part of z for z non real in . Im(z) > 0), ( j ) j=p+2;:::;n are exponentially decreasing at +1 and thus in L 2 ( 0; +1)). We will now use these Jost solutions and the construction of the Green's function done in ( D-S], chapter XIII-3) to construct the spectral measure.
Note that the spectral parameter is = z n . So if Im( ) 6 = 0 but small then z is the n th root of close to the real axis. As n is odd Im(z) and Im( ) have the same sign. Let us brie y recall the results of ( D-S], chapter XIII-3) in our particular case. For in the complement of the spectrum of L, let Note that + = n. For f and g functions de ned on IR, de ne F t (f; g) = n?1 X j;l=0
where ( 
By what we said above, in our case we compute the ( i ) and ( j ) and get: for Im( ) < 0, = p + 1, = p and j (z; t) = j (z; t) = j (z; t) for j = 1; :::; p + 1 j (z; t) = j?p (z; t) = j (z; t) for j = p + 2; :::; n j (z; t) = j (z; t) = j ( z; t) for j = 1; :::; p j (z; t) = ? j?p (z; t) = ? j ( z; t) for j = p + 1; :::; n :
for Im( ) > 0, = p, = p + 1 and j (z; t) = j (z; t) = j (z; t) for j = 1; :::; p j (z; t) = j?p (z; t) = j (z; t) for j = p + 1; :::; n j (z; t) = j (z; t) = j ( z; t) for j = 1; :::; p + 1 j (z; t) = ? j?p (z; t) = ? j ( z; t) for j = p + 2; :::; n :
We now have to determine the matrix ?. Therefore we will use the following lemma Lemma. 3.1 (i) For (j; l) 2 f1; :::; pg 2 fp + 2; :::; ng 2 and z 2 one has F t ( j (z; t); l ( z; t)) = 0:
(ii) For j 2 f1; :::; 2p + 1g n fp + 1g and z 2 one has F t ( p+1 (z; t); j ( z; t)) = F t ( j (z; t); p+1 ( z; t)) = 0: The Titchmarch-Kodaira theorem (see D-S] p 1364) tells us that for every energy larger than f(jpj r ), where f is de ned in Theorem 2.2, the spectrum of L is simple. That is the matrix valued spectral measure has only one non vanishing term. Moreover this measure has the following density with respect to the Lebesgue measure (x) = ?1 2i F t ( p+1 (x; t); p+1 (x; t)) This density is real analytic in x, hence the spectral measure is absolutely continuous with respect to the Lebesgue measure. This ends the proof of Theorem 1.1 .
4 Sketch of the proof of Theorem 1.2
The spectral part of the proof of Theorem 1.2 is the same as above. So we will only explain brie y how to obtain the Floquet decomposition for the operator L 3 de ned by (3) when p 0 (:) ?p 0 and p 1 (:) ?p 1 are small. As we say in the introduction we consider L 3 as a perturbation ofL de ned by (5). The spectral equation Lu = u can be reduced to the following rst order system X 0 (t; ) = i(B( Set (X i ( )) i=1;2;3 the eigenvalues of B( ) with X 1 ( ) real for 2 I. Now, for 2 I, jIm(X i ( )?X j ( ))j > 0 because, sincep 1 andp 0 are real, X 2 = X 3 . So for every > 0, if is in complex neighborhood of I = (?1; ? ) (b+ ; +1), iB 2 D c;d for some c > 1 and d > 0. We can then applied Theorem 2.1 and obtain, for every > 0 and r > 0, the existence of > 0 such that if jp 0 (:) ?p 0 j r < and jp 1 (:) ?p 1 j r < , L (restricted to the energy set I ) admits a Floquet decomposition. The arguments we used in the proof of Theorem 1.1 allow us to obtain Theorem 2.2. In the case n 5, for some operators with constant coe cients, (iB) will be 0 for some energies even if the polynomial P (X) admits only one real root and that this root is simple. So the method used here does not work in such a straitforward way. This problem is under study ( GGK] ).
