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Abstract—In robotics, the manipulation of a priori unknown objects in-
volves several steps and problems that must be carefully considered and
solved by proper planning and control algorithms. For example, once suit-
able contact points have been computed, the control system should be
able to track them in the approach phase, i.e., while the relative posi-
tion/orientation of the object and the gripper of the robotic system change
due to the approaching movement of the robot toward the object. This
correspondence paper proposes a practical method for the tracking of grasp
points in image space that is based on transferring previously computed
grasp points from an initial image to subsequent ones and on the analy-
sis of the new grasp configuration. Three different options are proposed
for this transference. Experimental results show the interesting practical
performance of the general procedure.
Index Terms—Manipulators, robot vision systems, tracking.
I. INTRODUCTION
This correspondence paper analyzes the problem of grasping un-
known planar objects by using an eye-in-hand system in an unknown
dynamic environment. A basic requirement is the capability of detect-
ing image features in order to control the pose of the end-effector with
respect to a set of target features.
In the literature, the development of visual servoing systems for
positioning a gripper with respect to an object is a topic of great interest
[1]–[3]. In general, the visual servoing system is based on the use of
features that are easily extracted from the image [4]. Some works use
special marks set on the object [2], while others exploit some geometric
object parameters, such as the centroid [1], or parameters related to the
projection of the object, e.g., the measure of the image velocity at each
pixel [5]. In a different approach, other authors use control points to
compute transformations to transfer and track selected features along
a sequence of images [6].
Regarding the selection of the grasp points on the object, with respect
to which the gripper should be placed, many works have performed it
off-line and using an object model [4]. As an alternative to geomet-
ric approaches [7], some authors provide grasp analysis and synthesis
procedures in pixel space, considering features such as the object con-
tour [8] and using techniques such a quadtree image decomposition [9].
Nevertheless, little attention has been paid to the integration of the grasp
synthesis within a visual servoing control loop [10].
In this correspondence paper, we consider a grasp as a set of points,
each of which being center of the region of the object contour in which
the robot fingers should be placed [11]. Since we focus on manipulation
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Fig. 1. Grasp-based positioning movement.
Fig. 2. Some experimental setups for tracking a grasp.
tasks, we base the visual servoing control loop on the tracking of those
points. We compute a stable grasp at the beginning of the task, and
then, we transfer it along the sequence of acquired images. This has
two main advantages: first, the computational cost of each iteration of
the control loop is reduced; and second, by avoiding the grasp search
at each iteration, the errors due to noisy sensor data decrease.
The proposed procedure, depicted in Fig. 1, requires three functional
blocks: the extraction of a set of features in the images (i.e., the contour
of the object to be grasped), the selection of a stable grasp configuration
and its tracking along different views of the object, and the control law
whose target is the grasp configuration. In particular, this correspon-
dence paper focuses on the design of the grasp tracking module, which
allows both to transfer the grasp points along a sequence of images and
to find matches between pairs of images. The purpose of this module
is to be used as a tool within a visual servoing system to control the
positioning of a robot with respect to a set of grasp points selected on an
object. This is specially useful in robots that have to perform precision
manipulation tasks.
In this correspondence paper, the vision system is considered uncal-
ibrated, so that the internal camera parameters are not known or used.
The object is not known a priori and no model of it is available; it
is assumed to be rigid and planar: ideally, it is a shape that lies on a
given plane, so it is considered relatively flat. The concepts presented in
this correspondence paper have been applied in three different setups,
shown in Fig. 2: the Robotic Intelligence Laboratory at the University
Jaume I in Castello´n, the Laboratory of Automation and Robotics at
the University of Bologna, and the Laboratory for Process Control and
Real Time Systems at the Technical University of Munich.
II. GRASP TRACKING
The grasp tracking module of Fig. 1 can be subdivided as shown in
Fig. 3. During the approaching movement of the robotic arm toward
the object to be grasped, a sequence of contours is acquired in real time
by the vision system. At the beginning of this sequence, as no grasp is
available, an initial stable grasp is computed in the first contours (grasp
synthesis) [10], [12], [13]. Then, for each new incoming contour, the
algorithm tries to apply a previously computed grasp to the current im-
age. This process is called here grasp transfer. This involves a transfer
of that grasp configuration to the current image and an evaluation of
the stability of the transferred grasp, i.e., a grasp analysis [14].
1094-6977/$25.00 © 2008 IEEE
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Fig. 3. Grasp tracking procedure.
Fig. 4. RRP coordinates of contour points.
The procedures for the grasp synthesis and analysis have already
been presented elsewhere [10], [12] and are out of the scope of this
paper. This correspondence paper focuses on three different options for
the grasp transfer strategy, described in Section IV. Section III presents
the grasp description each of these strategies is based on, using it as an
invariant for the grasp transfer, and explains the context in which such
a description, and therefore, its associated grasp transfer strategy, can
be used.
III. INVARIANTS FOR GRASP TRANSFER
A. Grasp-Related Invariant Features: RRP Coordinates
In the representation using the relative reference points (RRP) co-
ordinates, the contour is considered as a polygon. The vertices of this
polygon are named reference points and the contour points that lie on
the segment joining the reference points are the interpolated points.
Therefore, the RRP coordinates for the generic ith grasp point consists
of three items: the index c of the contour inside the image view; the
index ref of the reference point, within the list of reference points cor-
responding to contour c; and the index interp of the point, interpolated
between the reference point ref and the following one. Fig. 4 depicts
the RRP coordinates.
In this case, the invariance cannot be ensured unless the whole
set of contour points is rigidly transferred from one image to the
next one. Thus, the tracking of the grasp points has to be performed
within the tracking of the entire object. It follows that, since the object
tracking method [10] has been developed for images that are corre-
lated by translations and rotations along the normal direction to the
image plane, the movements of the robotic arm are bound to these
4 DoFs.
B. Grasp-Related Invariant Features: Grasp-Line Coordinates
The description with the grasp-line coordinates is only for antipodal
grasps and is based on the specification of the relative location of
the grasp line (the line joining the two grasp points) with respect
to a reference frame in which the axes are the minimum (Imin ) and
maximum (Imax ) inertia axes of the silhouette of the object and the
center is the centroid (pc ). As depicted in Fig. 5, this description is
composed of the following:
Fig. 5. Grasp description using grasp-line coordinates.
TABLE I
GRASP DESCRIPTIONS IN RRP AND GRASP-LINE COORDINATES
1) dc : distance between the grasp line and the centroid pc ;
2) αm : angle between the grasp line and the Imin axis, measured
from Imin toward the grasp line;
3) di : distance, along the direction vector of the grasp line, between
a grasp point, pgi , and the intersection between the grasp line
and Imin (i ∈ {1, 2}).
This description is based on the computation of second-order nor-
malized moments of the object silhouette, which are invariant under
4 DoFs of movements of the vision system with respect to the image
plane [15]. The invariance of the grasp-line coordinates requires that
the whole object can be observed in each image. Partial occlusions of
the shape of the object or enlargements would cause the loss of the
invariance of the geometric moments between pairs of images, so that
this description of the grasp could not be used. Table I shows grasp
descriptions expressed in RRP and grasp-line coordinates.
C. Grasp-Related Invariant Features: Homography
This grasp description is based on the computation of a linear pro-
jective transformation between two object views, a homography [16].
This transformation produces, given a point in a plane, its correspond-
ing point in the other plane. In general, a projective transformation
between two projective planes I and I ′ can be represented by a general
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Fig. 6. Grasp transfer strategies.
Fig. 7. Invariance of the RRP coordinates. With a contour index 0, the RRP
coordinates of the grasp points in both contours are (0, 2, 4) and (0, 4, 4).
linear transformation in projective space
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whereλi ∈ R is a scalar, p = [u v]T and p′ = [u′ v′]T are the coordi-
nates in Cartesian space of x and x′, respectively. They can be obtained
as u = x1/x3 , v = x2/x3 , u′ = x′1/x
′
3 , and v′ = x′2/x′3 . The homog-
raphy matrix is invariant with respect to a 6 DoFs movement between
two object views.
IV. GRASP TRANSFER
As depicted in Fig. 6, the grasp-transfer block proposes three options
for this operation. Each of them is based on one of the invariants
described in Section III.
A. Grasp Transfer Based on RRP Coordinates
Following the specifications given in Section III-A, this strategy is
applied together with an object-tracking algorithm, described in [10],
based on the use of B-splines as active contours [17]. In particular,
in the contour tracking, the points sampled from the B-spline provide
the RRP coordinates, i.e., the reference and interpolated points. Fig. 7
shows the application of this transfer strategy.
B. Grasp Transfer Based on Grasp-Line Coordinates
The grasp-line coordinates of the grasp points provide a description
(dc ,αm ,d1 ,d2 ). As the grasp is initially expressed in the first object as
a pair of points, those points are used to compute these coordinates.
They are then applied to the second object and used to compute the
position of the grasp points in that object, as shown in Fig. 8.
Fig. 8. Invariance of the grasp description based on grasp-line coordinates.
The grasp is described by dc = 0.0060, αm = −66.8701◦, d1 = −0.0001,
d2 = 0.0036, and di = dji /area
j
.
Fig. 9. Four-step use of a homography for the transfer of grasp points.
C. Grasp Transfer Based on a Homography
In this strategy, a homography is used for transferring the grasp
points. In this case, it is necessary to find at least four correspondences,
provided that no three of them are collinear, between two projectively
transformed planes to define the homography matrix H uniquely [18].
As shown in Fig. 9, the proposed procedure involves four steps: 1)
search of correspondences; 2) computation of the homography; 3) ap-
plication of the homography; and 4) grasp refinement.
1) Search of Correspondences: The search of correspondences be-
tween two views of the same scene is a typical problem of computer
vision [19]–[21]. In most cases, a manual selection is required in the first
view or there must exist some specific relationship between both views.
The proposed procedure can be described as follows. First, as four
correspondences are required, four points are selected in the contour
of one of the objects. For this purpose, the curvature of each contour is
analyzed to select the four peaks with the highest curvature [18].
Next, the procedure tries to match those points on the other contour.
For each point pi from the first contour, it tries to find the match
between the curvature vectors of both contours, as shown in Fig. 10.
This search is performed within an interval [ic − κξ, ic + κξ], where
κ = 1 in the first contour and a scale factor in the second one, computed
as the ratio between the lengths lc and l′c of both contours, and ξ is
the radius of this interval in the first contour. Let p′ji be a point of the
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Fig. 10. Search of the correspondence of a given point.
TABLE II
SELECTED POINTS (∗) AND CONTOUR CURVATURE ON THE
FIRST CONTOUR AND THEIR CORRESPONDENCES (•)
second contour; the matching error d(pi ,p′ji ) is
d(pi ,p′ji ) =
n∑
k=−n
|v(i + k) − v′(ji + κk)| (3)
where v(x) and v′(x) are the values of the xth element of the curvature
vector of the first and the second contours, respectively, and n is the
radius of the neighborhood considered for comparing both curvature
vectors. The matching neighborhood is considered to be that with the
lowest matching error. The center p′i of such neighborhood is taken as
the point correspondence of pi . Table II shows the correspondences p′i
(•) in the second contour of the points pi (∗) (i ∈ [1, . . . , 4]) selected
in the first contour.
This procedure takes advantage of the fact that the object contours
from consecutive frames, taken within short time periods, are similar to
each other. This allows the matching of correspondences be performed
individually point to point. For more different images (i.e., with faster
object movement or more ellapsed in time), a more complex, global
matching procedure would be required.
2) Computation of the Homography: Let the four corresponding
points be [u1 v1 ]T , [u2 v2 ]T , [u3 v3 ]T , [u4 v4 ]T , in plane I and
[u′1 v′1 ]
T
, [u′2 v′2 ]
T
, [u′3 v′3 ]
T
, [u′4 v′4 ]
T in plane I ′. The substitution
of these points in (2) produces a linear system that can be used to
compute the components of H.
Fig. 11. Grasp refinement. Correction of the position of the grasp points.
TABLE III
GRASP TRANSFER BASED ON RRP COORDINATES
3) Application of the Homography: Once the homography matrix
has been computed, the grasp pointspgi from the first contour, available
in image I , are transferred to image I ′, producing points p′gic in this
image.
4) Grasp Refinement: Ideally, the points p′gic should lie on the
corresponding contour in I ′. The correction in their position, so that
they really lie on the contour, can be achieved by using known re-
strictions in the relationship between the grasp points. Fig. 11 shows
the case in which these points have been computed for a two-finger
gripper: the line joining the two grasp points is considered to be the
transferred grasp line and the intersections between this line and the
contour are computed. At least, there should be two intersections. The
two intersections p′g1 and p
′
g2 that are closest to the transferred points
are considered to be the grasp points in image I ′.
V. RESULTS
In this section, we analyze the results of the proposed transfer meth-
ods, their error, and their computational cost. The experimental setup
considered for testing the grasp transfer is described in Section I. The
object contours used in the tests are the input to the block grasp transfer
shown in Fig. 3, and are extracted from camera-acquired images [10],
[18].
Tables III–V show some examples of grasp transfer based on RRP
and grasp-line coordinates, and on a homography, respectively. In Ta-
ble III, the sampled points of a B-spline are used to set the reference
points. As it can be observed in Tables III and IV, the coordinates used
as invariants for the grasp transfer remain the same, while the others
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TABLE IV
GRASP TRANSFER USING GRASP-LINE COORDINATES
TABLE V
GRASP TRANSFER BASED ON A HOMOGRAPHY
change. Table V shows the correspondences used for computing the
homography, the result of applying it on the original grasp, and the
transferred grasp produced after the refinement step.
The original and the transferred grasps in grasp-line and RRP trans-
fers are similar. The differences are due to discretization errors during
the sampling or the extraction of the contour and the computation of the
features with respect to which the grasp is described. However, they are
lower in the RRP-based transfer, thanks to the use of an object tracking
algorithm, which better preserves the shape of the object. With respect
to the homography-based transfer, the results show that it is sensitive
to the errors in the search of the correspondences for computing the
homography; this highlights the importance of the refinement step as
an error-compensating method.
For the analysis of the error of the proposed procedures, although
they ensure that the transferred grasp points lie on the object contour,
we have considered several error measures to evaluate the precision of
the proposed techniques in ensuring that the original and the transferred
grasp are the same. Let a grasp be defined by points pgi (i ∈ {1, 2}) in
image I . Using one of the proposed grasp transfer procedures, we obtain
TABLE VI
REVERSIBILITY ERROR (Rv E) OF THE PROPOSED TECHNIQUES
TABLE VII
REFERENCE (Rf E) AND SEQUENCE ERRORS (SES)
OF THE PROPOSED TECHNIQUES
grasp points p′g i in image I
′
. Let disti the Euclidean distance between
either pgi or p′g i and a given reference grasp point, and areaobj the area
of the object. In this case, the average error (eav ) and the maximum
error (emax ) can be defined as
eav =
∑2
i=1 disti /2
areaobj
emax =
maxi∈{1 ,2} disti
areaobj
.
As disti is measured in pixels and areaobj in square pixels, both in
image space, eav and emax are provided in 1/pixels. The proposed error
measures are the following.
1) Reversibility error (Rv E): Computed using a pair of images.
Let p′′g i be the result of back-transferring p
′
g i
to image I . disti is
computed in I between pgi and p′′g i .
2) Reference error (Rf E): Computed between pairs of images.
disti is computed in I ′ between p′g i and a point p
r
g i
known to be
the actual correspondence of pgi in I ′.
3) Sequence error (SE): Computed along a sequence of images. It
is the reference error along the sequence. It is computed as the
average eav and the maximum emax along the sequence. It is
intended to provide a statistical estimation of the stability of the
grasp tracking.
Table VI shows the reversibility error computed on some examples
from previous figures and tables. For the reference and the sequence er-
rors (SEs), shown in Table VII, we have used synthetic contours along
a predefined trajectory. In this way, the homography can reconstruct
this synthetic trajectory, and we obtain a ground truth with respect to
which we can compare the results of the proposed transfer procedures.
The SE has been computed over a sequence of 100 frames, and the ref-
erence error on frame 50 of this sequence. Note that the SE statistically
highlights the differences between the three grasp transfer techniques.
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As it can be observed in the earlier tables, the homography-based
transfer provides a reduced error if the movement of the object can be re-
covered through the homography matrix, while the RRP-based transfer
can also be accurate when the shape of the object is not modified. These
two methods can also handle a wider variety of types of grasps than
the grasp-line-based transfer and other grasp-tracking methods [22].
Anyway, the tests for the SE were based on synthetic data, providing a
more favorable situation for the homography-based method. Neverthe-
less, the errors obtained with the three methods are minimal. However,
as each transfer strategy is based on a grasp description defined in a
specific context (see Section III), when selecting such a strategy, it is
necessary to consider other issues too, such as time constraints, the
object description, and the relative movement of the object.
Finally, regarding the computational cost of the proposed grasp
transfer methods, those based on RRP and grasp-line coordinates are
the fastest, with computation times, respectively, below 15 and 35 µs,
for a two-finger gripper and contours of around 300 points on a 2.5-GHz
Pentium Celeron. The homography-based method is slower, requiring
290 ns under the same configuration, with 60% of the time spent in
search of correspondences. The grasp analysis, performed together with
the transfer during tracking, adds only 370 µs. The total time is, in all
cases, below 1 ms.
VI. CONCLUSION
In this correspondence paper, a method for the tracking of grasp
points in image space has been described. Among other applications,
this method enables the use of grasp points as control features within a
visual servoing loop [14], [18]; it avoids repeating the grasp search at
each iteration of the loop and ensures that the same grasp is considered
during the positioning movement. It can also be integrated within the
manipulation of objects in 3-D space, being useful for the tracking of
a given grasp (possibly selected with more complex criteria than in the
2-D case) along a sequence of 2-D images acquired during exploration
or approximation movements with respect to the object.
The method proposed in this correspondence paper is really inter-
esting in practical applications, as shown in the results. Each transfer
strategy has shown some advantages and disadvantages. In particular,
the RRP-based grasp transfer requires the use of an object-tracking
method, but it benefits from a more stable description of the object
with respect to which the grasp is located. The grasp transfer using
grasp-line coordinates does not rely on the tracking of the object, but is
quite dependent on the full observability of the contour of the object,
as well as of the robustness of the contour-extraction method.
Finally, homography-based transfer has the advantages of allowing
the tracking of a variable number of grasp points and, with a careful
selection of the point correspondences, of not necessarily requiring a
view of the whole shape of the object. Nevertheless, its computation is
more complex than that of the other methods.
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