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1. Introduction
The dynamical models in the form of reaction–diffusion equations have been extensively investi-
gated in various natural sciences since individuals under consideration are allowed to diffuse spatially
(see e.g. [12,16,21]). Especially in biological or ecological systems, it is well known that most species
have the tendency that migrate towards regions of lower population density (see e.g. [3,18]). In recent
years, some researchers (see e.g. [11,14,15,20,23]) have worked on models in the following form of
reaction–diffusion equations with time delay, which is often used in describing population dynamics:
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⎪⎩
∂u
∂t
= d1D2u + β1u(t, x) f1
(
u(t − τ , x), v(t − τ , x)),
∂v
∂t
= d2D2v + β2v(t, x) f2
(
u(t − τ , x), v(t − τ , x)). (1)
The delay has showed very complicated impact on the dynamics of a system which can cause the
loss of stability and various oscillations. Although effect of discrete delay has been discussed in many
literatures, distributed delays in some cases are considered more realistic. In the present paper, we
consider a model in the following form:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
= d1D2u + β1u(t, x)
+∞∫
τ
K (θ) f1
(
u(t − θ, x), v(t − θ, x))dθ,
∂v
∂t
= d2D2v + β2v(t, x)
+∞∫
τ
K (θ) f2
(
u(t − θ, x), v(t − θ, x))dθ,
(
u(s, x), v(s, x)
)= (ϕ1(s, x),ϕ2(s, x)), (s, x) ∈ (−∞,0] × [0,π ].
(2)
Here the initial data ϕ1,ϕ2 ∈ C((−∞,0], Y ), Y = L2(0,π), τ is the minimal delay which is a feature
often required in practical applications to population problem [2], the delay kernel K (θ) ∈ L1(0,∞)
satisﬁes K (θ) = 0 for θ ∈ (0, τ ) and ∫ +∞0 K (θ)dθ = ∫ +∞τ K (θ)dθ = 1, K (θ) → 0 as θ → ∞. As for
f i ∈ C4 : R2 → R, without loss of generality we assume f i(0,0) = 1 (i = 1,2). Moreover, we consider
system (2) under homogeneous Dirichlet boundary condition
u(t,0) = u(t,π) = v(t,0) = v(t,π) = 0, t  0,
which implies a hostile exterior environment. System (2) is actually a generalization of many models
(see e.g. [7,19]) and our results can be widely utilized. Particularly, two prototypes of system (2) are
the competitive and cooperative models.
Dynamical behavior near spatially homogeneous equilibriums of a special system in the form of
system (1) has been investigated by some researchers (see e.g. [19] and the reference therein). As
remarked in [9] the discussion of dynamical behavior near a spatially nonhomogeneous steady-state
solution is very diﬃcult since the characteristic equation is no longer algebraic equations (see e.g.
[4,8]). The pioneer work about the dynamics near a spatially nonhomogeneous solution is [10]. Busen-
berg and Huang in [10] investigated the existence of Hopf bifurcation of the diffusive Hutchinson
equation by using the implicit function theorem and skillful construction. Motivated by the idea used
in [10], some researchers considered different population models. For instance, [23] studied a coupled
competitive diffusion system; in [17], a population equation with a general time-delayed growth rate
function is discussed; and in [11], a cooperation system is addressed. Systems in the form of system
(2) are discussed in [1,9] with uniformly distributed kernel function.
In the present paper, we will investigate system (2) which has general time-delayed growth rate
and kernel functions. Our main purpose is to discuss the existence and stability of spatially nonho-
mogeneous positive steady-state solutions. To reach this goal, we require β1d1 =
β2
d2
in which case the
properties of the spatially nonhomogeneous equilibrium can be obtained in the same way as those
in [10,11,17,23]. We will also examine the Hopf bifurcation when the stability is lost with the vary-
ing of the minimum time delay τ . For convenience, we call a Hopf bifurcation “forward” if there
exist periodic solutions when parameter value τ > τ∗ where τ∗ is a critical value; and “backward”
if τ < τ∗ [17]. To further analyze the properties of Hopf bifurcation, in the following we always let
d1 = d2 = d and β1 = β2 = β , which will greatly simplify the tedious calculation. Denote ∂ f i∂u (0) =: f iud ,
∂ f i
∂v (0) =: f ivd , ∂
2 f i
∂u2
(0) =: f iu2d , ∂
2 f i
∂v2
(0) =: f iv2d and ∂
2 f i
∂uv (0) =: f iuvd (i = 1,2). We study system (2) un-
der assumptions
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(C2) ( f1ud − f2ud)( f2vd − f1vd) > 0.
Assumption (C1) is imposed since it guarantees the simplicity of pure imaginary eigenvalue and is
actually satisﬁed for many population biological models. (C2) is required to make sure the existence
of positive steady-state solutions. Especially, we consider the following four subcases of (C2):
(
C−,+2
)
f1ud − f2ud < 0, f2vd − f1vd < 0 and f2vd f1ud − f1vd f2ud > 0,(
C+,−2
)
f1ud − f2ud > 0, f2vd − f1vd > 0 and f2vd f1ud − f1vd f2ud < 0,(
C−,−2
)
f1ud − f2ud < 0, f2vd − f1vd < 0 and f2vd f1ud − f1vd f2ud < 0,(
C+,+2
)
f1ud − f2ud > 0, f2vd − f1vd > 0 and f2vd f1ud − f1vd f2ud > 0.
We mainly deal with the ﬁrst two cases by following the basic framework of [10] and [23]. The
last two cases can be investigated analogically, which is summarized in Section 6. In our study, we
not only obtain the existence of Hopf bifurcation from the spatially nonhomogeneous steady-state
solution at critical value τ0, which was studied in [10,17,23], but also prove that the Hopf bifurcation
is always forward and periodic solutions are stable on the center manifold for the general system (2),
which are not shown explicitly in the literature. Furthermore, we can examine the stability of the
special steady-state solution affected by the kernels. Due to the diﬃculties in the discussion of the
stability for a general kernel, we mainly consider two types of kernels which are essential in the
practical application. The ﬁrst are ones satisfying the following condition:
(H) K ′′(θ) 0, K (∞) = 0 and K ′(∞) = 0.
Weak kernel is an example satisfying the condition (H). The second one is strong kernel.
The paper is organized as follows: in Section 2, the existence of spatially nonhomogeneous steady-
state solution is obtained by using the implicit function theorem. Through careful analysis of the
distribution of the roots in the characteristic equation, we know that pure imaginary eigenvalues exist
at a sequence of critical values {τn, n = 0,1, . . .}. In Section 3, stability of the steady-state solution for
special kernels is analyzed. In Section 4, Hopf bifurcation from τ = τ0 is proved to exist and be
forward. Moreover, the bifurcated periodic solutions are veriﬁed to be stable on the center manifold.
Examples arising from competitive and cooperative equations are investigated in Section 5. Results of
numerical simulation are presented to support our theoretical analysis. In Section 6, the main results
are summarized and some remarks about the analysis with condition (C−,−2 ) or (C
+,+
2 ) are given.
Throughout the paper, for convenience we denote Ω = [0,π ], X = H2 ∩ H10, Y = L2(0,π) and
ZC := Z ⊕ i Z = {x1 + ix2 | x1, x2 ∈ Z}, Z = X or Y , where H2, H10 are the standard notations for the
real-valued Sobolev spaces.
2. Existence of positive steady-state solution
We assume condition (C−,+2 ) or (C
+,−
2 ) holds through the discussion from Section 2 to Section 5.
According to [10], L2(0,π) = N (D2 + 1) ⊕ R(D2 + 1) and
N (D2 + 1)= span{sin x}, R(D2 + 1)= {u ∈ L2(0,π): 〈sin x,u〉 = 0},
i.e. N (D2 + 1) is the null spaces of D2 + 1 and R(D2 + 1) – the range spaces. To seek the existence
of the positive steady-state solution of (2), taking β as a parameter and assuming that
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uβ(x) = (β − d)α1β
(
sin x+ (β − d)ξ1β(x)
)
,
vβ(x) = (β − d)α2β
(
sin x+ (β − d)ξ2β(x)
) (3)
is a steady-state solution of (2), i.e. (uβ, vβ) satisﬁes
{
dD2u + βu f1(u, v) = 0,
dD2v + βv f2(u, v) = 0. (4)
Substituting (3) into (4) and at β = d denoting αiβ = αid , ξiβ = ξid (i = 1,2), we can show that
α1d = f2vd − f1vdf2vd f1ud − f1vd f2ud α0 > 0, α2d =
f1ud − f2ud
f2vd f1ud − f1vd f2ud α0 > 0 (5)
with α0 = −
∫
Ω
sin2 xdx/(d
∫
Ω
sin3 xdx) < 0, and ξid should be the solution of the equations:
{
d
(
D2 + 1)ξ1d + sin x+ d sin2 x( f1udα1d + f1vdα2d) = 0,
d
(
D2 + 1)ξ2d + sin x+ d sin2 x( f2udα1d + f2vdα2d) = 0. (6)
For convenience, denote f iu j vk (uβ, vβ) as f iu j vkβ (i = 1,2; j,k = 0,1, . . .). Therefore we have the
following theorem.
Theorem 2.1. There are a constant β∗ , 0 < β∗ − d  1, and a continuously differentiable mapping β →
(ξ1β, ξ2β,α1β,α2β) from [d, β∗] to X2 × R2 such that (3) is indeed the positive steady-state solution of sys-
tem (2).
Proof. Let F = (F1, F2, F3, F4) : X2 × R3 → Y 2 × R2 be deﬁned as
F1(ξ1, ξ2,α1,α2, β) = d
(
D2 + 1)ξ1 + sin x+ (β − d)ξ1 + β(sin x+ (β − d)ξ1)T1(β) = 0,
F2(ξ1, ξ2,α1,α2, β) = d
(
D2 + 1)ξ2 + sin x+ (β − d)ξ2 + β(sin x+ (β − d)ξ2)T2(β) = 0,
F3(ξ1, ξ2,α1,α2, β) = 〈ξ1, sin x〉, F4(ξ1, ξ2,α1,α2, β) = 〈ξ2, sin x〉
where
Ti(β) =
{
f iβ−1
β−d , if β = d,
( f iudα1d + f ivdα2d) sin x, if β = d,
(7)
with f iβ = f i(uβ, vβ) (i = 1,2).
According to (5) and (6), it is easy to see
Fi(ξ1d, ξ2d,α1d,α2d,d) = 0 (i = 1, . . . ,4).
The Frechet derivative of F at (ξ1d, ξ2d,α1d,α2d,d) is
D(ξ1,ξ2,α1,α2)F (ξ1d, ξ2d,α1d,α2d,d)(ξ1, ξ2,α1,α2) =
⎛
⎜⎝
d(D2 + 1)ξ1 + d( f1udα1 + f1vdα2) sin2 x
d(D2 + 1)ξ2 + d( f2udα1 + f2vdα2) sin2 x
〈ξ1, sin x〉
⎞
⎟⎠ .〈ξ2, sin x〉
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using the implicit function theorem we know that there exist a constant β∗ , 0 < β∗ − d  1, and
a continuously differentiable mapping β → (ξ1β, ξ2β,α1β,α2β) ∈ X2 × R2 for β ∈ [d, β∗] such that
Fi(ξ1β, ξ2β,α1β,α2β,β) = 0 (i = 1, . . . ,4), which implies that (uβ, vβ) deﬁned in (3) solves (4). 
In the following, we always assume β ∈ [d, β∗] unless otherwise speciﬁed. To investigate the local
dynamical behavior of the system (2) near (uβ, vβ), we rewrite (2) with ut = Ut +uβ and vt = Vt + vβ
as
⎧⎪⎪⎨
⎪⎪⎩
( ∂U (t)
∂t
∂V (t)
∂t
)
= dD2
(
U (t)
V (t)
)
+ L(U , V ) + g(U , V ),(
U (t)
V (t)
)
=
(
ϕ1 − uβ
ϕ2 − vβ
)
, t ∈ (−∞,0],
(8)
where
L(U , V ) = β
(
f1β 0
0 f2β
)(
Ut(0)
Vt(0)
)
+ β
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
) +∞∫
τ
K (θ)
(
Ut(−θ)
Vt(−θ)
)
dθ
=
0∫
−∞
dη(θ)
(
Ut(θ)
Vt(θ)
)
(9)
with η(θ) being a 2 × 2 matrix and each element of η(θ) in the space of bounded variation
BV((−∞,0]; Y ), and the nonlinear function
g(U , V )
= β
[(
Ut(0)
∫ +∞
τ K (θ)( f1uβUt + f1vβVt +
f1u2βU
2
t
2 + f1uvβUt Vt +
f1v2β V
2
t
2 + · · ·)(−θ)dθ
Vt(0)
∫ +∞
τ K (θ)( f2uβUt + f2vβVt +
f2u2βU
2
t
2 + f2uvβUt Vt +
f2v2β V
2
t
2 + · · ·)(−θ)dθ
)
+
(
uβ
∫ +∞
τ K (θ)(
f1u2βU
2
t
2 + f1uvβUt Vt +
f1v2β V
2
t
2 + · · ·)(−θ)dθ
vβ
∫ +∞
τ K (θ)(
f2u2βU
2
t
2 + f2uvβUt Vt +
f2v2β V
2
t
2 + · · ·)(−θ)dθ
)]
+ h.o.t.
Deﬁne the operator A(β) : D(A(β)) → Y 2 as
A(β) = dD2 + β
(
f1β 0
0 f2β
)
with domain D(A(β)) = X2. According to [13], A(β) is an inﬁnitesimal generator of a compact C0
semi-group. Let Aτ (β) be the inﬁnitesimal generator of the semi-group induced by the solutions of
(8) with
Aτ (β)
(
φ1
φ2
)
= d
dθ
(
φ1
φ2
)
, −∞ < θ  0,
for (φ1, φ2)T ∈ C((−∞,0], Y 2) and
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{(
φ1
φ2
)
∈ C((−∞,0], Y 2), (φ′1
φ′2
)
∈ C((−∞,0], Y 2), (φ1(0)
φ2(0)
)
∈ X2,
(
φ′1(0)
φ′2(0)
)
= A(β)
(
φ1(0)
φ2(0)
)
+ β
+∞∫
τ
K (θ)
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
)(
φ1
φ2
)
(−θ)dθ
}
.
Therefore the eigenvalue equation of system (2) is
(β,λ, τ )
(
ψ1
ψ2
)
= 0,
(
ψ1
ψ2
)
=
(
0
0
)
, (10)
where
(β,λ, τ ) = A(β) + βe−λτ
+∞∫
0
K (θ + τ )e−λθ dθ
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
)
− λ.
It is well known that eigenvalues of Aτ (β) with zero real parts play key role for the analysis
of stability and bifurcation of the steady-state solution. We ﬁrst address the existence of the zero
eigenvalue.
Lemma 2.2. 0 is not an eigenvalue of Aτ (β) for d < β  β∗ .
Proof. If 0 is an eigenvalue, then for some (y1, y2)T = 0 the following equation holds:
(
A(β) + β
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
))(
y1
y2
)
= 0. (11)
We assume
y1 = n1 sin x+ (β − d)κ1(x),
y2 = n2 sin x+ (β − d)κ2(x), (12)
where ni ∈ C and 〈κi, sin x〉 = 0 (i = 1,2). Then substituting (12) into (11) and by calculation, we have
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
d
(
D2 + 1)κ1 + (n1 sin x+ (β − d)κ1)+ β[( f1uβα1β(sin x+ (β − d)ξ1β)+ T1(β))
× (n1 sin x+ (β − d)κ1)+ f1vβα1β(sin x+ (β − d)ξ1β)(n2 sin x+ (β − d)κ2)]= 0,
d
(
D2 + 1)κ2 + (n2 sin x+ (β − d)κ2)+ β[ f2uβα2β(sin x+ (β − d)ξ2β)(n1 sin x+ (β − d)κ1)
+ ( f2vβα2β(sin x+ (β − d)ξ2β)+ T2(β))(n2 sin x+ (β − d)κ2)]= 0.
(13)
Using the implicit function theorem, we can verify that κi(x), ni (i = 1,2) are continuous with respect
to β . Expanding κi(x), ni (i = 1,2) near β = d, we have
κi(x) =
∞∑
j=1
κ
( j)
i (x)(β − d) j−1, ni =
∞∑
j=1
n( j)i (β − d) j−1,
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κ
( j)
i (x) = lim
β→d
κi(x) −∑ j−1k=1 κ(k)i (x)(β − d)k−1
(β − β) j−1 , n
( j)
i = lim
β→d
ni −∑ j−1k=1 n(k)i (β − d)k−1
(β − β) j−1 .
When β = d, (13) is
{
d
(
D2 + 1)κ(1)1 (x) + n(1)1 sin x(1+ dα0 sin x) + dα1d( f1udn(1)1 + f1vdn(1)2 ) sin2 x = 0,
d
(
D2 + 1)κ(1)2 (x) + n(1)2 sin x(1+ dα0 sin x) + dα2d( f2udn(1)1 + f2vdn(1)2 ) sin2 x = 0. (14)
If n(1)1 ,n
(1)
2 = 0, (14) becomes
{
d
(
D2 + 1)(κ(1)1 (x)/n(1)1 − ξ1d)+ dα1d( f1ud + f1vdn(1)2 /n(1)1 ) sin2 x = 0,
d
(
D2 + 1)(κ(1)2 (x)/n(1)2 − ξ2d)+ dα2d( f2udn(1)1 /n(1)2 + f2vd) sin2 x = 0, (15)
where ξid (i = 1,2) is deﬁned in (6). When f1udα1d+ f1vdα1dn(1)2 /n(1)1 = f2udα2dn(1)1 /n(1)2 + f2vdα2d = 0,
n(1)2 /n
(1)
1 = − f1ud/ f1vd = − f2ud/ f2vd . It contradicts to the condition (C2) which implies f1udf2ud =
f1vd
f2vd
.
When f1udα1d + f1vdα1dn(1)2 /n(1)1 = 0, or f2udα2dn(1)1 /n(1)2 + f2vdα2d = 0, (15) does not hold since
sin2 x /∈ R(D2 + 1). If only one of n(1)i = 0 (i = 1,2), following a similar analysis, we can obtain the
same contradiction. Therefore, n(1)i = 0 and κ(1)i = 0 (i = 1,2) are followed. Similarly, we can prove
κ
( j)
i = n( j)i = 0 (i = 1,2, j = 2,3, . . .), then y1 ≡ y2 ≡ 0. The proof is completed. 
It is obvious that Aτ (β) has an imaginary eigenvalue λ = iγ (γ = 0) if and only if the following
equation is solvable
(β, iγ ,τ )(ψ1,ψ2)
T =
(
A(β) − iγ + βe−i
+∞∫
0
K (θ + τ )e−iγ θ dθ
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
))
×
(
ψ1
ψ2
)
= 0, (ψ1,ψ2) = (0,0) (16)
where γ τ =  + 2nπ , n = 0,1,2, . . . and  ∈ (0,2π). For such γ > 0, denote
τn =  + 2nπ
γ
, n = 0,1,2, . . . .
To show that if β ∈ [d, β∗] there exists at least a pair of (γ ,) satisfying (16), we assume
(γ ,,ψ1,ψ2) solves (16) with (0,0)T = (ψ1,ψ2)T ∈ X2C . Then γ = O (β − d) and γ /(β − d) = h
is uniformly bounded for β ∈ (d, β∗], which can be proved similarly to that in [23]. Let (ψ1,ψ2) =
C(ψ1β,ψ2β) where C is a nonzero constant and
{
ψ1β = sin x+ (β − d)η1(x), 〈sin x, η1〉 = 0,
ψ2β = (N + iM) sin x+ (β − d)η2(x), 〈sin x, η2〉 = 0, (17)
for M,N ∈ R. Substituting (uβ, vβ) in (3), (ψ1β,ψ2β) in (17) and γ = (β − d)h into (16), we obtain
the following system (18)–(20) which is equivalent to (16)
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(
D2 + 1)η1 + (1− ih)(sin x+ (β − d)η1)
+ βT1(β)
(
sin x+ (β − d)η1
)
+ βα1βe−i
+∞∫
0
K (θ + τ )e−iγ θ dθ(sin x+ (β − d)ξ1β)
× ( f1uβ(sin x+ (β − d)η1)+ f1vβ((N + iM) sin x
+ (β − d)η2
))= 0, (18)
g2(η1, η2,h,,N,M, β) = d
(
D2 + 1)η2 + (1− ih)((N + iM) sin x+ (β − d)η2)
+ βT2(β)
(
(N + iM) sin x+ (β − d)η2
)
+ βα2βe−i
+∞∫
0
K (θ + τ )e−iγ θ dθ(sin x+ (β − d)ξ2β)
× ( f2vβ((N + iM) sin x+ (β − d)η2)
+ f2uβ
(
sin x+ (β − d)η1
))= 0, (19)
g3(η1, η2,h,,N,M, β) = Re〈sin x, η1〉 = 0,
g4(η1, η2,h,,N,M, β) = Im〈sin x, η1〉 = 0,
g5(η1, η2,h,,N,M, β) = Re〈sin x, η2〉 = 0,
g6(η1, η2,h,,N,M, β) = Im〈sin x, η2〉 = 0. (20)
Deﬁne
G = (g1, . . . , g6) : X2C × R4 × R → Y 2C × R4
and let
η1d = (1− ihd)ξ1d, η2d = (1− ihd)(Nd + iMd)ξ1d,
d = π/2, Md = 0, Nd = f1ud − f2udf2vd − f1vd > 0 and hd = 1 (21)
with ξ1d deﬁned in (6). Since
∫ +∞
0 K (θ + τ )e−iγ θ dθ → 1 as β → d, it is easy to see that
G(η1d, η2d,hd,d,Nd,Md,d) = 0. Then we have the following results.
Theorem 2.3. (See [23, Theorem 3.1].) If β ∈ [d, β∗], then there is a continuously differentiable mapping β →
(η1β,η2β,hβ ,β,Nβ,Mβ) from [d, β∗] to X2 ×R4 such that (η1β,η2β,hβ,β,Nβ,Mβ) solves (18)–(20);
moreover, if β ∈ (d, β∗] the solution of (18)–(20) is unique.
Corollary 2.4. For each β ∈ (d, β∗] the eigenvalue problem (16) has a solution (γ , τ ,ψ1,ψ2) if and only if
γβ = (β − d)hβ, τ = τn = (β + 2nπ)/γβ, n = 0,1, . . .
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(
ψ1
ψ2
)
= C
(
ψ1β
ψ2β
)
= C
(
sin x+ (β − d)η1β
(Nβ + iMβ) sin x+ (β − d)η2β
)
. (22)
3. Stability of the positive equilibrium
In this section we study the stability of the positive equilibrium (uβ, vβ) by taking minimal time
delay τ as a parameter. As proved in the previous section, λ = 0 is not an eigenvalue of Aτ (β). To
examine the stability of the positive steady-state solution, it is suﬃcient to investigate the change of
eigenvalues λ = ±iγβ , as τ passes through τn (n = 0,1, . . .). We ﬁrst consider the adjoint problem
of (2). Corresponding to λ = iγβ , the eigenfunctions of the adjoint operator of the linear operator of
(2) are determined by
(∗)(β)
(
ψ
(∗)
1β
ψ
(∗)
2β
)
= 0, (23)
where
(∗)(β) = A(β) + βe−i
+∞∫
0
K (θ + τ )e−iγβθ dθ
(
f1uβuβ f2uβ vβ
f1vβuβ f2vβ vβ
)
− iγβ.
Let
ψ
(∗)
1β = sin x+ (β − d)η(∗)1β , ψ(∗)2β =
(
N(∗)β + iM(∗)β
)
sin x+ (β − d)η(∗)2β . (24)
With the parallel analysis as that in the previous section, there is a continuously differentiable
mapping β → (η(∗)1β ,η(∗)2β ,N(∗)β ,M(∗)β ), from [d, β∗] to X2C × R2 such that (24) satisﬁes (23), and
N(∗)d = f1vdf2ud > 0, η
(∗)
1d = (1− ihd)ξ1d , η(∗)2d = (1− ihd)N(∗)d ξ1d , M(∗)d = 0.
Then the basis of the eigenfunction space of the adjoint operator of the linear operator of (2)
with eigenvalues λ = ±iγβ can be chosen as (Ψ ∗β ,Ψ ∗β)T with row vector Ψ ∗β = (ψ(∗)1β ,ψ(∗)2β )e−iγβ s for
0 s < ∞. Correspondingly, the basis of eigenspace of the linear operator with eigenvalues λ = ±iγβ
is chosen as (Φ˜β , Φ˜β) where column vector Φ˜β = (ψ1β,ψ2β)T eiγβθ for −∞ < θ  0.
Denote
〈
(y1, z1),
(
y2
z2
)〉∗
=
π∫
0
(
y1(x)y2(x) + z1(x)z2(x)
)
dx, for yi, zi ∈ Y , i = 1,2,
and the inner product of ψ ∈ C2([0,+∞), Y 2), φ ∈ C2((−∞,0], Y 2) as
(ψ,φ) = 〈ψ(0),φ(0)〉∗ −
π∫
0
0∫
−∞
θ∫
0
ψ(ξ − θ)dη(θ)φ(ξ)dξ dx,
where η(θ) is the same as that in (9).
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∗
β and Φ˜β when τ = τn and by a simple calculation,
Sβn =
π∫
0
(
ψ
(∗)
1β ψ1β + ψ(∗)2β ψ2β
)
dx+ β
π∫
0
(
ψ
(∗)
1β ,ψ
(∗)
2β
) +∞∫
τn
K (θ)θe−iγβθ dθ
×
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
)(
ψ1β
ψ2β
)
dx.
Then we have the following lemma.
Lemma 3.1. For each β ∈ (d, β∗], Sβn = 0.
Proof. Noting that γβ = O (β − d), then as β → d,
(β − d)e−in
+∞∫
0
K (θ + τn)(θ + τn)e−iγβθ dθ → −id + 2nπ
hd
and
Sβn → −id
d + 2nπ
hd
(
1,N(∗)d
)( f1udα1d f1vdα1d
f2udα2d f2vdα2d
)(
1
Nd
) π∫
0
sin3 xdx
+
π∫
0
(
1+ N(∗)d Nd
)
sin2 xdx = 0 as β → d
where αid , i = 1,2, N(∗)d , Nd are all positive. 
Since λ = iγβ is a simple eigenvalue of Aτn (for detail, see [23]), by using the implicit function
theorem, it is not diﬃcult to show that there is a neighborhood of (τn, iγβ,ψ1β,ψ2β) in Oβn × Cβn ×
Hβn ⊂ R × C × X2C and a continuously differentiable mapping Oβn → Cβn × X2C such that for each
τ ∈ Oβn the only eigenvalue of Aτ (β) in Cβn is λ(τ ) and
λ(τn) = iγβ, ψ1(τn) = ψ1β, ψ2(τn) = ψ2β,

(
β,λ(τ ), τ
)(ψ1(τ )
ψ2(τ )
)
= 0, τ ∈ Oβn .
Differentiating the above equality with respect to τ at τn , we have
(β, iγβ, τn)
(
ψ ′1(τn)
ψ ′2(τn)
)
+
[
λ′(τn)
∂
∂λ
(β, iγβ, τn) + ∂
∂τ
(β, iγβ, τn)
](
ψ1β
ψ2β
)
= (β, iγβ, τn)
(
ψ ′1(τn)
ψ ′2(τn)
)
− λ′(τn)
[
I + βe−in
+∞∫
K (θ + τn)e−iγβθ (θ + τn)dθ0
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(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
)](
ψ1β
ψ2β
)
− βe−in
[
K (τn) +
+∞∫
0
∂K (θ + τn)
∂θ
e−iγβθ dθ
]
×
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
)(
ψ1β
ψ2β
)
= 0. (25)
Multiplying (25) by (ψ(∗)1β ,ψ
(∗)
2β ) and integrating on (0,π) yields
λ′(τn)Sβn = −βe−in
π∫
0
(
ψ
(∗)
1β ,ψ
(∗)
2β
)[
K (τn) +
+∞∫
0
∂K (θ + τn)
∂θ
e−iγβθ dθ
]
×
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
)(
ψ1β
ψ2β
)
dx.
Then
λ′(τn) = (I1 + I2)/|Sβn |2,
where
I1 = −βe−in
π∫
0
(
ψ
(∗)
1β ,ψ
(∗)
2β
)( f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
)(
ψ1β
ψ2β
)
dx
×
[
K (τn) +
+∞∫
0
∂K (θ + τn)
∂θ
e−iγβθ dθ
] π∫
0
(
ψ
(∗)
1β ψ1β + ψ(∗)2β ψ2β
)
dx
and
I2 = −T 2β2e−in
[
K (τn) +
+∞∫
0
∂K (θ + τn)
∂θ
e−iγβθ dθ
] +∞∫
τn
K (θ)θeiγβθ dθ
with
T 2 :=
∣∣∣∣∣
π∫
0
(
ψ
(∗)
1β ,ψ
(∗)
2β
)( f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
)(
ψ1β
ψ2β
)
dx
∣∣∣∣∣
2
.
Since K (θ) → 0 as θ → +∞,
K (τn) +
+∞∫
0
∂K (θ + τn)
∂θ
e−iγβθ dθ = iγβ
+∞∫
0
K (θ + τn)e−iγβθ dθ.
Therefore, the following result holds.
Lemma 3.2. For each β ∈ (d, β∗], Reλ′(τn) > 0, n = 0,1, . . . .
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e−in
[
K (τn) +
+∞∫
0
∂K (θ + τn)
∂θ
e−iγβθ dθ
]
= γβ + O (β − d)3,
π∫
0
(
ψ
(∗)
1β ψ1β + ψ(∗)2β ψ2β
)
dx → (1+ N(∗)d Nd)π2 as β → d,
and
−
π∫
0
(
ψ
(∗)
1β ,ψ
(∗)
2β
)( f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
)(
ψ1β
ψ2β
)
dx
= −(1+ NdN(∗)d )α0(β − d)
π∫
0
sin3 xdx+ O (β − d)2.
Thus
Re I1 = −α0hdd
(
1+ NdN(∗)d
)2
(β − d)2π
2
π∫
0
sin3 xdx+ O (β − d)3 > 0.
Moreover, since
I2 = −T 2β2γβ
∞∫
τn
K (θ)θeiγβθ dθ = O (β − β)3,
sign(Reλ′(τn)) = sign(Re I1) as 0< β − d  1, the assertion is proved. 
From the above analysis, we know that a pair of purely imaginary eigenvalues will appear as τ
passes τn (n = 0,1, . . .) and the positive steady-state solution is unstable when τ > τ0 according to
Lemma 3.2. At τ = 0, we have the following results about the distribution of eigenvalues of Aτ (β) for
some special kernels.
Lemma 3.3. If τ = 0 and the kernel K (θ) satisﬁes condition (H), then
(i) when f1ud, f2vd < 0: (a) if (C
−,+
2 ) holds, all eigenvalues of Aτ (β) have negative real parts; (b) if (C
+,−
2 )
holds, Aτ (β) has one eigenvalue with positive real parts;
(ii) when f1ud, f2vd > 0: (a) if (C
−,+
2 ) holds, Aτ (β) has two eigenvalues with positive real parts; (b) if
(C+,−2 ) is true, one eigenvalue of Aτ (β) has positive real part.
Proof. When τ = 0, as shown in Appendix A, the eigenvalue problem is reduced to the problem of
zeros of the equation
F (λ) = λ2 + B1λM2(λ) + B2M22(λ) = 0,
where B1 = f1udα1d+ f2vdα2dM1 , B2 =
( f1ud f2vd− f1vd f2ud)α1dα2d
M2
, M2(λ) =
∫ +∞
0 K (θ)e
−λθ dθ and M1 = α0β−d .
1
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of the complex plane will be given by
N= lim
R→∞
1
2π i
∫
Υ (R)
F ′(λ)
F (λ)
dλ 0,
where Υ (R) is taken as the closed semicircle centered at the origin with radius R and contained in
Reλ 0. We show in Appendix B
N= lim
R→∞
1
2π i
∫
Υ (R)
F ′(λ)
F (λ)
dλ = 1− 1
π
lim
R→∞arg F (iR).
Therefore, the number of roots of F (λ) = 0 in the right half complex plane is determined by
arg F (iR) π which will be estimated as follows.
(i) First we note that if f1ud, f2vd < 0, B1 > 0 and
F (iR) = −R2 + B1iRM2(iR) + M22(iR)B2 = R
[−R + B1iM2(iR) + M22(iR)/RB2].
Notice that the term in the square bracket has real part which grows linearly with R and imaginary
part which is bounded independently of R . Geometrically F (iR) starts on the real axis (F (0) = B2)
and goes to inﬁnity with the direction of negative real axis. As R goes from zero to inﬁnity the total
change in arg F (iR) must be one of π − nπ (n = 0,1,2, . . .) which can be determined by the sign of
Im F (iR). In
Im F (iR) =
(
B1R − 2B2
∞∫
0
K (θ) sin(Rθ)dθ
) ∞∫
0
K (θ) cos(Rθ)dθ,
denote F1(R) := B1R − 2B2
∫∞
0 K (θ) sin(Rθ)dθ . Clearly, F1(0) = 0 and
F ′1(R) = B1 − 2B2
∞∫
0
K (θ)θ cos(Rθ)dθ  B1 − 2|B2|E  0
since B1 = O (β − d), B2 = O (β − d)2 and E :=
∫∞
0 K (θ)θ dθ . Then F1(R) 0 for any R  0. When (H)
is satisﬁed, using integration by parts twice [5],
∞∫
0
K (θ) cos(Rθ)dθ = − 1
R2
(
K ′(0) +
∞∫
0
K ′′(θ) cos(Rθ)dθ
)
= 1
R2
∞∫
0
K ′′(θ)
(
1− cos(Rθ))dθ  0.
Therefore, Im F (iR)  0 for R  0 which implies that arg F (iR) → π as R → ∞. Moreover, when
(C−,+2 ) holds, F (0) = B2 > 0 (i.e. arg F (0) = 0) and consequently the total change in arg F (iR) is π
(Fig. 1, curve A); while if (C+,−2 ) is satisﬁed, F (0) = B2 < 0 (i.e. arg F (0) = π ) and the total change
in arg F (iR) is 0 (Fig. 1, curve B). Combining the formula of N and the above analysis, it is easy to
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see that for f1ud, f2vd < 0, if (C−,+) holds, N = 0; if (C+,−) holds, N = 1. Then assertion (i) of this
lemma is true.
(ii) If f1ud, f2vd > 0, B1 < 0. From
F ′1(R) = B1 − 2B2
∞∫
0
K (θ)θ cos(Rθ)dθ  B1 + 2|B2|E < 0,
we have Im F (iR) < 0, arg F (iR) → −π as R → +∞. More speciﬁcally, when (C−,+2 ) holds, the total
change in arg F (iR) is −π and Aτ (β) has two eigenvalues with positive real parts (Fig. 1, curve C);
if (C+,−2 ) is satisﬁed, the total change in arg F (iR) is 0 and Aτ (β) possesses one eigenvalue with
positive real parts (Fig. 1, curve D). 
Remark 3.1. It is easy to check that the weak kernel, K (θ) = e−(θ−τ ) for θ  τ , satisﬁes condition (H).
However, (H) is invalid for either uniformly distributed kernel,
K (θ) =
{
1
δ
, for θ ∈ [τ , τ + δ],
0, otherwise
or strong kernel, K (θ) = (θ − τ )e−(θ−τ ) for θ  τ .
The discussion with uniform kernel can be found in [9]. Regarding the strong kernel, we actually
have the same results as those in Lemma 3.3.
Lemma 3.4. For τ = 0, when the kernel is strong kernel, the results in Lemma 3.3 still hold.
Proof. Following the analogical discussion as that in Lemma 3.3, the stability of (uβ, vβ) can be
determined by the sign of Im F (iR) = F1(R)
∫ +∞
0 K (θ) cos(Rθ)dθ . Notice that
∫ +∞
0 K (θ) cos(Rθ)dθ =
1
R2
∫ +∞
0 K
′′(θ)(1 − cos(Rθ))dθ . It is easy to see that the sign of ∫∞0 K (θ) cos(Rθ)dθ for the strong
kernel K (θ) = θe−θ is determined by 1
1+R2 − 12 . In fact, since K ′′(θ) = (θ − 2)e−θ ,
+∞∫
0
K (θ) cos(Rθ)dθ =
+∞∫
0
θe−θ cos(Rθ)dθ
= 1
R2
+∞∫
(θ − 2)e−θ (1− cos(Rθ))dθ0
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R2
+∞∫
0
[
θe−θ − Kθ cos(Rθ) − 2e−θ (1− cos(Rθ))]dθ
which yields
+∞∫
0
K (θ) cos(Rθ)dθ = R
2
R2 + 1
+∞∫
0
[
θe−θ − 2e−θ (1− cos(Rθ))]dθ
= 2R
2
R2 + 1
[ +∞∫
0
e−θ cos(Rθ)dθ − 1
2
]
= 2R
2
R2 + 1
[
1
R2 + 1 −
1
2
]
.
With a similar analysis, if f1ud, f2vd < 0, F1(R) > 0. Then when R increases from zero to inﬁnity,
the sign of Im F (iR) is changing from positive to negative and arg F (iR) → π as R → +∞. When
(C−,+2 ) holds, the total change of Re F (iR) is π since F (0) > 0; when (C
+,−
2 ) holds, the total change
of arg F (iR) is 0 because F (0) < 0.
If f1ud, f2vd > 0, F1(R) < 0. Then the sign of Im F (iR) keeps changing from negative to positive
and arg F (iR) → −π as R → ∞. When (C−,+2 ) holds, the total change of arg F (iR) is −π ; when
(C+,−2 ) holds, the total change of arg F (iR) is 0. This implies the desired. 
Consequently, we have the following result.
Theorem 3.5. For any β ∈ (d, β∗], when the kernel function K (θ) satisﬁes condition (H) or is strong kernel,
f1ud, f2vd < 0 and (C
−,+
2 ) holds, the positive steady-state solution of the system (2) is asymptotically stable
for τ ∈ [0, τ0) and unstable when τ  τ0 .
4. Hopf bifurcation
In this section we will study the Hopf bifurcation at the positive equilibrium (uβ(x), vβ(x)) as
the minimal time delay τ crosses the ﬁrst critical value τ0. Let τ = τ0 +  in (8), ωβ = 2π/γβ and
w1(t) = U ((1+ σ)t), w2(t) = V ((1+ σ)t). Then (U (t), V (t)) is an ωβ(1+ σ)-periodic solution of (8)
if and only if (w1(t),w2(t)) is an ωβ -periodic solution of
( d
dt w1(t)
d
dt w2(t)
)
= A(β)
(
w1(t)
w2(t)
)
+ β
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
) +∞∫
0
K (θ + τ0)
(
w1(t − τ0 − θ)
w2(t − τ0 − θ)
)
dθ
+ G(,σ ,wt), (26)
where
G(,σ ,wt)
= σ A(β)
(
w1(t)
w2(t)
)
+ βσ
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
) +∞∫
K (θ + τ0)
(
w1(t − q)
w2(t − q)
)
dθ0
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(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
) +∞∫
0
K (θ + τ0)
(
w1(t − q) − w1(t − τ0 − θ)
w2(t − q) − w2(t − τ0 − θ)
)
dθ + β(1+ σ)
×
[(
f1uβw1(t) f1vβw1(t)
f2uβw2(t) f2vβw2(t)
) +∞∫
0
K (θ + τ0)
(
w1(t − q)
w2(t − q)
)
dθ +
(
w1(t) + uβ 0
0 w2(t) + vβ
)
×
+∞∫
0
K (θ + τ0)
(
(
f1u2β
2 w
2
1 + f1uvβw1w2 +
f1v2β
2 w
2
2)(t − q)
(
f2u2β
2 w
2
1 + f2uvβw1w2 +
f2v2β
2 w
2
2)(t − q)
)
dθ
]
+ O (w31,w32)
with q := θ+τ0+1+σ . Similar to [23], we use the following notations:
(1)
Φ˜(θ) = (Φ˜β(θ), Φ˜β(θ)), −∞ < θ  0,
Ψ ∗(s) =
(
Ψ ∗β (s)/Sβ0
Ψ ∗β(s)/Sβ0
)
, 0 s < +∞,
Φ(θ) = [Φ(1)(θ),Φ(2)(θ)]= Φ˜(θ)H,
Ψ (s) =
[
Ψ (1)(s)
Ψ (2)(s)
]
= H−1Ψ ∗(s),
where H = 12
( 1 −i
1 i
)
, Φ(i)(θ) = (Φ(i)1 (θ)
Φ
(i)
2 (θ)
)
and Ψ (i)(s) = (Ψ (i)1 (s),Ψ (i)2 (s)) for (i = 1,2).
(2) Let Pωβ be a Banach space deﬁned as
Pωβ =
{(
f1
f2
)
∈ C(R, X2), f i(t +ωβ) = f i(t), i = 1,2, t ∈ R
}
.
(3) ρ = (ρ1,ρ2)T and ρi : Pωβ → R (i = 1,2) is deﬁned by
ρi f =
ωβ∫
0
π∫
0
(
Ψ
(i)
1 (s) f1(s) + Ψ (i)2 (s) f2(s)
)
dxds.
We state the following lemma about the existence of periodic solution (see [10,21,23]).
Lemma 4.1. For f ∈ Pωβ , the equation
dw
dt
= A(β)w + β
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
) +∞∫
0
K (θ + τ0)w(t − τ0 − θ)dθ + f (t) (27)
has an ωβ -periodic solution if and only if f ∈ N (ρ), that is ρi f = 0, i = 1,2. Hence there is a linear operator
K from N (ρ) to Pωβ such that for each ﬁxed f ∈ N (ρ), K f is the ωβ -periodic solution of (27) satisfying
Φ(Ψ, (K f )0) = 0, where (K f )0 is deﬁned by (K f )0(θ) = (K f )(θ), θ ∈ (−∞,0].
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w(t) if and only if there is a constant c such that
ρG(,σ ,w) = 0, (28)
w(t) = cΦ(1)(t) + [KG(,σ ,w)](t), t ∈ R. (29)
Furthermore, we introduce a change of variables  = cε, σ = cς and
w(t) = c[Φ(1)(t) + cW (t)], W (t) ∈ Pωβ , (Ψ, (W )0)= 0.
Then (28) and (29) are equivalent to
J (c, ε,ς,W ) =
ωβ∫
0
〈
Ψ (s),N
(
c, ε,ς,W (s)
)〉∗
ds = 0, (30)
and
W = KN(c, ε,ς,W ) = K
(
N1
N2
)
(31)
where
N1 = βςuβ
+∞∫
0
K (θ + τ0)
[
f1uβ
(
Φ
(1)
1 + cW1
)+ f1vβ(Φ(1)2 + cW2)](t − q)dθ + ς(dD2 + β f1β)
× (Φ(1)1 + cW1)(t) − βuβ
+∞∫
0
K (θ + τ0)
[
f1uβH1(θ, c) + f1vβH2(θ, c)
]
dθ + (Φ(1)1 + cW1)(t)
× β(1+ cς)
+∞∫
0
K (θ + τ0)
[
f1uβ
(
Φ
(1)
1 + cW1
)
(t − q) + f1vβ
(
Φ
(1)
2 + cW2
)
(t − q)]dθ
+ β(1+ cς)(uβ + c(Φ(1)1 + cW1)(t))
+∞∫
0
K (θ + τ0)
[
f1u2β/2
(
Φ
(1)
1 + cW1
)2
(t − q)
+ f1uvβ
(
Φ
(1)
1 + cW1
)
(t − q)(Φ(1)2 + cW2)(t − q) + f1v2β/2(Φ(1)2 + cW2)2(t − q)]dθ
+ βcuβ/3!
+∞∫
0
K (θ + τ0)
(
f1u3β
(
Φ
(1)
1 + cW1
)3 + 3 f1v2uβ(Φ(1)1 + cW1)(Φ(1)2 + cW2)2
+ 3 f1vu2β
(
Φ
(1)
1 + W1
)2(
Φ
(1)
2 + cW2
)+ f1v3β(Φ(1)2 + cW2)3)(t − q)dθ + O (c2)
and
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(
dD2 + β f2β
)(
Φ
(1)
2 + cW2
)
(t)
+
+∞∫
0
K (θ + τ0)
[
f2uβ
(
Φ
(1)
1 + cW1
)+ f2vβ(Φ(1)2 + cW2)](t − q)dθ
× βς vβ − βvβ
+∞∫
0
K (θ + τ0)
[
f2uβH1(θ, c) + f2vβH2(θ, c)
]
dθ + β(1+ cς)(Φ(1)2 + cW2)(t)
×
+∞∫
0
K (θ + τ0)
[
f2uβ
(
Φ
(1)
1 + cW1
)
(t − q) + f2vβ
(
Φ
(1)
2 + cW2
)
(t − q)]dθ
+ β(1+ cς)(vβ + c(Φ(1)2 + cW2)(t))
+∞∫
0
K (θ + τ0)
[
f2u2β/2
(
Φ
(1)
1 + cW1
)2
(t − q)
+ f2uvβ
(
Φ
(1)
1 + cW1
)
(t − q)(Φ(1)2 + cW2)(t − q) + f2v2β/2(Φ(1)2 + cW2)2(t − q)]dθ
+ βcvβ/3!
+∞∫
0
K (θ + τ0)
(
f2u3β
(
Φ
(1)
1 + cW1
)3 + 3 f2v2uβ(Φ(1)1 + cW1)(Φ(1)2 + cW2)2
+ 3 f2vu2β
(
Φ
(1)
1 + cW1
)2(
Φ
(1)
2 + cW2
)+ f2v3β(Φ(1)2 + cW2)3)(t − q)dθ + O (c2)
with
Hi(θ, c) = Wi(t − θ − τ0) − Wi(t − q) + a
1∫
0
Φ˙
(1)
i (t − θ − τ0 − acs)ds, i = 1,2,
and a = ε−(θ+τ0)ς1+cς .
Since a periodic solution is a C1((−∞,0], Y 2) function, without loss of generality, we can restrict
the discussion on Eqs. (30) and (31) for W ∈ P1ωβ = { f ∈ Pωβ , f˙ ∈ Pωβ }, ‖ f ‖P1ωβ = ‖ f ‖Pωβ + ‖ f˙ ‖Pωβ .
The following results are useful in the discussion of existence and properties of the Hopf bifurca-
tion.
Lemma 4.2.
(i) For any W ∈ P1ωβ , J (0,0,0,W ) = 0;
(ii)
∂J (0,0,0,W )
∂(ε,ς)
= ωβ
(
Reλ′(τ0) 0
− Imλ′(τ0) −γβ
)
;
(iii) Let Wβ(t) = ζ 1β e2iγβ t + ζ 2β + ζ 1βe−2iγβ t + Φ(t)d, with
ζ 1β = −
β
4
(
A(β) + β
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
) +∞∫
K (θ + τ0)e−2iγβ(θ+τ0) dθ − 2iγβ
)−1
0
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[( +∞∫
0
K (θ + τ0)ψ jβ( f juβψ1β + f jvβψ2β)e−iγβ(θ+τ0) dθ
)2
j=1
+
(
uβ 0
0 vβ
)
×
( +∞∫
0
K (θ + τ0)
(
f ju2β
2
ψ21β + f juvβψ1βψ2β +
f jv2β
2
ψ22β
)
e−2iγβ(θ+τ0) dθ
)2
j=1
]
,
ζ 2β = −
β
2
(
A(β) + β
(
f1uβuβ f1vβuβ
f2uβ vβ f2vβ vβ
))−1[(
uβ 0
0 vβ
)
×
( +∞∫
0
K (θ + τ0)
(
f ju2β/2ψ1βψ1β + 2 f juvβ Re(ψ1βψ2β) + f jv2β/2ψ2βψ2β
)
dθ
)2
j=1
+
(
Re
( +∞∫
0
K (θ + τ0)ψ jβ( f juβψ1β + f jvβψ2β)e+iγβ(θ+τ0) dθ
))2
j=1
]
and
d =
(
d1
d2
)
= −(Ψ,ζ 1β e2iγβ · + ζ 2β + ζ 1βe−2iγβ ·).
Then Wβ = K(N(0,0,0,Wβ));
(iv)
lim
β→d
ζ 1β (β − d) =m1d sin x, lim
β→d
ζ 2β (β − d) = 0,
where m1d = (m1d1,m1d2)T and
m1d1 =
−hdi(2ihd + 1)
4α1d(1+ 4h2d)
, m1d2 =
−hdiNd(2ihd + 1)
4α1d(1+ 4h2d)
. (32)
Due to the tedious computation, we omit the proof here. Now together with the implicit function
theory, we have
Theorem 4.3 (Existence of Hopf bifurcation). For each ﬁxed β ∈ (d, β∗], Hopf bifurcation occurs at the bifur-
cation point (τ ,u, v) = (τ0,uβ, vβ).
Proof. From Lemma 4.2(i) and (ii), we know that for small enough ranges of c and W , there exist
unique continuously differentiable functions ε(c,W ) and ς(c,W ) satisfying ε(0,Wβ) = ς(0,Wβ) = 0
such that (30) holds. Moreover by using Lemma 4.2(i) and (iii), there exists W ∗(c) which is the
solution of (31) for some small enough c. Then, the ωβ -periodic orbits near the nonconstant steady-
state solution (uβ, vβ) at τ = τ0 is obtained as
w(t) = c(Φ(1)(t) + cW ∗(c)(t))
and consequently
 = cε(c,W ∗(c)), σ = cς(c,W ∗(c)). 
2798 R. Hu, Y. Yuan / J. Differential Equations 250 (2011) 2779–2806In the following, we are going to determine the direction of Hopf bifurcation. Recall that  = τ −τ0,
 = cε and, for suﬃciently small c,
 = cε(c,W ∗(c))= c2 dε
dc
(0,Wβ) + O
(
c3
)
.
Therefore, to know the direction of the bifurcation, we need to obtain the sign of  , i.e. the sign of
dε
dc (0,Wβ). For convenience, we denote ε
∗(c) = ε(c,W ∗(c)), ς∗(c) = ς(c,W ∗(c)). Since for c small
enough,
J (c, ε∗(c),ς∗(c),W ∗(c))≡ 0,
differentiating both sides of the above equality at c = 0 gives
∂J (0,0,0,Wβ)
∂c
+ ∂J (0,0,0,Wβ)
∂(ε∗, ς∗)
( dε∗(0)
dc
dς∗(0)
dc
)
= 0.
Lemma 4.2(ii) implies that
( dε∗(0)
dc
dς∗(0)
dc
)
= − 1
ωβ
(
Reλ′(τ0) 0
− Imλ′(τ0) −γβ
)−1 ∂J (0,0,0,Wβ)
∂c
.
Denote
∂J (0,0,0,Wβ)
∂c
=
(
T1
T2
)
,
here T1 = βωβ
∫ π
0 Reρβ dx with
ρβ =
2∑
j=1
+∞∫
τ0
K (θ)
ψ
(∗)
jβ
Sβ0
[
ψ jβ
(
f juβζ
1
β1 + f jvβζ 1β2
)
e−2iγβθ + ψ jβ
(
f juβζ
2
β1 + f jvβζ 2β2
)
+ ζ 1β j( f juβψ1β + f jvβψ2β)eiγβθ + ζ 2β j( f juβψ1β + f jvβψ2β)e−iγβθ
]
dθ
+
2∑
j=1
+∞∫
τ0
K (θ)
ψ
(∗)
jβ
Sβ0
[
ψ jβ( f ju2βψ1βψ1β + f juvβψ1βψ2β + f juvβψ2βψ1β + f jv2βψ2βψ2β)
+ ψ jβ
(
f ju2β/2ψ
2
1β + f juvβψ1βψ2β + f jv2β/2ψ2jβ
)
e−2iγβθ
]
dθ
+
2∑
j=1
+∞∫
τ0
U j K (θ)
ψ
(∗)
jβ e
−iγβθ
Sβ0
[
( f ju2βψ1β + f juvβψ2β)ζ 2β1 + ( f ju2βψ1β + f juvβψ2β)ζ 1β1
+ ( f jv2βψ2β + f juvβψ1β)ζ 2β2 + ( f jv2βψ2β + f juvβψ1β)ζ 1β2
]
dθ
+ U j
2
+∞∫
τ0
K (θ)
ψ
(∗)
1β e
−iγβθ
Sβ0
[
f ju3βψ
2
1βψ1β + f jv3βψ22βψ2β + f juv2βψ2β(2ψ1βψ2β + ψ2βψ1β)
+ f ju2bβψ1β(2ψ2βψ1β + ψ1βψ2β)
]
dθ (33)
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dε∗(0)
dc
= − T1
ωβ Reλ′(τ0)
.
If T1 < 0,
dε∗(0)
dc > 0, which implies that the bifurcation is forward; and if T1 > 0, the bifurcation is
backward. In fact, we can prove that the Hopf bifurcation is always forward.
Lemma 4.4. For the system (2), Reρβ < 0, i.e. T1 < 0 and the Hopf bifurcation from τ0 is forward.
Proof. According to Lemma 4.2(iv) and (33), since Nd = α2dα1d , f iud + f ivdNd =
α0
α1d
and N(∗)d = f1vdf2ud ,
ρβ = 1
β − d
[
sin3 x
S0
[
ihdm
1
d1( f1ud + f1vdNd) −
(
f1udm
1
d1 + f1vdm1d2
)]
+ sin
3 x
S0
N(∗)d
[
ihdm
1
d2( f2ud + f2vdNd) − Nd
(
f2udm
1
d1 + f2vdm1d2
)]+ O (β − d)]
= 1
β − d
[
sin3 x
S0
α0
α1d
(ihd − 1)
(
m1d1 + N(∗)d m1d2
)+ O (β − d)],
where
S0 = de−id d
hd
(
1,N(∗)d
)( f1udα1d f1vdα1d
f2udα2d f2vdα2d
)(
1
Nd
) π∫
0
sin3 xdx
+
π∫
0
(
1+ N(∗)d Nd
)
sin2 xdx
= α0d
(
1+ NdN(∗)d
)(e−idd
hd
− 1
) π∫
0
sin3 xdx.
From (32), we have
m1d1 + N(∗)d m1d2 =
−hdi(2ihd + 1)(1+ NdN(∗)d )
20α1d
.
Then
π∫
0
ρβ dx = 1
β − d
[∫ π
0 sin
3 xdx
S0
α0
α1d
(ihd − 1)
−ihd(2ihd + 1)(1+ NdN(∗)d )
20α1d
+ O (β − d)
]
= 1
β − d
[
(1− ihd)h2di(2ihd + 1)s
20h α2 d|s|2 + O (β − d)
]d 1d
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π∫
0
Reρβ dx = 1
β − d
[
hd Re[(1− ihd)i(2ihd + 1)s]
20α21d d|s|2
+ O (β − d)
]
< 0.
The assertion holds. 
Following the center manifold theory (e.g. see [6,7,21]), the direction of Hopf bifurcation at τ0 and
the stability of bifurcated periodic solutions are determined by the signs of μ2 = −Re c1(τ0)/Reλ′(τ0)
and Re c1(τ0) respectively. Since the Hopf bifurcation is forward as shown in Lemma 4.4, here μ2 > 0.
Note that Reλ′(τ0) > 0. It is easy to see that Re c1(τ0) < 0. Furthermore, from the above analysis,
together with Lemmas 3.3 and 3.4, we have the following result.
Theorem 4.5. The bifurcated periodic solutions at τ0 are stable on center manifold. Especially, if the kernel
function K (θ) satisﬁes condition (H) or is a strong kernel, f1ud, f2vd < 0 and (C
−,+
2 ) holds, the Hopf bifurca-
tion is supercritical.
5. Examples and numerical simulation
We consider the following system as examples
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
= dD2u + βu(t, x)
[
1− a11
+∞∫
τ
K (θ)u(t − θ, x)dθ − a12
+∞∫
τ
K (θ)v(t − θ, x)dθ
]
,
∂v
∂t
= dD2v + βv(t, x)
[
1− a21
+∞∫
τ
K (θ)u(t − θ, x)dθ − a22
+∞∫
τ
K (θ)v(t − θ, x)dθ
]
,
(34)
where a11,a22 > 0, a12a21 > 0 and K (θ) is weak kernel e−(θ−τ ) or strong kernel (θ − τ )e−(θ−τ ) . If
a12,a21 > 0, the system is competitive while if a12,a21 < 0, it is a cooperative system.
Let
f i(u, v) = 1− ai1u − ai2v (i = 1,2).
It is easy to see that f i(0,0) = 1 (i = 1,2) and (C1) holds. Moreover, let a11a21 > 1 >
a12
a22
if a12,a21 > 0
and a22a11 > a12a21 if a12,a21 < 0. Then clearly, (C
−,+
2 ) is satisﬁed. According to Theorems 2.1, 3.5,
4.3 and 4.5, we have the following results for (34) which is either competitive or cooperative:
(i) When 0< β−d  1, (34) has a spatially nonhomogeneous positive steady-state solution (uβ, vβ).
(ii) For any β ∈ (d, β∗], there exists a critical value τ0 such that the steady-state solution (uβ, vβ) is
locally asymptotically stable when τ ∈ [0, τ0), unstable when τ > τ0.
(iii) When τ = τ0, a supercritical Hopf bifurcation occurs.
In the following we give some numerical simulations to illustrate our analytic results. Let d = 1,
β = 1.01 and choose the following parameter sets:
R. Hu, Y. Yuan / J. Differential Equations 250 (2011) 2779–2806 2801Fig. 2. When (P1) and (IC) are used. Left: τ = 80, a solution of (34) with weak kernel K (θ) = e−(θ−τ ) converges to a spatially
nonhomogeneous steady-state solution; Right: τ = 170, a stable periodic solution exists.
Fig. 3. When (P1) and (IC) are chosen, (34) with strong kernel K (θ) = (θ − τ )e−(θ−τ ) . Left: τ = 80; Right: τ = 170.
(P1) a11 = a22 = 1, a12 = a21 = 0.5, or
(P2) a11 = a22 = 1, a12 = a21 = −0.5 (35)
and initial condition:
(IC) u(t, x) = 4× 10−5
(
1+ t
τ
)
sin x, v(t, x) = 2× 10−5
(
1+ t
τ
)
sin x, −∞ < t  0.
Then the critical value τ0 ≈ 157.
The inﬂuence of the minimal delay τ on the solution of (34) with weak or strong kernel can be
clearly observed (see Figs. 2 and 3). According to our theoretical analysis, when τ < τ0, the steady-
state solution exists and is stable, while if τ > τ0 a supercritical Hopf bifurcation occurs. The left
graphs in Figs. 2 and 3 show the existence of stable nonhomogeneous steady-state solution and
the right graphs depict the occurrence of stable periodic solutions with obvious oscillation. In these
ﬁgures, we choose the parameter set (P1), implying that (34) is a competitive system, the kernel
function K (θ) is weak kernel in Fig. 2 and strong kernel in Fig. 3. When the parameter set is (P2),
(34) is a cooperative system. With τ = 80 < τ0, one can view the existence of a stable nonconstant
steady-state solution (left in Fig. 4); the appearance of stable periodic solution is observed when
τ = 170 > τ0 (right in Fig. 4). In Fig. 4, the kernel function is weak kernel. The result is the similar
for strong kernel.
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6. Conclusion and remarks
Motivated by the work in [10] and [23], our study focuses on the dynamical behavior near a
spatially nonhomogeneous steady-state solution of a reaction–diffusion system (2) with general time-
delayed growth rate functions and distributed delay kernels. Under assumptions (C1) and one of
(C−,+2 ), (C
+,−
2 ), we have the following results:
(1) A positive spatially nonhomogeneous equilibrium exists for a small range of parameter β . And
when the minimal delay τ = 0, the stability of the spatially nonhomogeneous steady-state solu-
tion is analyzed if the kernel function satisﬁes condition (H), for which weak kernel is an example.
As for another widely used kernel, strong kernel, although condition (H) is not satisﬁed, we also
obtain similar results.
(2) A Hopf bifurcation near the spatially nonhomogeneous steady-state solution appears when τ
passes through critical value τ0.
(3) The Hopf bifurcation is forward and the periodic solutions are stable on the center manifold.
Generally speaking, due to the complexity of the system, it is very complicated to determine the
direction and stability of Hopf bifurcation. A few researchers gave some restriction to simplify the
problem. In [23], with very special conditions, such as condition (S), the Hopf bifurcation is proved to
be forward and bifurcated periodic solution is stable on the center manifold; In [22], similar results
are obtained only for competitive system. In this paper, releasing some limitation and tedious calcula-
tion, by using some computational techniques we obtain that the Hopf bifurcation is always forward
and the periodic solutions are stable on the center manifold for a general system (2).
As an example, a system with weak kernel or strong kernel is considered, which can be ei-
ther competitive or cooperative system according to different coeﬃcient sets. Numerical simulations
demonstrate the existence and stability of the spatially nonhomogeneous steady-state solution and
the occurrence of supercritical Hopf bifurcation as the minimal delay τ varies.
In order to guarantee the existence of the positive steady-state solution, we assume condition (C2)
holds, which is speciﬁed as four cases, and mainly study the ﬁrst two cases (C−,+2 ) and (C
+,−
2 ). If one
of another two cases (C−,−2 ) and (C
+,+
2 ) holds, α1d , α2d are negative and there exists a constant β
∗∗ ,
0 < d − β∗∗  1, such that (uβ, vβ) in the form of (3) can be proved to be a positive nonconstant
steady-state solution for β ∈ (β∗∗,d) via the similar proof in Theorem 2.1. Keeping β such that 0 <
d − β  1, and choosing different set from (21) for ηid (i = 1,2), d and hd as
η1d = (1+ i)ξ1d, η2d = (1+ i)Ndξ1d, hd = −1, d = 3π, (36)2
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the kernel function satisﬁes condition (H) or is strong kernel,
(i) when f1ud, f2vd < 0: (a) if (C
+,+
2 ) holds, all eigenvalues of Aτ (β) have negative real parts; (b) if
(C−,−2 ) holds, Aτ (β) has one eigenvalue with positive real parts;
(ii) when f1ud, f2vd > 0: (a) if (C
+,+
2 ) is satisﬁed, there exist two eigenvalues with positive real parts;
(b) if (C−,−2 ) holds Aτ (β) has one eigenvalue with positive real part.
The whole discussion about Hopf bifurcation in Section 4 can be carried out directly by taking
ηid (i = 1,2), hd and d given in (36).
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Appendix A. Reduction of characteristic equation
When τ = 0, the eigenvalue problem (10) is reduced to
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
[
dD2 + β f1β + β f1uβuβ
+∞∫
0
K (θ)e−λθ dθ − λ
]
ψ1 + β f1vβuβψ2
+∞∫
0
K (θ)e−λθ dθ = 0,
[
dD2 + β f2β + β f2vβ vβ
+∞∫
0
K (θ)e−λθ dθ − λ
]
ψ2 + β f2uβ vβψ1
+∞∫
0
K (θ)e−λθ dθ = 0
where (ψ1,ψ2)T = (0,0)T , an eigenfunction corresponding to eigenvalue λ, can be written as
ψ1 = sin x+ (β − d)ϑ1(x), y2 = pβ sin x+ (β − d)ϑ2(x),
with 〈ϑi, sin x〉 = 0 (i = 1,2), pβ ∈ C and pβ → p1 as β → d. Substituting ψ1, ψ2 into the characteris-
tic equation, multiplying both sides by sin x and integrating it from 0 to π yields
λ
β − dα0 = −( f1ud + f1vdp1)α1d
+∞∫
0
K (θ)e−λθ dθ + O (β − d),
λ
β − dα0p1 = −( f2vd p1 + f2ud)α2d
+∞∫
0
K (θ)e−λθ dθ + O (β − d). (37)
Denote α0/(β − d) = M1,
∫ +∞
0 K (θ)e
−λθ dθ = M2(λ). From (37), we have
p1 = − f2udα2dM2(λ)
λM1 + f2vdα2dM2(λ)
and
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M1
λM2(λ) + ( f1ud f2vd − f1vd f2ud)α1dα2d
M21
M22(λ)
=: λ2 + B1λM2(λ) + B2M22(λ) = 0.
Appendix B. limR→∞ 12π i
∫
Υ (R)
F ′(λ)
F (λ) dλ = 1− 1π limR→∞ arg F (iR)
Let Υ (R) = Υs(R) + Υc(R), where Υc(R) = {Reiθˆ , R > 0, θˆ ∈ [−π/2,π/2]} and Υs(R) = {iy, y ∈
[R,−R]}. We can show
Lemma. limR→∞ 12π i
∫
Υc(R)
F ′(λ)
F (λ) dλ = 1.
Proof. Note that 12π i
∫
Υc(R)
2dσ
σ = 1. Then
∣∣∣∣ 12π i
∫
Υc(R)
F ′(λ)
F (λ)
dλ − 1
∣∣∣∣= 12π
∣∣∣∣
∫
Υc(R)
(
F ′(λ)
F (λ)
− 2
λ
)
dλ
∣∣∣∣
= 1
2π
∣∣∣∣
∫
Υc(R)
(
2λ + B1M2(λ) + B1λM ′2(λ) + 2M2(λ)M ′2(λ)B2
λ2 + B1λM2(λ) + M22(λ)B2
− 2
λ
)
dλ
∣∣∣∣
 const.
π/2∫
−π/2
∣∣M ′2(Reiθˆ )∣∣dθˆ + O
(
1
R
)
since |M2(Reiθˆ )| 1.
Furthermore,
π/2∫
−π/2
∣∣M ′2(Reiθˆ )∣∣dθˆ =
π/2∫
−π/2
∣∣∣∣∣
∞∫
0
θK (θ)exp
(−θ Reiθˆ )dθ
∣∣∣∣∣dθˆ

π/2∫
−π/2
∞∫
0
θK (θ)exp(−θ R cos θˆ )dθ dθˆ
= 2
∞∫
0
θK (θ)
π/2∫
0
e−θ R sinφ dφ dθ
 2
∞∫
0
θK (θ)
π/2∫
0
e−2θ Rφ/π dφ dθ
= π
R
∞∫
0
K (θ)
(
1− e−θ R)dθ
 π → 0 as R → ∞. (38)
R
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∣∣∣∣ 12π i
∫
Υc(R)
F ′(λ)
F (λ)
dλ − 1
∣∣∣∣→ 0 as R → ∞.
The proof is done. 
Therefore
lim
R→∞
1
2π i
∫
Υ (R)
F ′(λ)
F (λ)
dλ = 1+ lim
R→∞
1
2π i
−R∫
R
F ′(iy)
F (iy)
i dy
= 1+ lim
R→∞
1
2π i
(
ln F (−iR) − ln F (iR))
= 1− 1
π
lim
R→∞arg F (iR),
due to F (iR) = F (−iR).
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