ABSTRACT This paper proposes a scheme to reduce the number of flow entries permanently stored in an OpenFlow switch and the number of configuration messages from a controller in a software-defined network (SDN). In an SDN, a flow table in an OpenFlow switch is used to instruct packets. The flow table consists of flow entries decided by the controller. A flow request is sent from the OpenFlow switch to the controller if the incoming packet does not match any flow entry in the flow table. The controller's central processing unit may be overloaded to handle user requests, since the user requests for different data types have been rapidly increasing. As a result, flow configuration in switches is delayed. Moreover, the control plane may be flooded by configuration messages of those requests. A scheme to permanently keep the flow entries in the switch can reduce the number of requests. However, a large number of permanent flow entries is required. Other switch features may be degraded, since there is not enough memory in the flow table to implement those features. In the proposed scheme, switches in the network are divided into multiple regions. In order to guide packets from sources to destinations, the flow table incorporating the concept of two multiprotocol label switching tags is re-designed. One tag directs a packet from a source switch to an edge switch in the destination region. The other tag directs the packet from that edge switch to another switch in the same region. A mathematical model for the proposed scheme is formulated as an integer linear programming to determine a set of switches in each region so that the total number of permanent flow entries in the network can be minimized. The performance of the proposed scheme is analyzed. Moreover, the proposed scheme is implemented and demonstrated via Japanese Science Information Network 5.
I. INTRODUCTION
Recently, the use of social media is dramatically increasing because smart devices are easy to get. The people produce the information of their daily activities from their devices from anyplace and anytime. In addition, a few organizations utilize the social media to connect with their clients. The information in the network becomes plainly tremendous. For instance, Facebook has 1.038 billion active users per day [2] . 40,000 queries are executed in every second to the operational data store. 100 queries peak throughput and 100 billion rows scanning with the most response times in a second in Facebook's fast slice-and-dice data store is operated [3] .
A conventional database and software system are difficult to process the gigantic amount of both structured and unstructured data set. Big data is a topic to meet those requirements. Three definitions are classified for the big data [4] .
(i) ''Volume'': the size of data is in several petabytes since it is collected from several sources, such as machine-to-machine data and social media. (ii) ''Velocity'': operation in an almost real-time manner is required. (iii) ''Variety'': the format of the data is in several types. Not only the social media uses the big data, but also banking, Internet of things (IoT), online shopping, etc. [5] - [7] . Applications of big data cannot be accomplished without an accurate network control due to an enormous data and complicated computation.
Software-defined networking (SDN) allows all network components to be controlled by a centralized control platform and intelligent management capabilities in network programming to dynamically and flexibly control the routing [8] . OpenFlow is a well-known protocol for SDN, allowing the controller to interact with the data plane of the switch and to adjust the network [9] . The forwarding instruction is based on a flow entry defined by a set of specific parameters.
By combining SDN and big data topics, the performance of the network may be improved [10] - [12] . SDN has advantages from the global perspective of the network. It can extremely facilitate big data transmission, storage, and processing. For instance, dynamic resource allocation to big data applications to meet service level agreements can improve the performance of SDN-based data centers, compared to traditional data centers. On the other hand, the central controller can acquire information from multiple layers, share them among different layers so that the network performance can be improved. However, network design becomes complicated. Using big data analytics can help the design and operation in SDN.
There are some problems with joining big data and SDN, such as controller management and scalability of intelligent flow table/rule management [13] . The performance of the network may be degraded since flow entries are frequently updated, and huge transmission requests are needed to be processed. More processing is needed in the network controller when the network size is enlarged. Switches in the SDN network do not have a control plane. Incoming packets are forwarded as decisions from the controller. A packet is sent to ask the instruction to the controller if the packet does not match any flow in the flow table. Hereafter, this packet is called a request. If the design of the flow table in the forwarding plane is not appropriate, a huge number of requests may be received by the controller. Therefore, in order to reduce the flooding of the request, it is necessary to design an appropriate flow table.
There are two typical conventional schemes for flow table design. First, static flow entries are permanently stored in the flow table of each switch. These flow entries are called permanent flow entries. Path computation for each pair of source and destination is prepared in advance. Each end user can communicate with other end users in the network. Request of path setting from the controller is unnecessary. However, each switch requires a large number of flow entries. Since the size of ternary content-addressable memory (TCAM) in the switch is limited [14] , this scheme can not support a large network size. Second, required flow entries are installed only when the first packet of a new request arrives at a switch. Once a request arrives at a switch, the switch sends an inquiry as a packet_in to the controller. The controller computes a path for the request and replies a packet_out back to the switch to install flow entries into the flow table.
The reply packet_out will be called a configuration message hereafter. A flow entry that is installed from the configuration message is called a non-permanent flow entry. The non-permanent flow entry is removed from the switch if the flow entry exceeds the defined idle timeout. The controller becomes very busy when the requests are frequently sent to the controller. A large network size cannot be supported by this scheme due to a CPU overloaded status in the controller. In addition, the control plane is flooded by the configuration messages. It is a tradeoff between the number of configuration messages and the number of permanent flow entries in the network. A challenge is how to reduce the number of required permanent flow entries while keeping a low number of configuration messages in the network.
In this paper, we propose a scheme to reduce the number of permanent flow entries and the number of configuration messages in the SDN network, originally introduced in [1] . All switches are divided into multiple groups, called regions. The standard multiprotocol label switching (MPLS) protocol is utilized to direct a packet from point to other point. Two MPLS tags are adopted in the proposed scheme. The first tag is called an outer tag. It directs the packet from a source switch to an edge switch of the destination region. The second tag is called an inner tag. It directs the packet from the edge switch of the destination region to the destination swtich, which is located in the same region. Permanent flow entries are installed on all switches at initial. The switch sends a request as a packet_in to the controller once a packet from a user arrives at the source switch. The controller takes the MPLS tags of source and destination pair and a desired output port from the database. This instruction is replied as a configuration message back to the switch. The packet is forwarded to the destination using the permanent flow entries at the intermediate switches. A mathematical formulation is introduced to determine a set of switches in each region so that the total number of permanent flow entries in the network can be minimized. We analyzed the performance of the proposed scheme using a sample topology. The analysis results show that at most 70% of the number of permanent flow entries decreases, compared to the first conventional scheme. As compared with the second conventional scheme, 80% of the number of configuration messages of the proposed scheme is reduced.
II. SOFTWARE-DEFINED NETWORK
SDN is an architecture making the current application requirements possible. It is cost-effective, dynamic, and adaptable for today's network. The SDN architecture separates the control and the data planes of a switch, putting the control plane into a separated centralized controller while remaining the data plane in the switch, as shown in Fig. 1 . The controller acts as a brain to make a decision and instruct the switch how to process the incoming packets. The switch acts like a puppet, which only processes the incoming packets as the instructions from the controller without any decision. The centralized controller maintains a global view of the network. The network is able to be managed only by the controller. SDN allows the network administrator to dynamically configure, manage, and optimize the network using software regardless of the vendors.
OpenFlow is a protocol to realize the SDN architecture. It enables the controller to interact with the devices in the network, which defines messages, such as packet_in, packet_out, flow_mod, etc. Each OpenFlow instance on a switch is identified by a datapath ID. The data path presents a flow table abstraction. A flow table consists of several flow entries. A flow entry is composed of a set of packet fields to match, which is called a rule, actions, and a counter. The structure of the flow entry is shown in Fig. 2 . The rule indicates what kinds of the packet to be matched. If the packet matches the rule, the packet will be processed as the actions, which may be dropped, forwarded, and etc. After the packet is processed, the counter is increased. When a switch receives a packet that does not match any flow, the switch sends the packet to the controller. The controller makes a decision for the received packet. The decision can be dropping the packet or forwarding to the desired route. The controller can also send a flow_mod message to the switch to add a flow entry for the similar packets in the future. 
III. CONVENTIONAL SCHEMES
In an SDN network, flow entries are needed to be installed in every corresponding switch along with a path between source and destination, once there is a request. The path may be automatically determined by the controller or manually determined by a network administrator. There are two flow configuration schemes to setup a connection. First, a permanent flow (PF) scheme configures flow entries at initial before starting the network operation for all pairs of source and destination. The flow entries are permanently stored in the switches. Second, a non-permanent flow (NPF) scheme configures flow entries only if there is a request for a pair of source and destination.
A. PERMANENT FLOW SCHEME
The Permanent Flow (PF) scheme firstly determines the path between all source and destination pairs, and installs the flow entries for those paths on all the switches in the network. The switch immediately forwards the packet to the desired egress port of the switch when a packet arrives at the switch without asking the controller. The advantage of this scheme is that the bandwidth required in the control plane is low because there is no inquiry about the path configuration. However, the TCAM memory in the switch may be full in this manner, as it needs to hold all possible flow entries for all pairs of source and destination. The switch may not be able to perform other functions, since the capacity of the TCAM memory is not enough to install flow entries for those functions.
The match field of the flow entry in the PF scheme only matches the destination IP address. The matched packet is sent to the output port defined in the action field. It should be noted that a network address can be used as the destination IP address, so that the number of flow entries can be reduced. Figure 3 shows an example of flow entries in the PF scheme. A topology with eight switches, from A to H , used in the example is illustrated in Fig. 3 (a). Flow table in each switch is shown in Fig. 3 (b). Each flow entry matches a destination IP address. An output port is specified as an action for each flow entry. The number of permanent flows in each switch is five. The total number of permanent flows in the network becomes 40. There are three requests, which are (H 1, H 2), (H 3, H 4), and (H 5, H 6), in the example. The connection between hosts H 1 and H 2 is on the path
The connection between hosts H 3 and H 4 is on the path H
The connection between hosts H 5 and H 6 is on the path
No configuration message is required in the scenario.
B. NON-PERMANENT FLOW SCHEME
In the non-permanent flow (NPF) scheme, each switch does not need a permanent flow entry. Initially, the number of flow entries associated with pairs of source and destination is zero. When a packet arrives at a switch, the switch sends a packet_in to ask for the path configuration to the controller. Next, the controller computes the path between the source and the destination. The controller then sends configuration messages containing the flow entries to configure the switches along the computed path. The IP address or network address is used in the matching entry of the flow entry. The output port is designated to direct the packet to a neighbor switch on the path. The advantage of the NPF scheme is that the TCAM memory can be used for other functions as a permanent flow entry is not required. However, the configuration messages may flood the control plane, especially in a high demand network such as a big data network. Figure 4 shows flow configuration for the scenario in Fig. 3(a) . Initially, there is no permanent flow entry in every switch. Therefore, the number of permanent flow entries is zero. Configuration messages that are sent from the controller to switches along the path include a destination IP address as match field and an output port as action field. One configuration message is converted into a flow entry by a switch. Two flow entries are required for bidirectional transmission in each switch for each pair of source and destination. For example, the first two flow entries in switch A are for H 1 ↔ H 2, and the last two flow entries are for H 3 ↔ H 4. The total number of configuration messages from the controller is 18 messages in this scenario.
IV. PROPOSED HYBRID PERMANENT FLOW SCHEME
The proposed scheme, called a hybrid permanent flow (HPF) scheme, adopts a concept of two MPLS tags, outer and inner tags, and employs both permanent and non-permanent flow entries. The permanent flow entries are permanently installed in every switch before starting a network operation. If a packet does not match any flow entry, the switch requests a configuration message, as a non-permanent flow entry, from the controller. A flow table is redesigned to support two MPLS tags. The number of configuration messages required for a new request for a pair of source and destination is reduced, compared to the NPF scheme. In addition, the number of permanent flow entries is reduced, compared to the PF scheme.
The HPF scheme divides switches in the network into multiple groups. Each group is called a region. Each region has an individual region ID number, which is specified in the outer tag to indicate the destination region. A switch in the same region has an individual switch ID number, which is specified in the inner tag to indicate the destination switch. Switches are able to have the same switch ID number if they are in the different region. At least one of the switches in each region functions as an inter-region switch to connect the region with other regions. This switch is called an edge switch. A switch that is not connected to another region is called a non-edge switch. An outer MPLS tag guides packets from a source switch to an edge switch of the destination region. An inner MPLS tag guides the packets from the edge switch of the destination region to the destination switch. The outer and inner tags are statically predefined for each pair of source and destination. They are kept in the database of the controller. Figure 5 illustrates an operation of two tags utilization. Once a packet arrives at the switch S in the region R A and no any flow entry matches the packet, the switch S sends a packet_in to the controller. The controller obtains and an outer tag 501, an inner tag 102, and an output port from the database. It replies this information as a configuration message to the switch S. The switch S translates the configuration message into a flow entry to add two MPLS tags in the packet header. After the packet is forwarded to the output port of the switch S, the outer tag 501 is used to route the packets from the switch S to an edge switch in the region R B . The edge switch of the region R B pop the outer tag 501, and forwards the packet to an output port using as an instruction of a permanent flow in the switch. The inner tag 102 is used to route the packets from the edge switch of the region R B to the destination switch, D, in the same region. The switch D pop the inner tag 102 and forwards the packet to an VOLUME 5, 2017 output port. It should be noted that the same inner tag can be reused to route the packets in the different region.
Let us consider the network scalability using the MPLS tags. An MPLS packet format contains a 20-bit label value. This number supports up to 1,0488,576 pairs of source and destination. In the proposed HPF scheme, the maximum number of regions where the edge nodes are connected as a full mesh topology, for the worst case, is 3,239. The number of hosts in each region where they are connected as a full mesh topology is also 3,239. The HPF scheme supports more number of regions and hosts in other topologies.
Both non-permanent and permanent flow entries are used in the HPF scheme. For a new request, a non-permanent flow entry, obtained from the controller, is installed at only the first switch on the path. Match field of the non-permanent flow entry specifies the destination IP address. Action field pushes two MPLS tags and specifies an output port of the switch. A permanent flow entry is classified into three categories. The first category is a flow entry for the local switch communication. The local switch communication refers to a communication between a switch and a host who has a direct link to the switch. Three permanent flow entries are needed for this category. (i) match field specifies IP address of a destination host, and action field indicates an output port.
(ii) match field specifies its own switch ID number as an inner tag, and action field pop the inner tag and resubmit the flow to the same table. (iii) match field specifies its own region ID number as an outer tag, and action field pop the outer tag and resubmit the flow to the same table. The second category is a flow entry for the local region communication. Match field of this category specifies a switch ID number in the same region, excluding itself, as an inner tag. Action field indicates an output port. The third category is a flow entry for interregion communication. Match field of this category specifies a region ID number as an outer tag. Action field indicates an output port. Figure 6 shows flow configurations of the HPF scheme for the scenario and topology in Fig. 6(a) . Switches is devided into two regions. The region 501 consists of switches A, B, C, and D. The region 502 consists of switches E, F, G, and H . Switch ID number for A and E is 101, for B and F is 102, for C and G is 103, and for D and H is 104. At initial, permanent flow entries are stored in every switch. Seven flow entries are contained in the edge switches A and E. Three flow entries forward packets to other switches in the local region. Three flow entries are used for packets where the destination is located in the local switch. One flow entry defines an output port for inter-region. 14 number of permanent flows are required at all the edge switches. Each non-edge switch consists of two flow entries. One matches an inner tag, and the other matches a destination IP address. The total number of permanent flow entries for all the non-edge switches is 12. Therefore, the number of permanent flows in the network is 26. Six configuration messages are required for three requests in this scenario.
A. MATHEMATICAL FORMULATION
We formulate the optimization problem that minimizes the number of permanent flow entries in the hybrid permanent flow (HPF) scheme as an integer linear programming (ILP) problem to determine the set of switches in each region. The given inputs are the set of switches S and the set of edges connecting them E. The preset routing paths are also given with r i sd equal to 1 if the path from source s to destination d passes through node i, and 0 otherwise. For the purpose of the formulation, we consider the maximum number of regions as given, and define K = 1, · · · , |K | as the set of possible regions.
The used decision variables are described as follows. Binary variable f k i defines the region k in which switch i is in. It is set to 1 if switch i is in region k, and 0 otherwise. Binary variable p j i identifies the flow for local region communication.
It is set to 1 if switch i registers a flow destined to switch j within the same region, and 0 otherwise. Binary variable h k i is defined to identify the inter-region flows. It is set to 1 if switch i register a flow destined to a region k, which does not include i, and 0 otherwise. The edge routers are identified with the binary variable e i , which is set to 1 if switch i is an edge switch, and 0 otherwise. Since each switch can be in only one region, it is not necessary to identify the region in which an edge switch is.
We define additional binary decision variables to formulate our problem with linear equations. x j i is forced to 1 if there are traffic routed through switch i and destined to switch j. y j i is set to 1 if switches i and j are in the same region, and 0 otherwise. z k i is set to 1 if switch i is not in region k and region k is not empty. q k indicates non-empty regions. It is set to 1 if region k is occupied by at least a switch, and 0 otherwise.
To minimize the number of permanent flow entries, we minimize the sum of entries in all switches, which is constituted by (i) the sum of entries for local region communications, (ii) the sum of entries for inter-region, and (iii) the sum of entries for local switch communications.
The sum of entries for local region communications over all switches is given by i∈S j∈S p j i .
(
The sum of entries for inter-region over all switches is given by i∈S k∈K
The sum of entries for local switch over all switches is given by
where i∈S e i adds a flow entry to each edge switch to pop the outer tags destined within its region. v adds a flow entry to each edge switch to pop the inner tags destined within its switch, where v = |S|. u adds flow entries to each switch to forward the packet to its hosts, where u = H × |S|.
The overall number of permanent flow entries is given by i∈S j∈S
Since v and u are constant, therefore they do not affect the optimization result, we omit them in the ILP formulation of the HPF problem.
We formulate the HPF problem to minimize the number of permanent flow entries as follows:
The constraints to the HPF formulation are that (i) each switch is in one and only one region, (ii) switches that share the same region connect to each other through paths within the region, and (iii) switches which have at least a link leading to another region are edge switches. These constraints are formulated with Eqs. 
V. NUMBER OF FLOW ENTRIES AND CONFIGURATION MESSAGES ANALYSIS
The purpose of this work is to reduce the number of permanent flow entries and configuration messages required for source and destination pairs when there is a communication request between the source and the destination. Comparisons of those numbers of the PF, NPF, and HPF schemes are reported. A topology in Fig. 7 is used for the analysis since it is easy to conduct the analytical study. The topology consists of R × R regions connected as a grid topology. In each region, S switches are connected as a mesh topology. Each switch connects to H hosts. 
A. PF SCHEME ANALYSIS
The total number of flow entries required for the network is the sum of the flow entries required for all pairs of source and destination. Let T PF n , T PF e , and T PF r be the number of permanent flow entries per non-edge switch, edge switch, and region, respectively, in the PF scheme. Let F PF be the total number of required permanent flow entries in the network for the PF scheme. All of them are expressed by,
T PF e
With the PF scheme, no configuration message is required, regardless of the number of requests corresponding to the pair of source and destination. Therefore, the number of configuration messages in the PF scheme, M PF , is zero.
B. NPF SCHEME ANALYSIS
In the NPF scheme, the number of permanent flow entries in the network is zero (F NPF = 0) since permanent flow entries are not required. However, the controller sends configuration messages to install flow entries in the corresponding switches along the path for the request from the source to the destination. The number of configuration messages in this scheme depends on the number of intermediate switches along the path. We assume the shortest path between the source and the destination in this analysis. Let i and j be region ID number of a source switch and a destination switch, respectively. Let m x be a position of region x on row of matrix R × R. be a distance between a source switch and the edge switch of the source region for request q. Let d q jd be a distance between the edge switch of a destination region and a destination switch for request q. Let Q be the amount of requests. q is request index, where 1 ≤ q ≤ Q. The number of required configuration messages in the NPF scheme, M NPF , for all pairs of source and destination can be found by, 
C. HPF SCHEME ANALYSIS
The total number or permanent flow entries for the HPF scheme, F HPF , in the network with the topology in Fig. 7 is obtained by,
where T HPF n , T HPF e , and T HPFo r are the number of flow entries of the HPF scheme per non-edge switch, edge switch, and region, respectively.
Only one configuration message is required for each pair of source and destination. The configuration message configures a flow entry at only the source switch. The total number of configuration messages for Q requests is Q, M HPF = Q.
VI. PERFORMANCE EVALUATION
The performance of the HPF scheme is evaluated using both ILP and analysis. First, we use the ILP formulation to determine the set of switches in each region. Second, performance of the proposed HPF is compared with NPF and PF schemes by the analysis.
A. DETERMINATION OF REGION USING ILP
The topologies in Figs. 8(a) and (b) consist of 14 and 16 nodes, respectively, are used to evaluate the performance. A given route between each pair of source and destination is determined by the shortest path. In the NSF topology, three regions are determined from the ILP, as shown with the red lines in Figs. 8(a) . The total number of permanent flow entries is 106 flows. In the sample topology, four regions are determined from the ILP, as shown by the red lines in Figs. 8(b) . The total number of permanent flow entries is 60 flows. 
B. ANALYSIS OF THE NUMBER OF PERMANENT FLOWS
The performance of the HPF scheme is compared with that of the PF and NPF schemes. A network topology as in Fig. 7 is considered. Parameters R = S = H = 4 are always assumed, unless otherwise stated. We firstly evaluate the performance of all schemes in terms of the total number of permanent flows, which is counted after initial flow configuration is completed. It should be noted that the total number of permanent flows in the network of the NPF scheme is zero for every H , R, and S. Therefore, only the performance of the PF and HPF schemes will be explained. Figure 9 shows the dependency of R in term of the number of permanent flows in the network. The number of permanent flows of the HPF scheme is less than that of the PF scheme. In the case of R = 2, the HPF scheme has 35% of the number of permanent flows lower than the PF scheme. The number of permanent flows in the HPF scheme is reduced up to 70% when R = 8.
The dependency of S in term of the number of permanent flows is shown in Fig. 10 . The number of permanent flows of the HPF scheme is lower than that of the PF scheme. It increases with the growth of S. In the case of S = 2, the number of permanent flows of the HPF scheme is 35% lower than that of the PF scheme. It is reduced by 70%, approximately, when S = 8. The result indicates that lesser than 50% of the number of permanent flows is achieved when S ≥ 3. Figure 11 shows the dependency of H in term of the number of permanent flows in the network. The number of permanent flows of the PF scheme is higher than that of the proposed HPF scheme. The number of permanent flows of both PF and HPF schemes increases with H . In the case of H = 2, the number of permanent flows of the HPF scheme is 62% lower than that of the PF scheme. It is reduced by 48%, approximately, when H = 8.
Second, we investigate the number of configuration messages when there are requests for source and destination pairs. 10,000 pairs of source and destination are randomly generated for the simulation. The number of configuration messages is counted every 1,000 pairs for each scheme. It should be noted that the performance of the PF scheme VOLUME 5, 2017 in this investigation will not be discussed because no configuratioin message is needed in the PF scheme. Figure 12 shows the dependency of the number of requests in term of the number of configuration messages. The number of configuration messages of the HPF scheme is 81% lower than that of the NPF scheme. The result shows that the HPF scheme maintains more number of requests than the NPF scheme in case of the same number of configuration messages. For instance, the NPF scheme maintains only 2,000 requests, while the proposed HPF scheme maintains 10,000 requests with the same number of configuration messages.
VII. DEMONSTRATION
The implemented HPF scheme is demonstrated via Science Information Network 5 (SINET5) [15] , [16] , which is provided by the national institute of informatics (NII), across Japan to confirm the functionality of the scheme. Seven virtual machines (VMs) are installed in four locations [17] . The information of VMs for the demonstration is listed in Table 1 .
All VMs are connected as a topology in Fig. 13 . The SDN controller is implemented using RYU. Every switch is HOST_Tokyo ↔ HOST_Osaka, since the souorce and destination are in the same region. All connections are tested using a ping command. Permanent flows are added, as in Fig. 15 , when the controller starts. 
A. DEMONSTRATION RESULTS
We firstly confirm the connection between HOST_Tokyo and HOST_Osaka, where they are located in the same region. A ping request packet is sent from HOST_Tokyo to HOST_Osaka. After the packet from HOST_Tokyo arrives at OVS_Tokyo, OVS_Tokyo asks the controller how to proceed this packet, as a packet_in in Fig. 16 . The controller obtains the information of the MPLS tag and the output port from the database, and replies a flow_mod entry, as a configuration message in Fig. 17 , to add a flow at OVS_Tokyo. This flow is called a non-permanent flow. This non-permanent flow will be removed from OVS_Tokyo after the flow is idled for a given idle timeout. In this demonstration, we omit the configuration of idle timeout. An MPLS tag with label 102 is push to the ping request packet at OVS_Tokyo, and it is pop at OVS_Osaka before forwarding to HOST_Osaka, as ping packets shown in Fig. 18 .
Secondly, we confirm the connection between HOST_Hokkaido and HOST_Osaka via OVS_Tokyo, where both hosts are located in a different region. A ping request is sent from HOST_Hokkaido to OVS_Hokkaido. OVS_Hokkaido asks an instruction from the controller, as packet_in in Fig. 19 . The controller replies a configuration message to OVS_Hokkaido, as shown in Fig. 20 . The inner tag 102 and outer tag 502 are added into the packet at OVS_Hokkaido. The packet then travels to the destination region 502, where it arrives at OVS_Tokyo. OVS_Tokyo matches the packet with a permanent flow, and pop the outer tag 502 before forwarding it to a desired output port. The inner tag 102 is pop at OVS_Osaka. Finally, the packet arrives at HOST_Osaka.
It should be noted that ping reply packets for both connections perform in the same way as ping requests. This demonstration confirms that the operation in the proposed HPF is correct.
VIII. CONCLUSIONS
This paper proposed a scheme to reduce both the number of permanent flow entries and the number of configuration messages from the controller, called a hybrid permanent flow (HPF) scheme, in SDN. In this scheme, switches in the network are divided into several regions. Two MPLS tags, outer and inner tags, are adopted for a packet routing. The outer tag navigates a packet from a source switch to an edge switch in its destination region. The inner tag navigates the packet from the edge switch to the destination switch in the local region. A mathematical formulation to determine a set of switches in each region so that the total number of permanent flow entries in the network is minimized was introduced. The NSF topology and a sample topology was used as the examples. In the NSF topology, the switches are grouped into three regions. The analysis of the number of flow entries for a sample topology was introduced. The performance of the HPF scheme was analyzed. Results from the analysis indicated that 70% of the number of permanent flow entries and 80% of the number of configuration messages are reduced, compared to the conventional schemes. These reductions require a lower bandwidth in the control plane, a lower process of CPU in the controller, and a smaller TCAM memory size in each switch. We demonstrated the proposed scheme via Japanese Science Information Network 5. 
