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1。緒言
 近年のインターネヅトに代表される低帯域のコンピュータネットワーク技術の発展により、
遠隔地に存在する計算機間での情報通信が自由に行えるようになってきている。この通信技術
により、人間は、遙か離れた遠方のホストコンピュータにアクセスし、その中にある情報を手
ものとコンピュータに取り寄せる事や、あるデータをそのホストコンピュータに転送する事が、
日常的にできるようになった。これは、人間の制約の一つである物理的距離の問題が、情報と
いうファクタに関して取り払われたという事を意味している。現在、世界中に網の目のように
張られているインターネヅトに接続されているコンピュータでは、上記の制約は基本的に解決
されている。そのようなコンピュータに、陸上や水中、宇宙などの様々な現実世界に物理的影
響を起こすことのできるロボヅトを接続し、安全に遠隔制御する事が可能となれば、人間は物
理的距離を考慮することなく、何かしらの物理的影響を、陸上、水中、宇宙などの実際の世界
に起こすことが可能になるといえる。このような、ネヅトワークに接続されたロボットの制御
に関する研究分野はネヅトワークテレロボティクスと呼ばれている。本研究では、ロボットの
使用用途の一つとして考えられる、水中での作業を考慮したロボヅトのテレオペレーションを
考える。水中でロボヅトを使って作業する場合、作業の都合上、オペレータや研究者が作業目
的地に集合して行っているのが現状である。しかし、インターネットを介して遠隔地から作業
の様子をモニタし、ロボヅト制御が可能になれば、研究者の遠隔参加が可能になる。このよう
な遠隔操作環境によって、今まで、距離、スケジュールの問題等で、研究作業に参加できなか
った研究者も参加が可能になり、海中探査、作業分野の研究効果を向上させられると考える。
 本論文では、水中物体の画像認識に関する問題と、テレオペレーション時に発生するタイム
ディレイの問題を考える。現在、水中物体の認識分野においては、音響や複数センサを利用し
たものが主流である［1】・［3］。その理由として、水中内での光の屈折、波の影響を音波は受けな
いことにあり、また、同様の影響は複数種類のセンサを使用すれば、あるセンサに対して起こ
る影響を他のセンサがカバーする事が出来るからである［4］，［5］。しかしながら、画像処理によ
る認識は、波や水による光の屈折の影響を受けてしまうため、非常に困難とされており、世界
的に見てもあまり研究が行われていない未発達の分野である。このような現状をふまえ、水中
物体の画像認識研究の初期段階として、本研究では静水申にある移動物体の認識を考える。
 もう一つの問題として挙げられているタイムディレイは、システムで行われる全てのプロセ
スに付随して起こるものであり、予測可能なものと予測不可能なものがある。ネヅトワークテ
レロボティクスのような、予測可能なディレイと予測不可能なディレイを含むプロセスを経て
操作が実行される環境に対しては重大な問題である［6」。顕著な例として挙げられるのが、タ
イムリミヅトのある作業を遠隔操作可能なロボヅトによって行う場合である。この場合、タイ
ムディレイが蓄積されると、実機が動作するまでの時間が比例して遅くなるので、実機動作前
に作業可能時間が終わってしまう場合がある。ネヅトワークのテレロボティクス分野において、
時間制限のないタスクを目的とした研究は多く行われているが、このような時間制限のあるタ
スクについての研究はあまり行われていない［7］一［10］。この．ような状況を踏まえ、本研究では
タイムディレイがタスク達成に及ぼす影響を考える。
 上記の2つの問題を考察するため、時間制限のあるタスクを行うための水中ロボヅト遠隔操
作システムを考える。実際には、カメラにより水中を落下している物体を認識し、7軸のアー
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ムロボヅトによってそれを捕獲させるという時間制限のあるタスクを考える。そして、このタ
スクを遠隔地から遂行する事を可能にするため、ロボヅトの操作、モニタ部分はインターネッ
トを介した遠隔地にあると想定し、TCPIIPによりロボット制御コンピュータと、画像処理コ
ンピュータにネヅトワーク接続している。基本的に、捕獲動作は自動的に行われるが、遠隔モ
ニタしているオペレータが捕獲動作途中に動作修正を行うことも可能な様に設計されている。
 本研究で行われる実験は3種類あり、背景状態の変化が水中での画像認識率に与える影響、
目標落下速度とタスク達成率の関係、タイムディレイの長さがタスク達成率に及ぼす影響を計
測する。1番目の実験は、9種類の背景別に、水中で静止している物体の認識率を計測するも
ので、遠隔操作システム構築のための前段階の実験として行われたものである。画像処理シス
テムは、一定の周期で画像データから目標位置を抽出するように設計されており、静止状態の
物体認識精度が低いと、移動物体の認識は不可能だという考えからこの実験は行われている。
この実験により、背景別の画像処理システムの認識パフォーマンスが計測され、その結果、目
標認識に最適な背景状態の選択が行われる。認識率については、物体位置抽出成功率と、認識
誤差を考慮している。2番目の実験であるタスクの達成率は、システム全体のパフォーマンス
計測と、水中移動物体の画像認識率を計測するために行われる。ここでは、物体の落下速度と
捕獲成功率、物体認識率を計測している。そして、最後の実験はタイムディレイの長さとタス
クの成功率の計測実験である。この実験で著者は、ネットワークを介して遠隔操作する時に起
こりうる全てのタイムディレイプロセスを一つのブラヅクボヅクスとし、そのディレイはシス
テムのどのプロセス内に挿入しても同じ結果を得られると考え、人為的に発生させたディレイ
を、捕獲動作プロセスの初期段階である目標位置データ送信プロセス内に挿入し捕獲成功率を
計測する［11］。この実験により、本システムが現段階でどのくらいの長さのタイムディレイに
対して有効であるかを検証する。
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2．チレロボティクス分野の背景
 テレロボティクスとは、通信ネヅトワーク技術と、遠隔にあるロボットを円滑に操作する技
術であり、純粋なマニュアルコントロールであった従来のテレオペレーションにロボティクス
の技術を取り入れた体系を意味する。この発達によって宇宙ロボヅトの相互利用の道が開けて
きた。一方、近年注目を集めるVR（ヴァーチャルリアリティ）の分野は、計算機内の仮想世界と
のインタラクションを扱うが、人間とのインタフェース部ではテレロボティクスと共通部分が
多い【12】。テレロボティクスは現実世界への働きかけを基本とし、人間中心の考え方が根底に
あることからも、ロボティクス、VRそれぞれの思想を一部共有する体系であるともいえる。
 一般の産業用ロボヅトとテレロボットの大きく異なる点は、人間を含む管制ステーション
（マスターサイト）とロボットを含む作業ステーション（スレーブサイト）が物理的に離れて
いることである。これは宇宙のように空間的な広がりを持っている場合や、あるいはその逆に
マイクロロボットのように微小空間である場合、または原子力や海洋のように人間にとって不
適合な場合など、様々な作業環境条件に起因するもので、ロボット利用環境の拡大に対応した
ものである。
 このため、ローカルサイトとリモートサイトは通信システムで結合されることになる。この
場合、通信システムが介在することにより、多かれ少なかれ時間遅れや伝達情報量の制限が生
じ、これを克服する方策が必要になると言われている。通常の研究では、その作業によって異
なりはするものの様々な予測提示された情報を参考にオペレーションすることで時間遅れに
対処する例や、ロボット自身に自律機能を持たせるなどしている例が多くみられる。図1に、
テレロボティクス利用分野を示す［13】，【14】。
Satellite Services
 Tele’robot
Medical Surgery
 Tele’robot
図1 テレロボティクス利用分野
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3．水中用テレオペレーションシステムの構成
 この章では、水中用デレオペレーションシステム全体の構成、水中用テレオペレーションソ
フトウエアのアーキテクチャについて説明する。本システムは、水中に投下された球体の目標
物体を、網型エンドエフェクタを装着した7軸のアームロボヅトにより、自動で捕獲する事を
目的としている。また、このシステムで行われるタスクは、TCP！IPベースのネヅトワークを
介して、遠隔でのモニタと操作が可能になっている。これによりタスクを自動的にロボヅトが
行っている最中に、オペレータが操作指令を挿入する事ができる。
3．1．ハードウエア構成
 3．1．1 遠隔操作システム全体の構成
  上記の作業を行うために、遠隔操作システムは、画像処理、遠隔操作、実機（ロボット）
 制御の3種類のコンポーネントで構成されている。それぞれのコンポーネントは、以下の
 ような役割を果たす。また、システム全体のハードウエア構成図を図2に示す。
   ・画像処理：2つのカメラからの画像による目標物体の補足
        画像データからの目標の2次置座位置抽出
         2つの2次元座標位置から3次元座標位置を生成
         目標の3次元座標位置を遠隔操作コンポーネントへ送出
   ・遠隔操作：操作用コントロールインタフェース生成
        TCPIIPベースのネットワークによる操作指令の送出
         同ネットワークによるフィードバヅク情報の受信
         フィードバヅク情報を反映する3次元CGによる実環境モニタ
   ・実機制御：遠隔操作コンポーネントからの操作指令を実機に反映
         笹野角度情報を遠隔操作コンポーネントにフィードバック
         緊急停止機能
LAN
（TIOO）
LAN 〈TIOO）
 操作指令
 LAN （TIOO）
ブイードバックデータ
図2 システム全体のハードウエア構成
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3．1．2 ロボヅトコンポーネント
 ロボヅトコンポーネントは以下のようなデバイスで構成されている。
  ・防水仕様アームロボヅトPA・10DW
  ・運動制御CPUボード
  ・ サーボドライバ
  ・パージ用エアユニヅト・空気制御盤・エアコンプレッサSPL・15BD
  ・ 4爪ハンド、非常停止BOX
  ・ アームケーブル、盤間ケーブルおよび電源ケーブル
  ・ ロボヅト制御用コンピュータ
以下の項では、これらのデバイスの詳細を説明する。
3．1。2．1 ロボット
 目標物体を捕獲するために使用されたロボヅトPA－10DWは、7自由度の水中作業仕
様アームロボヅトである。ロボヅトの姿勢制御は、Microsoft Windows NTベースのマ
シン上で、動作指令ライブラリであるPAライブラリを使用した制御プログラムによっ
て行われる。表1にPA－10DWの仕様、図3に外形図、そして図4に二軸の回転定義図
を示す。
形式 垂直三関節型
アーム本体重量 343N（35kgf）
先端取り扱い重量 98N（10kgf）
関節数 7
関節構成 手先よりR－P－R－P－R－P－R
iR：回転関節P：旋回関節）
関節名称 手先よりW2－W1－E2－E1－S3－S2－Sl
v手首関節、E肘関節、 S肩関節
駆動方式 ACサーボモータ
ｳ励磁作動形ブレーキ・
uラシレスレゾルバ付
手先合成最大速度 ！550mm／sec
位置繰り返し精度 ±0，1mm
アーム長 950mm
構造 防塵、防滴水中仕様
システム構成 オープンアーキテクチャ
iISAバス内蔵DOSIV仕様）
周囲温度
水中使用条件
上昇速度
下降速度
オプション
水中使用条件
電源
O一一500C
真水、水深20m以内、
水1量5～50。C
最大200mm／sec
最大500mm／sec
Windows95仕様アプ
リケーション開発キヅト（PA
ライブラリを含む）
簡易シミュレータ、
操作支援プログラム
水質：真水
水深：20m以内
水温：5～50。C
上昇速度：最大200mm／sec
下降速度：最天500mm／sec
ACIOOV±100／，
50／60Hzl．5kVA以下
表1 PA－10DW仕様
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3．1．2．2 運動制御CPUボード
 ロボット制御コンピュータからの手先位置・姿勢指令・各軸角度指令（PAライブラリ
の関数を用いた指令）により、各軸の速度指令値を計算するISAバス用の基盤である。
表2にこのボードの仕様を示す。
型式 MHI－D6780
制御方式 各軸制御同時7軸制御による手先位置・姿勢制御
入力 PAライブラリによるコマンド発行（バス経由）
出力 各軸の速度指令（ARCNET経由）
プレイバヅク
@能
PTP （Point to Point）
@  ：円弧・円補間、直線補間、各軸
bP（Current Point）
教示データ 記憶容量1Mbyteデータ数PTP2000点CP約60秒
外部入出力
M号
RS－232C lch
E簡易シミュレータへのモニタ用各軸値出力専用
cI／032点
表2 運動制御CPUボード仕様
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3．1．2．3 サーボドライバ
 ァームロボヅトの各軸を動作させるためのサーボモータを制御するためのデバイス
である。CPUボードからの速度指令値に対応した電気信号により各軸のサーボモータ
を動作させる。図5にサーボドライバの外観、図6にサーボドライバと各関節サーボモ
ータのアドレス設定、表3にサーボドライバの仕様を示す。
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図5 サーボドライバ外観
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ARCNET
ツイストケーブル
終端抵抗
llOΩ内蔵
一一  ¶ 一一，   、．
ドライバNo．1
ドライバNo．2
S2軸
d1軸
v1軸ドライバNo．＄
S1軸
r3軸
d2蝕
v2軸ドライバNo．4
サーボドライバーD＝EFH
ドラfバNoI ドラで，SNo、2 ドライバN｛，；1 ドライ’cN軸4
ヂィツプSW
設定：FE W2） （W11，． E2Eり・・慮り㊥
図6 サーボドライバドレス設定
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形式 セミデジタルサーボ
構成 7軸一体型
指令値 速度制御、モータトルク指令
ARCNET経由入力
速度制御：制御範囲フルスケールに対し
制御 1000：1
性能 速度変動率1％以内
（アクチュエータ定格負荷時）
制御機能：速度制御 665μsデジタルPI
通信 RS485タイプ絶縁メディアドライバ＋
1／F ARCNETコントローラ （5睡bps）
通信距離：最大100m（HYC2485（刷C製））
表示 メカブレーキON／OFF 制御電源ON／OFF
機能 制御速度／トルク制御 モータ電源ON／OFF
エラー表示      位置リミヅトON／OFF
表3サーボドライバ仕様
3．1．2．4 パージ用エアユニヅト
 ロボットアームが水中において、外圧あたる水圧に耐えるための内圧をロボットアー
ム内に発生させるためのパージエアを供給する装置である。外圧と内圧の差圧が設定さ
れた値より低下したときに、警報ブザーが鳴り、アーム本体内に水が浸入する可能性を
知らせる。表4にパージ用エアユニヅトの仕様を示す。
内圧と外圧の差［kgf／cm2］0．2～0．3
供給エア圧［kgf／cm2コ 2．5
パージェァとして
沂汲ｷる乾燥空気の元圧
mkgf／cm21
3～9．9
消費電力［V］ AC100V
表4 パージ用エアユニヅト仕様
3．1．2．5 空気制御盤
 空気制御盤内には電磁弁があり、コンピュータからのON／OFFのデジタル信号を
受け、弁の開閉を行う。空気制御盤にはエアコンプレヅサから圧縮空気が送られており、
電磁弁の開閉によって、ハンドの開閉のための圧縮空気の制御を行う。
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3．1．2。6 エアコンプレッサ
 ハンド開閉のための圧縮空気とアーム内部に防水用の内圧を発生させるための圧縮
空気を生成するための装置。内部にドライヤを装備し、乾燥空気を生成することが可能
である。表5に使用したエアコンプレッサの仕様、図7にエアコンプレヅサの外形図を
示す。
形式 SLP－15BD 始動方式
圧縮機本体形式 Sレ140
電磁接触器付
ｼ入始動
方式 圧力開閉器式 加熱停止 付
吐き出し圧力 0。64～0．78Mpa 過電流停止 付（サーマルリレー）
吐き出し空気量 160㍑／min 安全弁噴出圧力 0．86凹pa
回転数 1920min－1 概略重量 135kg
駆動方式 Vベルト 周囲温度 2～40℃
吸入温度＋30以下 出口空気露点 10℃（加圧下）吐き出し空気温
x 冷媒制御方式 キャピラリーチュー
u3／8B吐き出し出口管
a 冷媒 R－134a
空気タンク容量 25㍑ 電源 単相AC200V
騒音値 45dB 0」8／0．19KW
電動機種別
ドライヤ
@ 消費電力3相・全国外扇形
S極・B種絶縁 空気取出口 PT3／8
出力 1．5KW 寸法 800x610×835mm
AC200V電圧
定格電流 50／60Hz 7．5／7．OA
表5 エァコンブレヅサの仕様
NO ■7幽レ，‘ア
肛 肖｝「圏凹凹「’騨  r脚    1．9
 圏．r’ーイ…ll
囎、            1 ■  ，． し  」
唱  噂 ，o
，．
卜・一・一一一一一
響．7 ㌔験    ム馬’
，レ＝∫「、，
唱⇒r 一一@一｝磨湘■■■
●
 ⊂擾」工：’
tu．as
⊂亘豊∫
．釦旺1
図7 エアコンブレヅサ外形図
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3．1．2．7 4爪ハンド
 アームの手先に取り付けるエンドエフェクタである。2組の対角上にある爪が四方か
ら挟み込み物体を把持する。動力は空気圧である。爪は取り外しが可能であり、2爪ハ
ンド形態や、それ以外のギミヅクを取り付けることが出来る。本研究では、目標物捕獲
用の網型のエンドエフェクタを装着した。図8に4爪ハンドの外形図、図9に高高エン
ドエフェクタ装着図を示す。
欝
1’∴：1．ら，
ト演晦ギ，
遺鵜
v烈    一・u』巳   ヰ      コ   昇二縫 7一．ゼ1藻i舗
1； ノ  、
も          ト          ほ  鬼 ゐ．、．中 ●   ’ ‘
   いt’1 ・1
  71くl
t；鑛
  「娼t」吟t  t，一4一．」
ド     のれロ     つ；一 一
’1マ?m
  の
図8 4爪ハンド外形卜
い…
i・ i
j ’“
図9 三型エンドエフェクタ装着図
3．1．2．8 非常停止ボックス
緊急時にアーム本体を停止させる装置である。表6に仕様、図10に外形図を示す。
形式 PA－10A－CBし3
動作環境 プッシュロヅク・ターンリセヅト
接点 lb
ケーブル長 5m
表6 非常停止ボヅクス仕様
op一（ffthN＠
g，iifN＞”，
xwoo
訓一・
図10 非常停止ボックス外形図
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3．1．2。9 アームケーブル、盤間ケーブル及び電源ケーブル
 アーム、二間ケーブルは、アーム本体と制御盤を接続するケーブルである。これらのケ
ーブルには、センサ情報等を伝送するための信号用と、モータへ電力を供給するための駆
動用の2種類が使用された。電源ケーブルは制御盤に電源を供給するためのケーブルで
ある。表7にアーム、週間ケーブルの仕様、表8に電源ケーブルの仕様を、図11にアー
ム・盤間ケーブル及び電源ケーブルの外形図を示す。
線種 信号用 駆動用
形式 PA－10A－CBL1 PA－10A－CBL2
形式 PA－10A－CBLO
外形寸法 約φ23．5mm×5m
i最大25m）
約φ19．5mm×5m
i最大25m） コネクタ種類 一般設置型2P
ケーブル長 3m
重量 0．52kgf／m 0．53kgf／m
曲げ半径 250mm以下禁止 200mm以下禁止
表7アーム、盤間ケーブル仕様 表8 電源ケーブル仕様
・アーム・盤間ケーブル（信号用）
．曹噌．ひ．。一fと＿』．PI
・アーム・盤間ケーブル（駆動用）
  幽 一
鴨－層・     ．一“嘲議■凸凸・」6昌曲b軸‘断L’   幽」臨凸』一’巴L．一鞠』晒’咀，噛
・電源ケーブル記
図11アーム・盤間ケーブル及び電源ケーブルの外形図
3．1．2。10 ロボヅト制御用コンピュータ
 ロボヅトデバイスをデジタル制御するため、本研究ではMS WindowsNTベースのコン
ピュータを使用する。図12に外観、表9にその仕様を示す。
d」藍一．
  ロ  ロサ 1蝉醐墜1
夢。
図12 ロボット制御用コンピュータ外観
デバイス スペヅク
CPU［MHz］ pentiumII 400
RAM［MB］ 192
Hard Disk［GB］4．81
Network Adopter10／100BaseT
表9 ロボット制御用コンピュータ仕様
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3．1．3 画像処理システム構成
 本システムでは、目標物体の3次元座標獲得のため、2台の水中用カメラを使用し、そ
れぞれのカメラは視野が直交するように設置されている。この設置法を用いることで、2
つあるカメラ座標系の軸の一つを重ねることができ、同一物体に対する2種類の2次元座
標から、3次元座標が抽出できる。以下の項では画像処理システムのハードウエア詳細を
示す。
3．1．3．1 水中カメラ
 画像認識に使用する水中用カメラは、カメラと照明を備えており、使用電源は100V
交流電源を使用している。カメラ電源を入れることにより、BNCケーブルを介して映
像が出力される。図13に水中カメラ外観、図14に水中カメラ寸法、表10にカメラ
の仕様を示す。
図13 水中カメラ外観
」L．＿ 皇＿＿一＿ユ＿＿＿」］身
  アココ  ニアゑニ  植，
 ’u， 、、  べ・
  bii甑．ど＼㌧1爵∫・・
  ニ          コゆコ   ココわマ しょぜ1二二∴
    1 「  lrい÷、．！
層り柳
図14水中カメラ寸法
、ぎ・、
仕様
撮像素子 112インチCCD
総画素数 41万画素 811（H）x508（V）
撮像画面サイズ【mml 6．4（H）x4．8（V）
走査方式
525本 60フィールド130フレーム 2：1インタレース    一
信号処理 デジタルプロセス
解像度【本】 水平480以上1垂直400以上
lS／N【dB】 48以上
ホワイトバランス リアルタイムオートホワイトバランス方式
標準被写体照度 20001xF8．0（3200K）
低被写体照度 631x F1．4（3200K）NORMAL GAIN
カメラケーブル 3．5mx（p5mm
表10 カメラ仕様
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3．1．3．2 カメラ配置
 2つの2次元座標位置から、3次元座標位置を抽出するため、本実験では、2台のカ
メラの座標系を直行させ、Y軸を同方向に向ける方法を採用した。この設置法を使用す
ることで、どちらかのカメラが波の影響を受けても、もう一方のカメラでカバーがする
ことを目的としている。実際の位置としては、カメラ高さは60cm、2台のカメラの
各Y軸を重なるように設置した。図15に水槽上方から見たカメラの配置図を示す。
z
方
向
CamO
アームロボヅト
  水←環
  壁
Y方向
図15 カメラ配置図
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3．1．3．3 画像処理コンピュータ
 カメラ画像を使用したパタン認識、目標位置データ抽出、ロボヅトを行うために、2
台のコンピュータを使用した。1台はMS－DOSベースであり、パタンマヅチングを行
う。もう1台は、MS・Windows95ベースであり、位置データをロボヅト操作用コンピ
ュータに送信する。図16に外観、表11にMS－DOSマシンの仕様、表12に
MS・Windows95マシンの仕様を示す。図の最も左に位置しているのがMS－DOSベース
コンピュータ、その右に位置しているのがMS・Windowsコンピュータである。
図16 画像処理コンピュータ外観
デバイス スペヅク
CPU［MHz］ AMD－K6300
RAM［MB1 126MB
Hard Disk［GB］1．96
Network Adopter10／100BaseT
デバイス スペヅク
CPU［MHz］ pentiumII 450
RAM［MB］ 64
Hard Disk［block］82785488
Network AdopterN／A
表11MS－Window895コンピュータ仕様表12MS・DOSコンピュータ仕様
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3．1．4 遠隔操作システム構成
 本遠隔操作システムは、概説のロボットシステムと画像処理システムを統合し、インタ
ーネットを介してタスクを遠隔地から実行可能にするために設計されている。以下では、
システムを構成しているデバイスについて説明を行う。
3．1．4。1 遠隔操作用コンピュータ
 遠隔操作システムの主機能である、コンピュータグラフィクスによるモニタと遠隔操
作に必要なデータの送受信は1台のMS－Windows NTベースのコンピュータにより行
う。使用するコンピュータの外観を図17に、その仕様を表13に示す。
協脚碗㎏．ゴ… @■■■■騨■階
    コ     、鷺，
      、懲
      量猛
融興≒：煮．“、墨襲
型名 COMPAQ DESKPRO
dN SERIES 640016．4
CPU Pentium II 400MHz
RAM 192Mbyte
Hard Disk4．81Gbyte
図17 遠隔操作用コンピュータ外観 表13 遠隔操作用コンピュータ仕様
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3．2 ソフトウエア構成
 遠隔操作用のソフトウエア構成は、大別して、実機制御用、捕獲目標認識用、遠隔モニタ
用の3種類のソフトウエアコンポーネントで構成されている。これらのコンポーネントは、
全て、TCPIIPを使用したSOCEKTインタフェースによって通信経路を確立されており、通
信アーキテクチャはClient／Server型を採用している。図18にそれぞれのコンポーネント
の関係を示す。以下の項ではこれらの詳細について説明を行う。
       t““”””““”’       1 実機へ i・ボ。トシステムコンポーネント
       e一・ s一一一一‘・凸昌   ・昌6
る6
ヒ6
朝御信号受信
  S4：rvCT
二軸角度惰綴送信
   cliut
ネットワーク通信部
TCPAP
朝御信号送償
  Client
各軸角度情報受信
   Server
 ロ
．ま。，一．＿＿．玉，
モニターへi
‘一．一．一 〇．一．．の・．一」
6
へ
も自
 画像処理
コンポーネント
遠隔操作コンポーネント
一・・繭鵬コ
■■■二各軸角度情報1
          ヨ■■：二二製購
図18 遠隔操作システムの構成
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3．2．1 ロボヅト制御用ソフトウエア
 この項では、上図に示されているロボヅトシステムコンポーネントに含まれる実機制御
用コンピュータで使用される実機制御に関するソフトウエアについて説明する。このソフ
トウエアは、ロボットの姿勢制御、各軸状態のフィードバヅクを行う。
 実機制御用ソフトウエアの中で、制御を円滑に行うために、本実験ではロボヅトアーム
専用のライブラリを使用し、各軸角度制御、絶対位置制御、手先位置偏差制御の3種類の
姿勢制御と、フィードバヅクデータの取得を行うソフトウエアを作成している。オペレー
タの操作用に各軸角度制御、手先位置偏差制御、タスク用に絶対位置制御を使用している。
そして、フィードバヅクデータは、遠隔モニタによって使用される。
 ソフトウエアの技術的な構成としては、C言語によりPAライブラリのプログラムを作
成し、ネヅトワーク通信部のアーキテクチャを考慮して、それをJavaネイティブメソヅ
ドという形態で、Javaプログラムの中に組み込んでいる。
3．2．2 画像処理用ソフトウエア
 画像処理ソフトウエアコンポーネントは、画像からの目標位置抽出と目標位置データの
送信という2種類の機能を持っている。
 目標物体の認識方法には、サーチパタンをあらかじめ登録し、そのエッジ情報を抽出し、
サーチを行う。また、移動物体の認識を行うため、パタンの回転とスケール変化にも対応
したアルゴリズムを使用している。このアルゴリズムを使用し、2台のカメラからカメラ
座標系に基づいた、同一物体に対する2種類の2次元座標を抽出する。この2種類1組の
2次元座標から、ロボットのベース座標に合わせて、3次元座標位置を再構成する。図1
9にカメラ座標系とロボットのベース座標系の関係を示す。目標認識のための時間による
タイムディレイを考慮し、捕獲限界位置にアームが到達するまでは生成された位置データ
の深さに当たるX座標系のデータには100［mm】のマージンを付加する。生成された目標
位置データは、このソフトウエアのもう一つの機能である送信機能によって、TCPIIPネ
ヅトワークを介してデータサーバに情報を転送する。
CamO
座標系
［picxel］
  薮．’
’”TS．：
罵
ベース
座標系
［mm］］
CamO
座標系
［picxel］
図19座標定義
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3。3．3 遠隔操作用ソフトウエア
 遠隔操作用ソフトウエアにはタスクの遂行に必須条件と考えられる、タスク実行環境の
遠隔モニタと、ロボヅト操作の2種類の機能が組み込まれている。モニタには3次元コン
ピュータグラフィヅクスを使用し、ロボット、水槽など既知の実験環境パラメータをモデ
ル化し、上記の画像処理システムから得られる目標物体の位置を基にモデル化しコンピュ
ータディスプレイ上に表示するものである。ロボヅトのコントローラとしては、実機制御
用コンピュータと遠隔コントロール用コンピュータをTCPIIPにより相互接続し、操作指
令とロボットからのフィードバヅクデータをお互いに送受信可能なように構築している。
 捕獲目標データ用コンポーネントは、遠隔モニタに画像処理システムからの目標位置デ
ータを反映させるためデータ受信を主な機能としている。そのため、データ受信サーバは
タスクの行われている間、デーモンとして常駐し、受け取ったデータを、随時、ロボヅト
操作コンポーネントと遠隔モニタコンポーネントに渡すように設計されている。図17の
緑色の矢印に当たる部分がこのコンポーネントの機能に当たる。
 ロボヅト操作用コンポーネントは、受け取った目標位置データと、オペレータからグラ
フィヅクユーザーインタフェースを介して指令された操作データをネットワーク経由で
実機制御用コンピュータに送信する部分を担当している。又、オペレータからの操作指令
を遠隔モニタに反映させるため、同時に遠隔モニタコンポーネントにも送信する。送信す
るデータは、データ種類認識部分が1byte、位置データ部分が9から12 byte、データ区
分け部分に3byteという構成であり、データ長は最低13 byte～16byteである。図1
7の赤い矢印の部分がこのコンポーネントの機能に当たる。
 遠隔モニタコンポーネントは、他の2種類のコンポーネントから送信されてくる環境デ
ータを基に、3Dコンピュータグラフィクスモデルにより実験環境を再構成させる役割を
持っている。遠隔操作のモニタにおいては、画像によるモニタ法も考えられるが、本シス
テムで採用している様なローバンドのネヅトワークを使用した場合、モニタに耐える画像
を送受信しょうとすると、ネヅトワークのトラフィヅクが過度に込み合ってしまい、遠隔
操作のためのデータ送受信にも影響が出てしまい、有用な方法とは言えない。そのため、
作業前に既知の環境データをあらかじめ3Dコンピュータグラフィクスにより再構成し、
時間によって変化するデータのみを作業時にオンタイムで送信することにより、作業環境
をモニタする方法を採用した。図18の青い矢印に当たる部分がこのコンポーネントの機
能に当たる。図20に作業環境モニタ画面のサンプルを示す。図20の左下のウィンドウ
がモニタ、右上のウィンドウがオペレータ用のロボヅト各軸角度インジケータ兼コントロ
ーラとなっている。3次元コンピュータグラフィクスにより、水槽、ロボヅトをモデル化
し、コンピュータディスプレイ上に表示する。図20遠隔モニタにディスプレイ画面を、
図21にロボヅトコントローラインタフェースを示す。
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図20 遠隔モニタディスプレイ
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図21 ロボットコントローラインタフェース
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4．  実験と考察
 4．1実験1 水槽内状態の違いと目標認識精度の関係（静止物体の場合）
  4．1．1 実験方法
   この実験では、水中での静止物体の認識率の確認と、背景が認識率に及ぼす影響を測定
  する。実験方法は、まず、認識目標を水槽内に宙づりにし、位置をロボットのベース座標
  系に基づいて［mm】単位で計測する。次に、目標の中心位置をサーチパタンとして、本遠
  隔操作システムのサーチプログラムでサーチを行った。
   この時、2台のカメラの背景状態をそれぞれ白幕によって全て覆われている状態、半分
 覆われている状態、白幕のない状態という3種類の状態に分けて、計9種類の状態で計測
  を行う。その結果として得られた認識位置データを実際の位置と比較し、誤差を求める。
  又、認識失敗回数と認識成功回数を比較することで認識成功率を得た。なお、移動物体の
  認識精度に関しては4。2節にて考える。図21に認識目標の外観、表14に認識目標の
 仕様、図22にサーチを行った背景の状態図を示す。
形状 球体
素材 アルミニウム、ゴム
直径【cm】 11
重さ【9】 47
図22 認識目標外観 表14 認識目標仕様
図23 背景状態図
21
4．1．2 実験結果
 4．1．1節の方法で、目標が無い場合と水槽内の4点の位置別について計測を行った、
計測は、作業領域の中心位置である（・230，・700，280）地点と、その位置からX座標につい
て移動した位置（・270，・700，280）、Y座標について移動した位置（・270，・770，280）、 Z座標
軸について移動した位置（・270，・700，370）の4点と、目標物体の無い場合で行う。なお、
サーチ効率を高めるため、サーチパタンは背景を白幕で覆った状態で登録した。図24に
サーチ画像のサンプル、サーチパタンを図25、ベース座標系での位置関係を図26に示
す。図24のマウスポインタ付近の矩形で囲まれた部分がサーチパタンとして使用される。
 なお、次の項以降では、背景状態を表15の様に番号に分けて説明を進める。
・く謎1
図24 サーチ画像サンプル3種
図25 サーチパタン 図26 ペース座標系と位置の対応
番号 背景状態
1 CamO白， Cam1白
2 CamO白，Cam1白半分
3 CamO白， Caml白幕なし
4 CamO白半分， Caml白
5 CamO白半分， Cam1白半分
6 CamO白半分， Cam1白幕なし
7 CamO白幕なし， Cam1白
8 CamO白幕なし， Cam1白半分
9 CamO白幕なし， Cam1白幕なし
表15 背景状態対応表（認識率）
22
4．1．2．1目標がない場合
 目標がない場合の認識率の結果を図27に、誤差の測定結果を図28に示す。
 認識率を測定したところ、背景状態1から3の場合において、実際目標は存在しない
にも関わらず、サーチアルゴリズム的に目標と思われるものが認識されてしまった。し
かし、それ以外の背景状態では何も認識されることは無く、正常な計測結果が得られた。
また、誤差の測定結果では、認識して生成された位置は、ロボヅトのベース座標系で
（170，620，235）付近であった。この位置は、サーチパタンを登録した位置付近である。
 これらの結果から、誤って認識をしてしまった原因として考えられるのが、サーチパ
タンに含まれる背景部分をサーチ時に誤って認識してしまい、データを生成してしまっ
たものと考える。この計測で、図25のサーチパタンを使用して行うサーチに対しては、
背景状態1，2．3以外の状態が適していると考えられる。
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図27 目標認識率（目標なし）
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4．1．2。1 位置（一230，・700，280）の場合
 この位置での、認識率測定結果を図29に、誤差測定結果を図30に示す。
 認識率の結果を考慮すると、全体的に、認識率は8％以下と、低い認識率を記録した。
しかも、状態6，7では、認識に失敗しており、また、状態4，8，9では、認識率が
4％以下であった。又、誤差は認識失敗の場合を除くと、Xが5［cm】以内、 Yが8［cm］
前後、Zが10［cm】弱であった。
 原因としては、目標位置がベース座標系のX軸について回転してしまい、カメラの視
野にパタンとして認識される部分が、あまり入っていなかった事が考えられる。
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図29 認識率（位置：一230，・700，280）
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4．1．2．2 位置（・270，一700，280）の場合
 この位置での、認識率測定結果を図31に、誤差測定結果を図32に示す。
 この位置での認識率は、どの状態でも平均50［％］となっていた。その中で、背景状
態7，8，9の順で高い認識率であった。誤差に関しては、XとYでは、背景変化によ
る誤差の変化は見られなかったが、Zに関しての誤差が背景によって、1［mm］から44
【mm】の誤差の開きがあることが記録された。背景状態7，8，9の時に誤差の低い結
果が得られた。
 認識率と誤差の関連性を考慮すると背景状態7，8，9は、サーチに適当なもの考え
ることができる。
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4．1．2．3 位置（・270，・700，370）の場合
 この位置での、認識率測定結果を図33に、誤差測定結果を図34に示す。
計測の結果、認識率は50［％】前後であり、この位置では背景状態5，8，9の順で認
識率の高い結果が得られた。最低値は状態7の時であった。誤差計測の結果は、背景状
態9，8，5の順で誤差の小さい結果が得られ、実際の誤差は4【mm】、18［mm】、7
6［mm】であった。
 この位置での計測結果を考慮すると、背景状態8，9がサーチには最適であると言う
結果が得られた。
認識率（位置一270，一700，370）
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図33 認識率（位置：・270，・700，370）
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4．1．2．4 位置（・270，・770，280）の場合
 この位置での、認識率測定結果を図35に、誤差測定結果を図36に示す。
 認識率の結果は、平均4【％】、最低は認識失敗、最高は背景状態3の10．8［％1であ
った。今回の計測では、背景状態3，5，6の順で高い数値を示しており、背景状態8
では認識に失敗している。誤差については、認識失敗以外の場合で、X、 Y、 Zそれぞれ
20【mm］ほどのレンジに収まっており、Xは平均約30【mm】、 Yは平均150［mm】、
Zは平均約120【mm】であった。
 この位置での目標の姿勢は、4．1．2．1節の時と同じ様に、X軸に関して回転し
ているため、目標パタンがカメラから隠れてしまっていた。そのため、認識率低い物と
なってしまったと考えられる。
認識率（位置一270，一7702日0）
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図35 認識率（位置：一270，・770，280）
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4．2実験2 目標落下速度とタスク達成率の関係
 4．2．1 実験方法
  本実験の目的は、遠隔操作システムが最大にパフォーマンスを発揮することのできる目
 標落下速度を計測する事である。計測方法は、物体を水面から一定の速さで垂直落下させ、
 速度別の捕獲率を計測する。捕獲に使用した網の外観を図37に、その寸法を表16に示
 す。
図37 目標捕獲綱外観
直径【cm】 16
全長【cml 27
網部分深さ【cm］ 5
表16 捕獲網の寸法
4．2．2 実験結果
 実験を行った結果、捕獲可能速度の最速舟は、2．5【cm／8ec】であった。この速度以下であ
れば、捕獲成功率は90【％】以上であった。成功しない約10［％］の原因としては、認識の遅
れや、認識自体が出来ない場合、ロボヅトの移動速度が一時的に遅くなってしまった場合
の3種類が考えられた。この速度以上になると認識データの生成が、目標の落下に追いつ
かなくなってしまうため捕獲率は0【％】になってしまった。
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4．3実験3 タイムディレイがタスク達成率に及ぼす影響
 4．3．1 実験方法
  この実験では、目標が4．2項での実験によって得られた捕獲可能最高速度以内で落下
 した場合に、どの程度のタイムディレイでタスク達成が不可能になるかを計測した。タイ
 ムディレイは、画像処理装置からの位置データ送信時に人為的に挿入し、データ送信を遅
 らせ目標捕獲に対する影響を観察した。計測方法は、落下速度を1．5｛cmlsec】に設定し、タ
 イムディレイを100【msec】から1500［msec］まで変化させた時の捕獲精度を計測した。
4．3．2 実験結果
 計測の結果を図39に示す。100［msec】から500［msec］までのディレイでは、4．2項
で計測したパフォーマンスと同等の結果が出た。ディレイが500msec以上になると、認
識遅れが起きてしまうとその遅れをカバーすることができ無い場合が起こるようになり、、
1000【msec］を越えると捕獲失敗が頻発するようになる。そして、ディレイが1500【msec】
付近では、捕獲率は0【％】という結果が得られた。
 この実験により、本研究で構築した遠隔操作システムは、目標落下速度が1．5［cmlsec】
の場合、タイムディレイが500［msecl以内であればシステム自体のパフォーマンスを保つ
ことが可能であることが確認された。
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4．結言
 本研究で、著者らはTCPIIPネヅトワークを利用したロボヅトの遠隔操作システムと、水中
物体認識用の画像処理システムを構築した。これらのシステムを使用し、水申を垂直落下する
物体を画像により認識し、7軸アームロボヅトにより捕獲するというタスクを行うことで、水
中物体の画像による認識と、時間制限のあるタスクに対するタイムディレイの影響についての
考察を行った。
 本研究で構築したシステムの画像処理部分にはエヅジ抽出を利用し、回転、スケールの変化
に対応した物体サーチのアルゴリズムを採用した。このアルゴリズムは、タスク実行環境内で
の認識率が50～60［％】、誤差は2～5［cm］というものであり、物体の落下スピードが2．5
［cm／sec］以下であれば有用だということが実験で証明された。もし、落下スピードの高速化に
このシステムを適応させるならば、カメラの高さをより高くすることにより、落下初期の段階
で物体位置を取得させることで解決が可能だと考えられる。本研究では物体の垂直落下のみを
考えたが、斜めに落下する場合には物体の軌道予測を適用する事で捕獲は可能になると考えら
れる。垂直落下の場合に関しても、軌道予測を行うことで捕獲時間の短縮化を計り、タイムデ
ィレイの影響を減少させることができる。
 また、今回の実験で、タスクの成功には、目標物体の落下速度、画像認識の精度とスピード、
ロボットの移動速度という4種類のファクタに関連していることがわかった。もし、落下速度
が高速になった場合などの、さらなる汎用性をシステムに持たせるならば、これらのファクタ
の中で一番重要なのは、認識の精度とスピードである。エヅジ処理による画像認識の認識精度
は、サーチの方法を考慮すると、サーチアルゴリズム自体とサーチの指標となるパタン画像の
選定が重要であると考えられる。今回は、目標物のコントラストを際立たせるため、背景を白
幕で覆った状態の目標物をサーチパタンとして使用し、白幕を取り払った状況でサーチを行っ
た結果、前述のサーチ精度と認識率を得ることが出来た。この結果は、このパタンを使ったサ
ーチは、落下速度が捕獲許容範囲内であれば、水槽内の背景による画像的ノイズを比較的受け
にくいということを示しており、本研究で採用したパタンの登録法はエヅジ処理を使用した水
中物体認識に有用だという結論を得られた。
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