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Цель исследования: оценить возможность применения алгоритмов машинного обучения в прогнозировании рецидива у больных тубер-
кулезом с множественной лекарственной устойчивостью (МЛУ-ТБ).
Материалы и методы. Проведен анализ клинико-эпидемиологических, возрастно-половых, социальных, медико-биологических параме-
тров и особенностей химиотерапии у 346 излеченных пациентов с МЛУ-ТБ. При построении моделей прогнозирования использовались 
инструменты библиотеки scikit-learn Version 0.24.2 в интерактивной облачной среде работы с программным кодом Google Colaboratory. 
Результаты. Анализ характеристик моделей прогнозирования рецидивов у излеченных больных МЛУ-ТБ с помощью алгоритмов машинного 
обучения, включающих дерево решений, случайный лес, градиентный бустинг и логистическую регрессию, с использованием К-блочной 
стратифицированной проверки, выявил высокую чувствительность (0,74 ± 0,167; 0,91 ± 0,17; 0,91 ± 0,14; 0,91 ± 0,16 соответственно) и специ- 
фичность (0,97 ± 0,03; 0,98 ± 0,02; 0,98 ± 0,02; 0,98 ± 0,02 соответственно). Установлены пять основных предикторов развития рецидивов у 
излеченных больных МЛУ-ТБ: неоднократные курсы химиотерапии; длительность стажа туберкулеза; деструктивный процесс в легких; 
общий срок лечения менее 22 мес. и использование в схеме химиотерапии менее пяти эффективных противотуберкулезных препаратов.
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The objective of the study: to evaluate the possibility of using machine learning algorithms for prediction of relapses in multiple drug resistant 
tuberculosis (MDR TB) patients.
Subjects and Methods. Сlinical, epidemiological, gender, sex, social, biomedical parameters and chemotherapy parameters were analyzed in 346 cured 
MDR TB patients. The tools of the scikit-learn library, Version 0.24.2 in the Google Colaboratory interactive cloud environment were used to build 
forecasting models. 
Results. Analysis of the characteristics of relapse prediction models in cured MDR TB patients using machine learning algorithms including decision 
tree, random forest, gradient boosting, and logistic regression using K-block stratified validation revealed high sensitivity (0.74 ± 0.167; 0.91 ± 0.17; 
0.91 ± 0.14; 0.91 ± 0.16, respectively) and specificity (0.97 ± 0.03; 0.98 ± 0.02; 0.98 ± 0.02; 0.98 ± 0.02, respectively).
Five main predictors of relapse in cured MDR-TB patients were identified: repeated courses of chemotherapy; length of history of tuberculosis; 
destructive process in the lungs; total duration of treatment less than 22 months; and use of less than five effective anti-TB drugs in the regimen 
of chemotherapy.
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По данным информационного бюллетеня Все-
мирной организации здравоохранения, в Европе 
каждый пятый случай туберкулеза (ТБ) – это ту-
беркулез с множественной лекарственной устойчи-
востью (МЛУ-ТБ), в РФ – каждый третий [11,  15]. 
При этом, несмотря на доступность противотубер-
кулезных препаратов (ПТП), результаты лечения 
в РФ остаются неоптимальными. Сегодня показа-
тели эффективного лечения больных с МЛУ-ТБ 
составляют только 57% случаев в мире, в РФ – 
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55% [11]. Эффективное излечение МЛУ-ТБ не га-
рантирует, что через некоторое время не возникнет 
рецидив заболевания. За последние несколько лет 
все больше исследований показывают, что реци-
дивы МЛУ-ТБ нередки и зарегистрированные 
показатели рецидивов во всем мире варьируют от 
2,5 до 8,5% при сроке наблюдения до 8 лет [12, 13]. 
Ведение пациентов с рецидивом МЛУ-ТБ пред-
ставляет собой сложную задачу в связи с тем, что 
является длительным, осложняется побочными 
реакциями на принимаемые лекарственные пре-
параты, дорогостоящим по сравнению с лечением 
лекарственно-чувствительного ТБ [7]. В связи с 
этим важно знать особенности, связанные с реци-
дивом МЛУ-ТБ, и факторы, позволяющие пред-
сказать, какие пациенты имеют наибольший риск 
реактивации заболевания. 
Одновременный прогресс в области инфраструк-
туры информационных технологий и роста мощно-
сти компьютеров позволяет сегодня анализировать 
любые наборы биомедицинских данных для реше-
ния задач здравоохранения, используя современные 
методы анализа, такие как методы машинного об-
учения (МО) [9]. Эти методы могут обнаруживать 
и идентифицировать внутренние закономерности 
и взаимосвязи из сложных и многочисленных на-
боров данных. В то же время они обладают эффек-
тивной прогнозирующей способностью и могут 
применяться для создания стандартных моделей 
принятия клинических решений [5]. В итоге методы 
МО стали популярным инструментом для медицин-
ских исследователей во всем мире. Уже есть иссле-
дования, где их использовали в прогнозировании 
и диагностике ТБ, а также в предсказании исходов 
заболевания [6].
Цель исследования: оценить возможность приме-
нения алгоритмов МО в прогнозировании рецидива 
у больных МЛУ-ТБ.
Материалы и методы
В исследовании проведен анализ данных 346 па-
циентов с МЛУ-ТБ, которые находились на лечении 
в Томском фтизиопульмонологическом медицин-
ском центре в период с 01.01.2009 г. по 31.12.2011 г. 
и были эффективно излечены. Критериями вклю-
чения в исследование явились: возраст более 18 лет; 
наличие излеченного ТБ органов дыхания с МЛУ 
микобактерий туберкулеза (МБТ); наличие микро-
биологического подтверждения устойчивости МБТ 
минимум к изониазиду и рифампицину (методами 
посева на плотные питательные среды Левенштей-
на ‒ Йенсена). Критерии исключения: срок наблю-
дения после излечения менее 5 лет.
Сформировано две группы пациентов: группа 1 ‒ 
пациенты, у которых наступил рецидив заболевания 
во время срока наблюдения (35 пациентов), груп-
па 2 – пациенты с отсутствием рецидива МЛУ ТБ в 
срок наблюдения после излечения (311 пациентов). 
Срок наблюдения для всех пациентов составил не 
менее 5 лет. 
Создана исследовательская база с обезличенными 
данными пациентов со смешанными признаками – 
количественными и качественными. Анализиро-
вались клинико-эпидемиологические, социальные, 
лабораторные, рентгеновские данные пациентов, а 
также схемы химиотерапии, изменения в лечении 
при появлении амплификации, приверженность 
пациентов лечению.
Выделение факторов риска рецидива МЛУ-ТБ 
для создания прогностических моделей на основе 
алгоритмов МО начиналось с подготовки данных. 
Выбирались метрики, подбирались алгоритмы и 
определялись их гиперпараметры, с помощью ко-
торых оптимизировалась их работа. Первоначаль-
ный этап работы состоял из очистки данных, при 
котором из выборки удалялись выбросы – значе-
ния, сильно выбивающиеся из общего тренда или 
распределения. Далее проводились нормализация 
и стандартизация для численных данных, кодиро-
вание для категориальных данных. Данный этап 
был необходим, так как большинство алгоритмов 
МО способно работать только с числовыми дан-
ными. Изначально было выбрано 106 признаков 
(исключены дублирующие и несущественные, на-
пример гражданство), в итоге в анализ включено 
85 признаков.
Когда данные были обработаны, их делили на две 
группы: целевой признак – рецидив/нет рецидива; 
признаки, которые будут обрабатываться алгорит-
мами МО для прогнозирования целевого признака. 
Для построения классифицирующих моделей 
выбраны следующие методы: дерево решений, слу-
чайный лес, XGBoost (градиентный бустинг) и ло-
гистическая регрессия. При построении моделей ис-
пользовались инструменты библиотеки scikit-learn 
Version 0.24.2 в интерактивной облачной среде рабо-
ты с программным кодом Google Colaboratory.
К достоинствам метода дерева решений можно от-
нести простоту в применении и интерпретации, что 
является важным для врачей-клиницистов, а так-
же возможность обработки любых (непрерывных 
и категориальных) признаков и быстрой оценки их 
значимости. Важность признака при использовании 
этого подхода определяется на основе изменения 
доли неоднородности в результате расщепления 
признакового пространства при использовании 
правила, ассоциированного с этим признаком [1].
Модель случайного леса представляет собой ан-
самбль оценщиков, которыми являются деревья ре-
шений. Каждый из оценщиков настроен на наборе 
тренировочных образцов, выбранных случайным 
образом с возвратом из первоначальной выбор-
ки [10]. Предполагается, что использование серии 
деревьев с разными параметрами делает модель бо-
лее устойчивой к так называемым шумам, которые 
могут повлиять на правила, получаемые в случае 
построения классификатора только одним деревом. 
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Важность признаков для модели случайного леса 
выражается как усредненное уменьшение неодно-
родности, вычисленное из всех оценщиков в лесе.
Алгоритм XGBoost представляет собой также 
ансамбль методов деревьев, но использующий 
принцип бустинга слабых учеников при помощи 
архитектуры градиентного спуска. Многие совре-
менные практические приложения и исследования 
в здравоохранении используют этот подход для ре-
шения диагностических задач [2, 3]. Для оценки 
важности признаков чаще используются подходы, 
основанные на уменьшении неоднородности, как и в 
предыдущем алгоритме, а также путем вычисления 
значений Шепли [4].
Логистическая регрессия является популярным 
и неоднократно испытанным инструментом би-
нарной классификации для исследований в здра-
воохранении. Из-за того, что алгоритм использует 
только числовые данные, их переводят в категори-
альные признаки путем прямого кодирования или 
заданием правил в случае порядковых категорий. 
При приведении признаков к единой шкале оце-
нивается значимость каждого из признаков, как 
значение веса, ассоциированное с ним в уравнении 
регрессии [14]. Для объяснения важности влияния 
признака на прогноз рецидива имеет также знак, 
стоящий перед коэффициентом wi в уравнении 
регрессии:
где f(Рецидив|(x1, x2, …, xn)) ‒ вероятность про-
гноза рецидива для пациента, с предикторами (x1, 
x2, …, xn), xi – значение i-го предиктора исследуемого 
пациента. При этом отрицательные коэффициенты 
wi связаны с признаками xi, повышающими вероят-
ность рецидивов, а положительные – уменьшающие.
Для расчета важности для моделей, использую-
щих деревья, применяется анализ на основе целе-
вой функции прироста информации при каждом 
расщеплении:
где f – признак, использующийся для расщепле-
ния признакового пространства, Dp и Dj ‒ набор 
данных родительского и j-го дочернего узла соот-
ветственно, I(Dp) – мера неоднородности в узле p, 
Nj и Np – число образцов в родительском и j-м до-
чернем узле соответственно, m = 2 – число регионов, 
полученных при расщеплении. 
Чувствительность и специфичность моделей 
классификаторов оценивались при помощи ROC- 
анализа. Количественная интерпретация результа-
тов проводилась по ROC-кривым с оценкой пока-
зателя AUC (Area under ROC curve ‒ площадь под 
ROC-кривой). 
Результаты исследования
В первом эксперименте вся выборка была по-
делена в отношении 70 и 30% с сохранением ба-
ланса классов для обучающего и тестового набора 
соответственно. Данные из тестовой выборки не 
участвовали в процессе обучения. Это необходимо 
для валидации полученных моделей и исключения 
случая переобучения, т. е. ситуации, когда модель 
хорошо описывает данные из обучающей выборки, 
но плохо применима для тестовых данных.
Гиперпараметры каждого из используемых алго-
ритмов отобраны с помощью сеточного поиска на 
наборе значений, приведенных в табл. 1.
Для расчета степени неоднородности методом 
сеточного поиска выбрана мера неоднородности – 
энтропия, используемая для оценки важности при-
знаков
где p(i|t) – доля образцов, которая принадлежит 
классу i для узла t, c=2 – количество классов («ре-
цидив», «нет рецидива»).
По итогам первого эксперимента получены сле-
дующие значения метрик качества моделей для 
каждого из алгоритмов МО: чувствительность 
0,73; 0,55; 0,64 и 0,57, специфичность 0,97; 1,0; 1,0; 
0,98 для моделей дерева решений, случайного леса, 
XGBoost и логистической регрессии соответственно.
Необходимо отметить, что все деревья методик 
МО строятся независимо друг от друга по следую-
щей процедуре: генерируется случайная подвыбор-
ка с повторением размером n из обучающей выбор-
ки; строится решающее дерево, классифицирующее 
параметры данной подвыборки, причем в ходе соз-
дания очередного узла дерева будет выбираться 
признак, на основе которого производится разбие-
ние, не из всех M признаков, а лишь из m случайно 
выбранных; дерево строится до полного исчерпания 
подвыборки и не подвергается процедуре прунинга 
(англ. pruning ‒ отсечение ветвей).
Таким образом, на рис. 1 представлено дерево 
решения, выбранное первым алгоритмом, кото-
рый использовался в исследовании для установки 
факторов рисков развития рецидива, обладающих 
конечным вариантом развития течения заболевания 
у больных МЛУ-ТБ. 
Дерево иллюстрирует ситуацию, когда имеют 
место наличие у пациентов несколько последо-
вательных признаков, сопряженных с рецидивом 
МЛУ-ТБ, причем последующие решения включе-
ния признака в прогнозную модель основывают-
ся на результатах предыдущих. Дерево решений, 
представленное на рис. 1, изображено в виде графа, 
вершина – частные признаки, а ветви дерева – раз-
личные характеристики пациента, которые могут 
иметь место в определенном частном состоянии. 
Каждой ветви присваиваются различные число-
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вые характеристики признака с указанием степени 
неоднородности распределения признака в ветви 
дерева (еntropy), количества примеров, принад-
лежащих предсказываемым классам (количество 
пациентов с рецидивом или без рецидива в ветви 
дерева ‒ value), и непосредственно прогнозируе-
мого состояния (class). Причем числовое значение 
еntropy указывает на оценку важности признаков.
Таблица 1. Гиперпараметры классификаторов, выбранные с помощью сеточного поиска
Table 1. Hyperparameters of classifiers selected with grid search
Классификатор Гиперпараметр: значения, использованные при анализе Выбранное значение
Дерево решений
Критерий расщепления: энтропия, коэффициент Джини Энтропия
Максимальная глубина дерева: 3-10 6
Пороговое значение критерия расщепления для разделения данных в узле: 0,3; 0,2; 0,1 0,2
Случайный лес
Количество оценщиков: 5-19 13
Критерий расщепления: энтропия, коэффициент Джини Энтропия
Минимальное количество примеров в узле для расщепления: 2-6 2
Масимальная глубина одного дерева в модели: 3-10, не ограничена Не ограничена
XGBoost
Алгоритм бустинга: 
gbtree – настройка на основе слабых учеников,  
gblinear – настройка с использованием линейной регрессии с L1- и L2-сжатием, 
dart – метод обучения с использованием прореживания 
gbtree – настройка 
на основе слабых учеников
Уменьшение размера шага η: 0,1; 0,3; 0,5; 0,7 0,1
Количество деревьев градиентного бустинга: 5-19 11
Коэффициент L2-регуляризации λ: 0,01; 0,1; 0,0; 1,0; 10,0 1,0
Коэффициент L1-регуляризации α: 0,01; 0,1; 0,0; 1,0; 10,0 0,0
Максимальная глубина дерева: 3-10 3
Логистическая регрессия
Инверсия коэффициента регуляризации C: 0,001; 0,01; 0,1; 1,0; 100,0; 1000,0 1,0
Функция штрафа: L1-регуляризация, L2-регуляризация, ElasticNet L2-регуляризация
Алгоритм оптимизации: алгоритм Ньютона – сопряженных градиентов, алгоритм BFGS 
с ограниченной памятью, LIBLINEAR оценка линейной комбинации признаков
алгоритм BFGS 
с ограниченной памятью
Кол-во предыдущ. курсов ≤ 2
entropy = 0,466
samples = 242
value = [24, 218]
class = Нет рецидива
entropy = 0,0
samples = 10








value = [0, 5]
class = Нет  рецидива
entropy = 0,0
samples = 6




value = [1, 33]
class = Нет рецидива
entropy = 0,05
samples = 180
value = [1, 179]
class = Нет рецидива
Стаж туберкулеза ≤ 1,17
entropy = 0,951
samples = 62
value = [23, 39]
class = Нет рецидива
Срок лечения (мес.) ≤ 22,3
entropy = 0,811
samples = 52
value = [13, 39]
class = Нет рецидива
ПТП в схеме лечения (кол-во) ≤ 5
entropy = 0,615
samples = 46
value = [7, 39]




value = [6, 6]
class = Рецидив
Рис. 1. Дерево решений прогнозирования рецидива МЛУ-ТБ. Entropy – степень неоднородности узла, samples – 
количество образцов в узле, value – список количества примеров, принадлежащих предсказываемым классам 
(первое значение – количество пациентов с рецидивом в узле, второе значение – количество пациентов без 
рецидива), class – предсказанный класс
Fig. 1. MDR TB relapse prediction decision tree. Entropy – degree of node heterogeneity, samples – number of samples in the node, value –  
list of the number of samples belonging to the predicted classes (the first value is the number of patients with recurrence in the node, the second value 
is the number of patients without recurrence), class – predicted class
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Представленная модель прогноза рецидива у 
больных МЛУ-ТБ интерпретируется следующим 
образом. Лица, имеющие в анамнезе ТБ чуть бо-
лее года (случаи впервые выявленного МЛУ-ТБ), 
а также случаи повторного лечения, но не более двух 
эффективных курсов химиотерапии ТБ, не имеют 
рецидива МЛУ-ТБ как минимум в течение 5 лет 
наблюдения. Однако если у пациентов наблюдались 
неоднократные курсы химиотерапии (два и более), 
диагностирован деструктивный ТБ, общий срок ле-
чения не достигал 22,3 мес., а в схеме химиотерапии 
присутствовало менее 5 ПТП, рецидив заболевания 
более вероятен. 
Необходимо отметить, что, как правило, в случае 
алгоритмов, использующих деревья, для построе-
ния классифицирующей модели включаются не 
все признаки, имеющиеся в тестирующем наборе, а 
только те, которые получаются в правилах расще-
пления признакового пространства для получения 
однородных областей. Таким образом, существует 
значительная часть признаков, не попадающих в пра-
вила, формирующие деревья, и их информативность 
по критерию прироста информации в модели равна 
нулю. В представленном исследовании определены 
20 неинформативных признаков. Их анализ пока-
зал, что в основном они связаны с лекарственной 
устойчивостью МБТ к тому или иному ПТП при 
впервые установленной МЛУ возбудителя (канами-
цин, амикацин, капреомицин, этамбутол, пиразина-
мид, ПАСК), а значит, применяемой первоначальной 
схемой химиотерапии по 4-му режиму. Кроме того, 
классификатор не выявил глубинной связи между 
рецидивом МЛУ-ТБ и коморбидностью у пациентов 
в виде язвенной болезни желудка и двенадцатипер-
стной кишки, сахарного диабета и сердечно-сосу-
дистых заболеваний, а также зависимости от упо-
требления психоактивных веществ и табакокурения. 
Путем исключения данных признаков из исход-
ного набора получена информативная база, которая 
использовалась повторно в исследовании при на-
стройке модели логистической регрессии при тех 
же параметрах, определенных сеточным поиском. 
В результате значение чувствительности в данном 
алгоритме увеличилось до 0,73, а значение специ-
фичности осталось прежним.
Во втором эксперименте для демонстрации на-
дежности выявленных прогностических моделей 
использована стратифицированная К-блочная пе-
рекрестная проверка для каждого метода МО, вклю-
ченного в исследование [8]. Всего исследуемый на-
бор данных поделен на 5 блоков, используемых при 
построении набора классификаторов. Для моделей, 
использующих деревья решений, снова использо-
ван полный набор признаков, а для логистической 
регрессии – набор информативных критериев, вы-
бранный ранее в первом эксперименте.
Полученные оценки информативности призна-
ков, специфичности, чувствительности и площади 
под ROC-кривой усреднялись по всем 5 выборкам.
На рис. 2 показаны гистограммы распределения 
значимости признаков для каждого из выбранных 
в исследовании алгоритмов МО. Всего на рис. 2 
представлено 10 важных признаков, определенных 
классификаторами, позволяющих выделить их в 
ведущие (первые пять) и второстепенные факторы 
риска развития рецидива у излеченных больных 
МЛУ-ТБ.
Лидирующим признаком, как уже было отмече-
но выше, который определен всеми алгоритмами 
МО, включенными в исследование, был фактор, 
указывающий на наличие у пациентов повторных 
курсов химиотерапии, сопряженных с достаточно 
продолжительным стажем заболевания, причем с 
МЛУ возбудителя более трех лет. На это указы-
вают три модели классификаторов признаков, за 
исключением логистической регрессии. В лидиру-
ющую пятерку признаков, определенных этими же 
тремя методами МО, включены продолжительность 
лечения МЛУ-ТБ и наличие у пациентов ВИЧ-ин-
фекции. Из коморбидностей, сопряженных с ре-
цидивом МЛУ-ТБ, включено наличие вирусных 
гепатитов В, С, В + С. Данный фактор определен 
только алгоритмом XGBoost.
К менее важным из 10 признаков, но введенных в 
модель прогноза большинством методов, относятся 
признаки, влияющие на эффективность лечения – 
количество эффективно работающих ПТП в схеме 
химиотерапии, сроки абациллирования, амплифи-
кация МБТ к левофлоксацину на фоне лечения. 
Однократно в модели «случайный лес» определен 
вклад «наличие в легочной ткани остаточных изме-
нений после ранее перенесенного туберкулеза» и в 
«дерево решений» – индекс массы тела. В улучшен-
ной модели логистической регрессии «высвечива-
ются» и социальные факторы риска в виде наличия 
инвалидности по ТБ и пенсионный возраст. 
Самым наглядным методом, позволяющим 
оценить качество построенных моделей прогноза, 
является построение ROC-кривой на основании 
рассчитанных показателей специфичности и чув-
ствительности. На рис. 3 приведены ROC-кривые 
для каждой из разработанных моделей. 
Числовые трактовки показателя AUC, представ-
ленные в табл. 2, свидетельствуют о высоком ка-
честве прогнозирующих моделей, следовательно, 
методы МО могут быть использованы в практике 
для оценки вероятности развития рецидива у изле-
ченных пациентов с МЛУ-ТБ.
Заключение
Инструменты МО могут применяться к получе-
нию набора значимых признаков и прогностических 
моделей, характеризующих эффективность химио-
терапии у больных МЛУ-ТБ.
Настоящее исследование выделило предикторы 
развития рецидива у успешно пролеченных больных 
МЛУ-ТБ, которые включают 5 основных признаков: 
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наличие у пациентов повторных курсов химиоте-
рапии; сопряжение со стажем заболевания; присут-
ствие в легочной ткани полости распада; химиоте-
рапия менее чем 5 ПТП; срок лечения менее 22 мес. 
Алгоритмы МО в виде «дерево решений», «случай-
ный лес», XGBoost (градиентный бустинг) и логисти-
ческая регрессия позволили с высокой точностью и 
чувствительностью определить риск развития реци-
дива МЛУ-ТБ и дополнительно продемонстрировали 
сложную взаимосвязь развития рецидива МЛУ-ТБ 
между особенностями возбудителя ТБ, способного 
изменяться (мутировать), клинической характери-
стикой пациента (возраст, наличие сопутствующей 
патологии) и возможностями применяемого лечения.
Дерево решений
0 0 0,04 0,08 0,12








Результат посева на начало курса
Срок лечения (мес.) Срок лечения (мес.)








МЛУ-ТБ более 3 лет





ЛУ к этионамиду на начало лечения
Левофлоксацин в схеме лечения
МЛУ-ТБ более 3 лет
ПТП в схеме лечения (кол-во)
ПТП в схеме лечения (кол-во)
ПТП в схеме лечения (кол-во)
Гепатит (В, С, В+С)
ЛУ к левофлокацину
в последнем посеве (амплификация)
Прекращение бактериовыделения по посеву (мес.)
Прекращение бактериовыделения по посеву (мес.)
Кол-во препаратов, работающих в схеме лечения
Кол-во препаратов, работающих в схеме лечения
Кол-во препаратов, работающих в схеме лечения
Кол-во препаратов, работающих в схеме лечения
Тип туберкулезного процесса
Индекс массы тела




Рис. 2. Значимость признаков в моделях классификаторов, определяющих факторы риска развития рецидива 
МЛУ-ТБ
Fig. 2. Significance of features in classifier models determining risk factors for MDR-TB relapse
Рис. 3. ROC-кривые для моделей классификаторов, 
определяющих признаки, сопряженные с рецидивом 
МЛУ-ТБ
Fig. 3. ROC curves for classifier models defining attributes associated 
with MDR TB relapse
0,6
0,0 0,2 0,4






Усредненная ROC-кривая для модели дерева решений
Усредненная ROC-кривая для модели случайного леса
Усредненная ROC-кривая для модели XGBoost
Усредненная ROC-кривая для модели лог. регрессии
Таблица 2. Метрики качества работы 
классификаторов, построенных с помощью К-блочной 
стратифицированной проверки в прогнозировании 
рецидива МЛУ-ТБ
Table 2. Quality metrics for classifiers constructed using K-block stratified 







решений 0,740 ± 0,167 0,97 ± 0,03 0,9 ± 0,1
Случайный лес 0,91 ± 0,17 0,98 ± 0,02 0,960 ± 0,03
XGBoost 0,91 ± 0,14 0,98 ± 0,02 0,98 ± 0,02
Логистическая 
регрессия 0,91 ± 0,16 0,98 ± 0,02 0,95 ± 0,04
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