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CONVERGENCE OF CLOCK PROCESSES AND AGING IN METROPOLIS
DYNAMICS OF A TRUNCATED REM
V ´ERONIQUE GAYRARD
ABSTRACT. We study the aging behavior of a truncated version of the Random Energy
Model evolving under Metropolis dynamics. We prove that the natural time-time correla-
tion function defined through the overlap function converges to an arcsine law distribution
function, almost surely in the random environment and in the full range of time scales
and temperatures for which such a result can be expected to hold. This establishes that
the dynamics ages in the same way as Bouchaud’s REM-like trap model, thus extending
the universality class of the latter model. The proof relies on a clock process convergence
result of a new type where the number of summands is itself a clock process. This reflects
the fact that the exploration process of Metropolis dynamics is itself an aging process,
governed by its own clock. Both clock processes are shown to converge to stable subor-
dinators below certain critical lines in their time-scale and temperature domains, almost
surely in the random environment.
1. INTRODUCTION AND MAIN RESULTS
As evidenced by an extensive body of experiments, glassy systems are never in equi-
librium on laboratory time scales [12], [33]; instead, their dynamics become increasingly
slower as time elapses. Termed aging, this pattern of behavior was most successfully
accounted for, at a theoretical level, by Bouchaud’s phenomenological trap models [11],
[13]. These are effective dynamics that, reviving ideas of Goldstein et al. [28], model the
long time behavior of spin glass dynamics in terms of thermally activated barrier crossing
in a state space reduced to the configurations of lowest energy (see [12] for a review). Main
examples of microscopic systems that trap models aim to describe are Glauber dynamics
on state spaces {−1, 1}n reversible with respect to the Gibbs measures associated to ran-
dom Hamiltonians of mean-field spin glasses, such as the Random Energy Model (REM)
and p-spin SK models [19], [20]. The link between such dynamics and their associated
trap models is, however, simply postulated.
When trying to establish this link rigorously, a main question that arises is what Glauber
dynamics to choose. While classical choices are Metropolis [31] or Heath-Bath dynamics
[27], most of the focus so far was on the so-called Random Hopping dynamics whose
transition rates do not depend on the variation of energy along a given transition but only
on the energy of its starting point [4], [5], [6], [2], [25], [14], [15], [8], [23]. Although
physically unrealistic, the relative simplicity of this choice allowed important insights to
be gained: a rigorous justification of the connection between the REM dynamics and trap
models was given, first on times scales close to equilibrium [3, 4, 5], later also on shorter
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(but still exponential in n) time scales [6], and these results were partially extended to the
p-spin SK models [2] on a sub-domain of times scales, albeit only in law with respect to
the random environment and for p ≥ 3. The SK model itself (p = 2) could be dealt with
on time scales that are sub-exponential in n and again in law with respect to the random
environment [8]. A variant of the so-called Bouchaud’s asymmetric dynamics in which
the asymmetry parameter tends to zero as n ↑ ∞ is considered in [30] for the REM.
Beyond model-based analysis, a general aging mechanism was isolated that linked ag-
ing to the arcsine law for subordinators through the asymptotic behavior of a partial sum
process called clock process. First implemented in [6] in the setting of Random Hopping
dynamics this mechanism was revisited in [26] and [14] where, using a method developed
by Durrett and Resnick [22] to prove functional limit theorems for dependent random vari-
ables, simple and robust criteria for convergence of clock processes to subordinators were
given, suited for dealing with general Glauber dynamics. Applied to the Random Hop-
ping dynamics of the REM [25] and p-spin SK models [14], [15], these criteria allowed to
improve all earlier results, turning statements previously obtained in law into almost sure
statements in the random environment.
In the present paper the approach of [26] is applied to Metropolis dynamics of the REM
for which it was primarily intended, although only for a truncated version of the REM
Hamiltonian. While the ultimate goal is of course to deal with the full REM, the truncated
model does captures a number of features that are present in the activated dynamics of the
full model, and enables us to clarify a number of issues on a problem for which nothing is
known at a theoretical level and no computer simulations are available.
1.1. The setting. Before entering into the details, let us specify the model. Denote by
Vn = {−1, 1}n the n-dimensional discrete cube and let (g(x), x ∈ Vn) be a collection
of independent standard Gaussian random variables, defined on a common probability
space (Ω,F ,P). We will refer to these Gaussians as to the random environment. The
Hamiltonian or energy function of the standard REM simply is the random funtion
HREMn (x) ≡
√
ng(x) , x ∈ Vn. (1.1)
Given a sequence un > 0 (our truncation level) the truncated REM Hamiltonian then is
Hn(x) ≡
{√
ng(x), if g(x) ≤ −un,
0, else;
, x ∈ Vn. (1.2)
Here we follow the physical convention that the configurations of minimal energy are the
most stable ones, that is to say, Gibbs measure at inverse temperature β > 0 is defined as
Gβ,n(x) = e
−βHn(x)/(
∑
x∈Vn e
−βHn(x)) , x ∈ Vn . (1.3)
We are interested in the single spin-flip continuous time Metropolis dynamics for this
model. This is a Markov jump process (Xn(t), t > 0) on Vn that is usually defined through
its jump rates, given by
λn(x, y) =
{
1
n
e−β[Hn(y)−Hn(x)]
+
, if (x, x′) ∈ En,
0, else;
(1.4)
where a+ = max{a, 0}, En = {(x, y) ∈ Vn × Vn : dist(x, y) = 1} is the set of edges of
Vn, and dist(x, x′) ≡ 12
∑n
i=1 |xi − x′i| is the graph distance on Vn.
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Equivalently,Xn can be defined as a time change of its jump chain, namely, the discrete
time chain, Jn, that describes the trajectories of Xn, through the relation
X(t) = J(S˜←n (t)), t ≥ 0, (1.5)
where S˜←n denotes the generalized right continuous inverse of S˜n, and S˜n, the so-called
clock process, is the partial sum process that records the total time spent by Xn along the
trajectories of Jn. Spelling out these objects explicitly, the jump chain is the Markov chain
(Jn(i), i ∈ N) on Vn with one-step transition probabilities
pn(x, y) =
e−β[Hn(y)−Hn(x)]
+∑
y:(x,y)∈En e
−β[Hn(y)−Hn(x)]+
, if (x, y) ∈ En , (1.6)
and pn(x, y) = 0 otherwise, and the clock process is given by
S˜n(k) =
k−1∑
i=0
λ−1n (Jn(i))en,i , k ≥ 1, (1.7)
where (en,i , n ∈ N, i ∈ N) is a collection of independent mean one exponential random
variables, independent of Jn, and the λn(·)’s are the classical holding time parameters
λn(x) ≡ 1
n
∑
y:(x,y)∈En
e−β[Hn(y)−Hn(x)]
+
, ∀x ∈ Vn. (1.8)
In the clock process-based aging mechanism, one aims to infer knowledge of the aging
behavior of Xn as n ↑ ∞ from the asymptotic behavior of the properly rescaled clock pro-
cess, using relation (1.5). To formulate this more precisely let Kn(t) be a nondecreasing
right continuous function with range {0, 1, 2, . . .} and let cn be a nondecreasing sequence.
Both Kn(t) and cn are time scales. Consider the re-scaled clock process
Sn(t) = c
−1
n S˜n(Kn(t)) , t ≥ 0. (1.9)
This is a doubly stochastic object: one the one hand, for each fixed realization of the
random environment (that is, of the random Hamiltonian Hn), Sn is a partial sum process
with increasing paths that increase only by jumps and whose increments depend on the
Jn(i)’s and the en,i’s; on the other hand, both the λn(·)’s and the law of Jn depend on
the random environment. One then asks whether there exist time scales Kn(t) and cn that
make Sn converge weakly, as n ↑ ∞, as a sequence of random elements in Skorokhod’s
space D((0,∞]), P-almost surely in the random environment. Such a result will be useful
for deriving aging information if it enables one to control the behavior of the two-time
correlation functions that are used in theoretical physics to quantify this phenomenon, the
natural choice in mean-field models being the two-time overlap function
Cn(t, s) = n−1
(
Xn(cnt), Xn(cn(t+ s)
) (1.10)
where (·, ·) denotes the inner product in Rn. Clearly, how successful this can be strongly
depends on the topology on the space D((0,∞]) in which weak convergence of Sn is
obtained. Normal aging is then said to occur if, for some convergence mode,
lim
n→∞
Cn(t, s) = C∞(t/s) (1.11)
for some non trivial function C∞ (see [26] for more general aging behaviors). The key
idea put forward in [6] is that if Sn converges to an α-stable subordinator with α ∈ (0, 1)
then (1.11) is nothing but a manifestation of the self-similarity of such subordinators, as
captured by the Dynkin-Lamperti arcsine law Theorem.
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For future reference, we denote FJ and FX , respectively, the σ-algebra generated by
the variables Jn and Xn. We write P for the law of the process Jn, conditional on the
σ-algebra F , i.e. for fixed realizations of the random environment. Likewise we call P
the law of Xn conditional on F . If the initial distribution, say µn, has to be specified we
write Pµn and Pµn . Expectation with respect to P, P , and P are denoted by E, E, and E ,
respectively.
1.2. Results. We must now specify the truncation level in (1.2). Given c⋆ > 0, we let
un ≡ un(c⋆) be the sequence defined through
P(g(x) ≤ −un(c⋆)) = n−c⋆ . (1.12)
Viewing the vertices of Vn as independently occupied with probability (1.12), one sees
that this probability increases from 0 to 1 as c⋆ decreases from +∞ to 0, and so, the set of
occupied vertices evolves from the empty set to the entire Vn. Set
V⋆n ≡ {x ∈ Vn | x is occupied} \ I⋆n, (1.13)
where I⋆n is the set of isolated occupied vertices, namely, x ∈ I⋆n if it is occupied but none
of its n neighbors is. Our results are closely tied to the graph properties of this set. Let
us only mention here that c⋆ must be chosen such that c⋆ > ccrit ≥ 2. This precludes
the emergence of a giant connected component and guarantees that, P- almost surely, the
graph of V⋆n is made of an exponentially large number (≈ O(2n/n2c⋆−1)) of small, disjoint
connected components of size smaller than n. In explicit form, the sequence un obeys
un(c⋆) =
√
2c⋆ log n−
(
log logn+log 4π
2
√
2c⋆ logn
+O
(
1√
logn
))
. (1.14)
Hence, the truncation only prunes energies such that −HREMn (x) .
√
2c⋆n logn, while
activated aging typically involves energies of size −HREMn (x) ≥ γn, γ > 0, that is to say,
of the order of maxx∈Vn(−HREMn (x)).
We are concerned with finding sequences cn and Kn for which the rescaled clock pro-
cess (1.9) converges for some (ideally, the smallest possible) c⋆ > ccrit. Note that in
physical terms, cn is the time scale on which the continuous time process Xn is observed,
while Kn(t) is the total number of steps the discrete time chain Jn takes during the period
of observation. In all previously mentioned works on mean-field spin glasses (that is, the
REM and p-spin SK models with p ≥ 3) where convergence of (1.9) could be proved, this
was on time scales of the form cn ∼ exp(βγn), γ > 0. Furthermore, Kn invariably had to
be chosen of the form Kn(t) = ⌊ant⌋, where an is defined through anP(wn(x) ≥ cn) ∼ 1,
and where wn(x) denotes the Boltzmann weight of the considered model; in the standard
REM, this is
wn(x) ≡ exp{−βHREMn (x))} , x ∈ Vn. (1.15)
Finally, a common α-stable subordinator emerged as the limit of the clock processes.
As might reasonably be expected, the physical time scale, cn, on which activated aging
occurs in Metropolis dynamics is the same as in the Random Hopping dynamics. What
does differ, however, is the choice of Kn. Given a sequence an, we now set
Kn(t) ≡ min
{
k ≥ 1
∣∣∣ ∑k−1i=0 1{Jn(i)∈Vn\V⋆n} = ⌊ant⌋} , t ≥ 0. (1.16)
This is the number of steps Jn must take in order to take ⌊ant⌋ steps outside V⋆n. Our
first theorem states that the resulting rescaled clock process (1.9) converges to the same
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limiting subordinator as in the Random Hopping dynamics, for the very same sequences
an and cn, and in the same β range. For 0 ≤ ε ≤ 1 and 0 < β <∞, set
βc(ε) =
√
ε2 log 2, (1.17)
α(ε) = βc(ε)/β. (1.18)
Throughout this paper the initial distribution is the uniform distribution on Vn \ V⋆n.
Theorem 1.1. Assume that c⋆ > 3. Given 0 < ε < 1 let an and cn be defined through
lim
n→∞
log an
n log 2
= ε, anP(wn(x) ≥ cn) ∼ 1. (1.19)
Then, for all 0 < ε < 1 and all β > βc(ε), P-almost surely,
Sn ⇒J1 S∞ (1.20)
where S∞ is a stable subordinator with zero drift and Le´vy measure ν defined through
ν(u,∞) = u−α(ε)α(ε)Γ(α(ε)), u > 0, (1.21)
and where ⇒J1 denotes weak convergence in the space D([0,∞)) of ca`dla`g functions
equipped with the Skorokhod J1-topology.
In the rest of the paper the symbol ⇒J1 (sometimes only ⇒) has the same meaning as
in Theorem 1.1.
Let us now elucidate the meaning ofKn. There is a clear parallel between the definitions
(1.16) and (1.7) of Kn and S˜n. Like S˜n, Kn is similar to a time, each step of the chain
Jn lasting one time unit. Just like S˜n also, it is a function of an underlying ’faster chain’,
namely, the chain Jn observed only at its visits to Vn \ V⋆n. Thus Kn can be viewed as
the total time spent by the chain Jn along the first ⌊ant⌋ steps of that fast chain – in other
words, as a clock process for Jn. One may probe this parallel further by asking if there
exist sequences bn for which the rescaled process b−1n Kn converges. As the next theorem
shows, the nature of the limit undergoes a transition at the critical value β = 2βc(ε/2).
Theorem 1.2. Assume that c⋆ > 3 and, given 0 < ε < 1, let an be as in Theorem 1.1.
(i) If β > 2βc(ε/2), let bn be defined through √nanP(wn(x) ≥ (n− 1)bn) ∼ 1. Then, for
all 0 < ε < 1 and all β > 2βc(ε/2), P-almost surely,
b−1n Kn ⇒J1 S†∞, (1.22)
where S†∞ is a stable subordinator with zero drift and Le´vy measure ν† defined through
ν†(u,∞) = u−2α(ε/2)2α(ε/2)Γ(2α(ε/2)), u > 0. (1.23)
(ii) If 0 < β < 2βc(ε/2), set bn = an exp(n(β/2)2)/(β√πn). Then, for all 0 < ε < 1 and
all β < 2βc(ε/2), P-almost surely,
(b−1n Kn(t), t ≥ 0) P−a.s.−→
n→∞
(t, t ≥ 0), (1.24)
where convergence holds in the space C([0,∞)) of continuous functions equipped with
the topology of the uniform convergence on compact sets.
Remark. A transition similar to that of Theorem 1.2 is present in Sn at the critical value
β = βc(ε). Since in the region β < βc(ε) activated aging is interrupted (and in order not
to make the paper longer) we leave out the explicit statement.
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The occurence of stable subordinators as limits of both Sn and b−1n Kn above the critical
lines β = βc(ε) and β = 2βc(ε/2), 0 < ε < 1, respectively, can be explained through a
single, universal mechanism which is best described as an exploration mechanism of a set
of extreme accessible states whose effective waiting times are heavy tailed. What gives
rise to this mechanism, however, is very different depending on whether one considers Sn
or b−1n Kn. Let us briefly explain this.
When dealing with Sn, the processes at work are analogous to those already present in
the Random Hopping dynamic of the REM: the set of extreme accessible states identifies
with the vertices such that wn(x) ∼ cn, and most such vertices belong to the set I⋆n of
isolated occupied vertices of (1.13), but Jn typically does not revisit the elements of I⋆n
twice so that the associated effective waiting times typically coincide with the exponen-
tial holding times λ−1n (x)en,i = wn(x)en,i (see (1.7)) and these, scaled down by cn, are
asymptotically heavy tailed with parameter α(ε).
This is in sharp contrast with the mechanisms that govern the behavior of b−1n Kn. View-
ing the set V⋆n ∪ I⋆n as the level set of the REM’s landscape, and its disjoint components
as separated valleys, Kn can be interpreted as the sum of the sojourn times in the valleys
of size ≥ 2 that Jn visits along its path. Thus holding times now arise dynamically from
metastable trapping times in local valleys. The analysis of these times reveals that the set of
extreme accessible states is the set of pairs (x, y) ∈ En such that min(wn(x), wn(y)) ∼ bn,
that their effective waiting times have exponential tails of mean value min(wn(x), wn(y)),
and that, scaled down by bn, these waiting times are asymptotically heavy tailed with
parameter 2α(ε/2).
Below the critical line β = 2βc(ε/2), 0 < ε < 1, this picture breaks down. The leading
contributions to b−1n Kn no longer come from extreme events but from typical events that
consist of visits to valleys whose effective mean waiting times have finite mean values.
Note that even here, the jump chain does not resemble the symmetric random walk. In
fact, our results show that on the time scales of activated aging, Metropolis dynamics never
can be reduced to the Random Hopping dynamics, just as the latter cannot be reduced
to Bouchaud’s phenomenological trap model. Despite this Bouchaud’s trap model does
correctly predict the aging behavior of both dynamics:
Theorem 1.3 (Correlation function). Let Cn(t, s) be defined in (1.10). Under the hypoth-
esis of Theorem 1.1, for all ρ ∈ (0, 1), t > 0 and s > 0, P-almost surely,
lim
n→∞
P(Cn(t, s) ≥ 1− ρ) = sinαπ
π
∫ t/(t+s)
0
uα(ε)−1(1− u)−α(ε) du. (1.25)
Remark. The convergence statement of Theorem 1.2, (i), is of course is a manifestation of
the fact that above the critical line the jump chain is itself an aging process. This can be
quantified using e.g. the function C′n(t, s) = n−1
(
Jn(⌊bnt⌋), Jn(⌊bn(t + s)⌋
)
for which a
statement similar to (1.25) can be proved with 2α(ε/2) subsituted for α(ε).
Let us highlight the content of the next two sections. What we need to know about
the random graph induced by the truncation (1.12) is collected in Section 2. In Section
3 we isolate two processes, called the front end and back end clock processes (hereafter
FECP and BECP), that are central to the proofs of Theorem 1.1 and Theorem 1.2. We show
that the processes Sn, respectively Kn, can be written as the sum of FECP, respectively
BECP, and remainders. Based on this we decompose the proofs of Theorem 1.1 and The-
orem 1.2 into proving on the one hand that FECP and BECP converge, and showing on
the other hand that the remainders are asymptotically negligeable. This strategy strongly
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relies on two abstract theorems (Theorem 8.2 in Section 8 and Theorem 9.1 in Section 9)
that give sufficient conditions for FECP and BECP to converge to Le´vy subordinators. The
organisation of the rest of the paper is detailed at the end of Section 3.
2. RANDOM GRAPH PROPERTIES OF THE REM’S LANDSCAPE
Given V ⊆ Vn we denote by G ≡ G(V ) the undirected graph which has vertex set V
and edge set consisting of pairs of vertices {x, y} in V with dist(x, y) = 1. This short
section is concerned with the graph properties of the level sets
Vn(ρ) = {x ∈ Vn | wn(x) ≥ rn(ρ)} , (2.1)
where, given ρ > 0, the truncation level rn(ρ) is the sequence defined through
2ρnP(wn(x) ≥ rn(ρ)) = 1. (2.2)
This is a convenient reparametrization of (1.12), that is, (1.12) follows from (2.2) by taking
ρ = ρ⋆n ≡
c⋆ logn
n log 2
, rn(ρ
⋆
n) ≡ exp(β
√
nun(c⋆)). (2.3)
Viewing the vertices of Vn as independently occupied with probability 2−ρn, questions on
G(Vn(ρ)) reduce to questions on random subgraphs of the hypercube graph Qn ≡ G(Vn).
2.1. Component structure of Vn(ρ). The set Vn(ρ) of occupied vertices can be decom-
posed into components that we classify according to their connectedness and size. We
call C ⊆ Vn(ρ) a connected component of size |C| if the subgraph G(C) ⊆ G(Vn(ρ)) is
connected. All connected components have size ≥ 2. We call isolated occupied vertices
of Vn(ρ) components of size 1. Given Vn(ρ), Vn can uniquely be decomposed into
Vn = Nn(ρ) ∪ In(ρ) ∪
(∪Ll=1Cn,l(ρ)), L ≡ Ln(ρ), (2.4)
where Nn(ρ) is the set of all non occupied vertices, In(ρ) is the set of all isolated occupied
ones, and Cn,l(ρ), 1 ≤ l ≤ L, is a collection of disjoint connected components satisfying
G(Vn(ρ)) = ∪Ll=1G(Cn,l(ρ)), Cn,l(ρ) ∩ Cn,k(ρ) ∀l 6= k. (2.5)
As ρ decreases, the set Vn(ρ) grows and the graph G(Vn(ρ)) potentially acquires new
edges. Little is known about such graphs compared to those obtained by selecting edges
independently. It is chiefly known [10] that the size of the largest Cn,l(ρ) undergoes a
transion near the value ρ ≈ logn
n log 2
, with a unique “giant” componant of size O(n−12n)
emerging slightly below this value. We are interested here in choosing ρ in such a way as
to garantee that the size of the largest Cn,l(ρ) remains small compared to n.
Lemma 2.1. Let 0 < ηn ↓ 0 be such that ηn log n ↑ ∞ as n ↑ ∞. Set
ρcritn ≡ ccrit lognn log 2 , ccrit ≡ ccritn = 2
[
1 + log 2
2ηn logn
(
1 + 3 logn
nlog 2
)]
. (2.6)
There exists ΩCRIT ⊂ Ω with P (ΩCRIT) = 1 such that on ΩCRIT, for all but a finite number of
indices n, for all ρ ≥ ρcritn , the connected components in (2.4) satisfy
2 ≤ max
1≤l≤L
|Cn,l(ρ)| ≤ nηn ≪ n. (2.7)
Remark. Although ccrit in (2.6) is very likely not optimal, we clearly must have ccrit > 1.
AGING IN METROPOLIS DYNAMICS 8
Proof of Lemma 2.1. The proof relies on a lemma that we first state and prove. Define
Ω˜n(m) =
{
ω ∈ Ω ∣∣max1≤l≤L |Cn,l(ρ)| < m} , m = 2, 3, . . . (2.8)
In what follows ρ ≡ ρn > 0 and m ≡ mn > 1 are, respectively, positive and integer
valued sequences. To keep the notation simple we do not make this dependence explicit.
Lemma 2.2. If ρ ≥ ρ+n (m) ≡ 1m
(
1 + (m+2) logn+logm!
n log 2
)
then P
(
lim infn→∞ Ω˜n(m)
)
= 1.
Proof of Lemma 2.2. Call (χn(x), x ∈ Vn), χn(x) ≡ 1{wn(x)≥rn(ρ)}, the occupancy vari-
ables. These are i.i.d. Bernoulli r.v.’s with P (χn(x) = 1) = 1 − P (χn(x) = 0) = 2−ρn.
Set P
(
Ω˜cn(m)
)
= 1 − P(Ω˜n(m)) = P(∃Cn⊆Vn(ρ):|Cn|=mG(Cn) is connected ). The num-
ber of connected components of size m is at most m!nm2n, and by independence, if
|Cn| = m then P
(
G(Cn) is connected
)
= P
(∏
x∈Cn χn(x) = 1
)
= (2−ρn)m. Thus,
for ρ ≥ ρ+n (m), P
(
Ω˜cn(m)
) ≤ m!nm2(1−mρ)n ≤ m!nm2(1−mρ+n (m))n ≤ n−2, so that∑
n≥1 P
(
Ω˜cn(m)
)
<∞. The lemma now follows from the first Borel-Cantelli Lemma. 
Lemma 2.1 follows from Lemma 2.2 by taking m = nηn, observing that for this choice
ρcritn > ρ
+
n (m), and setting ΩCRIT ≡ lim infn→∞ Ω˜n(m). 
2.2. Truncation and related quantities. Throughout the rest of the paper we assume
that c⋆ > 2 in (1.12) so that c⋆ ≥ ccritn for large enough n. According to (2.4)-(2.5), for
ρ = ρ⋆n as in (2.3), Vn be decomposed in a unique way into
Vn = N⋆n ∪ I⋆n ∪
(∪L⋆l=1C⋆n,l), L⋆ ≡ L(ρ⋆n), (2.9)
where N⋆n ≡ Nn(ρ⋆n), I⋆n ≡ In(ρ⋆n), and C⋆n,l ≡ Cn,l(ρ⋆n), 1 ≤ l ≤ L⋆. By construction
Hn(x) = 0 if and only if x ∈ N⋆n (see (1.2) and (1.12)). Furthermore V⋆n in (1.13) becomes
V⋆n = ∪L
⋆
l=1C
⋆
n,l. (2.10)
Lemma 2.3. Assume that c⋆ > 2. There exists Ω⋆ ⊂ Ω with P (Ω⋆) = 1 such that on Ω⋆,
for all but a finite number of indices n the following holds:
2 ≤ ∣∣C⋆n,l∣∣ ≤ {ρ⋆n[1− 2c−1⋆ (1 +O(logn/n))]}−1, 1 ≤ l ≤ L⋆. (2.11)
Furthermore,
|I⋆n| = 2nn−c⋆(1− n−(c⋆−1))(1 +O(n−2(c⋆−1)) + o(n−c⋆)), (2.12)
|Vn(ρ⋆n)| =
∣∣Vn \N⋆n∣∣ = 2nn−c⋆(1− n−c⋆)(1 + o(n−c⋆)), (2.13)∑L⋆
l=1
∣∣C⋆n,l∣∣ = |Vn(ρ⋆n) \ I⋆n| = 2nn−2c⋆+1(1 +O(n−(c⋆−1))), (2.14)
and, denoting by ∂A ≡ {y ∈ Vn \ A : dist(y, A) = 1} the boundary of the set A ⊂ Vn,
n
∣∣C⋆n,l∣∣ (1−O( 1logn)) ≤ ∣∣∂C⋆n,l∣∣ ≤ n ∣∣C⋆n,l∣∣ , (2.15)
|∂C⋆n,l ∩ ∂x| ≥ n(1−O( 1logn)) for all x ∈ C⋆n,l, (2.16)
n
∣∣C⋆n,l∣∣ (1−O( 1logn)) ≤∑x∈C⋆n,l∑y∈∂C⋆n,l :{x,y}∈En 1 ≤ n ∣∣C⋆n,l∣∣ . (2.17)
Proof. The claim of (2.11) follows from Lemma 2.2. Next,
|Vn(ρ⋆n)| =
∑
x∈Vn χn(x), |I⋆n| =
∑
x∈Vn χn(x)
∏
y∈Vn:(x,y)∈En(1− χn(y)), (2.18)
and
∑L⋆
l=1
∣∣C⋆n,l∣∣ =∑x∈Vn χn(x)[1−∏y∈Vn:(x,y)∈En(1−χn(y))], where, as in the proof of
Lemma 2.2, χn(x) ≡ 1{wn(x)≥rn(ρ⋆n)} are i.i.d. Bernoulli r.v. with P (χn(x) = 1) = n−c⋆ .
From these expressions (2.13), (2.12), and (2.14) are easily obtained. Turning to (2.17)
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note that the sum therein can be written as
∑
x∈C⋆n,l(n − dn(x)) where dn(x) denotes the
connectivity of the vertex x in the graph G(Vn(ρ⋆n)). This, the bound 1 ≤ dn(x) ≤
∣∣C⋆n,l∣∣,
and (2.11) yield the desired result. To prove the lower bound of (2.15) reason that each
vertex x in C⋆n,l has at least n − dn(x) nearest neighbors vertices in ∂C⋆n,l, and that no
two vertices in C⋆n,l can have more than one common nearest neighbor vertex in ∂C⋆n,l.
Hence
∣∣∂C⋆n,l∣∣ ≥ ∑x∈C⋆n,l(n − dn(x) − (∣∣C⋆n,l∣∣ − 1)) ≥ ∑x∈C⋆n,l(n − 2 ∣∣C⋆n,l∣∣) and the
lower bound in (2.15) follows from (2.11). Eq. (2.16) is proved in the same way since
|∂C⋆n,l∩∂x| = n−d(x) for x ∈ C⋆n,l. Finally, the upper bound of (2.15) is immediate. 
We conclude this section with two elementary lemmata that are repeatedly needed. The
first expresses the function rn(ρ) defined through (2.2).
Lemma 2.4. For all ρ > 0, possibly depending on n, such that ρn ↑ ∞ as n ↑ ∞,
rn(ρ) = exp
{
nββc(ρ)− (β/2βc(ρ))
[
log(β2c (ρ)n/2) + log 4π
]
+ o(β/βc(ρ))
}
. (2.19)
In particular, for ρ⋆n as in (2.3) and c⋆ > 2,
rn
(
ρ⋆n
)
= exp
{
β
(√
2c⋆n logn−
√
n
logn
(
log logn
2
√
2c⋆
+O(1)))}. (2.20)
Proof. Denote by Φ and φ the standard Gaussian distribution function and density, respec-
tively. Setting bn = 2ρn andBn = log rn(ρ)/β
√
n, (2.2) becomes bn
(
1−Φ(Bn)
)
= 1. It is
shown in [25] (see paragraph below (2.20)) that (Bn−Bn)Bn = o(1) where Bn is defined
through bn φ(Bn)Bn = 1. Eq. (2.19) then readily follows from the well known fact that (see
[18], p. 374) Bn = (2 log bn) 12 − 12(log log bn + log 4π)/(2 log bn)
1
2 +O(1/ log bn). 
Lemma 2.5. There exists a subset Ω0 ⊆ Ω with P
(
Ω0
)
= 1 such that on Ω0, for all but a
finite number of indices n the following holds: for all 1 ≤ l ≤ L⋆
e−βmin{max(Hn(y),Hn(x)) | {x,y}∈G(C⋆n,l)} ≤ eβn√log 2(1+2 logn/n log 2), (2.21)
e−βmin{Hn(x) | x∈C⋆n,l} ≤ eβn√2 log 2(1+2 logn/n). (2.22)
Proof. Set ρ(1) ≡ 1 + 2 logn/n log 2, Ωn(1) ≡ {ω ∈ Ω | maxx∈Vn wn(x) ≤ rn(ρ(1))},
and Ω∞(1) ≡ lim infn→∞Ωn(1). Further set ρ(2) ≡ 12(1 + 3 logn/n log 2), Ωn(2) ≡{ω ∈ Ω | max(x,y)∈En min(wn(x), wn(y)) ≤ rn(ρ(2))}, and Ω∞(2) ≡ lim infn→∞Ωn(2).
By independence and (2.2), P(Ωcn(1)) = 2n2−nn−2 = n−2 which is summable, hence
P(Ω∞(1)) = 1. Next, P(Ωcn(2)) ≤ n2n−12−n(rn(ρ(2)))2 ≤ n−2 which is also summable,
and so P(Ω∞(2)) = 1. Taking Ω0 ≡ Ω∞(1) ∩ Ω∞(2) and using (2.19) to bound rn(ρ(1))
and rn(ρ(2)) yields the claim of the lemma. 
3. FRONT END AND BACK END CLOCK PROCESSES, AND PROOFS OF THE THEOREMS
OF SECTION 1.
In this section we formally define the front end and back end clock processes, and
show how they relate to the clock processes Sn and Kn. These relations are then used
to decompose the proofs of Theorem 1.1 and Theorem 1.2 into five main steps. Let C⋆n,l,
1 ≤ l ≤ L⋆, be the collection of connected components defined through (2.9) and set
V◦n ≡ Vn \
(∪1≤l≤L⋆C⋆n,l) . (3.1)
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3.1. Front end clock process. We call front end clock process the process defined through
S˜◦n(k
◦) =
k◦−1∑
i=0
λ−1n (J
◦
n(i))e
◦
n,i, k
◦ ∈ N, (3.2)
where (e◦n,i , n ∈ N, i ∈ N) are independent mean one exponential random variables and
where, introducing the times of consecutive visits of Jn to V◦n,
T ◦n,0 = inf{i ≥ 0 | Jn(i) ∈ V◦n} , (3.3)
T ◦n,j+1 = inf{i > T ◦n,j | Jn(i) ∈ V◦n}, j = 0, 1, 2, . . . , (3.4)
(J◦n(i), i ∈ N) is the reversible Markov chain on V◦n obtained by setting J◦n(i) ≡ Jn(T ◦n,i).
Note that J◦n has transition matrix elements
p◦n(x, y) = Px
(
Jn(T
◦
n,1) = y
)
, x, y ∈ V◦n, (3.5)
and invariant measure
π◦n(x) =
πn(x)∑
x′∈V◦n πn(x
′)
, x ∈ V◦n, (3.6)
where πn denotes the invariant measure of Jn (see (6.7) for its expression). We call J◦n
the front chain and denote by (ΩJ◦ ,FJ◦, P ◦) its probability space. The associated graph,
G◦(V◦n), is described in (6.10).
3.2. Back end clock process. The description of this process involves three time se-
quences. The first two are the intertwined sequences of consecutive hitting times of Vn\V◦n
and their ensuing exit times. Namely, set
T n,0 = 0, T
′
n,0 =
{
inf{i > 0 | Jn(i) /∈ V◦n}, if Jn(0) ∈ V◦n,
0, if Jn(0) /∈ V◦n,
(3.7)
and, for j = 0, 1, 2, . . . ,
T n,j+1 = inf{i > T ′n,j | Jn(i) ∈ V◦n} , (3.8)
T
′
n,j+1 = inf{i > T n,j+1 | Jn(i) /∈ V◦n}. (3.9)
Clearly, 0 = T n,0 ≤ T ′n,0 < T n,1 ≤ T ′n,1 < · · · < T n,j ≤ T ′n,j < . . . . Clearly also,
to each j there corresponds an i such that T ◦n,i−1 < T
′
n,j = T
◦
n,i−1 + 1 < T
◦
n,i. Merging(
T ◦n,i
)
i≥0 and
(
T
′
n,j
)
j≥0 into a single sequence,
(
T †n,j
)
j≥0, and arranging its elements in
increasing order of magnitude,
0 ≤ T †n,0 < T †n,1 < · · · < T †n,j < . . . . (3.10)
we define the back end clock process through
S˜†n(k
†) =
k†−1∑
i=0
Λ†n(J
†
n(i)), k
† ∈ N, (3.11)
where (J†n(i), i ∈ N) is the chain on Vn obtained by setting J†n(i) ≡ Jn(T †n,i), and where
Λ†n(J
†
n(i)) =
{
T n,j+1 − T ′n,j, if J†n(i) /∈ V◦n and
∑i
k=0 1{J†n(k)/∈V◦n} = j,
0, if J†n(i) ∈ V◦n.
(3.12)
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Clearly, J†n is Markovian with one-step transitions probabilities, p†n(x, y), as follows: when
it is at x ∈ V◦n, J†n chooses its next step according to the transition probabilities of Jn,
p†n(x, y) = pn(x, y), x ∈ V◦n, y ∈ Vn, (3.13)
and when it enters ∪1≤l≤L⋆C⋆n,l, say at a vertex of C⋆n,l, it exits in just one step through one
of the boundary points ∂C⋆n,l; that is, for all x ∈ C⋆n,l, y ∈ ∂C⋆n,l, and 1 ≤ l ≤ L⋆,
p†n(x, y) = Px(J(T
⋆
n,l) = y), (3.14)
where T ⋆n,l = inf{i > 0 | Jn(i) ∈ ∂C⋆n,l}. Clearly also, the increments Λ†n(J†n(i)) of the
clock at the times of the visits of J†n(i) to ∪1≤l≤L⋆C⋆n,l are the sojourn times of Jn in the
sets C⋆n,l being visited. In other words, Λ†n(J†n(i)) is equal in distribution to some T ⋆n,l.
Summarizing our definitions, FECP (3.2) records the total time spent by the proces Xn
in V◦n along the first k◦ steps of J◦n whereas BECP (3.11) records the total time spent by
the chain Jn in ∪1≤l≤L⋆C⋆n,l along the first k† steps of J†n. The chains J†n and J◦n differ in
that J†n does visit the sets C⋆n,l, and steps out of these sets right after stepping in, while J◦n
straddles over the C⋆n,l’s, never entering them. Technically, this makes the two chains very
different objects. In particular, J◦n is reversible but J†n isn’t.
3.3. Rewriting the clock process. Our aim is to express the processes Kn and Sn defined
in (1.16) and (1.9), respectively, using FECP and BECP. We first deal with Kn. For an as
in (1.16) let k†n(t) be defined through
k†n(t) = min
{
k ≥ 1
∣∣∣ ∑k−1i=0 1{J†n(i)∈V◦n} = ⌊ant⌋} , t ≥ 0, (3.15)
and, taking k† = k†n(t) in (3.11), set
S†n(t) = b
−1
n S˜
†
n(k
†
n(t)), t ≥ 0. (3.16)
Then Kn(t) can be writen as
Kn(t) = ⌊ant⌋ + bnS†n(t), t ≥ 0. (3.17)
To see this write Kn(t) =
∑Kn(t)−1
i=0 1{Jn(i)∈V◦n} +
∑Kn(t)−1
i=0 1{Jn(i)/∈V◦n} and note that∑Kn(t)−1
i=0 1{Jn(i)/∈V◦n} =
∑k†n(t)−1
i=0 Λ
†
n(J
†
n(i)) = bnS
†
n(t), (3.18)∑Kn(t)−1
i=0 1{Jn(i)∈V◦n} =
∑k†n(t)−1
i=0 1{J†n(i)∈V◦n} = ⌊ant⌋ ≡ k◦n(t), (3.19)
where we introduced the notation k◦n(t) for later convenience. In words, when Jn takes
Kn(t) steps, J†n takes k†n(t) steps, of which k◦n(t) are visits of J†n to V◦n.
To deal with the clock process Sn we likewise split the sum in (1.9) in two terms ac-
cording to whether Jn(i) ∈ V◦n or Jn(i) /∈ V◦n. From the above definitions and those of J†n
and J◦n we have that on the one hand, writing
d
= for equality in distribution,∑Kn(t)−1
i=0 λ
−1
n (Jn(i))en,i1{Jn(i)∈V◦n}
d
=
∑k†n(t)−1
j=0 λ
−1
n (J
†
n(j))e
†
n,j1{J†n(i)∈V◦n} (3.20)
d
=
∑k◦n(t)−1
j=0 λ
−1
n (J
◦
n(j))e
◦
n,j1{J◦n(i)∈V◦n} (3.21)
= S˜◦n(⌊ant⌋), (3.22)
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where (e†n,j) and (e◦n,j) are families of independent mean one exponential random vari-
ables, and S˜◦n is the front end clock process (3.2). On the other hand,∑Kn(t)
i=0 λ
−1
n (Jn(i))en,i1{Jn(i)/∈V◦n} (3.23)
=
∑k†n(t)−1
j=0
(∑Λ†n(J†n(j))−1
i=0 λ
−1
n (Jn(T
′
n,j + i))en,i
)
1{J†n(j)/∈V◦n} (3.24)
≡ ∑k†n(t)−1j=0 Λ̂†n(J†n(j)) (3.25)
where the last line defines Λ̂†n(J†n(j)). If we now set, for t ≥ 0,
S◦n(t) ≡ c−1n S˜◦n(⌊ant⌋), (3.26)
Ŝn(t) ≡ c−1n
∑k†n(t)−1
j=0 Λ̂
†
n(J
†
n(j)), (3.27)
the rescaled clock process (1.9) can be rewritten as
Sn(t)
d
= S◦n(t) + Ŝn(t). (3.28)
Here the rescaled front end clock process, S◦n(t), records the time spent by the process Xn
during its visits to the set V◦n, while the remainder term, Ŝn(t), records the time spent in its
complement. The back end clock process bnS†n(t) is the time needed to actually be able to
observe a transition of the chain Jn from one vertex of V◦n to the next.
3.4. Proofs of the theorems of Section 1. The proofs of the theorems of Section 1.2 rely
on five theorems stated below. Each of them controls one of the processes k†n(t), S◦n(t),
Ŝn(t), and S†n(t) above, respectively below, the critical line β = 2βc(ε/2), 0 < ε < 1. As
in Section 1.2 the initial distribution of Jn is the uniform distribution on V◦n. By (6.5), this
is nothing but the invariant measure, π◦n, of J◦n. Hence J◦n and J†n also start in π◦n.
The first theorem shows that k†n(t) behaves like k◦n(t) = ⌊ant⌋ for large n.
Theorem 3.1. Assume that c⋆ > 2. For all 0 < t < ∞, any constant c◦ > 0, and any
sequence an > 0 we have that on Ω⋆, for all but a finite number of indices n,
Pπ◦n
(
1 ≤ k†n(t)/k◦n(t) ≤ 1 + n−c◦
) ≥ 1− n−2(c⋆−1)+c◦(1 +O(n−(c⋆−1))). (3.29)
The next two theorems are the building blocks of the proof of Theorem 1.1. The first es-
tablishes convergence of the front end clock process, S◦n. The second implies, in particular,
that the contribution of Ŝn to (3.28) vanishes as n diverges.
Theorem 3.2 (Front end clock process). Assume that c⋆ > 3. Let the sequences an and cn
be as in Theorem 1.1. Then, for all 0 < ε < 1 and β > βc(ε), P-almost surely,
S◦n ⇒J1 S◦∞, (3.30)
where S◦∞ is a subordinator with zero drift and Le´vy measure ν◦ = ν defined in (1.21).
Theorem 3.3 (Remainder). Assume that c⋆ > 2. Let the sequences an and cn be as in
Theorem 1.1. Then, for all 0 < ε < 1 and β > βc(ε), P-almost surely,
lim sup
n→∞
Pπ◦n
(
ρ∞
(
Sn(·), S◦n(·)
)
> ǫ
)
= 0, ∀ǫ > 0, (3.31)
where ρ∞ is Skorohod metric on D([0,∞)).
We now turn to the back end clock process. The next result parallels Theorem 3.2.
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Theorem 3.4 (Back end clock process above the critical line). Assume that c⋆ > 3. Let
the sequence an and bn be as in Theorem 1.1 and Theorem 1.2, (i), respectively. Then, for
all 0 < ε < 1 and β > 2βc(ε/2), P-almost surely,
S†n ⇒J1 S†∞, (3.32)
where S†∞ is a stable subordinator with zero drift and Le´vy measure ν† defined in (1.23).
Finally, the last result covers the high temperature domain.
Theorem 3.5 (Back end clock process below the critical line). Assume that c⋆ > 3. Let
the sequence an and bn be as in Theorem 1.1 and Theorem 1.2, (ii), respectively. Then, for
all 0 < ε < 1, all 0 < β < 2βc(ε/2), and all 0 < T <∞, P-almost surely,
Pπ◦n
(
lim
n→∞
sup
t∈[0,T ]
∣∣b−1n S†n(t)− t∣∣ = 0) = 1. (3.33)
Assuming these theorems we may prove Theorem 1.1 and Theorem 1.2. The proof of
Theorem 1.3 also uses properties of the chain J◦n that are taken from Section 6.
Proof of Theorem 1.1. In view of (3.28) Theorem 1.1 is an immediate consequence of
Theorem 3.2 and Theorem 3.3 
Proof of Theorem 1.2. Recall the expression (3.17) of Kn and notice that an/bn ↓ 0 both
under the assumptions on an and bn of Theorem 3.5 and Theorem 3.4 (use (2.19) to check
this in the latter case). Thus the first assertion of Theorem 1.2 is a an immediate conse-
quence of Theorem 3.4 while the second assertion follows from Theorem 3.5. 
Proof of Theorem 1.3. The proof follows classical arguments. Let Aρn(t, s) be the event
Aρn(t, s) ≡ {Cn(t, s) ≥ 1 − ρ}. Denote respectively by Rn and R◦n the ranges of the
processes c−1n S˜n and c−1n S˜◦n. Clearly, for all ρ ∈ (0, 1), Aρn(t, s) ⊇ {Rn ∩ (t, t + s) = ∅}.
Now limn→∞Pπ◦n(Rn ∩ (t, t + s) = ∅) = limn→∞Pπ◦n(R◦n ∩ (t, t + s) = ∅) as follows
from Theorem 3.3, and by Theorem 3.2, proceeding as in the proof of Theorem 1.6 in
[26], limn→∞Pπ◦n(R◦n ∩ (t, t+ s) = ∅) = P({S◦∞(u), u > 0} ∩ (t, t+ s) = ∅), but by the
arcsine law for stable subordinators (see e.g. Theorem 1.8 of [26]) the last probability is
equal to the right hand side of (1.25).
It thus remains to show that limn→∞Pπ◦n
(
Aρn(t, s) ∩ {Rn ∩ (t, t + s) 6= ∅}
)
= 0.
Invoking as before Theorem 3.3, we can substituteR◦n for Rn in the probability. Consider
the set Tn(ǫ) ≡ {x ∈ I⋆n | wn(x) ≥ ǫcn}, ǫ > 0. By Theorem 3.2, if R◦n ∩ (t, t + s) 6= ∅
then with a probability that tends to one as n ↑ ∞ and ǫ ↓ 0 there exists u− ≤ u+ such
that on the one hand c−1n S˜◦n(⌊anu−⌋ − 1) < t < c−1n S˜◦n(⌊anu−⌋) while c−1n S˜◦n(⌊anu+⌋) <
t+ s < c−1n S˜
◦
n(⌊anu+⌋+ 1) on the other, and these two increments correspond to visits to
vertices z− and z+ in Tn(ǫ) (that is to say, with probability one, the points t and t + s lie
in constancy intervals of the process, and such intervals are produced, asymptotically, by
visits to Tn(ǫ)). Let us now argue that, firstly, that starting from a given vertex z− ∈ Tn(ǫ),
the chain J◦n quickly moves at a distance greater than nρ/2 from it, and secondly, that it
does not visit any vertex in {z ∈ Tn(ǫ) | dist(z−, z) ≤ nρ/2} in the ensuing ⌊Can⌋ steps,
for any 0 < C < ∞, 0 < ρ < 1, and small ǫ > 0. For this we use three results of Section
6. By Proposition 6.1, the chain J◦n started in z− reaches stationarity in ℓ◦n ∼ n3 steps,
and by Proposition 6.3, π◦n({z ∈ V◦n | dist(z−, z) > nρ/2}) ≥ 1 − exp{−nI(ρ)}, where
I(ρ) > 0 if 0 < ρ < 1. This proves the first claim. The second claim is an immediate
consequence of Proposition 6.4. The proof of Theorem 1.3 is done. 
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The rest of this paper is organized as follows. In Section 4 we focus on the increments
of the process Ŝn and prove an upper bound on their tail distribution. A similar analysis
is carried out in Section 5 for the increments of the back end clock process S˜†n; an explicit
expression is also obtained for the distribution of the sojourn times of Jn in sets C⋆n,l of
size 2. The properties of J◦n (invariant measure, mixing time through spectral gap, mean
local times) are studied in Section 6, where it is shown that J◦n has several of the attributes
of the symmetric random walk. Using these preparations, the proofs of Theorem 3.1
and Theorem 3.3 are carried out in Section 7. Those of Theorem 3.2, Theorem 3.4, and
Theorem 3.5 are carried out in Section 8, Section 9, and Section 10, respectively. Finally,
Appendix 11 gathers needed results on the speed of convergence to Perron projector for
nonnegative and primitive matrices (Subsection 11.1), and for irreducible and periodic
matrices with period 2 (Subsection 11.2).
4. DISTRIBUTION OF THE INCREMENTS OF THE PROCESS Ŝn.
In this section we focus on the increments of the process Ŝn, that is to say, on the
quantities defined through (3.24)-(3.25) by
Λ̂†n(J
†
n(j)) ≡
Λ†n(J
†
n(j))−1∑
i=0
λ−1n (Jn(T
′
n,j + i))en,i (4.1)
if J†n(j) ∈ ∪1≤l≤L⋆C⋆n,l, and Λ̂†n(J†n(j)) = 0 otherwise. These are the sojourn times of the
process Xn in the sets C⋆n,l (we may think of them as “effective holding times” in those
sets). As expected, these times have exponential tails. For 1 ≤ l ≤ L⋆, set
¯̺n,l(0) = e
−βmin{Hn(x) | x∈C⋆n,l}, (4.2)
¯̺n,l(1) = e
−βmin{Hn(x) |x∈C⋆n,l}+βmax{Hn(y) | y∈C⋆n,l}, (4.3)
and
θ¯⋆n,l ≡ 3βn2|C⋆n,l|3 ¯̺n,l(1). (4.4)
Proposition 4.1. Let Ω⋆ and Ω0 be as in Lemma 2.3 and Lemma 2.5, respectively. On
Ω⋆ ∩ Ω0, for all but a finite number of indices n, the following holds for all 1 ≤ l ≤ L⋆.
For all t ≥ θ¯⋆n,l and all x in C⋆n,l,
P
(
Λ̂†n(J
†
n(j)) > t | J†n(j) = x
)
≤ e−t/τ⋆n,l(1 + ǫ¯⋆n), (4.5)
where 0 ≤ ǫ¯⋆n ≤
θ¯⋆n,l|C⋆n,l|
¯̺n,l(0)
(1 + o(1)) and
1
|C⋆n,l|
¯̺n,l(0) ≤ τ ⋆n,l ≤ (1 +O( 1logn))¯̺n,l(0). (4.6)
Moreover (τ ⋆n,l, 1 ≤ l ≤ L⋆) are independent random variables on (Ω,F ,P).
The next corollary is a crucial ingredient of the proof of Theorem 3.3.
Corollary 4.2. Assume that an ≤ 2n. On Ω0 ∩Ω⋆, for all but a finite number of indices n,
Pπ◦n
(
∃0≤j≤k†n(t)−1∃1≤l≤L⋆Λ̂†n(J†n(j))1{J†n(j)∈C⋆n,l} > n ¯̺n,l(0)
)
≤ te−n+n−2(c⋆−1)+c◦ (4.7)
where c◦ > 0 is a constant that can be chosen arbitrarily small.
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Let us sketch the proof of Proposition 4.1. Suppose that J†n(j) ∈ C⋆n,l. Then Λ̂†n(J†n(j))
is equal in distribution to the absorption time of the restriction of the process Xn to C⋆n,l,
killed on the boundary ∂C⋆n,l and started in J†n(j). It is well known that its law is governed
by the spectral characteristics of the associated infinitesimal generator (more specifically
by the corresponding Dirichlet eigenvalues) and is, on suitable time scales, approximated
to very good precision by an exponential law. This section is thus organized as follows.
In Subsection 4.1 we introduce the absorbing processes of interest, study their low lying
Dirichlet eigenvalues in Subsection 4.2 and, in Subsection 4.3, deduce from this the dis-
tribution of the absorption times, using a result from Appendix 11. The proof of Corollary
4.2 is done in Subsection 4.4.
4.1. The ‘starred’ absorbing processes. Let C⋆n,l, 1 ≤ l ≤ L⋆, be the collection of
connected components defined through (2.9). To each component C⋆n,l we associate an
absorbing Markov process X⋆n,l with state space C⋆n,l ∪ ∆, where the absorbing point, ∆,
represents the boundary ∂C⋆n,l; its infinitesimal generator L
⋆
n,l =
(
λ¯⋆n,l(x, y)
)
has entries
λ¯⋆n,l : {C⋆n,l ∪∆} × {C⋆n,l ∪∆} → R, given by
λ¯⋆n,l(x, y) =

λn(x, y) if (x, y) ∈ G(C⋆n,l),∑
y′ /∈C⋆n,l λn(x, y
′) if x ∈ C⋆n,l, y = ∆,
−∑y′∈Vn λn(x, y′) if x = y ∈ C⋆n,l,
0 else.
(4.8)
Thus X⋆n,l can be viewed as the restriction of Xn to C⋆n,l, killed on the boundary ∂C⋆n,l.
We also call L⋆n,l =
(
λ⋆n,l(x, y)
)
the sub-Markovian restriction of L⋆n,l to C⋆n,l, namely
λn,l : C
⋆
n,l × C⋆n,l → R,
λ⋆n,l(x, y) =
{
λn(x, y) if (x, y) ∈ G(C⋆n,l)
−∑y′∈Vn λn(x, y′) if x = y ∈ C⋆n,l. (4.9)
With this notation Λ̂†n(J†n(j)) in (4.1) is nothing but the absorption time
Λ⋆n,l ≡ inf{t > 0 | X⋆n,l(t) = ∆} (4.10)
of the process X⋆n,l started in X⋆n,l(0) = J†n(j).
4.2. Spectrum of −L⋆n,l and other properties. It follows from the properties of the sets
C⋆n,l that {∆} is the unique recurrence class of L
⋆
n,l and that L⋆n,l is irreducible (in fact
primitive) and non periodic. Also note that L⋆n,l is reversible with respect to the restriction
of Gibbs measure (see (1.3)) to C⋆n,l,
µ⋆β,n,l(x) =
Gβ,n(x)∑
x′∈C⋆n,l Gβ,n(x
′)
, x ∈ C⋆n,l. (4.11)
Let Id denote the identity matrix in Rd and set N ≡ Nn,l = |C⋆n,l|. In view of (1.4) the
matrix Rn,l ≡ L⋆n,l+ IN+1 is stochastic (its entries are in [0, 1] and its rows sum up to one)
and {∆} is its unique recurrence class. From this and Perron’s theorem we deduce (see
(11.1)) that the eigenvalues of −L⋆n,l satisfy
0 < ςn,l(0) < ςn,l(1) ≤ ςn,l(2) · · · ≤ ςn,l(N − 1). (4.12)
The next two Lemmata state bounds on the eigenvalues ςn,l(0) and ςn,l(1). Let ¯̺n,l(0)
and ¯̺n,l(1) be given by (4.2) and (4.3) respectively.
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Lemma 4.3. On Ω⋆, for all but a finite number of indices n, 1−O(1/log n)
¯̺n,l(0)
≤ ςn,l(0) ≤ |C
⋆
n,l|
¯̺n,l(0)
.
Lemma 4.4. ςn,l(1) ≥ 1/
(
n|C⋆n,l|2 ¯̺n,l(1)
)
.
Proof of Lemma 4.3. Rather than considering the matrix−L⋆n,l, it is convenient to consider
Rn,l ≡ L⋆n,l + IN (4.13)
that is to say, the nonnegative and substochastic matrix Rn,l = (rn,l(x, y)) with entries
r⋆n,l(x, y) =
{
λn(x, y), if (x, y) ∈ G(C⋆n,l),
1−∑y′∈Vn λn(x, y′), if x = y ∈ C⋆n,l (4.14)
and eigenvalues 1 > ϑn,l(0) > ϑn,l(1) ≥ · · · ≥ ϑn,l(N − 1) > −1,
ϑn,l(i) ≡ 1− ςn,l(i). (4.15)
To bound ϑn,l(0) from below note that since Rn,l is reversible with respect to µ⋆β,n,l, it is
similar to the matrix with entries rn,l(x, y)
√
µ⋆n,l(x)/µ
⋆
n,l(y), and the latter being symmet-
ric, the minimax characterization of its largest eigenvalue (see e.g. [29], p. 176) gives
ϑn,l(0) = sup
u 6=0
∑
{x,y}∈C⋆n,l×C⋆n,l u(x)u(y)µ
⋆
n,l(x)rn,l(x, y)∑
x∈C⋆n,l u
2(x)µ⋆n,l(x)
, (4.16)
where supremum is taken over all non zero functions real valued function u on C⋆n,l. Thus
ϑn,l(0) is bounded below by the ratio in the r.h.s. of (4.16) evaluated at constant functions,
ϑn,l(0) ≥
∑
{x,y}∈C⋆n,l×C⋆n,l µ
⋆
n,l(x)rn,l(x, y) = 1− A/B (4.17)
where, by (4.11), (4.14), and the definition (1.4) of λn(x, y),
A ≡∑x∈C⋆n,l∑y∈∂C⋆n,l:{x,y}∈En e−βmax(Hn(y),Hn(x)), (4.18)
B ≡ n∑x∈C⋆n,l e−βHn(x). (4.19)
Now by construction (see (2.9) in Subsection 2.2) the maximum in (4.18) is equal to zero.
Hence A =
∑
x∈C⋆n,l
∑
y∈∂C⋆n,l:{x,y}∈En 1 ≤ n|C
⋆
n,l|. This and the bound
n ≤ Beβmin{Hn(x) | x∈C⋆n,l} ≤ n|C⋆n,l| (4.20)
yields ϑn,l(0) = 1− ς(0) ≥ 1− |C
⋆
n,l|
¯̺n,l(0)
, which is the desired lower bound.
We now turn to the upper bound. Denote byR⋆n,l the stochastic matrixR⋆n,l ≡ Rn,l+Dn,l
where Dn,l = (dn,l(x, y)) is the diagonal matrix with entries dn,l : C⋆n,l × C⋆n,l → [0, 1],
dn,l(x, y) =
{∑
y′ /∈C⋆n,l λn(x, y
′), if x = y, x ∈ C⋆n,l,
0, else.
(4.21)
For 0 ≤ k ≤ N − 1 denote by ϑ⋆n,l(k) and ϑdn,l(k) the eigenvalues of R⋆n,l and Dn,l,
respectively, arranged in decreasing order of magnitude. Then, since Rn,l = R⋆n,l −Dn,l,
by Weyl’s theorem on eigenvalues (see e.g. [29] p. 181),
ϑn,l(k) ≤ ϑ⋆n,l(k)− ϑdn,l(N − 1), 0 ≤ k ≤ N − 1. (4.22)
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Here ϑ⋆n,l(0) = 1 and ϑdn,l(N − 1) = minx∈C⋆n,l
∑
y′∈∂C⋆n,l:{x,y′}∈En λn(x, y
′). Thus,
ϑn,l(0) ≤ 1− min
x∈C⋆n,l
∑
y′∈∂C⋆n,l:{x,y′}∈En
λn(x, y
′) = 1− |∂C
⋆
n,l ∩ ∂x|
n ¯̺n,l(0)
, (4.23)
where we used that 0 = Hn(y′) ≥ Hn(x) for all {x, y′} ∈ En with x ∈ C⋆n,l and y′ ∈ ∂C⋆n,l.
Inserting the bound (2.16) of Lemma 2.3 we obtain that, on Ω⋆, for all but a finite number
of indices n, ϑn,l(0) = 1 − ς(0) ≤ 1− (1 −O( 1logn)) 1¯̺n,l(0) for all x ∈ C⋆n,l. The proof of
Lemma 4.3 is done. 
Proof of Lemma 4.4. Applying the bound (4.22) with k = 1 gives ϑn,l(1) ≤ ϑ⋆n,l(1) since,
clearly, ϑdn,l(N − 1) ≥ 0. R⋆n,l being a stochastic matrix, questions on ϑ⋆n,l(1) then reduce
to classical questions on the spectral gap τ−1n,l ≡ 1− ϑ⋆n,l(1). It is in particular well known
that
τn,l = sup
{ E(u, u)
V ar(u)
: u is nonconstant
}
, (4.24)
where, denoting by u a real valued function on C⋆n,l,
V ar(u) = 1
2
∑
x,y (u(x)− u(y))2 µ⋆n,l(x)µ⋆n,l(y), (4.25)
E(u, u) = 1
2
∑
x,y (u(x)− u(y))2 µ⋆n,l(x)rn,l(x, y). (4.26)
It is also well known that based on (4.24), one may derive bounds on τn,l in terms of
“canonical paths” (see e.g. [32]). The bound stated below is taken from [21] (see Proposi-
tion 1’ p. 38). For each pair of distinct vertices x, y ∈ C⋆n,l, choose a path γx,y going from
x to y in the graph G(C⋆n,l). Paths may have repeated vertices but a given edge appears at
most once in a given path. Let Γn,l denote a collection of paths (one for each pair {x, y}).
Then
τn,l ≤ max
e
ρ−1n (e)
∑
γx,y∋e
|γx,y|µ⋆n,l(x)µ⋆n,l(y), (4.27)
where the max is over all edges e = {x′, y′} of G(C⋆n,l), ρn(e) ≡ µ⋆n,l(x′)rn,l(x′, y′), and
the summation is over all paths in Γn,l that pass through e. The quality of this bound
usually depends on the choice of Γn,l. Here however we simply bound the length of the
longest path by the total number of edges in the graph, that is |γx,y| ≤ |C⋆n,l|. Eq. (4.27)
then immediately gives τn,l ≤
∣∣C⋆n,l∣∣maxe ρ−1n (e), and so
ϑn,l(1) ≤ 1−
∣∣C⋆n,l∣∣−1 min{x,y}∈G(C⋆n,l)µ⋆n,l(x)rn,l(x, y). (4.28)
Proceeding as in (4.17) to evaluate the r.h.s. above, we obtain
ϑn,l(1) ≤ 1−
∣∣C⋆n,l∣∣−1 min{x,y}∈G(C⋆n,l)B−1e−βmax(Hn(y),Hn(x)), (4.29)
where B is defined in (4.19). Finally, plugging in the upper bound of (4.20) we arrive at
ϑn,l(1) = 1− ςn,l(1) ≤ 1− (n|C⋆n,l|2 ¯̺n,l(1))−1. The proof of Lemma 4.4 is complete. 
We close this subsection with bounds that will be needed in several places.
Lemma 4.5. For rn
(
ρ⋆n
)
as in (2.20),
eβn
√
2 log 2(1+2 logn/n) ≥ ¯̺n,l(0) ≥ ̺n,l(1) ¯̺n,l(0)¯̺n,l(1) = e
−βmax{Hn(x) | x∈C⋆n,l} ≥ rn (ρ⋆n) ,
where the first inequality holds on Ω0, for all but a finite number of indices n.
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Proof. The first inequality is (2.22). The second is immediate. The third follows by con-
struction from the truncation (see (1.2), (1.12), and (2.9)) and relation 2.3. 
4.3. Absorption times: proof of Proposition 4.1.
Proof of Proposition 4.1. Assume that (4.5) holds for integer values of t in [θ¯⋆n,l − 1,∞).
Then, writing t − 1 < ⌊t⌋ ≤ t where ⌊t⌋ is the largest integer smaller than or equal to t,
we have, for all t ≥ θ¯⋆n,l,
Px
(
Λ⋆n,l > t
) ≤ Px (Λ⋆n,l > ⌊t⌋) ≤ e−⌊t⌋/τ⋆n,l(1 + ǫ¯⋆n) ≤ e−t/τ⋆n,le1/τ⋆n,l(1 + ǫ¯⋆n), (4.30)
where by (4.6), e1/τ⋆n,l(1 + ǫ¯⋆n) ≤
θ¯⋆n,l|C⋆n,l|
¯̺n,l(0)
(1 + o(1)).
It thus suffices to prove (4.5) for integer t’s in [θ¯⋆n,l − 1,∞). Assume from now on that
t = m > 1 is an integer and set A ≡ eL⋆n,l . Writing Amn,l = (a(m)n,l (x, y)), it follows from
(4.8)-(4.10) and the semigroup property that
Px
(
Λ⋆n,l > m
)
=
∑
y∈C⋆n,l(δx, e
mL⋆n,lδy) =
∑
y∈C⋆n,l a
(m)
n,l (x, y), (4.31)
where (·, ·) denotes the inner product in RN , N ≡ |C⋆n,l|, and δx is the vector with compo-
nents δx(x′) = 1 if x′ = x and zero otherwise. Clearly, An,l is a nonnegative and primitive
matrix, and is reversible with respect to µ⋆β,n,l. We can therefore use Lemma 11.1 to eval-
uate the right hand side of (4.31). For this note that An,l has eigenvalues exp{−ςn,l(i)},
0 ≤ i ≤ N − 1, where the ςn,l(i)’s obey (4.12), and denote by u⋆n,l and v⋆n,l the left and
right Perron eigenvectors of An,l (see (11.1)-(11.2)),
u⋆n,lAn,l = e
−ςn,l(0)u⋆n,l, u
⋆
n,l > 0, (4.32)
An,lv
⋆
n,l = e
−ςn,l(0)v⋆n,l, v
⋆
n,l > 0, (4.33)
normalized to make∑
x∈C⋆n,l u
⋆
n,l(x) = 1,
∑
x∈C⋆n,l u
⋆
n,l(x)v
⋆
n,l(x) = 1. (4.34)
Then, by (11.5) of Lemma 11.1,
Px
(
Λ⋆n,l > m
)
= v⋆n,l(x)e
−mςn,l(0) {1 +Rne−m(ςn,l(1)−ςn,l(0))} , (4.35)
where
|Rn| ≤
(
min
x∈C⋆n,l
{
v⋆n,l(x)(µ
⋆
n,l(x))
1/2
})−1
. (4.36)
In order to control |Rn| we need a lower bound on v⋆n,l(x).
Lemma 4.6. For all x ∈ C⋆n,l, v⋆n,l(x) ≥ (1/ ¯̺n,l(0))|C
⋆
n,l|
.
Proof of Lemma 4.6. Write An,l = eL⋆n,l = e−IN+(L⋆n,l+IN ) = e−1eRn,l and recall from
(4.13) that Rn,l ≡ L⋆n,l+ IN is a nonnegative and primitive matrix. By the spectral decom-
position the left and right Perron eigenvectors of An,l and Rn,l coincide, and thus
u⋆n,lRn,l = (1− ςn,l(0))u⋆n,l, u⋆n,l > 0, (4.37)
Rn,lv
⋆
n,l = (1− ςn,l(0))v⋆n,l, v⋆n,l > 0, (4.38)
where u⋆n,l and v⋆n,l obey (4.34). This implies in particular that∑
x∈C⋆n,l v
⋆
n,l(x) ≥ 1. (4.39)
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Indeed, by (4.34), u⋆n,l(x) ≤ 1 for all x ∈ C⋆n,l and so 1 =
∑
x∈C⋆n,l u
⋆
n,l(x)v
⋆
n,l(x) ≤∑
x∈C⋆n,l v
⋆
n,l(x). Equipped with (4.38) and (4.39) we prove the lemma by contradiction.
Assume that v⋆n,l(x) < ε0 ≡ (1/ ¯̺n,l(0))|C
⋆
n,l| for some x ∈ C⋆n,l. Then, by (4.38),∑
x∈C⋆n,l rn,l(y, x)v
⋆
n,l(x) = (1− ςn,l(0))v⋆n,l(y) ≤ ε0, (4.40)
and since min
{
rn,l(y, x) | x, y ∈ C⋆n,l
} ≥ rn(ρ⋆n)
n ¯̺n,l(0)
,
v⋆n,l(x) ≤ ε1 ≡ ε0 n ¯̺n,l(0)rn(ρ⋆n) for each x ∈ C
⋆
n,l ∩ ∂y. (4.41)
Repeating this reasoning for each x ∈ C⋆n,l ∩ ∂y, then for each x ∈ C⋆n,l ∩ ∂2y, and so on
and so forth, we arrive at
max
{
v⋆n,l(x) | x ∈ C⋆n,l
} ≤ ε0(n ¯̺n,l(0)rn(ρ⋆n) )|C⋆n,l| < nrn(ρ⋆n) . (4.42)
In view of (2.20) this implies that ∑x∈C⋆n,l v⋆n,l(x) ≪ 1, contradicting (4.39). Therefore
v⋆n,l(x) ≥ ε0 for all x ∈ C⋆n,l. 
Clearly, µ⋆n,l(x) ≥ 1/(¯̺n,l(1)|C⋆n,l|) for all x ∈ C⋆n,l. Using this bound and Lemma 4.6
in (4.36), it follows from (2.11) and the first and last inequality of Lemma 4.5 that on
Ω0 ∩ Ω⋆, for all but a finite number of indices n,
|Rn| ≤
√
n/rn (ρ⋆n)e
βn(|C⋆n,l|+1/2)
√
2 log 2(1+2 logn/n). (4.43)
Next, by Lemma 4.3, Lemma 4.4, and Lemma 4.5 we have that on Ω⋆, for all but a finite
number of indices n,
ςn,l(1)− ςn,l(0) ≥ (1− o(1))/n|C⋆n,l|2 ¯̺n,l(1) ≡ 3βn|C⋆n,l|(1− o(1))/θ¯⋆n,l, (4.44)
where θ¯⋆n,l is defined in (4.4). Inserting (4.43) and (4.44) in (4.35) we obtain that on
Ω0 ∩ Ω⋆, for all m ≥ θ¯⋆n,l − 1 and all but a finite number of indices n.
Px
(
Λ⋆n,l > m
)
= v⋆n,l(x)e
−mςn,l(0)(1 + ǫ¯′n), (4.45)
where ǫ¯′n = O(exp(−βn)). Px
(
Λ⋆n,l > θ¯
⋆
n,l
) ≤ 1 yields (1 + ǫ¯′n)v⋆n,l(x) ≤ eθ¯⋆n,lςn,l(0).
Plugging in the upper bound on ςn,l(0) of Lemma 4.3 and inserting the result in (4.45) we
obtain that
Px
(
Λ⋆n,l > m
)
= e−mςn,l(0)(1 + ǫ¯⋆n), (4.46)
where 0 ≤ ǫ¯⋆n ≤
θ¯⋆n,l|C⋆n,l|
¯̺n,l(0)
(1 + o(1)). Taking τ ⋆n,l = 1/ςn,l(0) in (4.45) now yields the
statement of (4.5) for all integer values of t in [θ¯⋆n,l − 1,∞). The claimed independance of
the τ ⋆n,l’s is a direct consequence of the definition of the ςn,l(0)’s. The proof of Proposition
4.1 is complete. 
4.4. Proof of Corollary 4.2. First note that the choice t = n ¯̺n,l(0) in Proposition 4.1 is
admissible since by (4.2), (4.3), (4.4), (2.11), Lemma 4.5, and (2.20) of Lemma 2.4, on
Ω⋆, for all n large enough,
n ¯̺n,l(0)
θ¯⋆n,l
= [3βn|C⋆n,l|3]−1 ¯̺n,l(0)¯̺n,l(1) ≥ [3βn|C
⋆
n,l|3]−1̺n,l(1) ≥ n−4rn (ρ⋆n)≫ 1. (4.47)
Moreover by (4.6), for this choice, t/τ ⋆n,l = n ¯̺n,l(0)/τ ⋆n,l ≥ n|C⋆n,l| ≥ 2n. Hence Proposi-
tion 4.1 applies so that on Ω0 ∩ Ω⋆, for all but a finite number of indices n,
P(Λ̂†n(J†n(j)) > n ¯̺n,l(0) | J†n(j) = x) ≤ e−2n(1 + o(1)) (4.48)
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for all 1 ≤ l ≤ L⋆ and all x ∈ C⋆n,l. Let A be the event in the left hand side of (4.7).
By Theorem 3.1, Pπ◦n(A) ≤ Pπ◦n(A, {k†n(t) ≤ ⌊ant⌋(1 + n−c◦)}) + 2n−2(c⋆−1)+c◦ , and by
(4.48), on Ω0 ∩ Ω⋆, Pπ◦n(A, {k†n(t) ≤ ⌊ant⌋(1 + n−c◦)}) ≤ 2⌊ant⌋(1 + n−c◦)e−2n for all
but a finite number of indices n. Since an < 2n, (4.7) follows.
5. DISTRIBUTION OF THE INCREMENTS OF THE BACK END CLOCK PROCESS S˜†n.
This section parallels Section 4, focusing this time on the increments, Λ†n, of the process
S˜†n. Just as the Λ̂†n’s are the sojourn times of the process Xn in the sets C⋆n,l, the Λ†n’s are
the sojourn times of the chain Jn in those sets. Indeed, by (3.12),
Λ†n(J
†
n(j)) ≡ inf{i > j | Jn(i) ∈ ∂C⋆n,l} − j (5.1)
if J†n(j) ∈ C⋆n,l for some 1 ≤ l ≤ L⋆, and Λ̂†n(J†n(j)) = 0 otherwise. For 1 ≤ l ≤ L⋆, set
̺n,l(0) = e
−βmin{max(Hn(y),Hn(x)) | {x,y}∈G(C⋆n,l)}, (5.2)
̺n,l(1) = e
−βmax{Hn(x) |x∈C⋆n,l}, (5.3)
and
θ⋆n,l = 2βn|C⋆n,l|5 (̺n,l(0)/̺n,l(1)) . (5.4)
Proposition 5.1. (i) For each 1 ≤ l ≤ L⋆ such that |C⋆n,l| = 2 we have, for all i > 0 and
all x in C⋆n,l,
P (Λ†n(J†n(j)) > i | J†n(j) = x) = (1− 11+̺n,l(0)/(n−1))i . (5.5)
(ii) Furthermore, on Ω⋆∩Ω0 (for Ω⋆ and Ω0 as in Lemma 2.3 and Lemma 2.5, respectively),
for all but a finite number of indices n, the following holds for all 1 ≤ l ≤ L⋆: for all
i ≥ θ⋆n,l and all x in C⋆n,l,
P (Λ†n(J†n(j)) > i | J†n(j) = x) ≤ e−i(n/̺n,l(0)|C⋆n,l|)(1−o(1))(1 + ǫˆn), (5.6)
where 0 ≤ ǫˆn ≤ θ
⋆
n,ln
̺n,l(0)|C⋆n,l|
(1 + o(1)).
This section is organized as Section 4. In Subsection 5.1 we introduce an absorbing
Markov chain J⋆n,l, defined as the restriction of Jn to C⋆n,l, killed on the boundary ∂C⋆n,l.
In Subsection 5.2 we establish properties of the spectrum of an associated sub-Markovian
transition matrix,Qn,l, needed in Subsection 5.3 to prove bounds on the time to absorption.
5.1. The ‘starred’ absorbing chains. Let C⋆n,l, 1 ≤ l ≤ L⋆, be the collection of con-
nected components defined through (2.9). To each component C⋆n,l we associate an ab-
sorbing Markov chain J⋆n,l with state space C⋆n,l ∪ ∆, where the absorbing point ∆ rep-
resents the boundary ∂C⋆n,l; its transition matrix P ⋆n,l =
(
p⋆n,l(x, y)
)
has entries p⋆n,l :
{C⋆n,l ∪∆} × {C⋆n,l ∪∆} → [0, 1],
p⋆n,l(x, y) =

pn(x, y) if (x, y) ∈ G(C⋆n,l),
1−∑y′∈C⋆n,l pn(x, y′), if x ∈ C⋆n,l, y = ∆,
1, if x = y = ∆,
0, else.
(5.7)
AGING IN METROPOLIS DYNAMICS 21
Thus J⋆n,l can be viewed as the restriction of Jn to C⋆n,l, killed on the boundary ∂C⋆n,l.
We also call Qn,l = (qn,l(x, y)) the sub-Markovian restriction of P ⋆n,l to C⋆n,l, namely
qn,l : C
⋆
n,l × C⋆n,l → [0, 1],
qn,l(x, y) =
{
pn(x, y) if (x, y) ∈ G(C⋆n,l),
0, else.
(5.8)
Then, Λ†n(J†n(j)) in (5.1) is equal in distribution to the absorption time
T ⋆n,l = inf{i ∈ N | J⋆n,l(i) = ∆} (5.9)
of the process J⋆n,l started in J⋆n,l(0) = J†n(j).
5.2. Spectrum of Qn,l. Clearly, Qn,l is reversible with respect to the measure π⋆n,l,
π⋆n,l(x) =
πn(x)∑
x′∈C⋆n,l πn(x
′)
, x ∈ C⋆n,l, (5.10)
where πn denotes the invariant measure of Jn (see (6.7)). From the properties of the sets
C⋆n,l it follows that {∆} is the unique recurrence class of P ⋆n,l and that Qn,l is irreducible
and periodic with period 2 (indeed G(C⋆n,l) ⊆ Qn is a connected sub-graph of the bipartite
graph Qn). Therefore, by (11.10) and (11.11), the eigenvalues of Qn,l satisfy
1 > ϑn,l(0) > ϑn,l(1) ≥ ϑn,l(2) · · · ≥ ϑn,l(N − 1) > −1, (5.11)
where N ≡ Nn,l = |C⋆n,l|. The next two lemmata give bounds on the first and second
eigenvalues, respectively, in terms of the quantities (5.2) and (5.3).
Lemma 5.2. If |C⋆n,l| = 2 then
ϑn,l(0) = 1− [1 + ̺n,l(0)/(n− 1)]−1. (5.12)
Furthermore on Ω⋆, for all but a finite number of indices n, for all 1 ≤ l ≤ L⋆,
1− 1 +O(1/logn)
1 + 2̺n,l(0)/(n|C⋆n,l|)
≤ ϑn,l(0) ≤ 1− 1−O(1/logn)
1 + ̺n,l(0)|C⋆n,l|/n
. (5.13)
Remark. Note that the bounds of Lemma 5.2 are rather sharp, i.e. the prefactors of ̺n,l(0)
only differ through the terms |C⋆n,l|±1, and 2 ≤ |C⋆n,l| ≤ cnst.n/ log n.
Lemma 5.3. On Ω⋆, for all but a finite number of indices n, for all 1 ≤ l ≤ L⋆,
ϑn,l(1) ≤ 1− ̺n,l(1)
[
n|C⋆n,l|3(1 + ̺n,l(0)|C⋆n,l|/n)
]−1
. (5.14)
Proof of Lemma 5.2 and Lemma 5.3. Bounds on the first two eigenvalues of Qn,l are es-
tablished in exactly the same way as in the case of the matrix Rn,l defined in (4.13) (see
the proof of Lemma 4.3 and Lemma 4.4). The case |C⋆n,l| = 2 is easily worked out by
hand. We skip the details. 
Corollary 5.4. On Ω⋆, for all but a finite number of indices n,
ϑn,l(1)/ϑn,l(0) ≤ exp
{−|C⋆n,l|−4(̺n,l(1)/̺n,l(0))(1 + o(1))} . (5.15)
Proof. By Lemmata 5.2 and 5.3, ϑn,l(1)/ϑn,l(0) ≤ |C⋆n,l|−4(̺n,l(1)/̺n,l(0))(1+o(1)), and
since 1− x ≤ e−x for 0 < x < 1, (5.15) follows. 
Finally, the lemma below collects useful bounds.
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Lemma 5.5. For each 1 ≤ l ≤ L⋆ and for rn
(
ρ⋆n
)
as in (2.20),
eβn
√
log 2(1+o(1)) ≥ ̺n,l(0) ≥ ̺n,l(1) ≥ rn (ρ⋆n) , (5.16)
where the first inequality holds on Ω0, for all but a finite number of indices n.
Proof. The first inequality is (2.21). The remaining ones are immediate. 
5.3. Absorption time: proof of Proposition 5.1. This section and the next draw on Ap-
pendix 11 where needed results on irreducible and periodic matrices are collected. We
begin with a little notation. Recall that 1 denotes the vertex of Vn whose coordinates are
identically 1. Write Vn ≡ V−n ∪ V+n where V−n and V+n are, respectively, the subsets of
vertices that are at odd and even distance of the vertex 1. Every edge of the hypercube
graph Qn connects a vertex in V−n to one in V+n and so, every edge of the graph G(C⋆n,l)
connects a vertex in C⋆n,l ∩ V−n to one in C⋆n,l ∩ V+n . The matrices Qn,l can thus be written
in the canonical form (11.9). Denote by u⋆n,l and v⋆n,l the left and right Perron eigenvectors
of Qn,l (see (11.12)-(11.15)),
u⋆n,lQn,l = ϑn,l(0)u
⋆
n,l, u
⋆
n,l > 0, (5.17)
Qn,lv
⋆
n,l = ϑn,l(0)v
⋆
n,l, v
⋆
n,l > 0, (5.18)
normalized to make
∑
x∈C±n,l 2u
⋆
n,l(x) = 1 and
∑
x∈C±n,l 2u
⋆
n,l(x)v
⋆
n,l(x) = 1, where C±n,l ≡
C⋆n,l ∩ V±n . The next lemma is the key ingredient to the proof Proposition 5.1
Lemma 5.6. On Ω0 ∩ Ω⋆, for all but a finite number of indices n we have, for each x in
C⋆n,l and all i ≥ θ⋆n,l,
Px
(
T ⋆n,l > i
)
= v⋆n,l(x)ϑ
i
n,l(0)(1 + ǫ
⋆
n), (5.19)
where |ǫ⋆n| ≤ exp(−βn/4).
The proof of this result relies on the following a priori lower bound on v⋆n,l.
Lemma 5.7. For all x ∈ C⋆n,l, v⋆n,l(x) ≥ (1/̺n,l(0))|C
⋆
n,l|
.
Proof. The proof is a simple adaptation of the proof of Lemma 4.6. 
Proof of Lemma 5.6. By (11.19) and (11.20) of Lemma 11.2 applied to Qn,l we have, for
all x ∈ C⋆n,l and all i ∈ N,
Px
(
T ⋆n,l > i
)
= v⋆n,l(x)ϑ
i
n,l(0)
{
1 +
(
ϑn,l(1)
ϑn,l(0)
)i
R̂n
}
, (5.20)
where |R̂n| ≤
(
minx∈C⋆n,l
{
v⋆n,l(x)(π
⋆
n,l(x))
1/2
})−1
. The lemma will be proved if we can
show that on Ω0 ∩ Ω⋆, for all but a finite number of indices n,(
ϑn,l(1)
ϑn,l(0)
)θ⋆n,l |R̂n| ≤ exp(−βn). (5.21)
To this end note that, by (5.10), (6.7), and Lemma 5.5, for all x ∈ C⋆n,l, π⋆n,l(x) ≥
rn (ρ
⋆
n) /n|C⋆n,l|̺n,l(0). Inserting this bound and that of Lemma 5.7 in our bound on |R̂n|,
and using (2.11), Lemma 5.5, and (2.20) we get that on Ω0∩Ω⋆, for all but a finite number
of indices n, |R̂n| ≤ eβn(|C⋆n,l|+1/2)
√
log 2(1+o(1))
. Using (5.15) of Corollary 5.4 to bound
the ratio ϑn,l(1)/ϑn,l(0) and choosing θ⋆n,l as in (5.4) then yield (5.21). The proof of the
lemma is done. 
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Proof of Proposition 5.1. When |C⋆n,l| = 2, Qn,l = ϑn,l(0)I2 where I2 denotes the identity
matrix in R2. Thus Px
(
T ⋆n,l > i
)
= ϑin,l(0) which by (5.12) leads to (5.5). To prove (5.6)
use that by (5.19) with i = θ⋆n,l,
v⋆n,l(x) = Px
(
T ⋆n,l > θ
⋆
n,l
)
ϑ
−θ⋆n,l
n,l (0)(1 + ǫ
⋆
n)
−1 ≤ ϑ−θ
⋆
n,l
n,l (0)(1 + ǫ
⋆
n)
−1. (5.22)
HencePx
(
T ⋆n,l > i
) ≤ ϑ−θ⋆n,ln,l (0)ϑin,l(0) where, by (5.13), ϑin,l(0) ≤ e−i(n/̺n,l(0)|C⋆n,l |)(1−o(1))
and ϑ−θ
⋆
n,l
n,l (0) ≤ 1 +
θ⋆n,ln
̺n,l(0)|C⋆n,l |
(1 + o(1)). 
6. PROPERTIES OF THE EFFECTIVE JUMP CHAIN J◦n
Thi section gathers needed results on the chain J◦n. The first proposition, which is central
to the strategy of Sections 8, 9, and 10, states that J◦n is fast mixing. Define
ℓ◦n =
⌈
n3
⌉
. (6.1)
Proposition 6.1. Assume that c⋆ > 1 + log 4. For all β > 0, there exists a subset Ω1 ⊂ Ω
with P (Ω1) = 1 such that, on Ω1, for all but a finite number of indices n, for all pairs
x ∈ V◦n, y ∈ V◦n, and all i ≥ 0,∣∣P ◦π◦n (J◦n(i+ ℓ◦n) = y, J◦n(i) = x)− π◦n(x)π◦n(y)∣∣ ≤ δnπ◦n(x)π◦n(y) , (6.2)
where 0 ≤ δn ≤ 2−n.
Thus the random variables J◦n(ℓ◦ni), i ∈ N, are close to independent and distributed
according to the invariant distribution π◦n. The next proposition provides bounds on certain
mean local times that are needed to control stretches of trajectories of length ℓ◦n. Recall
that I⋆n is the set of isolated vertices in the partition (2.9).
Proposition 6.2. Assume that c⋆ > 3. Then, there exists a subset ΩSRW ⊂ Ω with
P (ΩSRW) = 1 such that, on ΩSRW ∩ Ω⋆, for all but a finite number of indices n, the fol-
lowing holds: there exist constants 0 < C◦, C ′◦ <∞ such that,
(i) for all z ∈ I⋆n,
ℓ◦n−1∑
l=1
P ◦ (J◦n(l + 2) = z | J◦n(0) = z) ≤
C◦
n log n
, (6.3)
(ii) for all 1 ≤ l ≤ L⋆ and all z, z′ ∈ ∂C⋆n,l,
ℓ◦n−1∑
l=1
P ◦ (J◦n(l) = z | J◦n(0) = z′) ≤
C ′◦
n
. (6.4)
SRW in ΩSRW above stands for Symmetric Random Walk. The reason for this will
become clear from the proof (see Lemma 6.12). One may however already observe that
the behavior of J◦n in Proposition 6.1 and Proposition 6.2 is reminiscent of SRW (see
e.g. Section 3 of [25]) and as the next proposition shows, so is that of its invariant measure.
Proposition 6.3. Assume that c⋆ > 2. For all β > 0,
π◦n(x) = 1/|V◦n|, x ∈ V◦n, (6.5)
where, on Ω⋆, for all but a finite number of indices n,
|V◦n| = 2n
[
1− n−2c⋆+1(1 +O(n−(c⋆−1)))] . (6.6)
Let us immediately give the short proof of Proposition 6.3.
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Proof. Because the process Xn has a unique reversible invariant measure, Gβ,n, the jump
chain also has unique reversible invariant measure, which is the measure defined on Vn by
πn(x) =
λn(x)Gβ,n(x)∑
x∈Vn λn(x)Gβ,n(x)
=
∑
y:(x,y)∈En e
−βmax(Hn(y),Hn(x))∑
x∈Vn
∑
y:(x,y)∈En e
−βmax(Hn(y),Hn(x)) . (6.7)
By this and (3.6) π◦n(x) = (nW ◦β,n)−1
∑
y:(x,y)∈En e
−βmax(Hn(y),Hn(x))
, x ∈ V◦n, where
W ◦β,n = n
−1∑
x∈V◦n
∑
y:(x,y)∈En e
−βmax(Hn(y),Hn(x))
. But by (2.9) and the definition (3.1)
of V◦n, max (Hn(y), Hn(x)) = 0 whenever one of the two vertices {x, y} lies in V◦n. Hence
W ◦β,n = |V◦n|, yielding (6.5). Since |V◦n| = 2n−
∑L⋆
l=1
∣∣C⋆n,l∣∣, (6.6) follows from (2.14). 
Our last proposition contains a rough lower bound on hitting times at stationarity that is
needed in the proof of Theorem 1.3. Write
T ◦(A) ≡ inf{i ∈ N | J◦n(i) ∈ A}, A ⊆ V◦n. (6.8)
Proposition 6.4. Assume that c⋆ > 1 + log 4. On Ω1 ∩ Ω⋆, for all but a finite number of
indices n, we have that for all A ⊆ V◦n and for I⋆n as in (2.9),
P ◦π◦n (T
◦(A ∩ I⋆n) > t) ≥ (1 + o(1)) exp (−2t|A ∩ I⋆n|/|V◦n|)−O( 1logn), t > 0. (6.9)
The rest of this section is organized as follows. The proof of Proposition 6.1, given in
Subsection 6.3, relies on a bound on the spectral gap of J◦n established in Subsection 6.2,
which itself relies on estimates on the transition probabilities of J◦n that are established
in Subsection 6.1. The proof of Proposition 6.2 and Proposition 6.4 are carried out in
Subsection 6.4 and Subsection 6.5, respectively
6.1. Estimates on the transition probabilities. We now examine the transition proba-
bilities (3.5) of J◦n. In what follows we denote by G⋆(A) the complete graph on A. Let
G◦(V◦n) be the graph with vertex set V◦n such that (x, y) is an egde of the graph if and only
if p◦n(x, y) > 0. In view of (3.4)-(3.5),
G◦(V◦n) = G(V◦n)
⋃
1≤l≤L⋆
G⋆(∂C⋆n,l). (6.10)
Proposition 6.5. For all (x, y) ∈ G(V◦n),
p◦n(x, y) = 1/n, (6.11)
and, for all 1 ≤ l ≤ L⋆ and all (x, y) in G⋆(∂C⋆n,l),
p◦n(x, y) =
m⋆n,l(x)m
⋆
n,l(y)∑
z∈∂C⋆n,l m
⋆
n,l(z)
(1 + o(1)), (6.12)
where nm⋆n,l(x) is the number of vertices of C⋆n,l that are are distance one from x,
m⋆n,l(x) ≡ n−1|
{
y ∈ C⋆n,l | dist(y, x) = 1
} |, x ∈ ∂C⋆n,l. (6.13)
Proof. Clearly, if (x, y) ∈ G(V◦n), p◦n(x, y) = pn(x, y) = 1/n, yielding (6.11). We now
turn to (6.12). Let us first state two useful a piori relations
p◦n(x, y) = p
◦
n(y, x) ∀(x, y) ∈ G◦(V◦n), (6.14)
m⋆n,l(y) =
∑
x∈∂C⋆n,l p
◦
n(x, y) ∀y ∈ ∂C⋆n,l. (6.15)
Eq. (6.14) is reversibility. Eq. (6.15) follows from the relation ∑y p◦n(x, y) = 1, (6.11),
(6.14), and the definition (6.13).
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Given A ⊆ Vn write T (A) ≡ inf{i ∈ N | Jn(i) ∈ A}. Also recall that for 1 ≤ l ≤ L⋆,
T ⋆n,l ≡ inf{i ∈ N | Jn(i) ∈ ∂C⋆n,l}. Then, for all (x, y) ∈ G⋆(∂C⋆n,l),
p◦n(x, y) =
∑
z∈C⋆n,l pn(x, z)Pz
(
Jn(T
⋆
n,l) = y
)
. (6.16)
The next lemma establishes that the exit distribution from C⋆n,l is independent from the
entrance point, provided that the exit probability is not too small.
Lemma 6.6. For any two distinct vertices z and z¯ in C⋆n,l and any y ∈ ∂C⋆n,l,
Pz
(
Jn(T
⋆
n,l) = y
)
= (1− ǫ˜n)Pz¯
(
Jn(T
⋆
n,l) = y
)
+ ǫ˜n, (6.17)
where ǫ˜n ≤ |∂C⋆n,l|/̺n,l(1).
Proof of Lemma 6.6. Note that for any two vertices z and z¯ in C⋆n,l,
Pz
(
T ⋆n,l ≤ T (z¯)
)
=
∑
y∈∂C⋆n,l Pz
(
T (y) ≤ T (z¯ ∪ (∂C⋆n,l))
) (6.18)
=
∑
y∈∂C⋆n,l
πn(y)
πn(z)
Py
(
T (z) ≤ T (z¯ ∪ (∂C⋆n,l))
) (6.19)
≤ |∂C⋆n,l|̺−1n,l(1), (6.20)
where the second equality is reversibility. Next decompose the event {Jn(T ⋆n,l) = y}
according to whether {T (z¯) ≥ T ⋆n,l} or {T (z¯) < T ⋆n,l}: by the strong Markov property,
Pz
(
T (z¯) < T ⋆n,l, Jn(T
⋆
n,l) = y
)
= Pz
(
T (z¯) < T ⋆n,l
)
Pz¯
(
Jn(T
⋆
n,l) = y
)
, (6.21)
whereas Pz
(
T ⋆n,l ≤ T (z¯), Jn(T ⋆n,l) = y
) ≤ Pz (T ⋆n,l ≤ T (z¯)). Eq. (6.17) now follows. 
Now pick an arbitrary vertex z⋆n,l ∈ C⋆n,l and denote by L⋆n,l the exit distribution
L⋆n,l(y) = Pz⋆n,l
(
Jn(T
⋆
n,l) = y
)
, y ∈ ∂C⋆n,l. (6.22)
Lemma 6.7. For all z ∈ C⋆n,l and y ∈ ∂C⋆n,l
Pz
(
Jn(T
⋆
n,l) = y
)
= (1 + o(1))L⋆n,l(y). (6.23)
Proof of Lemma 6.7. We readily deduce from Lemma 6.6 that if y ∈ ∂C⋆n,l is such that
L⋆n,l(y) ≥ nǫ˜n, then Pz
(
Jn(T
⋆
n,l) = y
)
= (1 + o(1))L⋆n,l(y), otherwise
Pz
(
Jn(T
⋆
n,l) = y
)
< (n + 1)ǫ˜n. (6.24)
Let us prove by contradiction that L⋆n,l(y) ≥ nǫ˜n for all y ∈ ∂C⋆n,l. Assume that there
exists y ∈ ∂C⋆n,l such that L⋆n,l(y) < nǫ˜n. Then, by (6.24) and (6.16),
p◦n(x, y) ≤ (n+ 1)ǫ˜n
∑
z∈C⋆n,l pn(x, z) = (n+ 1)ǫ˜nm
⋆
n,l(x). (6.25)
Summing both sides over x ∈ ∂C⋆n,l,∑
x∈∂C⋆n,l p
◦
n(x, y) ≤ (n+ 1)ǫ˜n
∑
x∈∂C⋆n,l m
⋆
n,l(x) ≤ n5̺−1n,l(1)≪ n−1. (6.26)
However, by (6.15), ∑x∈∂C⋆n,l p◦n(x, y) = m⋆n,l(x) ≥ n−1, which is a contradiction. 
We are now ready to conclude the proof of 6.6. By (6.16) and (6.23),
p◦n(x, y) = m
⋆
n,l(x)L⋆n,l(y)(1 + o(1)). (6.27)
Inserting this in (6.14) and summing both sides over x ∈ ∂C⋆n,l we get
L⋆n,l(y) =
m⋆n,l(y)∑
x∈∂C⋆
n,l
m⋆n,l(x)
(1 + o(1)), (6.28)
and inserting this in turn in (6.27) yields (6.12). The proof of the proposition is done. 
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6.2. Bound on the spectral gap of J◦n. Let
1 = ϑ◦n(0) > ϑ
◦
n(1) ≥ ϑ◦n · · · ≥ ϑn,l(|V◦n| − 1) > −1 (6.29)
denote the eigenvalues of the matrix with entries (3.5) and set τ ◦n = 1/(1 − ϑ◦n(1)). The
proof of Proposition 6.1 relies on the following lower bound on the spectral gap of J◦n.
Proposition 6.8. Assume that c⋆ > 1 + log 4. For all β > 0, there exists a subset Ω2 ⊂ Ω
with P (Ω2) = 1 such that, on Ω2, for all but a finite number of indices n,
τ ◦n ≤ 12n2(1 + o(1)). (6.30)
Proof. The proof of Proposition 6.8 is based on a bound on spectral gaps already stated in
Subsection 4.1 which now reads as follows: if Γ◦n = {γ◦x,y} is a set of paths in the graph
G◦(V◦n) such as described in the paragraph above (4.27), then
τ ◦n ≤ maxe ρ−1n (e)
∑
γ◦x,y∋e
∣∣γ◦x,y∣∣ π◦n(x)π◦n(y), (6.31)
where the max is over all edges e = {x′, y′} of G◦(V◦n), ρn(e) ≡ π◦n,l(x′)p◦n(x′, y′), and
the summation is over all paths γ◦x,y in Γ◦n that pass through e. The structure (6.10) of the
graph G◦(V◦n) naturally prompts us to write
Γ◦n = Γn ∪
(∪1≤l≤L⋆Γ⋆n,l) , (6.32)
where Γn is a set of paths in G(V◦n) and, for each 1 ≤ l ≤ L⋆,
Γ⋆n,l =
{
γx,y ≡ (x, y), x, y ∈ ∂C⋆n,l
}
. (6.33)
That is, the paths of Γ⋆n,l simply are the edges of G⋆(∂C⋆n,l). Eq. (6.31) then becomes
τ ◦n ≤ max
{
τn,max1≤l≤L⋆ τ ⋆n,l
}
, (6.34)
where τ ⋆n,l ≡ maxe=(x,y),x,y∈∂C⋆n,l π◦n(y)/p◦n(x, y), and
τn ≡ maxe ρ−1n (e)
∑
γx,y∋e |γx,y|π◦n(x)π◦n(y), (6.35)
the max now being over all edges e of G(V◦n), and the summation over all paths γx,y in
Γn that pass through e. Using Proposition 6.3 and the fact that max (Hn(z), Hn(z′)) = 0
whenever (z, z′) ∈ En is an edge with at least one endpoint in V◦n, (6.35) reduces to
τn = (n/|V◦n|)maxe=(x,x′)∈G(V◦n)
∑
γy,y′∋e |γy,y′| . (6.36)
The quality of the bound (6.36) now depends on making a judicious choice of the set of
paths Γn. We will adopt a very clever choice made in [24].
• A choice of Γn. The set Γn is defined as
Γn =
{
γx,y ∈ Γ′n, x, y ∈ V◦n
}
, (6.37)
where Γ′n is a subset of paths in G(Vn) constructed as follows. Given i ∈ {1, . . . n},
and given two vertices x and x′ ∈ Vn such that xi 6= x′i, let γix,x′ be the path obtained by
going left to right cyclically from x to x′, successively flipping the disagreeing coordinates,
starting from the i-th coordinate. Set Γin =
{
γix,x′, x, x
′ ∈ Vn
}
, 1 ≤ i ≤ n. These paths
are ordered in an obvious way. Given x, x′ and γx,x′, let γx,x′ be the set of vertices visited
by the path γx,x′, and let γintx,x′ = γx,x′ \ {x, x′} be the subset of “interior” vertices. We
next split the set of vertices Vn into good ones and bad ones. Recalling (2.9), we say that
a vertex is good if it belongs to N⋆n; otherwise it is bad. We say that a path γ is good if all
its interior points γint are good, and that a set of paths is good if all its elements are good.
The (random) set of path Γ′n is then constructed as follows:
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(i) Consider pairs x and x′ such that dist(x, x′) ≥ n/ logn. If {γix,x′, 1 ≤ i ≤ n} contains
a good path, choose the first such for Γ′n; otherwise choose γ1x,x′.
(ii) Consider pairs x and x′ such that dist(x, x′) < n/ logn. If there is a good vertex
x′′ ∈ Vn such that dist(x, x′′) ≥ n/ logn and dist(x′′, x′) ≥ n/ logn, and if there are
good paths, one in
{
γix,x′′, 1 ≤ i ≤ n
}
and one in
{
γix′′,x′, 1 ≤ i ≤ n
}
, such that the union
of these two good paths is a self avoiding path of length less than n, select this union as
the path connecting x to x′ in Γ′n (notice that this is a good path); otherwise choose γ1x,x′.
The key point of this construction is that Γ′n is almost surely good. More precisely, set
ΩGOODn = {ω ∈ Ω
∣∣Γ′n ≡ Γ′n(ω) is good}, n ≥ 1, and ΩGOOD = lim infn→∞ΩGOODn .
Proposition 6.9 (Proposition 4.1 of [24]). If c⋆ > 1 + log 4 then P
(
ΩGOOD
)
= 1.
Going back to (6.37), we see that the set Γn is obtained from Γ′n by removing the paths
whose endpoints lie in ∪1≤l≤L⋆C⋆n,l. Thus on ΩGOOD the paths of Γn only visit vertices in
V◦n. This finishes our construction. Note that the paths constructed in this way have length
smaller than n. Thus (6.36) yields
τn ≤ (n2/|V◦n|)maxe∈G(V◦n) |{γ ∈ Γ | e ∈ γ}| . (6.38)
• Bound on τn. From now on we assume that ω ∈ ΩGOOD so that, for all large enough n,
Γn ≡ Γn(ω) is good. In that case a bad vertex can appear only at the ends of any path. Let
us write
τn = (n
2/|V◦n|)(τ 1n + τ 2n) , (6.39)
where τ 1n , repectively τ 2n , is obtained by restricting the sum in (6.38) to paths connecting
vertices at distance n/ log n or more apart, repectively, less than n/ logn apart.
On the one hand it is well known that (see e.g. Example 2.2, p. 45 in [21])
τ 1n ≤ 2n−1. (6.40)
On the other hand, arguing as in [24] (see Subsection 4.2.2, page 934) that the sum in τ 2n
is over a set of paths that connect vertices in a hypercube of dimension at most n/ log n
around e, we have
τ 2n ≤ 22n/ logn. (6.41)
Plugging (6.40) and (6.41) in (6.39), and using (6.6) of Proposition 6.3 to bound |V◦n|, we
we get that on ΩGOOD ∩ Ω⋆, for large enough n,
τn ≤ n22−n
[
1− n−2c⋆+1(1 + o(1))]−1 (2n−1 + 22n/ logn) ≤ (n2/2)(1 + o(1)). (6.42)
• Bound on τ ⋆n,l, 1 ≤ l ≤ L⋆. Consider the terms τ ⋆n,l from (6.34). By Proposition 6.3 and
(6.12) of Proposition 6.5, on Ω0∩Ω⋆, for large enough n we have, for all e = (x, y), x, y ∈
∂C⋆n,l and all 1 ≤ l ≤ L⋆,
π◦n(y)
p◦n(x, y)
≤ 1|V◦n|
n
∑
z∈∂C⋆n,l m
⋆
n,l(z)
m⋆n,l(x)m
⋆
n,l(y)
(1 + o(1)) ≤ n
2|C⋆n,l|2
|V◦n|
≤ 2n42−n. (6.43)
Thus, on Ω0 ∩ Ω⋆, for large enough n,
max1≤l≤L⋆ τ ⋆n,l ≤ 2n42−n. (6.44)
Setting Ω2 = ΩGOOD∩Ω0∩Ω⋆ and plugging (6.44) and (6.42) in (6.34) finally yields the
upper bound (6.30) on τ ◦n . The proof of Proposition 6.8 is done. 
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6.3. Proof of Proposition 6.1. Consider the continuous time Markov chain (J∗n(t), t > 0)
with jump chain (J◦n(k), k ∈ N) and rate one exponential waiting times. That is, given a
family (e∗n,i , i ∈ N) of independent mean one exponential r.v.’s, independent of J◦n,
J∗n(t) = J
◦
n(i) if sn(i) ≤ t < sn(i+ 1) for some i, (6.45)
where sn(k) ≡
∑k−1
i=0 e
∗
n,i, k ∈ N. Write P ∗x for the law of J∗n started in x. We know that:
Lemma 6.10 (Proposition 3 of [21]). For all x ∈ V◦n and all t ∈ (0,∞),∥∥P ∗x (J∗n(t) = ·)− π◦n(·)∥∥TV ≤√(1− π◦n(x))/(4π◦n(x))e−t/τ◦n . (6.46)
We now aim to compare the discrete and continuous time transition kernels. Set
I(ζ) = ζ − log(1 + ζ), ζ > 0. (6.47)
Lemma 6.11. Let 0 < mn ↑ ∞ be an integer valued sequence. For all ζ > 0 we have
|P ◦x (J◦n(mn) = y)− π◦n(y)| ≤ (4π◦n(x))−1/2e−mn(1−ζ)/τ◦n + 2e−mnI(ζ), ∀x, y ∈ V◦n.
Proof. By (6.45), P ◦x (J◦n(mn) = y) = P ∗x (J∗n(sn(mn)) = y). Now consider the event
Aζ,n = {|sn(mn)−mn| ≥ ζmn}, ζ > 0. A classical large deviation estimates yields
P ∗x (Aζ,n) ≤ 2e−mnI(ζ). (6.48)
Hence
0 ≤ P ∗x (J∗n(sn(mn)) = y, Aζ,n) ≤ 2e−mnI(ζ). (6.49)
Writing Acζ,n = {|sn(mn)−mn| < ζmn},
P ∗x
(
J∗n(sn(mn)) = y, A
c
ζ,n
) ≤ sup
|t−mn|<ζmn
P ∗x
(
J∗n(t) = y, A
c
ζ,n
)
≤ sup
|t−mn|<ζmn
P ∗x (J
∗
n(t) = y)
≤ π◦n(y) + (4π◦n(x))−1/2e−mn(1−ζ)/τ
◦
n , (6.50)
where the last inequality follows from Lemma 6.10. Similarly,
P ∗x
(
J∗n(sn(mn)) = y, A
c
ζ,n
) ≥ inf
|t−mn|<ζmn
P ∗x
(
J∗n(t) = y, A
c
ζ,n
)
. (6.51)
But P ∗x
(
J∗n(t) = y, A
c
ζ,n
) ≥ P ∗x (J∗n(t) = y)−2e−mnI(ζmn) so that, by Lemma 6.10 again,
P ∗x
(
J∗n(sn(mn)) = y, A
c
ζ,n
) ≥ π◦n(y)− (4π◦n(x))−1/2e−mn(1+ζ)/τ◦n − 2e−mnI(ζmn). (6.52)
Combining (6.49), (6.50), and (6.52) proves the claim of the lemma. 
We can now proceed with the proof of Proposition 6.1. Since π◦n is the invariant measure
of J◦n, we have P ◦π◦n (J
◦
n(i+ ℓ
◦
n) = y, J
◦
n(0) = x) = P
◦
x (J
◦
n(i+ ℓ
◦
n) = y)π
◦
n(x) . It thus
suffices to show that there exists a subset Ω1 ⊂ Ω with P (Ω1) = 1 such that, on Ω1, for all
but a finite number of indices n, for all pairs x ∈ V◦n, y ∈ V◦n, and all i ≥ 0,
|P ◦x (J◦n(i+ ℓ◦n) = y)− π◦n(y)| ≤ δnπ◦n(y) , (6.53)
for some 0 ≤ δn ≤ 2−n. To do this choose ζ = 1/2 and mn = ℓ◦n in Lemma 6.11. By (6.1)
and Proposition 6.8, on Ω2, ℓ◦n/τ ◦n ≥ 2n(1 − o(1)) for all n large enough. Futhermore,
by Proposition 6.3, on Ω⋆, for all n large enough, (π◦n(y)
√
4π◦n(x))
−1 ≤ 23n/2. Thus, on
Ω1 ≡ Ω⋆ ∩ Ω2, for all n large enough,
δn ≡ (π◦n(y)
√
4π◦n(x))
−1e−ℓ
◦
n(1−ζ)/τ◦n + (π◦n(y))
−12e−ℓ
◦
nI(ζmn) ≤ 2−n . (6.54)
Inserting (6.54) in (6.46) yields the claim of 6.53. The proof of Proposition 6.1 is done.
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6.4. Mean local times: proof of Proposition 6.2. Let J SRWn and P SRW denote, respectively,
the symmetric random walk on Vn (hereafter SRW) and its law. More precisely,
pSRWn (x, y) ≡ P SRW (J SRWn (1) = y | J SRWn (1) = x) =
{
1
n
if dist(x, y) = 1,
0, else.
(6.55)
We also write P SRWx for the law of J SRWn started in x. The proof of Proposition 6.2 relies on
three key properties of J SRWn that we state below in the form of three lemmata.
Our first lemma is a reformulation of Theorem 1.1 of [16] on the hitting time of so-
called percolation clouds, namely, sets of the form Vn(ρ) (see (2.1)). For A ⊂ Vn let
T SRW(A) be the hitting time
T SRW(A) = inf {k ∈ N : J SRWn (k) ∈ A} . (6.56)
Lemma 6.12. Let ρ⋆n be as in (2.3) for some c⋆ such that nc⋆ ≫ n log n. There exists
a subset ΩSRW ⊂ Ω with P (ΩSRW) = 1 such that, on ΩSRW, for all but a finite number of
indices n the following holds: for all sequences ln > 0 such that ln/nc⋆ ≤ C for some
constant 0 < C <∞,
max
x∈Vn
∣∣P SRWx (T SRW(Vn(ρ⋆n) \ x) ≥ ln)− e−ln/nc⋆ ∣∣ ≤ C ′ [ 1n + 1log nc⋆ + n lognnc⋆
]
, (6.57)
where 0 < C ′ <∞ is a numerical constant.
The next two lemmata bound the mean number of returns to a given vertex, z, respec-
tively the mean local time in z, in a time interval of the form {3, . . . , m}, m ≤ ⌈n3⌉.
Lemma 6.13. For all m ≤ ⌈n3⌉, all z ∈ Vn, and a ∈ {0, 1, 2, 3},
m∑
l=1
P SRWz (J
SRW
n (l + a) = z) ≤
c
nb
, b =
{
1, if a ∈ {0, 1}
2, if a ∈ {2, 3} , (6.58)
where 0 < c <∞ is a numerical constant.
Proof. The lemma is proved in exactly the same way as Proposition 3.2 of [25]. 
Lemma 6.14. For all m ≤ ⌈n3⌉ and all y, z such that dist(y, z) ≥ 1,
m∑
l=1
P SRWy (J
SRW
n (l) = z) ≤
c′
n
(6.59)
where 0 < c′ <∞ is a numerical constant.
Proof of Lemma 6.14. The proof draws on the results of [7] where a d-dimensional ver-
sion of the Ehrenfest scheme, called lumping, was introduced and analyzed (hereafter and
whenever possible we use the notations of [7]). Without loss of generality we may take
y ≡ 1 to be the vertex all of whose coordinates take the value 1. Let γΛ be the map (1.7)
of [7] derived from the partition of Λ ≡ {1, . . . , n} into d = 2 classes, Λ = Λ1 ∪ Λ2,
defined through the relation: i ∈ Λ1 if the ith coordinate of z is 1, and i ∈ Λ2 otherwise.
The resulting lumped chain, XΛn ≡ γΛ(J SRWn ), has range Γn,2 = γΛ(Vn) ⊂ [−1, 1]2. Note
that the vertices y and z of Vn are mapped, respectively, onto the corners 1 ≡ (1, 1) and
x ≡ (1,−1) of [−1, 1]2. Denoting by PΛ the law of XΛn , we have,
P SRWy (J
SRW
n (l) = z) = P
Λ(XΛn (l) = x | XΛn (0) = 1). (6.60)
Write τx′x = inf{k > 0 | XΛn (0) = x′, XΛn (k) = x}. Without loss of generality we may
assume that 0 ∈ Γn,2 (namely, both Λ1 and Λ2 have even cardinality). Then, decomposing
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(6.60) according to whether, starting from 1, XΛn visits 0 before it visits x or not, we get:
PΛ(XΛn (l) = x | XΛn (0) = 1) = A+B,
A = PΛ(XΛn (l) = x, τ
1
0 < τ
1
x), (6.61)
B = PΛ(XΛn (l) = x, τ
1
0 ≥ τ 1x). (6.62)
By Theorem 3.2 of [7], for all y, z such that dist(z, y) ≥ 5,
B ≤ PΛ(τ 1x ≤ τ 10 ) ≤ Fn,2(dist(z, y)) ≤ c1n−4 (6.63)
for some constant 0 < c1 <∞. Of course A = 0 for all l such that l < n/2 since the chain
XΛn needs at least n/2 steps to travel from the vertex 1 to 0. To bound A when l ≥ n/2 we
condition on the time of the last visit to 0 before time l, and bound the probability of the
latter event by 1. This readily yields
A ≤ lPΛ(τ 0x < τ 00 ) = lQn(x)Qn(0)PΛ(τx0 < τxx ) ≤ l
Qn(x)
Qn(0)
, (6.64)
where the equality in the middle is reversibility, and where Qn, defined in Lemma 2.2 of
[7], denotes the invariant measure of XΛn . We are thus left to estimate the ratio of invariant
masses in (6.64). By (2.4) of [7] we get that Qn(x)
Qn(0)
≤ |{x′ ∈ Vn | γΛ(x′) = 0}|−1 ≤ e−c2n
for some constant 0 < c2 < ∞. Gathering our bounds we get that for all y, z such that
dist(y, z) ≥ 5,
P SRWy (J
SRW
n (l) = z) = A+B ≤ c1n−4 + le−c2n ≤ c3n−4 (6.65)
for some constant 0 < c3 <∞, so that for all m ≤ ⌈n3⌉,∑m
l=1 P
SRW
y (J
SRW
n (l) = z) ≤ c3n−1. (6.66)
It remains to deal with the cases 1 ≤ dist(y, z) ≤ 4. Thus assume from now on that
1 ≤ dist(y, z) ≤ 4. Consider the event Az ≡ {∀i ≤ l dist(J SRWn (i), z) < 5} and denote by
Acz its complement. Decomposing Acz on the place and time of the first visit of the chain
to the ball of radius 5, we readily get by the Markov property and (6.65) that
P SRWy (J
SRW
n (l) = z,Acz) ≤ c3n−4. (6.67)
Next, by reversibility (the invariant measure of J SRWn being the uniform measure),
P SRWy (J
SRW
n (l) = z,Az) = P SRWz (J SRWn (l) = y,Az) ≤ P SRWz (Az) . (6.68)
Let us thus estimate the probability P SRWz (Az) that starting in z, the chain did not exit a
ball of radius 4 centered at z by time l. This means that at every step it takes the chain
flips a coordinate of z in such a way that the total number of coordinates of z and J SRWn (i)
that disagree is at most 4 for each i ≤ l. If l ≥ 4, this implies that (l − 4)/2 of its l
steps (respectively, (l−4+1)/2 of them) consist in flipping back a coordinate to its initial
position if l − 4 is even (respectively, if l − 4 is odd). Each time such a backward flip
occurs the chain chooses one in at most 4 flipped coordinates. Thus, for all l ≥ 4,
P SRWy (Az) ≤ (4/n)
l−4
2
1l even + (4/n)
l−3
2
1l odd. (6.69)
Plugging (6.69) in (6.68) yields that for all y, z such that 1 ≤ dist(y, z) ≤ 4,∑m
l=5 P
SRW
y (J
SRW
n (l) = z,Az) ≤ c4n−1, (6.70)
for all m ≤ ⌈n3⌉ and some constant 0 < c4 <∞, while by simple combinatorics,∑4
l=1 P
SRW
y (J
SRW
n (l) = z,Az) ≤
∑4
l=1 P
SRW
y (J
SRW
n (l) = z) ≤ c5n−1, (6.71)
for some 0 < c5 <∞. Combining (6.66), (6.70) and (6.71) finishes the proof. 
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We are now ready to give the proof of Proposition 6.2.
Proof of Proposition 6.2, (i). Given y ∈ Vn denote respectively by P ◦y , Py, and P SRWy the
laws of J◦n, Jn, and J SRWn started in y. The idea behing the proof is to decompose the paths
of Jn at visits to the set V⋆n ≡ ∪1≤l≤L⋆C⋆n,l, and use that, away from this set, Jn reduces to
SRW. To this end define T SRW(A) ≡ inf{i ∈ N | J SRWn (i) ∈ A}, A ⊆ Vn, and set
T SRW,⋆n ≡ inf {k ∈ N : J SRWn (k) ∈ V⋆n} . (6.72)
Similarly set
T ⋆n ≡ inf {i ∈ N | Jn(i) ∈ V⋆n} . (6.73)
Let z ∈ I⋆n be fixed. Using that by definition J◦n(i) ≡ Jn(T ◦n,i), we may write∑ℓ◦n−1
k=1 P
◦
z (J
◦
n(k + 2) = z) =
∑ℓ◦n−1
k=1 Pz
(
Jn(T
◦
n,k+2) = z
)
= I1 + I2 (6.74)
where
I1 ≡
∑ℓ◦n−1
k=1 Pz
(
Jn(T
◦
n,k+2) = z, T
⋆
n > k + 2
)
, (6.75)
I2 ≡
∑ℓ◦n−1
k=1 Pz
(
Jn(T
◦
n,k+2) = z, T
⋆
n ≤ k + 2
)
. (6.76)
In view of (3.3)-(3.4), T ◦n,i = i for all i ∈ {0, . . . , T ⋆n − 1}. Hence
I1 =
∑ℓ◦n−1
k=1 Pz (Jn(k + 2) = z, T
⋆
n > k + 2) , (6.77)
and since up to time T ⋆n the transition probabilities of Jn are those of SRW,
I1 ≤
∑ℓ◦n−1
k=1 P
SRW
z (J
SRW
n (k + 2) = z) ≤ cn−2, (6.78)
where the last inequality is (6.58).
To Bound I2 note that the event {T ⋆n ≤ k + 2} can be written as the disjoint union
{T ⋆n ≤ k + 2} = ∪i≤k+2 ∪y∈V⋆n {T ⋆n = i, Jn(T ⋆n) = y}. (6.79)
Thus
I2 =
∑ℓ◦n−1
k=1
∑k+2
i=1
∑
y∈V⋆n Pz
(
Jn(T
◦
n,k+2) = z, T
⋆
n = i, Jn(T
⋆
n) = y
)
. (6.80)
As above note that T ◦n,i = i for all i ∈ {0, . . . , T ⋆n − 1 = i− 1}, that T ⋆n = T ◦n,i−1 + 1, and
that in the time interval {0, . . . , T ⋆n}, Jn has the same transition probabilities as SRW. By
this and the Markov property, the probability in (6.80) is equal to
P SRWz (T
SRW,⋆
n = i, J
SRW
n (i) = y)Py
(
Jn(T
◦
n,k+2−i) = z
)
. (6.81)
Consider now the last factor in (6.81). By construction y ∈ V⋆n. Hence, by (3.3),
Py
(
Jn(T
◦
n,k+2−i) = z
)
= Py
(
Jn(T
◦
n,0) = z
)
1{k+2−i=0}
+
∑
x Py
(
Jn(T
◦
n,0) = x
)
Px
(
Jn(T
◦
n,k+2−i) = z
)
1{k+2−i>0}(6.82)
where the sum is over x in ∂V⋆n = ∪1≤l≤L⋆∂C⋆n,l. Note that Py
(
Jn(T
◦
n,0) = x
)
is nothing
but the exit distribution from the set C⋆n,l containing y, so by Lemma 6.7, for all y ∈ C⋆n,l,
Py
(
Jn(T
◦
n,k+2−i) = z
)
= (1 + o(1))
{L⋆n,l(z)1{z∈∂C⋆n,l}1{k+2−i=0}
+
∑
x L⋆n,l(x)Px
(
Jn(T
◦
n,k+2−i) = z
)
1{k+2−i>0}
}
. (6.83)
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Observe that since by assumption z belongs to I⋆n then, by (2.9), z /∈ ∂V⋆n. Thus the first
term in the r.h.s. of (6.83) is zero. Now for indices i, k such that k + 2 − i > 0, let us
rewrite the probability in the remaining term as Px
(
Jn(T
◦
n,k+2−i) = z
)
= I3(x) + I4(x),
I3(x) ≡ Px
(
Jn(T
◦
n,k+2−i) = z, T
⋆
n > k + 2− i
)
, (6.84)
I4(x) ≡ Ax(k + 2− i) ≡ Px
(
Jn(T
◦
n,k+2−i) = z, T
⋆
n ≤ k + 2− i
)
. (6.85)
Proceeding as we did for I1 to express I3(x) yields
I3(x) = P
SRW
x (J
SRW
n (k + 2− i) = z) . (6.86)
Thus, up to a prefactor 1 + o(1), the contribution to I2 coming from the terms I3(x) is
K1 ≡
∑ℓ◦n−1
k=1
∑k+1
i=1
∑
1≤l≤L⋆
∑
y∈C⋆n,l
{
P SRWz (T
SRW,⋆
n = i, J
SRW
n (i) = y)∑
x∈∂C⋆n,l L
⋆
n,l(x)P
SRW
x (J
SRW
n (k + 2− i) = z)
}
. (6.87)
By a change of indices,
K1 =
∑
1≤l≤L⋆
∑ℓ◦n
j=1
∑
x∈∂C⋆n,l L
⋆
n,l(x)P
SRW
x (J
SRW
n (j) = z)R1(j), (6.88)
where
R1(j) ≡
∑ℓ◦n+1−j
m=1
∑
y∈C⋆n,l P
SRW
z (T
SRW,⋆
n = m, J
SRW
n (m) = y)
≤ P SRWz
(
T SRW,⋆n = T
SRW(C⋆n,l) ≤ ℓ◦n + 1− j
)
≤ P SRWz
(
T SRW,⋆n = T
SRW(C⋆n,l) ≤ ℓ◦n
)
. (6.89)
As observed earlier, dist(x, z) ≥ 1. Thus, by Lemma 6.14, and since ∑x L⋆n,l(x) = 1,∑ℓ◦n
j=1
∑
x∈∂C⋆n,l L
⋆
n,l(x)P
SRW
x (J
SRW
n (j) = z) ≤ c′/n. (6.90)
Plugging (6.89) in (6.88) and using (6.90),
K1 ≤ (c′/n)
∑
1≤l≤L⋆ P
SRW
z
(
T SRW,⋆n = T
SRW(C⋆n,l) ≤ ℓ◦n
)
≤ (c′/n)P SRWz (T SRW,⋆n ≤ ℓ◦n)
≤ (c′/n)P SRWz (T SRW(Vn(ρ⋆n) \ z) ≤ ℓ◦n + 1) . (6.91)
Note that by (6.1) and the assumption that c⋆ > 3, nc⋆ > ℓ◦n logn for all n large enough. It
thus follows from Lemma 6.12 that on ΩSRW, for all but a finite number of indices n,
K1 ≤
(c′
n
)(2 + C ′/c⋆
log n
)
. (6.92)
We assume from now on that ω ∈ ΩSRW. It remains to deal with the contribution to I2
coming from the terms I4(x): in view of (6.85) this is given, up to a prefactor 1+ o(1), by
K2 ≡
∑ℓ◦n−1
k=1
∑k+1
i=1
∑
1≤l≤L⋆
∑
y∈C⋆n,l
{
P SRWz (T
SRW,⋆
n = i, J
SRW
n (i) = y)∑
x∈∂C⋆n,l L
⋆
n,l(x)Ax(k + 2− i)
}
. (6.93)
Proceeding as in K1 to rearrange the indices and using (6.89),
K2 ≤
∑
1≤l≤L⋆ P
SRW
z
(
T SRW,⋆n = T
SRW(C⋆n,l) ≤ ℓ◦n + 1
)∑
x∈∂C⋆n,l L
⋆
n,l(x)
∑ℓ◦n
j=1Ax(j). (6.94)
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Summing up, we have established that I2 ≤ (1 + o(1))(K1 + K2) with K1 bounded by
(6.92) and K2 bounded by (6.94). But by (6.76) and (6.85),
I2 =
∑ℓ◦n−1
k=1 Az(k + 2). (6.95)
Hence∑ℓ◦n−1
k=1 Az(k + 2) ≤ (c′/n)αn +
∑
1≤l≤L⋆ αn,l
∑
x∈∂C⋆n,l L
⋆
n,l(x)
∑ℓ◦n
j=1Ax(j), (6.96)
where αn,l ≥ 0,
∑
1≤l≤L⋆ αn,l = αn, and αn ≤ c′′/(log n) for some constant 0 < c′′ <∞.
The idea now simply is to iterate this relation. One easily checks, going through the
preceeding arguments that, indeed,
∑ℓ◦n
j=1Ax(j) can be bounded in exactly the same way
as I2. Doing so and iterating κ times gives
I2 ≤ (c′/n)
∑κ
m=1 α
m
n + α
κ−1
n
∑
1≤l≤L⋆ αn,l
∑
x∈∂C⋆n,l L
⋆
n,l(x)
∑ℓ◦n
j=1Ax(j). (6.97)
Since Ax(j) ≤ 1, choosing κ = ⌊log n⌋ yields
I2 ≤ c
′
n
αn
1− αn + α
κ
nℓ
◦
n ≤
c′
n
αn
1− αn + o
( 1
n2
)
. (6.98)
Inserting this bound and (6.78) in (6.74) we finally obtain∑ℓ◦n−1
k=1 P
◦
z (J
◦
n(k + 2) = z) ≤ cn−2(1 + o(1)) + c′n−1
αn
1− αn ≤
C◦
n log n
, (6.99)
for some constant 0 < C◦ < ∞, and this is valid on ΩSRW for all but a finite number of
indices n. The proof of assertion (i) of Proposition 6.2 is complete. 
Proof of Proposition 6.2, (ii). The proof is a rerun of the proof of assertion (i) with only
three minor changes that we now indicate. Let 1 ≤ l′ ≤ L⋆ and z, z′ ∈ ∂C⋆n,l′ be given.
As in (6.74) write∑ℓ◦n−1
k=1 P
◦
z′ (J
◦
n(k) = z) =
∑ℓ◦n−1
k=1 Pz′
(
Jn(T
◦
n,k) = z
)
= I1 + I2 (6.100)
where I1 and I2 are the analogues of (6.75) and (6.76), respectively. Arguing as in (6.77)-
(6.78) to bound I1, but using (6.58) of Lemma 6.13 if z = z′ and (6.59) of Lemma 6.14 if
z 6= z′, we get that
I1 ≤
∑ℓ◦n−1
k=1 P
SRW
z′ (J
SRW
n (k) = z) ≤ c′′n−1 (6.101)
for some constant 0 < c′′ < ∞. This is the most impacting change since, as we shall see,
this term now becomes the leading one. The second change is in the treatment of (6.83)
where the term L⋆n,l(z)1{z∈∂C⋆n,l}1{k+2−i=0} is non zero whenever l = l′. In that case we
deduce from (6.28) and (6.13) that L⋆n,l(z) ≤ (1 + o(1))|C⋆n,l|/|∂C⋆n,l|, so that by (2.15) of
Lemma 2.3,
L⋆n,l(z) ≤ n−1(1 + o(1)) (6.102)
on Ω⋆, for all but a finite number of indices n. One then easily checks that the contribution
to I2 coming from this term can be bounded in the same way as the contribution coming
from the terms I3(x), that is to say, as K1. The third and last minor change is in the
treatment of K1. Notice that the sum over x in (6.87) contains the term x = z. For this
term we bound I3(x) (see (6.86)) using (6.58). Clearly, this does not affect (6.90) and thus,
the bound (6.92) (valid on ΩSRW, for all but a finite number of indices n) is unchanged.
Poceeding from there on as in the proof of assertion (i) we finally get that on ΩSRW ∩Ω⋆,
for all but a finite number of indices n,∑ℓ◦n−1
k=1 P
◦
z′ (J
◦
n(k) = z) ≤ c′′n−1 + c′n−1
αn
1− αn + o(n
−2) ≤ C ′◦n−1 (6.103)
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for some constant 0 < C ′◦ <∞. The proof of assertion (ii) of Proposition 6.2 is done. 
6.5. Hitting time at stationarity: proof of Proposition 6.4. Let us first prove, that under
the assumptions of Proposition 6.4, (6.9) holds for the continous time Markov chain J∗n
introduced in Subsection 6.3. For this we use results from [1]. Set B ≡ A ∩ I⋆n and write
T ∗(B) ≡ inf{t > 0 | J∗n(t) ∈ B}. Then, by Theorem 3 and Lemma 2 of [1] we have,
P ∗π◦n (T
∗(B) > t) ≥ (1− τ ◦n q(B,Bc)1−π◦n(B)) exp(−t q(B,Bc)1−π◦n(B)), t > 0, (6.104)
where τ ◦n is as in (6.30) and where q(B,Bc) =
∑
x∈B
∑
y/∈B π
◦
n(x)p
◦
n(x, y) = π
◦
n(B) as
follows from (6.11) and the fact that B ⊆ I⋆n. By Proposition 6.3,
π◦n(B) = |B|/|V◦n| ≤ |I⋆n|/|V◦n| ≤ n−c⋆(1 + o(1)), (6.105)
where we used (6.6) and (2.12) in the last inequality. From this and (6.30), we get that
P ∗π◦n (T
∗(B) > t) ≥ (1−n−(c⋆−2)(1+o(1))) exp(−t |B||V◦n|(1+o(n−c⋆))), t > 0. (6.106)
The idea then is that for sn as in (6.45), T ∗(B)− T ◦(B) = sn(T ◦(B))− T ◦(B), which
by (6.48) should be small for T ◦(B) large. We thus need an a priori lower bound on T ◦(B).
Now note that B ⊂ Vn(ρ⋆n) so that by Lemma 6.12 and (6.105), for all ln ≤ nc⋆/ logn,
P ◦π◦n(T
◦(B) > ln) ≥ (1− π◦n(B)) infx/∈B P SRWx (T SRW(Vn(ρ⋆n) \ x) ≥ ln) ≥ 1−O( 1logn).
From this bound, (6.48), and (6.106) we easily get that for I(ζ) as in (6.47) and any ζ > 0,
P ∗π◦n (T
∗(B) > t) ≤ P ◦π◦n (T ◦(B) > t/(1 + ζ)) + 2e−lnI(ζ) +O( 1logn). (6.107)
Taking e.g. ζ = 1/2 and ln = n2 yields (6.9) and finishes the proof of Proposition 6.4.
7. PROOF OF THEOREM 3.3 AND OF THEOREM 3.1
The proofs of Theorem 3.3 and of Theorem 3.1 hinge upon the next two lemmata.
7.1. Preparatory Lemmata. Let 0 < ρ < 1 and, for Vn(ρ) defined in (2.1), set
C⋆n,l(ρ) =
{
C⋆n,l ifC⋆n,l ∩ Vn(ρ) 6= ∅,
∅ else. (7.1)
Lemma 7.1. Assume that c⋆ > 2. There exists a subset Ω3 ⊂ Ω with P (Ω3) = 1 such that
on Ω3, for all but a finite number of indices n, for all ρ⋆n ≤ ρ ≤ 1− 3ρ⋆n,∣∣∪1≤l≤L⋆C⋆n,l(ρ)∣∣ /|V◦n| ≤ n−c⋆+12−nρ(1 + o(1)), (7.2)
and, for m⋆n,l(x) as in (6.13),∑
1≤l≤L⋆
∑
x∈∂C⋆n,l(ρ)
π◦n(x)m
⋆
n,l(x) ≤ n−c⋆+12−nρ(1 + o(1)). (7.3)
Lemma 7.2. Assume that c⋆ > 2. On Ω⋆, for all but a finite number of indices n,
π◦n
(
∂
(∪1≤l≤L⋆C⋆n,l)) ≤ n−2(c⋆−1)(1 +O(n−(c⋆−1))). (7.4)
Proof of Lemma 7.2. By (6.5), π◦n
(
∂(∪1≤l≤L⋆C⋆n,l)
) ≤ n| ∪1≤l≤L⋆ C⋆n,l|/|V◦n|. By (2.14) of
Lemma 2.3 and (6.6) of Proposition 6.3, on Ω⋆, for all but a finite number of indices n,
n| ∪1≤l≤L⋆ C⋆n,l|/|V◦n| = n |Vn(ρ⋆n) \ I⋆n| /|V◦n| ≤ nn−2c⋆+1(1 +O(n−(c⋆−1))), (7.5)
proving (7.4). 
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Proof of Lemma 7.1. Set k⋆n ≡ max2≤l≤L⋆ |C⋆n,l(ρ)| and let
Sn(k) ≡
∑L⋆
l=2 |C⋆n,l(ρ)|1{|C⋆n,l(ρ)|=k} (7.6)
be the total number of vertices that belong to sets C⋆n,l(ρ) that have cardinality k. Note that
by (2.3) and (2.11) of Lemma 2.3, on Ω⋆, for large enough n,
k⋆n ≤ n/((c⋆ − 2) logn). (7.7)
Now, on the one hand,
| ∪1≤l≤L⋆ C⋆n,l(ρ)|/|V◦n| = 1|V◦n|
∑L⋆
l=2 |C⋆n,l(ρ)| = 1|V◦n|
∑k⋆n
k=2 Sn(k). (7.8)
On the other hand, by Proposition 6.3,∑
1≤l≤L⋆
∑
x∈∂C⋆n,l(ρ) π
◦
n(x)m
⋆
n,l(x)
=
∑k⋆n
k=2
∑L⋆
l=2 1{|C⋆n,l(ρ)|=k}
1
|V◦n|
∑
x∈∂C⋆n,l(ρ)m
⋆
n,l(x) ≤ 1|V◦n|
∑k⋆n
k=2 Sn(k), (7.9)
where we used in the final inequality that by (6.13),∑
x∈∂C⋆n,l(ρ)m
⋆
n,l(x) = n
−1∑
y∈C⋆n,l(ρ)
∑
x∈∂C⋆n,l(ρ) 1{dist(y,x)=1} (7.10)
= n−1
∑
y∈C⋆n,l(ρ) |∂C
⋆
n,l(ρ) ∩ ∂y| ≤ |C⋆n,l(ρ)|, (7.11)
since |∂C⋆n,l(ρ) ∩ ∂y| ≤ n. Let us now focus on the quantities Sn(k), 2 ≤ k ≤ k⋆n. We
claim that if c⋆ > 2 there exists a subset Ω⋆⋆ ⊂ Ω with P (Ω⋆⋆) = 1 such that, on Ω⋆⋆, for
all but a finite number of indices n, for all ρ⋆n ≤ ρ ≤ 1− 3ρ⋆n,
Sn(2) ≤ n−c⋆+12n(1−ρ)(1 +O(n−(c⋆−1))), (7.12)
Sn(3) ≤ n−2(c⋆−1)2n(1−ρ)(1 +O(n−(c⋆−1))), (7.13)
and, for all 4 ≤ k ≤ k⋆n,
Sn(k) ≤ n−1n−c⋆+12n(1−ρ)(1 +O(n−(c⋆−1))). (7.14)
We first prove (7.12). For this let us introduce the variables χρ(x) ≡ 1{wn(x)≥rn(ρ)},
χ⋆,ρn (x) ≡ 1{rn(ρ⋆n)≤wn(x)<rn(ρ)}, and χn(x) ≡ 1{wn(x)≥rn(ρ⋆n)}. They are Bernoulli r.v.’s with
P (χρ(x) = 1) = 2−ρn, P (χn(x) = 1) = n−c⋆ , and P (χ⋆,ρn (x) = 1) = n−c⋆−2−ρn respec-
tively, that inherit the independence of the variables (wn(x), x ∈ Vn). We then may write
Sn(2) = S
0
n(2) + S
1
n(2) where, for G2 as in (9.70) (see also the paragraph above (9.72)),
S0n(2) ≡
∑
C={x,y}∈G2(Yn(x, y) + Yn(y, x)), (7.15)
S1n(2) ≡
∑
C={x,y}∈G2 Zn(x, y), (7.16)
where
Yn(x, y) ≡ χρn(x)χ⋆,ρn (y)
∏
z∈(∂x∪∂y)\{x,y}(1− χn(z)), (7.17)
Zn(x, y) ≡ χρn(x)χρn(y)
∏
z∈(∂x∪∂y)\{x,y}(1− χn(z)). (7.18)
To bound the sums (7.15) and (7.16) we proceed as in the proof of (9.105) (see (9.100)-
(9.105)). Namely, we decompose G2 into G2 = ∪1≤j≤n ∪1≤i≤4 Gj,i2 , where the Gj,i2 ’s are
defined in (9.101), and use Bennett’s bound (9.103) to estimate the sum over each Gj,i2 .
Doing this we readily get that ES0n(2) = n(n−c⋆ − 2−ρn)2n(1−ρ)(1− n−c⋆)2(n−1) and
P
(
|S0n(2)− ES0n(2)| ≥ 2n
√
ES0n(2)
)
≤ 4ne−n. (7.19)
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Similarly, ES1n(2) = n2n(1−2ρ)(1− n−c⋆)2(n−1) and for all ρ⋆n ≤ ρ ≤ (1− 4ρ⋆n)/2,
P
(
|S1n(2)− ES1n(2)| ≥ 2n
√
ES1n(2)
)
≤ 4ne−n. (7.20)
For ρ > (1− 4ρ⋆n)/2 we simply use that by Tchebychev’s first order order inequality,
P
(
S1n(2) ≥ 2−nρ/2ES0n(2)
) ≤ 2−nρ/2. (7.21)
From the assumptions that ρ⋆n ≤ ρ ≤ 1 − 3ρ⋆n and c⋆ > 1 it then immediately follows
that Eq. (7.12) holds true, and this with a probability larger than 1 − c0ne−c1n for some
constants 0 < c0, c1 < ∞. Thus, by Borel-Cantelli Lemma, it holds on a subset of Ω of
full measure, for all but a finite number of indices n.
One proves (7.13) in a similar way. We skip the (simple but lenghty) details.
When 4 ≤ k ≤ k⋆n we do not need such a refined control on Sn(k): we simply write
Sn(k) ≤ k
∑
B⊂Vn 1{∃x∈B:χρn(x)
∏
y∈B\x χ
⋆,ρ
n (y)=1}
∏
z∈∂B(1− χn(z)), (7.22)
where the sum is over all subsets B ⊂ Vn such that |B| = k, and such that the graph
G(B) is connected. Since the number of such sets is bounded above by (k − 1)!nk−12n,
ESn(k) ≤ k!nk−1n−c⋆(k−1)2n(1−ρ), and a first order order Tchebychev inequality yields
P
(
Sn(k) ≥ n−1ES0n(2)
) ≤ k!nn−(c⋆−1)(k−2). (7.23)
One easily checks that if c⋆ > 2 then, for all m ≥ 3 and all K ≤ n,∑K
k=m k!n
−(c⋆−1)(k−2) ≤ (m! + 1)n−(m−2)(c⋆−1). (7.24)
Therefore P
(∪4≤k≤k⋆n {Sn(k) ≥ n−1ES0n(2)}}) ≤ 25n−2(c⋆−1)+1, which is summable when
c⋆ > 2. By Borel-Cantelli Lemma we conclude that on a subset of Ω of full measure, for
all but a finite number of indices n, (7.14) holds true for all 4 ≤ k ≤ k⋆n. This concludes
the proof of the claim (7.12)-(7.14).
Now, by (7.12)-(7.14) and (6.6), on Ω3 ≡ Ω⋆ ∩ Ω⋆⋆, for all large enough n,
1
|V◦n|
∑k⋆n
k=2 Sn(k) ≤ (1 + o(1))(1 + (k⋆n/n))n−c⋆+12−nρ = n−c⋆+12−nρ(1 + o(1)), (7.25)
where the last equality follows from (7.7). Inserting (7.25) in (7.8) and in (7.9) yields (7.2)
and (7.3), respectively. The proof of Lemma 7.1 is done. 
7.2. Elementary properties of the chains J†n and J◦n. For easy reference we gather here
a few elementary properties of the chains J†n and J◦n. We state them without proof: recall-
ing that J◦n(i) ≡ Jn(T ◦n,i) and J†n(i) ≡ Jn(T †n,i) they are immediate consequences from the
definitions of the sequences
(
T †n,j
)
and
(
T ◦n,j
) (see (3.3)-(3.10)).
Lemma 7.3. To each j ≥ 0 there corresponds a unique i ≤ j such that:
(i) J†n(j) /∈ V◦n ⇔ T †n,j−1 = T ◦n,i−1 < T †n,j = T ◦n,i−1 + 1 < T †n,j+1 = T ◦n,i,
(ii) J†n(j) ∈ V◦n ⇔ T †n,j = T ◦n,i.
From Lemma 7.3, (i), we derive two descriptions of the event {J†n(j) ∈ C⋆n,l}, j > 0,
1 ≤ l ≤ L⋆. The first consists in saying that a visit of J†n to C⋆n,l must be immediately
preceded and followed by a visit to ∂C⋆n,l.
Corollary 7.4. {J†n(j) ∈ C⋆n,l} = {J†n(j − 1) ∈ ∂C⋆n,l, J†n(j) ∈ C⋆n,l, J†n(j + 1) ∈ ∂C⋆n,l}.
The second expresses the fact that when J†n(j) enters C⋆n,l, J◦n(i) straddles over it.
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Corollary 7.5. To each j ≥ 0 there corresponds a unique i ≤ j such that
{Jn(T †n,j) ∈ C⋆n,l} = {Jn(T ◦n,i−1) ∈ ∂C⋆n,l, Jn(T ◦n,i) ∈ ∂C⋆n,l}. (7.26)
Note finally that by Lemma 7.3, (ii), the chain J†n observed only when it visits V◦n is
nothing but the chain J◦n itself:
Corollary 7.6. {J†n(j) : ∃i > 0 s.t. T †n,j = T ◦n,i, j ≥ 0} d= {J◦n(i), i ≥ 0}.
7.3. Proof of Theorem 3.1. Theorem 3.1 is a rough estimate. By (3.15),
0 ≤ k†n(t)− k◦n(t) =
∑k†n(t)−1
j=0 1{J†n(j)/∈V◦n}. (7.27)
We now want to replace the chain J†n and the quantity k†n(t) in the right hand side of (7.27)
by, respectively, J◦n and k◦n(t). Note that by Corollary 7.4, for each j ≥ 1,
{J†n(j) /∈ V◦n} = ∪1≤l≤L⋆{J†n(j) ∈ C⋆n,l} ⊆ {J†n(j − 1) ∈ ∂(∪1≤l≤L⋆C⋆n,l)}. (7.28)
From this and the fact that J†n(0) = J◦n(0) ∈ V◦n (indeed J†n starts in π◦n), we deduce that,∑k†n(t)−1
j=0 1{J†n(j)/∈V◦n} ≤
∑k†n(t)−1
j=1 1{J†n(j−1)∈∂(∪1≤l≤L⋆C⋆n,l)} (7.29)
d
=
∑k◦n(t)−1
i=1 1{J◦n(i−1)∈∂(∪1≤l≤L⋆C⋆n,l)}, (7.30)
where the last equality follows from Corollary 7.6 and the definition of k◦n(t) (see (3.19)).
It remains to bound the last sum in (7.30). Since k◦n(t) = ⌊ant⌋ is deterministic, a first
order Tchebychev inequality entails that for all c◦ > 0,
Pπ◦n
(∑⌊ant⌋−1
i=1 1{J◦n(i−1)∈∂(∪1≤l≤L⋆C⋆n,l)} ≥ n−c◦⌊ant⌋
)
≤ nc◦π◦n
(
∂(∪1≤l≤L⋆C⋆n,l)
)
.
Inserting (7.4) of Lemma 7.2 in the right hand side above, and combining the resulting
bound with (7.27) and (7.30), we get that on Ω⋆, for all but a finite number of indices n,
Pπ◦n
(
k†n(t) ≥ k◦n(t)
(
1 + n−c◦
)) ≤ n−2(c⋆−1)+c◦(1 +O(n−(c⋆−1))). (7.31)
This readily implies the claim of Theorem 3.1.
7.4. Proof of Theorem 3.3. By definition of the Skorohod topology on D[0,∞), it is
enough to show this result with ρ∞ replaced by ρr, the Skorohod metric on D[0, r], for
r > 0 arbitrary. Choosing r = 1 for convenience we get
Pπ◦n
(
ρ1
(
Sn(·), S◦n(·)
)
> ǫ
) ≤ Pπ◦n(sup0≤t≤1 Ŝn(t) > ǫ). (7.32)
Theorem 3.3 then is an immediate consequence of the lemma below.
Lemma 7.7. Assume that c⋆ > 2 and that β > βc(ε). Then P-almost surely, for all ǫ > 0,
lim supn→∞Pπ◦n
(
sup0≤t≤1 Ŝn(t) > ǫ
)
= 0. (7.33)
Proof of Lemma 7.7. Since Ŝn is nondecreasing
Pπ◦n
(
sup0≤t≤1 Ŝn(t) > ǫ
) ≤ Pπ◦n(Ŝn(1) > ǫ). (7.34)
Introducing the event
A ≡
{
∀0≤j≤k†n(1)−1∀1≤l≤L⋆Λ̂†n(J†n(j))1{J†n(j)∈C⋆n,l} ≤ n ¯̺n,l(0)
}
(7.35)
we have, by Corollary 4.2, that on Ω0 ∩ Ω⋆, for all but a finite number of indices n,
Pπ◦n
(
Ŝn(1) > ǫ
) ≤ e−n + n−2(c⋆−1)+c◦ + Pπ◦n(Ŝn(1) > ǫ,A). (7.36)
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where c◦ > 0 is arbitrary. From the definitions (3.27) and (3.12) of Ŝn and Λ†n(J†n(i)), and
since Λ†n(J†n(i)) is non zero if and only if J†n(i) ∈ ∪1≤l≤L⋆C⋆n,l, we see that on A,
Ŝn(1) = c
−1
n
∑L⋆
l=1
∑k†n(1)−1
j=1 Λ̂
†
n(J
†
n(j))1{J†n(j)∈C⋆n,l} (7.37)
≤ c−1n
∑L⋆
l=1
∑k†n(1)−1
j=1 n ¯̺n,l(0)1{J†n(j)∈C⋆n,l}. (7.38)
Therefore,
Pπ◦n
(
Ŝn(1) > ǫ,A
) ≤ Pπ◦n(nc−1n ∑L⋆l=1 ¯̺n,l(0)∑k†n(1)−1j=1 1{J†n(j)∈C⋆n,l} > ǫ). (7.39)
The problem we still face is that the quantity ¯̺n,l(0) appearing in (7.39) can be very
large compared to cn. However, sets C⋆n,l such that this happens will typically not be
visited. More precisely, for C⋆n,l(ρ) as in (7.1), one may choose the parameter 0 < ρ < 1
in a such a way that the event
A˜ ≡
{
∀1≤j≤k†n(1)−1J†n(j) /∈
(∪1≤l≤L⋆C⋆n,l(ρ))} , (7.40)
has probability close to one. Indeed
Pπ◦n
(A˜c ) = Pπ◦n(A˜c ) = ∑1≤l≤L⋆ Eπ◦n∑k†n(1)−1j=0 1{J†n(j)∈C⋆n,l} (7.41)
=
∑
1≤l≤L⋆ Eπ◦n
∑k◦n(1)−1
i=1 1{J◦n(i−1)∈∂C⋆n,l ,J◦n(i)∈∂C⋆n,l} (7.42)
where (7.42) follows from Corollary 7.5. Note that for all x ∈ ∂C⋆n,l,
Pπ◦n
(
J◦n(i− 1) = x, J◦n(i) ∈ ∂C⋆n,l
)
= π◦n(x)Px(J
◦
n(1) ∈ ∂C⋆n,l) = π◦n(x)m⋆n,l(x), (7.43)
where m⋆n,l(x) is defined in (6.13). Inserting this in (7.42), it follows from (7.3) of Lemma
7.1 that on Ω3, for all but a finite number of indices n,
Pπ◦n
(A˜c ) ≤ k◦n(t)∑1≤l≤L⋆∑x∈∂C⋆n,l(ρ) π◦n(x)m⋆n,l(x) (7.44)
≤ k◦n(t)n−c⋆+12−nρ(1 + o(1)) = n2−nρ2nεn−nρ
⋆
n(1 + o(1)). (7.45)
where we wrote εn ≡ log ann log 2 ; thus by 1.19, limn→∞ εn = ε, 0 < ε < 1. Assume from now
on that ω ∈ Ω3 and take ρ ≡ εn − ρ⋆n/2. Then
Pπ◦n
(
Ŝn(1) > ǫ,A
) ≤ Pπ◦n(A˜c )+ Pπ◦n(Ŝn(1) > ǫ,A, A˜ )
≤ n2−nρ⋆n/2(1 + o(1)) + Pπ◦n
(Â ), (7.46)
where, recalling from (2.1) that Vn(εn − ρ⋆n/2) = {x ∈ Vn | wn(x) ≥ rn(εn − ρ⋆n/2)},
Â ≡
{
nc−1n
∑
1≤l≤L⋆ :C⋆n,l∩Vn(εn−ρ⋆n/2)=∅ ¯̺n,l(0)
∑k†n(1)−1
j=1 1{J†n(j)∈C⋆n,l} > ǫ
}
. (7.47)
Again, we wish to express this event in terms of the chain J◦n and the quantity k◦n(t) rather
than J†n and k†n(t). For this note that by Corollary 7.5, Corollary 7.6, the definition (3.15)
of k†n(t) and the definition (3.19) of k◦n(t), for each 1 ≤ l ≤ L⋆,∑k†n(1)−1
j=1 1{J†n(j)∈C⋆n,l}
d
=
∑k◦n(1)−1
i=1 1{J◦n(i−1)∈∂C⋆n,l,J◦n(i)∈∂C⋆n,l}. (7.48)
Then, by Tchebychev inequality, (7.48), and (7.43),
Pπ◦n
(Â ) ≤ n⌊an⌋
ǫcn
∑
1≤l≤L⋆:
C⋆
n,l
∩Vn(εn−ρ
⋆
n/2)=∅
max
x∈C⋆n,l
wn(x)
∑
x∈∂C⋆n,l
π◦n(x)m
⋆
n,l(x). (7.49)
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We next decompose the sum in (7.49) according to the size of maxx∈C⋆n,l wn(x): given
K > 0 to be chosen later define, for 0 ≤ k ≤ K,
Ik ≡
{
1 ≤ l ≤ L⋆ | rn
(
εn − k+22 ρ⋆n
) ≤ maxx∈C⋆n,l wn(x) ≤ rn(εn − k+12 ρ⋆n)}. (7.50)
By this and the choices of an and cn from Theoreom 1.1, (7.49) becomes
Pπ◦n
(Â ) ≤ ǫ−1n (∑0≤k≤K Qn,k +Rn) , (7.51)
where
Qn,k = 2
nεnr−1n (εn)rn
(
εn − k+12 ρ⋆n
)∑
l∈Ik
∑
x∈∂C⋆n,l π
◦
n(x)m
⋆
n,l(x), (7.52)
Rn = 2
nεnr−1n (εn)rn
(
εn − K+22 ρ⋆n
)∑
1≤l≤L⋆
∑
x∈∂C⋆n,l π
◦
n(x)m
⋆
n,l(x). (7.53)
Now,∑
l∈Ik
∑
x∈∂C⋆n,l π
◦
n(x)m
⋆
n,l(x) ≤
∑
1≤l≤L⋆
∑
x∈∂C⋆n,l
(
εn−k+22 ρ⋆n
) π◦n(x)m⋆n,l(x)
≤ n−c⋆+12−n(εn− k+22 ρ⋆n)(1 + o(1)) (7.54)
where the last inequality is (7.3) of Lemma 7.1. Inserting (7.54) in (7.52),
Qn,k ≤ n2 kn2 ρ⋆nr−1n (εn)rn
(
εn − k+12 ρ⋆n
)
. (7.55)
Using (2.19), the bound √1− x− 1 ≤ −1
2
x(1 + 1
4
x), 0 < x < 1, and the assumption that
β > βc(ε), so that α(εn) ≡ βc(εn)/β < 1 for large enough n, it follows from (7.55) that
Qn,k ≤ c0n2−nρ⋆n/α(εn)2−nρ⋆n(1/α(εn)−1)k2 (7.56)
for some constant 0 < c0 ≡ c0(εn, β) <∞. Similarly, by (7.3) with ρ = ρ⋆n,∑
1≤l≤L⋆
∑
x∈∂C⋆n,l π
◦
n(x)m
⋆
n,l(x) ≤ n−2c⋆+1(1 + o(1)) (7.57)
and
Rn ≤ n2nεn−2nρ⋆nr−1n (εn)rn
(
εn − K+22 ρ⋆n
)
. (7.58)
Now choose K =
⌈
2εn
(
1− 1
16
)
/ρ⋆n
⌉
. Then K+2
2
ρ⋆n ≥ εn
(
1− 1
16
)
and, using (2.19),
Rn ≤ n2nεn−2nρ⋆nr−1n (εn)rn
(
εn/16
) ≤ n2−nεn/4−2nρ⋆n (7.59)
for all β > βc(εn). Inserting (7.56) and (7.59) in (7.51),
Pπ◦n
(Â ) ≤ 2ǫ−1 (c0n2−c⋆/α(εn) + n−2(c⋆−1)2−nεn/4) (7.60)
for all n large enough. Finally, combining (7.36), (7.46), and (7.60), we obtain that for all
β > βc(ε), on Ω0 ∩ Ω⋆ ∩ Ω3, for all but a finite number of indices n,
Pπ◦n
(
Ŝn(1) > ǫ
) ≤ e−n+n−2(c⋆−1)+c◦+2n−(c⋆−2)/2+2ǫ−1 (c0n2−c⋆/α(εn) + n−2(c⋆−1)2−nεn/4)
for all ǫ > 0, where c◦ > 0 is arbitrarily small, and where limn→∞ εn = ε, 0 < ε < 1.
This yields the claim of Lemma 7.7 since by assumption c⋆ > 2. 
The proof of Theorem 3.3 is now complete.
8. CONVERGENCE OF THE FRONT END CLOCK PROCESS: PROOF OF THEOREM 3.2
The proofs of Theorem 3.2 and Theorem 3.4 rely on a method developped by Durrett
and Resnick [22] that provides sufficient conditions for partial sum processes to converge
to Le´vy processes. We use their results in a specialized form suitable for our applications
which is taken from [26], where this method was first applied to the study of clock pro-
cesses in random environment; see also [14] where it was implemented in more generality.
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8.1. A convergence theorem for FECP. Consider the rescaled front end clock process
(3.26),
S◦n(t) = c
−1
n S˜
◦
n(⌊ant⌋), t ≥ 0. (8.1)
Theorem 8.1 below is the corner stone of the proof of Theorem 3.2. It deduces convergence
of S◦n to a subordinator from a set of four conditions which we now formulate. Note
that these conditions refer to given sequences of numbers an and cn, as well as a given
realization of the random environment. For t > 0 and u > 0 define
hun(y) =
∑
x∈V◦n
p◦n(y, x) exp{−ucnλn(x)} , y ∈ V◦n, (8.2)
and, recalling the notation k◦n(t) = ⌊ant⌋,
νJ
◦
n,t
n (u,∞) =
k◦n(t)−1∑
j=0
hun(J
◦
n(j)), (8.3)
σJ
◦
n,t
n (u,∞) =
k◦n(t)−1∑
j=0
[hun(J
◦
n(j))]
2 . (8.4)
Condition (C0). For all v > 0,∑
x∈V◦n π
◦
n(x)e
−vcnλn(x) = o(1) . (8.5)
Condition (C1). There exists a σ-finite measure ν◦ on (0,∞) satisfying ∫∞
0
(1∧u)ν◦(du) <
∞ such that, for all t > 0 and all u > 0,
P ◦π◦n
(∣∣νJ◦n,tn (u,∞)− tν◦(u,∞)∣∣ < ǫ) = 1− o(1) , ∀ǫ > 0 . (8.6)
Condition (C2). For all u > 0 and all t > 0,
P ◦π◦n
(
σJ
◦
n,t
n (u,∞) < ǫ
)
= 1− o(1) , ∀ǫ > 0 . (8.7)
Condition (C3). For all t > 0,
lim
ǫ↓0
lim sup
n↑∞
k◦n(t)E◦π◦n1{λ−1n (J◦n(0))e◦0≤cnǫ}c
−1
n λ
−1
n (J
◦
n(0))e
◦
0 = 0. (8.8)
Theorem 8.1. Let the initial distribution of J◦n be its invariant measure π◦n. For all se-
quences an and cn for which Conditions (C0), (C1), (C2), and (C3) are verified P-almost
surely,
S◦n ⇒J1 S◦∞ (8.9)
P-almost surely, where S◦∞ is the Le´vy subordinator with zero drift and Le´vy measure ν◦.
Proof. This is a restatement of Theorem 1.2 of [14] specialized to the case where θn, the
“bloc length”, is equal to one. (Theorem 1.2 of [14] is itself a generalization of Theorem
1.1 of [26] with a more workable Condition (C3).) 
To verify the conditions of Theorem 8.1 we follow a by now well established two-
step strategy that was first proposed in [25], and was used later in [14]. The first step
consists in using the mixing property and mean local time estimates of Proposition 6.1 and
Proposition 6.2, respectively, to prove an almost sure ergodic theorem for the quantities
(8.3) and (8.4). This is done in Subsection 8.2 (see Theorem 8.2). It then enables us to
reduce Conditions (C1) and (C2) of Theorem 8.1 to laws of large numbers in the random
environment. This second step is carried out in Subsection 8.3 (see Proposition 8.4). The
proof is completed in Subsection 8.4.
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8.2. An ergodic theorem for FECP. Let πJ
◦
n,t
n (x) denote the average number of visits of
J◦n to x during the first k◦n(t) steps,
πJ
◦
n,t
n (x) = (k
◦
n(t))
−1
k◦n(t)−1∑
j=0
1{J◦n(j)=x} , x ∈ V◦n . (8.10)
Then (8.3) and (8.4) can be rewritten as
νJ
◦
n,t
n (u,∞) = k◦n(t)
∑
y∈V◦n
πJ
◦
n,t
n (y)h
u
n(y), (8.11)
σJ
◦
n,t
n (u,∞) = k◦n(t)
∑
y∈V◦n
πJ
◦
n,t
n (y) [h
u
n(y)]
2 . (8.12)
One readily sees, using reversibility, that
E◦π◦n
[
νJ
◦
n,t
n (u,∞)
]
= k◦n(t)
∑
x∈V◦n
π◦n(x)h
u
n(x) = (k
◦
n(t)/an)ν
◦
n(u,∞), (8.13)
E◦π◦n
[
σJ
◦
n,t
n (u,∞)
]
= k◦n(t)
∑
x∈V◦n
π◦n(x) [h
u
n(x)]
2 = (k◦n(t)/an)σ
◦
n(u,∞), (8.14)
where
ν◦n(u,∞) =
an
|V◦n|
∑
x∈V◦n
e−ucnλn(x), (8.15)
σ◦n(u,∞) =
an
|V◦n|
∑
x∈V◦n
∑
x′∈V◦n
p◦,2n (x, x
′)e−ucn(λn(x)+λn(x
′)). (8.16)
Here p◦,2n (·, ·) denotes the 2-steps transition probabilities of J◦n. Note that since H(x) = 0
for all x ∈ V◦n \ I⋆n, where I⋆n is the set of isolated vertices in the partition (2.9), we have
λn(x) =
{
eβHn(x), if x ∈ I⋆n,
1, if x ∈ V◦n \ I⋆n.
(8.17)
Theorem 8.2. Assume that c⋆ > 3. Let ρ◦n > 0 be a decreasing sequence satisfying ρ◦n ↓ 0
as n ↑ ∞. There exists a sequence of subsets ΩEGn ⊂ Ω with P [(ΩEGn )c] < ℓ◦n/(ρ◦nan), and
such that on ΩEGn the following holds for all large enough n: for all t > 0, all u > 0, and
all ǫ > 0,
P ◦π◦n
(∣∣νJ◦n,tn (u,∞)− (k◦n(t)/an)ν◦n(u,∞)∣∣ ≥ ǫ) ≤ ǫ−2[C1tΘn,1(u) + t2Θn,2(u)] (8.18)
for some constant 0 < C1 <∞, where
Θn,1(u) ≡ ℓ◦ne−ucn [1 + ν◦n(u,∞)] + σ◦n(u,∞) +
ν◦n(2u,∞)
n logn
+ ρ◦n [Eν
◦
n(u,∞)]2 , (8.19)
Θn,2(u) ≡ 2−n [ν◦n(u,∞)]2 . (8.20)
Moreover, for all t > 0, all u > 0, and all ǫ′ > 0,
P ◦π◦n
(
σJ
◦
n,t
n (u,∞) ≥ ǫ′
) ≤ t
ǫ′
(1 + o(1))σ◦n(u,∞). (8.21)
AGING IN METROPOLIS DYNAMICS 42
Proof of Theorem 8.2 . The upper bound (8.21) simply results from a first order Tcheby-
chev inequality and (8.14). The proof of (8.18) is more involved. It relies on a second
order Tchebychev inequality, that is, using (8.13), we bound the left hand side of (8.18)
from above by
ǫ−2(k◦n(t))
2
∑
x∈V◦n
∑
y∈V◦n
hun(x)h
u
n(y)E
◦
π◦n
(
πJ
◦
n,t
n (x)− π◦n(x)
) (
πJ
◦
n,t
n (y)− π◦n(y)
)
. (8.22)
In view of (8.10), setting ∆ij(x, y) = P ◦π◦n (J◦n(i) = x, J◦n(j) = y) − π◦n(x)π◦n(y), the ex-
pectation in (8.22) may be rewritten as
E◦π◦n
(
π
J◦n,t
n (x)− π◦n(x)
)(
π
J◦n,t
n (y)− π◦n(y)
)
=
∑k◦n(t)−1
i=0
∑k◦n(t)−1
j=0 ∆ij(x, y). (8.23)
For ℓ◦n defined in (6.1) we now break the sum in the r.h.s. of (8.23) into three terms:
I
(1)
1 = 2
∑
0≤i≤k◦n(t)−1
∑
i+ℓ◦n≤j≤k◦n(t)−1 ∆ij(x, y) ,
I
(1)
2 =
∑
0≤i≤k◦n(t)−1 1{i=j}∆ij(x, y) , (8.24)
I
(1)
3 = 2
∑
0≤i≤k◦n(t)−1
∑
i<j<i+ℓ◦n
∆ij(x, y) .
Consider first I(1)1 . By Proposition 6.1,
I
(1)
1 ≤ δn(k◦n(t))2π◦n(x)π◦n(y) ≤ 2−n(k◦n(t))2π◦n(x)π◦n(y). (8.25)
Turning to the term I(1)2 , we have,
I
(1)
2 =
∑
1≤i≤k◦n(t) ∆ii(x, x)1{x=y} = k
◦
n(t)π
◦
n(x)(1 − π◦n(x))1{x=y}, (8.26)
where we used that P ◦π◦n(J
◦
n(i) = x) = π
◦
n(x). Finally,
I
(1)
3 ≤ 2
∑k◦n(t)−1
i=0
∑ℓ◦n−1
l=1 P
◦
π◦n
(J◦n(i) = x, J
◦
n(i+ l) = y)
= 2k◦n(t)π
◦
n(x)
∑ℓ◦n−1
l=1 p
◦,l
n (x, y) (8.27)
where p◦,ln (·, ·) denote the l-steps transition probabilities of J◦n. Combining our bounds on
(I), I
(1)
2 , and I
(1)
3 with (8.22) we get that, for all ǫ > 0,
P ◦π◦n
(∣∣νJ◦n,tn (u,∞)− E◦π◦n[νJ◦n,tn (u,∞)]∣∣ ≥ ǫ) ≤ ǫ−2[I(2)1 + I(2)2 + I(2)3 ] , (8.28)
where
I
(2)
1 = 2
−n(k◦n(t))
2
∑
x∈V◦n
∑
y∈V◦n h
u
n(x)h
u
n(y)π
◦
n(x)π
◦
n(y) ,
I
(2)
2 = k
◦
n(t)
∑
x∈V◦n
∑
y∈V◦n h
u
n(x)h
u
n(y)π
◦
n(x)(1 − π◦n(x))1{x=y} , (8.29)
I
(2)
3 = 2k
◦
n(t)
∑
x∈V◦n
∑
y∈V◦n h
u
n(x)h
u
n(y)π
◦
n(x)
∑ℓ◦n−1
l=1 p
◦,l
n (x, y).
In view of (8.13)-(8.14),
I
(2)
1 ≤ 2−n (k◦n(t)/an)2 [ν◦n(u,∞)]2 , (8.30)
I
(2)
2 ≤ (k◦n(t)/an)σ◦n(u,∞). (8.31)
To deal with the third term in (8.29) note first that by (8.2),∑
y∈V◦n
p◦,ln (x, y)h
u
n(y) =
∑
z∈V◦n
p◦,l+1n (x, z)e
−ucnλn(z), (8.32)
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so that ∑
x∈V◦n
π◦n(x)h
u
n(x)p
◦,l+1
n (x, z) =
∑
y∈V◦n
e−ucnλn(y)
∑
x∈V◦n
π◦n(x)p
◦
n(x, y)p
◦,l+1
n (x, z)
=
∑
y∈V◦n
e−ucnλn(y)π◦n(y)p
◦,l+2
n (y, z) , (8.33)
where the last equality follows by reversibility. Hence,
I
(2)
3 = 2k
◦
n(t)
ℓ◦n−1∑
l=1
∑
z∈V◦n
[ ∑
x∈V◦n
π◦n(x)h
u
n(x)p
◦,l+1
n (x, z)
]
e−ucnλn(z) ,
= 2
ℓ◦n−1∑
l=1
k◦n(t)
∑
z∈V◦n
∑
y∈V◦n
π◦n(y)e
−ucn(λn(y)+λn(z))p◦,l+2n (y, z)
≡ 2(k◦n(t)/an)
∑
z∈V◦n
∑
y∈V◦n
fn(y, z) (8.34)
where the last line defines fn(y, z). In view of (8.17), we have∑
z∈V◦n\I⋆n
∑
y∈V◦n\I⋆n
fn(y, z) ≤ ℓ◦ne−2ucn, (8.35)
∑
z∈V◦n\I⋆n
∑
y∈I⋆n
fn(y, z) =
∑
z∈I⋆n
∑
y∈V◦n\I⋆n
fn(y, z) ≤ ℓ◦ne−ucnν◦n(u,∞), (8.36)
where the equality above is reversibility. It thus remains to bound the term
I(3) ≡ 2k
◦
n(t)
an
∑
z∈I⋆n
∑
y∈I⋆n
fn(y, z) = 2
k◦n(t)
an
ℓ◦n−1∑
l=1
[I
(3)
1,l + I
(3)
2,l ], (8.37)
where, distinguishing the cases z = y and z 6= y,
I
(3)
1,l ≡
∑
z∈I⋆n
anπ
◦
n(z)e
−2ucnλn(z)p◦,l+2n (z, z), (8.38)
I
(3)
2,l ≡
∑
z∈I⋆n
∑
y∈I⋆n:y 6=z
anπ
◦
n(y)e
−ucn(λn(y)+λn(z))p◦,l+2n (y, z). (8.39)
By Proposition 6.2 we readily have that, on ΩSRW, for all but a finite number of indices n,
ℓ◦n−1∑
l=1
I
(3)
1,l ≤
C◦
n logn
ν◦n(2u,∞). (8.40)
for some constant 0 < C◦ <∞. The next lemma is designed to deal with (8.39).
Lemma 8.3. Let ρ◦n > 0 be a decreasing sequence satisfying ρ◦n ↓ 0 as n ↑ ∞. There
exists a sequence of subsets Ω(3)2,n ⊂ Ω with P
(
Ω
(3)
2,n
) ≥ 1− ℓ◦n/(ρ◦nan) such that on Ω(3)2,n,
ℓ◦n−1∑
l=1
I
(3)
2,l < ρ
◦
n [Eν
◦
n(u,∞)]2 . (8.41)
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Proof. By definition of I⋆n, dist(y, z) ≥ 2 for all y ∈ I⋆n and z ∈ I⋆n such that y 6= z. Thus
E
(
e−ucn(λn(y)+λn(z))1{y∈I⋆n,z∈I⋆n}
)
1{x 6=z} ≤ E
(
e−ucn(λn(y)+λn(z))
)
1{dist(y,z)≥2} (8.42)
≤ (Ee−ucnλn(y)) (Ee−ucnλn(z)) (8.43)
=
[
a−1n Eν
◦
n(u,∞)
]2 (8.44)
where we used independence in the second line. Therefore, by a first order Tchebychev
inequality, for all η > 0,
P
(∑ℓ◦n−1
l=1 I
(3)
2,l ≥ η
) ≤ 1
ηan
[Eνn(u,∞)]2
ℓ◦n−1∑
l=1
∑
y∈V◦n
π◦n(y)
∑
z∈V◦n
p◦,l+2n (y, z) (8.45)
≤ ℓ
◦
n
ηan
[Eν◦n(u,∞)]2 . (8.46)
The lemma now easily follows. 
Gathering our bounds we conclude that under the assumptions and with the notations of
Proposition 6.2 and Lemma 8.3, on ΩSRW ∩ Ω(3)2,n, for all but a finite number of indices n,
I
(2)
3 ≤ 2
k◦n(t)
an
[
ℓ◦ne
−ucn [1 + ν◦n(u,∞)] + C◦
ν◦n(2u,∞)
n log n
+ ρ◦n [Eν
◦
n(u,∞)]2
]
(8.47)
for some constant 0 < C◦ < ∞. Inserting the bounds (8.30), (8.31), and (8.47) in (8.28)
now yields (8.18)-(8.20). The proof of Theorem 8.2 is done. 
8.3. Almost sure convergence of ν◦n and σ◦n. Theorem 8.2 enables us to replace the chain
dependant quantities νJ
◦
n,t
n and σJ
◦
n,t
n by quantities, ν◦n and σ◦n, that now only depend on the
randomness of the environment. Our next step consists in proving laws of large numbers
for ν◦n and σ◦n.
Proposition 8.4. Under the assumptions and with the notation of Theorem 1.1 there exists
a subset ΩLLN ⊂ Ω with P(ΩLLN) = 1 such that, on ΩLLN, the following holds: for all u > 0,
lim
n→∞
ν◦n(u,∞) = ν(u,∞), (8.48)
lim
n→∞
nσ◦n(u,∞) = ν(2u,∞). (8.49)
We prove the proposition by comparing ν◦n and σ◦n to their counterpart, νREMn and σREMn , in
the random hopping dynamics of the non truncated REM. To define νREMn and σREMn recall
the definition of wn(x) from (1.15) and set
γn(x) = wn(x)/cn. (8.50)
Then, for all u > 0,
νREMn (u,∞) =
an
|Vn|
∑
x∈Vn
e−u/γn(x), (8.51)
σREMn (u,∞) =
an
|Vn|
∑
x∈Vn
∑
x′∈Vn
pSRW,(2)n (x, x
′)e−u(1/γn(x)+1/γn(x
′)), (8.52)
where pSRW,(2)n (·, ·) denotes the 2-steps transition probabilities of J SRWn (see (6.55)). For later
use (namely, for the treatment of Condition (C3)) we also define, for all ǫ > 0,
ηREMn (ǫ) =
an
|Vn|
∑
x∈Vn
γn(x)
(
1− e−ǫ/γn(x)) . (8.53)
The functions νREMn , σREMn , and ηREMn are well understood. We know in particular that:
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Proposition 8.5. Given 0 < ε < 1 let an and cn be as in Theorem 1.1. Let ν be as in
(1.21) and assume that β > βc(ε). Then, there exists a subset ΩREM ⊂ Ω with P(ΩREM) = 1
such that, on ΩREM, the following holds:
lim
n→∞
νREMn (u,∞) = ν(u,∞), ∀u > 0, (8.54)
lim
n→∞
nσREMn (u,∞) = ν(2u,∞), ∀u > 0, (8.55)
and lim
ǫ→0
lim
n→∞
ηREMn (ǫ) = 0. (8.56)
Throughout this section we set εn ≡ log ann log 2 ; thus by 1.19, limn→∞ εn = ε, 0 < ε < 1.
Proof. Eq. (8.54) and (8.55) are proved in Proposition 5.1, (i), in Section 5.1 of [25]. The
proof of (8.56) is elementary: by simple Gaussian calculations, EηREMn (ǫ) ≤ cǫ1−α(εn) ↓ 0
as n ↑ ∞ and ǫ ↓ 0, where 0 < c <∞ is a constant, and P (|ηREMn (ǫ)− EηREMn (ǫ)| > n−1) ≤
n3an/|Vn|, which is summable under our assumptions on an. Since ηREMn (ǫ) is a monotonic
function of ǫ > 0, arguing e.g. as in (9.135) yields the claim (8.56). 
Our next lemma establishes that ν◦n and σ◦n are very close to νREMn and σREMn .
Lemma 8.6. On Ω3, for all but a finite number of indices n, for all u > 0,
|ν◦n(u,∞)− νREMn (u,∞)| ≤ 2n−2c⋆+1νREMn (u,∞) + 2ane−un
2
+ 2n−c⋆+1+2α(εn), (8.57)
|σ◦n(u,∞)− σREMn (u,∞)| ≤ 2n−2c⋆+1σREMn (u,∞) + 4ane−un
2
+ 2n−c⋆+1+2α(εn).(8.58)
Proof of Lemma 8.6 . The proof hinges on the observation that cnλn(x) = 1/γn(x) for all
x in the subset I⋆n of the decomposition (2.9). This enables us to rewrite ν◦n(u,∞) as
ν◦n(u,∞) = (|Vn|/|V◦n|)νREMn (u,∞) + I1 − I2 − I3 (8.59)
where
I3 ≡ (an/|V◦n|)
∑
x∈∪L⋆l=1C⋆n,l e
−u/γn(x), (8.60)
I1 ≡ (an/|V◦n|)
∑
x∈V◦n\I⋆n e
−ucnλn(x) ≤ ane−ucn , (8.61)
I2 ≡ (an/|V◦n|)
∑
x∈V◦n\I⋆n e
−u/γn(x) ≤ ane−ucn/rn(ρ⋆n). (8.62)
The bounds on I1 and I2 follow from the fact that on V◦n \ I⋆n ≡ N⋆n, λn(x) = 1 and
wn(x) < rn(ρ
⋆
n). In order to bound I3 recall 2.1 and set Wn(ρ) ≡ (∪L⋆l=1C⋆n,l) ∩ V (ρ) and
Wcn(ρ) ≡ (∪L⋆l=1C⋆n,l) ∩ V c(ρ) for some ρ > 0. Then, on Wcn(ρ), by (2.19) of Lemma 2.4,
wn(x)
cn
≤ rn(ρ)
rn(εn)
= exp{nββc(1)(
√
εn −
√
ρ)− β logn
2βc(1)
( 1√
εn
− 1√
ρ
) + o(1)}, (8.63)
so that choosing √ρ = √εn − 2 lognnββc(1) , we get
rn(ρ)
rn(εn)
= n2 exp
{
logn
nβεn2 log 2
(1 + o(1))
}
= n2(1 + o(1)). (8.64)
One also sees that for this choice of ρ, 4ρ⋆n < ρ < 1 − 4ρ⋆n for all 0 < ε < 1 and large
enough n. Therefore Lemma 7.1 applies, yielding
|Wn(ρ)| /|V◦n| ≤ n−c⋆+12−nρ(1 + o(1)), (8.65)
on Ω3, for all n large enough. Assume from now on that ω ∈ Ω3. By (8.64) and (8.65),
I3 ≤ ane−un2 + 2n−c⋆+12n(εn−ρ) ≤ ane−un2 + 2n−c⋆+1n2βc(εn)/β , (8.66)
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where we used that εn − ρ = (√εn − √ρ)(√εn + √ρ) ≤ 2√εn 2 lognnββc(1) . Eq. (8.57) now
easily follows observing that, by (2.19) and (2.20) of Lemma 2.4, cn ≫ cn/rn
(
ρ⋆n
)≫ n2,
and using that |Vn|/|V◦n| = 1 + n−2c⋆+1(1 +O(n−(c⋆−1))), as follows from (6.6).
The proof of (8.58) follows the same pattern, using the additionnal observation that
p◦,2n (x, x
′) = pSRW,2n (x, x
′) for all x, x′ in I⋆n × I⋆n. This follows from Proposition 6.5 and
the fact that, by construction, I⋆n ∩ ∂C⋆n,l = ∅ for all 1 ≤ l ≤ L⋆. We skip the details. 
Proof of Proposition 8.4 . The proposition is now an immediate consequence of Lemma
8.6 and Proposition 8.5. 
8.4. Conclusion of the proof of Theorem 3.2. We are now ready to show that under the
assumptions of Theorem 1.1, taking for initial distribution the invariant measure π◦n of J◦n,
the conditions of Theorem 8.1 are satisfied P-almost surely. Firstly, by Theorem 8.2 and
Proposition 8.4, Conditions (C1) and (C2) are satisfied P-almost surely. That is, P-almost
surely the following holds: for all u > 0 and all t > 0,
lim
n→∞
νJ
◦
n,t
n (u,∞) = tν◦(u,∞) in P◦-probability, (8.67)
lim
n→∞
σJ
◦
n,t
n (u,∞) = 0 in P◦-probability. (8.68)
Next, in view of (8.15), (8.5) reads ν◦n(v,∞)/an = o(1), and so, by (8.48) of Proposition
8.4, Condition (C0) is satisfied. It remains to check Condition (C3). As in the proof of
Proposition 8.4, we do this by comparing the quantity
η◦n(ǫ) ≡ ⌊an⌋E◦π◦n1{λ−1n (J◦n(0))e◦0≤cnǫ}c
−1
n λ
−1
n (J
◦
n(0))e
◦
0 (8.69)
=
⌊an⌋
|V◦n|
∑
x∈V◦n
c−1n λ
−1
n (x)
(
1− e−ǫcnλn(x)) (8.70)
arising in (8.8), to its counterpart in the random hopping dynamics of the non truncated
REM, ηREMn (ǫ), defined in (8.53). For this we simply write that since λn(x) = 1 on V◦n \ I⋆n
and cnλn(x) = 1/γn(x) on I⋆n,
η◦n(ǫ) ≤
⌊an⌋
cn
+
⌊an⌋
|V◦n|
∑
x∈I⋆n
γn(x)
(
1− e−ǫ/γn(x)) ≤ ⌊an⌋
cn
+
|Vn|
|V◦n|
ηREMn (ǫ). (8.71)
From this, (6.6), and (8.56) it follows that, under the assumptions of Proposition 8.5,
lim
ǫ→0
lim
n→∞
η◦n(ǫ) = 0, P-almost surely. (8.72)
Therefore Condition (C3) is satisfied P-almost surely.
Since all four conditions (C0), (C1), (C2), and (C3) are satisfied P-almost surely, it
follows from Theorem 8.1 that, for our choices of an, cn, β, and c⋆, P-almost surely,
S◦n ⇒J1 S◦∞ (8.73)
where S◦∞ is a subordinator with zero drift and Le´vy measure ν◦ = ν defined in (1.21).
The proof of Theorem 3.2 is complete.
9. CONVERGENCE OF THE BACK END CLOCK PROCESS BELOW THE CRITICAL
TEMPERATURE: PROOF OF THEOREM 3.4
9.1. A convergence theorem for BECP. Consider the rescaled process (3.16),
S†n(t) = b
−1
n S˜
†
n(k
†
n(t)), t ≥ 0. (9.1)
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Theorem 9.1 below parallels Theorem 8.1 for FECP, namely, it gives three sufficient con-
ditions for the sequence S†n to converge to a subordinator when the initial distribution of J†n
is the invariant measure π◦n of J◦n. As before these conditions refer to given sequences of
numbers an and bn, and a given realization of the random environment. For u > 0 define
h¯un(y) =
∑
1≤l≤L⋆
∑
x∈C⋆n,l
pn(y, x)Px(T
⋆
n,l > bnu) , y ∈ V◦n, (9.2)
where T ⋆n,l is the exit time (5.9). (Note that h¯un(y) = 0 unless y ∈ ∪1≤l≤L⋆∂C⋆n,l.) For k◦n(t)
as in (3.19) define, for t > 0 and u > 0,
ν¯J
◦
n,t
n (u,∞) =
k◦n(t)−1∑
j=0
h¯un(J
◦
n(j)), (9.3)
σ¯J
◦
n,t
n (u,∞) =
k◦n(t)−1∑
j=0
[
h¯un(J
◦
n(j))
]2
. (9.4)
Condition (A1). There exists a σ-finite measure ν† on (0,∞) satisfying ∫∞
0
(1∧u)ν†(du) <
∞ such that, for all t > 0 and all u > 0,
P ◦π◦n
(∣∣ν¯J◦n,tn (u,∞)− tν†(u,∞)∣∣ < ǫ) = 1− o(1) , ∀ǫ > 0 . (9.5)
Condition (A2). For all u > 0 and all t > 0,
P ◦π◦n
(
σ¯J
◦
n,t
n (u,∞) < ǫ
)
= 1− o(1) , ∀ǫ > 0 . (9.6)
Condition (A3). For all t > 0,
lim
ǫ↓0
lim sup
n↑∞
k◦n(t)
|V◦n|
∑
1≤l≤L⋆
∑
x∈C⋆n,l
Ex
(
1{b−1n T ⋆n,l≤ǫ}b
−1
n T
⋆
n,l
)
= 0. (9.7)
Theorem 9.1. Choose for initial distribution the invariant measure π◦n of J◦n. For all se-
quences an and bn for which Conditions (A1), (A2), and (A3) are verified P-almost surely,
S†n ⇒J1 S†∞ (9.8)
P-almost surely, where S†∞ is the Le´vy subordinator with zero drift and Le´vy measure ν†.
Proof of Theorem 9.1. The proof of Theorem 3.4 relies on Theorem 2.1 of [26], which is
itself a specialization of Theorem 4.1 of [22] to processes with non-negative increments.
Throughout we fix a realisation ω ∈ Ω⋆ of the random environment but do not make this
explicit in the notation. With the notations of Subsection 3.2 define, for i ≥ 0,
Zn,i ≡ b−1n Λ†n(J†n(i)) . (9.9)
Thus, by (3.11) and (9.1),
S†n(t) =
∑k†n(t)−1
i=0 Zn,i. (9.10)
In view of (3.15), k†n(t) is a stopping time for each t > 0. Furthermore, because J†n starts
in π◦n, and because π◦n (Vn \ V◦n) = 0, it follows from (3.12) that Zn,0 = 0. We may thus
apply Theorem 2.1 of [26] to the sum (9.10).
To this end let {F †n,i, n ≥ 1, i ≥ 0} be the array of sub-sigma fields defined (with
obvious notation) by F †n,i = σ
(
J†n(0), . . . , J
†
n(i)
)
, for i ≥ 0. Clearly, for each n and
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i ≥ 1, Zn,i is F †n,i measurable and F †n,i−1 ⊂ F †n,i. Next, observe that
P†π◦n
(
Zn,i > u
∣∣F †n,i−1) = ∑x∈Vn P†π◦n(J†n(i) = x, Zn,i > u ∣∣J†n(i− 1))
=
∑
x∈Vn P†π◦n
(
J†n(i) = x,Λ
†
n(x) > bnu
∣∣J†n(i− 1)). (9.11)
By (3.12) and (5.9), Λ†n(x) = 0 if x /∈ ∪1≤l≤L⋆C⋆n,l, and Λ†n(x) = T ⋆n,l if x ∈ C⋆n,l. Thus,
P†π◦n
(
Zn,i > u
∣∣F †n,i−1) = ∑
1≤l≤L⋆
∑
x∈C⋆n,l
P†π◦n
(
J†n(i) = x,Λ
†
n(x) > bnu
∣∣J†n(i− 1)). (9.12)
Now for all 1 ≤ l ≤ L⋆ and all x ∈ C⋆n,l,
P†π◦n
(
J†n(i) = x,Λ
†
n(x) > bnu
∣∣J†n(i− 1)) = p†n(J†n(i− 1), x)Px(T ⋆n,l > bnu) (9.13)
where, by (3.13),
p†n
(
J†n(i− 1), x
)
= pn
(
J†n(i− 1), x
)
1{J†n(i−1)∈V◦n} (9.14)
(indeed, by definition of J†n, J†n(i) ∈ C⋆n,l if and only if J†n(i− 1) ∈ ∂C⋆n,l ⊂ V◦n). In view
of (9.2) it follows from (9.11), (9.12), (9.13) and (9.14) that∑k†n(t)
i=1 P†π◦n
(
Zn,i > u
∣∣F †n,i−1) =∑k†n(t)i=1 h¯un(J†n(i− 1))1{J†n(i−1)∈V◦n}. (9.15)
It remains to notice that the chain J†n observed only when it takes values in V◦n is nothing
but the chain J◦n, and that J◦n takes k◦n(t) steps when J†n takes k†n(t) steps (see (3.19)). Thus,∑k†n(t)
i=1 h¯
u
n
(
J†n(i− 1)
)
1{J†n(i−1)∈V◦n}
d
=
∑k◦n(t)
i=1 h¯
u
n
(
J◦n(i− 1)
)
= ν¯
J◦n,t
n (u,∞), (9.16)
where the first equality holds in distribution and the last is (9.3). Combining (9.15) and
(9.16) now yields ∑k†n(t)
i=1 P†π◦n
(
Zn,i > u
∣∣F †n,i−1) d= ν¯J◦n,tn (u,∞). (9.17)
Similarly, we get∑kn(t)−1
i=1
[
P†π◦n
(
Zn,i > u
∣∣F †n,i−1)]2 d=∑k†n(t)i=1 [h¯un(J◦n(i− 1))]2 = σ¯J◦n,tn (u,∞). (9.18)
From (9.17) and (9.18) it follows that Conditions (A2) and (A1) of Theorem 9.1 are exactly
the Conditions (D1) and (D2) of Theorem 2.1 of [26]. To see that Condition (A3) implies
Condition (D3) we have to establish that (9.7) implies
lim
ǫ→0
lim sup
n→∞
P†π◦n
(
S†,ǫn (t) > ǫ
)
= 0 , (9.19)
where for ǫ ≥ 0, S†,ǫn (t) =
∑k†n(t)−1
i=0 Zn,i1{Zn,i≤ǫ}. By Theorem 3.1 with c◦ = 1, on Ω⋆,
for all but a finite number of indices n, all 0 < t <∞, and all ǫ ≥ 0,
P†π◦n
(
S†,ǫn (t) > ǫ
) ≤ P†π◦n (∑kn(t)−1i=0 Zn,i1{Zn,i≤ǫ} > ǫ)+ n−2(c⋆−1)+1(1 + o(1)), (9.20)
where kn(t) ≡ ⌊k◦n(t)(1 + n−1)⌋ = ⌊⌊ant⌋(1 + n−1)⌋. By Tchebychev inequality,
P†π◦n
(∑kn(t)−1
i=0 Zn,i1{Zn,i≤ǫ} > ǫ
)
≤ ǫ−1∑kn(t)−1i=1 E †π◦n1{Zni ≤ǫ}Zni , (9.21)
and the right hand side of (9.21) is equal to∑
1≤l≤L⋆
∑
x∈C⋆n,l Ex
(
1{b−1n T ⋆n,l≤ǫ}b
−1
n T
⋆
n,l
)∑kn(t)−1
i=1 E †π◦n1{J†n(i)=x}. (9.22)
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By (7.28) and (3.13), for all x ∈ C⋆n,l,∑kn(t)−1
i=1 E †π◦n1{J†n(i)=x} =
∑
y∈∂C⋆n,l∩∂x pn(y, x)
∑kn(t)−1
i=1 E †π◦n1{J†n(i−1)=y}
≤ ∑y∈∂C⋆n,l∩∂x pn(y, x)∑kn(t)−1i=1 π◦n(y)
≤ (kn(t)− 1)/|V◦n| (9.23)
where the last inequality follows from (6.5) and the fact that, for y ∈ ∂C⋆n,l ∩ ∂x and
x ∈ C⋆n,l, pn(y, x) = n−1. Combining (9.21), (9.22), and (9.23), the probability in the left
hand side of (9.21) is bounded above by
ǫ−1(1 + n−1)(k◦n(t)/|V◦n|)
∑
1≤l≤L⋆
∑
x∈C⋆n,l Ex
(
1{b−1n T ⋆n,l≤ǫ}b
−1
n T
⋆
n,l
)
. (9.24)
Inserting this bound in (9.20) yields the claim that Condition (A3) implies Condition (D3)
of Theorem 2.1 of [26]
Having established that, on Ω⋆, the conditions of Theorem 2.1 of [26] are verified when-
ever those of Theorem 9.1 are verified, the proof of Theorem 9.1 is complete. 
9.2. An ergodic theorem for BECP. To prove that Conditions (A1) and (A2) of Theorem
9.1 are satisfied we closely follow the strategy of Subsection 8.2 and first prove an ergodic
theorem for the quantities ν¯J
◦
n,t
n (u,∞) and σ¯J◦n,tn (u,∞) defined in (9.3) and (9.4). Clearly,
for πJ
◦
n,t
n (x) as in (8.10), (9.3) and (9.4) can be rewritten as
ν¯J
◦
n,t
n (u,∞) = k◦n(t)
∑
y∈V◦n
πJ
◦
n,t
n (y)h¯
u
n(y), (9.25)
σ¯J
◦
n,t
n (u,∞) = k◦n(t)
∑
y∈V◦n
πJ
◦
n,t
n (y)
[
h¯un(y)
]2
. (9.26)
Before stating our main theorem, let us express the mean values of (9.25) and (9.26) with
respect to the law P ◦π◦n . Given x ∈ C⋆n,l, 1 ≤ l ≤ L⋆, denote by
Qun,l(x) ≡ Px(T ⋆n,l > bnu), u > 0, (9.27)
the tail distribution of the exit time T ⋆n,l given that the set C⋆n,l is entered in x, and define
ν¯◦n(u,∞) =
an
2n
∑
1≤l≤L⋆
∑
x∈C⋆n,l
Qun,l(x), (9.28)
σ¯=n (u,∞) =
an
n2n
∑
1≤l≤L⋆
[ ∑
x∈C⋆n,l
Qun,l(x)
]2
, (9.29)
σ¯◦n(u,∞) =
an
2n
∑
1≤l≤L⋆
∑
1≤l′≤L⋆
∑
x∈C⋆n,l
∑
x′∈C⋆
n,l′
Qun,l(x)Q
u
n,l′(x
′)
(
n−2|∂x ∩ ∂x′|) . (9.30)
Lemma 9.2. Assume that c⋆ > 2. Then on Ω⋆, for all but a finite number of indices n,
E◦π◦n
[
ν¯J
◦
n,t
n (u,∞)
]
= (1 + o(1))(k◦n(t)/an)ν¯
◦
n(u,∞), (9.31)
E◦π◦n
[
σ¯J
◦
n,t
n (u,∞)
]
= (1 + o(1))(k◦n(t)/an)σ¯
◦
n(u,∞). (9.32)
The main theorem of this section controls the fluctuations of ν¯J
◦
n,t
n around its mean value
and provides an upper bound on σ¯J
◦
n,t
n in terms of the random (in the environment) quanti-
ties ν¯◦n, σ¯◦n, and σ¯=n .
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Theorem 9.3. Assume that c⋆ > 3. Let ρ¯◦n > 0 be a decreasing sequence satisfying ρ¯◦n ↓ 0
as n ↑ ∞. There exists a sequence of subsets ΩEGn ⊂ Ω with P
[(
Ω
EG
n
)c]
< 26ℓ◦n/(ρ¯
◦
nnan),
and such that on ΩEGn the following holds for all large enough n: for all t > 0, all u > 0,
and all ǫ > 0,
P ◦π◦n
(∣∣ν¯J◦n,tn (u,∞)− E◦π◦n[ν¯J◦n,tn (u,∞)]∣∣ ≥ ǫ) ≤ ǫ−2[C3tΘn,3(u) + t2Θn,4(u)] (9.33)
for some constant 0 < C3 <∞ and where, for ς 6=n (u) as in Lemma 9.4,
Θn,3(u) ≡ σ¯◦n(u,∞) + σ¯=n (u,∞) + ρ¯◦n
[
ς 6=n (u)
]2
, (9.34)
Θn,4(u) ≡ 2−n [ν¯◦n(u,∞)]2 . (9.35)
Moreover, for all t > 0, all u > 0, and all ǫ′ > 0,
P ◦π◦n
(
σ¯J
◦
n,t
n (u,∞) ≥ ǫ′
) ≤ t
ǫ′
(1 + o(1))σ¯◦n(u,∞). (9.36)
We now prove, in this order, Lemma 9.2 and Theorem 9.3.
Proof of Lemma 9.2. By (9.2), (9.25), and (9.27),
E◦π◦n
[
ν¯J
◦
n,t
n (u,∞)
]
= k◦n(t)
∑
y∈V◦n π
◦
n(y)h¯
u
n(y) (9.37)
= k◦n(t)
∑
y∈V◦n π
◦
n(y)
∑
1≤l≤L⋆
∑
x∈C⋆n,l pn(y, x)Q
u
n,l(x), (9.38)
and since both x and y belong to V◦n, pn(y, x) = n−1 if dist(x, y) = 1 and is zero else.
Thus
∑
y∈V◦n pn(y, x) = n
−1|∂x ∩ ∂C⋆n,l| and
E◦π◦n
[
ν¯
J◦n,t
n (u,∞)
]
= (k◦n(t)/|V◦n|)
∑
1≤l≤L⋆
∑
x∈C⋆n,l n
−1|∂x ∩ ∂C⋆n,l|Qun,l(x). (9.39)
The claim of (9.31) now follows from (2.16) and (6.6). Eq. (9.32) is proved in a similar
way. We skip the details. 
Proof of Theorem 9.3 . A first order Tchebychev inequality and (9.32) readily yield (9.36).
As in Theorem 8.2, proving concentration of ν¯J
◦
n,t
n (u,∞) is more involved. Since (9.25)
is nothing but (8.11) with hun replaced by h¯un, the proof naturally starts in the same way as
the proof of (8.18) of Theorem 8.2. More precisely, substituting h¯un for hun in the definition
(8.29) of the quantities I(2)i , 1 ≤ i ≤ 3, we get that for all ǫ > 0,
P ◦π◦n
(∣∣ν¯J◦n,tn (u,∞)− E◦π◦n[ν¯J◦n,tn (u,∞)]∣∣ ≥ ǫ) ≤ ǫ−2[I(2)1 + I(2)2 + I(2)3 ]. (9.40)
We are thus left to bound I(2)i , 1 ≤ i ≤ 3. By (9.25) and (9.31),
I
(2)
1 = 2
−n [E◦π◦n[ν¯J◦n,tn (u,∞)]]2 ≤ 2−n (k◦n(t)/an)2 [ν¯◦n(u,∞)]2 , (9.41)
and by (9.26) and (9.32),
I
(2)
2 ≤ E◦π◦n
[
σ¯J
◦
n,t
n (u,∞)
] ≤ (k◦n(t)/an)σ¯◦n(u,∞). (9.42)
The term I(2)3 is a little more involved. We may write it in the form
I
(2)
3 ≡ 2(k◦n(t)/an)(an/|V◦n|)
ℓ◦n−1∑
m=1
[I
(3)
1,m + I
(3)
2,m], (9.43)
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where, setting f ◦,mn (x, x′; y, y′) ≡ pn(y, x)pn(y′, x′)p◦,mn (y, y′),
I
(3)
1,m ≡
∑
1≤l≤L⋆
∑
x∈C⋆n,l
∑
x′∈C⋆n,l
∑
y∈∂C⋆n,l
∑
y′∈∂C⋆n,l
Qun,l(x)Q
u
n,l(x
′)f ◦,mn (x, x
′; y, y′), (9.44)
I
(3)
2,m ≡
∑
1≤l,l′≤L⋆:l 6=l′
∑
x∈C⋆n,l
∑
x′∈C⋆
n,l′
∑
y∈∂C⋆n,l
∑
y′∈∂C⋆n,l
Qun,l(x)Q
u
n,l′(x
′)f ◦,mn (x, x
′; y, y′).(9.45)
Consider I(3)1,m first. It follows from Proposition 6.2, (ii) that on ΩSRW, for all but a finite
number of indices n, for all x, x′ ∈ C⋆n,l,
ℓ◦n−1∑
m=1
∑
y∈∂C⋆n,l
∑
y′∈∂C⋆n,l
f ◦,mn (x, x
′; y, y′) ≤ C
′
◦
n
∑
y∈∂C⋆n,l
∑
y′∈∂C⋆n,l
pn(y, x)pn(y
′, x′) ≤ C
′
◦
n
. (9.46)
(Here we used that pn(y, x) = pn(y, x) if both x and y belong to V◦n.) From this and
Proposition 6.3 we readily get that if c⋆ > 2 then on ΩSRW ∩ Ω⋆, for large enough n,
(an/|V◦n|)
∑ℓ◦n−1
m=1 I
(3)
1,m ≤ C ′◦(1 + o(1))σ¯=n (u,∞). (9.47)
The next lemma bounds the contribution to (9.43) coming from I(3)2,m. Its proof is given
in Subsection 9.3.3.
Lemma 9.4. Assume that c⋆ > 2. Let ρ¯◦n > 0 be a decreasing sequence satisfying ρ¯◦n ↓ 0
as n ↑ ∞. There exists a sequence of subsets Ω(3)2,n ⊂ Ω with P
(
Ω
(3)
2,n
) ≥ 1− 26ℓ◦n/(ρ¯◦nnan)
such that on Ω(3)2,n ∩ Ω⋆, for all n large enough,
(an/|V◦n|)
∑ℓ◦n−1
m=1 I
(3)
2,m < ρ¯
◦
n
[
ς 6=n (u)
]2
. (9.48)
where ς 6=n (u) is a positive decreasing function of u > 0 that satisfies
lim
n→∞
ς 6=n (u) = ν
†(u,∞), ∀u > 0. (9.49)
Equipped with 9.47 and Lemma 9.4 we conclude that under the assumptions and with
the notations of Proposition 6.2, Lemma 9.4, and Proposition 6.3, on ΩSRW ∩Ω(3)2,n∩Ω⋆, for
all but a finite number of indices n,
I
(2)
3 ≤ 2
k◦n(t)
an
(
C ′′◦ σ¯
=
n (u,∞) + ρ¯◦n
[
ς 6=n (u)
]2) (9.50)
for some constant 0 < C ′′◦ < ∞. Inserting the bounds (9.41), (9.42), and (9.50) in (9.40)
then yields (9.33)-(9.35). The proof of Theorem 9.3 is done. 
9.3. Almost sure convergence of ν¯◦n, σ¯◦n, and σ¯=n . As in Subsection 8.3 our next step con-
sists in proving strong laws of large numbers for the random (but now chain independant)
quantities ν¯◦n, σ¯◦n, and σ¯=n defined in (9.28), (9.30), and (9.29), respectively. However, the
complexity of these objects (note in particular that they are sums of correlated random
variables) makes this task much more arduous than in FECP.
Proposition 9.5. Given 0 < ε < 1 let the sequences an and bn be defined through
lim
n→∞
log an
n log 2
= ε,
√
nanP(wn(x) ≥ (n− 1)bn) ∼ 1, (9.51)
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Assume that c⋆ > 2 and let ν† be as in (1.23). Then, there exists a subset ΩLLN ⊂ Ω with
P(Ω
LLN
) = 1 such that, on ΩLLN, the following holds: for all u > 0,
lim
n→∞
ν¯◦n(u,∞) = ν†(u,∞), (9.52)
lim
n→∞
nσ¯◦n(u,∞) = lim
n→∞
nσ¯=n (u,∞) = 2ν†(2u,∞). (9.53)
To prove Proposition 9.5 we first establish control over the mean values of ν¯◦n(u,∞),
σ¯◦n(u,∞), and σ¯=n (u,∞) (see Lemmata 9.8 and 9.10), and then prove that these quantities
concentrate around their means (in Lemmata 9.9, 9.11). Both these steps rely on the
following key lemma. Given sequences a¯n, b¯n, and two distinct vertices x, y ∈ Vn, set
vn(u; a¯n, b¯n) = a¯
2
nE
[
exp
(
− ub¯n
min{wn(x),wn(y)}
)
1min{wn(x),wn(y)}≥rn(ρ⋆n)}
]
. (9.54)
Lemma 9.6. If the sequences a¯n and b¯n satisfy a¯nP(wn(x) ≥ b¯n) ∼ 1, limn→∞ a¯n2n = 0,
and limn→∞ log a¯nn log 2 = ε¯ for some ε¯ > 0, then
lim
n→∞
vn(u; a¯n, b¯n) = u
−2α(ε¯)2α(ε¯)Γ(2α(ε¯)). (9.55)
The rest of Subsection 9.3 is organized as follows. We prove Lemma 9.6 in Subsec-
tion 9.3.1. Equipped with this result we establish the convergence properties of ν¯◦n(u,∞)
in Subsection 9.3.2, and those of σ¯◦n(u,∞) and σ¯=n (u,∞) in Subsection 9.3.3. Subsec-
tion 9.3.3 also contains the proof of of Lemma 9.4. The proof of Proposition 9.5 is then
completed in Subsection 9.3.4.
9.3.1. Proof of Lemma 9.6. The proof uses the following lemma, taken from [25]. Set
Fn(v) = a¯nP(wn(x) ≥ vb¯n), v ≥ 0. (9.56)
Lemma 9.7 (Lemma 2.1 of [25]). Let the sequences a¯n and b¯n be as in Lemma 9.6.
(i) For each fixed ζ > 0 and all n sufficiently large so that ζ > b¯−1n we have, for all v such
that ζ ≤ v <∞,
Fn(v) = v
−αn(1 + o(1)), (9.57)
where 0 ≤ αn = α(ε¯) + o(1).
(ii) Let 0 < δ < 1. Then, for all v such that b¯−δn ≤ v ≤ 1 and all large enough n,
v−αn(1 + o(1)) ≤ Fn(v) ≤ 11−δv−αn(1−
δ
2
)(1 + o(1)), (9.58)
where αn is as before.
Proof of Lemma 9.6. For fixed u > 0 set f(y) = e−u/y. Integrating by part in (9.54), and
using the fact that a¯2nP
(
min{wn(x), wn(y)} ≥ yb¯n
)
= F 2n(y), we get
E[vn(u; a¯n, b¯n)] = F
2
n(rn(ρ
⋆
n)/b¯n)e
−ub¯n/rn(ρ⋆n) +
∫∞
rn(ρ⋆n)/b¯n
f ′(y)F 2n(y)dy. (9.59)
Note that F 2n(rn(ρ⋆n)/b¯n)e−ub¯n/rn(ρ
⋆
n) ≤ a¯2ne−ub¯n/rn(ρ⋆n) ↓ 0 as n ↑ ∞ for all u > 0. To deal
with the second term in the r.h.s. of (9.59) set In(a, b) =
∫ b
a
f ′(y)F 2n(y)dy, a ≤ b, and,
given 0 < ς < 1 and ζ > 1, write
In(rn(ρ
⋆
n)/b¯n,∞) = In
(
rn(ρ
⋆
n)/b¯n, ς
)
+ In
(
ς, ζ
)
+ In(ζ,∞). (9.60)
Let us now show that, as n ↑ ∞, for small enough ς and large enough ζ , the leading
contribution to (9.60) comes from In
(
ς, ζ
)
. To do so we first use that by Lemma 9.7, (ii)
with δ = 1/2, In
(
rn(ρ
⋆
n)/b¯n, ς
) ≤ 2(1 + o(1)) ∫ ς
0
f ′(y)y−(3/2)αndy for all 0 < ς < 1,
where 0 ≤ αn = α(ε¯) + o(1). Now, there exists ς∗ ≡ ς∗(u) > 0 such that, for all
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ς < ς∗, f ′(y)y−(3/2)αn is strictly increasing on [0, ς]. Hence, for all ς < min(1, ς∗),
In
(
rn(ρ
⋆
n)/b¯n, ς
) ≤ 2(1 + o(1))uς−1+(3/2)[α(ε¯)+o(1)]e−u/ς , implying that
lim
n→∞
In
(
rn(ρ
⋆
n)/b¯n, ς
) ≤ 2uς−1+(3/2)α(ε¯)e−u/ς , ς < min(1, ς∗) . (9.61)
To deal with In
(
ς, ζ
)
note that by Lemma 9.7, (i), Fn(y) → y−α(ε¯), n → ∞, where the
convergence is uniform in ς ≤ y ≤ ζ since, for each n, Fn(y) is a monotone function, and
since the limit, y−α(ε¯), is continuous. Hence,
limn→∞ In
(
ς, ζ
)
= limn→∞
∫ ζ
ς
f ′(y)F 2n(y)dy =
∫ ζ
ς
f ′(y)y−2α(ε¯)dy . (9.62)
It remains to bound In(ζ,∞). By (9.57) of Lemma 9.7, In(ζ,∞) =
∫∞
ζ
f ′(y)F 2n(y)dy =
(1 + o(1))
∫∞
ζ
f ′(y)y−2αndy , where again 0 ≤ αn = α(ε¯) + o(1). Thus, for 0 <
δ < 1 arbitrary we have, taking n large enough, that for all y ≥ ζ > 1, f ′(y)y−2αn ≤
f ′(y)y−2α(ε¯)+2δ ≤ u/y2(1−δ). Therefore In(ζ,∞) ≤ (1 + o(1)) 11−δζ−(1−2δ) and, choosing
e.g. δ = 1/4,
lim
n→∞
In(ζ,∞) ≤ 4uζ−1/2 . (9.63)
Collecting (9.59)-(9.63), we obtain that for all ζ > 1 and ς < min(1, ς∗),
E[vn(u; a¯n, b¯n)] =
∫ ζ
ς
f ′(y)y−2α(ε¯)dy +R(ς, ζ) , (9.64)
where 0 ≤ R(ς, ζ) ≤ 2uς−1+(3/2)α(ε¯)e−u/ς + 4uζ−1/2. Finally, passing to the limit ς → 0
and ζ →∞ in (9.64) yields
E[vn(u; a¯n, b¯n)] =
∫∞
0
f ′(y)y−2α(ε¯)dy = u−2α(ε¯)2α(ε¯)Γ(2α(ε¯)), (9.65)
where we used in the last equality that 2α(ε¯) > 0 since ε¯ > 0. Lemma 9.6 is proven. 
9.3.2. Convergence properties of ν¯◦n. As stated in the next two lemmata ν¯◦n concentrates
around its mean, and the mean as a limit.
Lemma 9.8. Assume that c⋆ > 2. If an and bn satisfy (9.51) for some 0 < ε < 1, then
lim
n→∞
E[ν¯◦n(u,∞)] = ν†(u,∞), ∀u > 0. (9.66)
Lemma 9.9. For all L1 > 0 and L2 ≥ 0 such that nanL2/2n = o(1), for all u > 0,
P
(|ν¯◦n(u,∞)− E[ν¯◦n(u,∞)]| ≥ φn(u, L1, L2)) ≤ 2ne−L2 + 2L1, (9.67)
where φn(u, L1, L2) ≡
√
8nanL2Vn,2(2u)/2n+4n
−(c⋆−1)Vn,1(u)/L1, and where for each
n, Vn,1(u) and Vn,2(u) are positive decreasing functions, while for each u > 0, under the
assumptions of Lemma 9.8,
lim
n→∞
Vn,1(u) = lim
n→∞
Vn,2(u) = ν
†(u,∞). (9.68)
Proof of Lemma 9.8. Write ν¯◦n(u,∞) =
∑
k≥2 ν¯
◦,(k)
n (u,∞) where
ν¯◦,(k)n (u,∞) ≡
an
2n
∑
1≤l≤L⋆ 1{|C⋆n,l|=k}
∑
x∈C⋆n,l Q
u
n,l(x). (9.69)
We saw in Subsection 7.1 (see (7.7)) that on Ω⋆, k⋆n ≡ max2≤l≤L⋆ |C⋆n,l(ρ)| ≤ n(c⋆−2) logn
for all large enough n. We may thus restrict the range of k to 2 ≤ k ≤ k⋆n. Let now Gk
be the collection of all vertex sets C ⊂ Vn of size k such that G(C) forms a connected
subgraph of G(Vn),
Gk = {C = {x1, . . . , xk} : ∀1≤i≤k∃1≤j≤k such that dist(xi, xj) = 1}. (9.70)
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Then (9.69) can be written as
ν¯◦,(k)n (u,∞) ≡
an
2n
∑
C∈Gk
∏
x∈C χn(x)
∏
x′∈∂C χn(x
′)
∑
x∈C Q
u
n,C(x), (9.71)
where Qun,C(x) stands for Qun,l(x) with C⋆n,l ≡ C, and where χn(x) ≡ 1{wn(x)≥rn(ρ⋆n)},
χn(x) ≡ 1 − χn(x), are Bernoulli variables r.v.’s with P (χn(x) = 1) = n−c⋆ . To further
express ν¯◦,(k)n we distinguish the case k = 2 from the case 3 ≤ k ≤ k⋆n.
• The case k = 2. Here G2 is the set of undirected edges of G(Vn) and Qun,C(x) is given
by Proposition 5.1, (i) : observing that Qun,C(x) = Qun,C(y) on C = {x, y}, and that, by
(5.2), ̺n,l(0) = minx∈C wn(x) when C⋆n,l = C, we obtain
ν¯◦,(2)n (u,∞) ≡ 2
an
2n
∑
C∈G2
∏
x∈C χn(x)
∏
x′∈∂C χn(x
′)
(
1− 1
1+
minx∈C wn(x)
(n−1)
)⌈bnu⌉
. (9.72)
From this we easily derive the bounds
ν¯
◦,(2),−
n (u,∞)(1− sn) ≤ ν¯◦,(2)n (u,∞) ≤ ν¯◦,(2),+n (u,∞) (9.73)
where sn = n−1rn(ρ⋆n) and where, setting b
±
n = bn(n− 1)(1− sn)±1 and
γ±n (C) = min
x∈C
wn(x)/b
±
n , (9.74)
ν¯◦,(2),±n (u,∞) ≡ 2
an
2n
∑
C∈G2
∏
x′∈∂C χn(x
′)e−u/γ
±
n (C)
1{γ±n (C)≥rn(ρ⋆n)/b±n }. (9.75)
By Lemma 9.6,
lim
n→∞
Eν¯◦,(2),−n (u,∞) = lim
n→∞
Eν¯◦,(2),+n (u,∞) = ν†(u,∞). (9.76)
To see this note that, setting a+n = a−n =
√
nan(1− n−c⋆)n−1,
E[ν¯◦,(2),±n (u,∞)] = vn(u; a±n , b±n ). (9.77)
One then readily checks that for an, bn as in (9.51), limn→∞ log a
±
n
n log 2
= ε/2, limn→∞ a
±
n
2n
= 0,
and a±nP(wn(x) ≥ b±n ) ∼ 1. The conditions of Lemma 9.6 are thus satisfied with ε¯ = ε/2,
yielding (9.76). Since clearly limn→∞ sn = 0, it follows from (9.73) that
lim
n→∞
Eν¯◦,(2)n (u,∞) = ν†(u,∞). (9.78)
• The case 3 ≤ k ≤ k⋆n. Recall that Qun,C(x) in (9.71) stands for Qun,l(x) with C⋆n,l ≡ C.
Similarly, denote by ̺n,C(0), ̺n,C(1), and θ⋆n,C the quantities ̺n,l(0), ̺n,l(1), and θ⋆n,l from
(5.2)-(5.4) with C⋆n,l ≡ C. Let us now split the sum over C ∈ Gk in (9.71) according to
whether bn < nθ⋆n,C or not, and write ν¯
◦,(k)
n (u,∞) = ν¯◦,(k),−n (u,∞)+ ν¯◦,(k),+n (u,∞) where
ν¯◦,(k),+n (u,∞) ≡
an
2n
∑
C∈Gk
∏
x∈C χn(x)
∏
x′∈∂C χn(x
′)
∑
x∈C Q
u
n,C(x)1{bn≥nθ⋆n,C}, (9.79)
and ν¯◦,(k),−n (u,∞) is the sum over the complement, i.e. over terms such that bn < nθ⋆n,C .
The point of doing this is that if bn ≥ nθ⋆n,C then, for each fixed u > 0, ⌈bnu⌉ ≫ θ⋆n,C for
all x in C and all n large enough, so that ν¯◦,(k),+n (u,∞) can be bounded using Proposition
5.1, (ii). More precisely, on Ω0 ∩ Ω⋆, for all but a finite number of indices n, by (5.6),
Qun,C(x)1{bn≥nθ⋆n,C} ≤ e−{u(n−1)bn/̺n,C(0)}(1 + o(1)), ∀x ∈ C, (9.80)
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(since for k ≥ 3 and large enough n, k(n− 1)/n(1− o(1)) > 1). Note that by (5.2),
e−{u(n−1)bn/̺n,C(0)} = max{x,y}∈G(C) e−{u(n−1)bn/min(wn(y),wn(x))} (9.81)
≤ ∑{x,y}∈G(C) e−u/γ¯n({x,y}), (9.82)
where we now set
γ¯n(C′) = min
x∈C′
wn(x)/(n− 1)bn, C′ ∈ G2. (9.83)
Combining these observations yields the bound
ν¯◦,(k),+n (u,∞) ≤ k
an
2n
∑
C′∈G2
∑
C∈Gk:C′⊂C
∏
x∈C χn(x)e
−u/γ¯n(C′), (9.84)
valid on Ω0 ∩ Ω⋆, for all but a finite number of indices n, and this in turns implies that
E[ν¯◦,(k),+n (u,∞)] ≤ k(k − 2)!n−(c⋆−1)(k−2)vn(u; a¯n, b¯n), (9.85)
where a¯n ≡ √nan, b¯n ≡ (n − 1)bn. Again one sees that these sequences (that differ
but slightly from the choices made in (9.77)) satisfy the conditions of Lemma 9.6 with
ε¯ = ε/2. Thus
lim
n→∞
E
[
vn(u; a¯n, b¯n)
]
= ν†(u,∞). (9.86)
Since by assumption c⋆ > 2 we may use (7.24) to sum (9.85) over k, which gives∑
3≤k≤k⋆n E[ν¯
◦,(k),+
n (u,∞)] ≤ 4n−(c⋆−1)E
[
vn(u; a¯n, b¯n)
]
. (9.87)
It remains to bound the term ν¯◦,(k),−n (u,∞) (see the line above (9.79)). For this we use
the trite bound Qun,C(x) ≤ 1 and observe that, by (5.2)-(5.4) and the rightmost inequality
in Lemma 4.5, 1{bn<nθ⋆n,C}
∏
x∈C χn(x) ≤ 1{̺n,C(0)>rn(ρ⋆n)bn/(2βn2k5)}
∏
x∈C χn(x). Next, by
(5.2) and (9.83),
{̺n,C(0) > rn(ρ⋆n)bn/(2βn2k5)} ⊆ ∪{x,y}∈G(C){γ¯n({x, y}) > rn(ρ⋆n)/βn8} (9.88)
for large enough n. Thus
ν¯◦,(k),−n (u,∞) ≤ k
an
2n
∑
C′∈G2
∑
C∈Gk:C′⊂C
∏
x∈C χn(x)1{γ¯n(C′)>rn(ρ⋆n)/βn8}, (9.89)
and averaging out,
E[ν¯◦,(k),−n (u,∞)] ≤ k(k − 2)!n−(c⋆−1)(k−2)
[
a¯nP(wn(0) > b¯nrn(ρ
⋆
n)/βn
8)
]2
, (9.90)
where a¯n, b¯n are as before (see the line below (9.85)). A simple Gaussian tail estimate
gives
[
a¯nP(wn(0) > b¯nrn(ρ
⋆
n)/βn
8)
]2 ≤ (βn8/rn(ρ⋆n))2α(ε/2)(1+o(1)) . Again, the assump-
tion that c⋆ > 2 enables us to use (7.24), yielding
0 ≤∑3≤k≤k⋆n E[ν¯◦,(k),−n (u,∞)] ≤ 4n−(c⋆−1) (βn8/rn(ρ⋆n))2α(ε/2)(1+o(1)) . (9.91)
Now set
∆n(u) ≡
∑
k≥3 ν¯
◦,(k)
n (u,∞) = νˆ◦n(u,∞)− ν¯◦,(2)n (u,∞) > 0. (9.92)
Combining (9.87), (9.91), and using (2.20) to bound rn(ρ⋆n), we obtain that under the
assumptions of the lemma, for all u > 0,
0 ≤ E∆n(u) ≤ 4n−(c⋆−1)
(
E
[
vn(u; a¯n, b¯n)
]
+ e−β
√
8εn logn
)
, (9.93)
and so limn→∞ E∆n(u) = 0. But this and (9.78) yield (9.66). The proof of Lemma 9.8 is
complete. 
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Proof of Lemma 9.9. As in the proof of Lemma 9.8 we separate the contribution of ν¯◦,(2)n
from those of ν¯◦,(k)n , k ≥ 3 (see (9.71) and (9.72) for their definitions). Namely, we write
ν¯◦n(u,∞)−E[ν¯◦n(u,∞)] = ν¯◦,(2)n (u,∞)−E[ν¯◦,(2)n (u,∞)]+{∆n(u)−E[∆n(u)]} (9.94)
where ∆n(u) is defined in (9.92), and we take
Vn,1(u) ≡ E
[
vn(u; a¯n, b¯n)
]
+ e−β
√
8εn logn, (9.95)
Vn,2(u) ≡ E
[
vn(u; a
+
n , b
+
n )
]
, (9.96)
where vn(u; a¯n, b¯n) and vn(u; a+n , b+n ) are as in (9.93) and (9.77), respectively. Eq. (9.68)
then follows from (9.86) and (9.78). Note that ∆n(u) > 0. Thus, by (9.93),
P
(|∆n(u)− E[∆n(u)]| ≥ 4n−(c⋆−1)Vn,1(u)/L1) ≤ 2L1, ∀L1 > 0. (9.97)
Let us now establish that for all L2 ≥ 0 such that nanL2/2n = o(1),
P
(∣∣∣ν¯◦,(2)n (u,∞)− E[ν¯◦,(2)n (u,∞)]∣∣∣ ≥√8nanL2Vn,2(2u)/2n) ≤ e−L2 . (9.98)
Eq. (9.72) prompts us to set Sn ≡
∑
C∈G2 X(C), where X(C) ≡ Y (C)− EY (C) and
Y (C) ≡∏x∈C χn(x)∏x′∈∂C χn(x′)(1− [1 + minx∈C wn(x)(n−1) ]−1)⌈bnu⌉, C ∈ G2. (9.99)
Then
P
(∣∣ν¯◦,(2)n (u,∞)− E[ν¯◦,(2)n (u,∞)]∣∣ ≥ θ) = P (|Sn| ≥ 2n−1a−1n θ). (9.100)
Observe that Sn is a sum of dependent random variables. To get round this difficulty we
split it into 2n disjoint sums as follows. Write G2 = ∪1≤j≤nGj2 where, for each 1 ≤ j ≤ n,
Gj2 ≡ {{x, y} ∈ G2 | xj = −yj} is the set of neighboring vertices that differ in exactly the
j-th coordinate. Subdivide each Gj2 into 4 disjoint sets, Gj2 = ∪1≤i≤4Gj,i2 ,
Gj,i2 ≡
{{x, y} ∈ Gj2 | dist(1, {x, y}) = 4m+ i− 1, m ≥ 0} , (9.101)
where 1 denotes the vertex of Vn all of whose coordinates are 1. Then,
Sn =
∑4
i=1
∑n
j=1 Sj,in , Sj,in ≡
∑
C∈Gj,i2 X(C). (9.102)
Each Sj,in now is a sum of independent random variables, and can be controlled using
Bennett’s bound [9] for the tail behavior of sums of random variables, which we specialize
as follows: if (X(i), i ∈ I) is a family of i.i.d. centered random variables that satisfies
maxi |X(i)| ≤ A then, setting B˜2 =
∑
i∈I EX
2(i), for all B2 ≥ B˜2, for all t < B2/(2A),
P
(∣∣∑
i∈I X(i)
∣∣ ≥ t) ≤ exp {−t2/4B2} . (9.103)
Since |X(C)| ≤ 1 and since ∑C∈Gj,i2 EX2(C) ≤ (4nan)−12n−1Vn,2(2u), as follows from
(9.73)-(9.77), we may choose A = 1 and B2 = (4nan)−12n−1Vn,2(2u) in (9.103), and we
get that for all L2 > 0,
P
(∣∣Sj±n ∣∣ ≥ 2n−1(4nan)−1θ) = P(|Sj±n | ≥√2n−1L2Vn,2(2u)/(4nan)) ≤ e−L2 , (9.104)
where we chose θ2 = 4nanL22−n+1Vn,2(2u). This choice is permissible provided that
θ ≤ Vn,2(2u)/2. In view of (9.76) this will be verified for all n large enough whenever
θ ↓ 0 as n ↑ ∞, i.e. whenever nanL2/2n = o(1). Eq. (9.104) holds true for each 1 ≤ j ≤ n
and 1 ≤ i ≤ 4, and combined with (9.102) yields
P
(
|Sn| ≥ 4n
√
2n−1L2Vn,2(2u)/(4nan)
)
≤ 4ne−L2 , (9.105)
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which, by (9.100), is tantamount to (9.98). Combining (9.97) and (9.98) then yields (9.67)
and concludes the proof of Lemma 9.9. 
9.3.3. Convergence properties of σ¯◦n and related functions. We have:
Lemma 9.10. Under the assumption and with the notation of Lemma 9.8,
lim
n→∞
nE[σ¯◦n(u,∞)] = lim
n→∞
nE[σ¯=n (u,∞)] = 2ν†(2u,∞), ∀u > 0. (9.106)
Lemma 9.11. For all L1, L3 > 0 and L2 ≥ 0 such that nanL2/2n = o(1), for all u > 0,
P
(|σ¯=n (u,∞)− E[σ¯=n (u,∞)]| ≥ φ˜n(u, L1, L2)) ≤ 2ne−L2 + 4L1, (9.107)
P
(|σ¯◦n(u,∞)− E[σ¯◦n(u,∞)]| ≥ ψn(u, L1, L2, L3)) ≤ 2ne−L2 + 2L1 + 2L3, (9.108)
where φ˜n(u, L1, L2) ≡
√
anL2Wn,2(2u)/2n + 4n
−c⋆Wn,1(u)/L1, ψn(u, L1, L2, L3) ≡
φ˜n(u, L1, L2) + 2
8W 2n,3(u)/(anL3), and where for each n and 1 ≤ i ≤ 3, Wn,i(u) are
positive decreasing functions, while for each u > 0, under the assumptions of Lemma 9.8,
limn→∞Wn,1(u) = limn→∞Wn,2(u) = 2ν†(2u,∞), (9.109)
limn→∞W 2n,3(u) = [ν
†(u,∞)]2. (9.110)
We prove Lemmata 9.10 and 9.11 simultaneously.
Proof of Lemma 9.10 and Lemma 9.11. Write σ¯◦n(u,∞) = σ¯=n (u,∞) + σ¯ 6=n (u,∞) where
σ¯=n (u,∞) =
an
n2n
∑
1≤l≤L⋆
[∑
x∈C⋆n,l Q
u
n,l(x)
]2
, (9.111)
σ¯ 6=n (u,∞) =
an
n22n
∑
1≤l 6=l′≤L⋆
∑
x∈C⋆n,l
∑
x′∈C⋆
n,l′
Qun,l(x)Q
u
n,l′(x
′)|∂x ∩ ∂x′|. (9.112)
Comparing (9.111) to (9.28), we see that nσ¯=n (u,∞) differs from ν¯◦n(u,∞) in that the term
in square brackets is squared. However, examining the proof of 9.8 (see (9.72)-(9.75) and
(9.79)-(9.84)) we also see that nσ¯=n (u,∞) can be controlled in exactly the same way as
ν¯◦n(u,∞), substituting |C⋆n,l|2Q2un,l(x) for [
∑
x∈C⋆n,l Q
u
n,l(x)]
2
. This yields
lim
n→∞
nE[σ¯=n (u,∞)] = 2ν†(2u,∞), ∀u > 0. (9.113)
Similarly, a rerun of the proof of Lemma 9.9 yields, under the same assumptions on L1, L2,
P
(|σ¯=n (u,∞)− E[σ¯=n (u,∞)]| ≥ φn(u, L1, L2)) ≤ 2ne−L2 + 4L1, (9.114)
where φn(u, L1, L2) ≡
√
anL2Wn,2(2u)/2n + 4n
−c⋆Wn,1(u)/L1, and where Wn,1(u) and
Wn,2(u) enjoy the same properties, under the same assumptions, as Vn,1(u) and Vn,2(u),
but with (9.68) replaced by (9.109).
Let us now establish that
E[σ¯ 6=n (u,∞)] ≤ 28a−1n [Wn,3(u)]2 (9.115)
for some positive decreasing function Wn,3(u) of u > 0, that satisfies
lim
n→∞
Wn,3(u) = ν
†(u,∞), ∀u > 0. (9.116)
For this write σ¯ 6=n (u,∞) =
∑
2≤k,k′≤k⋆n σˆ
6=,(k,k′)
n (u,∞) where, with the notation of (9.71),
σˆ 6=,(k,k
′)
n (u,∞) ≡
an
n22n
∑(1)
C,C′ φ(C, C′)
∑(2)
x,x′ Q
u
n,C(x)Q
u
n,C′(x
′). (9.117)
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Here the first sum, Σ(1), is over all C ∈ Gk and C′ ∈ Gk′ such that dist(C, C′) = 2, the
second one, Σ(2), is over all x ∈ C and x′ ∈ C′ such that dist(x, x′) = 2, and φ(C, C′) ≡∏
y∈C∪C′ χn(y)
∏
y′∈∂C∪∂C′ χn(y
′). Thus C ∩ C′ = ∅, so that that Qun,C(x) and Qun,C′(x′) are
independant random variables for all x ∈ C, x′ ∈ C′, and averaging out,
E
∑
2≤k,k′≤k⋆n σˆ
6=,(k,k′)
n (u,∞) ≤ a−1n [Wn,3(u)]2s(3)n s(4)n , (9.118)
where
Wn,3(u) ≡ E
[
vn(u; a¯n, b¯n)
]
+ e−β
√
8εn logn (9.119)
for some sequences a¯n, b¯n chosen as in Lemma 9.6, and where
s
(i)
n =
∑
2≤k≤k⋆n k
i(k − 1)!n−(c⋆−1)(k−2), i ≥ 1. (9.120)
To see this, reason that there are at most 2n(k − 1)!nk−1 sets C ∈ Gk, that for each C ∈ Gk
there are at most n2k′(k′ − 1)!nk′−1 sets C′ ∈ Gk′ such that dist(C, C′) = 2, that Σ(2)
contains at most kk′ terms, and that, proceeding as in (9.80)-(9.84), respectively (9.89)-
(9.91), to bound the terms Qun,C when k > 2, depending on whether bn < nθ⋆n,C or bn ≥
nθ⋆n,C , and proceeding as in (9.73)-(9.76) when k = 2, we have
E
[
φ(C, C′)Qun,C(x)Qun,C′(x′)
] ≤ (kk′)2(nan)−2n−c⋆[(k−2)+(k′−2)][Wn,3(u)]2, (9.121)
for some sequences a¯n, b¯n for which the assumptions of Lemma 9.6 are verified, and all
k, k′ ≥ 2. Now for c⋆ > 2, by (7.24), s(i)n ≤ 2i(1+2i+1n−2(c⋆−1)). Inserting this in (9.118)
and using Lemma 9.6 proves the claim (9.115)-(9.116). This immediately implies that
limn→∞ nE[σ¯ 6=n (u,∞)] = 0, ∀u > 0, (9.122)
and that, under the assumptions and with the notation of (9.115)-(9.116), for all u > 0,
P
(∣∣σ¯ 6=n (u,∞)− E[σ¯ 6=n (u,∞)]∣∣ ≥ 28[Wn,3(u)]2/(anL3)) ≤ 2L3. (9.123)
Lemma 9.10 now follows from (9.113) and (9.122), and Lemma 9.11 follows from (9.114),
(9.116), and (9.123). 
We now prove Lemma 9.4.
Proof of Lemma 9.4. Let us establish first that for all m ≥ 1, if c⋆ > 2,
E
[
I
(3)
2,m
] ≤ n−1a−2n 2n[Wn,3(u)]225(1 + 24n−2(c⋆−1))2, (9.124)
where Wn,3(u) > 0 is a decreasing function satisfying limn→∞Wn,3(u) = ν†(u,∞) for
all u > 0. For this note that I(3)2,m in (9.45) is very similar to the quantity σ¯ 6=n (u,∞) defined
in (9.112). This prompts us to write
I
(3)
2,m =
∑
2≤k,k′≤k⋆n I
(3),(k,k′)
2,m (9.125)
where, for φ(C, C′) as in (9.117),
I
(3),(k,k′)
2,m ≡
∑(1)
C,C′ φ(C, C′)
∑(2)
x,x′
∑(3)
y,y′ Q
u
n,l(x)Q
u
n,l′(x
′)f ◦,mn (x, x
′; y, y′). (9.126)
Here the first sum, Σ(1), is over all C ∈ Gk and C′ ∈ Gk′ such that C ∩ C′ = ∅, the second
one, Σ(2), is over all x ∈ C and x′ ∈ C′, and the third one, Σ(3), is over all y ∈ ∂C and
y ∈ ∂C′. Since C ∩ C′ = ∅, Qun,C(x) and Qun,C′(x′) are independant random variables for
all x ∈ C, x′ ∈ C′. Thus we see, using (9.121), that for all k, k′ ≥ 2,
E
[
I
(3),(k,k′)
2,m
]
≤ (kk′)2(nan)−2n−c⋆[(k−2)+(k′−2)][Wn,3(u)]2
∑(1)
C,C′
∑(2)
x,x′
∑(3)
y,y′ f
◦,m
n (x, x
′; y, y′), (9.127)
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where Wn,3(u) is given by (9.119) for some sequences a¯n, b¯n for which the assumptions
of Lemma 9.6 are verified – hence it has the properties claimed in the line below (9.124).
To deal with the sums in (9.127), observe that given any C ∈ Gk, x ∈ C, and y ∈ ∂C,
f ◦,mn (x; y) ≡
∑
C′∈Gk′
∑
x′∈C′
∑
y′∈∂C′ f
◦,m
n (x, x
′; y, y′) (9.128)
= pn(x, y)
∑
y′∈V◦n
∑(4)
C′
∑
x′∈C′ pn(y
′, x′)p◦,mn (y, y
′) (9.129)
where the sum Σ(4) is over all C′ ∈ Gk′ such that C′ ∩ ∂y′ 6= ∅. Indeed if C′ ∩ ∂y′ = ∅
then pn(y′, x′) = 0 for all x′ ∈ C′. Now
∑
x′∈C′ pn(y
′, x′) ≤ 1 while the number of terms
in Σ(4) is at most k′!nk′ . Thus
f ◦,mn (x; y) ≤ k′!nk′pn(x, y)
∑
y′∈V◦n p
◦,m
n (y, y
′) ≤ k′!nk′pn(x, y), (9.130)
From this we readily get∑(1)
C,C′
∑(2)
x,x′
∑(3)
y,y′ f
◦,m
n (x, x
′; y, y′) ≤ (k − 1)!nk−1k′!nk′ , (9.131)
and inserting this bound in (9.127) and (9.125) successively yields
E
[
I
(3)
2,m
] ≤ n−1a−2n 2n[Wn,3(u)]2s(2)n s(3)n , (9.132)
where s(i)n is defined in (9.120) and obeys s(i)n ≤ 2i(1 + 2i+1n−2(c⋆−1)) whenever c⋆ > 2.
Eq. (9.124) now immediately follows. Invoking (6.6) of Proposition 6.3 we get that on Ω⋆,
for all but a finite number of indices n, if c⋆ > 2,
(an/|V◦n|)
ℓ◦n−1∑
m=1
E
[
I
(3)
2,m
] ≤ 25(1 + o(1)) ℓ◦n
nan
[Wn,3(u)]
2. (9.133)
The lemma now follows by a first order Tchebychev inequality. 
9.3.4. Proof of Proposition 9.5. The proof of Proposition 9.5 is now a mere formality.
Recall that c⋆ > 2 and that an obeys (9.51) for some 0 < ε < 1. ChooseL1 = n−1−(c⋆−2)/2
and L2 = 4 logn in Lemma 9.9. Then n2anL2/2n = o(1), limn→∞ φn(u, L1, L2) → 0,
and
∑
n(2ne
−L2 + 2L1) < ∞, so that by Lemma 9.8, Lemma 9.9, and Borel-Cantelli
Lemma,
lim
n→∞
ν¯◦n(u,∞) = ν†(u,∞), P− almost surely, (9.134)
for all u > 0. Because ν¯◦n(u,∞) is a sequence of monotonic functions of u > 0 whose
limit, ν†(u,∞), is continuous, (9.134) entails the existence of a subset ΩLLN1 ⊂ Ω with the
property that P(ΩLLN1 ) = 1, and such that on Ω
LLN
1 ,
lim
n→∞
ν¯◦n(u,∞) = ν†(u,∞), ∀u > 0. (9.135)
We prove in the same way, using the monotonicity of σ¯◦n(u,∞), Lemma 9.10, and Lemma
9.11 (with L1 and L2 as above and L3 = n−2, so that limn→∞ nψn(u, L1, L2, L3) = 0 and∑
n(2ne
−L2 + 2L1 + 2L2) <∞) that there exists a subset ΩLLN2 ⊂ Ω of full measure such
that, on ΩLLN2 ,
lim
n→∞
nσ¯◦n(u,∞) = 2ν†(2u,∞), ∀u > 0. (9.136)
Taking ΩLLN = ΩLLN1 ∩ ΩLLN2 completes the proof of Proposition 9.5 .
9.4. Conclusion of the proof of Theorem 3.4. It suffices to prove that under the as-
sumptions of Theorem 3.4, Conditions (A1), (A2), and (A3) of Theorem 9.1 are verified
P-almost surely when ν† in Condition (A1) is as in (1.23).
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9.4.1. Verification of Conditions (A1) and (A2). It immediately follows Lemma 9.2, The-
orem 9.3, and Proposition 9.5 that under the assumptions therein, P-almost surely, for all
u > 0 and all t > 0,
lim
n→∞
ν¯J
◦
n,t
n (u,∞) = tν†(u,∞) in P ◦-probability, (9.137)
lim
n→∞
σ¯J
◦
n,t
n (u,∞) = 0 in P ◦-probability. (9.138)
Conditions (A1) and (A2) are thus satisfied P-almost surely.
9.4.2. Verification of Condition (A3). This still requires a little work. Given ǫ > 0, define
ηn,k(ǫ) ≡ an
2n
∑
1≤l≤L⋆ 1{|C⋆n,l|=k}
∑
x∈C⋆n,l An,l(x), k ≥ 2, (9.139)
where, given x ∈ C⋆n,l, 1 ≤ l ≤ L⋆,
An,l(x) ≡ Ex
(
1{b−1n T ⋆n,l≤ǫ}b
−1
n T
⋆
n,l
)
. (9.140)
One readily sees that Condition (A3) will be verified P-almost surely if
limǫ↓0 lim supn↑∞
∑
k≥2 ηn,k(ǫ) = 0, P-a.s.. (9.141)
Note that ηn,k(ǫ) is of the form (9.69) with Qun,l(x) replaced by An,l(x) and hence, as in
(9.71), may be written as
ηn,k(ǫ) ≡ an
2n
∑
C∈Gk
∏
x∈C χn(x)
∏
x′∈∂C χn(x
′)
∑
x∈C An,C(x), (9.142)
whereAn,C(x) stands forAn,l(x) withC⋆n,l ≡ C. As in the proof of Lemma 9.8 we note that
on Ω⋆, k⋆n ≤ n(c⋆−2) logn for all large enough n, and treat the terms k = 2 and 3 ≤ k ≤ k⋆n
separately. Throughout the proof we set a¯n =
√
nan, b¯n = bn(n− 1), and define
γn(C′) = min
x∈C
wn(x)/b¯n, C′ ∈ G2. (9.143)
• The term k = 2. Let us establish that for all large enough n and small enough ǫ, the
mean and variance of ηn,2(ǫ) obey
Eηn,2(ǫ) ≤ 2−n/6 + 2ǫ1−(2αc( ε2 )+o(1)), (9.144)
E (ηn,2(ǫ)− Eηn,2(ǫ))2 ≤ 2an
2n
[
2−n/6 + 4ǫ2−(2αc(
ε
2
)+o(1))
]
. (9.145)
We first prove (9.144). By Proposition 5.1, (i), and integration by parts, for all x ∈ C,
An,C(x) ≤ 1bn
∑⌊bnǫ⌋
i=0
(
1− 1
1+minx∈C wn(x)/(n−1)
)i
(9.146)
≤ [1 + on,1(1)]ϕǫ
(
[1 + on,2(1)]minx∈C wn(x)/b¯n
) (9.147)
where |on,i(1)| ≤ O(r−1n (ρ⋆n)), i = 1, 2, and
ϕǫ(y) = y(1− e−ǫ/y), y ≥ 0. (9.148)
Plugging (9.147) in (9.142) yields
Eηn,2(ǫ) ≤ [1 + on,1(1)]E
[
a¯2nϕǫ ([1 + on,2(1)]γn(C))1{γn(C)≥rn(ρ⋆n)/b¯n}
]
. (9.149)
Now for ǫ > rn(ρ⋆n)/b¯n split 1{γn(C)≥rn(ρ⋆n)/b¯n} into 1{γn(C)≥ǫ} + 1{rn(ρ⋆n)/b¯n≤γn(C)<ǫ}. On
the one hand, observing that ϕǫ(y) ≤ ǫ for all y > 0, we have
E
[
a¯2nϕǫ ([1 + on,2(1)]γn(C))1{γn(C)≥ǫ}
] ≤ ǫa¯2nP (γn(C) ≥ ǫ) = ǫ1−2(αc( ε2 )+o(1)), (9.150)
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where the last equality follows from Lemma 9.7, (i). On the other hand ϕǫ(y) ≤ y for all
y > 0. From this, integration by part, and (9.56) we obtain,
E
[
a¯2nϕǫ ([1 + on,2(1)]γn(C))1{rn(ρ⋆n)/b¯n≤γn(C)<ǫ}
]
≤ [1 + on,2(1)]
∫ ǫ
rn(ρ⋆n)/b¯n
F 2n(y)dy. (9.151)
Given 0 < δ < 1, split the domain of integration in (9.151) into [rn(ρ⋆n)/b¯n, b¯−δn ]∪ [b¯−δn , ǫ].
Using that F 2n(y) ≤ a¯2n on the first domain, and using Lemma 9.7, (ii), on the the second,∫ ǫ
rn(ρ⋆n)/b¯n
F 2n(y)dy ≤ a¯2nb¯−δn + 1+o(1)1−2(1− δ
2
)αn
(
1
1−δ
)2
ǫ1−2(1−
δ
2
)αn , (9.152)
where 0 ≤ αn = αc( ε2) + o(1). By definition of a¯n, b¯n, (2.19), and the assumption that
β > 2βc(ε/2), we get a¯2nb¯−δn ≤ exp {n [β2c (ε/2)(1− 2δ(1 + o(1)))]}. Hence, choosing
δ = 2/3,
∫ ǫ
rn(ρ⋆n)/b¯n
F 2n(y)dy ≤ 2−n/6 + 91−[2αc(ε/2)+o(1)](2/3) ǫ1−
2
3
[2αc(ε/2)+o(1)]
. Collecting
our bounds we arrive at (9.144).
Turning to the variance we have
E (ηn,2(ǫ)− Eηn,2(ǫ))2 =
(an
2n
)2
E
(∑
C∈G2 [Yn(C)− EYn(C)]
)2
, (9.153)
where Yn(C) ≡
∏
x∈C χn(x)
∏
x′∈∂C χn(x
′)
∑
x∈C An,C(x), C ∈ G2. Observing that Yn(C)
and Yn(C′) are independent whenever C 6= C′ and ∂C ∩∂C′ = ∅, and that Yn(C)Yn(C′) = 0
whenever C 6= C′ and C ∩ C′ 6= ∅, we readily get that E (ηn,2(ǫ)− Eηn,2(ǫ))2 ≤ I=n + I 6=n ,
I=n ≡
(an
2n
)2∑
C∈G2 E[Y
2
n (C)], (9.154)
I 6=n ≡
(an
2n
)2∑(1)
C,C′(E[Yn(C)Yn(C′)]− [EYn(C)][EYn(C′)]), (9.155)
where, as in (9.117), the sum Σ(1) is over all C ∈ G2 and C′ ∈ G2′ such that dist(C, C′) = 2.
We bound (9.154) in just the same way as Eηn,2(ǫ), namely, using (9.147) in (9.154) gives
I=n ≤ 2
an
2n
[1 + on,1(1)]E
[
a¯2nϕ
2
ǫ ([1 + on,2(1)]γn(C))1{γn(C)≥rn(ρ⋆n)/b¯n}
]
, (9.156)
and proceeding as in (9.149)-(9.152) to evaluate (9.149), we obtain (9.145). To Bound I 6=n
note that
I 6=n =
(an
2n
)2∑(1)
C,C′ E[Zn(C)]E[Zn(C′)]∆n(C, C′) (9.157)
where Zn(C) ≡
∏
x∈C χn(x)
∑
x∈C An,C(x), and
∆n(C, C′) ≡ E[
∏
y∈∂C∪∂C′ χn(y)]− E[
∏
x∈∂C χn(x)]E[
∏
x′∈∂C′ χn(x
′)]
= (1− n−c⋆)3(1− (1− n−c⋆)). (9.158)
Observing that the right hand side of (9.149) (and a fortiori the r.h.s. of (9.144)) is an upper
bound on a¯2nE[Zn(C)], and that the sum Σ(1) contains at most 4!n42n−1 terms, we obtain
I 6=n ≤ 4!(1− n−c⋆)3n2−c⋆2−n
(
2−n/6 + 2ǫ1−(2αc(
ε
2
)+o(1))
)2
. (9.159)
Combining (9.156) and (9.159) now yields (9.145).
Since n2
∑
n an/2
n < ∞ it follows from (9.144), Borel-Cantelli Lemma (through a
second order Tchebychev inequality), and (9.145) that limn↑∞ ηn,2(ǫ) = 2ǫ1−2αc(ε/2) P-
almost surely, for all ε > 0. Observing that ηn,2(ǫ) is a monotonic function of ǫ, and
arguing as in the proof of Proposition 9.5 (see (9.134)-(9.135)), we obtain that
limǫ↓0 lim supn↑∞ ηn,2(ǫ) = 0, P- almost surely. (9.160)
AGING IN METROPOLIS DYNAMICS 62
• The terms 3 ≤ k ≤ k⋆n. Note that ηn(ǫ) − ηn,2(ǫ) > 0. Our strategy is to bound
E(ηn(ǫ)− ηn,2(ǫ)) from above and use a first order Tchebychev inequality to infer from it
P-a.s. convergence of ηn(ǫ)− ηn,2(ǫ) to zero.
As in the proof of Lemma 9.8 we denote by ̺n,C(0), ̺n,C(1), and θ⋆n,C the quantities
̺n,l(0), ̺n,l(1), and θ⋆n,l from (5.2)-(5.4) with C⋆n,l ≡ C. Similarly T ⋆n,C stands for T ⋆n,l with
C⋆n,l ≡ C. Decomposing the event {b−1n T ⋆n,C ≤ ǫ} into A(1) ∪ A(2) ∪ A(2) where A(1) ≡
{T ⋆n,C ≤ bnǫ < θ⋆n,C}, A(2) ≡ {T ⋆n,C < θ⋆n,C ≤ bnǫ}, and A(3) ≡ {θ⋆n,C < T ⋆n,C ≤ bnǫ},
define
A
(i)
n,C(x) ≡ Ex
(
b−1n T
⋆
n,C1A(i)
)
, (9.161)
and denote by η(i)n,k(ǫ) the quantity ηn,k(ǫ) where A
(i)
n,C(x) is substituted for An,C(x). Thus
0 < ηn(ǫ)− ηn,2(ǫ) =
∑3
i=1
∑k⋆n
k=3 η
(i)
n,k(ǫ), ηn,k(ǫ) =
∑3
i=1 η
(i)
n,k(ǫ). (9.162)
To bound ηn(ǫ)− ηn,2(ǫ) it now suffices to bound each Eη(i)n,k(ǫ), 1 ≤ i ≤ 3, 3 ≤ k ≤ k⋆n.
Using the trivial bound A(1)n,l(x) ≤ ǫ1θ⋆n,C≥bnǫ, the term E[η
(1)
n,k(ǫ)] is bounded in exactly
the same way as ν¯◦,(k),−n (u,∞) in (9.89)-(9.91), namely
E[η
(1)
n,k(ǫ)] ≤ ǫk(k − 2)!n−(c⋆−1)(k−2)
(
2βn2k5/ǫrn(ρ
⋆
n)
)2α(ε/2)(1+o(1))
. (9.163)
From the bound A(2)n,C(x) ≤ b−1n θ⋆n,C1{b−1n θ⋆n,C ≤ ǫ}, (5.2)-(5.4), and Lemma 4.5, we get
A
(2)
n,C(x) ≤ ̺n,C(0) 2βn
2k5
b¯nrn(ρ⋆n)
1{̺n,C(0)≤ǫb¯nrn(ρ⋆n)/2βn2k5} (9.164)
≤ ∑{x,y}∈G(C) γn({x, y})2βn2k5rn(ρ⋆n) 1{γn({x,y})≤ǫrn(ρ⋆n)/2βn2k5}. (9.165)
Inserting this in (9.142) and, again, proceeding as in (9.89)-(9.91),
E[η
(2)
n,k(ǫ)] ≤
βnk5(k − 2)!
n(c⋆−1)(k−2)
E
[
a¯2n(γn(C′)/rn(ρ⋆n))1{1/b¯n≤γn(C′)/rn(ρ⋆n)≤ǫ/βn2}
]
. (9.166)
An expectation similar to that appearing in (9.166) was estimated in (9.151). Observing
that r−1n (ρ⋆n)
∫ ǫrn(ρ⋆n)/βn2
rn(ρ⋆n)/b¯n
F 2n(y)dy =
∫ ǫ/βn2
1/b¯n
[a˜nP(wn(x) ≥ vb˜n)]2dy where b˜n = b¯nrn(ρ⋆n)
and a˜nP(wn(x) ≥ b˜n) = 1, and proceeding as in (9.151)- (9.144), we obtain
E[η
(2)
n,k(ǫ)] ≤
2βnk6(k − 2)!
n(c⋆−1)(k−2)
[
2−n/6rn(ρ⋆n)
−2/3 + 2(ǫ/βn2)1−(2αc(
ε
2
)+o(1))
]
. (9.167)
It remains to bound E[η(3)n,k(ǫ)]. Using Proposition 5.1, (ii) and proceeding as in (9.146)-
(9.147), we get that on Ω0 ∩ Ω⋆, for all but a finite number of indices n, for all x ∈ C,
A
(3)
n,C(x) ≤ [1 + o(1)]ϕǫ
(
[1 + o(1)]k̺n,C(0)/b¯n
) (9.168)
≤ [1 + o(1)]
(
ǫ1{k̺n,C(0)<b¯nǫ} + k̺n,C(0)1{k̺n,C(0)≥b¯nǫ}
)
(9.169)
where the last line follows from the bounds ϕǫ(y) ≤ ǫ and ϕǫ(y) ≤ y, both valid for all
y > 0. Comparing the right hand side of (9.169) to the bounds
A
(1)
n,l(x) ≤ ǫ1{θ⋆n,C≥bnǫ}, A
(2)
n,C(x) ≤ b−1n θ⋆n,C1{b−1n θ⋆n,C≤ǫ} (9.170)
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we just used, one sees that the contributions to E[η(3)n,k(ǫ)] coming from the two summands
in (9.169) can be bounded in the same way as E[η(1)n,k(ǫ)] and E[η(2)n,k(ǫ)], respectively, re-
placing θ⋆n,C by k̺n,C(0) in (9.170). Doing this, it follows from (9.163) and (9.167) that
E[η
(3)
n,k(ǫ)] ≤
k(k − 2)!
n(c⋆−1)(k−2)
[
5ǫ(nk/ǫ)(2αc(
ε
2
)+o(1)) + k2−n/6 + k2ǫ1−(2αc(
ε
2
)+o(1))
]
. (9.171)
Finally, collecting (9.163), (9.167), and (9.171), and using (7.24) to perform the sum over
k, we arrive at
E[
∑3
i=1
∑k⋆n
k=3 η
(i)
n,k(ǫ)] ≤ c0n(c⋆−2) (ǫ/n)1−(2αc(
ε
2
)+o(1)) + 2−n/6 (9.172)
for some constant 0 < c0 ≡ c0(β, ε) < ∞. Since by assumption c⋆ > 3 and 1 −(
2αc(
ε
2
) + o(1)
)
> 0 for all n large enough, the r.h.s. of (9.172) is summabe in n. Com-
bining this and (9.162) yields that 0 < ηn(ǫ) − ηn,2(ǫ) → 0 P-a.s., for all ε > 0. Since
each ηn,k(ǫ) in (9.142) is a monotonic function of ǫ, so is ηn(ǫ)−ηn,2(ǫ), and thus, arguing
again as in the proof of Proposition 9.5,
limǫ↓0 lim supn↑∞(ηn(ǫ)− ηn,2(ǫ)) = 0, P-a.s.. (9.173)
Since (9.160) and (9.173) imply (9.141), Condition (A3) is verified P-almost surely under
the assumptions of Theorem 9.1.
Having established that all three conditions of Theorem 9.1 are satisfied P-almost surely
with ν† given by (1.23), the proof of Theorem 3.4 is done.
10. CONVERGENCE OF THE BACK END CLOCK PROCESS BELOW THE CRITICAL LINE:
PROOF OF THEOREM 3.5
Since BECP below the critical line has a deterministic limit, this case is simpler than that
of Theorem 3.4. The proof proceeds in two steps. By (3.11) and (3.16),
S†n(t) = b
−1
n
k†n(t)−1∑
i=0
Λ†n(J
†
n(i)), (10.1)
where by (3.12), Λ†n(J†n(i)) is non zero if and only if J†n(i) ∈ ∪1≤l≤L⋆C⋆n,l. The first step
consists in counting the number of distinct sets C⋆n,l that J†n visits along suitably chosen
subsequences 0 ≤ i ≤ k†n(t) − 1, as well as the typical and maximal number of visits to
each set. This information is then used to extract sums of independent random variables
from the sum (10.1), and a remainder. In a second step, and after suitable truncation, each
of these sums is controlled by a classical mean-variance calculation, and the remainder is
shown to be sub-leading.
10.1. Step one. For simplicity we assume throughout that ⌊k◦n(t)/ℓ◦n⌋ = k◦n(t)/ℓ◦n. We
first decompose the index set I = {0, . . . , k†n(t)− 1 : J†n(i) ∈ V◦n} into ℓ◦n disjoint subsets,
I = ∪0≤j≤ℓ◦n−1Ij , defined through
Ij =
{
0 ≤ i ≤ k†n(t)−1
∣∣∣ ∃0 ≤ i′′ ≤ k◦n(t)
ℓ◦n
−1 s.t.
i∑
i′=0
1{J†n(i′)∈V◦n} = j+ i
′′ℓ◦n
}
. (10.2)
The reason behind this choice is that, by definition of J†n and J◦n, (3.15), and (3.19),
{J†n(i), i ∈ Ij} d= {J◦n(j + iℓ◦n), i = 0, . . . , ⌊k◦n(t)/ℓ◦n⌋}, 0 ≤ j ≤ ℓ◦n − 1, (10.3)
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(where equality holds in distribution) and by the mixing property of Proposition 6.1, the
chain J◦n observed along such subsequences is well approximated by an i.i.d. sequence.
Now clearly, visits of J†n to ∪1≤l≤L⋆C⋆n,l can only occur along subsequences of the form
{i + 1 : i ∈ Ij}. For 0 ≤ j ≤ ℓ◦n − 1, let Nn,j , respectively Mn,j , be the number of
distinct sets C⋆n,l, respectively the total number of sets C⋆n,l that the chain J†n visits along
each subsequence {i+ 1 : i ∈ Ij}. Define
L′n ≡ {1, . . . , L⋆} \
(∪2≤k≤k⋆nLn(k)) ≡ ∪2≤k≤k⋆nL′n(k) (10.4)
where, for 2 ≤ k ≤ k⋆n ≡ max1≤l≤L⋆ |C⋆n,l|,
Ln(k) ≡ {1 ≤ l ≤ L⋆ : |C⋆n,l| = k, ∂C⋆n,l ∩ ∂C⋆n,l′ = ∅ ∀l′ 6= l, 1 ≤ l′ ≤ L⋆},(10.5)
L′n(k) ≡ {l ∈ L′n : |C⋆n,l| = k}. (10.6)
With these definitions Nn,j =
∑k⋆n
k=2Nn,j(k) +N
′
n,j and Mn,j =
∑k⋆n
k=2(Mn,j(k) +M
′
n,j)
where
Nn,j(k) =
∑
l∈Ln(k)
1{∃i∈Ij :J†n(i+1)∈C⋆n,l}, N
′
n,j =
∑
l∈L′n
1{∃i∈Ij :J†n(i+1)∈C⋆n,l}, (10.7)
Mn,j(k) =
∑
l∈Ln(k)
∑
i∈Ij
1{J†n(i+1)∈C⋆n,l}, M
′
n,j(k) =
∑
l∈L′n(k)
∑
i∈Ij
1{J†n(i+1)∈C⋆n,l}. (10.8)
Note that the number of sets C⋆n,l, l ∈ Ln(k), that are visited at least twice along a given
subsequence {i+1 : i ∈ Ij} is at mostMn,j(k)−Nn,j(k). Lastly, letmn,j be the maximum
number of visits to a given C⋆n,l:
mn,j = max
1≤l≤L⋆
∑
i∈Ij
1{J†n(i+1)∈C⋆n,l}. (10.9)
Proposition 10.1 below yields control over these various quantities. In order to state it
we need the following definitions. Given constants 0 < ck, c′k < ∞ and c2 = 1, let the
functions δn(2) and ηn(k), 2 ≤ k ≤ k⋆n, be defined through.
ηn(k) =
ckk!⌊ant⌋
ℓ◦n2nk(c⋆−1)+1
(1 + o(1)), δn(2) =
⌊ant⌋
ℓ◦n2n
ηn(2), (10.10)
We know (see (7.7)) that on Ω⋆, for large enough n, k⋆n ≤ n/((c⋆ − 2) logn). Given an
integer 2 < K <∞ define, for 2 ≤ k ≤ K,
A1,−n,j,k =
{|Nn,j(k)− ηn(k)| < n2c⋆√ηn(k)}, (10.11)
A2,−n,j,k = {Mn,j(k)−Nn,j(k) < (k/n)ηn(k)} , (10.12)
A3,−n,j,k =
{
M ′n,j(k) < c
′
knk
⋆
nηn(k + 2)
}
, (10.13)
and for K < k ≤ k⋆n,
A1,+n,j,k =
{
Nn,j(k)− n2ηn(k) < n2c⋆+1
√
ηn(k)
}
, (10.14)
A2,+n,j,k = {Mn,j(k)−Nn,j(k) < knηn(k)} , (10.15)
A3,+n,j,k =
{
M ′n,j(k) < c
′
kn
3k⋆nηn(k + 2)
}
, (10.16)
Finally set A0n,j =
{|[Mn,j(2)−Nn,j(2)]− δn(2)| < n2c⋆√δn(2)}.
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Proposition 10.1. Assume that c⋆ > 3 and let 2 < K < ∞ be a fixed integer. For all
β > 0, there exists a subset ΩBCL ⊂ Ω with P(ΩBCL) = 1 such that on Ω1 ∩ Ω⋆ ∩ ΩBCL the
following holds: for all t ∈ [0, T ], for all but a finite number of indices n,
P †π◦n
(⋂
0≤j≤ℓ◦n−1A0n,j
⋂3
i=1
(
(
⋂
2≤k≤K Ai,−n,j,k) ∩ (
⋂
K<k≤k⋆nA
i,+
n,j,k)
))
≥ 1− n−2(c⋆−1)+c¯
(10.17)
where c¯ > 0 is arbitrary and for some constants 0 < ck, c′k <∞ and c2 = 1. Moreover,
P †π◦n
(
max
0≤j≤ℓ◦n−1
mn,j ≥ 31−ε
)
≤ 2−n. (10.18)
Proof of Proposition 10.1. The proof of Proposition 10.1 hinges on Lemma 10.2 below,
that allows to substitute simpler variables for the variables Nn,j(k) and Mn,j(k). In order
to define them let {J˜◦n(i), i ≥ 0, n > 0} and
{
Xn,i(x), x ∈ (∪1≤l≤L⋆∂C⋆n,l), i ≥ 1
}
be two
independent arrays of i.i.d. r.v.’s, defined on a common probability space (Ω˜, F˜ , P˜ ), such
that P˜ (J˜◦n(i) = x) = π◦n(x), x ∈ V◦n, and, for each x ∈ (∪1≤l≤L⋆∂C⋆n,l),
P˜ (Xn,i(x) = 1) = 1− P˜ (Xn,i(x) = 0) = n−1|∂x ∩ (∪1≤l≤L⋆C⋆n,l)|. (10.19)
Thus the Xn,i’s are Bernoulli r.v.’s. Using these arrays, define the quantities
N˜n,j(k) =
∑
l∈Ln(k) 1{∃0≤i≤⌊k◦n(t)/ℓ◦n⌋−1:J˜◦n(j+iℓ◦n)∈∂C⋆n,l,Xn,i(J˜◦n(j+iℓ◦n))=1}, (10.20)
M˜n,j(k) =
∑
l∈Ln(k)
∑k◦n(t)/ℓ◦n−1
i=0 1{J˜◦n(j+iℓ◦n)∈∂C⋆n,l,Xn,i(J˜◦n(j+iℓ◦n))=1}. (10.21)
Similarly, let N˜ ′n,j(k) and M˜ ′n,j(k) be defined, respectively, as N˜n,j(k) and M˜n,j(k) with
Ln(k) replaced by L′n(k).
Lemma 10.2. For all 0 ≤ j ≤ ℓ◦n − 1, all 2 ≤ k ≤ k⋆n, and any η, ρ, η′, ρ′ > 0,
Pπ◦n (|Nn,j(k)− η| ≥ ρ)
d
= (1 + δn)
⌊k◦n(t)/ℓ◦n⌋P˜
(∣∣N˜n,j(k)− η∣∣ ≥ ρ), (10.22)
Pπ◦n (|Mn,j(k)− η′| ≥ ρ′)
d
= (1 + δ′n)
⌊k◦n(t)/ℓ◦n⌋P˜
(∣∣M˜n,j(k)− η′∣∣ ≥ ρ′), (10.23)
for some 0 ≤ δn, δ′n ≤ 2−n, and where equality holds in distribution. The same relations
hold with Mn,j(k) and M˜n,j(k) replaced by M ′n,j(k) and M˜ ′n,j(k), respectively.
Proof. By (10.3) and Corollary 7.5, for 0 ≤ j ≤ ℓ◦n − 1 and all 2 ≤ k ≤ k⋆n,
Nn,j(k)
d
=
∑
l∈Ln(k) 1{∃0≤i≤k◦n(t)/ℓ◦n−1:J◦n(j+iℓ◦n)∈∂C⋆n,l,J◦n(j+iℓ◦n+1)∈∂C⋆n,l}, (10.24)
Mn,j(k)
d
=
∑
l∈Ln(k)
∑k◦n(t)/ℓ◦n−1
i=0 1{J◦n(j+iℓ◦n)∈∂C⋆n,l,J◦n(j+iℓ◦n+1)∈∂C⋆n,l}. (10.25)
Next note that by the Markov property and the mixing property of Proposition 6.1 we have,
for all yi ∈ V◦n, y′i ∈ V◦n, i = 0, . . . , ⌊k◦n(t)/ℓ◦n⌋,
P ◦π◦n
(∩0≤i≤⌊k◦n(t)/ℓ◦n⌋{J◦n(j + iℓ◦n) = yi, J◦n(j + iℓ◦n + 1) = y′i})
= (1 + δn)
⌊k◦n(t)/ℓ◦n⌋∏
0≤i≤⌊k◦n(t)/ℓ◦n⌋ π
◦
n(yi)p
◦
n(yi, y
′
i), (10.26)
for some 0 ≤ δn ≤ 2−n, where p◦n(·, ·) are the transition probabilities (3.5). From this,
(10.24)-(10.25), and the relations (6.14) and (6.15), the lemma easily follows. One proves
in a similar way that (10.25) holds (for some other 0 ≤ δ′n ≤ 2−n) with Mn,j(k) and
M˜n,j(k) replaced by M ′n,j(k) and M˜ ′n,j(k), respectively. 
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Now the probabilities in the right hand sides of (10.22) and (10.23) are not hard to
evaluate. Set
∆n,j(k) = M˜n,j(k)− N˜n,j(k). (10.27)
Lemma 10.3. Let 2 < K < ∞ be a fixed integer. There exists a subset ΩBCL ⊂ Ω with
P(ΩBCL) = 1 such that, on ΩBCL, for all but a finite number of indices n, the following holds:
there exists δn(2), ηn(k), 2 ≤ k ≤ k⋆n, satisfying (10.10) such that, for all 0 ≤ j ≤ ℓ◦n − 1
and all m1, m2 > 0,
P˜
(∣∣∆n,j(2)− δn(2)∣∣ ≥ nm2√δn(2)) ≤ 2n−2m2 , (10.28)
P˜
(∣∣N˜n,j(k)− ηn(k)∣∣ ≥ nm1√ηn,j(2)) ≤ 4n−2m1 , 2 ≤ k ≤ K, (10.29)
P˜
(
∆n,j(k) ≥ (k/n)ηn(k)
) ≤ e−c′′n, 3 ≤ k ≤ K, (10.30)
P˜
(
M˜ ′n,j(k) ≥ c′knk⋆nηn(2 + k)
) ≤ 2e−n2/4, 2 ≤ k ≤ K, (10.31)
and for all 0 ≤ j ≤ ℓ◦n − 1, all 2 < K < k ≤ k⋆n, and all m1, m2 > 0,
P˜
(
N˜n,j(k)− n2ηn(k) ≥ nm1+1
√
ηn,j(2)
) ≤ 4n−2m1 , (10.32)
P˜
(
∆n,j(k) ≥ nkηn(k)
) ≤ e−c′′n, (10.33)
P˜
(
M˜ ′n,j(k) ≥ c′kn3k⋆nηn(2 + k)
) ≤ 2e−n2/4. (10.34)
Proof. First let k = 2. By (10.5), |∂x ∩ (∪1≤l≤L⋆C⋆n,l)| = 1 for all x ∈ ∪Ln(2)∂C⋆n,l so that
P
(
J˜◦n(j + iℓ
◦
n) ∈ ∂C⋆n,l, Xn,i(J˜◦n(j + iℓ◦n)) = 1
)
= 2(1− n−1)/|V◦n|. (10.35)
The variables N˜n,j(2) and M˜n,j(2) can now be expressed using random allocation of balls
into urns: each set C⋆n,l, l ∈ Ln(2), stands for an urn and a ball is allocated to C⋆n,l if
the event {J˜◦n(j + iℓ◦n) ∈ ∂C⋆n,l, Xn,i(J˜◦n(j + iℓ◦n)) = 1} occurs. The total number of
balls is M˜n,j(2) and the number of urns is |Ln(2)|. Then N˜n,j(2) = |Ln(2)| − Un, where
Un ≡ Un,j(2) denotes the number of empty urns obtained by distributing Mn ≡ M˜n,j(2)
balls into Ln ≡ |Ln(2)| urns at random, uniformly. The next lemma is classical.
Lemma 10.4 ([17] Section 9.2, Theorem 3). Set An ≡ MnLn and Bn ≡ (eAn − An − 1)1/2.
If Mn →∞ and An/Ln → 0 as n→∞ then, for all δ > 0,
P (|Un − E [Un]| > δVn) ≤ δ−2, (10.36)
where E [Un] = Lne−An(1 +O(AnLn )) and V 2n = Lne−2AnB2n(1 + o(1)).
It remains to evaluate the quantities entering in Lemma 10.4. The following lemma
anticipates our needs.
Lemma 10.5. Let 2 < K <∞ be a fixed integer. If c⋆ > 3, there exists a subset ΩBCL ⊂ Ω
with P(ΩBCL) = 1 such that, on Ω⋆ ∩ ΩBCL, for all but a finite number of indices n the
following holds: for all 2 ≤ k ≤ K, |Ln(k)| = ck(k − 1)!2n−1n−k(c⋆−1)−1(1 + o(1))
and |L′n(k)| ≤ c′k(k + 2)!2n−1n−(k+2)(c⋆−1)−1 while for all K < k ≤ k⋆n, |Ln(k)| ≤
ck(k − 1)!2n−1n−k(c⋆−1)+1(1 + o(1)) and |L′n(k)| ≤ c′k(k + 2)!2n−1n−(k+2)(c⋆−1)+1 where
0 < ck, c
′
k <∞ are constants and c2 = 1.
Proof. If k ≤ K < ∞ proceed as in the proof of Lemma 9.9 (see (9.99)-(9.105)) with
appropriate choices of the decomposition (9.101)-(9.102). Otherwise, use a first order
Tchebychev inequality. These are by now routine calculations which we leave out. Note
that working out an estimate on |Ln(k)| when k ≡ kn is diverging with n is a hard task,
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while working out an upper bound on E|Ln(k)| is elementary. This is what leads us we
distinguish the cases 2 ≤ k ≤ K and K < k ≤ k⋆n in Proposition 10.1. 
Remark. It follows from Lemma 10.5 that if c⋆ > 3, the collection C⋆n,l, 1 ≤ l ≤ L⋆, is
dominated by “isolated pairs”, namely, by sets of size two that are at distance larger than
three from all other sets. This is not true for smaller values of c⋆.
In view of (10.8)-(10.9), M˜n,j(2) is a sum of |Ln(2)| (⌊k◦n(t)/ℓ◦n⌋ − 1) i.i.d. Bernoulli
r.v.’s with success probability 2(1− 1
n
)/|V◦n|. Thus, onΩBCL, for n large enough,EM˜n,j(2) =
2 |Ln(2)||V◦n| (1−
1
n
)(⌊k◦n(t)
ℓ◦n
⌋ − 1) = ⌊ant⌋
ℓ◦nn
2c⋆−1 (1 + o(1)), while by Bennett’s bound (9.103),
P
(∣∣∣M˜n,j(2)−EM˜n,j(2)∣∣∣ < n(EM˜n,j(2))1/2) ≥ 1− 2e−n2/4. (10.37)
Conditionnal on the event appearing in the probability (10.37), M˜n,j(2) →∞ as n→ ∞
and An ≡ Mn,j(2)|Ln(2)| =
⌊ant⌋
ℓ◦n2
n−1 (1 + o(1)) ≤ n−3t2−n(1−ε) → 0 for all t ≤ T < ∞ and
1 < ε < 1. Thus An/|Ln(2)| → 0 as well. Thus the conditions of Lemma 10.4 are
satisfied, and so, on ΩBCL, for all but a finite number of indices n, for all m1, m2 > 0,
setting ∆n,j(2) ≡ M˜n,j(2)− N˜n,j(2),
P˜
(∣∣∣N˜n,j(2)− E˜N˜n,j(2)∣∣∣ ≥ nm1(E˜N˜n,j(2))1/2) ≤ 2n−2m1 + 2e−n2/4, (10.38)
P˜
(∣∣∣∆n,j(2)− E˜∆n,j(2)∣∣∣ ≥ nm2(E˜∆n,j(2))1/2) ≤ 2n−2m2 + 2e−n2/4, (10.39)
where E˜N˜n,j(2) = ⌊ant⌋ℓ◦nn2c⋆−1 (1 + o(1)) E˜∆n,j(2) =
⌊ant⌋2
(ℓ◦n)
22nn2c⋆−1
(1 + o(1)). This proves
(10.28) and (10.29) with k = 2.
If k > 2, |∂x∩ (∪1≤l≤L⋆C⋆n,l)| = |∂x∩C⋆n,l| for all x ∈ ∂C⋆n,l, l ∈ Ln(k), but |∂x∩C⋆n,l|
is not always one. However, at most k vertices of ∂C⋆n,l can have more than one neighbor
in C⋆n,l, and a given vertex cannot have more than k neighbors. Thus, denoting by ∂C
⋆,+
n,l
and ∂C⋆,−n,l the subsets where |∂x ∩ C⋆n,l| = 1 and |∂x ∩ C⋆n,l| > 1, respectively, it follows
from (2.15) that on Ω⋆, |∂C⋆,+n,l | ≥ |∂C⋆n,l| − k > k(n − 1) while |∂C⋆,+n,l | ≤ k. Then
N˜+n,j(k) ≤ N˜n,j(k) ≤ N˜+n,j(k) + N˜−n,j(k) where N˜±n,j(k) are defined as N˜n,j(k) with ∂C⋆n,l
replaced by ∂C⋆,±n,l . With obvious notation we write M˜±n,j(k) and ∆˜±n,j(k).
At this point we must distinguish the cases k ≤ K < ∞ and K < k ≤ k⋆n. As-
sume first that k ≤ K < ∞. To bound N˜+n,j(k) we proceed exactly as for N˜n,j(2): the
r.h.s. of (10.35) is now equal to k(1 − o(1))/|V◦n|, and we get that N˜+n,j(k) obeys (10.37)
- (10.39), under the same assumptions, with E˜∆+n,j(k) = ck(k−1)!(k⌊ant⌋)
2
(ℓ◦n)
22n+2nk(c⋆−1)+1
(1 + o(1)) and
E˜N˜+n,j(k) =
ckk!⌊ant⌋
ℓ◦n2n
k(c⋆−1)+1
(1 + o(1)). Using that the l.h.s. of (10.35) is bounded above by
k2(1− o(1))/n|V◦n| it also follows from (10.37) that
P˜
(
M˜−n,j(k) ≥ knEM˜n,j(k) + n
(
EM˜n,j(k)
)1/2) ≤ 2e−n2/4. (10.40)
Combining these estimates and the bound ∆˜n,j(k) ≤ ∆˜+n,j(k)+M˜−n,j(k), yield (10.29) and
(10.30) for all 3 ≤ k < K. The same arguments apply to the case K < k ≤ k⋆n but since
Lemma 10.5 now only provides an upper bound on |Ln(k)|, they only yield one-sided
inequalities, namely, (10.32) and (10.33).
It remains to bound M ′n,j(k). For this we simply use that by (2.15), on Ω⋆, the l.h.s. of
(10.35) is bounded above byP (J˜◦n(j+iℓ◦n) ∈ ∂C⋆n,l) ≤ nk⋆n(1−o(1))/|V◦n| and, proceeding
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as in the proof of (10.37), we obtain (10.31) and (10.34). The proof of Lemma 10.3 is
done. 
Combining the estimates of Lemma 10.3 together with (10.22)-(10.23) and choosing
m1 = m2 = 2c⋆ now easily yields (10.17). To prove (10.18) write
P †π◦n (mn,j ≥ κ) ≤
∑
1≤l≤L⋆ P
†
π◦n
(∑
i∈Ij 1{J†n(i+1)∈C⋆n,l} ≥ κ
)
. (10.41)
Using Corollary 7.5, the mixing property of Proposition 6.1, and observing that k◦n(t) =
⌊ant⌋ ≤ ⌊anT ⌋, one sees that (10.41) is bounded above by
(1 + o(1))
∑
1≤l≤L⋆
P †π◦n
(⋃
0≤i1<···<iκ≤⌊anT ⌋/ℓ◦n−1
⋂κ
k=1{J˜◦n(j + ikℓ◦n) ∈ ∂C⋆n,l, }
)
. (10.42)
Using again that on Ω⋆, P˜ (J˜◦n(j+ iℓ◦n) ∈ ∂C⋆n,l) ≤ nk⋆n(1−o(1))/|V◦n|, and since L⋆ < 2n,
P †π◦n (mn,j ≥ κ) ≤ L⋆
(
nk⋆n⌊anT ⌋
ℓ◦n|V◦n|
)κ
≤ (1 + o(1)) (T/n)κ 2−n{κ(1−ε)−1}. (10.43)
Choosing κ = 3
1−ε in (10.43) implies (10.18). The proof of Proposition 10.1 is done. 
10.2. Step two. Building on Step 1 we now aim at proving that:
Proposition 10.6. Assume that c⋆ > 3 and set bn = an exp(n(β/2)2)/(β
√
πn). For all
0 < β ≤ 2βc(ε/2)− 12
√
c⋆ logn/n, all t ∈ [0, T ], and large enough n,
P
{
P †π◦n
(∣∣S†n(t)− t∣∣ ≥ c1√t/n+ c2tn−(c⋆−1)) ≤ n−2} > 1− n−2 (10.44)
for some constants c1, c2 > 0.
Proof. By definition of the sets Ij of Step 1, assuming again that ⌊k◦n(t)/ℓ◦n⌋ = k◦n(t)/ℓ◦n,
S†n(t) =
1
ℓ◦n
ℓ◦n−1∑
j=0
S†n,j(t), S
†
n,j(t) ≡
ℓ◦n
bn
∑
i∈Ij
Λ†n(J
†
n(i+ 1)). (10.45)
Note that each realisation of the sets {C⋆n,l, 1 ≤ l ≤ L⋆} induces a partition of {1, . . . , L⋆}
into ∪2≤k≤k⋆n (Ln(k) ∪ L′n(k)) and, given this partition, each Ij can be decomposed into
disjoint sets, Ij = ∪2≤k≤k⋆n(Ij,0(k) ∪ Ij,1(k) ∪ I ′j(k)), with the properties that:
(a) {J†n(i+ 1), i ∈ Ij,0(k)} consists of Nn,j(k) visits to distinct sets C⋆n,l, l ∈ Ln(k);
(b) {J†n(i+ 1), i ∈ Ij,1(k)} consists of Mn,j(k) − Nn,j(k) visits to sets C⋆n,l, l ∈ Ln(k),
each C⋆n,l being visited at most mn,j times;
(c) {J†n(i+ 1), i ∈ I ′j(k)} consists of M ′n,j(k) visits to sets C⋆n,l, l ∈ L′n(k), each C⋆n,l
being visited at most mn,j times.
Denoting by Skn,j,0, Skn,j,1, and S ′
k
n,j , 2 ≤ k ≤ k⋆n, the restrictions of the sum in S†n,j to,
respectively, Ij,0(k), Ij,1(k), and I ′j(k), 2 ≤ k ≤ k⋆n, we have
S†n,j(t) =
∑k⋆n
k=2
[
Skn,j,0(t) + S
k
n,j,1(t) + S
′k
n,j(t)
]
. (10.46)
Observe that by (a), each Skn,j,0 is a sum of Nn,j(k) independent rv’s, and by (b) and
(c) each Skn,j,1, respectively S ′kn,j , is bounded above by mn,j times a sum of (at most)
Mn,j(k) − Nn,j(k), respectively M ′n,j(k), independent rv’s. Before making these bounds
explicit we state two lemmata.
Let PC denote the conditional distribution P(· | {C⋆n,l, 1 ≤ l ≤ L⋆}).
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Lemma 10.7. Let a¯n > 0 be an increasing sequence such that 0 < ε¯n ≡ log a¯nn log 2 < 1. Given
{li, 1 ≤ i ≤ ⌊a¯nt⌋} ⊆ Ln(2) let (Gn,i, 1 ≤ i ≤ ⌊a¯nt⌋) be independent geometric r.v.’s
satisfying PG(Gn,i = k) = pn,i(1−pn,i)k−1, k ≥ 1, where (pn,i)−1 = 1+(n−1)−1̺n,li(0)
for ̺n,li(0) as in (5.2). Let PG be the joint law of (Gn,i, 1 ≤ i ≤ ⌊a¯nt⌋). Set β¯ = β/
√
2
and, given a constant κ¯ > 0, set sn = n2κ¯enβ¯βc(ε¯n) and b¯n = a¯nECEG(Gn,i1{Gn,i<sn}).
Then, for all β¯ ≤ βc(ε¯n)−
√
8κ¯ logn/n, all t ∈ [0, T ], and any sequence δ¯n > n−κ¯,
PC
{
PG
(∣∣∣ 1b¯n ∑⌊a¯nt⌋i=1 Gn,i − ⌊a¯nt⌋a¯n ∣∣∣ ≥√tδ¯n) ≤ 2δ¯−1n n−κ¯} ≥ 1− n−κ¯+2(c⋆+1),
and ECEG(Gn,i1{Gn,i<sn}) = (1 + o(1))n
2c⋆−1
β¯
√
2πn
enβ¯
2/2
.
Lemma 10.8. Let a¯n > 0 be an increasing sequence such that 0 < ε¯n ≡ log a¯nn log 2 < 1. Given
k > 2 and {li, 1 ≤ i ≤ ⌊a¯nt⌋} ⊆ Ln(k) let (Y kn,i, 1 ≤ i ≤ ⌊a¯nt⌋) be i.i.d. integer valued
r.v.’s satisfying PY (Y kn,i > m) ≤ e−m(n/k̺n,li (0))(1−o(1))(1 + o(1)) for all m ≥ θ⋆n, where
̺n,li(0) and θ⋆n are as in (5.2)-(5.4). Let PY be the joint law of (Y kn,i, 1 ≤ i ≤ ⌊a¯nt⌋).
(i) Given κ¯ > 0, let β¯ and sn be as in Lemma 10.7 and set b¯n = a¯nECEY (Y kn,i1{Y kn,i<sn}).
Then, for all β¯ ≤ βc(ε¯n)−
√
8κ¯ logn/n, all t ∈ [0, T ], and any sequence δ¯n > n−κ¯,
PC
{
PY
(
1
b¯n
∑⌊a¯nt⌋
i=1 Y
k
n,i − ⌊a¯nt⌋a¯n ≥
√
tδ¯n
)
≤ 2δ¯−1n n−κ¯
}
≥ 1− n−κ¯+2(c⋆+2),
and (1+o(1)) k
β¯
√
πn
n2c⋆−1enβ¯
2/2 ≤ ECEY (Y kn,i1{Y kn,i<sn}) ≤ (1+o(1))
k2(k−1)
2β¯
√
2πn
n2c⋆−1enβ¯
2/2
.
(ii) For all β > 0, all t ∈ [0, T ], and any κ¯′, κ¯′′ > 0, taking b¯n = a¯nECEY (Y kn,i),
PC
{
PY
(
1
b¯n
∑⌊a¯nt⌋
i=1 Y
k
n,i ≥ tnκ¯′+κ¯′′
)
≤ n−κ¯′
}
≥ 1− n−κ¯′′ ,
and (1 + o(1)) k
β¯
√
πn
n2c⋆−1enβ¯
2/2 ≤ ECEY (Y kn,i) ≤ (1 + o(1))k
2(k−1)
2β¯
√
πn
n2c⋆−1enβ¯
2/2
.
Proof of Lemmata 10.7 and 10.8. We only indicate the main lines of the proofs. Consider
first Lemma 10.7. Set G′n,i = Gn,i1{Gn,i<sn}. Then, for all ǫ > 0,
PG
(∣∣∣ 1b¯n ∑⌊a¯nt⌋i=1 Gn,i − σn∣∣∣ ≥ ǫ) ≤ ǫ−2σ¯n + σˆn, (10.47)
where b¯nσn = EG
∑⌊a¯nt⌋
i=1 G
′
n,i, b¯
2
nσ¯n = EG
∑⌊a¯nt⌋
i=1 G
′2
n,i, and σˆn =
∑⌊a¯nt⌋
i=1 PG(Gn,i > sn).
Now EGG′n,i = 1pn,i (1− (1− pn,i)sn−1), EGG′
2
n,i ≤ 21−pn,ip2n,i (1− (1− pn,i)
sn+1), and
PG(Gn,i > sn) = (1 − pn,i)sn+1. Thus each of the σn’s in (10.47) is a sum of a func-
tion of the variables ̺n,li(0). Note that PC (|σn − ECσn| ≥ ǫ′) ≤ ǫ′−2ECσ¯n and, by first
order Tchebychev inequalities, PC(σ¯n > ǫ′) ≤ ǫ′−1ECσ¯n and PC(σˆn > ǫ′) ≤ ǫ′−1ECσˆn.
Clearly, ECσn = ⌊a¯nt⌋/a¯n, while ECσ¯n ≤ n−2κ¯+2c⋆+3/2 and ECσˆn ≤ n−2(κ¯−1)βc(ε¯)/β¯+2c⋆
for all β¯ ≤ βc(ε¯n) −
√
8κ¯ log n/n. We do not reproduce the lenghty but simple calcula-
tions leading to these bounds. They resemble the high temperature moments estimates of
the partition function of the REM: here the quantity
p−1n,i = 1 + (n− 1)−1e−βmax{(Hn(y),Hn(x)) | {x,y}∈C
⋆
n,li
} (10.48)
plays the role of the Boltzmann weights, the gist of the argument being that the truncation
of the Gn,i’s at level sn effectively results in a truncation of the p−1n,i’s at level sn, and that
sn is, roughly speaking, of the order of the maximum of the p−1n,i’s. Based on this (10.47)
is easily worked out.
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To prove Lemma 10.8, (i), replace Gn,i by Y kn,i and G′n,i by Y ′n,i = Y kn,i1{Y kn,i<sn} in
the above expressions of sn, s¯n, and sˆn, and use that ̺n,li(0) ≥ e−βmax(Hn(y),Hn(x)) and
̺n,li(0) ≤
∑
{x,y}∈G(C⋆n,li )
e−βmax(Hn(y),Hn(x)) for any {x, y} ∈ G(C⋆n,li). Again ECσn =
⌊a¯nt⌋/a¯n while EC σ¯n ≤ k−2n−2κ¯+2c⋆+5/2 and EC σˆn ≤ k2−βc(ε¯)/β¯n−2(κ¯−1)βc(ε¯)/β¯−1/2+2c⋆ .
Assertion (ii) of the lemma follows from two first order Tchebychev inequalities applied
in a row. 
We are now equipped to estimate the sum (10.46). Consider first S2n,j,0(t). By (a), there
exists a subset {li, 1 ≤ i ≤ Nn,j(2)} ⊆ Ln(2) such that
S2n,j,0(t) =
ℓ◦n
bn
∑Nn,j(2)
i=1 Λ
†
n(J
†
n(i))1{J†n(i)∈C⋆n,li}
d
= ℓ
◦
n
bn
∑Nn,j(2)
i=1 Gn,i, (10.49)
where Gn,i is as in Lemma 10.7. The last equality follows from Proposition 5.1, (i), and
holds in distribution. In the same way we have, by Proposition 5.1, (ii), that on Ω⋆ ∩ Ω0,
Skn,j,0(t)
d
= ℓ
◦
n
bn
∑Nn,j(k)
i=1 Y
k
n,i, 2 < k ≤ k⋆n, (10.50)
where Y kn,i is as in Lemma 10.8. On the one hand Lemma 10.7 combined with Proposi-
tion 10.1 yields an accurate estimate on the last sum in (10.49) for all β ≤ 2βc(ε/2) −
4
√
κ¯ log n/n − 5(c⋆ + 1)logn/n. On the other hand, the sum in the r.h.s. of (10.50) can
be bounded from above using Lemma 10.8 and Proposition 10.1 . Note however that the
temperature threshold in Lemma 10.8, (i), is a decreasing function of a¯n. Namely, for
a¯n = Nn,j(k), by (10.11)-(10.14), βc(ε¯n) −
√
8κ¯ log n/n = 2βc(ε/2)− 4
√
κ¯ log n/n −
O(k logn/n). We will thus use Lemma 10.8, (i), when e.g. k ≤ n1/4, and Lemma 10.8,
(ii), else. Doing so we obtain that on Ω0 ∩ Ω1 ∩ Ω⋆ ∩ ΩBCL, choosing
bn = ℓ
◦
nECNn,j(2)EG(Gn,i1{Gn,i<sn})
∣∣∣
t=1
= an
(β/
√
2)
√
2πn
en(β/2)
2
(1 + o(1)), (10.51)
for all 0 < β ≤ 2βc(ε/2)− 4
√
κ¯ log n/n(1 + o(1)), any κ¯, κ¯′, κ¯′′ > 0, and any δ¯n > n−κ¯,
with P- probability larger than 1− k⋆nn−κ¯+2(c⋆+1) − k⋆nn−κ¯′′ ,
P †π◦n
(∣∣∣∑k⋆nk=2 Skn,j,0(t)− t∣∣∣ ≥√tδ¯n(1 + ǫn,1) + tǫn,1) ≤ 2δ¯−1n k⋆nn−κ¯ + k⋆nn−κ¯′, (10.52)
for some constant cj,1 > 0.
Let us now establish that the contributions of the terms Skn,j,1(t) and S ′
k
n,j(t) in (10.46)
are subleading. Consider first Skn,j,1(t), k > 2. Let {li, 1 ≤ i ≤ ∆n,j(k)} ⊆ Ln(k),
∆n,j(k) ≤ Mn,j(k) − Nn,j(k), be the labels of the distinct sets C⋆n,l, l ∈ Ln(k), that
J†n(i + 1) visits as i runs through Ij,1(k), and let {αn,li, 1 ≤ i ≤ ∆n,j(k)} be the number
of visits to each C⋆n,li . Reasoning as in (10.50),
Skn,j,1(t)
d
= ℓ
◦
n
bn
∑∆n,j(k)
i=1 αn,liY
k
n,i ≤ mn,j ℓ
◦
n
bn
∑Mn,j(k)−Nn,j(k)
i=1 Y
k
n,i, (10.53)
where the last inequality is deterministic and follows from the fact that 0 < αn,li ≤ mn,j
(see (10.9)) and Y kn,i ≥ 0. In the same way, for k > 2, the sum S ′kn,j(t) obeys
S ′kn,j(t)
d
= ℓ
◦
n
bn
∑∆′n,j(k)
i=1 α
′
n,li
Y kn,i ≤ mn,j ℓ
◦
n
bn
∑M ′n,j(k)
i=1 Y
k
n,i, (10.54)
for some 0 < α′n,li ≤ mn,j and ∆′n,j(k) < M ′n,j(k). If k = 2 substitute Gn,i for Y kn,i in(10.53) and (10.54). Using again Lemma 10.7, Lemma 10.8, and Proposition 10.1, we
obtain that under the assumption of Proposition 10.1, on Ω0 ∩Ω1 ∩Ω⋆ ∩ΩBCL, for bn as in
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(10.51), for all 0 < β ≤ 2βc(ε/2) − 4
√
κ¯ log n/n(1 + o(1)), any κ¯, κ¯′, κ¯′′ > 0, and any
δ¯n > n
−κ¯
, with P- probability larger than 1− 2k⋆nn−κ¯+2(c⋆+1) − 2k⋆nn−κ¯′′ ,
P †π◦n
(∑k⋆n
k=2(S
k
n,j,1(t) + S
′k
n,j(t)) ≥ (t +
√
tδ¯n)ǫn,2
)
≤ 4δ¯−1n k⋆nn−κ¯ + 2⋆nn−κ¯
′
, (10.55)
where ǫn,2 ≤ cj,2n−c⋆(1 + n−K(c⋆−1)+2) + an2−n+1 + cn,3(n−2(c⋆−2) + n−K(c⋆−1)+4) for
some constants cj,2, cn,3 > 0.
Combining (10.52) and (10.55) yields an estimate on S†n,j(t) for each 0 ≤ j ≤ ℓ◦n − 1,
and inserting in (10.45) we arrive at:
Lemma 10.9. Let bn be as in (10.51). Under the assumption of Proposition 10.1, on
Ω0∩Ω1∩Ω⋆∩ΩBCL, the following holds: for all 0 < β ≤ 2βc(ε/2)−4
√
κ¯ logn/n(1+o(1)),
all t ∈ [0, T ], any κ¯, κ¯′, κ¯′′ > 0, and any sequence δ¯n > n−κ¯, with P- probability larger
than 1− 4ℓ◦nk⋆nn−κ¯+2(c⋆+1) − 4ℓ◦nk⋆nn−κ¯′′ ,
P †π◦n
(∣∣S†n(t)− t∣∣ ≥√tδ¯n(1 + ǫn,0) + tǫn,0) ≤ 6δ¯−1n ℓ◦nk⋆nn−κ¯ + 4ℓ◦nk⋆nn−κ¯′, (10.56)
ǫn,0 ≤ cj,0n−(c⋆−1)(1 + n−K(c⋆−1)+2) for some constant cj,0 > 0 and K > 2.
Choosing δ¯n = 1/n, κ¯ > 6 + 2(c⋆ + 1), and κ¯′ = κ¯′′ > 6 in Lemma 10.9, and taking
c¯ = 1 in (10.17) yields the statement of Proposition 10.6. 
Proof of Theorem 3.5. Theorem 3.5 immediately follows from Proposition 10.6 sinceS†n(t)
is a monotonous function whose limit is itself continuous. 
11. APPENDIX B: SPEED OF CONVERGENCE TO PERRON PROJECTOR.
All the matrix analysis results quoted in this section are well known and can be found
in [29] (see in particular Subsection 8.5 p. 515 for nonnegative and primitive matrices).
11.1. The case of nonnegative and primitive matrices. Let A = (a(i, j))1≤i,j≤N be an
N×N nonnegative and primitive matrix, that is to say, A ≥ 0 and Ak > 0 for some k ≥ 1.
By Perron’s theorem its eigenvalues satisfy
λ0 > |λ1| ≥ |λ2| ≥ · · · ≥ |λN−1| and λ0 > 0, (11.1)
and there exists a unique vector u > 0 such that uA = λ0u, and a unique vector v > 0
such that Av = λ0v, normalized such that∑
1≤i≤N u(i) = 1,
∑
1≤i≤N u(i)v(i) = 1; (11.2)
these are the left and right Perron eigenvectors of A. Futhermore, denoting by
L = (v(i)u(j))1≤i,j≤N (11.3)
the associated projector, we have limm→∞(λ−10 A)m = L. The lemma below provides
an explicit bound on the speed of this convergence under an additionnal symmetry (or
“reversibility”) assumption. Write Am = (a(m)(i, j))1≤i,j≤N .
Lemma 11.1. Assume that there exists a vector πA > 0 such that
∑
1≤i≤N πA(i) = 1, and
πA(i)a(i, j) = πA(j)a(j, i) for all 1 ≤ i, j ≤ N. (11.4)
Then, for all m ∈ N and all 1 ≤ i ≤ N , we have∣∣∣∑1≤j≤N a(m)(i, j)− λm0 v(i)∣∣∣ ≤ |λ1|m/√πA(i). (11.5)
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Proof of Lemma 11.1. Let S be the diagonal matrix with diagonal entries s(i, i) ≡√πA(i).
The matrix Â ≡ SAS−1 has entries aˆ(i, j) ≡ √πA(i)/πA(j)a(i, j) and so, by (11.4), is
symmetric. From the identity Âm = SAmS−1 it follows that if A is a nonnegative and
primitive matrix then so is Â. Finally, since A and Â are similar they have the same eigen-
values, given by (11.1). For L given by (11.3) set L̂ ≡ SLS−1 = (vˆ(i)uˆ(j))1≤i,j≤N where
uˆ ≡ uS−1, vˆ ≡ Sv. One checks that uˆÂ = λ0uˆ, Âvˆ = λ0vˆ and thus, since Â is symmetric,
vˆÂ = λ0vˆ, Âuˆ = λ0uˆ. But this implies that uˆ = vˆ and so, L̂ is symmetric.
Set R ≡ A − λ0L and R̂ ≡ SRS−1 = Â − λ0L̂. It results from the above that R̂ is
symmetric, and since R and R̂ are similar they have the same eigenvalues. The proof of
Lemma 11.1 now hinges on the following key facts. Given a matrix B we denote by σ(B)
its spectrum and by ρ(B) = max{|λ| : λ ∈ σ(B)} its spectral radius. We have:
(i) for all m ∈ N, Rm = Am − (λ0L)m = Am − λm0 L, and
(ii) ρ(A− λ0L) ≤ |λ1| < ρ(A) = λ0.
For a proof see (b), (e), and (h) of Lemma 8.2.7 p. 498 of [29] together with the remark
below Definition 8.5.0, p. 516.
To proceed observe that Rm = S−1R̂mS. Thus, denoting by δi the unit vector with
components δi(j) = 1 if i = j and δi(j) = 0 else, it follows from (i) that
a(m)(i, j)− λm0 v(i)u(j) = (δi, Rmδj) = (δi, S−1R̂mSδj) =
√
πA(j)
πA(i)
(δi, R̂
mδj). (11.6)
Summing (11.6) over j we get, by Cauchy-Schwarz’s inequality and (11.2), that∣∣∣∑1≤j≤N a(m)(i, j)− λm0 v(i)∣∣∣ ≤√1/πA(i) [∑1≤j≤N(δi, R̂mδj)2]1/2 . (11.7)
Since R̂ is symmetric,
∑
1≤j≤N(δi, R̂
mδj)
2 = (δi, R̂
2mδi). Now,
(δi, R̂
2mδi) ≤ sup‖x‖2=1(x, R̂2mx) ≤ (ρ(R̂))2m = (ρ(R))2m ≤ |λ1|2m. (11.8)
The middle inequality in (11.8) follows from the minimax characterization of the largest
eigenvalue of R̂2m; the ensuing equality states that having the same eigenvalues, R̂ and
R have same spectral radius, and the last inequality is (ii). Combining (11.7) and (11.8)
proves (11.5). The proof of the lemma is done. 
11.2. Irreducible periodic matrices with period 2. Assume that A is an N × N non-
negative and irreducible matrix, namely, A ≥ 0 and (I +A)N−1 > 0. Assume further that
there exists a permutation matrix B such that
BTAB =
(
0 A+−
A−+ 0
)
and BTA2B =
(
A++2 0
0 A−−2
)
, (11.9)
where the square matricesA++2 ≡ A+−A−+ andA−−2 ≡ A−+A+− are primitiveN+×N+,
respectively N−×N− matrices for some N+ > 0 and N− > 0 such that N+ +N− = N .
This implies that A is periodic with period two, that A±2 are aperiodic and, more generally,
that powers of A can be analysed in terms of powers of primitive matrices. To simplify
the presentation we assume from now on that B is the identity matrix.
Part of Perron’s theorem generalizes to nonnegative and irreducible matrices: denoting
by λ0 its largest eigenvalue we know that ρ(A) = λ0 > 0, that there exist a unique (up
to a normalization) and positive left (respectively, right) Perron eigenvector associated to
λ0, and that λ0 has multiplicity one. Thus the eigenspace associated to this eigenvector
is one dimensional. However the largest eigenvalue, λ0, is not the only eigenvalue of
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maximal modulus, i.e. satisfying ρ(A) = λ0. Indeed one readily derives from (11.9) that
the spectrum of A is symmetric: writing λ0 ≥ λ1 ≥ λ2 ≥ · · · ≥ λN−1, we have
λi = −λN−i−1, 0 ≤ i ≤ N − 1, (11.10)
and ifAw = λiw,w = (w+, w−) wherew± denote vectors in RN
±
, thenAw¯ = −λN−i−1w¯
where w¯ = (w+,−w−). Thus
ρ(A) = λ0 = |λN−1| > |λi|, 1 ≤ i ≤ N − 2. (11.11)
Using in addition that the matrices A±2 are primitive, one deduces that there exist unique
left and right Perron eigenvectors, u and v,
uA = λ0u, u = (u
+, u−) > 0, (11.12)
Av = λ0v, v = (v
+, v−) > 0, (11.13)
normalized such that∑
1≤i≤N+ u
+(i) =
∑
1≤i≤N− u
−(i) = 1
2
, (11.14)∑
1≤i≤N+ u
+(i)v+(i) =
∑
1≤i≤N− u
−(i)v−(i) = 1
2
, (11.15)
and that, setting u¯ = (u+,−u−) and v¯ = (v+,−v−), u¯A = −λ0u¯ and Av¯ = −λ0v¯.
With obvious notation define
L = (v(i)u(j))1≤i,j≤N , L = (v¯(i)u¯(j))1≤i,j≤N . (11.16)
The next lemma establishes that
lim
m→∞
(λ−10 A)
2m = (L+ L), lim
m→∞
(λ−10 A)
2m+1 = (L− L), (11.17)
and gives bounds on the speed of convergence under the same symmetry assumption as in
Lemma 11.1. Note that L + L has (i, j)-th entry 2v±(i)u±(j) if 1 ≤ i, j ≤ N± and zero
else, and that L− L has (i, j)-th entry 2v±(i)u∓(j) if 1 ≤ i ≤ N± and 1 ≤ j ≤ N∓, and
zero else.
Lemma 11.2. Assume that there exists a vector πA > 0 such that
∑
1≤i≤N πA(i) = 1, and
πA(i)a(i, j) = πA(j)a(j, i) for all 1 ≤ i, j ≤ N. (11.18)
Then for all m ∈ N we have: for all 1 ≤ i ≤ N±,∣∣∣∑1≤j≤N± a(2m)(i, j)− λ2m0 v(i)∣∣∣ ≤ |λ1|2m/√πA(i), (11.19)
and for all 1 ≤ i ≤ N±,∣∣∣∑1≤j≤N∓ a(2m+1)(i, j)− λ2m+10 v(i)∣∣∣ ≤ |λ1|2m+1/√πA(i). (11.20)
Proof of Lemma 11.2. One easily checks that for all m ∈ N, Lm = L, Lm = L, LL =
LL = 0, LA = AL = 0, and LA = AL = 0. Thus, setting R = A− λ0(L− L) we have,
for all m ∈ N,
(i) R2m = A2m − (λ0(L− L))2m = A2m − λ2m0 (L+ L),
(ii) R2m+1 = A2m+1 − (λ0(L− L))2m+1 = A2m+1 − λ2m+10 (L− L),
and, using (11.11),
(iii) ρ(A− λ0(L− L)) ≤ λ1 < ρ(A) = λ0.
Using this the proof of Lemma 11.2 is a simple rerun of the proof of Lemma 11.1. 
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