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Abstract
Scott asked the question to determine cd such that if D is a digraph with m arcs and mini-
mum outdegree d ≥ 2 then V (D) has a partition V1, V2 such that min {e(V1, V2), e(V2, V1)} ≥
cdm, where e(V1, V2) (respectively, e(V2, V1)) is the number of arcs from V1 to V2 (respec-
tively, V2 to V1). Lee, Loh, and Sudakov showed that c2 = 1/6 + o(1) and c3 = 1/5 + o(1),
and conjectured that cd =
d−1
2(2d−1) + o(1) for d ≥ 4. In this paper, we show c4 = 3/14+ o(1)
and provide some partial results for d ≥ 5.
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1 Introduction
Judicious partitioning problems concern with partitions of graphs and hypergraphs that provide
bounds for several parameters simultaneously, while classical partitioning problems seek for
partitions that optimize a single parameter. For a graph G and A,B ⊆ V (G), we use e(A,B) to
denote the number of edges in G between A and B, and we write e(A) := e(A,A). An example
of a classical partitioning result is due to Edwards [8, 9] who proved that if G is a graph with m
edges then V (G) has a partition V1, V2 such that e(V1, V2) ≥ m/2+(
√
2m+ 1/4−1/2)/4, which
is best possible for complete graphs with odd number of vertices. Bolloba´s and Scott [4] proved a
judicious version of Edwards’ result: Everym-edge graph has a vertex bipartition V1, V2 such that
e(V1, V2) ≥ m/2+(
√
2m+ 1/4−1/2)/4 and max{e(V1), e(V2)} ≤ m/4+(
√
2m+ 1/4−1/2)/8,
and both bounds are tight for complete graphs of odd order.
Bolloba´s and Scott [6, 19] initiated a systematic study of judicious partitioning problems,
which has lead to a large amount of research in this area, see, for instance, [12, 13, 14, 16, 17,
20, 21, 22, 24].
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Partitioning problems on directed graphs (i.e., digraphs) may be more difficult, and have
also received attention. For a digraph D and A,B ⊆ V (D), we use e(A,B) to denote the
number of arcs in D directed from A to B and write e(A) := e(A,A). Edwards’ result above
implies that every digraph D with m arcs has a vertex partition V1, V2 such that e(V1, V2) ≥
m/4 + (
√
2m+ 1/4− 1/2)/8, which is tight for complete graphs of odd order with an Eulerian
orientation. On the other hand, Alon, Bolloba´s, Gya´rfa´s, Lehel, and Scott [2] constructed
digraphs whose maximum directed cut is at most m/4 + Ω(m4/5).
A natural judicious version of Edwards’ result is to bound both e(V1, V2) and e(V2, V1).
Indeed, Scott [19] asked the following question for digraphs (without loops or parallel arcs).
The outdegree of a vertex in a digraph is the number of arcs directed away from that vertex.
Problem 1.1 (Scott). What is the maximum constant cd such that every digraph D with m
arcs and minimum outdegree d ≥ 2 admits a bipartition V (D) = V1 ∪ V2 such that
min {e(V1, V2), e(V2, V1)} ≥ cdm?
The reason for the requirement d ≥ 2 is the following: Take the star K1,n−1 with n ≥ 3, and
add a single edge between two vertices of degree 1. Orient the unique triangle so that it becomes
a directed cycle, and orient all other edges so that they are directed towards the unique vertex
of degree n − 1. This digraph has minimum outdegree 1, and e(V1, V2) ≤ 1 for any bipartition
V1, V2 of its vertex set with V1 containing the unique vertex of degree n− 1. Thus, c1 = 0.
Lee, Loh, and Sudakov [14] proved that c2 = 1/6 + o(1) and c3 = 1/5+ o(1), and they made
the following conjecture for d ≥ 4.
Conjecture 1.2 (Lee, Loh, and Sudakov [14]). Let d be an integer satisfying d ≥ 4. Every
digraph D with m arcs and minimum outdegree at least d admits a bipartition V (D) = V1 ∪ V2
with
min {e(V1, V2), e(V2, V1)} ≥
(
d− 1
2(2d − 1)
+ o(1)
)
m.
The main term d−12(2d−1) in Conjecture 1.2 is best possible, as Lee, Loh, and Sudakov [14]
constructed examples, using copies of K2d−1 and one copy of K2d+1. They also noted that
their tools for d = 2, 3 appear to be insufficient for d ≥ 4. (Hence, much effort has been
devoted to studying variations of this problem, for instance, by considering minimum total
degree conditions.) In this paper, we show that Conjecture 1.2 holds under certain natural
conditions. In particular, we prove Conjecture 1.2 for d = 4.
Theorem 1.3. Every digraph D with m arcs and minimum outdegree at least 4 admits a bipar-
tition V (D) = V1 ∪ V2 with
min {e(V1, V2), e(V2, V1)} ≥
(
3
14
+ o(1)
)
m.
In Section 2, we set up some notation and list some useful results needed in our proof of
Theorem 1.3. In Section 3, we describe and discuss our approach for all d and obtain infor-
mation in terms of certain special vertices (called huge vertices). In Section 4, we show that
Conjecture 1.2 holds under some natural conditions, including the number of huge vertices is
at least d or exactly 1. We complete the proof of Theorem 1.3 in Section 5, and offer some
concluding remarks.
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2 Notation and basic lemmas
We start with some notation and terminology that will be used in this paper. Let D be a
digraph. The underlying graph of D is obtained from D by ignoring arc orientations and
removing redundant parallel edges. For x ∈ V (D), let N+D (x) = {y : xy ∈ E(D)} and N
−
D (x) =
{y : yx ∈ E(D)}. Then d+D(x) := |N
+
D (x)| and d
−
D(x) := |N
−
D (x)| are the the outdegree and
indegree of x, respectively. The degree of x ∈ V (D) is defined as dD(x) = d
+
D(x) + d
−
D(x). We
use ∆(D) = max{dD(x) : x ∈ V (D)} to denote the maximum degree of D. For X ⊆ V (D), the
subgraph ofD induced byX is denoted byD[X]. We will often omit the subscriptD in the above
notation when there is no danger of confusion. It will be convenient to write [k] := {1, . . . , k}
for any positive integer k.
Lee, Loh, and Sudakov [14] proved the following result, which shows that certain partial
partitions of a digraph may be extended to a partition of the entire digraph.
Lemma 2.1 (Lee, Loh, and Sudakov). Let D be a digraph with m arcs. Let p be a real satisfying
p ∈ [0, 1], and let ε > 0. Suppose that a subset X ⊆ V and its partition X = X1 ∪X2 are given,
and let Y = V \X. Further suppose that maxy∈Y d(y) ≤ ε
2m/4. Then there exists a bipartition
V (D) = V1 ∪ V2 with Xi ⊆ Vi for i ∈ [2] such that
e(V1, V2) ≥ e(X1,X2) + (1− p) · e(X1, Y ) + p · e(Y,X2) + p(1− p) · e(Y )− εm,
e(V2, V1) ≥ e(X2,X1) + p · e(X2, Y ) + (1− p) · e(Y,X1) + p(1− p) · e(Y )− εm.
By applying Lemma 2.1 with p = 1/2 andX1 = X2 = ∅ and by noting that dD(v) ≤ 2|V (D)|,
we have the following.
Corollary 2.2 (Lee, Loh, and Sudakov). Let D be a digraph with n vertices and m arcs. For
any ε > 0, if m ≥ 8n/ε2 or ∆(D) ≤ ε2m/4, then D admits a bipartition V (D) = V1 ∪ V2 with
min{e(V1, V2), e(V2, V1)} ≥ m/4− εm.
From Corollary 2.2 we see that if the maximum degree of a digraph D is not too large,
then V (D) admits a partition V1, V2 such that both e(V1, V2) and e(V2, V1) are close to m/4.
However, we will see that the vertices causing problems for obtaining the desired partition in
Conjecture 1.2 are those whose outdegree and indegree differ significantly. Hence, for x ∈ V (D),
let s+(x) := d+(x)− d−(x), s−(x) := d−(x)− d+(x), and s(x) := max{s+(x), s−(x)}. Note that
d(x)− s(x) is an even integer, and we often write 2b =
∑
x∈X
(
d(x)− s(x)
)
.
To study those vertices x with large s(x), we need the concept of the gap of a partition. Let
D be a digraph, let X,Y be a partition of V (D), and let X1,X2 be a partition of X. We define
the gap of X1,X2 as
θ(X1,X2) =
(
e(X1, Y ) + e(Y,X2)
)
−
(
e(X2, Y ) + e(Y,X1)
)
.
For convenience, let mf (X1,X2) = e(X1, Y ) + e(Y,X2) and mb(X1,X2) = e(X2, Y ) + e(Y,X1).
So
θ(X1,X2) = mf (X1,X2)−mb(X1,X2).
Note that
θ(X1,X2) =
(
e(X1, Y )− e(Y,X1)
)
−
(
e(X2, Y )− e(Y,X2)
)
.
So if e(X) = 0 then
θ(X1,X2) =

∑
x∈X1
s+(x)

 −

∑
x∈X2
s+(x)

 (2.1)
For any x ∈ X, we say that x is
3
(X1,X2)-forward if x ∈ X1 and s
+(x) > 0, or x ∈ X2 and s
−(x) > 0, and
(X1,X2)-backward if x ∈ X1 and s
−(x) > 0, or x ∈ X2 and s
+(x) > 0.
Let Xf := {x ∈ X : x is (X1,X2)-forward} and Xb := {x ∈ X : x is (X1,X2)-backward}. Then,
by (2.1)
θ(X1,X2) =
∑
x∈Xf
s(x)−
∑
x∈Xb
s(x). (2.2)
We will need the following result from [10].
Lemma 2.3 (Hou, Wu, and Yan [10]). Let D be a digraph and V (D) = X ∪Y be a partition of
D with e(X) = 0. Let X = X1 ∪X2 be a partition of X that minimizes |θ(X1,X2)|. Then
(1) |θ(X1,X2)| ≤ |Y |, and
(2) g :=
∑
{v∈X:s(v)<|θ(X1 ,X2)|}
s(v) ≤ |Y | − |θ(X1,X2)|.
3 Useful properties
In this section, we explore and further extend the probabilistic approach used by Lee, Loh, and
Sodakov [13, 14]. In particular, we investigate the partitions whose gap has minimum absolute
value. This leads to the definition of “huge” vertices. We will prove several useful properties
about gaps and huge vertices, which may be useful for the eventual resolution of Conjecture 1.2.
Lemma 3.1. Let D be a digraph with m arcs and minimum outdegree d ≥ 4, and let X,Y
be a partition of V (D) with e(X) = 0. Let θ be the integer such that θ = θ(X1,X2) for some
partition (X1,X2) of X and, subject to this, |θ| is minimum. Let X
′ = {x ∈ X : s(x) ≥ θ}. Let
ε > 0 such that maxy∈Y d(y) ≤ ε
2m/4. Then there exists a partition V1, V2 of V (D) such that,
for i ∈ [2], Xi ⊆ Vi and e(Vi, V3−i) ≥
(
d−1
2(2d−1) − ε
)
m, or all of the following hold:
(1) θ > m/(2d− 1).
(2) |X ′| is an odd integer.
(3) If g =
∑
x∈X\X′ s(x) and X
′ = {v1, . . . , v2k+1} such that s(v1) ≥ s(v2) ≥ . . . ≥ s(v2k+1)
then
∑2k+1
j=k+1 s(vj)−
∑k
j=1 s(vj)− g ≥ θ.
Proof. By the symmetry between X1 and X2, we may assume θ > 0. Suppose, for any partition
V1, V2 of V (D) with Xi ⊆ Vi for i ∈ [2], min{e(V1, V2), e(V2, V1)} <
(
d−1
2(2d−1) − ε
)
m. We show
that (1), (2), and (3) hold.
First, we prove (1). Let m1 = e(X,Y ) + e(Y,X) and m2 = e(Y ). Thus, m = m1 +m2 as
e(X) = 0. By Lemma 2.1 with p = 1/2, there is a bipartition V1, V2 of V (D) such that Xi ⊆ Vi
for i ∈ [2], and
min{e(V1, V2), e(V2, V1)}
≥
1
2
min{e(X1, Y ) + e(Y,X2), e(X2, Y ) + e(Y,X1)}+
e(Y )
4
− εm
=
m1 − θ
4
+
m2
4
− εm
=
m− θ
4
− εm.
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If θ ≤ m/(2d − 1) then (m − θ)/4 ≥ (d − 1)/
(
2(2d − 1)
)
m; so min{e(V1, V2), e(V2, V1)} ≥(
d−1
2(2d−1) − ε
)
m, a contradiction. Thus, θ > m/(2d− 1), and (1) holds.
Let X = {v1, . . . , v|X|} such that s(v1) ≥ s(v2) . . . ≥ s(v|X|). To prove (2), let us assume
|X ′| is even; then X ′ = {v1, . . . , v2k} for some k ≥ 0.
First, suppose k = 0. Let X∗1 ,X
∗
2 be the partition of X such that v1, v3, · · · , v2p−1 are
(X∗1 ,X
∗
2 )-forward, where p = ⌈|X|/2⌉, and all other vertices are (X
∗
1 ,X
∗
2 )-backward. If |X| is
even then
|θ(X∗1 ,X
∗
2 )| =
∣∣∣∣∣s(v1)−
p−1∑
i=1
(
s(v2i)− s(v2i+1)
)
− s(v|X|)
∣∣∣∣∣ ≤ s(v1) < θ,
a contradiction. If |X| is odd then we see that
|θ(X∗1 ,X
∗
2 )| =
∣∣∣∣∣s(v1)−
p−1∑
i=1
(
s(v2i)− s(v2i+1)
)∣∣∣∣∣ ≤ s(v1) < θ,
a contradiction.
Now suppose k > 0. Let X∗1 ,X
∗
2 be the partition of X such that v1, v3, · · · , v2k−1 are
(X∗1 ,X
∗
2 )-forward, and all other vertices in X are (X
∗
1 ,X
∗
2 )-backward. Then |θ(X
∗
1 ,X
∗
2 )| =∣∣∣∑ki=1 s(v2i−1)− (∑ki=1 s(v2i) + g)∣∣∣. Note that
k∑
i=1
s(v2i−1)−
(
k∑
i=1
s(v2i) + g
)
= s(v1)−
k−1∑
i=1
(
s(v2i)− s(v2i+1)
)
− s(v2k)− g
≤ s(v1)− s(v2k)
≤ |Y | − θ,
and, since g ≤ |Y | − θ by Lemma 2.3,(
k∑
i=1
s(v2i) + g
)
−
k∑
i=1
s(v2i−1) =
k∑
i=1
(
s(v2i)− s(v2i−1)
)
+ g ≤ g ≤ |Y | − θ.
Since θ > m/(2d − 1) by (1) and m ≥ d|V (D)|, we see that θ > |V (D)|/2 ≥ |Y |/2. Hence,
|θ(X∗1 ,X
∗
2 )| ≤ |Y | − θ < θ, a contradiction.
Thus X ′ := {v1, . . . , v2k+1} for some k ≥ 0, and we have (2).
Note that d(x)−s(x) is an even integer for all x ∈ X, and we write 2b =
∑
x∈X
(
d(x)−s(x)
)
.
To prove (3), we consider the partition X11 ,X
1
2 of X such that {v1, v3, · · · , v2k−1} ∪ (X \X
′) is
the set of (X11 ,X
1
2 )-forward vertices, and {v2, v4, · · · , v2k, v2k+1} is the set of (X
1
1 ,X
2
2 )-backward
vertices. Thenmf (X
1
1 ,X
1
2 ) =
∑k
j=1 s(v2j−1)+g+b andmb(X
1
1 ,X
1
2 ) =
∑k
j=1 s(v2j)+s(v2k+1)+b.
Note that
mf (X
1
1 ,X
1
2 )−mb(X
1
1 ,X
1
2 )
=
k∑
j=1
s(v2j−1) + g −
k∑
j=1
s(v2j)− s(v2k+1)
=
(
s(v1)− s(v2k)− s(v2k+1)
)
+
k−1∑
j=1
(
s(v2j+1)− s(v2j)
)
+ g
≤s(v1)− s(v2k)− s(v2k+1) + |Y | − θ (since g ≤ |Y | − θ by Lemma 2.3)
≤s(v1) + |Y | − 3θ
≤2|V (D)| − 3θ
<θ (as θ > |V (D)|/2 because m ≥ d|V (D)| and by (1)).
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Thus, since |mf (X
1
1 ,X
1
2 )−mb(X
1
1 ,X
1
2 )| =
∣∣θ(X11 ,X12 )∣∣ ≥ θ, we have
mb(X
1
1 ,X
1
2 )−mf (X
1
1 ,X
1
2 ) =
k∑
j=1
s(v2j) + s(v2k+1)−
k∑
j=1
s(v2j−1)− g ≥ θ.
Now consider the partition X21 ,X
2
2 of X such that X
2
1 =
(
X11 \ {v2k−1}
)
∪ {v2} and X
2
2 =(
X12 \ {v2}
)
∪ {v2k−1}. Then mf (X
2
1 ,X
2
2 ) = mf (X
1
1 ,X
1
2 )− s(v2k−1) + s(v2) and mb(X
2
1 ,X
2
2 ) =
mb(X
1
1 ,X
1
2 )− s(v2) + s(v2k−1). Hence,
mb(X
2
1 ,X
2
2 )−mf (X
2
1 ,X
2
2 )
=
(
mb(X
1
1 ,X
1
2 )− s(v2) + s(v2k−1)
)
−
(
mf (X
1
1 ,X
1
2 )− s(v2k−1) + s(v2)
)
=
(
mb(X
1
1 ,X
1
2 )−mf (X
1
1 ,X
1
2 )
)
− 2
(
s(v2)− s(v2k−1)
)
>θ − 2θ
=− θ.
Since
∣∣mb(X21 ,X22 )−mf (X21 ,X22 )∣∣ = |θ(X21 ,X22 )| ≥ θ, we see that
mb(X
2
1 ,X
2
2 )−mf (X
2
1 ,X
2
2 ) ≥ θ.
Repeating the same argument by exchanging the sides for v2(k−i)+1 and v2i, one step at a
time in the order i = 2, . . . , ⌊k/2⌋, we arrive at the partition X
⌊k/2⌋
1 ,X
⌊k/2⌋
2 of X, such that
{v1, v2, . . . , vk} ∪ (X \X
′) is the set of (X
⌊k/2⌋
1 ,X
⌊k/2⌋
2 )-forward vertices, {vk+1, vk+2, . . . , v2k+1}
is the set of (X
⌊k/2⌋
1 ,X
⌊k/2⌋
2 )-backward vertices, and
mb(X
⌊k/2⌋
1 ,X
⌊k/2⌋
2 )−mf (X
⌊k/2⌋
1 ,X
⌊k/2⌋
2 ) ≥ θ.
However,
mb(X
⌊k/2⌋
1 ,X
⌊k/2⌋
2 )−mf (X
⌊k/2⌋
1 ,X
⌊k/2⌋
2 ) =
2k+1∑
j=k+1
s(vj)−
k∑
j=1
s(vj)− g.
Hence, (3) holds.
Lemma 3.2. Let D be a digraph with m arcs and minimum outdegree d ≥ 4, and let X,Y
be a partition of V (D) with e(X) = 0. Let θ be the integer such that θ = θ(X1,X2) for some
partition (X1,X2) of X and, subject to this, |θ| is minimum. Let X
′ = {x ∈ X : s(x) ≥ θ},
g =
∑
x∈X\X′ s(x), and 2b =
∑
x∈X
(
d(x) − s(x)
)
. Let ε > 0 and assume that maxy∈Y d(y) ≤
ε2m/4. Then there exists a partition V1, V2 of V (D) such that, for i ∈ [2], Xi ⊆ Vi and
e(Vi, V3−i) ≥
(
d−1
2(2d−1) − ε
)
m; or |X ′| is odd and if we let X ′ = {v1, . . . , v2k+1} with s(v1) ≥
s(v2) ≥ . . . ≥ s(v2k+1) and write ∆j = s(vj) for j ∈ [2k + 1] then
(1) d
(∑k
j=1∆j + g
)
− (d− 1)
∑2k+1
j=k+1∆j + b+ e(Y )/2 < 0,
(2) b > d
2+2d−1
d−1
∑2k−1
j=k ∆j − d
(∑k−1
j=1 ∆j +∆2k +∆2k+1
)
+ (d− 1)g + d−12d e(Y ), and
(3) b < (2d−1)(k+1)3d−1 |V (D)|+
d2−3d+1
3d−1
(∑k−1
j=1 ∆j +∆2k +∆2k+1
)
+ d(d−1)3d−1 g−
d2+2d−1
3d−1
∑2k−1
j=k ∆j−
(d−1)2
2d(3d−1)e(Y ).
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Proof. For convenience, we introduce two functions to compare min{e(V1, V2), e(V2, V1)} with(
d−1
2(2d−1) − ε
)
m. For any partition X1,X2 of X, let z(X1,X2) = e(X1, Y ) and z
′(X1,X2) =
e(Y,X2); so mf (X1,X2) = z(X1,X2) + z
′(X1,X2). When there is no danger of confusion, we
will omit the references to the partition X1,X2. Let m1 := e(X,Y ) + e(Y,X), m2 := e(Y ), and
ℓ(p,X1,X2) := (d− 1)
2k+1∑
j=1
∆j − (d− 1)g + (2d− 2)b−
(
2(2d − 1)p(1 − p)− (d− 1)
)
m2.
Define
f(p,X1,X2) = 2(1− p)(2d− 1)z(X1,X2) + 2p(2d − 1)z
′(X1,X2)− ℓ(p,X1,X2), and
h(p,X1,X2) = 2p(2d− 1)
(
m1 − z(X1,X2)− z
′(X1,X2)
)
− ℓ(p,X1,X2).
By Lemma 2.1, for any 0 ≤ p ≤ 1, there is a partition V (D) = V1 ∪ V2 such that Xi ⊆ Vi for
i ∈ [2], and {
e(V1, V2) ≥ (1− p) · e(X1, Y ) + p · e(Y,X2) + p(1− p) · e(Y )− εm,
e(V2, V1) ≥ p · e(X2, Y ) + (1− p) · e(Y,X1) + p(1− p) · e(Y )− εm.
(3.1)
Without loss of generality, we may assume p ≤ 1− p; so p ≤ 1/2. Then from (3.1),{
e(V1, V2) ≥ (1− p)z(X1,X2) + pz
′(X1,X2) + p(1− p)m2 − εm,
e(V2, V1) ≥ p
(
m1 − z(X1,X2)− z
′(X1,X2)
)
+ p(1− p)m2 − εm.
(3.2)
Note that
m = m1 +m2 =
2k+1∑
j=1
∆j + g + 2b+m2. (3.3)
By (3.2) and (3.3), we have
e(V1, V2)−
(
d− 1
2(2d− 1)
m− εm
)
≥(1− p)z(X1,X2) + pz
′(X1,X2) + p(1− p)m2 −
d− 1
2(2d − 1)

2k+1∑
j=1
∆j + g + 2b+m2


=
1
2(2d − 1)
f(p,X1,X2),
and
e(V2, V1)−
(
d− 1
2(2d− 1)
m− εm
)
≥p
(
m1 − z(X1,X2)− z
′(X1,X2)
)
+ p(1− p)m2 −
d− 1
2(2d − 1)

2k+1∑
j=1
∆j + g + 2b+m2


=
1
2(2d − 1)
h(p,X1,X2).
If f(p,X1,X2) ≥ 0 or h(p,X1,X2) ≥ 0 for some choice of p,X1,X2, we see that the there
is a partition V1, V2 of V (D) such that for i ∈ [2], Xi ⊆ Vi and e(Vi, V3−i) ≥
(
d−1
2(2d−1) − ε
)
m.
Hence, we may assume that
f(p,X1,X2) < 0 or h(p,X1,X2) < 0 for any choice of p,X1,X2. (3.4)
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To see (1), we consider the partition X11 ,X
1
2 of X such that {v1, v2, . . . , vk} ∪ (X \ X
′) is
the set of (X11 ,X
1
2 )-forward vertices, and {vk+1, vk+2, . . . , v2k+1} is the set of (X
1
1 ,X
1
2 )-backward
vertices. Then z + z′ = mf (X
1
1 ,X
1
2 ) =
∑k
j=1∆j + g + b and mb(X
1
1 ,X
1
2 ) =
∑2k+1
j=k+1∆j + b.
Setting p = 1/2, it follows from a simple calculation that

f(1/2,X11 ,X
1
2 ) = d

 k∑
j=1
∆j + g

− (d− 1) 2k+1∑
j=k+1
∆j + b+m2/2,
h(1/2,X11 ,X
1
2 ) = d
2k+1∑
j=k+1
∆j − (d− 1)

 k∑
j=1
∆j + g

+ b+m2/2.
By (3) of Lemma 3.1, we may assume h(1/2,X11 ,X
1
2 ) > 0; so by (3.4), we have f(1/2,X
1
1 ,X
1
2 ) <
0. Thus, (1) holds.
For (2) and (3), we note that at least k members of {s+(v1), s
+(v2), · · · , s
+(v2k−1)} have the
same sign; so we may assume that s+(vj1), s
+(vj2), · · · , s
+(vjk) are positive, where 1 ≤ j1 <
j2 < · · · < jk ≤ 2k − 1.
To prove (2), let X21 ,X
2
2 be the partition of X such that {vj1 , vj2 , · · · , vjk} ∪ (X \X
′) is the
set of (X21 ,X
2
2 )-forward vertices, and all other vertices are (X
2
1 ,X
2
2 )-backward. Then
mf (X
2
1 ,X
2
2 ) =
k∑
i=1
∆ji + g + b
and
mb(X
2
1 ,X
2
2 ) =
2k+1∑
j=1
∆j −
k∑
i=1
∆ji + b ≥
2k+1∑
j=k+1
∆j + b.
Also, we have e(X21 , Y ) ≥
∑k
i=1∆ji . Setting p = (d− 1)/(2d), we see that
f
(
d− 1
2d
,X21 ,X
2
2
)
≥
(d+ 1)(2d − 1)
d
k∑
i=1
∆ji +
(d− 1)(2d − 1)
d
(g + b)− (d− 1)
2k+1∑
j=1
∆j
− (d− 1)g − (2d− 2)b+
(d− 1)2
2d2
m2
=
d− 1
d

d2 + 2d− 1
d− 1
k∑
i=1
∆ji − d
( 2k+1∑
j=1
∆j −
k∑
i=1
∆ji
)
+ (d− 1)g − b+
d− 1
2d
m2


≥
d− 1
d

d2 + 2d− 1
d− 1
2k−1∑
j=k
∆j − d
( k−1∑
j=1
∆j +∆2k +∆2k+1
)
+ (d− 1)g − b+
d− 1
2d
m2

 ,
and
h
(
d− 1
2d
,X21 ,X
2
2
)
≥
(d− 1)(2d − 1)
d

 2k+1∑
j=k+1
∆j + b

− (d− 1) 2k+1∑
j=1
∆j − (d− 1)g − (2d − 2)b+
(d− 1)2
2d2
m2
=
d− 1
d

(d− 1) 2k+1∑
j=k+1
∆j − d
( k∑
j=1
∆j + g
)
− b+
d− 1
2d
m2

 .
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By (1), h
(
d−1
2d ,X
2
1 ,X
2
2
)
> 0. So f
(
d−1
2d ,X
2
1 ,X
2
2
)
< 0 by (3.4). Hence, (2) holds.
To prove (3), consider the partition X31 ,X
3
2 of X such that {vj1 , vj2 , · · · , vjk}∪(X\X
′) ⊆ X31 ,
and the vertices in X ′ \ {vj1 , . . . , vjk} are (X
3
1 ,X
3
2 )-backward. Since s
+(vji) > 0 for i ∈ [k], the
vertices {vj1 , vj2 , · · · , vjk} are (X
3
1 ,X
3
2 )-forward. Then
mf (X
3
1 ,X
3
2 ) ≥
k∑
i=1
∆ji + b
and
mb(X
3
1 ,X
3
2 ) ≥
2k+1∑
j=1
∆j −
k∑
i=1
∆ji + b ≥
2k+1∑
j=k+1
∆j + b.
Also, we have
e(X31 , Y ) ≥
k∑
i=1
∆ji + b−
1
2

(k + 1)n − ( 2k+1∑
j=1
∆j −
k∑
i=1
∆ji
) ,
where n := |V (D)|. Setting p = (d− 1)/(2d), we have
f
(
d− 1
2d
,X31 ,X
3
2
)
≥
(d+ 1)(2d − 1)
d

 k∑
i=1
∆ji + b−
1
2
(
(k + 1)n −
( 2k+1∑
j=1
∆j −
k∑
i=1
∆ji
))
+
(d− 1)(2d − 1)
2d

(k + 1)n − ( 2k+1∑
j=1
∆j −
k∑
i=1
∆ji
)− (d− 1) 2k+1∑
j=1
∆j
− (d− 1)g − (2d− 2)b+
(d− 1)2
2d2
m2
=
3d− 1
d
(d2 + 2d− 1
3d− 1
k∑
i=1
∆ji −
d2 − 3d+ 1
3d− 1
( 2k+1∑
j=1
∆j −
k∑
i=1
∆ji
)
−
(2d− 1)(k + 1)
3d− 1
n
−
d(d − 1)
3d− 1
g + b+
(d− 1)2
2d(3d − 1)
m2
)
≥
3d− 1
d
(d2 + 2d− 1
3d− 1
2k−1∑
j=k
∆j −
d2 − 3d+ 1
3d− 1
( k−1∑
j=1
∆j +∆2k +∆2k+1
)
−
(2d− 1)(k + 1)
3d− 1
n
−
d(d − 1)
3d− 1
g + b+
(d− 1)2
2d(3d − 1)
m2
)
,
and
h
(
d− 1
2d
,X31 ,X
3
2
)
≥
(d− 1)(2d − 1)
d

 2k+1∑
j=k+1
∆j + b

− (d− 1) 2k+1∑
j=1
∆j − (d− 1)g − (2d − 2)b+
(d− 1)2
2d2
m2
=
d− 1
d

(d− 1) 2k+1∑
j=k+1
∆j − d
( k∑
j=1
∆j + g
)
− b+
d− 1
2d
m2

 .
By (1), h
(
d−1
2d ,X
3
1 ,X
3
2
)
> 0. So f(d−12d ,X
3
1 ,X
3
2 ) < 0 by (3.4). Hence, (3) holds.
9
4 Huge vertices
In this section, we show that if V (D) has a partition X,Y such that e(X) = 0, maxy∈Y d(y) ≤
ε2m/4, and X has at least d huge vertices or a unique huge vertex then Conjecture 1.2 holds.
Proposition 4.1. Let d ≥ 4 be an integer and ε > 0 be a real. Let D be a digraph with m
arcs and minimum outdegree at least d. Let X,Y be a partition of V (D) with e(X) = 0 and
maxy∈Y d(y) ≤ ε
2m/4. Let θ be such that θ = θ(X1,X2) for some partition X1,X2 of X and,
subject to this, |θ| is minimum. Suppose |{x ∈ X : s(x) ≥ θ}| ≥ d. Then V (D) admits a
partition V1, V2 such that Xi ⊆ Vi for i ∈ [2] and
min{e(V1, V2), e(V2, V1)} ≥
(
d− 1
2(2d− 1)
+ o(1)
)
m.
Proof. We apply Lemmas 3.1 and 3.2. Let X1,X2 denote a partition of X such that θ(X1,X2) =
θ. Suppose the desired partition V1, V2 does not exist. Then by (2) of Lemma 3.1, let {v ∈ X :
s(v) ≥ θ} = {v1, · · · , v2k+1} be the set of huge vertices. Then 2k + 1 ≥ d ≥ 4. Let ∆i = s(vi)
for i ∈ [2k + 1], with ∆1 ≥ ∆2 ≥ . . .∆2k+1. By (1) and (2) of Lemma 3.2, we have
0 >d

 k∑
j=1
∆j + g

 − (d− 1) 2k+1∑
j=k+1
∆j + b+
1
2
m2
>d

k−1∑
j=1
∆j +∆2k

− (d− 1)

2k−1∑
j=k
∆j +∆2k+1

+ d2 + 2d− 1
d− 1
2k−1∑
j=k
∆j
− d

k−1∑
j=1
∆j +∆2k +∆2k+1


=
4d− 2
d− 1
2k−1∑
j=k
∆j − (2d − 1)∆2k+1
≥
k(4d − 2)
d− 1
∆2k+1 − (2d− 1)∆2k+1
=
(2d − 1)(2k + 1− d)
d− 1
∆2k+1,
This is a contradiction, as 2k + 1 ≥ d.
Remark: Clearly, the requirement e(X) = 0 can be replaced by e(X) = o(m).
Next, we show that if V (D) admits a partitionX,Y such that |X| = o(|V (D)|), maxy∈Y d(y) ≤
ε2m/4, and D has a unique huge vertex in X then the conclusion of Conjecture 1.2 holds. For
this, we need another concept introduced by Lee, Loh, and Sudakov [13]. We use the result of
Lu, Wang, and Yu [15] to give its definition. We say that a connected graph is tight if all its
blocks are odd cliques. If a disconnected graph G is the underlying graph of a directed graph
D, the tight components of D are the components of G that are tight. For a tight component
T of D, we say T is essential if D[V (T )] does not contain any parallel pair of arcs in opposite
directions. Recently, Hou, Li, and Wu [12] proved the following.
Lemma 4.2 (Hou, Li and Wu [12]). For any real constants C, ε > 0, there exist γ, n0 > 0
for which the following holds. Let D be a digraph with n ≥ n0 vertices and at most Cn arcs.
Suppose X ⊆ V (D) is a set of at most γn vertices which have been partitioned into X1 ∪ X2.
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Define Y = V (D)\X and τ be the number of essential tight components in G[Y ]. If every vertex
in Y has degree at most γn in G, then there is a bipartition V (D) = V1 ∪ V2 with Xi ⊆ Vi for
i = 1, 2 such that
e(V1, V2) ≥ e(X1,X2) +
e(X1, Y ) + e(Y,X2)
2
+
e(Y )
4
+
n− τ
8
− εn,
e(V2, V1) ≥ e(X2,X1) +
e(X2, Y ) + e(Y,X1)
2
+
e(Y )
4
+
n− τ
8
− εn.
Proposition 4.3. Let d ≥ 4 be an integer and let C, ε be positive reals. Let D be a digraph with
n vertices, m ≤ Cn arcs, and minimum outdegree at least d. Then there exists γ with 0 < γ < ε
such that the following holds: Let X,Y be a partition of V (D) with |X| ≤ γn, e(X) = 0, and
maxy∈Y d(y) ≤ γn. Let θ be such that θ = θ(X1,X2) for some partition X1,X2 of X and, subject
to this, |θ| is minimum. Suppose |{x ∈ X : s(x) ≥ θ}| = 1. Then V (D) admits a partition V1, V2
such that Xi ⊆ Vi for i ∈ [2] and
min{e(V1, V2), e(V2, V1)} ≥
(
d− 1
2(2d− 1)
− o(1)
)
m.
Proof. Let v0 be the unique huge vertex in X and let ∆ = s(v0), and let X1,X2 be the partition
of X such that v0 is the only (X1,X2)-forward vertex. Let g =
∑
x∈X\{v0}
s(x), and 2b =∑
x∈X
(
d(x) − s(x)
)
. Then mf (X1,X2) = ∆ + b and mb(X1,X2) = g + b. Since the minimum
outdegree of D at least d and |Y | = n− |X| ≥ n− εn, we have
(1) m ≥ b+ d|Y | ≥ b+ dn− dεn.
By Lemma 4.2, there is a bipartition V1, V2 of V (D) such that Xi ⊆ Vi for i ∈ [2] and
min{e(V1, V2), e(V2, V2)}
≥
1
2
min {e(X1, Y ) + e(Y,X2), e(X2, Y ) + e(Y,X1)}+ e(Y )/4 + (n− τ)/8− εn
=(m− θ)/4 + (n− τ)/8 − εn.
Thus, we may assume (m− θ)/4 + (n− τ)/8 − εn <
(
d−1
2(2d−1) − ε
)
m. Hence, since m ≥ dn,
(2) m/(2d − 1) + n/2 + 4(d − 1)εn < θ + τ/2.
Next we show that
(3) τ ≤ (n+ 2g + 2b)/(2d − 1).
For i = 1, 3, . . . , 2d − 3, let τi be the number of essential tight components of order i; and let
τ2d−1 be the number of essential tight components of order at least 2d− 1. Then
τ1 + 3τ3 + · · · + (2d− 3)τ2d−3 + (2d − 1)τ2d−1 ≤ n. (4.1)
For each essential tight component Di of order i, we see that e(Di) ≤ i(i − 1)/2, and
e(Di, v0) ≤ i. Thus, since the outdegree of D is at least d, we see that e(Di,X \ {v0}) ≥
di− i− i(i− 1)/2. Viewing di− i− i(i− 1)/2 as a function of i over the interval [1, 2d− 2], we
see that it achieves its minimum at i = 1. Hence, e(Di,X \ {v0}) ≥ d− 1 for i ∈ [2d− 2]. Thus,
e(Y,X \ {v0}) ≥
∑d−1
i=1 (d− 1)τ2i−1. On the other hand, we have e(Y,X \ {v0}) ≤ g + b. Hence,
d−1∑
i=1
(d− 1)τ2i−1 ≤ g + b. (4.2)
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Multiplying (4.2) by 2 and adding the resulting inequality to (4.1), we can show (2d − 1)τ ≤
n+ 2g + 2b, which implies (3).
Now
m
2d− 1
+
n
2
+ 4(d− 1)εn − θ −
τ
2
≥
b+ dn− dεn
2d− 1
+
n
2
+ 4(d− 1)εn − θ −
n+ 2g + 2b
2(2d − 1)
(by (1) and (3))
≥
1
2(2d− 1)
(
2b+ 2dn+ (2d − 1)n− (4d− 2)θ − n− 2g − 2b
)
=
1
2(2d− 1)
(
(4d − 2)n− (4d− 2)θ − 2g
)
≥0 (since n ≥ |Y | ≥ θ + g by Lemma 2.3).
This contradicts (2).
5 Concluding remarks
Using Propositions 4.1 and 4.3 and choosing X to consist of vertices of degree at most n3/4, we
can easily derive the results of Lee, Loh, and Sudakov [14] that Conjecture 1.2 is true for d = 2
and d = 3. See the arguments below for the proof of Theorem 1.3.
Proof of Theorem 1.3. Let D be a digraph with n vertices and m arcs, and assume that the
minimum outdegree of D is at least 4. We wish to find a partition V (D) = V1 ∪ V2, such that
min{e(V1, V2), e(V2, V1)} ≥
(
3
14 + o(1)
)
m. Note that we may assume that n is sufficiently large
so that all lemmas in the previous sections can be applied.
(1) m ≥ 4n and we may assume m < 128 · 72n.
Since D has minimum outdegree 4, we have m ≥ 4n. Now supposem ≥ 128·72n. Then applying
Corollary 2.2 with ε = 1/28 we obtain a partition V (D) = V1 ∪ V2 such that
min{e(V1, V2), e(V2, V1)} ≥ (1/4 − 1/28)m = 3m/14.
So we may assume m < 128 · 72n. ✷
Consider the partition X,Y of V (D) such that X = {v ∈ V (D) : d(v) ≥ n3/4} and Y =
V (D) \X. Then
|X| · n3/4 ≤
∑
v∈X
d(v) ≤
∑
v∈V (D)
d(v) = 2m < 256 · 72n.
Hence, |X| = O(n1/4) and, thus, e(X) ≤ |X|2 = O(n1/2) = o(m). Therefore, we may assume
(2) e(X) = 0.
We define θ such that θ = θ(X1,X2) for some partition X1,X2 of X and, subject to this, |θ|
is minimum. Let X1,X2 be a partition of X such that θ(X1,X2) = θ, and let X
′ = {x ∈ X :
s(x) ≥ θ}. We may assume that
(3) |X ′| = 3.
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For, otherwise, the assertion follows from Propositions 4.1 and 4.3. ✷
Thus, let X ′ = {v1, v2, v3} and ∆i = s(vi) for i ∈ [3] such that ∆1 ≥ ∆2 ≥ ∆3. Note that
∆1 +∆2 +∆3 + g + b+m2 ≥
∑
y∈Y
d+(y) ≥ 4|Y | = 4n− o(n).
Hence, by Lemma 3.2, we may assume that (2) and (3) of Lemma 3.2 hold. Hence,
4n− o(n) ≤ ∆1 +∆2 +∆3 + g + b+m2 ≤ 3∆1 + g + b+m2, (5.1)
b >
23
3
∆1 − 4∆2 − 4∆3 + 3g +
3
8
m2 ≥ 3g +
3
8
m2 −
1
3
∆1, (5.2)
and
b <
14
11
n+
5
11
∆2 +
5
11
∆3 −
23
11
∆1 +
12
11
g −
9
88
m2 ≤
14
11
n−
13
11
∆1 +
12
11
g −
9
88
m2. (5.3)
By (5.1) and (5.3), we have
4n − o(n) < 3∆1 + g +
(
14
11
n−
13
11
∆1 +
12
11
g −
9
88
m2
)
+m2,
which simplifies to
23g +
79
8
m2 > 30n− 20∆1 − o(n). (5.4)
By (5.2) and (5.3), we have
3g +
3
8
m2 −
1
3
∆1 <
14
11
n−
13
11
∆1 +
12
11
g −
9
88
m2,
which reduces to
63g +
63
4
m2 < 42n− 28∆1. (5.5)
Combining (5.4) and (5.5), we have
42n − 28∆1 > 63g +
63
4
m2 ≥
126
79
(23g +
79
8
m2) >
126
79
(
30n − 20∆1 − o(n)
)
.
Thus, 462n − 308∆1 − o(n) < 0, a contradiction, since ∆1 ≤ n. This completes the proof of
Theorem 1.3. ✷
We have studied partitions of digraphs with minimum outdegree d ≥ 4 and proved Conjecture
1.2 in the case when d = 4. We used the typical approach for finding a partition V1, V2 in a
digraph D that bounds e(V1, V2) and e(V2, V1) simultaneously: Start with a partition X,Y of
V (D) such that X consists of certain large degree vertices; partition X by considering the
“huge” vertices in X, those vertices whose outdegree differ significantly from their indegree; and
randomly partition the vertices in Y . Huge vertices play an important role in the process for
obtaining the desired partition. For instance, we have also shown that Conjecture 1.2 holds
when there exists a partition of V (D) for which the number of huge vertices is at least d or
exactly 1. We hope that our work would shed light on how the set V (D) should be partitioned
into X,Y and how the set X should be partitioned.
In [14], Lee, Loh, and Sudakov point out that one needs to combine both Lemma 2.1 and
Lemma 4.2 to prove Conjecture 1.2. They also remarked that a naive combination is not
adequate for d ≥ 4 because of the following example. Let D′ be the digraph obtained from
K5,n−5 (with n > 9) by orienting the edges so that one vertex, say v1, has outdegree n − 5
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and four vertices, say v2, v3, v4, v5, each have indegree n − 5. Let D be obtained from D
′ by
adding an arc directed from vi to vj for each ordered pair (i, j) with i 6= j. Then the minimum
outdegree of D is 4 and the number of arcs in D is m = 5n − 5. Let X = {v1, . . . , v5}. If
we partition V (D) to X (consisting of large degree vertices) and Y = V (D) \X (consisting of
small degree vertices), then X is the set of huge vertices. One can check that X1 = {v2} and
X2 = {v1, v3, v4, v5} form a partition of X with minimum gap. However, for any partition Y1, Y2
of Y , we see that e(X2 ∪ Y2,X1 ∪ Y1) = n− 5 + 4 = n− 1 = m/5, which is smaller than 3m/14.
What this means is that one need to consider different partitions of set of huge vertices. In this
paper, we have managed to prove Conjecture 1.2 in the case when d = 4 by carefully partitioning
the huge vertices.
For digraphs with minimum outdegree d ≥ 5, new ideas seem needed (in addition to better
partitioning the huge vertices), as shown by the following example. Let D′ be the digraph
obtained from K3,n−3 (with n > 900) by orienting all edges from the part Y of size n − 3 to
the part X of size 3. Let D be obtained from D′ by adding six arcs directed from each vertex
in X to 6 vertices in Y (so that no two arcs get directed towards the same vertex in Y ), and
adding a 3-out-regular graph on Y . Hence, the minimum outdegree of D is 6, and X is the set
of huge vertices with respect to the partition X,Y . It is not difficult to verify that for any value
p and any partition X1,X2 of X, we have f(p,X1,X2) < 0 and h(p,X1,X2) < 0 (see Section 3).
Therefore, one needs to better partition V (D) \X in order to achieve the bound in Conjecture
1.2.
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