In recent years, there have been many popular Convolutional Neural Networks (CNNs), such as Google's Inception-V4, that have performed very well for various image classification problems. These commonly used CNN models usually use the same activation function, such as RELU, for all neurons in the convolutional layers; they are "Single-function CNNs." However, SCNNs may not always be optimal for different image classification problems with different image data in terms of image classification accuracy for real-world applications. Thus, a "Multi-function CNN" (MCNN), which uses different activation functions for different neurons, has been shown to outperform a SCNN. Also, CNNs typically have very large architectures that use a lot of memory and need a lot of data in order to be trained well. As a result, they tend to have very high training and prediction times too. A smaller CNN model takes less training time, less prediction time, less power, and less memory than a larger one. An important research problem is how to automatically and efficiently find the best CNN with both high classification performance and compact architecture with high training and prediction speeds, small power usage, and small memory size for any image classification problem. It is very useful to intelligently find an effective, fast, energy-efficient, and memory-efficient "Compressed Multi-function CNN" (CMCNN) from a large number of candidate MCNNs. A new compensatory algorithm using a new genetic algorithm (GA) is created to find the best CMCNN with an ideal compensation between performance and architecture size. The optimal CMCNN has the best performance and the smallest architecture size. Simulations using the CIFAR10 dataset showed that the new compensatory algorithm could find CMCNNs that could outperform non-compressed MCNNs in terms of classification performance (F1-score), speed, power usage, and memory usage. Other effective, fast, power-efficient, and memory-efficient CMCNNs based on popular CNN architectures will be developed and optimized for image classification problems in important real-world applications, such as brain informatics and biomedical imaging.
Introduction
Recently, deep learning techniques have been effectively used in various applications in computer vision, healthcare, etc. Convolutional Neural Networks (CNNs) are very effective techniques for image classification for various important real-world applications [1] [2] [3] [4] [5] [6] . Some examples are GoogLeNet, ResNets, DenseNets, Dual Path Networks, and Inception-v4 networks. Traditional CNNs tend to use the same activation function (typically RELU) for all convolutional layers. For example, both ResNets [3] and the very deep Inception-v4 network [6] use the RELU for their activation functions. However, CNNs with many layers and neurons and using RELU everywhere may not always be optimal in terms of image classification performance (i.e. accuracy, F1-score), training time, power efficiency, and memory efficiency. Compared to smaller networks, larger networks would need more memory, longer training times (less power-efficient), longer prediction times, and more data to perform and generalize well. Therefore, it would be advantageous to try to make CNNs smaller in size. Thus, an important and interesting research problem is how to automatically find the best hyperparameters and small CNN architectures with the best classification performance, fast training time, small power usage, and small memory usage.
Neural architecture search (NAS) is an important subfield of automated machine learning (AutoML). Much work has already been done in NAS and AutoML. In particular, evolutionary approaches, such as Genetic Algorithms (GAs), have been used for NAS. For example, GA was used to optimize the number of layers and the number of neurons of each layer of a CNN that used one activation function [7, 8] . Also, a multi-objective GA was used for NAS by proposing a new algorithm called NSGA-Net [9] . The results for both examples showed that using GA could be useful for optimizing a CNN's architecture and a CNN's performance at the same time.
Deep learning models like CNNs, such as Inception-V4, tend to be large in size with a lot of parameters. As a result, they use a lot of memory and need a lot of data in order to be trained well. Also, they tend to have very high training and prediction times too. Some work has been done in pruning CNNs to be smaller [11] . There are many benefits to remove parameters, neurons, or layers that are redundant or do not contribute much to the final output. This is especially important for running deep neural networks on mobile devices that have limited memory and computing power.
A"Multi-function CNN" (MCNN) uses different activation functions for different convolutional layers. MCNNs have been shown to perform better than CNNs using RELU. A "Compressed Multi-function Convolutional Neural Network" (CMCNN) uses a reduced number of convolutional layers (and activation functions) than the original CNN used. There are many choices for the activation functions and the number of convolutional layers, so we design a new multi-objective GA to automatically optimize CMCNNs and select the best CMCNN that takes into account both the image classification performance and architecture size. The goal is to find the best CMCNN with high performance, small architecture size, and fast prediction time. Such an effective, fast, power-efficient, and memory-efficient CMCNN is useful for practical applications, such as AI chips, and mobile biomedical imaging.
Multi-function CNNs and Compressed Multifunction CNNs
A CNN consists of convolutional, activation, pooling, and fully connected layers. An activation layer is a layer of neurons where each neuron uses an activation function. A typical CNN uses a RELU layer right after each convolutional layer and before a pooling layer to generate new non-linear feature maps from the initial feature maps. Different activation functions can be used to build a "Multi-function CNN" (MCNN). For a popular CNN, such as Inception-V4 by Google, it would be useful to see if making its architecture smaller (i.e. removing layers) and making it "multi-function" can lead to better performance, faster speeds in training and prediction, lower energy consumption, and lower memory usage for a particular image classification problem.
To show the feasibility of finding CMCNNs that can perform better than an original CNN, Google's Inception-V4 architecture was used as the base framework. For testing purposes, the numbers of Inception-A blocks, Inception-B blocks, and Inception-C blocks were reduced. Let "CM I i " and "CI i " mean that a CMI and a compressed Inception-V4 with RELU have i Inception-A block(s), i + 1 Inception-B block(s), and i Inception-C block(s) for i = 1, 2, and 3. For CM I 1 , the number of activation functions is 58, CM I 2 has 85 activation functions, and CM I 3 has 112. In Tables 1 and 2 , "MI" and "I" mean that a MI and the original Inception-V4 with RELU have 4 Inception-A, 7 Inception-B, and 3 Inception-C blocks. Stratified 3-fold cross validation was used to evaluate and compare the three CMI models, the MI model, the three compressed Inception-V4 models with RELU, and the original Inception-V4 using multi-class classification metrics (i.e. training F1-score (F 1 train ), validation F1-scores (F 1 valid ), training times (T train ) in seconds, and classification testing times (T test ) in seconds. An activation function set RELU, SIG, TANH, ELU was used to build all of the MCNNs. Each activation function is randomly chosen from this set for each convolutional block. Table 1 shows the number of convolutional blocks (CBs), model sizes, and numbers of activation functions used for CM I 1 , CM I 2 , CM I 3 , and M I. Some initial simulations have been done to show that removing some layers from Inception-V4 and adding in the "multi-function" feature can improve performance. A dataset of 436 brain MRI images (cross-sectional collection of 416 subjects aged 18 to 96 and with extra data for 20 subjects) is used for performance analysis [13] . All brain MRI images for a 4-class classification problem to determine the Alzheimer's Disease stage (non-demented, very mild dementia, mild dementia, or moderate dementia) of a person was used [13] [14] . Table 2 shows that the original Inception-V4 (I) has the lowest training F1-score and testing F1-score. The 3 compressed models performed better and faster than the original Inception-V4. Thus, it is feasible to find a CMCNN that may outperform the original CNN. Now the goal is to find an ideal CMCNN among a huge number of candidate CMCNNs to achieve multiple objectives at the same time, such as best performance (i.e. classification accuracy), fastest inference speed, lowest energy usage, and lowest memory usage. 3 New compensatory CMCNN model selection algorithms using GA for multi-objective optimization
CNN model selection with multi-objective optimization
We consider a four-objective optimization problem: maximizing performance and speed, and minimizing energy usage and memory usage by optimizing CM-CNN's hyperparameters, such as the numbers of layers, numbers of neurons in layers, and activation functions of neurons. The speed of a computer is defined as the number of instructions per second. A computer speed is denoted as S. The power (in Joules) is E = CT S α , where C and α are constants [12] . Then, the energy E is directly proportional to the execution time T . If the number of convolutional layers of a CMCNN is reduced, then the execution time and energy consumption are also reduced. In addition, a CNN model size (i.e., memory usage) is reduced too. Thus, the fourobjective optimization problem becomes a two-objective optimization problem: maximzing performance and minimizing the number of convolutional layers of a CMCNN.
A simple optimization function is defined as α = wF + (1 − w)(1 − S) where w for 0 ≤ w ≤ 1 is a weight, and S is a metric related to a property of a CMCNN architecture, such as a ratio of the model sizes between a CMCNN and a popular CNN. A user can choose a value for w.
New compensatory CMCNN model selection algorithms using GA for multi-objective optimization
A MCNN has n convolutional layers; each convolutional layer is followed by f ∈ {f 1 , f 2 , ..., f m } where f i is an activation function for i = 1, 2, ..., m. There are m n − m different MCNNs and m different traditional CNNs that use the same activation function for all neurons. Since there are too many different MCNNs, it is inefficient and unnecessary to test each one. Thus, we develop a new GA. A MCNN's activation functions can be represented by a string
The new GA method has two operations: a newly defined mutation and a traditional crossover. For a given string [a 1 a 2 a 3 ......a n ] where a i ∈ {f 1 , f 2 , ..., f m } for i = 1, 2, ..., n, a new mutation operation with a mutation point j for j ∈ {1, 2, 3, ..., n} results in
The new GA method is shown in Algorithm 1. A new CMCNN model selection method using a new GA is shown in Algorithm 2. The new GA using the new mutation operator for optimizing MCNN models is shown in Algorithm 2. F is the fitness function for GA, such as F1-score.
Algorithm 1: A New GA for Optimizing MCNN Models Input: initial population of N MCNN models where N is an even number, training data Output: the best MCNN model Step 1. Create a population of an even number of MCNN models with randomly generated activation functions where each function has equal probability of being chosen.
Step 2. Train all MCNN models in the population.
Step 3. Compute F for each trained MCNN model in the population. Keep the top MCNN with the highest F .
Step 4. Select pairs of MCNNs' function strings.
Step 5. Perform crossover on each pair of MCNNs' function strings to generate new MCNNs' function strings.
Step 6. Perform the newly defined mutation operations on the new MCNNs' activation function strings based on the mutation probability.
Step 7. Create a new population that includes the newly created MCNNs' activation function strings and the parents.
Step 8. Train all MCNN models in the new population.
Step 9. Compute F for each trained MCNN model in the new population.
Step
Step 3. Choose the overall best compensatory CMCNN with the highest α among all the best CMCNNs of different compressed architectures.
Step 4. Use the overall best compensatory CMCNN for a real-world application.
Simulation results and performance analysis
Let "CLs" mean convolutional layers. Let "CM n " mean that a CMCNN has n CLs with n activation functions. Let "CM . Samples of the CIFAR10 data were used [10] . The population of the new GA has 4 randomly generated CNNs. The mutation probability is 1. F is the training F1-score. Table 1 shows the numbers of convolutional layers, model sizes (in KB), and average training times (Avg. T train ) (in seconds) of one CNN model of CM
GA , and M
10
for 25000 training data. Avg. T predict (s) is the total prediction time for 7000 testing data. Table 3 shows the properties of some different models. Table 3 shows that CMCNNs use less memory, less training times (i.e., less power usage), less prediction times, and smaller numbers of CLs than M 10 (a MCNN). CM k GA has longer training time than CM k for k = 4, 6, 8, and M
GA also has longer training time than M 10 .
Simulation results
Algorithm 2 was implemented. For Tables 4-18 , the performance results (training F1-score (F 1 train ), testing F1-score (F 1 test ), training α (F it train ), and testing α (F it test )) of the best models (those with the largest F 1 train ) were recorded. 
Simulation results using the first data partition method
Simulation results using the first data partition method are shown in Tables 4-13. 
Simulation results using the second data partition method
Simulation results using the second data partition method are shown in Tables 14-18. Simulation results as shown in Tables 4-13 for the first data partition and Tables 14-18 for the second data partition indicated that 4 MCNN models (i.e., Tables 7 and 14) , respectively. Thus, Algorithm 2 with the new GA is useful. Tables 17 and  18 ). In addition, three CMCNN Models without the new GA had lower testing F1-scores and lower memory usage than a non-compressed MCNN Model (M 10 ) without the new GA for 42 cases among 45 cases (CM 4 had higher testing F1-scores than M 10 as shown in Tables 14 and 17 , and CM 8 had higher testing F1-scores than M 10 as shown in Table 16 ). Thus, CMCNN models can outperform a non-compressed MCNN Model.
Overall comparisons
The largest value for each row is bolded in Tables 4-18 . The best CNN models come from the two smallest CMCNNs in terms of the number of convolutional layers. Also, all bolded testing F1-scores are for CMCNN models using the new GA, showing that the new GA is useful. Although the best CMCNN selected by Algorithm 2 does not have the best testing F1-scores, it has the shortest execution time (smallest power usage) and the smallest model size (454KB, smallest memory usage).
Conclusions
Simulation results show that CMCNNs can achieve better performance, shorter training time (i.e., less power consumption), and less memory usage (model size) than MCNNs. For example, CM 4 GA with 454KB model size is more accurate, memory-efficient, power-efficient, and faster than M 10 with 815KB model size. Results show that the new GA based model selection algorithm can perform better than a random model selection algorithm. CM k GA outperformed CM k for k = 4, 6, 8 in most simulation cases, so the new GA is an effective method in automatically finding the best CMCNNs. However, the new GA is prone to overfitting. Effective, fast, power-efficient, and memory-efficient CMCNNs using a small number of convolutional layers with different activation functions can be used in various applications, especially in computer vision. With faster training, computer systems and mobile devices running CMCNNs can save power, which would increase power efficiency and battery life. CMCNNs are more memoryefficient than MCNNs since the model sizes of CMCNNs are much smaller than those of MCNNs.
Future works
The fitness function for GA does not have to be linear, and it can be changed and optimized to meet different users' requirements, especially the weights. The simulation results suggest that the model size may overpower the testing F1-score since the model with the second smallest model size always had the highest testing F1-score. Thus, the weights of the fitness function will be adjusted by a user. Traditional techniques, such as dropout, will be used to control overfitting. Stratied k-fold cross validation will be used for better model evaluation. Other compressed deep neural networks, such as ResNets and DenseNets with a reduced number of convolutional layers using different activation functions, will be developed to increase classification accuracy, reduce training times, reduce computational power, and reduce memory usage (model size) for various applications especially for systems with limited power and memory. The optimized power-efficient and memory-efficient CMCNNs may also be pre-trained and embedded into mobile devices. Better algorithms will be created to find the best architecture with the best set of activation functions to build an effective, power-efficient, and memory-efficient CMCNN. Other NAS methods that are not evolution-based search algorithms will be tested. Other general optimization techniques, such as particle swarm optimization [15] [16] and microcanonical annealing [17] , will be used to develop more effective CMCNN model selection algorithms. Since the CMCNN model selection among a large number of potential CMCNNs takes a very long time for many generations, parallel optimization techniques will be developed. It is highly beneficial to create and implement intelligent and efficient optimization algorithms and software for automatically identifying the best CMCNN for important practical applications, such as biomedical imaging, mobile computing, and brain informatics.
