The expected present value of dividends is one of the classical stability criteria in actuarial risk theory. In this context, numerous papers considered threshold (refractive) and barrier (reflective) dividend strategies. These were shown to be optimal in a number of different contexts for bounded and unbounded payout rates, respectively.
Introduction
Actuarial surplus models were originally developed by pioneers Lundberg (1909) and Cramér (1930 Cramér ( , 1955 . The classical surplus model is hence referred to as the 'Cramér-Lundberg' model. Its 'dual' model (see Mazza and Rullière, 2004; Avanzi, Gerber, and Shiu, 2007) has gained considerable traction in recent years. Besides its intrisic interest, useful links and synergies to the Cramér-Lundberg model can be found (see, e.g. Afonso, Cardoso, and dos Reis, 2013 , and also Remark 3.1).
In this paper, we focus on the development of a new type of optimal dividend strategies in the dual model. While the probability of ruin is the traditional measure of stability (see Asmussen and Albrecher (2010) for a comprehensive reference and Bühlmann (1970) for a description of the stability problem), an alternative criterion was introduced by de Finetti (1957) . Bruno de Finetti argued the surplus should not implicitly be assumed to go to infinity when studying the probability of ruin-the only way for the probability of ruin not to be certain is for the surplus to grow to infinity. Recognising that surplus leakages were bound to happen, he suggested to study their expected present value instead. This led to a very prolific literature (see Albrecher and Thonhauser, 2009; Avanzi, 2009 , for comprehensive reviews). component of dividend payments) would be higher than the cost of a threshold type dividend (modelled as costs based on the absolutely continuous component). Furthermore, extra dividends have a signalling effect in that they may be interpreted as an indirect commitment to higher returns in future years.
The two-layer (a, b) strategy was first considered by Ng (2010) , who investigated the present value of dividends under a combined threshold and barrier strategy for the compound Poisson dual model, although the issue of optimality was not considered. This is also related to the multilayer dividend strategy (see, e.g. Albrecher and Hartinger, 2007) . We consider the much more general case of a spectrally positive Lévy process, and investigate the optimality of the two-layer strategy. We show that the global optimality of such a strategy will depend on the relative level of expenses for the different types of dividend payments. The possibility of the optimal strategy involving liquidation, or with persistent refraction but no liquidation, is also highlighted.
Numerical examples are further used to obtain additional insights. First, we consider a compound Poisson dual model with diffusion and phase-type jumps, that admits an analytical form of scale function; see also Appendix A.1. In particular, our problem is a mixture of the cases with only reflective and refractive dividend payments as in Bayraktar, Kyprianou, and Yamazaki (2014) and Yin and Wen (2013) in the dual model. We confirm through a series of numerical examples that the solutions approach to those in Bayraktar, Kyprianou, and Yamazaki (2014) and Yin and Wen (2013) as the parameters describing the problem approach to some limits. Then with exponential jumps and no diffusion (such as in Avanzi, Gerber, and Shiu, 2007 , for instance), we study the impact of the volatility of stochastic gains on the optimal dividend strategy.
The paper is arranged as follows. In section 2 the surplus model is formally introduced. A useful link between our model and a version of the optimal dividend problem with additional capital injection of threshold-type (with ruin) is also made. Section 3 introduces the two-layer (a, b) strategy formally and develops explicit formulas for the expected present value of dividends until ruin and payoff at ruin with the help of scale functions. Existence and uniqueness of optimal parameters (a * , b * ), which satisfy certain smoothness conditions, are established in Section 4. A verification lemma is developed in Section 5, which is subsequently used to show that the two-layer (a * , b * ) strategy is indeed optimal. Numerical illustrations are discussed in Section 6. Section 7 concludes.
Model

Surplus model
We consider the surplus Y = (Y t ; t ≥ 0) which is a Lévy process defined on a probability space (Ω, F, P). For x ∈ R, we denote by P x the law of Y when it starts at x and write for convenience P in place of P 0 . Accordingly, we write E x and E for the associated expectation operators. We shall assume throughout that Y is spectrally positive, meaning here that it has no negative jumps and that it is not a subordinator. This allows us to define the Laplace exponent
given by the Lévy-Khintchine formula
where γ Y ∈ R, σ ≥ 0, and Π is a measure on (0, ∞) called the Lévy measure of Y that satisfies
It is well-known that Y has paths of bounded variation if and only if σ = 0 and (0,1) xΠ(dx) < ∞; in this case, Y can be written as
where
and where (S t ; t ≥ 0) is a driftless subordinator. Note that necessarily c Y > 0, since we have ruled out the case that Y has monotone paths. Its Laplace exponent is given by
Introduction of dividends
A dividend strategy is a pair π := (A 
Here and throughout the paper, let ∆ζ t = ζ t − ζ t− for any process ζ. Let A be the set of all admissible strategies that satisfy the above conditions and
Proportional costs are incurred for A π and S π , and are denoted ε A and ε S , respectively. As explained in the introduction, we assume that the former is less than the latter:
with net dividend rates
respectively. We additionally assume ε S < 1 so that β A > β S > 0. Note that ε A , ε S could technically be negative. We want to maximize over all admissible strategies π the total expected dividends until ruin less transaction costs and terminal payoffρ ∈ R (more precisely a penalty if negative): with q > 0,
is the time to ruin. Here and throughout the paper, let inf ∅ = ∞.
For the rest of the paper, for notational convenience we will consider the equivalent problem of maximizing
where β := β S /β A ∈ (0, 1) and ρ :=ρ/β A ∈ R. Our objective is to compute the value function
and obtain the optimal strategy that attains it, if such a strategy exists. It is clear that β A v(x) = sup π∈A V π (x), which are both maximized by the same strategy. For the rest of the paper, we assume that the expected profit per unit of time (drift of the surplus before dividends) 5) so that the considered problem will have nontrivial solutions.
Remark 2.1. There are alternative ways of interpreting the two-layer (a, b) strategy. Assume that the deterministic drift in the middle layer is the actual expense rate. The top layer corresponds then to a 'traditional' barrier strategy. The main difference is in the bottom layer, where the drift is effectively pushed up by continuous capital injections. As shown below, maximisation of dividends net of capital injections in this context is a problem which is equivalent to that considered in this paper. The underlying surplus process is again a spectrally positive Lévy processŶ . The strategy is given by a pair
where L ϑ models the capital injection while S ϑ models the (usual) dividend. We require that L ϑ (as in 
The problem is to maximize, over all admissible strategies ϑ, the total dividend until ruin less capital injection with additional terminal payoff: for β A > β S andρ ∈ R,
This can be easily transformed to the problem of maximizing (2.3) above. To see this, define
withρ =ρ + β A δ/q. In other words, the problem reduces to maximizing (2.3). Here, for Y to be a spectrally positive Lévy process (so that it is not a subordinator), it is required, when σ = 0, the drift parameterĉ Y ofŶ must be larger than δ.
The two-layer (a, b) strategy
The objective of this paper is to show the optimality of what we call the two-layer (a, b) strategy for a suitable choice of (a, b). In this section, we shall first define the strategy and compute the expected present value (2.4) under this strategy. Toward this end, we give a brief review of the refracted-reflected Lévy process of Pérez and Yamazaki (2015) and also the scale function.
3.1. Definition of the two-layer (a, b) strategy
We conjecture that the type of strategy that will maximise (2.3) is such that 1. (no-dividend area) dividends are not paid when the surplus is less than some level a ≥ 0; 2. (refractive area) dividends are paid continuously at maximum rate δ when the surplus is more than a, but less than b > a;
3. (reflective area) dividends are paid as a lump sum such that the process is reflected at b if the process exceeds b; in other words, any excess is immediately paid as a lump sum.
Such a strategy will be called a two-layer (a, b) strategy and is denoted by π a,b throughout this paper. This is illustrated on the left hand side of Figure 1 .
Remark 3.1. It is remarkable that maximisation of (2.3) as discussed in this paper is a problem that is intimately related to the maximisation of dividends under a threshold strategy in a spectrally negative model with (forced) capital injections. This is because one controlled sample path is a reflection of the other; see Figure 1 . Thanks to this nice property, some quantities can be drawn directly from Pérez and Yamazaki (2015) after appropriate change of variables. Note that neither optimal strategy parameters nor optimality of the strategy were considered in Pérez and Yamazaki (2015) . In any case, optimisation would be different, because ruin occurs in this paper's framework, whereas it never occurs in the framework of Pérez and Yamazaki (2015) . 
Surplus after dividends
The controlled surplus process, after the distribution of dividends according to a two-layer (a, b) strategy, is denoted by are the (cumulative) amounts of dividends collected until t ≥ 0 in the refractive and reflective areas, respectively. In particular, we can write
These processes are well-defined by the following arguments.
For fixed δ > 0 and a ≥ 0, the refracted spectrally positive Lévy process H is defined as the unique strong solution to the stochastic differential equation (SDE)
see Kyprianou and Loeffen (2010) for the spectrally negative Lévy case and Pérez and Yamazaki (2016) for the discussion on the existence/uniqueness for the spectrally positive case. Informally speaking, a linear drift at rate δ is subtracted from the increments of the underlying Lévy process Y whenever it exceeds a. As a result, the process moves like Y below a, and above a it moves like a drift-changed process
We also define, for the process X, the Lévy process reflected at the upper boundary b > a given by
The supremum term pushes the process downward whenever it attempts to up-cross the level b; as a result the process only takes values on (−∞, b]. The process U a,b in (3.1) is a concatenation of the refracted process H and the reflected process V . It is welldefined because it is exactly the dual of the process recently considered in Pérez and Yamazaki (2015) ; see also Remark 3.1. To be more precise, we can write
whereŨ 0,b−a corresponds to a refracted-reflected Lévy process of Pérez and Yamazaki (2015) , driven by the spectrally negative Lévy process −X that is reflected from below at 0 and refracted at the threshold b − a. It admits a decompositionŨ
where we can writeÃ
and whereS 0,b−a pushes the process upward so that it does not go below zero. In other words, below b − a, it moves like a reflected process driven by −X while, above b − a, it moves like a spectrally negative Lévy process −Y . Figure  1 shows the pathwise relation (3.5) between U a,b andŨ 0,b−a .
For the rest of this paper, let, for all 0 ≤ a < b and x ≥ 0, the expected present value of dividends and additional terminal payoff (2.4) under the two-layer (a, b) strategy be denoted
with its ruin time
By the relationship (3.5) and the results in Pérez and Yamazaki (2015) , this can be computed explicitly. To this end, we first review scale functions.
Scale functions
Scale functions are the primary tool to derive (3.6). We review some of the most relevant results in this section, so that we can easily refer to them later. For a comprehensive discussion on the scale function and its applications, we refer the reader to Kyprianou (2006) and Kuznetsov, Kyprianou, and Rivero (2013) .
Fix q > 0. We use W (q) and W (q) , respectively, for the scale functions of the spectrally negative Lévy processes −Y and −X (see (3.3) for the latter). These are the mappings from R to [0, ∞) that take value zero on the negative half-line, while on the positive half-line they are continuous and strictly increasing functions that are defined by their Laplace transforms:
where ψ Y is defined in (2.1), ψ X (θ) := ψ Y (θ) + δθ, θ ≥ 0, is the Laplace exponent for X, and
By the strict convexity of ψ Y , we derive the inequality ϕ(q) > Φ(q) > 0. We also define c X and γ X for ψ X analogously to c Y and γ Y . We also define, for x ∈ R,
Noting that W (q) (x) = 0 for −∞ < x < 0, we have
In addition, we define W (q) , Z (q) and Z (q) analogously for −X.
Regarding their asymptotic values as x ↓ 0 we have, as in Lemmas 3.1 and 3.2 of Kuznetsov, Kyprianou, and Rivero (2013) ,
Remark 3.2. Scale functions are reasonably smooth. Indeed, if Y is of unbounded variation or the Lévy measure is atomless, it is known that W (q) and W (q) are C 1 (R\{0}). For more comprehensive results on smoothness of scale functions, see Chan, Kyprianou, and Savov (2011) .
Expected present value of dividends with terminal payoff/penalty
We shall now obtain the expected present value of dividends and terminal payoff/penalty (3.6) using the scale function. Define, for all z, c ∈ R,
The following is a direct consequence of the results obtained in Pérez and Yamazaki (2015) .
Lemma 3.1. For all 0 ≤ a < b and x ≥ 0, we have
where we define, for 0 ≤ a ≤ b,
In particular for
Proof. LetẼ b−x be the expectation under whichŨ
see also Figure 1 . Using the relation (3.5) and Proposition 5.1 in Pérez and Yamazaki (2015) , we obtain that
Also, by Corollary 4.2 of Pérez and Yamazaki (2015) ,
.
In a similar way, by using the proof of Corollaries 4.2 and 4.3 in Pérez and Yamazaki (2015) ,
Putting the pieces together we obtain the result.
Note that for all 0 ≤ a < b and x ∈ R,
where in particular
These results are useful in the later sections.
Optimal layer levels (a
Based on our conjecture that a two-layer (a, b) strategy is optimal, the first step is to identify the candidates (a * , b * )
so that the degree of smoothness of v a * ,b * at these points increases by one. As we will see in the verification step, this will guarantee that the slope of v a * ,b * becomes 1 at a * and β at b * .
Smooth fit conditions
We will find conditions on the thresholds a and b to ensure that the function v a,b as in (3.10) is smooth enough. This translates into the requirement that it is continuously differentiable in the bounded variation case, and that it is twice continuously differentiable in the unbounded variation case.
We begin by computing the first derivative of (3.10). By the continuity of the scale function on (0, ∞), the function
and, in particular,
and, for all b > a ≥ 0,
Furthermore, for the case of unbounded variation where W (q) and W (q) are both differentiable on R\{0} by Remark
Here, integration by parts gives, for x ∈ (0, ∞)\{a 5) and, in particular, 6) and, for all b > a ≥ 0,
Using these, we pursue the pair (a, b) such that the v a,b becomes smoother at a and b.
Smoothness at b: By (4.1) and (4.2),
By this and (3.9), the continuous differentiability holds (i.e., v a,b (b−) = v a,b (b+) = β) for any choice of (a, b) for the unbounded variation case while, in the bounded variation case, it holds if and only if
holds. For the unbounded variation case we further pursue twice continuous differentiability. By (4.4) and (4.6), Smoothness at a: Regarding the differentiability at a, if a > 0, by (4.1) and (4.3),
where we define, for 0 ≤ a < b,
Hence the continuous differentiability at a holds automatically for the case of unbounded variation, while for the case of bounded variation (by (3.9)) it holds on condition that
In the unbounded variation case we further pursue twice continuous differentiability. By (4.4) and (4.7), if a > 0,
Hence, the twice continuous differentiability at a holds if and only if (4.10) holds.
Note that, if (4.8) holds, then condition (4.10) simplifies to
In summary, we have the following lemma.
Lemma 4.1.
is continuously differentiable (resp. twice continuously differentiable) at b when Y has paths of bounded (resp. unbounded) variation.
2. For 0 < a < b, if condition C a as in (4.10) holds, then v a,b is continuously differentiable (resp. twice continuously differentiable) at a when Y has paths of bounded (resp. unbounded) variation.
4.2. Existence and uniqueness of optimal layer levels (a * , b * )
We shall now pursue our candidate optimal two-layer (a * , b * ) that simultaneously satisfies conditions C a and C b
(and hence C a ) when a * > 0 and b * > 0, respectively. We will see that a * = 0 and/or b * = 0 can happen and in this case C a and/or C b do not necessarily hold: these correspond to the persistent refraction and liquidation strategies, respectively.
The key observation here is that the functions Γ(·, ·) and γ(·, ·) as in (3.11) and (4.9), respectively, are related by the following:
Because δqβW (q) (a), for a > 0, is positive, if we can find a pair (a * , b * ) such that the curve a → Γ(a, b * ) gets tangent to the x-axis at a * > 0, then necessarily Γ(a * , b * ) = γ(a * , b * ) = 0. See the plots of Figure 2 in Section 6. Now, for each fixed b ≥ 0, we consider the function
In view of (4.9), γ(·, b) : a → γ(a, b) is monotonically increasing on [0, b] and ends at
Hence, in view of the relation (4.12), Γ(·, b) on [0, b] is either (1) decreasing and then increasing or (2) increasing. This implies that its minimum
is attained at, say a(b), which is, for the case (1), the local minimizerâ such that γ(â, b) = 0 or, for the case (2), zero.
On the other hand, because
14)
we must have that Γ(b) is monotonically (strictly) decreasing and continuous in b ≥ 0.
In view of these, we first start at b = 0 and increase b until we attain the desired pair (a * , b * ). More precisely, we first compute for the case b = 0:
(i) For the case Γ(0) ≤ 0, we set a * = b * = 0.
(ii) Otherwise we shall increase the value of b until we get b * such that Γ(b * ) = 0. Because (4.14) gives a bound:
Hence, there are two scenarios:
(ii-1) Γ(b * ) = min 0≤a≤b * Γ(a, b * ) = 0 is attained at zero: then we set a * = 0;
(ii-2) Γ(b * ) = min 0≤a≤b * Γ(a, b * ) = 0 is attained at a local minimum, which we call a * .
In both cases (ii-1) and (ii-2), the pair (a * , b * ) satisfy C b . In addition, for (ii-1), we must have that
For (ii-2), C a (and hence C a as well) holds. We summarize these in the following lemma.
Lemma 4.2. There exist a pair (a * , b * ) such that one of the following holds.
(ii-2) 0 < a * < b * such that Γ(a * , b * ) = γ(a * , b * ) = 0, and Γ(0) > 0.
In fact, the criteria for (ii-1) and (ii-2) can be concisely given as follows. When Γ(0) > 0, we can define the unique root of Γ(0, b 0 ) = 0, which is explicitly written:
By construction, a * > 0 if and only if Γ(b 0 ) < 0. This holds if and only if Γ(·, b 0 ) attains a local minimum-
. In sum, we have the following.
) and (ii-2) holds otherwise. For both cases, we have
Remark 4.2. Interestingly, in the formulation (2.3), the condition expressed in case (i) in Lemma 4.2 can be rewritten as
15)
where µ X = −ψ X (0+) is the drift of the process X (after payment of continuous dividends). Equation (4.15) considers the expected present value of net dividends coming from refractive and reflective dividends (respectively), as opposed to the terminal payoff/penalty.
Optimality of the two-layer (a
For the selected layer levels (a * , b * ), the form of v a * ,b * can be written concisely. For b * > 0 (i.e. the case (ii)), because C b as in (4.8) holds, (3.10) simplifies to
On the other hand, for a * = b * = 0 (i.e. the case (i)),
For both cases, it can be confirmed that
We shall now show the optimality of the two-layer (a * , b * ) strategy. To this end, we first obtain the verification lemma and then show that the candidate value function v a * ,b * solves the required variational inequalities.
Verification lemma
We call a measurable function g sufficiently smooth if g is C 1 (0, ∞) (resp. C 2 (0, ∞)) when X has paths of bounded (resp. unbounded) variation. We let L Y be the operator for Y acting on a sufficiently smooth function g, defined by
Lemma 5.1 (Verification lemma). Supposeπ is an admissible dividend strategy such that vπ is sufficiently smooth on (0, ∞), and satisfies
(5.7)
In addition suppose ρ = vπ(0) ≤ lim x↓0 vπ(x). Then vπ(x) = v(x) for all x ≥ 0 and henceπ is an optimal strategy.
Proof. By the definition of v as a supremum, it follows that vπ(x) ≤ v(x) for all x ≥ 0. We write w := vπ and show that w(x) ≥ v π (x) for all π ∈ A and x ≥ 0. Fix π ∈ A. Let (T n ) n∈N be the sequence of stopping times defined by T n := inf t > 0 :
is a semi-martingale and w is sufficiently smooth on (0, ∞) by assumption, we can use the change of variables/Itô's formula (see Theorems II.31 and II.32 of Protter, 2005) to the stopped process (e −q(t∧Tn) w(U where we use the following notation: ∆w(ζ s ) := w(ζ s ) − w(ζ s− ) and ζ c for the continuous part for any process ζ. In addition by the compensation formula (see Corollary 4.6 of Kyprianou, 2006) , (M t∧Tn : t ≥ 0) is a zero-mean P x -martingale. On the other hand,
Rewriting the above equation leads to
where the former vanishes as t → ∞ because w is bounded on [0, n]. For the latter for sufficiently large n such that w(n) > 0 (note that w(∞) = ∞), we have, because ρ = w(0) ≤ lim x↓0 w(x), x ≥ 0, by assumption,
By dominated convergence and because T n converges to σ π a.s., we have
In sum,
Now taking expectations in (5.9) and letting t and n go to infinity (T n ∞ P x -a.s.), the monotone convergence theorem and (5.10) give
This completes the proof.
Proof of optimality
We shall now show that the function v a * ,b * satisfies all the requirements given in Lemma 5.1. We shall first see that the function v a * ,b * is concave with its slope v a * ,b * (a * ) = 1 and v a * ,b * (b * ) = β, respectively, when a * > 0 and
Lemma 5.2. The function v a * ,b * is concave and the following holds:
Proof. The case b * = 0 holds trivially in view of (5.4). Hence, we focus on the case b * > 0. By (4.1) and (4.8),
and, differentiating it,
In particular, for x > a * , by (4.5),
and, if a * > 0 (which means C a is satisfied) for x < a * , by (4.5) and (4.11), To show (1) and (2), by the obtained concavity and v a * ,b * (b * ) = β, it is left to show for the case a * > 0 that v a * ,b * (a * ) = 1 and for the case a
We shall now compute the generator terms appearing in the variational inequalities. Toward this end, we use the following lemma, which is a direct consequence of the well-known results that can be shown by the martingale arguments. Similarly to L Y as in (5.6), let L X be the operator for X acting on sufficiently smooth function g, defined by
Proof. (i) and (ii) hold immediately by, for instance, the proof of Theorem 2.1 in Bayraktar, Kyprianou, and Yamazaki (2013) . (iii) holds by applying the result in the proof of Lemma 4.5 in Egami and Yamazaki (2013) .
Using this, we have the following lemma.
Proof. (i) We first rewrite (5.1) as
We notice that by Lemma 5.3 (ii)
Recall also Lemma 5.3 (i) and (iii). Putting the pieces together, we have the result.
(ii) In view of the form (5.2), Lemma 5.3 (ii) shows the result.
Using the above lemmas, we now confirm that v a * ,b * satisfies the variational inequalities (5.7). First, proceeding like in the proof of Lemma 6 in Kyprianou, Loeffen, and Pérez (2012) (see also the proof of Lemma 4.3 of Hernández-Hernández, Pérez, and Yamazaki, 2016), Lemmas 5.2 and 5.4 imply the first item of (5.7). The second item of (5.7) is immediate by Lemma 5.2. Finally, (5.5) guarantees the last requirement in the lemma. Therefore we have our main result as follows.
Theorem 5.1. The two-layer (a * , b * ) strategy for (a * , b * ) selected as in Lemma 4.2 is optimal, and the value function is given by v(x) = v a * ,b * (x) for all 0 ≤ x < ∞.
Convergence results
We conclude this section with some asymptotic results with respect to the parameters β and δ. Here, we show in the limit that the absolutely continuous control A 
Motivated by these results, we confirm numerically in the next section the convergence of the optimal solutions to those in Bayraktar, Kyprianou, and Yamazaki (2014) and Yin and Wen (2013) . Recall as in Lemma 4.2 that b * > 0 if and only if
Here, we are comparing the sizes of ρ (the liquidation value) and δ/q (the value from the refractive barrier; see also Remark 4.2). When β is approaching 0, it does not make sense to keep paying reflective dividends any more. Therefore, a decision between paying only refractive dividends (b * → ∞), and liquidating (b * = 0) has to be made. We have:
1. Suppose qρ/δ < 1. For sufficiently small β > 0, Γ(0) > 0 and hence b * > 0 by Lemma 4.2. In view of Remark 4.1, because both b 0 and (Z (q) ) −1 (β −1 ) go to infinity as β ↓ 0, we must have b 3. Suppose qρ/δ = 1 and ψ X (0+) < 0. Then, Γ(0) > 0 and hence b * > 0. In view of Remark 4.1,
This also shows that a * β↓0 − − → 0. In this case, both the values are equal. Furthermore, the drift in the refractive layer µ X = −ψ X (0+) is greater than 0 (positive drift). Therefore, there is value in trying to harvest those positive prospects. It is then optimal to distribute refractive dividends as much as we can, until ruin, i.e. a * = 0.
4. Suppose qρ/δ = 1 and ψ X (0+) ≥ 0. Then for β > 0, we must have δ − qρ − βψ X (0+) ≤ 0. Hence, by Lemma 4.2, a * = b * = 0 for all β > 0. This is similar to case [3.] immediately above, except that we are having a non-positive drift. Unsurprisingly, it is then optimal to liquidate the company immediately, i.e. a * = b * = 0.
(ii) Limits as β ↑ 1: Note that we have Γ(0)
Here, we are comparing the sizes of ρ (the liquidation value) and µ Y /q := −ψ Y (0+)/q (the value from the reflective barrier). When β is approaching 1, the two-layer dividend strategy converges to the pure reflective (barrier) strategy when transaction costs are the same (see, e.g. Bayraktar, Kyprianou, and Yamazaki, 2014) . The value of the reflective payment is µ Y /q (since β → 1), and here the four cases boil down to two: whether one should have a positive barrier b * (case 1. Suppose ψ Y (0+) + qρ < 0. Then, for sufficiently large β < 1, Lemma 4.2 guarantees that b
Hence for sufficiently large β < 1 we have (Z (q) ) −1 (β −1 ) < b 0 and hence, by Remark 4.1, 0 < a * < b * and therefore
2. Suppose ψ Y (0+) + qρ > 0. Then, for sufficiently large β < 1, Lemma 4.2 guarantees that a * = b * = 0.
3. Suppose ψ Y (0+) + qρ = 0 and ψ X (0+) > 0. We have ∂Γ(0)/∂β = −ψ X (0+) < 0. Hence for
4. Suppose ψ Y (0+) + qρ = 0 and ψ X (0+) ≤ 0. We have ∂Γ(0)/∂β = −ψ X (0+) ≥ 0. Hence for β < 1, we must have δ − qρ − βψ X (0+) ≤ 0, and by Lemma 4.2 that a * = b * = 0 for all β < 1.
(iii) Limits as δ ↑ ∞: We have Γ(0) δ↑∞ − −− → ∞. Hence, for sufficiently large δ, we must have b * > 0. Note that
This means that when refractive payouts can be higher (δ is higher), while still being cheaper in terms of transaction costs, then a pure threshold strategy a * (with b * → ∞) becomes optimal.
Numerical Examples
In this section, we focus on the compound Poisson dual model (with diffusion), where Y and X have i.i.d. phasetype distributed jumps. In this case, their scale functions have analytical expressions, and hence the optimal strategy and the value function can be computed instantaneously. The class of processes of this type is important because it can approximate any spectrally one-sided Lévy process (see Asmussen, Avram, and Pistorius, 2004; Egami and Yamazaki, 2014) . Full specifications are given in Appendix A.1. In Section 6.1, we show how the value function and optimal levels a * and b * interact, whereas Section 6.2 investigates sensitivity to the main model parameters. In Section 6.3 we investigate the impact of volatility of the surplus process on the optimal parameters a * , b * and the gap between them b * − a * . For simplicity, in that last section, we focus on a plain vanilla compound Poisson dual model with exponential jumps.
Computation of the value function
We first illustrate the computation of the pair (a * , b * ) and the value function v a * ,b * . As in our discussion in Section 
The down-pointing triangles indicate the points at a(b). In Case 1, it is confirmed that a → γ(a, b) is increasing and the value of a * becomes the point at which the curve a → Γ(a, b * ) gets tangent to the x-axis. In Case 2, the curve a → γ(a, b * ) starts at a positive value and increases monotonically (hence it is uniformly positive). Because b * is chosen so that Γ(0, b * ) = 0, the curve a → Γ(a, b * ) is a curve that starts at zero and monotonically increasing.
In the last row, the value functions are shown by solid lines with a * and b * indicated by down-and up-pointing triangles, respectively. In order to confirm the optimality, we also plot v a,b for perturbed values of a and b. For Case 1 (left), we plot v a,b for (a, b) = (a
. We see that v a * ,b * indeed dominates these uniformly in
x. In addition, the smoothness of v a * ,b * as in Lemma 4.1 as well as the slope conditions as in Lemma 5.2 can also be confirmed.
Sensitivity analysis
We shall now analyze the sensitivity of (a * , b * ) and v a * ,b * with respect to the parameters describing the problem.
We first study the sensitivity with respect toρ := qρ/δ with q and δ fixed. In Figure 3 , we plot the value function v a * ,b * forρ ranging from −0.2 to 1.2. The points a * and b * are, respectively, indicated by down-and up-pointing triangles; for the case a * = b * = 0, these are indicated by squares. The value function is monotonically increasing inρ uniformly in x. For sufficiently largeρ (in particular whenρ = 1.2), it is optimal to liquidate (a * = b * = 0). As we decrease the value ofρ we arrive at 0 = a * < b * (whenρ = 1.1) where persistent refraction is optimal. For sufficiently smallρ, we have 0 < a * < b * . In general, we see that both a * and b * increase asρ decreases. This is consistent with our intuition: as the terminal payoff at ruin decreases, one tries to avoid ruin and hence decreases the dividend payment. On condition that ψ Y (0) < 0, it is optimal to reflect at b S such that Γ S (b S ) = 0 where
and the value function is given by
2. Yin and Wen (2013) considered the case with only absolutely continuous control that maximizes
On condition that ψ Y (0) < 0, it is optimal to refract at a A such that Γ A (a A ) = 0 where
We now analyze the sensitivity with respect to β S = β (with β A = 1 fixed). In Figure 4 , we plot (in dashed black) v a * ,b * for various rate β ranging from 0.01 to 0.99. The value function v a * ,b * is monotonically increasing in β uniformly in x. In order to verify numerically the convergence as β goes to 1 and to 0, we also plot the value functions (in solid black) v S as in (6.1) and v A as in (6.2) (with their optimal barriers indicated by squares). As in Section 5.3
(ii), as β approaches 1 (as the cost of singular control relative to absolutely continuous control decreases to zero), the distance between a * and b * shrinks. We confirm in the plot that the optimal barriers as well as the value function converge to those under Bayraktar, Kyprianou, and Yamazaki (2014) . On the other hand, as the value β decreases to zero, as in Section 5.3 (i), b * goes to ∞. We also confirm that a * as well as the value function converge to those of Yin and Wen (2013) . Finally, we study the sensitivity with respect to δ. Figure 5 plots (in dashed black) the value function for δ ranging from 0.1 to 3 along with the value functions (in solid black) (6.1) and (6.2) under Bayraktar, Kyprianou, and Yamazaki (2014) and Yin and Wen (2013) (with δ = 3). As δ decreases to zero, the contribution of the absolutely continuous control decreases. Consequently, b * and value function converge to those under Bayraktar, Kyprianou, and Yamazaki (2014) . On the other hand, as we increase the value of δ, as in Section 5.3 (iii) the value of b * increases quickly and hence even for a moderate value δ = 3, the effect of singular control gets negligible, and converges quickly to the value under Yin and Wen (2013) with the same δ.
6.3. Impact of the volatility on the optimal layer levels a * and b 
Conclusion
In this paper we considered the impact and combination of absolutely continuous (refractive) and singular (reflective) dividend payments under the assumption of a spectrally positive surplus model. By developing and proving an appropriate verification lemma, we showed that a two-layer (a, b) strategy is the one that will maximise the expected present value of dividends (with any fixed liquidation payment/penalty) in this context. In fact, such a dividend strategy is observed in practice (e.g. Gerber and Loisel, 2012; BHP Billiton, 2016; Rio Tinto, 2016) . We derived the value function explicitly with the help of scale functions, and discussed the convergence of our results with the most closely related references Bayraktar, Kyprianou, and Yamazaki (2014) and Yin and Wen (2013) .
The results in this paper could possibly be generalised so as to allow the top layer to be a refractive one as well (although one should ensure that payout rates are higher in that layer). In fact, the model can be seen as multilayer dividend strategy (see, e.g. Albrecher and Hartinger, 2007) . We conjecture that there could be as many optimal layers with increasing maximum payout as desired, as long as the transaction costs are ranked in the same way. This is left to future research. respectively, where
and C i,q := s + ξ i,− ψ X (s) s=−ξi,q = − 1 ψ X (−ξ i,q ) .
In Sections 6.1 and 6.2, we set c Y = 0.5, σ = 0.2, and κ = 2 and, for the jump size distribution, we use the phase-type distribution given by m = 6 and this gives an approximation to the Weibull random variable with parameter (2, 1) (see Egami and Yamazaki, 2014 , for the accuracy of the approximation). For other parameters, unless stated otherwise, we set β A = 1, β S = 0.5 (and hence β = 0.5), q = 0.05, δ = 1 (and hence c X = 1.5), and ρ = 0. For Section 6.3, the parameters used in the models are µ Y = 1, κ/ω = 2, c Y = 1, q = 0.2, δ = 0.1, β A = 1, β S = 0.6 (and hence β = 0.6).
