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S~cT10s 1. IKTR~DUCTION 
A number of recent articles have dealt with various Grothendieck groups 
associated with certain categories of modules over group algebras and group 
rings (see [I]-[5], [7]-[12], [14]-[22], [25]-[27]). ‘I’hese Grothendieck groups 
provide a natural framework for the study of modules, and have proven 
useful in representation theory. Here we shall investigate relative 
Grothendieck groups arising from categories of modules over a group algebra 
when we consider the behavior of these modules upon restriction to some 
fixed subgroup of the original group. 
Let A be a ring with unity element, C some category of A-modules, and S 
some collection of short exact sequences 
o~z,~1~l-tA+o (1.1) 
from C. WTe define the Grothendieckgroup qf C relative to S, denoted for the 
moment by a(C, S), as follows. Let a(C) be the free abelian group on the 
symbols [Ml, where M ranges over a full set of representatives of the isomor- 
phism classes of modules in C. Further, let a(S) be the subgroup of a(C) 
generated by all expressions [Ml-[L]-[IV] arising from sequences (1.1) in S. 
Then a(C, S) is the factor group a(C)/a(S), and is an abelian additive group. 
We shall also use the notation [M] for elements of a(C, S), and shall say 
that the modules {A&} span a(C, S) if a(C, S) - x:i Z[M,]. 
Novv let .Q be a field of characteristic p; the theory to be developed here 
becomes trivial when p = 0, so hereafter assume that p f 0. Let G be a 
finite group; the term “G-module” shall always mean a finitely generated 
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left QG-module. Let H be a subgroup of G, and let (I. 1) be a sequence of 
G-modules. C‘all the sequence H-split if upon restriction to H, the sequence 
of modules is a split exact sequence. Form the relative Grothendieck group 
a(C, S), where C is the category of all G-modules, and S the collection of 
N-split sequences from C. (Ihanging notation slightly, vve shall denote this 
hereafter by a(G, H). 
If there exists an H-split sequence (1. I) from C, then of course 
[AX] :: [L] + [NJ in a(G, N). If no such sequence exists (with L, LV nonzero), 
call ;lZ H-sirrple. ‘rhus, a G-module M is H-simple if no nontrivial G-sub- 
module is an H-direct summand. An obvious argument by induction on 
(M : Q) shows that the H-simple G-modules span a(G, H). 
For a pair of G-modules X, Y, define their product to be S (& Y, where 
as usual 
g(x 0 y) =- gr ~21 gy, g E G. 
If (1. I) is any H-split sequence of G-modules, then so is 
Setting [M][X] = [M @! X], th is shows that a(G, H) is a commutative ring, 
whose identity element is [lo], where lc is the trivial G-module B. 
When H = 1, a G-module is H-simple if and only if it is irreducible. The 
Jordan-Holder Theorem implies that n(G, 1) is Z-free on [F,],..., [F,], 
where the {Fi} are a full set of non-isomorphic irreducible G-modules. Thus 
a(G, 1) is isomorphic to the ring xix1 Zp, , where the {vi} are the irreducible 
Brauer characters of G relative to Q (see [6], Section 82). Of course in this 
case a(G, 1) contains no nonzero nilpotent elements. 
In the other extreme case, a G-module is G-simple if and only if it is 
indecomposable. The Krull-Schmidt Theorem implies that a(G, G) is a free 
Z-module spanned by the indecomposable modules. This ring n(G, G) is 
called the representation ring or Green YZ@ of OG, since Green ([S]) initiated 
the study of the algebra C oz a(G, G), where C is the complex field. TO 
simplify notation, we hereafter write n(G) in place of a(G, G); this was 
Green’s original notation. It is still an open question as to whether a(G) can 
contain nonzero nilpotent elements, in general. 
It is reasonable to conjecture that the H-simple G-modules form a free 
Z-basis for u(G, H). As we shall see, however, this is false in general (see 
comments at end of Section 3). Indeed, one of our main results is the asser- 
tion that in certain cases u(G, H) is Z-free. Even in these cases, moreover, 
the H-simple G-modules need not form a free Z-basis for u(G,H). We shall 
also determine the ring structure of u(G, H) in various special cases, in all of 
which H is assumed to be a normal cyclic p-subgroup of G. The main 
theorems are Theorems 2.1, 3.4, 4.3, 5.2, 6.1 and 6.7. 
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SECTION 2. THE CARTAN HOnlOMORPHISM 
Let H be any subgroup of G. Recall that a G-module N is (G, H)-pro- 
jectke if it has the property that every exact sequence of G-modules 
which is H-split is also G-split (see [6], Section 63). For V any H-module, 
define the induced G-module tirG by 
where G acts on the left on the first factor. Then N is (G, H)-projective if 
and only if N is a G-direct summand of some induced module VG. Further, 
if L is any G-module then L @ N is also (G, H)-projective in this case. 
We now form the relative Grothendieck group n(C, S), where C is the 
category of all (G, H)-projective G-modules, and S the collection of all 
H-split (and hence G-split) sequences from C. Denote this group by k(G, H) 
hereafter. Then k(G, G) coincides with the Green ring a(G), and k(G, H) is 
an ideal in a(G). Thus k(G, H) is Z-free on the indecomposable (G, H)- 
projectives. In particular, k(G, 1) is Z-free on the indecomposable pro- 
jective G-modules (often referred to as the principal indecomposable G- 
modules). 
Let i(G, H) be the additive subgroup of a(G) generated by all expressions 
[Ml-[L]-[IL’], where 0 +L - izI+ N-t 0 ranges over all H-split exact 
sequences of G-modules. Obviously i(G, H) is an ideal of a(G), and 
a(G, H) s a(G)/i(G, H). 
For convenience, we summarize our definitions thus: 
a(G) = a(G, G) = k(G, G) = Green ring, 
a(G, H) = G-modules/H-split sequences, 
a(G, 1) g character ring, 
k(G, H) = (G, H)-projectives/direct sum, 
Iz(G, 1) = G-projectives/direct sum. 
Now define the Cartan homomorphism 
K : h(G, H) + a(G, H) 
by composition of maps 
k(G, H) + a(G) -j a(G)/i(G, H) s a(G, H), 
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where the first arrow is inclusion. If CT1 ,..., U, are the non-isomorphic 
principal indecomposablc G-modules, and Fl ,..., F, the irreducible 
G-modules, then 
is given by 
I< : k(G, I) 4 a(G, 1) 
K[r-i] 1 1 ci,[Fj], 1 &: i < s, 
j-1 
where (cij) is the Cartan matrix associated with QG. As shown by Brauer 
(see [6], Section 84, and [23]), det(cij) is a pon er of p. Thus, when H = 1, K 
is a monomorphism whose cokernel is a finite p-group. 
The following is a slight modification of results of Conlon [3], and we 
include the proof for the convenience of the reader. 
(2.1) ‘THEOREM. Let H be a normal subgroup of G. Then the Cartan 
homomorphism 
K : k(G, H)- a(G, H) 
is manic, ad the cokernel of K is a p-torsion abeliafr group. Furthermore, any 
torsion element of a(G, H) must he a p-torsion element. 
Proof. Let G = G/H, and view each G-module as a G-module upon 
which H acts trivially. Then every exact sequence of e-modules is an 
H-split sequence of G-modules, that is, 
We now show that 
i(G, 1) C i(G, H). 
i(G, H) * k(G, H) = 0 in a(G). 
For let 
O+Z,+M+N+O (2.2) 
be any H-split exact sequence of G-modules. Then for any G-module X, the 
sequence 
O-L&A-+M@X+N@X-+O (2.3) 
is also H-split. However, if X is (G, H)-projective, then so is N @ X, and 
thus (2.3) is also G-split. Therefore 
{[Ml - [L] -- [N]) . [X] = 0 in a(G), 
which establishes the assertion. It also shows that if X is some fixed (G, H)- 
projective module, and M is any G-module, then the element [X][M] of 
a(G) depends only upon the C%composition factors of M. 
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Now let Z’ be the ring of quotients of Z relative to the multiplicative set 
{I, p, p2 ,... 1. Then 
Z’ = {a/b : a, 6 E z, b = power of p}. (2.4) 
Put u’(G, N) = Z’ gz a(G, H), etc. The preceding discussion shows that 
i’(G, H) * k’(G, H) = 0 in a’(G), and i’(G, 1) C i’(G, H). 
We next construct an idempotent generator e for the ideal K’(G, H) of the 
ring a’(G). Since p is invertible in Z’, the Cartan map k(G, 1) + u(G, 1) 
extends to an isomorphism 
k’(G, 1) E u’(G, 1). 
Hence there exists an element e E K’(G, 1) mapping onto the identity element 
[lG] of u’(G, 1). Write 
e = 1 ~,[~,I, Yi E Z’, Si = G-projective. 
The existence of a G-isomorphism 
sze z (lH)G, 
where lH is the trivial H-module L?, shows that each Xi E k(G, H), and thus 
that e E k’(G, H). The earlier remarks show that for fixed [M] E K’(G, H), the 
element e[M] depends only on the image of e in a’((?, 1). This proves that e 
is the identity element of k’(G, H). 
On the other hand, we claim that [lo] - e E i’(G, H), and for this it suffices 
to show that 
[lo] - e E ;‘(G, 1). (2.5) 
But in fact u’(G)/i’(G, 1) g u’(G, I), and since [lc] - e has zero image in 
u’(G, l), (2.5) is established. 
Therefore K’(G, H) has idempotent generator e, and i’(G, H) has idem- 
potent generator 1 - e. Consequently 
a’(G) = k’(G, H) @ i’(G, H), 
and so 
k’(G, H) z u’(G)/i’(G, H) g u’(G, H). 
Hence there is a commutative diagram 
k(G, H) La(G, H) 
P I 
K’ to 
k’(~, H) - a’(G, H) 
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where the vertical arrows arc gotten by tensoring with Z’. Since k(G, H) is 
Z-free, p is manic and Iz’(G, H) is Z-free. But K’ is an isomorphism, and 
therefore manic, whence K is also manic. 
Furthermore, %’ 0 coker K 0, which shows that coker K is a p-torsion 
abelian group. Finally, the torsion submodule of a(G, H) lies in ker 01, since 
a’(G, H) is Y-free. On the other hand, ker n is the p-torsion submodule of 
a(G, H). This completes the proof of the theorem. 
The following result is of interest: 
(2.6) LEMMA. Let H C EC G, where H is normal in G. To each E-module 
M corresponds an induced G-module M G. This induction map carries a(E, H) 
into a(G, H). 
Proof. \Ve must show that for each H-split exact sequence of E-modules 
0 - L -L jlJ -% IV -4 0, (2.7) 
the sequence of G-modules 
is also H-split. Here, A’ =: 1 @ A; the sequence (2.8) is obviously exact, 
since QG is QE-free. 
Let p : M-t L be an H-homomorphism splitting (2.7), that is, 
satisfying ph = I on L. Define p’ : MC ---f LG thus: put G : uy=r g,E, 
so LG :mm C;gi @L, MC r-2 C; gi @ AZ. Then set p’(gi @ m) = gi @ pm. In 
that case p’A’ = 1 on LG, and it suffices to verify that p’ is an H-homo- 
morphism. Let x E H, g E G, m E M, and set g-l~g = y E H. Then 
p’(x(g @ m)) = p’(g @ ym) g 0 p(ym) -= g @ yp(m), 
whereas 
.t’ . p’(g 0 m) -== ,x(g (2 pm) --_ ,xg @,I pm = g 3 yp(m). 
This completes the proof. 
We conclude this section with a few simple remarks. Let H be any subgroup 
of G, and let P be a Sylow p-subgroup of H. By a result of Higman [Z3] (see 
also [6], Section 63) every H-module is (H, P)-projective. This immediately 
implies that 
k(G, H) E k(G, P). 
Furthermore, an exact sequence of G-modules is H-split if and only if it is 
P-split, and therefore 
a(G, H) -s a(G, P). 
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These formulas show that in calculating relative Grothendieck groups, 
it suffices to assume that the subgroup involved is a p-group. It is also clear 
that a(G, II) depends only on the conjugacy class of N. 
SECTION 3. FREENESS OF THE RELATIVE GROUP 
For the remainder of the paper, we shall restrict ourselves to the case 
where H is a normal cyclic p-subgroup of G. Our methods do not seem to 
extend readily to more general cases. IVe fix the following notation once and 
for all: 
G - finite group. 
Q =m any field of characteristic p. 
G-module = finitely generated left QG-module. 
1cI .C; G, H generated by element s of order h, h = pP. 
w --x-~EEHCQG. 
LTr ,..., CT, = full set of non-isomorphic principal indecomposable G- 
modules. 
Fj = unique minimal submodule of Ci, , 1 .< J’ :< s. (Hence F, ,..., F, are 
a full set of non-isomorphic irreducible G-modules). 
We shall repeatedly use the fact that each wFj = 0. This is well-known, 
following either from Clifford’s Theorem ([6], Section 49) or from the obvious 
fact that w lies in the radical of OG. Now define 
We show at once that each Vnj is a G-submodule of iYj . Since I-I $, G, the 
group G acts by conjugation on QH and on each of its ideals wQI1. Now 
dQH has dimension h - Y over Q, and hence the quotients 
(3.2) 
afford one-dimensional representations A,. : G -> 8. We may thus write 
gw’g-1 -= h,.(g) COT + t . d-l, h,(g) E J-2, (3.3) 
for some [ = ((g, Y) E QH. For u E Lrnj we obtain 
(J-1 . gu L 7 g(g-lw"-lg) u 
= g(h,..,(g-‘) wfL-l $- 5 . a”) u E Fj . 
4S1:'11,2-5 
Therefore also gu E b-IL, , and so each I-,,, is a G-submodule of l!, . C’learl) 
I/,, F, . 
ol,\-iousl~ l’,j 3 cJ-(~-~)C~, since 02 -=: 0. Let us show that 
li,Lj =: w’l .,r, ~ , , 1 n,tlir 11. (3.3a) 
On the one hand, 
so r .3w“P- rr i ,~ :T,j . On the other hand, let z’ t I’,,; then Q’Z: 7: 0. However, 
the restriction ( C,r,,)H is H-free, and so from w”el = 0 it follows that v m-y C@?Z 
for some z E C‘, , Then J-lz 2-m w “-le. E F, , and so we have T = w’~u, where 
u =- ~2 ‘1 .Tz E V,,! V,i This proves (3.3a), and so there is a chain of G- 
modules: 
\Ve may now state one of the main theorems of this paper. 
(3.4) THEOREM. The set {[V,,j] : I II h, 1 j s) is a %-fyee 
hasis for a(G, H). The cokernel of the C’cwtan homomorphism 
K : k(G, H) --f u(G, H) 
is isomorphic to the direct sum of h copies of the cokemel oj. the ordinary Cartan 
homomorphism k(G/H, 1) - a(G/H. 1). 
As me shall see in Section 4, the G-modules I,, need not be H-simple. 
Indeed, under the assumption that N has a complement in G, it will be 
possible to find a new Z-basis for a(G, H) consisting of H-simple G-modules. 
The proof of Theorem 3.4 is based on the lemma which follows. The 
authors wish to thank Dr. Conlon for the opportunity of reading a preprint 
of his article [5]; his calculations contain a special case of one of the basic 
ideas in the lemma. 
3.5 LEMMA. Let 4 : a(G) --) a(G, I) be th e natural projection of the Gvertl 
rin,y a(G) onfo the ring a(G, I) of B rnuer rharactrrs. Let :1 hi any G-module 
such that w’M = 0, und let 
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Then the following equality llolds in a(G, II): 
[iZr] = C a, I[ Lrr,] ~ [-+I ( + [&I . 
/ , 
(3.6) 
Proof. Step 1. Some simple observations about “pushout” diagrams 
will be needed. Let R, S, T be G-modules, and let 01 : R + S, /3 : R --r T be 
G-homomorphisms. Define 
CT c (S + T)j{(cur, - ,Bv) : r E R}, 
the pushout of the pair of maps (or, ,B). There are obvious maps 
S+S+T-U, T-N S + T+ U, 
giving rise to a commutative diagram 
Rn--S 
of G-modules and G-homomorphisms. If OL and /3 are manic, then so are y and 
S, and we have 
U/yT z S/aR, t:/SS z Tj/3R. (3.7) 
Finally, the sequence 
0 __, T -; -f I,- ----f CT,+ T ---+ 0 
splits if and only if there exists a homomorphism p : S-t T such that 
pcy. = /3. A similar remark holds for the sequence 0 --L S + U -+ C:/SS + 0. 
Step 2. \Ve shall use induction on the number t of composition factors of 
wFplM. For t = 0 we have w~-~M = 0, so each aj = 0, and (3.6) is an 
obvious identity. Xow let t > 0; choose any minimal submodule of wr-‘M 
and identify it with F,< _ Putting N -= M/FJz , we have 
dN = 0, w’-lN = cd-‘M/Fk . 
Thus N satisfies the same hypotheses as A114, and wr-‘N has t - 1 composition 
factors. Indeed 
$[cu-‘:V] = +[w’-If&Z] - c$[FJ 
= (c aj[Fjl) - P’d 
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By the induction hypothesis, (3.6) holds for N, and gives 
[.\1 -= 1 aj{[Vri] - [V,j/FJ -~ {[r.,,.] [rT$Fk]) + [N~J’-~N]. (3.8) 
Step 3. Let us also view F,, as a submodule of C,YI.I; , and form the pushout 
diagram 
Cl 
FL ----tv . II 
where a: and p are inclusion maps. We shall show that the G-exact sequences 
O-+M’it 1. __f l’$M - 0, 
0 -- I’,,>. __f c- --•f c’-pr’,, 4 0 (3.9) 
are both H-split. To see this, we first pick elements m, ,..., md E M such that 
{CO-’ m, ,..,. wr-lmdf 
is an -Q-basis for Fk (this is possible because F;. C UP’M). Set 
M, =m xy_, RH . mi . If we define the ring ~1 ~:- SH,‘dQH then w”M =m 0 
and w’V,~,. : 0, so each of the modules occurring in (3.9) ck be considered 
as a A-module, and the sequences are Z-I-split if and only if they are A-split. 
Now A is a self-injective ring (see [6], Exercise 58.2 (c)), and hence the 
free A-module Ml is a A-direct summand of AZ; thus 42 m= Ml @ Mz for 
some A-submodule Mz C M. On the other hand, we have 
so we can find elements ~1~ ,..., z’,( E l-,.,.. such that 
(J-1 C’ r w’-‘m I I ] i ,< a. 
Set 1; = X:=1 QH . vi . Then 1 1 ’ is a A-free submodule of LYTk , and so there 
is a decomposition V,., 7 Y1 0 E, , where Y, is some A-submodule of 
r’ rh . There clearly exists a A-isomorphism ,k : M, z I, , given by p(mj) = 7~~ . 
This F restricts to the identity map on F,. 
We shall construct A-homomorphisms p and o such that pa = p, u/3 m: N. 
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Once this is done, it will follow from the remarks at the end of step 1 that 
both sequences in (3.9) are A-split, and hence also H-split. To define 
p : J’,.,,. --j M, we simply set 
Since E;: C I;, , the equation pa: = /3 follows from the fact that p is the 
identity map on F,( . Similarly, define (5 : M--t V,., by 
Step 4. \I’e have thus proved that the sequences (3.9) are H-split, and SO 
we have the following equations in a(G, H): 
[Ul = [Ml + swell PI = [~,,I + [W~T!J. (3.10) 
From (3.7) we have 
Substituting into (3.10) and eliminating [U], we obtain 
[Ml = WI + [V,,.l - [ v,,IF,I. 
ITsing (3.8), this becomes 
The proof of the lemma is completed by observing that 
N/w +--1N - = M/w+‘M. 
To begin the proof of Theorem 3.4, we show first that the Izs modules Vnj 
span a(G, H). Indeed, let S be the subgroup they generate. \Ve shall prove 
that every [A/r] E S by using induction on the integer r such that wrM = 0, 
o+‘M f 0. When Y = 1, Lemma 3.5 yields 
since V,,/F, = 0. For r > 1, again use (3.6). Since ur--l annihilates both 
M/u’-~&’ and V,,/F, , the induction hypothesis shows that both [M/w’-lM] 
and [VTj/Fj] lie in S. From (3.6) it then follows that also [M] E S, and this 
completes the proof that the Vnj span a(G, H). 
In order to prove that the {[Vnj]} are a Z-free basis of a(G, H), we may 
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proceed in either of two ways. The first approach uses the fact the Cartan 
homomorphism in (2.1) is manic, and so 
Z-rank of a(G, H) > Z-rank of R(G, H). 
As shown in [18] or [24], there are precisely hs indecomposable (G, H)- 
projective modules, namely the modules 
(dZUj : 0 < n + h - 1, 1 <: j < s}. (3.11) 
Since these are a Z-free basis for k(G, Ii), it follows that k(G, H) has Z-rank 
hs. Therefore the Z-rank of a(G, H) is at least hs. But a(G, N) is spanned by 
the hs elements ([VJ}, and therefore these elements must be a Z-free basis 
of a(G, H), as claimed. 
We shall give another proof of this fact in the course of some calculations 
to be used later. Note that the natural epimorphism 4 : a(G, H) --f a(G, 1) 
has a Z-splitting given by [FJ - [Fk]. Therefore a(G, 1) may be identified 
with the subring R of a(G, H) defined by 
h 
R = 1 Z[FJ. 
j=l 
Then C$ yields a contraction x E a(G, H) -+ x* E R, namely 
[M-J* = c ui[Fj] E R whenever +[M] = c aj[8’J in a(G, 1). 
Let us number the {Fj} so that Fl is the l-representation of G; then [FJ is 
the identity element of a(G, 15). Define 
A, = P’nJ - VnJFJ E 4G, W. 
Then A, := [FJ, and 
(3.12) LEMMA. The following identity holds in a(G, H): 
[M] = [cL+M]* Ah -(- [$$I* A,-, + . . . + [$]* A,. 
Proof. Let CJM = 0, wr-lM # 0, and use induction on r. For Y = I, 
(3.6) yields 
[M] = c uj[Vlj] = c u,[FJ = [ik?]*, 
since $[M] = C aj[Fi]. Thus the lemma holds for Y = 1, since when wM = 0 
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the right-hand side of the desired equation becomes [Ml* =I, , which equals 
[A/1]*. 
For I’ > 1, let [wr-‘M]* = 1 Uj[Fj]. By (3.6) 
Then w)‘-~M = 0, so by induction 
[M’] = [c2M’]* A,-, + [ ,“:I;;: ] * A,-2 + **. -t [G] ‘41. 
The desired formula for [M] now follows from the isomorphisms 
CJ-~M’ g CJ-~M/W’-~M,..., M’/dVZ’ N M/wM. 
This proves the lemma. 
Remark. This lemma shows that the element [M] in a(G, H) depends 
only on the composition factors of the modules M/wM, uM/w2M,..., This 
generalizes a result of O’Reilly ([18], Lemma 9). 
Viewing n(G, H) as a module over the ring R g a(G, I), we have shown 
that 
a(G, H) = i R . 4. 
r=l 
Let us prove that {A, ,..., Ah} form a free R-basis for a(G, H). This is in 
fact clear from the already-established result that the {[V,,]] arc a Z-free 
basis for a(G, H); however, we are giving here another proof of this result, 
and so we shall not use it in proving the above assertion about the (A,}. 
We define 
& : a(G, II) -F R 
bv 
To prove that 4, is well-defined, let 0 -L -+ M - N ----, 0 be an H-split 
G-exact sequence. Then MH g L, @ hTH, and so there is an H-isomorphism 
co-lM u-% tJ-lA: -s- 
w’Aw _ dL 
(j-. 
w’N 
Hence the G-sequence 
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is exact (and even fI-split), which shows that I/J,. annihilates [M] - [L] - [N], 
as desired. 
From the fact that wFj = 0, it follows at once that for each G-module JII, 
co(a~&b) -a@wb,a~F~,b~M. 
Hence 
Therefore each 4,. is R-linear, since 
Let us now compute &(AJ; we have 
For n < r, w’-r V,, = 0, and so yJ.(A,) = 0. When n = r, we have 
w”--~V -F n1- 19 WnVnl = 0, #,(A,) = [FJ = 1. 
Finally, for n > Y there is a G-isomorphism 
and thus again &.(&) = 0. 
Suppose now that 
Applying 4,. to both sides, we conclude that h, =- 0. This holds for each r, 
so the {A,} are a free R-basis for a(G, H). Consequently the set 
is a Z-free basis for a(G, H). Therefore the generating set {[V,,]] is also 
Z-free, as claimed. 
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We mav rewrite the statement of Lemma 3.12 as follows: i 
[Jf] = $h[M] A,! + ?I$‘-JM] ‘4&l -t .*- + ~,[J~l--1, 
for each G-module M. 
(3.13) 
We shall now determine the cokernel of the Cartan homomorphism 
K : k(G, H) -P a(G, H), and we begin by evaluating & on each of the modules 
w”Uj listed in (3.11). For each G-module M, and for fixed t, let 
Lvf” 1 {m E M : wfm f cJ”M). 
Then there is an isomorphism 
(3.14) 
where F(i) is defined by (3.2). In particular 
By definition 
and this is clearly zero for Y 3 n + 1. On the other hand, for Y < n a-e use 
(3.15) to obtain 
Setting Yj = [OPIUj]*, 1 < j ( s, we may summarize our results thus 
Substituting into (3.13), we obtain for 1 :< n -< h, 
[co”-no;.] = Yj([F’o’] AT1 $ [F”‘] A,_, + ... + [Fcn-‘l] A,). 
Let us write Y, = [w”-~U~]* = xyy,,[F,] in R. Since [F’“)] == 1, we have 
where the suppressed terms involve terms [P,J *4,, with M < n. Now the 
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{[ti+~~C~,]~ form a Z-basis for k(G, ff), while the ([F,] A,: form a Z-basis for 
n(G, H). lSumbering the hasis elements suitably, the matrix of the Cartan 
map K is given by 
(Yk,) r 
(Yip.,) 
c= 0 
j ...j (Ykj) 
with each of the lz diagonal blocks an s \)\ s matrix (yl;,). 1Ye shall show that 
(ykj) is in fact the Cartan matrix of the group algebra QG, where G = G/H. 
This will at once imply that the cokernel of K is the direct sum of h copies of 
the cokernel of the Cartan homomorphism k(G, 1) -+ a(G, I), and will 
complete the proof of our theorem. 
Now each F, is also an irreducible G-module, since wFj == 0, and so 
Fi ,..., F, are a full set of irreducible G-modules. We need only show that 
Wh-lfJ 1 a”., c&-~U,~ are a full set of principal indecomposable G-modules. 
Since w . wh-lUi = 0, each J-lU, is a G-module. Further, w”+lC:; contains 
the unique minimal submodule Fj , so the { w”-‘U,} are indecomposable and 
no two of them are isomorphic. It therefore suffices to show that each is 
G-projective. But mh--llY, is a direct summand of wh-‘QG, since C, is a direct 
summand of QG. Further, by (3.19, 
so J-lS;)G is G-projective. Therefore each whplUj is G-projective, and 
Theorem 3.4 is proved. 
In Section 2 we observed that 
a(G, H) G a(G)/i(G, H), 
where i(G, H) is the ideal of a(G) generated by all expressions 
[M] - [L] -- [N], where 0 --+L + Z-~+ A-, 0 ranges over all H-split 
G-exact sequences. As a corollary to the main theorem, we obtain an alter- 
native description of i(G, H). 
(3.16) COROLLARY. The idea2 i(G, H) consists of all elements of a(G) of 
the form [M] - [N], where M and A’ are G-modules such that fey each Y, 
0 -s’ Y 3: h - I, wrM and w’N have the same Brauer characters. 
Proof. By Lemma 3.12, a necessary and sufficient condition for [M] - [N] 
to belong to i(G, H) is that t,bJM] = &[N] for 1 -c: k .< h. This happens if 
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and only if for each Y, 0 5:: Y :+ 11 - 1, wrM and wrN have the same Brauer 
character. 
Using now the fact that i(G, II) is an ideal, we record 
(3.17) c OROLLARY. Suppose that for each T, 0 :-< r < h -- 1, w’M and 
w*N have the same Brauev characters. Then fop every G-module T, and fey 
each Y, the modules wr( T @ M) and w’(T @ N) also have the same Brauer 
characters. 
To conclude this section, we make some remarks about the case where G 
is a cyclic p-group, say of order pr, with generator y. There are pf indecom- 
posable G-modules, given by 
M,. = (y - l),‘-” . QG, 1 <. T < pf, 
and (M, : Q) -= r. In this case s = 1, and U, := “QG. We find readily that 
Thus for example if i G / = 32 and ) H 1 = 4, then a(G, H) has free Z-basis 
{r&l 3 Pf91~ [~~I171 9 [~251~~ 
It happens that these basis elements are H-simple; but there are other 
H-simple G-modules as well. Indeed, it is easy to verify that the H-simple 
G-modules are precisely the modules 
SECTION 4. DIRECT AND SEMIDIRECT PRODUCTS 
Throughout this section we make the simplifying hypothesis that G is a 
semidirect product H * A, where -4 is some subgroup of G, and H n A =: 1. 
This will permit us to obtain a simpler Z-free basis for a(G, H), and to prove 
the existence of a ring isomorphism 
a(G, H) E a(H) Oz a(4 1) 
in case G is the direct product H x A. 
To begin with, we have seen that each irreducible G-module Fj is anni- 
hilated by w, and hence can also be viewed as irreducible A-module by means 
of the isomorphism G/Hz 4. Let W, ,..., W, be a full set of principal 
indecomposable A-modules, and Fj a minimal A-submodule of Wj . 
Now QA is a direct sum of copies of the {W,), and so QG is a direct sum 
of copies of the induced modules {W,“). Let us show that these {Wjc} are a 
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full set of nonisomorphic principal indecomposable G-modules (and are thus 
a rearrangement of the (c)j of Section 3). M7e may write 
(4.1) 
The action of G on Wjc is described completely by the formulas 
where (compare (3.3)) for a E A, 
uwnu--1 = h,(a) wn + 6 * wn+1, [ = &, n) E LIH. 
Any minimal submodule of WjG must be annihilated by w, hence lies in 
J--l @ Wj . Since P-l) affords the representation A,,_, , we have 
cd---l (g wj gg F-1) @ w J 
as =l-modules. But F(h-l’ is one-dimensional, and thus WjG has the unique 
minimal submodule 02-i @j F, . This shows that each WjG is indecomposable, 
and that no two of them are isomorphic. Thus (WjG : I ~1 j 5: s). are a full 
set of nonisomorphic principal indecomposable G-modules. 
Let j +j’ be the permutation on the set { l,..., s] defined by the relation 
Fjt s F’h-1’ (‘- F. ,“, 1 (4.2) 
as G-modules. Then in the notation of 93, O;, = Wit, and a(G, H) is 
Z-free on the ([I’,,,]). Let us compute l/11,, explicitly. By definition, 
It follows immediately that 
Vnj, = wk--n @ Fj + c&--n+1 (X‘I IT’, + 1.. + mk--l @ Wj . 
We are now ready to introduce a new collection of G-modules. Define 
Mvj =- uk-nF G , ) I ,-’ n .< h, 1 <j < 5, 
where in forming the induced module F,G, we view Fj as A-module only. 
Then fifV i is a G-submodule of VTLj, , and 
MT,j = d-n OF; + ah--n+l Q F, + ..a + wk--l OF, . 
Denote by 4 the natural map from the relative Grothendieck ring onto the 
character ring. The main result of this section is as follows: 
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(4.3) T HEOREM. The symbols {[Mnj] : 1 < II << 17, 1 .c, j C. s)- form a 
Z-free basis for a(G, H). Each module Mrlj is H-simple. If C ~~ (c,~) is the 
Cartan matrix of the group algebra QA, then the matrix givi?zg the Cartan 
homomorphism K : k(G, H) --f a(G, H) can be zarittcu as a diagonal matr.i.v 
a+th h copies of C along the main diagonal. SpeciJical!y, 
s 
[d ” WjG] = 1 CjJM,,], 
k=l 
where 
+[wj] = C cik[Fkl in a(,-], 1). 
Proof. Step 1. Let A 1 J2H/wnS2H. Then both M,Lj and I/V&j* are 
A-modules, and MrLj is A-free on (E‘j : Q) g enerators. *4s remarked in Section 
3, the ring A is self-injective. Hence the G-exact sequence 
is A-split, and thus also H-split. We may therefore write 
[Vnj,] = [fifnj] + [Vnj,/‘Mnj] in a(G, H). 
However, w+l annihilates V,JMll, . It follows from formula (3.6) that the 
{[MJ} span a(G, H). In fact, if AZ is any G-module and w’M = 0, w;e may 
express [M] as a sum of terms [AZ,.,] for variousj’s, together with terms in 
which the modules are annihilated by ~r--i. 
We have now shown that the hs symbols {[;lInj]) span a(G, H). But by 
Theorem 3.4, a(G, H) is Z-free of rank hs. Therefore the {[M,j]) are a free 
Z-basis for a(G, If), as claimed. 
[For later use, we make the following observation. If M is a G-module such 
that w”M = 0, unplM f 0, then we have 
where 
[M] = 1 aj[T,,j] (- [Ml], co”-1M, = 0, 
rd[w n-lAM] = x aj[Fj] in a(G, 1). 
NOW [Vnj,] == [$+I’] . [V,,] by (4.2) so 
[P- l)][M] = 1 aj[Vq,j,] $ [MJ, cP1M2 = 0 
= 2 ~j[JCjl + [MJ, oY--lM3 = 0.1 
Step 2. Let us show next that each M,j is an H-simple G-module. If I* 
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is any maximal G-submodule of JI,lllj , then MV,,/J’ is irreducible, hence 
annihilated by w. Therefore wM,,, C I’. On the other hand, it is easily veri- 
fied that - 
Jf n,i W‘ ll, ~-. .: j,f % FU-~IJ ,;jF,, 
and the right-hand module is irreducible. Thus wMllj is the unique maximal 
submodule of Mnj . This shows that the proper G-submodules of MrLj are 
{w’M,, : I -7:: I,..., 11 - 11. Define A as in Step 1; then A is indecomposable, 
and ICI,, is A-free. If cJM,,~ were an H-direct summand of -Vnj , it would 
follow that also cJM,~ is A-free. This is false if 2 > 0, and so no G-sub- 
module of M,j is an H-direct summand thereof. This completes the proof 
that ll,fn, is H-simple. 
Step 3. Since the symbols {[w”m ‘“!YjG]) span k(G, N), we need on11 
compute their images in a(G, H) in order to describe the Cartan homo- 
morphism K. Let 
0 + L + &f 4 N + 0 
be any exact sequence of .4-modules. Then 
is an exact sequence of G-modules. Each induced module can be expressed 
as in (4.1), which shows that the sequence 
0 - w/t-uLG + ,h-nMG ---f wh-“NC -+ 0 
is also exact. It is obviously H-split, and so in a(G, H) we have 
[,7&-%,4/G] = [,h-,bLG] + [Wh-+‘VG]. 
In other words, the element [JmnMG ] in a(G, H) depends only on the 
-4-composition factors of the =3-module M. Therefore, if 
then 
CILt’jl z 1 Cj7;[F7a.I in a(A, l), 
[J-?, [,vj”] = c cjk[w-FjG], 
as claimed. The theorem is thus established. 
An obvious consequence is 
(4.4) COROLLARY. The map 
B : a(G, H) -+ a(H) Or a(A, 1) 
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defined by 
is an isonlorphism of additive groups. 
In general, the map 0 need not be a ring homomorphism. However, if the 
elements of H commute with those of A, then each module M,,j is the outer 
tensor product 
rl,z,A, : co”-nf21-l ‘jn F,; 
of an H-module with an A-module. Therefore we have 
(4.5) T HEOREM. If G = H x d, the mup B above is a ring isomorphism. 
Remark. In the special case where A is a p-group, we have a(A, 1) s %. 
The isomorphism 0 in Theorem 4.5 is then precisely the restriction map 
which carries [:‘W] E a(G, H) onto [MH] E a(H), and we have a(G, Ii) gg a(H). 
This generalizes Conlon’s result [5] dealing with the case where G is a (2, 2)- 
group and II has order 2. 
SEC'TION 5. BRAUER CHARACTERS XSD ~-COMPLEMENTS 
Reverting to the notation of Section 3, we now make the additional hypo- 
thesis that G admits a p-complement, that is, G contains a subgroup B whose 
index [G : B] is the p-part of [G : 11. We remark that a p-complement 
automatically exists if any one of the following conditions holds: 
i) G has a normal p-Sylow subgroup. 
ii) G is solvable. 
iii) G has a cyclic p-Sylow subgroup, and H # 1. 
The existence of ap-complement in case i) follows from the Schur-Zassenhaus 
Theorem, in case ii) from Hall’s Th eorem, and in case iii) from Burnside’s 
Theorem. 
We shall show here that under suitable hypotheses on Brauer characters, 
the ring a(G, H) is isomorphic to the Green ring a(HB). To begin with, 
define the map p : a(G) + a(HB) by restriction, that is, p[M] = [MHB]. 
This map carries H-split sequences into H-split sequences, thereby inducing 
a map 0 : a(G, H) + a(HB, H). However, since H is a p-Sylow subgroup of 
HB, a sequence of HB-modules is HB-split if and only if it is H-split. 
Therefore a(HB, H) = a(HB), so that restriction of modules induces a ring 
homomorphism 0 : a(G, H) - a(HB). Furthermore, H acts trivially on 
each irreducible HB-module, so a(HB, 1) z a(B, 1). Hence there is a ring 
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homomorphism 0” : a(G, 1) 4 a(B, 1). There is clearly a commutative 
diagram 
I 
I I 
I 1 
(5.1) a(G, H) ~--” -a(HB, H) = n(HB) 
;,(I;, 1) -~ L’f----a(HB, 1) = a(B, 1). 
Our first main result in this section is as follows. 
(5.2) THEOREM. The map 0 is epic if and only if do is epic. Further, 0 is an 
isomorphism if and only if 0, is an isomorphism. 
Proof. Define the modules { V,li : 1 .< tz ;- h, 1 < j :< .<> as in Section 3. 
W’e can use the results of $4 for the semidirect product HB to obtain 
a Z-free basis for a(HB, H). Let {K, ,..., K,] be a full set of irreducible 
B-modules, and set 
Jr, = w~-~‘(KJ~~, I n h, 1 r:. q :-:: t. 
Then the {[M&l} are a Z-free basis for a(HB). (We are using M’ instead of 
M to avoid confusion with the notation of Section 4.) 
Now we note 
s = Z-rank of n(G, l), hs = Z-rank of a(G, H), 
t = Z-rank of a(B, l), ht = Z-rank of a(HB). 
These show at once that if the first assertion in the theorem is true, then so is 
the second assertion. 
To establish the first assertion, we remark first that by (%I), if B is epic 
so is B,, . Suppose conversely that 0, is epic. We shall prove by induction on 
n that each [1lfd,,] lies in the image of 0. Let us compute OIVrLj], which is by 
definition [(Vnj)lHB] viewed as element of a(HB). In order to express this 
element in terms of the symbols ([MJ>, we use the remark at the end of 
Step 1 of the proof of Theorem 4.3. According to the procedure given there, 
we must first find the composition factors of the HB-module (~~plI’~~)ns , 
that is, of (Fi)Ha. If we set 
eo[Fjl = 1 aigi%l in a(B, I), 
,,-I 
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then by the remark referred to above we have (in u(HB)) 
where w+‘S = 0. This [S] is expressible as a sum of terms [M,‘,] with 
1 < II, and thus lies in the image of 0 by the induction hypothesis. The lcft- 
hand expression is also in the image of 0, since it is f3[Pnp1) @,J V,Lj]. ‘Therefore 
C aja[IIZ&] is contained in the image of 8, for eachj. But 0, is epic, and hence 
also each [MI~J is in the image of 0, which completes the proof of the theorem. 
(5.3) c OROLLARY. Suppose G has a uovmal p-Sylow subgroup, and let B 
be up-complement. Then 0 : a(G, H) - a(HB) is an isomorphism. 1~ particular, 
if G is a p-group then a(G, H) g a(H). 
Proof. Since there is a homomorphism G + B, the irreducible G-modules 
coincide with the irreducible B-modules. Thus 0,, is an isomorphism, whence 
so is 0. \Vhen G is a p-group, then of course B = 1. 
In Section 2 we defined i(G, H) to be the additive subgroup of a(G) 
generated by all expressions [M] - [I,] - [N], where 
O+z,-+M+lV+O (5.4) 
is a G-exact sequence. Then i(G, H) is an ideal in a(G), and is the kernel of 
the homomorphism a(G) ---+ a(G, H). We now prove a result reminiscent of 
the long exact cohomology sequence for a pair of spaces. 
(5.5) THEOREM. Zf O,, is an isomorphism, then for any subgroup H’ of H, 
there is a short exact sequence 
0 --+ i(G, H) --L i(G, H’) A i(HB, H’) --+ 0. 
Proof. Since every H-split sequence is also H’-split, the map E is just the 
inclusion of one ideal of a(G) in another. The map X is induced by restriction 
of G-modules to HB. 
Let us show first that AC = 0 that is, h annihilates [n/i] - [I,] - [N] for 
every H-split G-exact sequence (5.4). Th e sequence still is H-split when the 
modules are restricted to HR; but H is a p-Sylow subgroup of HB, and thus 
the restricted sequence is H&split. But then 
in a(HB), as desired. 
We claim next that the kernel of X is contained in the image of E. Let 
481/11/z-6 
236 LWI ASD REINER 
s [Al] - [N] E i(G, H’) C a(G), w h ere M and N are G-modules, and sup- 
pose that A(x) = 0 in a(HB). The hypothesis implies that a(HZ3) s n(G, N), 
which shows that the image of s in u(G, 11) is also zero. Hence s E i(G, H), as 
desired. 
i’inally, we show h is epic. Let -7’ E 1(HB, H’) C a(III?). Since 0 is epic, wc 
may write y -= p(z) for some D E a(G). C’onsider the commutative diagram 
11. I IV 
T t 
a(G, H’) - --i -ta(HB, H’) 
By Theorem 5.2, both maps 01, /3 are isomorphisms. Hence y is also an iso- 
morphism. Now v(y) = 0 implies 
0 = v(4 = y&f), so p(z) = 0. 
Therefore z E ker /1 = i(G, H’), and y m- A(z), so h is epic. This completes 
the proof of the theorem. 
(5.6) COROLLARY. Assume that 8, is an isomorphism. Let &iY, N be G- 
modules having the same Brauer characters, and such that M, N are HB- 
isomorphic. Then for any G-module T, and for 0 ,< k <. h - 1, the G-modules 
have the same Brauer characters. 
Proof. Take W’ = 1 in (5.9, and set x = [M] - [IV] E a(G). Since M 
and N have the same Brauer characters, it follows that the image of x in 
a(G, 1) is zero. Hence w E i(G, 1). Further, since M and N are HB-iso- 
morphic, the map X : i(G, 1) --t i(HB, 1) annihilates x. By Theorem 5.5, we 
conclude that x E i(G, H). Thus [M] = [IV] in a(G, H), and the desired 
result now follows from (3.16) and (3.17). 
(5.7) COROLLARY. Assume tlzat B,, is an isomorphism, and let M, N be a 
pair of G-modules which are (G, H)-projective. If M and N are HB-isomorphic, 
then M and N are G-isomorphic. 
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Proof. By Theorems 2.1 and 5.2, the composition of maps 
k(G, H) -K+ a(G, H) -- a(HB) 
is a monomorphism. The element [Ml-[N] of k(G, H) has zero image in 
a(HB), and thus is zero in K(G, H). This shows that .$!I and K are G-iso- 
morphic, as claimed. 
SECTION 6. THE RING STRUCTURE 
We continue to use the notation of Section 3, but drop the special hypoth- 
eses of Sections 4, 5. Assuming as always that H is a normal cyclic p- 
subgroup of G, we shall show that the ring a(G, H) has no nonzero nilpotent 
elements, and shall investigate its internal structure as an algebra over its 
subring R g a(G, 1). 
Let C be the complex field, and set 
A(G, H) = C cGz a(G, H), K(G, H) = C mz k(G, II). 
Since a(G, H) is %-free, tensoring with C embeds it in the commutative 
finite dimensional C-algebra A(G, H). To show that a(G, H) contains no 
nonzero nilpotent elements, we establish the equivalent assertion that A(G, H) 
is semisimple. 
By Theorem 2.1, the Cartan homomorphism K induces an isomorphism of 
C-algebras: K(G, H) s A(G, H). But we already know from Conlon’s 
extension of results of Green and O’Reilly that K(G, H) is semisimple. 
Indeed, let K’(G, H) be the ideal of K(G, H) spanned by the (G, H’)- 
projective G-modules, where H’ ranges over all proper subgroups of H. Set 
W(G, H) = K(G, H)/K’(G, H). 
Conlon ([3], [4]) showed that there is a ring isomorphism 
K(G, H) z c” W(G, H’), 
H’ 
the sum extending over all subgroups H’ of H. (Conlon’s result reduces to the 
above because His cyclic and normal). Each H’ is also cyclic and normal, so 
by O’Reilly’s theorem [18] it follows that W(G, H’) is semisimple. Hence 
we have proved 
(6.1) THEOREM. The ring a(G, H) contains no nonzero nilpotent elements. 
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As in kction 3, define the subring R of a(G, H) by 
R = 1 Z[F,] z a(G, 1). 
i-1 
For convenience we set V, -= [VJ, where Fl is the l-representation of G. 
Since [1171,] : [FJ v, , we have 
a(G, H) = i2’ Rv, . 
n-1 
For u E a(G, H), write u = O(n) to indicate that zc is expressible as 
u = cY1zj + agvup -- ... + cu,v:, ) a, E R. 
We are going to show that the ring a(G, H) may be obtained by successively 
adjoining to R the elements 
{%~+I ’ k = 0, I (...) e - I]. 
Further, each of these e elements will satisfy a p-th degree equation over the 
preceding extension of R. We begin with a basic lemma. 
(6.2) LEMMA. LetO<<kl<e-l, I -.~r<~~-‘~,n~rpli’+l.Then 
i) For m -p” + 1, 
VW,,% = 
j %+n-I + O(m + n - 2), P f (7, + 1) 
IO(m -i- n - 2), p j (1. 1- 1). 
ii) For I :< m < prc, ZJ,V:, = z’,,, ,r+l + O(m + 11 - 2). 
Proof. Let a E V, , 2, E I/, . Then d’a = w”b = 0, and x acts trivially 
on OJ~~+~~. We may write 
w(a @ 6) = wa @ xh + a (3 wb = (Dl -+ D&a @ b), 
where 
D,(a @ 6) = wa @ xb, D,(a @ b) = a @ wb. 
Since D, and D, commute, this gives 
mm+n--2(a @ 6) = (Dl + DZ)m+n--2(u @ 6). 
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\yhcn 112 z-z p’c r 1 we have m + n ~ 2 = (Y f 1) p”‘, and so 
(D, +- DJ(r+-l)v” (u @ 6) = (Df + n:,“y-1 (u (5, h) 
= (Y + 1) Dy-lD;~I(n (3, h). 
Therefore 
~~+"-~(l-,,~ @ V,) = (Y + l)F, @F, g.g (Y + l)F,, 
so part (i) follows from Lemma 3.5. 
On the other hand, when m < pk we have Dfa = 0, and so 
(D, + Dp)n'-"-z (u @ b) = (D, $ DJnzml (D:'" + D$), (a 0 6) 
= (D, - D,)?,l l D;-'(a @j h) 
= DyW~l(u @ 6). 
Thus CP+“-~(V~ @ V,) s Fr , and we may again use (3.5). This proves the 
lemma. 
Taking k = 0 in case i), we obtain 
iv w-2 + w + 11, 
Z'2Vrtl = ((q, + 11, 
pr(r t- I) 
Pl(r+ 1). 
This shows that 
v22 = v3 + O(2), v23 = Vd + O(3),..., 
vi-1 = VP + O(p - l), v2p = O(p). 
Therefore v2 satisfies a manic p-th degree equation over R, and no lower 
degree equation. Furthermore, we may conclude that 
We shall use this to prove by induction on k and n that 
where 
~7, = WV, 7 up+1 , vpz+l , .. . , v+~+~I, l<k<e. (6.4) 
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We have just established (6.3) for the case k =: 0. lvow let k > 0, and assume 
it true at k - 1 for I :% n & p. Since (6.3) holds at (K -- 1, p), it also holds 
at (k, 1), since the two assertions are identical. It remains to show that if 
(6.3) holds, then also 
By Lemma 6.2 we have 
Hence 
q$rJ = O(pk) * O(np”: + 1) = O((n + I) p”) 
by (6.2ii). Thus the left-hand side of (6.5) contains the right-hand side. To 
prove the reverse inclusion, note that the last equation in (6.6) implies that 
v,,,+~ is contained in the right-hand side of (6.5). Further, by (6.2ii), 
pi’ . v !>1 12D1’,  = vnp’~+m -I- O(npX -+- m -- I), 1 < m & pk, 
and thus also each v,~+,, , 1 G m ,( pk, lies in the righthand side of (6.5). 
This establishes the formula (6.9, and completes the proof of the identity 
(6.3). An immediate consequence is 
(6.7) THEOREM. 7% ring a(G, H) coincides with S, defined in (6.4). 
Therefore a(G, H) may be obtained from R by successively adjoining to R the 
elements 
Each of these elements satsjes a manic p-th degree equation over the preceding 
extension of R, and no lower degree equation. 
It is possible to find the explicit pth degree equation which vDk+r satisfies 
over SI,, and from this to deduce anew that a(G, H) does not contain any 
nonzero nilpotent elements. This calculation becomes somewhat simpler if 
one works instead with the elements {Aj} introduced in Section 3, since it is 
now clear that 
a(G, H) == @A,, A?,+, ..., Ape-l+ll. 
Even so, the calculation is rather complicated, and is closely related to that 
given by O’Reilly in [18]. W e merely record the result which gives the suc- 
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cessive powers of A 2: let 9) E R be the specific element [F(l)], where F’“” is 
defined in Section 3. Then 
A,A,=A,+,-~JA,+~R,-~, 2<ni’p-1, 
A,&, = (1 - y) A, + p4,-1 
In conclusion we make the following remarks. The methods used here 
depend strongly on the assumption that H is a normal cyclic p-subgroup of 
G. We have carried out some preliminary investigations in the case where H 
need not be normal, but is still assumed to be a cyclic p-group. These investi- 
gations suggest that a(G, H) is always Z-free, but so far we have not been 
able to prove this in general. 
There are also some scattered results for noncyclic H, but these are as yet 
too fragmentary to suggest a general theory. In all cases, a crucial role is 
played by the “pushout lemma” (3.5). 
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