From the main equation (ax 2 + bx + c)y n (x) + (dx + e)y n (x) − n((n − 1)a + d)y n (x) = 0, n ∈ Z + , six finite and infinite classes of orthogonal polynomials can be extracted. In this work, first we have a survey on these classes, particularly on finite classes, and their corresponding rational orthogonal polynomials, which are generated by Mobius transform
Introduction
It is known that the Jacobi, Laguerre, Hermite, and Bessel classical orthogonal polynomials are special cases of the polynomial solutions of the differential equation in which a, b, c, d, e are real parameters and n is a positive integer number. So far, extensive researches have been done on this equation [16, 24] . Bochner in 1929 [2] might be the first person who was able to classify the polynomial solutions of (1.1) in the following forms: (i) Jacobi polynomials {P classical orthogonal polynomials can be extracted from the main equation (1.1). Three series of them, as was said, are "infinitely" orthogonal for every n and three other ones, as we have indicated in [13, 14] , are "finitely" orthogonal for limited n. 2) and satisfy the orthogonality relation 
satisfy the orthogonality relation [13, Section 1]
For instance, the polynomial set
is finitely orthogonal with respect to the weight function W 1 (x,202,0
On the other hand, since the Jacobi polynomials have a direct relation with these polynomials, that is,
By replacing (1.9) in (1.6), we can here obtain a new integral relation for the Jacobi polynomials straightforwardly:
The second finite sequence of sextuplet classes, extracted from the main equation (1. 
that satisfies the orthogonality relation
(1.12)
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As was seen in the fifth row of Table 1 .1, these polynomials have a direct relation with the generalized Bessel polynomials [16, 24] , so that their differential equation is a special case of B (α,β) n (x). Of course, it is necessary to point out that the orthogonality relation of the generalized Bessel polynomials has been showed on "unique circle" by Krall and Frink [12] and not on [0,∞) finitely, as we have showed in [13] and relation (1.12) .
Furthermore, we can here prove that the Bessel polynomials have a direct relation with the Laguerre polynomials too, because if the generalized Bessel equation
is considered, then by considering the variable y(x) = x r F(1/x) we have F(x) = x r y(1/x), therefore (1.13) becomes
Now if in this equation we assume that 15) then (1.14) changes to
But on the other hand, it is known that the solution of
can be indicated by the confluent hypergeometric functions [16] g
Hence, by comparing (1.16) and (1.17), one can conclude that
M. Masjed-Jamei and M. Dehghan 219 satisfy (1.13) if and only if r 2 = 0. So, the Bessel polynomials can be represented in terms of the Laguerre polynomials exactly, that is,
n (x) is the Bessel monic polynomials with the components a = 1,
n (x) can be represented by the Laguerre polynomials too, so that we have
This relation is useful to generate a new definite integral relation for the Laguerre polynomials, so that replacing (1.21) in (1.12) yields
Finally, the third finite orthogonal class, extracted from (1.1), is the polynomials set
that is finitely orthogonal with respect to the weight function W
) on (−∞,∞) if and only if q ∈ R, ad − bc > 0 and P > N + 1/2. Because of a special importance, this class was expressed in [14] separately and showed that the Rodrigues representation of this class
has the explicit form
220 Orthogonal polynomials and inverse Laplace transforms that satisfies the orthogonality relation n (x). Moreover, we proved that the finite subclass {I
is orthogonal with respect to the weight function
∞) if and only if p > N + 1 and the orthogonality relation
holds if and only if m,n = 0,1,2,..., N < p − 1. But one of the applications of the finite classes of orthogonal polynomials, which can be important, is to approximate the functions finitely. In other words, under the Dirichlet conditions, one can consider any arbitrary precision degree n = N for approximating the function f (x). For instance, we consider the finite set
which is orthogonal with respect to the weight W
This relation is valid for every values m and n less than 4.
Hence, by noting the mentioned orthogonality relation and considering the members of set A, one can obtain a third-degree polynomial approximation for f (x) as
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(1.30)
It is well known that this approximation is accurate for any arbitrary third-degree polynomial function, but if one wants to consider a precise expansion for an arbitrary polynomial function of degree m, then, for example, we can refer to the relation
which is a basis space for any arbitrary polynomial function of degree m (see [13] ).
Six rational classical orthogonal polynomials
Again, we consider the differential equation (1.1). Clearly one of the main solution of this equation is a polynomial-like P n (x;a,b,c,d,e). In [11] , we have proved that the monic polynomial solution of (1.1) takes the form
in whichP n d e a b c |x shows the form of monic polynomials P n (x;a,b,c,d,e). Now, if the Mobius transform x = pz −1 + q, p = 0, q ∈ R is applied for (1.1), then it eventually changes to the general form
where l 4 , l 3 , l 2 , l 1 , l 0 are real parameters and n is a positive integer number. 
If we assume that [L,U] is the orthogonality interval, then
is the orthogonality relation of rational classical orthogonal polynomials, in which
is the norm square value. There are six cases, corresponding to the main differential equation (2.2), that are orthogonal for some specific values of l 4 , l 3 , l 2 , l 1 , l 0 . As was mentioned, the connection between (1.1) and (2.2) is the Mobius transform x = pz −1 + q for different values of p and q. So, as an example, we here consider the Mobius transform for Jacobi rational polynomials P (α,β)
−n (x). If p = −2, q = 1, is considered, then we define
For instance, n = 0,1,2 in (2.6) gives
Since the orthogonality relation of Jacobi polynomials is known, the orthogonality relation of P (α,β)
−n (x) will be
(2.8)
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The differential equation of y = P (α,β)
−n (x) is a special case of the main equation (2.2) for l 4 
Easily one can apply the Mobius transforms for five other classes of classical orthogonal polynomials. However, note that all differential equations of these transforms must be special cases of the main equation (2.2). For instance, the Laguerre rational orthogonal polynomials L
n (x −1 − 1) satisfy the equation
which is clearly a special case of (2.2), or the equation
is the differential equation of the Hermite rational orthogonal polynomials, defined by
Evaluation of inverse Laplace transform using rational classical orthogonal polynomials
It is known that the Laplace transformation provides a powerful method for analyzing linear systems, however, many physical problems lead to Laplace transforms whose inverses are not readily expressed in terms of tabulated functions. Hence, so far extensive researches have been done on evaluating this matter and its applications. For instance, Chandran [3] has recently computed inverse Laplace transforms of a class of nonrational fractional functions, and Evans and Chung [7] have obtained Laplace transform inversions by applying optimal contours in the complex plane, see also [1] . Also, a classroom note regarding Fourier method for inversion of Laplace transform has been stated by Iqbal in [9] . The problem of inverse two-sided Laplace transform for probability density functions is another topic that has been stated by Tagliani in 1998 [25] .
On the other hand, the problem of numerical inversion of Laplace transform has been studied by several authors. For example, Cunha and Viloche [5] have presented an iterative method for the Numerical inversion of Laplace transform, and Dong [6] has introduced a regularization method for this purpose. In [4] , Crump has used Fourier series approximation (see also [8] in this regard) while Miller and Guy in [15] have used Jacobi polynomials, and Sidi [23] has applied a window function for Laplace transform inversion. Finally, Piessens' works [19, 20] are a good bibliography that one can refer to it for the Laplace transform numerical inversion.
But in cases where the inverse Laplace transform is required for many values of the independent variable, it is convenient to obtain the inverse as a series expansion in terms of a set of linearly independent functions. Procedure based on this idea can be calculated by solving a system of equations that can be reduced to a triangular system if one chooses to use "orthogonal polynomials." Such a method, using orthogonal polynomials, gives an approximate evaluation of the inversion integral using "Gauss quadrature" in the complex plane [17, 18, 21, 22] . Of course, the chief disadvantage of this method is the necessity of finding all roots, real and complex, of a polynomial of high degree, and of the calculation of a set of complex Christoffel numbers [26, page 419] . So, here we would like to insist that the orthogonal polynomials with negative powers are a suitable tool to compute the inverse Laplace transform without any problem in finding the roots of orthogonal polynomials. To reach this goal, we refer to the orthogonality properties introduced in Section 2 and give three basic expansions, as a sample, for Laplace transform inversion.
Inverse Laplace transform using the Jacobi rational orthogonal polynomials P (α,β)
−n (x). We consider the Laplace transform along with its inverse
We can find a solution for the integral equation (3.1) provided that F(s) is known and expandable. By noting the orthogonality relation (2.8), first it is concluded that
Now suppose F(s) satisfies the Dirichlet conditions and
Applying (3.2) to (3.3), the coefficients C n will be
On the other hand, taking inverse transform from (3.3) gives
But according to the definition (2.6), we have
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is the Dirac function. So the special series
is an expansion solution for (3.1). It should be noted that this solution is valid if and only if its definite integrals are convergent and the function F(s) is expandable in (3.3) under the Dirichlet conditions. The function (s + 1) −α s β is in fact a weight distribution for computation of the definite integrals of (3.8) on [0,∞). Hence, if the weight distribution changes, we will reach another expansion to compute the inverse Laplace transform. Next section will show this matter.
Inverse Laplace transform using the Laguerre rational orthogonal polynomials L (α)
−n (x). First, we define the sequence
Now if the expansion
A n s n (3.11) is considered, then by applying (3.10) to (3.11) , the coefficients C n will be
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But on the other hand, we have
So, the special series By noting Section 1, finite rational classical orthogonal polynomials can also be applied for approximate computation of inverse Laplace transform, because one can expand the function F(s) by them finitely, and just some limit conditions impose on their parameters. For example, if we consider the sequence
that satisfies the orthogonality relation 17) provided that q > −1, p > 2N − 1, N = Max{m,n}, then by taking the approximation
and applying (3.17) to (3.18), we have
in which
Hence,
is an approximate solution for the equation
We mention that one can also propound the inversion problem for the negative power polynomials N 
Special examples of Section 3
Example 4.1. We consider a special case of Jacobi rational polynomials for α = 1, β = −1/2. This case is defined as
and called the Chebyshev rational polynomials of first kind [24] . Now by noting the expansion (3.8) suppose, for instance, F(s) = 1/(1 + s). This implies that the integrals of (3.8) are simplified as Note that for the latter integral, we have used the well-known Gauss identity [24] , that is, 
Conclusion
In this paper, first we had a survey on classical orthogonal polynomials, particularly on finite classes, and their corresponding rational orthogonal polynomials. Then we presented some integral relations for Jacobi, Laguerre, and Bessel orthogonal polynomials. Finally, in Section 3, by using the rational classical orthogonal polynomials, we applied a direct approach to compute the inverse Laplace transforms explicitly and presented three basic expansions as a sample. In this way, two practical examples were also given.
