In pattern recognition tasks, we usually do not pay much attention to the arbitrarily chosen training set of a pattern classi er beforehand. This paper proposes several methods for pruning data sets based on graph theory in order to alleviate the redundancy in the original data set whilst retaining the original data structure as far as possible. The 
Introduction
Neural Networks have played a signi cant role in pattern classi cation studies with the rapid development in new computer architectures as well as with advances in vector quantisation networks, Bayesian, or nearest neighbour-based classi ers. In pattern recognition tasks using NNs, normally a large amount of data for training NNs are demanded to generalise the mapping of the input-output relation. This is time consuming. The need for pruning the training data sets is thus desirable, for the sets usually are not chosen with much care and there is therefore a large possibility of containing redundant information in the training phase. Moody and Darken 1] used the centroids of RBF-NNs obtained by k-means clustering algorithm. In an earlier work, k-nearest neighbour(k-NN)-based algorithm 2] was used for the reduction in the size of RBF- NNs 3] . This method, however, involves the estimation of the a posteriori distributions, which is one of common problems in statistical analysis. Graph theory provides a number of ways to solve problems in a variety of disciplines and has also been used for clustering 4] -6]. In a recent paper 7] , a method to the data reduction was proposed, which automatically selects the number of exemplars for each class. In that paper, an MST/SST(Minimal/Shortest Spanning Tree) was used to calculate the density of the patterns in the training data set of k-NN and Learning Vector Quantisation Neural Network(LVQ-NN) classi ers. In this paper, three graph theoretic techniques for data-pruning are proposed and applied to data sets for digit word recognition. It is also proposed that the representative vectors obtained should be suitably chosen to contain \well-balanced" information of the given training data in the present paper. The proposed methods are designed to consider both the hierarchical and non-hierarchical aspects of data sets, and do not require any arduous statistical approximation. In Sections 3 -5, these pruning methods are developed. The performances of the proposed methods in terms of recognition accuracy are demonstrated where used are the two types of NNs, namely, an MLP-NN and an RBF-NN, each of which is well-known and has been successfully employed in pattern recognition tasks. In the experiment, the recognition tasks are performed with di erent sizes of the training/centroid vectors.
The performances are compared with those obtained by the well-known MacQueen's k-means clustering algorithm 8] and LVQ algorithm 9], which can be seen as a natural extension of k-means clustering algorithm.
Formation of the original graph
The graph theoretic data-pruning methods proposed in this paper follows the formation of the pattern vectors into a non-directed tournament graph given below: Provided that we have a pattern set containing N distinct pattern vectors, a non-directed tournament graph G = (X; A) is formed by mapping all the patterns in the pattern set onto vertices of the graph, where X denotes a set of vertices, x 1 ; x 2 ; :::; x N , and A is a collection of links l 1 ; l 2 ; :::; l M , each of which connects a pair of vertices in G. The respective link costs c ij are simply given as the Euclidean distances between the corresponding pairs of vertices, x i and x j : c ij = L X k=1 kx ik ? x jk k 2 2 ; i 6 = j; x i ; x j 2 X; (1) where L is the length of the pattern vectors. An example of a non-directed tournament graph where N = 6 vertices in the graph is illustrated in Fig. 1 . It is plausible to think that the pattern space is limited to the original graph obtained by the training set and therefore that the testing patterns should lie somewhere on the original graph. The three graph theoretic pruning methods to be presented in the subsequent sections di er from each other in their ways of partitioning of the original graph into a certain number of its disjoint sub-graphs. The proposed methods then nd the absolute centre on the respective sub-graphs so obtained, the location of which indicates the minimum distance from any vertex in the sub-graph. In this sense the absolute centre retains a global information of the entire sub-graph. The absolute centre is found by means of half-way property 10] in the present paper. The choice of the number of sub-graphs is also a signi cant factor in that the radius of the sub-graph will be decreased as the number of sub-graphs is increased, i.e., the \covering" of the unknown testing patterns by the absolute centre on each sub-graph would be strengthened. This is considered to a ect largely the recognition performances by the pattern classi ers.
Vertex-Chain Method
The data-pruning method, Vertex-Chain method is based upon the graph-partitioning principle in which the original graph is partitioned into some pairs of sub-graphs so that the distances between a dominant vertex and the remaining vertices in the original graph are evenly distributed. This operation is followed by creating a pair of vertex-chains. The process of creating a pair of vertex-chains is given as follows:
Step 1: Find the dominant vertex given as i-th, (i = 1; 2; :::; p), median vertex of the original graph G, and set the vertex as the \seed" vertex of the vertex-chain, V C 2i?1 .
Comment: The i-th dominant vertex is chosen since it is considered to have the information in the global sense of the hierarchical data structure.
Step 2: Sort the distances between the dominant vertex and all the remaining vertices in G in an ascending order.
Step 3: Set the vertex on the top of the distance list as the seed vertex of the vertexchain, V C 2i .
Comment: The seed vertex is thus chosen as the partitioning point of the original graph. In other words, the risk of losing information by means of graphpartitioning remains to be minimum.
Step 4: For j = 2 to p ? 1, do:
1: If j is even, connect the j-th vertex in the list with the tail of V C 2i?1 .
2: Otherwise, connect it with the tail of V C 2i .
Comment: In this way, the pattern data are distributed evenly on the respective vertex-chains.
In
Step 1 above, i-th median vertex is such a vertex that gives i-th minimum sum of distances between the median vertex and the remaining vertices in the original graph. The dominant vertex may be alternatively given as the absolute centre of the original graph or absolute median(not restricted to a vertex but any point on links), in this paper, however, the i-th median vertex is employed for the computational facility. The process of creating the pair of vertex-chains, V C 1 , V C 2 , is illustrated in Fig. 2 , where 8 vertices in the original graph G.
In the gure, the respective vertices in G, x v ij , (i = 1; 2, j = 1; 2; :::4), are chained to either vertex-chain V C 1 or V C 2 . The numbers in the respective circles indicate the order of the connection in the process. Vertex-Chain method is then summarised as follows:
Step 1: Form the original graph by the procedure described in the previous section.
Step 2: For i = 1 to p, do:
1: Create a pair of vertex-chains, V C 2i?1 and V C 2i . 
List-Splitting Method
In Vertex-Chain method described in the previous section, the partitioning process into subgraphs always begins from the original graph obtained by the procedure described in Section 2.
In contrast to Vertex-Chain method, List-Splitting method pays more attention on the hi-erarchical aspect of the data set in that the original graph is partitioned recursively into its 2 p sub-graphs, where p is the number of the iterations. List-Splitting method enables us to alleviate the computational load for the procedure of nding an absolute centre of the respective sub-graphs by the reduction in the number of vertices in each sub-graph, which is less than or equal to that of Vertex-Chain method. In addition, this consideration would be advantageous in terms of the interpolation performance in that the absolute centres so obtained will contain \higher-density" information of the entire sub-graph than those obtained by Vertex-Chain method. The following is the summary of List-Splitting method:
Step 1: Form the original graph by the procedure described in Section 2.
Step 2: Set initially the original graph as a parent graph.
Step 3: Repeat p times in the following:
1: Partition the parent graph(s) into a pair of its children graphs by List-Splitting procedure.
2: Set the two children graphs as the parent graphs for the next iteration.
Step 4: Form a total of 2 p sub-graphs from the respective children graphs obtained in the previous step.
Step 5: Find an absolute centre on each sub-graph, and convert the 2 p centres into the corresponding representative pattern vectors by the procedure given in Section 6.
In
Step 3 above, the partitioning is done by List-Splitting procedure. The List-Splitting procedure is the process of splitting the distance list of the parent graph into its two parts.
The distance list is a list sorted in an ascending order of distances between the dominant vertex, i.e., the rst median vertex, and the remaining vertices in the parent graph. In the respective parts, the total sum of the order of the distances remains to be as equal as possible.
In other words, it is considered that the sub-graphs obtained by those two parts have similarly \well-balanced" information in terms of equality in the sum of the distances. List-Splitting procedure is given as follows:
Step 1: Find the dominant vertex of the parent graph, which is given as the rst median vertex.
Step 2: Obtain the distance list by sorting the distances between the dominant vertex and all the remaining vertices in the parent graph in an ascending order.
Step 3: For i = 1 to N=2 do: 
SST-Splitting Method
The SST-based techniques have been employed in classi cation tasks 6], 7]. The proposed method described here is considered to take another view of the hierarchical aspect of the data set by the use of an SST of the original graph. SST-Splitting method has some avour of Minimax SST segmentation method which was previously used for image segmentation 11], but in contrast to the algorithm for the SST segmentation, the tree is cut at the minimum link in the process. This is explained as follows: Provided that a testing pattern is lying somewhere on the link of the cutting point and that we chose the link as the link having the largest cost in the tree, the covering of the testing pattern by the absolute centre to be obtained would be relatively weak. This may lead to the poor performance in reference to the interpolation problem similar to that of Vertex-Chain method. In the paper, the link having a minimum link cost is therefore selected as a cutting point of the SST. In the proposed method, the SST is recursively cut into its p(< N) sub-trees and the original graph is correspondingly partitioned into its p sub-graphs according to the vertices in the respective sub-trees. The SST algorithm for the data-pruning task is then given as follows:
Step 1: Form the original graph.
Step 2: Find its SST, and set initially the SST as T max .
1: Search T max in the forest with the largest number of vertices.
Comment: The tree with the largest number of vertices is selected for splitting into further in order to avoid the sparsity in the data structure.
2: Cut T max at the minimum cost link and form its two sub-trees.
Step 4: Partition the original graph into its p sub-graphs, according to the vertices in the sub-trees of the SST obtained in the previous step.
Step 5: For each sub-graph, nd an absolute centre.
Step 6: Convert the p absolute centres into p representative pattern vectors by the procedure described in Section 6. 
Conversion of the absolute centre
In the previous sections, the absolute centre on each sub-graph needs to be subsequently converted into the corresponding representative vector. This is simply done as follows:
Assume that the location of the absolute centre on link(x 1 ; x 2 ) at o set p, where x 
Experimental results
The performances for Japanese digit word recognition are tabulated in Table 3 with an MLP-NN and in Table 4 with an RBF-NN, respectively, and the comparison of the computation time is shown in Fig. 5 . For English digit word recognition, the performances are in Table 1 with an MLP-NN and in Table 2 with an RBF-NN, respectively, and the computation time is in Fig. 4 Table 1 and   Table 2 , the performances in English digit word recognition task using SST-Splitting method are particularly encouraging in comparison with both k-means clustering and LVQ algorithms.
The experiments of LVQ algorithm were performed using LVQ PAK 20] . The initial codebook was obtained using propinit LVQ PAK algorithm, then the respective representative vectors of LVQ algorithms were obtained using LVQ1 after 1000 training steps with the learning rate 0.1. Table 4 : Recognition performance for Japanese digit word recognition with an RBF-NN
