By using representation theory, we reduce the size of the set of possible values for the dimension of the convex hull of all feasible points polytope of an orthogonal array defining integer linear program (ILP). Our results address the conjecture that if this polytope is non-empty, then it is full dimensional within the affine space where all the feasible points of the ILP's linear programming (LP) relaxation lie, raised by Appa et al., [On multi-index assignment polytopes, Linear Algebra and its Applications 416 (23) (2006), 224-241]. In particular, our theoretical results provide a sufficient condition for this polytope to be full dimensional within the LP relaxation affine space when it is non-empty. This sufficient condition implies all the known non-trivial values of the dimension of the (k, s) assignment polytope. However, our results suggest that the conjecture mentioned above may not be true. Finally, we develop a general method for narrowing down the possible values for the dimension of the convex hull of all feasible points of an arbitrary ILP.
Introduction
An integer linear program (ILP) is an optimization problem of the form min c T x subject to: Ax = b, x ∈ Z n ,
where A and B are m 1 × n and m 2 × n constraint matrices, b ∈ R m 1 , d ∈ {R ∪ +∞} m 2 , and c T x is the objective function. Let P
ILP(1) I
be the convex hull of all feasible points of ILP (1) . Then
is a polyhedron and its facets are its dim(P
) − 1 dimensional faces. It is well known that knowing facets of P
greatly decreases the time it takes to solve ILP (1) . However, determining whether a face of P
is a facet requires knowing dim(P
) and determining dim(P
) is a difficult problem in its own right. Next we define orthogonal arrays (OAs).
Definition 1. A λn
s × k array Y whose entries are symbols from {0, . . . , n − 1} is an OA of strength s, 1 ≤ s ≤ k, denoted by OA(λn s , k, n, s), if each of the n s symbol combinations from {0, . . . , n − 1} s appears λ times in every λn s × s subarray of Y. ≥ 4, = 6 n 4 − 6n 2 + 8n − 3 Appa et al. [2] (k, k), ∀k ∈ Z + ≥ 0 0 Appa et al. [1] For λ = 1, an OA(n s , k, n, s) is a (k, s) assignment of order n, see Appa et al. [1] . Let the k j=1 i j n k−j + 1 th entry of x := (x 1 , . . . , x n k ) be the number of times the symbol combination (i 1 , . . . , i k ) ∈ {0, . . . , n − 1} k appears in an OA(λn s , k, n, s). Then, x is called the frequency vector of an OA(λn s , k, n, s) and must be a feasible point of ILP min 0 subject to:
..,i k }\{i j 1 ,...,i js }∈{0,...,n−1} k−s
0 ≤ x r ≤ p max , x r ∈ Z, for r ∈ {1, . . . , n k }, for each {j 1 , . . . , j s } ⊆ {1, . . . , k} and each vector (i j 1 , . . . , i js ) ∈ {0, . . . , n−1} s [8] , where p max ≤ λ is a positive integer computed as in [8] . For λ = 1, ILP (2) is the ILP formulation for the (k, s) assignment problem of order n ((k, s)AP n ) in Appa et al. [1, 2, 3] . For general λ we call the problem that is formulated by ILP (2) the OA(λn s , k, n, s) problem. For λ = 1 the convex hull of all the integer points satisfying the constraints of ILP (2) is called the (k, s) assignment polytope, denoted by P (k,s) n;I [3] and all the feasible points in R n k of the linear programming (LP) relaxation of ILP (2) is called the linear (k, s) assignment polytope and denoted by P (k,s) n [3] . For general λ, we call the corresponding concepts (k, s, λ) orthogonal array polytope denoted by P (k,s,λ) n;I and (k, s, λ) linear orthogonal array polytope denoted by P (k,s,λ) n . In studying the facets of P (k,s) n;I , Appa et al. [1] tabulated Table 1 and conjectured that dim(P (k,s) n;I ) = dim(P (k,s) n ) provided that an integer solution exists. In this paper, we address this conjecture by using representation theory. In particular, we show that the symmetries of the feasible set of this ILP drastically narrows down the number of feasible values of this dimension, where a symmetry of the feasible set of an ILP is a permutation that sends a feasible point to a feasible point. The set of all symmetries of an ILP that preserve the objective function value of each feasible solution is called the symmetry group of the ILP.
We need the following two definitions to locate a subgroup of the symmetry group of ILP (2) and to describe the action of this subgroup on P (k,s) n;I . Definition 2. Two OA(λn s , k, n, s)s are isomorphic if one can be obtained from the other by applying a sequence of permutations (including the identity) to the rows, columns and the elements of {0, . . . , n − 1} within each column [23] .
Next, we define the group of isomorphism operations that act on OA(λn s , k, n, s).
Definition 3. Each of the (n!) k k! operations that involve permuting columns and the elements of {0, . . . , n − 1} within each column is called an isomorphism operation. The set of all isomorphism operations forms a group called the paratopism group [12] .
Let G iso (k, n) be the paratopism group acting on OA(λn s , k, n, s). Then G iso (k, n) is isomorphic to S n ≀ S k [12] , where S n ≀ S k is the wreath product of the symmetric group of degree n and the symmetric group of degree k. The definition of the wreath product of groups can be found in [21] .
The symmetry group G LP of an LP or more generally a semidefinite program is the set of all permutations of its variables that send feasible points to feasible points with the same objective function value [15, 25] . The symmetry group of the LP relaxation of an ILP is contained in the symmetry group of the ILP. Let G LP(2) be the G LP of the LP relaxation of ILP (2) . It is shown in Geyer et al. [15] that
Moreover, for arbitrary permutations h 1 , . . . , h k of the elements of {0, . . . , n − 1}, and an arbitrary permutation g of the elements of {1, . . . , k}, each ((h 1 , . . . , h k ), g) ∈ G iso (k, n) acts on the variables by permuting the entries of the frequency vector x according to
. Throughout the paper, unless otherwise stated, the action of an isomorphic copy of S n ≀ S k or any isomorphic copy of one of its subgroups on a vector in C n k is defined according to equation (3) . For a subgroup G of the symmetry group of an ILP, two solutions x 1 , x 2 of an ILP are called isomorphic with respect to G if there exists some g ∈ G such that g(x 1 ) = x 2 . Margot [18] developed the branch-and-bound with isomorphism pruning algorithm for finding a set of all nonisomorphic solutions of an ILP with respect to a given subgroup G of its symmetry group.
The paper is organized as follows. In Section 2, by following [11] we review the theory of analysis of variance (ANOVA) by using representation theory. In Section 3, we introduce the concept of J-characteristics of a design and provide a set of necessary and sufficient constraints for a design to be an orthogonal array based on the J-characteristics of the design. Moreover, we prove constraints that must be satisfied by the J-characteristics of orthogonal arrays. In Section 4, we use representation theory, ANOVA, and the results of Section 4 to show that the symmetries of P (k,s,λ) n;I drastically decrease the number of all possible values of dim(P (k,s,λ) n;I ). Our main result implies all the values of dim(P (k,s) n;I ) in Table 1 . In Section 5, we develop our theoretical results into a method for narrowing the possible values for the dimension of the convex hull of all feasible points of an ILP with the zero objective function. In Section 6, we summarize the main finding of the paper and discuss a further application of the methods of this paper on an ILP whose feasible set is preserved by a large group of permutations.
ANOVA and the irreducible representations of
We first provide some background material on group representations. When a group G acts on a vector space V over a field F, i.e., there is a homomorphism ρ : G → Aut F (V ) from G into the group of F linear automorphisms of the vector space V , then (by abuse of language) both this homomorphism and each invariant subspace under this action are each called a representation of G [11, 22] . For a representation V of a group G a subspace W of V that is also a representation is called a subrepresentation of V . The representation ρ is called real, complex when F is R, C. A representation ρ : G → Aut F (V ) is an embedding of G/Ker(ρ) as a group of matrices acting on
A representation of a group is called a permutation representation if its action on V can be identified by permutations of a basis of V . Hence, Span(1 n ) and 1 ⊥ n are faithful permutation representations and consequently unitary representations of the group S n , where the action of S n on R n is identified by permutations of the elements in the orthonormal standard basis {e 1 , . . . , e n }. All the representations considered in this paper are permutation representations. The subspace Span(1 n ) is called the trivial representation of S n , where S n acts trivially on this subspace [11] . If a representation of a group ρ : G → Aut F (V ) cannot be further decomposed into invariant subspaces by employing a change of bases, i.e., there exists no subspaces V 1 and
It is well known that the n − 1 dimensional subspace 1 ⊥ n is an irreducible real representation of S n [11] . Two representations W and W ′ of a group G are equivalent if there is a linear map φ :
Let X be an n k × k array and the rows of X consist of each of the distinct n k symbol combinations from {1, . . . , n} k . Let R X be the vector space of all functions from X to R. Then
and the group k i=1 S n acts on the columns of X, where the jth component of
S n permutes the symbols on the jth column of X. ANOVA is a decomposition of R X = (R n ) ⊗k into 2 k mutually orthogonal subspaces [24] . These subspaces can be found by first considering the case k = 1.
For k = 1, R X = R n decomposes into the direct sum of two subspaces that are invariant under the action of S n , i.e.,
we get the following orthogonal decomposition into irreducible invariant subspaces under the action of S n × S n as in pp. 155 of [11] ,
where the values below each subspace is its dimension. By using tensor powers and taking into account multiplicities of each non-equivalent irreducible invariant subspaces that appears in the decomposition, we can rewrite equation (4) as
For general k, using the notation in equation (5), the orthogonal decomposition of R X into irreducible invariant subspaces under the action of
Decomposition (6) is known as the ANOVA decomposition of (R n ) ⊗k [24] . Using a basis that allows the decomposition in (6) 
The generalization of the ANOVA decomposition of (R n ) ⊗k to the ANOVA decomposition of ⊗ k i=1 R n i is straightforward [24] , and each of the 2 k subspaces that appear in this decomposition is an irreducible representation of
J-characteristics
An array D of m rows and k columns with entries from the set {1, . . . , n} is called an m row, k column design. For a given D, let the k j=1 i j n k−j + 1 th entry of x := (x 1 , . . . , x n k ) be the number of times the symbol combination (i 1 , . . . , i k ) ∈ {0, . . . , n − 1} k appears in D. We use the shorthand notation
be the ANOVA decomposition of x(i 1 , . . . , i k ), where Z k = {1, . . . , k}. Then
is the grand mean, and
is the interaction involving the columns in u, where x u (i 1 , . . . , i k ) is a function of the indices in u only. Then J-characteristics in [17] are defined as
By equation (7), we have
and
is the same whether D u is a subset of columns of D or another design D ′ . In fact, for i 1 , . . . , i |u| ∈ u, the n |u| parameter estimates for the interactions involving the columns in u in the k-way layout fixed effects model for x are J x u (i 1 , . . . , i k )/n k [10] . The following lemma from [17] follows from the properties of OAs and the fact that the J-characteristics of a design D are n k times its coordinates with respect to an orthogonal basis that allows the ANOVA decomposition (6). By equation (8), we also have
as the orthogonality of the ANOVA decomposition implies
First, we prove two combinatorial identities needed to prove the next theorem.
Lemma
Now, we use Lemma 2 to prove another combinatorial identity.
Lemma 3. Let k and s be positive integers such that r = k − s ≥ 1. Then
Proof. We use induction on r = k − s. Clearly, the result is true for r = 1. Assume that equation (9) holds for r − 1. Now, we prove equation (9) for r. Then
where the last equality follows from the induction hypothesis and Lemma 2. Now, we can prove the following theorem.
where
Proof. We prove this result by induction on ℓ. For ℓ = 1, by equation (8) and Lemma 1 we have
Now, assume that the result is true for |u| < k and prove it for |u| = k. For |u| = k, by equation (8), Lemma 1, and the induction hypothesis we have
where for |γ| ∈ {s + 1, . . . , k − 1}
Now, by Lemma 3
Using representation theory for finding dim(P
First, we provide the equivalent formulation min 0 subject to:
0 ≤ x r ≤ p max , x r ∈ Z, for r ∈ {1, . . . , n k } of the OA(λn s , k, n, s) problem based on Lemma 1, where p max is computed as in ILP (2) . It is easy to see that the equality constraints of ILP (2) can be obtained as linear combinations of the equality constraints of ILP (11) and vice versa. Moreover, both ILPs have the same inequality constraints. Hence, the LP relaxation feasible sets of ILP (2) and ILP (11) are the same. Consequently, the feasible sets of ILP (2) and ILP (11) are the same and consist of the frequency vectors of all OA(λn s , k, n, s). ILP (2) has s j=0 k j (n − 1) j non-redundant equality constraints [20] . So, the dimensions of the feasible sets of both LPs (2) and (11) are n k − s j=0 k j (n − 1) j , where when we refer to an ILP as an LP we mean the LP relaxation of the ILP.
Let Ax = b be the equality constraints of ILP (11) . Then, clearly the frequency vector x in ILP (11) is in R X = (R n ) ⊗k . Let x be a feasible point of ILP (11) . Let
where 1 is the all 1s column in R n k . Then y ∈ Null(A) as n s /n k 1 is a particular solution of Ax = b. For a vector z and a group G that acts on z by permuting its entries, let Gz be the the orbit of z under the action of G, where
Also, for a set of vectors S let Conv(S) be the convex hull of the vectors in S. Now, the following lemma is used to show that the action of S n ≀ S k on feasible points as described in equations (3) drastically decreases the number of all possible values of dim(Conv((S n ≀ S k )x)).
Lemma 4. If for each feasible point x of ILP (11)
. . , i k ) = 0 for some |u ′ | ≥ s + 1, and for all (i 1 , . . . , i k ), then we must also have
and all feasible points x of ILP (11) , where y = x − λn s /n k 1.
Then the result follows because S n ≀ S k acts transitively on the elements of
while preserving the feasible points of ILP (11).
The following theorem provides all possible feasible values of dim(Conv((S n ≀ S k )x)) for a given feasible point x of ILP (11).
Theorem 2. Let x be a feasible point of ILP (11) , and
Proof. Let y be as in equation (12) . It suffices to show that
First, observe that
S n and the action of
⊗k is defined by permutations of its basis, Span(( k i=1 S n )y) a permutation representation and consequently a unitary representation of k i=1 S n . But by Theorem 2 in Chapter 2B of [11] and Theorems 1 and 2 in [22] every unitary representation of a finite group in a vector space is an orthogonal direct sum of irreducible representations. So, Span((
X must be an orthogonal direct sum of the irreducible subspaces in the decomposition (6) . Hence, if
S n )y) must be orthogonal to at least one of the irreducible invariant subspaces (Span(1 n ))
⊗i in the decomposition (6) for some i ≥ s + 1. This implies that there exists u 1 , . . . u r such that |u j | = s + ℓ j ≤ k and J y u j (i 1 , . . . , i k ) = 0 for all i 1 , . . . , i k and j ∈ {1, . . . , r}.
On the other hand, based on the definition of J x u (i 1 , . . . , i k ) as a function of x it is easy to see that and all feasible points x of ILP (11). Hence, each distinct ℓ j in {ℓ 1 , . . . , ℓ r } reduces
The following corollary is an immediate consequence of Theorem 2.
Corollary 1 implies all the values of dim(P (k,s)
n;I ) with k > s in Table 1 . For each of these cases dim(P (k,s)
) holds in general provided that P (k,s) n;I = ∅. However, Corollary 1 suggests that this conjecture may be false for (n, k, s) = (10, 6, 2). Yet, it is not even known whether dim(P (6, 2) 10;I ) = ∅. Based on the lower bounds for k on the website http://www.math.stonybrook.edu/~tony/whatsnew/column/latin-squaresII-0901/latinII3.html P (6, 2) 10;I is the smallest n, k case for λ = 1, s = 2 in which this conjecture may fail. Moreover, this conjecture can be generalized as dim(P (k,s,λ) n;I ) = dim(P (k,s,λ) n ) whenever P (k,s) n;I = ∅. Next, we provide a counterexample to this generalization that is consistent with Theorem 2. for (8λ)/3 ≤ k ≤ 8λ/2. Theorem 3 in Butler [9] implies that for each
On the other hand, for such k, assuming that P
for odd ℓ ∈ {1, . . . , k − 3}. Moreover, Theorem 3 in Butler [9] is consistent with Theorem 2 as
for even ℓ ∈ {1, . . . , k − 3}.
Generalization to ILPs with equality constraints
In this section, we develop a general method for narrowing the possible values for the dimension of the convex hull of all feasible points of an ILP with the zero objective function. Let c = 0 in ILP (1) and LP (1) be the LP relaxation of ILP (1) . A feasible LP with no redundant constraints and no inequalities satisfied by every feasible x as an equality is said to be in standard form. Since the feasible set of any feasible LP can be made the feasible set of an LP in standard form [15] , WLOG let LP (1) be in standard form. Let P and P I be the feasible set of LP (1) 
where each V i is an irreducible representation of G. Equation (14) can be rewritten as
where each P V i is the orthogonal projection matrix onto V i . Let d i = dim(V i ). Then, given the columns of a |Y | × d i matrix V i as a basis for V i , P V i can be computed as (1). To prove the viability of Method 2 we need the following definition from [15] .
For a set S of vectors, let
Then Lemma 3 in [7] implies that
where the elements of the set {O 1 , . . . , O r } are the orbits of the elements of the standard basis {e 1 , . . . , e n } under the action of H. Let E be the orthogonal projection matrix onto Span(β(O 1 ), . . . , β(O r )) with respect to the standard basis. Then
and the matrix E uniquely identifies Fix H (R n ) [15] . The following method is used within Method 2.
Method 1 Constructing all irreducible real subrepresentations from all irreducible complex sub-
where each is as in equations (14) and (15 
Increment ℓ := ℓ + 1;
end if 8: end for 9: for i := 1 to (r − 1) step 1 do 10:
for j := (i + 1) to r step 1 do 11:
14:
end if 15: end for 16: end for
Theorem 3. Method 1 constructs all irreducible real subrepresentations of a permutation representation from its decomposition into all irreducible complex subrepresentations.
Proof. Let W be an irreducible real representation of a finite group G. Let W C be the representation obtained from W by extending the field of scalars of W to C. Then W C either remains irreducible or decomposes into the direct sum of two irreducible representations of the same dimension [19] . For a permutation representation, this direct sum is necessarily a orthogonal direct sum as permutation representations are unitary. The first for loop in Method 1 finds all irreducible real subrepresentations of the permutation representation R Y each of which remains irreducible when its field of scalars is extended to C. This is done by finding the corresponding real valued orthogonal projection matrices. The double for loop, on the other hand, constructs the orthogonal projection matrices onto each irreducible real subrepresentation of R Y that can be obtained as the direct sum of two irreducible complex subrepresentations of C Y .
To implement Step 3 in Method 2, one can use the randomized algorithm in [4] . This algorithm runs in expected polynomial time. It takes a (desirably small) set of permutation matrices that generate G LP(1) as input.
Step 4 can be implemented by checking whether each element of a basis of V i j is orthogonal to the rows of A.
Theorem 4. No integer other than the integers in the output of Method 2 can be equal to dim(P I ).
Proof. Let F be the feasible set of LP (1), T Fix
, and x 0 be a feasible point of LP(1) and ILP (1). Let
be the orbit of x 0 under the action of G LP(1) on R n and E be the orthogonal projection operator onto Fix G LP(1) (R n ). The matrix of E with respect to the standard basis is E as defined in Method 2 Narrowing the possible values for dim(P I ) for an ILP of form (1) 
′ to be the set of all dimensions of the irreducible representations in Step 5; 7: Set U to be the set of all possible integers that can be obtained as a sum of elements in U ′ ; 8: Output U.
equation (17), where H = G LP (1) . Let β be as in equation (16) . Now, since Ex 0 = β(O x 0 ) is a convex combination of feasible points of LP(1), Ex 0 = β(O x 0 ) is a feasible point of LP(1). Hence, β(O x 0 ) ∈ T Fix G LP (1) . Let x be a feasible point of ILP (1) is an orthogonal direct sum of irreducible invariant subspaces of Row(A) ⊥ .
Discussion
In this article we reveal the underlying representation theory that dictates the results regarding dim(P (k,s) n;I ) in [1, 2, 5, 6, 13, 14] . Then for P (k,s,λ) n;I = ∅ we not only provide a sufficient condition for dim(P 
to be true, we also provide a family of examples with P (k,s,λ) n;I = ∅ such that equation (18) is not valid when this sufficient condition is not satisfied.
Let A and A LP(1) be the affine spaces where the convex hull of all feasible points of ILP (1) and LP (1) lie. Then dim(A) may be smaller than dim(A LP(1) ) due to the integrality constraints. It is far from clear what additional equality constraints are needed to obtain A. For cases in which a large group of permutations preserves the feasible set of the ILP, the representation theory based approach in this paper provides a method to obtain a small collection of candidate sets of equality constraints that correspond to a small set of candidate affine subspaces for A. In particular, when dim(A) < dim(A LP(1) ) we must have (g(v i )) T x = c for i = 1, . . . , r ′ , for all x ∈ A and g ∈ G LP(1) , where {v 1 , . . . , v r ′ } is a basis for one of the irreducible representations of G LP (1) in Row(A) ⊥ and c is some constant in R. Then, (v i − v 1 ) T x = 0 for all x ∈ A and i = 1, . . . , r ′ . Hence, by using representation theory it is possible to generate candidate constraints satisfied by every point of A. Moreover, when the goal is to find a solution instead of finding all non-isomorphic solutions with respect to G LP(1) , A can be assumed to be the affine space where the convex hull of the orbit of a solution x under the action of G LP(1) (the isomorphism class of x with respect to G LP(1) ) lie.
