Many sources of empirical data can be used to evaluate an interface (e.g., time to learn, time to perform benchmark tasks, number of errors on benchmark tasks, answers on questionnaires, comments made in verbal protocols). This paper examines the relative contributions of both quantitative and qualitative data gathered during a usability study. For each usability problem uncovered by this study, we trace each contributing piece of evidence back to its empirical source. For this usability study, the verbal protocol provided the sole source of evidence for more than one third of the most severe problems and more than two thirds of the less severe problems. Thus, although the verbal protocol provided the bulk of the evidence, other sources of data contributed disproportionately to the more critical problems. This work suggests that further research is required to determine the relative value of different forms of empirical evidence.
INTRODUCTION
The design cycle of a user interface consists of two main phases: generation and evaluation. This second phase, evaluation, is critical to the success of a design. Evaluation identifies areas of a design that need refinement. To be effective, evaluation cannot simply answer with a "yes" or "no" (e.g., "the interface is not usable"), but must provide detailed information about why the design does not work as anticipated or, at least, what problems users experience. In addition, evaluation must allow the problems identified to be prioritized for the purely practical reason that available time and resources will almost certainly limit the revision phase. This paper concerns the evaluation phase; more specifically, it examines the contributions of different sources of data collected during an empirical usability test. During such a test, many sources of empirical data can be used in the evaluation. These sources include quantitative data (such as learning time, number of errors, number of steps required) and qualitative data (such as questionnaires and verbal protocol [6, 16, 18, 19] ). This paper compares the relative contributions of data sources to empirical testing and specifically does not compare the relative merits of other forms of usability analysis such as cognitive walkthroughs and heuristic evaluations. Further, not all data sources apply to all situations (e.g., a think-aloud protocol is clearly incompatible with a speech interface).
Other studies have examined the relative value of analytic versus empirical data [2, 3, 10, 12, 13, 14, 21] (though some of their methods have been criticized [8] ). No studies to our knowledge, however, have examined the relative value of the different types of empirical data. This is an important question because effort must be spent to collect and analyze any sort of data, resources are always limited, and choices as to what to collect must often be made. For example, the system will have to be instrumented to collect the users' actions and responses for quantitative performance data (up-front effort before a usability test) and the answers to free-form questionnaires will have to be read to gain the information they hold (analysis effort after the usability test). Which effort will pay off the most? This paper begins to explore this issue and highlights the need for further research in this area.
METHOD

Software Evaluated
We evaluated a graphical interface written to support users of the Coda File System, a distributed file system that supports high availability through the use of both disconnected and weakly connected operation [15, 17, 22] . Disconnected operation allows users to disconnect from the network, to continue to use files from the distributed file system, and to reconnect to the network transparently. Disconnections can occur either voluntarily at the user's request (e.g., when a user takes a laptop on a trip) or involuntarily as a result of a network or server failure. Weakly connected operation allows users to exploit low bandwidth, high latency, expensive, and/or intermittent network connections to propagate changes to and from the shared file system. Experience with the deployed system revealed that, although experienced users found the functionality extremely useful, they continued to be confused by the system's behavior even after months of daily use. To address these problems and to offer users more control over network usage during periods of weak connectivity, we built a graphical user interface, called the CodaConsole [5] . It was this interface that we evaluated in this usability test.
Two pieces of the CodaConsole interface are shown in Figure 1 . View (a) shows the indicator lights. The color of the indicator lights summarizes the status of the subsystem. For example, the two yellow lights, Tokens and Network, indicate that the user's tokens have expired (but no process is currently waiting for tokens) and that the system is operating weakly connected. The two red lights, Space and Task, indicate that the system is low on space and that at least one task is not available for use during disconnected operation. When the user double-clicks on the Task indicator light, the interface will display the Task Information screen shown in view (b). The top section of this window shows the current state of the cache space. The middle section presents a list of all tasks the user has defined. The bottom section shows which tasks the user has hoarded. For each hoarded task, the window shows its current priority (1 being most important) as well as its current availability. The availability of a task is presented in the form of a meter showing the percentage available: the color of the gauge indicates whether it is currently available (green) or not (red).
Participants
We recruited participants from among graduate students in the computer science department at Carnegie Mellon University, the same population of users who had experienced problems using the original deployment of Coda. We defined a novice user as a person who knew little about Coda and had no direct experience with it; we defined an experienced user as a person who had a Coda laptop and had operated disconnected for substantial periods of time over the course of at least a year. We observed three novice users and three experienced users.
Procedure
Each participant began his or her session by completing a background survey. This survey included demographic data as well as usage information regarding UNIX®-based operating systems, AFS, Coda, and the Windows® 95 Briefcase. It covered a total of nine topics and contained 32 individual questions. Most questions were category questions offering between 2 and 8 responses. Many questions included an "other" category as well as a space for them to specify that "other". A few questions asked for further details if the participant responded in the affirmative.
Participants then learned how to provide a verbal protocol. Participants listened to the experimenter giving a verbal protocol while playing the computer game Klondike. Then, the participant practiced giving a verbal protocol while playing Othello on the computer. If, after a few minutes of practice, the participant was thinking aloud and providing detailed reports about their activities and thoughts, the experimenter told the participant that this was exactly what she wanted to see. If the participant was not verbalizing these thoughts, the experimenter waited until the participant appeared to be thinking and then asked the participant what they were thinking to elicit a protocol. After they responded, the experimenter explained that that was the sort of information she was looking for. No subjects needed more than a couple of prompts. During the actual experiment, the experimenter used the standard prompt: "Please keep talking."
Each participant then learned about the interface through an online Tutorial that consisted of 62 individual screens and required approximately one hour. After completing the Tutorial and taking a break, participants proceeded to the Exercise component of the test. Each participant carried out 26 exercises, which we divided into three phases. During Phase I, participants were asked nine basic questions regarding the state of the system. During Phase II, participants completed five realistic tasks using the interface. During Phase III, participants diagnosed twelve realistic problems indicated by the interface.
When participants finished the Exercises portion, they then filled out a brief evaluation questionnaire. This questionnaire covered six topics and contained a total of 21 individual questions. Of these, 9 questions used a 5-choice category scale, 2 questions used a 3-choice category scale, 4 were yes-no questions, and 6 were open-ended questions. All category questions allowed the participant to add additional comments. After completing the questionnaire, participants were given the opportunity to voice further opinions and ask questions of the experimenter.
During the course of the Tutorial and Exercises, the first author observed the participants' progress on monitors in a separate room. An audio recording captured the verbal protocol; videotapes recorded the user's activities as well.
Materials
The questionnaires used in this study were designed after consulting an expert and reviewing the recommendations of survey designers [4, 7] . The version of the survey used during the test represents the result of much iteration and incorporates the suggestions of many individuals.
The Tutorial was designed specifically for the usability test, but the introductory material contained information that had been explained to many new Coda users less formally over the years. The Tutorial formalized this instruction and added information specific to the interface under study.
An experienced Coda user designed the Exercises with realistic tasks in mind. The exercises cover issues that troubled new and experienced Coda users alike.
Measurements
For each participant, we recorded the • time spent on each screen of the Tutorial,
• time required to complete each exercise,
• response to each exercise (e.g., written answer or change in state of interface),
• actions performed on each exercise,
• response to each item on the evaluation survey, and
• verbal protocol recorded during the Tutorial, Exercises and Debriefing.
Data Analysis
These data were used to identify usability problems in a two-step process. This process is illustrated in Figure 2 . The first step analyzes the raw data to identify evidence of usability problems. It is important to note that each source of data may require a different analysis and that not every datum becomes a piece of evidence. The second step analyzes the resulting evidence to identify actual usability problems. Once again, not all pieces of evidence will result in a usability problem. In this section, we describe each analysis and the criteria we used to identify evidence. In the following section, we will discuss the results of these analyses.
We wanted to evaluate the ease with which participants were able to comprehend the material contained in the Tutorial. Many screens of the Tutorial required users not only to read some instructional material, but also to perform some actions. Thus, the time spent on each screen was a combination of comprehending the new material and performing some simple actions. Because all participants were experienced computer users, we assumed they were experts in using a mouse and in typing at the keyboard. To remove the time spent performing the actions (e.g., clicking and typing) required by each screen of the Tutorial, we subtracted the time a Keystroke-Level Model [1] predicted would be required to perform the various actions from the time each user spent on that screen. The time left for each screen now approximates pure comprehension time. To normalize for different length screens, we used reading rate as the primary measure instead of absolute time on each screen. To mitigate the effects of individual variability in reading rates, we calculated each participant's average reading rate and standard deviation over all screens of the Tutorial. We then compared the reading rate exhibited on each individual screen to this average. We identified a difficult screen as one for which the participant's reading rate was at least one standard deviation below their average. If only one person found a screen difficult, we did not record this datum as evidence because the slowness in reading rate might have resulted from a temporary attention lapse, a sneeze, or some other non-repeatable factor unrelated to usability. However, if two or more participants found the same screen difficult, we recorded evidence that participants found the topic covered in that screen difficult to understand.
Next, we evaluated the participants' ability to perform tasks required of Coda users. We compared each participant's response(s) to the Exercises to the correct response(s) for each exercise. We recorded an observation as evidence of a potential problem if two or more users answered an exercise incorrectly, reasoning again that if only one person made an error it may have been for reasons not related to usability.
We were also interested in the efficiency with which participants performed the tasks required of Coda users. We compared the number of actions each participant performed to respond to each exercise with par-the number of actions required by an experienced user (as in the game of golf). Par showed what we believed to be the minimum set of actions required to obtain all the relevant information to answer the questions in the order they were presented. Participants were said to have answered inefficiently if they took more than two times par actions to respond to an exercise. As with the previous measures, evidence was recorded if two or more users answered an exercise inefficiently.
We then examined the participants' responses to the evaluation questionnaire. All negative comments, as judged by the first author, were recorded as evidence. We reasoned that if something about the system was salient enough for a user to remember and comment on in this late phase of the test, it was probably important enough to be considered evidence of a usability problem.
Finally, we transcribed the verbal protocol recorded during the usability test. Our transcripts captured all but those utterances during which the participant read verbatim from a screen of the Tutorial or from an exercise description. Although we transcribed from the audiotapes, we referred to the videotape to clarify the participant's activities at the point of the utterance when necessary. We defined evidence as a notable utterance made by one or more users, such as expressions of surprise or frustration and indications that users were deviating from the expected path. We assigned each piece of evidence a unique identifier and recorded it next to the appropriate utterance(s) in the transcripts. To assist in the task of identifying similar comments made by other users or at other times, we created a hierarchical listing of the comment evidence. Our hierarchy, illustrated in Table 1 , was necessarily based upon our interface. The interface was organized around a set of indicator lights (Control Panel, Tokens, Space, Network, Advice, Hoard Walk, and Task) so our hierarchy contained a category for each indicator light. We added a general category to cover topics related to the interface that did not fall under any indicator. We had a final category for problems identified in the materials used in the study. If an observation applied to multiple areas of the interface or multiple categories, it was reproduced in all applicable areas. This hierarchical listing helped to focus our consideration on the subset of comment evidence within each category, rather than trying to sift through all the comment evidence at every point. We built this hierarchy part way through the analysis when the number of unique comments grew beyond about 75. During our analysis, we examined the transcripts more than once. We found that having seen a detailed comment in one pass helped us to identify a similar, but more subtle, comment on a subsequent pass. 
Results
This section presents a summary of the evidence we gathered from the analyses described in the preceding section. We provide examples to give a flavor of the sort of evidence we collected from each analysis.
Our analysis of the timing data from the Tutorial revealed thirteen pieces of evidence. For example, we observed that five participants found the screen describing event configurations difficult (Tutorial Result #12, [5] ).
Our analysis of the errors participants made resulted in three pieces of evidence. We noted that five users provided incorrect hoard walk advice (Exercise Result #1), that three users could not accurately describe the current space status (Exercise Result #2), and that five users failed to completely define the "fixing bugs" task (Exercise Result #3) [5] .
Our analysis of the participants' efficiency in performing tasks using the interface resulted in 11 pieces of evidence. For example, we found that two users had difficulty finding the events to be configured (Exercise Result #5, [5] ). For this par 3 exercise, one user required 7 actions and the other required 15.
The evaluation questionnaire provided 23 pieces of evidence. For instance, it revealed that users had difficulty finding events in the Event Configuration tab of the Control Panel (Questionnaire Result #5 [5] ). One participant (N1) stated that "some event [s] were not where I expected them"; debriefing revealed that this participant was referring to the difficulty in finding events by their indicator in this window of the interface.
Our analysis of the transcripts of the verbal protocol identified more than 150 pieces of evidence. For example, we observed that many users could not immediately find the location of events in the event configuration tab of the Control Panel (Comment Evidence #17, [5] 
Usability Problems
Using our analyses of the raw data, we looked for a convergence of evidence suggesting a usability problem. For example, some observations used in the previous section (Tutorial Result #12, Exercise Result #5, Questionnaire Result #5, and Comment Evidence #17) and two other pieces of Comment Evidence point to a problem with a particular window of the interface. This problem was documented in a format similar to Dumas and Redish [4] and is shown in Figure 3 .
To assist in the task of finding a convergence of evidence, we expanded our hierarchical listing of the comment evidence to include evidence from other origins. As before, if an observation applied to multiple areas of the interface or multiple categories, it was reproduced in all applicable areas. Once again, this hierarchical listing helped to focus our consideration on the subset of evidence within each category, rather than trying to sift through all the evidence at every point. This technique worked particularly well for finding problems associated with a single screen of the interface. To further identify problems associated with multiple screens, after identifying a particular usability problem, we considered whether it applied only to the current window or whether it applied to other windows as well.
We identified a usability problem if
• two or more sources of evidence suggest a problem,
• two or more users suggest a problem,
• one or more users crash the interface,
• one or more users identify a bug in the interface, or
• one user's evidence suggests a problem and the authors concur.
For the last bullet listed above (evidence from a single user unrelated to a system crash or obvious bug), the authors rated each piece of evidence independently (17 ratings in total), resolved disagreements by consensus, and agreed that 10 problems should be recorded. From the data collected from these six users, we identified a total of 65 separate usability problems.
Classification of Problems
We categorized each usability problem according to its scope and severity [4] . Recommendations: [The following recommendation assumes background knowledge of the CodaConsole interface.] The Event Configuration tab was redesigned during pilot testing. The original design listed all events under a single listbox. One of the early pilot users pointed out that the Event Configuration should include the indicator on which an event will be notified. The remaining users in the study used the redesigned Event Configuration tab. Unfortunately, the redesign introduced the dependency between the indicator and the event. By the end of the pilot testing, it was clear that this was a problem, but the experimenter was reluctant to make further changes so late in pilot testing. The Event Configuration tab needs to be redesigned to address the original suggestion while eliminating the need to know event/indicator pairings. The recommendation is to consider a design that contains a single list of events and a copy of the indicator lights.
Figure 3:
This figure shows a sample usability problem [5] . Each problem documents the observations that identified the problem, explains the problem, and recommends an approach to addressing the problem. omission or bug in the interface (such as one that could easily prevent a participant from completing a task), or that contributed to a participant responding incorrectly to an exercise were also classified as having prevented the task. In general, we found the distinction between these first two severity levels to be problematic. A number of serious problems appear as Severity Level 2 (Significant Delay) by this definition because users did eventually complete the task correctly; however, some of these problems appeared far more frequently than other problems that actually prevented the task because they crashed the interface. Table 2 summarizes these results.
DISCUSSION
While analyzing the data, we realized that the verbal protocol provided the bulk of the evidence. This observation led us to ask three questions:
1. How did each source of evidence contribute to the usability findings?
2. Did problem severity influence this contribution?
3. How much investment did each source of data require?
To explore these questions, we analyzed the origins of the evidence for each of the 65 problems. Table 3 shows this analysis in tabular form indicating the number of problems of each class identified from the various sources of data. This table reveals that the transcripts of the verbal protocol contributed the bulk of the evidence. Of the 65 problems, the verbal protocol provided evidence for 61 of them. Furthermore, 40 of these problems could be identified only in the verbal protocol data, with none of the other sources contributing.
Our second question examined the quality of the contributions made by each source of data. Figure 4 shows the number of problems detected from evidence originating with each source of data. The Tutorial, Exercises, and Questionnaire clearly contributed disproportionately to the more critical (level 1 and 2) problems, but the transcripts almost doubled the number of level 1 problems identified by the test (5 without; 9 with) and nearly quadrupled the number of level 3 problems (7 without; 27 with). These data suggest that the verbal protocol adds valuable contributions to problems at all severity levels, but disproportionately identifies less critical usability problems.
On the other side of the cost/benefit question is the effort required to collect and analyze the data. The costs involved in performing a usability study include preparing for the usability study, performing the usability study, extracting the raw data, analyzing the raw data to identify evidence, and analyzing the evidence to identify usability problems. Some of these costs are required for any usability study and others are required only for certain types of empirical data. This effort will vary greatly as a function of the usability lab set-up and the experience of its personnel, but we offer our experience as one data point.
Preparing for the usability study included writing the on-line Tutorial, preparing the Exercises, preparing the correct answers and the expected actions, and instrumenting the interface to collect the measurements. Of these tasks, only one, the on-line Tutorial, was useful beyond the usability study. That and preparing the Exercises would have been required regardless of the type of empirical data we wanted to collect. To collect the quantitative data for the study, we had to instrument the interface and the Tutorial to collect timing data and to record user's actions. This instrumentation required a few person-days to add the necessary code to the Tcl/TK prototype and to test that the data collected were accurate. Because the data were collected transparently in the background, it did not add to the duration of the usability test itself. For each participant, we required approximately 3-4 hours to extract and post-process (comparing answers and counting actions) the 250 pieces of raw data collected. Analyzing most of the post-processed data was relatively straightforward, simply requiring us to set up a spreadsheet, and required about 10-15 hours. However, the analysis of the Tutorial timing data required substantially more Once all the raw data had been analyzed, we had to organize the resulting evidence and identify usability problems, an effort whose duration increases with the quantity of evidence, not the type of empirical data. The basic form of the organizing hierarchy was built from the first author's intuition of the organization of the evidence, with modifications to the hierarchy occurring out of necessity as the process of organization proceeded. Sorting the evidence into the hierarchy took only slightly more than pure reading time. Analyzing that evidence from the hierarchical framework was also not difficult, but did require a moderate amount of time to document each problem and consider alternative approaches to addressing the problem. Again, this effort increases with the number of problems, but not the type of data.
Given our experience of the costs and benefits of the empirical data we used in this study, we believe that the common wisdom that says "thinking aloud may be the single most valuable usability engineering method" [20, p. 195] is borne out by our data. However, because the more objective performance data and the easier-to-analyze questionnaire data contributed disproportionately to the more severe problems, our data suggest that these are also important sources worth the effort of collecting and analyzing.
An additional advantage to collecting multiple forms of empirical data beyond the accounting presented in this paper is the confidence that arises from seeing a convergence of evidence. When the reading rate indicated that an instructional screen was difficult, the user performed the task it taught well above par, and then commented on how difficult it was both concurrently in the verbal protocol and afterwards on the questionnaire, it becomes indisputable that there is indeed a usability problem.
LIMITATIONS and FUTURE WORK
A limitation of this analysis is that we do not know how many problems we would have identified simply by observing the user without transcribing the verbal protocol and analyzing it. Although we did not maintain complete real-time observations as each participant proceeded through the study, our informal notes suggest that we would have missed critical comments.
This study also does not address whether the identification of these problems, no matter which evidence was used, actually leads to an improvement in the design of an interface. Future research should extend all the way through re-design and re-testing (e.g., [11] ) to deployment.
The most serious limitation of this result is that it arises from just a single usability study. This usability study could be an anomaly. Therefore, further research is required to confirm that this result holds across different experiments, experimenters, and test conditions by observing a variety of usability studies performed by different parties. Further, future studies should collect the detailed data needed to determine the exact cost and benefit of transcribing the verbal protocol. Any future work should also avoid the evaluator effect [9] by including several analysts for each verbal protocol.
CONCLUSIONS
If these further studies show that our results hold across experimenters and usability tests, it suggests that usability analysts trying to improve the design of a system should routinely collect multiple types of empirical data in any usability test. If, however, resources are limited and the primary goal is to identify the most severe problems, our results suggest that collecting performance and questionnaire data should be sufficient. On the other hand, because the verbal protocol had such overwhelming coverage of the problems, it suggests that researchers assessing the predictive power of an analytic technique (e.g., [2, 3, 10, 12, 14, 21] ) might be able to justify collecting only verbal protocol data as evidence for the usability problems predicted by an analysis.
ACKNOWLEDGMENTS
We thank Satya, Jane Siegel, Coda developers and users, the participants in our usability test, and Guerney Hunt for their contributions to and support of this work. We thank the reviewers for their helpful comments and insights. 
