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This thesis investigates the application of the Empirical Mode Decomposition (EMD) and 
Ensemble Empirical Mode Decomposition (EEMD) techniques in de-noising of marine 
seismic data. EMD decomposes the seismic dataset into sub-datasets called Intrinsic Mode 
Functions (IMFs); the sum of these IMFs produces the original seismic data. EMD is a proven 
technique to capture the non-stationarity and non linearity of a signal; therefore, the key idea 
behind EMD is its use as a non-stationary filter. Marine seismic noise, such as swell, cable 
strum, reflected interference, ground roll, and refracted waves, causes non-stationary seismic 
data and represents a major challenge. Therefore, I propose to investigate in this thesis if 
seismic noise can be separated from target reflections by using the EMD/EEMD techniques.  
 
The motivation of this work is to establish a reliable methodology to de-noise seismic data 
using the EMD/EEMD techniques. The main idea is that non-stationarity caused by noise is 
collected in just a few IMFs that do not carry the target (primary) reflections in the seismic 
dataset. The filtered section can be obtained by subtracting these IMFs from the original data 
leading to signal-to-noise enhancement of the data.  In order to benchmark the effectiveness 
of the method I will compare the filtered EMD/EEMD sections to filtered reference sections 
generated using the GeoCluster software propriety to CGGVeritas.   
 
In part, this thesis is an investigation of several suggestions made in the seismic literature that 
EMD may be an efficient method in de-noising seismic reflection data (Battista et al. (2007), 
Bekara and van der Baan, 2009). I shall verify if this is true in a more systematic manner than 
shown before. I shall also suggest some new techniques, such as the use of the EEMD method 
as an improvement to the previously proposed EMD methods. In another part, I attempt to 
improve upon the previously suggested use of the EMD/EEMD methods and propose a new 
application of the method to seismic data that appears more efficient than what has previously 
been suggested. 
 
There are three main chapters in this thesis:  
 





In Chapter 6, I discuss an application of the EMD technique to de-noising of seismic data in 
the time-space ሺݐ െ ݔሻ domain. Both the swell and cable strum noise are addressed. Tests on 
both synthetic and field datasets show that the noise distribute over all the IMFs and EMD 
cannot provide a good separation between the noise and target reflections, this effects is called 
“mixing modes”. This thesis demonstrates, for the first time, that EEMD can provide a better 
decomposition of the seismic dataset, by reducing these mixing modes in the produced IMFs 
between the signal and the noise. The EEMD shows a better ability to discriminate between 
the signal and the noise, but both EMD and EEMD’s accuracy degrades when the signal and 
noise fall in the same frequency bandwidth. However, the main result of this part of my thesis 
is that EEMD is superior to EMD in reducing mixing modes. The remainder of the work is 
therefore carried out with the EEMD rather than the EMD. 
 
In Chapter 7, I investigate the application of EEMD to the de-noising of seismic data in the 
frequency-space ሺ݂ െ ݔሻ domain. Constant-frequency slices of input data are decomposed to 
handle noise such as ambient, random, reflected interference, ground roll and refracted waves 
(Bekara and van der Baan, 2009). This assumes that the data are regularly sampled in space. 
Tests on both synthetic and field dataset show that the ݂ െ ݔ EEMD can provide a 
comparable filtered section compared to other filtering tools available in GeoCluster. 
 
In Chapter 8, I propose a new filtering technique by applying EEMD to constant-time slices to 
target refracted events, reflected interference and swell noise assuming data regularly sampled 
in space. Also for the first time, we demonstrate that this technique can provide an excellent 
separation of the various types of noise.  
 
Application of EMD/EEMD, either on constant-frequency slices (݂ െ ݔ domain) or constant-
time slices (ݐ െ ݔ domain), provided an improved separation of signal and noise compared 
with a trace-by-trace approach in the ݐ െ ݔ domain. The reason is that the decomposition of 
data represented by either constant-frequency or time slices deal with coherent flat and semi-
fat reflection events and senses any spectral variations resulted from adding noise (i.e. random 
and coherent) to these events, while the decomposition of data trace by trace acts like time-
variant filtering, therefore, it is hard for EMD to catch the noise located in the same signal 
bandwidth. 
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The main goal of noise attenuation is to condition the seismic data so that an improved and 
better resolved image can be obtained of the area of investigation. The objective of this thesis 
is to investigate the applicability and reliability of two particular de-noise techniques denoted 
Empirical Mode Decomposition (EMD) and Ensemble Empirical Mode Decomposition 
(EEMD) for de-noising marine seismic data. These methods are relatively new in the signal 
processing literature (Huang, 1998) and EMD has only recently been proposed for seismic 
processing (Battista, 2007 and Bekara, 2009). In this thesis I will investigate the properties of 
the EMD technique and verify the claims made in the signal processing and seismic literature. 
I will apply the EMD and EEMD techniques to synthetic and real data. Finally, I will propose 
a new way of applying EEMD to seismic data de-noising. 
 
This thesis has been carried out in collaboration with the processing and imaging department 
of CGGVeritas, Oslo. I will show how the EMD method has been implemented in the 
processing package Geo Cluster which is proprietary to CGGVeritas and used for commercial 
large-scale seismic processing and imaging. I will compare the results obtained with 
EMD/EEMD de-noising to some of the de-noise methods routinely used in CGGVeritas‟ 
commercial processing projects.  
 
 
1.1 The aim of the thesis 
 
 
Marine seismic data are always contaminated by different types of random and coherent 
noise. Several filtering techniques are available to attenuate the seismic noise and each of 
these has its own range of applicability depending on the many factors characterizing the 
noise (and the signal) present in the data. 
 





The EMD technique, developed by Huang et al. (1998), decomposes the data in time domain 
adaptively into sub-signals. One of its key features is its ability to deal with non-stationarity 
and non-linearity. The sub-signals can capture either the noise or the variation caused by the 
noise. Removing noisy sub-dataset(s) from the original data can lead to an improvement in the 
signal-to-noise level.   
 
In seismic data processing, non-stationarity means that the frequency/wave-number content of 
the signal varies in time/space. For example, an absorptive medium can cause non-stationarity 
in the time dimension by making the frequency content of a seismic pulse a function of path 
length. Steeply hyperbolic, parabolic and linear dipping events in the 𝑡 − 𝑥  domain can also 
produce non-stationary spatial signals in the 𝑓 − 𝑥  domain at a given frequency.   
  
The objective in this thesis is to investigate the ability of the EMD and EEMD techniques as a 
filter to capture the non-stationarity caused by noise and to use these methods to attenuate 
major types of marine noise, such as swell, cable strum, reflected interference, ground roll 
noise and refracted waves. 
 
To start, my work follows the ideas of Battista et al. (2007) in the 𝑡 − 𝑥 domain and Bekara 
and van der Baan (2009) in the 𝑓 − 𝑥 domain. In addition, I then develop a new approach to 
attenuate reflected interference noise in the 𝑡 − 𝑥 domain.  
 
From a commercial point of view it is important to achieve reliable filtered results. Therefore, 
in this thesis, the EMD/EEMD filtered sections are compared to corresponding filtered results 


















Signal-to-noise-ratio enhancement or noise attenuation is a challenging task within seismic 
processing because of the diversity of noise.  In general, seismic noise is divided into two 
types: coherent noise and incoherent noise. Coherent noise can be followed across an 
ensemble of traces and can be predicted due to its distinct pattern; on the other hand, 
incoherent noise also known as random noise or background noise is unpredictable, and does 
not show any regular pattern from one trace to another.  
 
Some examples of marine seismic noise (cf. Fig. 2.1) are: 
o Noise from the ship engines at near offsets. 
o Side-scatter of the source energy. 
o Reflection from other objects like rigs and shorelines with a linear shape. 
o Noise generated by other boats in the surveying area. 
o Swell noise. 
o Cable noise. 
 
Some examples of land seismic noise are: 
o Ground rolls also known as surface waves of Rayleigh type characterized by high 
amplitudes, low frequencies, and low propagation velocity. Because of the dispersive 
character of this type of noise, shallow reflections at short offsets and deeper 
reflections at larger offsets are masked and their waveforms are distorted. 
o Side-scatter of source energy reflected from other objects, being either linear or 
random. 
o Electric noise around 55Hz. 
o High levels of random noise. 





o Linear noise caused by refractions. 
 
In seismic acquisition, reflections are recorded that arise from the interaction between the 
incident wave fields and the in-homogeneities within the Earth‟s subsurface.  The recorded 
seismic data can be represented formally as: 
 
                                                                     y  =  m + n                                                        (2.1) 
 
where  y is the noisy data, m is noise free data, and n represents the noise. The main objective 
of seismic data processing is to recover m. The seismic data is usually contaminated with both 
incoherent and coherent noise.  
 
Sheriff and Geldart (1995) used the term signal to refer to any event on the seismic record 
from which one wishes to obtain information, everything else is noise. Russell et al. (1990) 
defined noise as “anything on the seismic data that does not fit our conceptual model of the 





Figure 2.1: Noise associated with marine surveying (Ocean Bottom Cable (OBC)): (a) Swell noise. 
(b) Ground rolls waves. (c) Cable noise. (d) Interference noise. (e) Refraction and Direct waves. (f) 












2.2 Classification of noise 
 
 
Seismic noise is divided into coherent and incoherent noise.  These two types of noise can 
often be discriminated in the frequency domain. Coherent noise like swell noise is low 
frequency due to rough weather conditions whereas random noise is high frequency due to the 
short radiation path in the near surface (Li and Tang, 2005). This is shown schematically in 
Fig. 2.2 in case of land data. Measuring the noise levels can be done by using different criteria 











Figure 2.2: Typical distribution of signal and noise frequencies in a land seismic record. Seismic 
bandwidth is defined by a combination of signal and noise bandwidths. Coherent noise is low 
frequency whereas random noise is high frequency (re-plotted from Li and Tang (2005)). 
 
2.2.1 Coherent noise 
 
According to Telford, Geldart and Sheriff (1990), coherent noise can be divided into (a) noise 
that travels essentially horizontally and is repeatable (b) noise that reaches the spread more or 
less vertically. The three properties that characterize coherent noise are: coherency, travel 
direction, and repeatability. Coherent noise includes multiples, ghosts, ground rolls, swell, 
surface waves, reflections from near surface structure such as platforms, or buried objects and 
















Coherent noise can be removed by using 𝑓 − 𝑘 filtering techniques, radon transform, and 
𝑓 − 𝑥  projection filters and includes also spatially repeated incoherent random noise due to 
scattering from the surface. 
 
2.2.2 Non-coherent (random) noise  
 
This type of noise is described as spatially random and eventually repeated due to scattering 
from near surface irregularities such as boulders, and small-scale faulting (Telford, Geldart, 
and Sheriff 1990). Random noise caused by wind sharking a geophone or a person walking 
near geophones.   
 
Random noise is nearly always assumed to be a stationary stochastic process uncorrelated 
with the signal and all the coherent noise wave-trains. Its spectral (autocorrelation) function is 
trace-independent to within a scale factor, the variance.  
 
Since non-coherent noise is random in a statistical sense, the sum of n signals will give an 
improvement of the signal-to-noise ratio of   𝑛 (Telford, Geldart, and Sheriff, 1990). Hence, 
the use of multiple receivers (hydrophones) or multiple sources (air guns) will lead to noise 
cancellation. 
 
Random noise is attenuated by trace stacking during seismic data processing. Vertical 
stacking involves combining several records and is extensively used in case of weak surface 
sources.  In marine seismic vertical stacking rarely involves more than 4 records to avoid data 
being too much smeared when stacked. Random noise should be attenuated before stack, 
since most of the high amplitude noise often survives the stacking stage (Telford, Geldart, and 












2.3 Signal-to-noise ratio (SNR) 
 
 
The signal to noise ratio can be estimated for seismic traces inside certain discrete zones or 
windows where the signal is present. In this thesis, I used two approaches to calculate SNR 
for the seismic sections. 
 
The root-mean-square amplitude (RMS amplitude) relates to the average amplitude of a 
seismic trace inside a given time window. This window can either be the entire trace or a 
portion. The formula for the RMS amplitude is as follows: 
 










         (2.2) 
 
where, N is the number of samples inside the selected window or alternatively the entire 
seismic trace, and 𝑥𝑖  is the amplitude of the 𝑖
𝑡𝑕  sample.  
 
The SNR ratio can be estimated inside a window as follows: 
 
𝑹𝑴𝑺 𝒂𝒎𝒑𝒍𝒊𝒕𝒖𝒅𝒆 𝒐𝒇 𝒕𝒉𝒆 𝒔𝒊𝒈𝒏𝒂𝒍
𝑹𝑴𝑺 𝒂𝒎𝒑𝒍𝒊𝒕𝒖𝒅𝒆 𝒐𝒇 𝒕𝒉𝒆 𝒏𝒐𝒊𝒔𝒆
 
    
      (2.3) 
 
The second approach used is implemented in CGGVeritas own processing software. A 
rectangular window (or group of traces) of data is selected. The main assumption is that the 
signal is coherent within adjacent traces while the noise is random, therefore, SNR can be 
estimated as follows: 
 
o The first dataset can be computed by averaging the sum of all the auto correlation 
obtained from each trace. 
o The second dataset can be computed by averaging the sum of all cross correlation for 
all adjacent traces. 





o Compute the amplitude spectrum for both of the datasets by using Fast Fourier 
Transform (FFT). Hence, the amplitude spectrum of the second dataset is considered 
as signal while the amplitude spectrum of the first dataset is considered as signal and 
noise spectra. 
o The noise spectrum is obtained by subtracting the second dataset spectrum from the 
first dataset spectrum. 
 
The reader can be referred to Hatton (1986) for more details. 
 
 
2.4 Noise associated with marine seismic 
 
 
A brief discussion is given. For a wider discussion of noise the reader is referred to Olhovich 
(1964) and Gelius and Westerdal (1997). 
 
2.4.1 Water bottom multiples and Ghost reflection 
 
Multiples result from internal reflections in a layer when the seismic energy is trapped 
between two strong reflectors such as the water layer. Fig. 2.3 shows an example of such 
water bottom multiples. The geometry of a marine seismic acquisition also introduces a 
special type of multiple denoted a ghost. 
 
The source signal will be more or less affected by the source ghost reflection from the sea 
surface which has a reflection coefficient close to (-1) except for rough weather. For example, 
placing the source at a depth of 7.5m, gives notch frequencies at 0, 100, 200, and 300 Hz. 
Hence, the ghost interference is minimized at such a depth. Receiver side ghosts also exist and 
constrain the effective towing depth of the streamer (cf. Fig. 2.4).  De-ghosting techniques 














Figure 2.4: Hydrophone ghost (after CGGVeritas). 
 
 
In case of seafloor seismic, geophones are used as marine sensors and placed directly on the 
sea-bottom (e.g. Ocean Bottom Cable (OBC)). The geophones measure the particle velocity 
field, and are directional sensitive (e.g. sensitive to the direction from which the seismic wave 
is coming). The ghost phase undergoes reversal at the surface but hits the geophone in the 





Figure 2.5: Geophone ghost (after CGGVeritas). 





2.4.2 Swell noise  
 
Swell-noise is large amplitude noise that normally falls within the frequency bandwidth from 
2-15 Hz (cf. Fig. 2.1a). It affects an ensemble of neighboring traces, and can be observed on 
the seismic data as vertical stripes. Generally, swell noise arises from rough weather 
conditions during marine acquisition especially in shallow water.  Elboth et al. (2009) has 
presented two different mechanisms that generate swell-noise: (1) fluid-filled streamers can 
generate a transversal motion called Bulge waves which gives rise to high-amplitude noise up 
to 10 Hz (most modern steamers are able to reduce the Bulge waves); (2) strong pressure 
fluctuations such as: (a) hydrostatic- pressure fluctuations caused by the vertical motion of the 
ocean as a result of strong sea waves, (b) dynamic pressure variations along the surface of the 
streamer that result from the presence of a turbulent layer surrounding it.  
 
2.4.3 Surface waves (Ground roll) 
 
Surface waves are common on land seismic sections, and also in marine seafloor acquisition. 
Surface waves are considered as coherent linear noise with high amplitudes, low frequencies, 
low velocities and of dispersive nature with each frequency component having its own 
propagation velocity (cf. Fig. 2.1b). 
 
There are two types of surface waves:  
 
o Rayleigh waves having a displacement in the inline (𝑥 − 𝑧) plane (cf. Fig. 2.6) and 
representing a combination of P and SV motion.  
o  Love waves resulting from SH waves trapped near the surface, and with a 
displacement being parallel to the cross-line direction (𝑦 𝑎𝑥𝑖𝑠)  as shown in Fig 2.6. 
 
Conventionally, ground roll is removed by using frequency-wave-number (f-k) or frequency-
space (𝑓 − 𝑥) methods (Yilmaz, 2001). However, since the near surface heterogeneities cause 
the ground roll to be scattered in the cross-line direction, these conventional techniques can 
prove to be ineffective since the cross-line scattered ground roll can occupy the same regions 
of  (𝑓 − 𝑘) and (𝑓 − 𝑥) space as the reflected waves needed to be preserved.  






Figure 2.6: Geometry of surface waves propagating in a vertical plane. Rayleigh (P-SV) waves 




2.4.4 Cable noise  
 
Cable noise is also known as cable strum noise and is caused by the motion of the cable 
through the water, wave action, and leakage. It is a very strong coherent noise characterized 
by low-frequency non-linear events. Strum noise is mostly evident on the outer cable. The 
energy of the cable noise increases in shallow water as is also the case for swell noise. A low-
cut filter can be used to remove cable noise from the shot records (cf. Fig. 2.1c). 
 
2.4.5 Seismic interference noise 
 
Seismic interference (SI) noise is caused by another vessel operating nearby to the acquisition 
or obstructions that reflect or diffract the recording energy in the same surveying area. SI 
noise is wide banded, and can often have large amplitudes compared to the subsurface 
reflection data and appears on the seismogram as hyperbolic or umbrella shaped events (cf. 
Fig. 2.1d and Fig 2.7).  
 
By making use of the different move-out behavior of the seismic signal, SI noise can be 
removed by Radon transform, since this noise is mapped into an area that can be muted in the 










Figure 2.7: Seismic interference noise (after CGGVeritas). 
 
 
2.4.6 Refraction and direct wave  
 
Refraction is caused when the energy is trapped along a boundary between rapidly changing 
shallow velocities and then leaks up to the surface. Refracted energy will be recorded as 
straight lines crossing the seismic data. The direct wave travels directly from the source to the 
receiver with the surface (water) layer velocity (cf. Fig. 2.1e).  
 
2.4.7 Ambient disturbance 
 
Ambient noise does not originate from the marine acquisition itself, and usually affects the 
recording data from zero time to 10 ms above the first breaks (cf. Fig 2.1f). It is characterized 
by high frequencies, and always low amplitudes. Examples of ambient noise are lightning, 
rain, wind, power lines, passing vehicles, and marine life. Low pass filtering is used to filter 
ambient noise. 






3. COMMON TECHNIQUES EMPLOYED TO ATTENUATE 
NOISE 
 
Since noise normally contains appreciable energy outside the principal frequency band of the 
signal (cf. Fig 2.2), the use of frequency filtering can be advantageous. Very low-frequency 
components (such as high-energy surface waves rich in low frequencies) may be attenuated 
during the initial recording provided the low frequencies are sufficiently separated from the 
reflection frequencies. However, when the noise spectrum overlaps the signal spectrum 
frequency filtering can be of limited value in improving the record quality.  
 
This chapter will start with an introduction to data sorting and gathering because these 
concepts are important when addressing noise and noise attenuation. 
 
 
3.1 Review of data sorting and gathering 
 
 
Before the actual process of seismic data analysis can start, proper geometry information must 
be established for each trace. This is fairly simple for 2-D marine data, but much more 
complex in case of 3-D.  The parameters defining the geometry information are written in 
each trace header and can be used to select proper subsets of data in the further processing 
(sorting data). Seismic data are normally sorted in the following types of gathers: 
 
3.1.1 A common shot gather gives a continuous subsurface coverage. Figure 3.1 shows 
twelve parallel 2-D seismic lines acquired over a single reflector with each line defined by 
one shot and five receivers. Common shot gathers represent an initial data sorting and these 
shot records can be further processed in early stages of the data analysis. Each shot provides a 
short slice of the sub-surface geology, but the information about the sub-surface geology will 
be distorted since each successive trace comes from a different receiver group offset by a 
different distance from the shot. 





To obtain a continuous offset representation of the sub-surface, data must be sorted in 
Common Mid Point (CMP) gathers. 
 
3.1.2. A common receiver gather represents all traces coming from the same receiver 
group. The common receiver gather is used to isolate problems associated with individual 
receivers. Associating bad traces with a particular receiver may be difficult until common 
receiver gathers are viewed. Figure 3.1 shows all rays recorded at a single receiver due to 
several shots. Common-receiver sorting is mostly used for static corrections in land seismic. 
 
3.1.3 A common midpoint (CMP) gather consists of traces corresponding to a midpoint or 
symmetry point (cf. Fig. 3.1). This type of the sorting is needed to carry out classical velocity 
analysis and NMO correction. After such correction all traces in a CMP are stacked to 
increase the SNR. 
 
 
Common shot gather 
 
Common receiver gather 
 
Common midpoint gather 
 




Acquisition and processing are clearly linked in many ways, not least the resolution of the 
final image we can obtain. The acquired data depends on the locations of the sources and 
those of the receiver. In this high-dimensional space we can visualize, and also process, the 
data in different configurations or sorting domains.  





In these different domains the kinematics of the wave propagation in the earth lead to 
different relationships between the energy returned to the surface across the traces. This can 
be used to our advantage by finding the best data sorting domains for the signal processing. 
The idea used most often is to find the domain in which previously coherent noise becomes 
more random and is this more amenable to random noise attenuation techniques.  
 
As an example, Figure 3.2 shows the same data with different types of sorting. The shear 
waves appear as coherent noise in a receiver (streamer) gather and as random noise in CMP 











Figure 3.2: Different types of sorting for same data. 
 
 
The next section is a review of some commonly used filtering techniques in seismic data 
analysis. These methods are also applied in this thesis when benchmarking the new 
techniques. 
Coherent shear waves Random shear waves 





3.2 Frequency filtering 
 
 
Frequency filtering is a suitable method to remove noise that does not fall in the signal 
frequency band. Example can be low frequency swell noise, and ground roll, or high 
frequency thermal noise. Band pass filtering can be used to remove both low and high 
frequencies from seismic traces. It can be carried out in the frequency domain by using a zero-
phase filter that only change the amplitude spectrum of the original signal. When constructing 
a frequency filter tapering has to be applied at its edges to avoid ringing. Key parameters to 
specify are cut-off frequencies and the slope of the taper.  
 
Example of frequency filters are shown in Fig. 3.3. A low-pass filter with high cut and a high 
pass filter with low cut are just special cases of a band-pass filter. The typical original 
bandwidth of a seismic signal is between 10 - 70 Hz with a dominant frequency around 30 Hz 










In Fig. 3.4, a band-pass filter with frequency corners of 15, 20, 60 and 70 Hz was applied to 
the receiver gather shown at the top containing both low frequency swell noise and ground 
roll, and high frequency ambient noise.   Use of the band-pass filter efficiently removed the 
low-frequency noise as well as the ambient noise. 
a b c 







Figure 3.4: Example from a North Sea Data. Band-pass filtering: (a) Marine receiver gather. (b) 
Band-pass filtered result using frequency corners of 15, 20, 60 and 70 Hz. (c) Difference data. 
 
 
3.3 𝑭 − 𝑿 deconvolution 
 
 
Frequency-space deconvolution is a technique which can remove coherent and random noise 
from seismic traces. It operates in the frequency-space (𝑓 − 𝑥) domain, so each trace is 
Fourier transformed with respect to time. 
 
 
3.3.1 Signal model in 𝑓 − 𝑥 domain 
 
Canales (1984) and Gulunay (1986) describe how a linear event in the 𝑡 − 𝑥 domain can be 
mapped into the 𝑓 − 𝑥 domain of each trace. 
 
Assume a delta-pulse so that a linear event in 𝑡 − 𝑥 domain can be described as: 
a 
c b 





                                                         𝒔 𝒙, 𝒕 =  𝜹(𝒅𝒙 − 𝒕)                                                    (3.1) 
 
where 𝑑 represents the slope or dip. After taking the Fourier Transform, this linear event can 
be described in the 𝑓 − 𝑥 domain as follows: 
 
                                                         𝑺 𝒙,𝒇 =  𝒆𝒊 (𝟐𝝅𝒇)𝒅𝒙                                                     (3.2) 
 
                                       𝑺 𝒙,𝒇 = 𝐜𝐨𝐬 𝟐𝝅𝒇 𝒅𝒙 +  𝒊 𝐬𝐢𝐧⁡(𝟐𝝅𝒇 𝒅𝒙)                                  (3.3) 
 
From Eq. (3.3) it follows that for a simple linear event, this function is periodic in x.  
 
Introduce now sampling along x-axis i.e. 𝑥 = 𝑛 ∆𝑥, where n = 1, 2, 3, …,N, and with N being 
the total number of traces considered: 
 
                                                 𝑺𝒇(𝒏) ≡ 𝑺 𝒙𝒏 ,𝒇 =  𝒆
𝒊 𝟐𝝅𝒇  𝒅 𝒏 𝚫𝒙                                            (3.4) 
 
From Eq. (3.4), it follows that a given trace value 𝑺𝒇 𝒏  can be predicted from its neighboring 
trace through (assuming frequency f constant): 
 
                                                  𝑺𝒇 𝒏 =  𝒂 𝒇  𝑺𝒇 𝒏 − 𝟏 ,   𝒏 ≥ 𝟐                                           (3.5) 
 
where 𝑎 𝑓 =  𝑒(𝑖  2𝜋𝑓   𝑑   ∆𝑥). This recursion is known as an autoregressive (AR) model of 
order 1.  
 
Eq. (3.5) suggests that this event is perfectly predictable with a complex Wiener filter 
(Canales, 1984; Gulunay 1986; Hornbostel, 1991). In practical applications a unit-delay 
predictive filter is applied. Alternatively, one may solve the prediction problem by using an 
AR model (Tufts and Kurmaresan, 1982; Harris and White, 1997). 
 
In case of linear events characterized by non-Dirac pulses and different dips, Eq. (3.2) is 
replaced by:   





𝑺 𝒙,𝒇 =  𝑾𝟏 𝒇 𝒆
𝒊  𝟐𝝅𝒇  𝒅𝟏 𝒙 + 𝑾𝟐 𝒇 𝒆
𝒊  𝟐𝝅𝒇  𝒅𝟐 𝒙 +  … . . + 𝑾𝒏 𝒇  𝒆
𝒊  𝟐𝝅𝒇  𝒅𝒏 𝒙              (3.6) 
 
where 𝑊1 𝑓 , 𝑊2 𝑓 ,… 𝑊𝑛 𝑓  represent the frequency spectra of the linear 𝑡 − 𝑥 events. 
 
Fig. 3.5 shows an example where 𝑓 − 𝑥 deconvolution is used to attenuate interference noise 




Figure 3.5: FX-deconvolution filtering (a) Input data (b) 𝑓 − 𝑥 deconvoluted output (adapted from 
Gulunay et al. 2001). 
 
 
3.3.2 Problems associated with 𝑓 − 𝑥  deconvolution 
 
The 𝑓 − 𝑥 deconvolution can be problematic when handling non-stationary signals (resulting 
for example from dispersion of high frequency and ghost events). To handle this problem a 
short sliding window can be used assuming that the data inside the window are stationary 
(Galbraith, 1991).  
 
Another problem associated with 𝑓 − 𝑥 deconvolution stems from lack of handling non-linear 
seismic events. The 𝑓 − 𝑥 prediction is therefore applied within small windows to ensure that  
a b 





events are locally linear. Each calculated filter is first applied forward and then reversed in 
space, with the result arranged to maintain a symmetrical application. 
 
Short temporal and spatial analysis windows are used in 𝑓 − 𝑥 deconvolution to assume that 
the data within the window are piecewise linear and stationary.  Use of windows lead to some 
failure in the 𝑓 − 𝑥 deconvolution process especially when handing data from a complex 
geology acquired using an irregular geometry. 𝐹 − 𝑥 prediction gives fairly good results for 
random attenuation, but is not amplitude preserving (Canales, 1984). 
 
 
3.3.3 Relevant 𝑓 − 𝑥 deconvolution modules in GeoCluster 
 
The module FXNAT performs random noise attenuation in the 𝑓 − 𝑥 domain without 
affecting spatially coherent events. It can be applied to receiver, shot, and CMP gathers, and 
post stack data. It assumes that the signal is predictable, and the random noise not and it uses 
spatial and temporal blocks which define a sliding window in 2D for each frequency. FXYNA 
is a 3D version of FXNAT which is used to attenuate random noise in the F-XY domain.  
 
The SPARN (Signal Preserving Attenuation of Random Noise) module represents the most 
commonly used 𝑓 − 𝑥 domain filter to attenuate high amplitude noise such as swell-noise and 
random noise. It uses projective filtering techniques that separate the signal (assumed to be 
predictable) from noise (non-predictable) and preserves the signal amplitudes. PRF3D is a 3D 
equivalent of SPARN.  
 
SPARC is the cascaded version of SPARN over the frequency band, and the output from one 
SPARN is fed directly into the input of the next SPARN, so SPARC calls SPARN at each 
frequency step to decrease the computational speed. Fig 3.6 shows an example where SPARC 












   
Figure 3.6: SPARC filtering: (a) Input marine shot gather. (b) Filtered data. (c) Removed swell noise 
(source CGGVeritas).  
 
 
3.4 Frequency-wave number (f-k) filtering  
 
 
F-K filtering is a filtering method used to attenuate linear coherent events. It is based on a 2D 
Fourier transform.  This technique distinguishes between the signal and the noise based on 
their relative apparent velocities. Linear coherent noise is characterized by apparent velocities 
differing significantly from those of the reflection events. Such noise can therefore be 
attenuated by muting in the 𝑓 − 𝑘 domain. Filtering is based on defining a rejection zone 
corresponding to unwanted energy (or apparent velocities). The rejection zone must be neither 
too wide so that it suppresses signal contributions in the pass zone nor too narrow. Hence, 
there must be a smooth transition from the reject zone to the pass zones (i.e. tapering of 
edges). 𝐹 − 𝐾 filtering fails when the apparent velocity range defining the noise significantly 
overlaps those governed by the reflection or when the noise mode exhibits a large amount of 
dispersion. 
 
In GeoCluster, the FKFIL (Frequency-K(Wave-number) FILter) module uses 2D f-k filtering 
to attenuate coherent linear noise either in marine or land data. FKF3D is a 3D version of 
FKFIL which represents FKxKy filtering of acquisition footprint and dipping noise, and is 
commonly used on land data. 
a b c 





3.5 Radon transform 
 
 
Linear Radon transform is known as Tau-P transformation or Slant Stack. It maps the data in 
the time offset domain based on the local slope of events 𝑝 (ray parameter) against their 
intercepts at the time axis 𝜏 (Diebold and Stoffa, 1981). Linear events in the 𝑡 − 𝑥 domain 
such as refracted events, direct wave, sound (air) waves, and ground roll map into points and 
hyperbolic events become ellipses in the 𝜏 − 𝑝 domain. Consequently, removal of specific 
coherent events can be easier. After removing the unwanted parts in the 𝜏 − 𝑝 domain the data 
are transferred back to the 𝑡 − 𝑥 domain employing an inverse Radon transform. 
 
Linear Radon transform can be generalized to hyperbolic or parabolic analyzing windows in 
space and time. These generalized Radon transforms can be used in multiples attenuation, and 
to weaken interference noise. The RAMUR module in GeoCluster does Parabolic Radon 






Figure 3.7: RAMUR filtering: (a) Marine receiver gather. (b) RAMUR result. (c) Removed noise. 
a 
c b 











Time series data such as seismic recordings are often assumed to be stationary and linear at 
least within a given window. Dealing with non-stationarity and non-linearity of the signal is a 
challenge as these effects are obviously linked with the size of this window.  
 
EMD was initially designed for use in combination with the Hilbert transform for detecting 
instantaneous changes in the time frequency content of a temporal signal. The correct 
detection of instantaneous changes in the signal may then reveal anomalies of the object that 
generated such a signal. 
 
The Empirical Mode Decomposition is similar to the Short Time Fourier transform (STFT) 
and the wavelet transform, providing an adaptive decomposition of a signal either in the time 
or frequency domain, capturing the non-stationarity of the input signal. The   main advantage 
of EMD over these alternative techniques is that it gives an automatic decomposition which is 
fully data adaptive, and does not require a presumed set of functions like the wavelet 
transformation. 
 
The EMD method has been applied within several areas of signal processing such as financial 
applications (Huang et al., 2003), fluid dynamics and ocean engineering (Rao, 2008) as well 
as electromagnetic time series analysis (Karagiannis, 2009). Margin-Chagnolleau and 
Baraniuk (1999) were among the first to apply the EMD method trace by trace in the time-
space domain and Battista et al. (2007) have suggested that EMD can be used to remove cable 
strum noise from marine seismic data. 
 
This chapter gives a discussion of the basics of EMD, both from a theoretical as well as a 
practical point of view.  





4.2 Intrinsic Mode Function (IMF) 
 
 
By applying EMD a signal can be decomposed into a set of monocomponent functions called 
Intrinsic Mode Functions (IMFs) (Huang et al., 1998). A monocomponent function indicates 
an oscillating function close to the most common and basic elementary harmonic function. 
Therefore, the IMFs contain frequencies ranging from the highest to the lowest ones of the 
signal presented as amplitude and frequency modulated (AM-FM) signals, where the AM 
carries the envelope and the FM is the constant amplitude variation in frequency and 
calculated using a sifting process. To accomplish this, an IMF must satisfy two conditions (cf. 
Fig.4.1): 
 
1) The number of extrema (local maxima and minima) and the number of zero crossings 
must either equal or differ at most by one.  
 
2) At any point, the mean value of the envelope defined by the local maxima and the 
envelope defined by the local minima is zero. 
 
The first condition is necessary for oscillating data to meet the strict conditions needed to 
calculate the instantaneous frequency that presents the oscillation frequency of a signal at 
certain point of the time (Huang et al., 1998 and 2009). It leads to a narrow-band signal. The 
second condition requires symmetric upper and lower envelopes of an IMF which makes the 
signal ready for modulation as the IMF component is decomposed from the original data 
(Huang et al., 1998, 2005 and 2008). It is quite challenging to find the envelopes because of 
the nonlinear and non-stationary nature of the data. Only a few functions have such 
characteristic envelopes, for example, the constant amplitude sinusoidal function.  
 
Figure 4.1 shows an example of an IMF, where the green curve represents the actual IMF, the 
red line its upper envelope, the blue line its lower envelope, and the black line represents the 
mean of the envelopes. In this case, the IMF has 17 zero crossing and 16 local extrema, and 
the symmetry of the two envelopes leads to their zero mean value.  
 
 





The main idea behind IMF is to separate the data into a slowly varying local mean part and a 
fast varying symmetric oscillatory part, with the latter part becoming the IMF and the local 
mean defining a residue. This residue serves as input for further decomposition, with the 








As an oscillatory mode, the amplitude and frequency of an IMF will vary with time in a way 
which is locally symmetrical and monocomponent. Hence, the instantaneous frequency can be 
calculated in a meaningful way (Huang et al., 2005). 
 
EMD is based on three assumptions: (1) the signal has at least one minimum and one 
maximum (non-monotonic function), (2) the time difference between successive extrema 
defines the characteristic time scale, (3) if there are no extrema but only inflection points, the 
data may be differentiated, then EMD applied and the result obtained by integrating the 
components (Huang et al., 1998). 
 
The characteristic time scales are used to find the intrinsic modes. A signal can be thought of 
as higher-frequencies waves riding upon lower-frequencies carrying waves. Each wave has its 
own characteristic scale. Thus, the features of the original signal are still present in the IMFs 
extracted by EMD because IMFs are created by searching the riding waves. In addition, the 
EMD process can reveal oscillations that are not clearly visible to the human eye in the 
original signal (Huang et al., 1998). 





4.3 Sifting Process for finding the IMF 
 
 
The objective of EMD is to obtain a series of oscillatory-component intrinsic mode functions 
(IMF) representing the input signal. A sifting process is applied to iteratively separate the 
different oscillatory riding components of the signal, starting with the fastest and ending with 
the slowest component. By adding all the IMFs the original signal can be recovered. The three 
assumptions mentioned above must be met before starting this sifting process.  
 
 4.3.1 Finding the first IMF 
 
Finding the first IMF, which presents the fastest (highest) oscillatory mode in the signal, is 
done by using two loops. Denote a sub signal going through a sifting process as hnk(t),where 
the first index is the IMF number, n = 1, 2,…N, and the second index is the iteration number, 
k= 1, 2,…K, of the sifting process (cf. Fig.4.2a). 
 
To find the first IMF of a given signal x(t) follow these steps:  
 
1) Set the initial value h10, equal to the signal x(t) and find the extrema (local maxima and 
local minima points) of the input signal. (cf.fig.4.2a). 
 
2) Connect the maxima with spline functions to form the upper envelope eupper(t) and 
connect the minima with spline functions to form the lower envelope elower(t) (cf.4.2b). 
 
3) The mean of the envelope is now calculated as: 
 
                                                      𝒎𝟏𝟏 𝒕 =
𝒆𝒖𝒑𝒑𝒆𝒓 𝒕  + 𝒆𝒍𝒐𝒘𝒆𝒓 𝒕 
𝟐
                                            (4.1) 
4) Subtract this mean from the input or initial signal: 
                                                      h11 (t) = h10(t) – m11 (t)                                                     (4.2) 
 
Step 1 to 4 is one iteration of the sifting process (cf. Fig. 4.2c).  





In practice this cycle has to be repeated until one or several stopping criteria have been 







Figure 4.2: The procedures of extracting IMFs: (a) the blue curve is the input signal x(t), red circles 
represent the local maxima, and the green squares are local minima. (b) Black line is upper and lower 
envelopes represented by cubic spline interpolation, and the red line is the mean envelope m11(t). (c) 
the blue curve  represents the input signal minus the mean envelop (h11 (t) = x(t) – m11 (t)), and the 
black line is the envelopes. (d) The blue signal is the first IMF (c1 (t)) since it meets the IMF 
requirements.  (e) Blue curve is the input signal minus the first IMF (residual r1(t) = x(t) – c1 (t)), to be 
considered as new input signal. (f) Blue curve is the second IMF (c2 (t)) together with its upper, lower 
















4.3.2 Stopping criteria 
 
The most appropriate and common stopping criteria are designed to avoid over iterating. 
Therefore, common stopping criteria are: 
 
i. To sift until a residual error of a standard deviation between consecutive 
components is met.  
 
If two components from successive iterations are close enough to each other, it is assumed 
that the extracted component represents the actual oscillation mode (Huang et al., 1998). The 
standard deviation between components h1(k-1) and h1k of the first IMF for k number of  
iterations is given by:      
                           
𝑺𝑫 =   










                  (4.3) 
SD must be smaller than a predetermined threshold value 𝜺; a typical value for SD is between 
0.2 and 0.3. The reason for using a threshold 𝜀 is to force the envelope mean signal to zero 
which will guarantee the symmetry of the two envelopes (maxima and minima) and the 
correct relation between the number of zero crossings and number of extremes that define the 
IMFs. The predefined limit should be small enough to let the sifting separate all the 
oscillations but large enough so the sifting does not overwork the signal losing the meaningful 
components. A smaller threshold 𝜀 could lead to over sifting which may inadvertently capture 
some frequencies from the neighboring modes and lead to the mixing of IMF modes. On the 
other hand, larger limits might lead to a too early termination and leave some modes not 
separated (Huang et al., 1998).  
 
However in practice SD is often not a reliable stopping criterion because it does not test or 
check if the IMFs meet the conditions that guarantee robust IMF extraction.   
  
ii. Limiting the maximum numbers of iteration by a predefined value. 
 





Huang et al. (1998) has suggested to stop the iterations when the number of extrema and the 
number of zero crossing are the same or differ by one. An iteration number between 4 and 10 
is normally found to be enough to comply with this condition. 
 
iii. Limiting the amplitude of sifting results by applying a threshold. 
 
Rilling et al. (2002) have suggested a criterion of separating global changes from local 
changes by introducing two thresholds 𝜽𝟏 and 𝜽𝟐, aimed at guaranteeing globally small 
fluctuations in the mean while taking into account locally large excursions. This amounts to 
introducing the mode amplitude m 𝒕 ∶= (𝒆𝒖𝒑𝒑𝒆𝒓 𝒕  −  𝒆𝒍𝒐𝒘𝒆𝒓(𝒕))/𝟐, and the evaluation 
function   𝝈 𝒕 ≔   𝒎(𝒕) 𝜶(𝒕)   so that sifting is iterated until 𝝈 𝒕 <  𝜽𝟏 for some 
prescribed fraction (𝟏 − 𝜶) of the total duration, while 𝝈 𝒕 <  𝜽𝟐 for the remaining fraction. 
One can typically set 𝛂 ≈ 𝟎.𝟎𝟓, 𝛉𝟏  ≈ 𝟎.𝟎𝟓 and 𝛉𝟐  ≈ 𝟏𝟎𝛉𝟏. 
 
In my implementation I use a combination of stopping criterion ii and setting a maximum 
number of allowed iterations. 
  
4.3.3 Continuing sifting 
 
The signal h11 output from the first iteration will typically be tested using the stopping criteria. 
Two possibilities now exist: 
 
I. h11 is not an IMF,  i.e., the stopping criteria have never been met (cf. Fig. 4.2 c).   
In this case, update the input signal h10 in step 1 with h11, and carry out a second iteration by 
repeating steps 2 to 4 (Section 4.3.1). The output from step 4 will now be:  
 
                                               h12 (t) = h11 (t) – m12 (t)                                                           (4.4) 
 
If h12 does not meet the IMF conditions, the iteration process is again repeated until the 
stopping criteria are met after an iteration k (cf. Fig .4.2 d): 
 
                                              h1k  = h1(k-1)  – m1(k)                                                                  (4.5) 





II. The h11 is found to meet the stopping criteria so no further iterations are needed. 
After h11(t) or h1k(t) being confirmed as the first IMF now, let:  
 
                                              h1k = c1(t)                                                                                 (4.6) 
 
c1(t) should contain the finest scale or the shortest period (highest frequency) component of 
the data. Next, subtract c1(t) from the original input signal x(t) (cf. Fig. 4.2 e): 
 
   r1(t) = x(t) – c1 (t)    or     r1(t) = h10(t) – c1 (t)    since    h10(t) = x(t)                                 (4.7) 
 
r1(t) is the residue, and is treated now as new input data as long as it is a non-monotonic 
function, and subject to the same sifting process from step 1 to 4 as described in section 4.3.1. 
Again, an iterative procedure is carried out until the stopping criteria are met and the second 
IMF is found (cf. Fig. 4.2 f): 
 
                                              r2(t) = r1(t) – c2 (t)                                                                    (4.8) 
 
The procedure is repeated for all subsequent rj ‟s resulting in: 
 
                                             rn(t) = rn-1(t) – cn (t)                                                                  (4.9) 
 
with c2 to cn representing the corresponding IMFs of the data. A flow diagram of the EMD 
process is given by Fig. 4.3. The EMD is completed when the last residue, ideally, does not 
contain any extrema points. This means that it is either a constant or a monotonic function. 
The input signal x(t) can be expressed as the sum of the IMFs and the last residue: 
 
                                        𝒙(𝒕) =  𝒄𝒋 𝒕 + 𝒓𝑵
𝑵
𝒋=𝟏
(𝒕)                                                       (4.10) 
 









The first IMF captures the fast oscillation modes while the higher IMFs represent the slower    
oscillation modes. The residual signal reveals the general trend of the time series.  
 
 



























Figure 4.3:  EMD Chart Process. 
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4.3.4 Finding the extrema points 
 
A first-derivative can be used to validate any given test point c to identify local extrema. For a 
given function 𝒇(𝒙), if its derivative 𝒇′ 𝒙 > 0 in some interval range, then the function 𝒇(𝒙) 
is increasing, on other hand, if its derivative 𝒇′ 𝒙 < 0 in some interval range, then the 
function  𝒇(𝒙) is decreasing.  
 
The local minimum, the local maximum, the turning point and the inflection point of a 
function 𝒇(𝒙) can be defined by using a small positive number 𝜀  as follows (cf. Fig. 4.4): 
 
1. If the derivative is negative to the left of the test point 𝒇′ 𝒄 − 𝜺 < 0 and positive to 
the right 𝒇′ 𝒄 + 𝜺 > 0  , then the point 𝑐 is a local minimum. 
 
2. If the derivative is positive to the left of the test point 𝒇′ 𝒄 − 𝜺 > 0 and negative to 
the right 𝒇′ 𝒄 + 𝜺 < 0, then the point c is a local maximum. 
 
3. If 𝒇′ 𝒄 = 𝟎 or 𝒇′ 𝒄  does not exist at a point 𝑐 then 𝑐 is a turning point of  𝒇 𝒙 . 
 
4. If both 𝒇′ 𝒄 + 𝜺  and 𝒇′ 𝒄 − 𝜺  have same sign, then 𝑐 is an inflection point. 
 
5. In any other case, the test point is neither a minimum nor a maximum. 
 
 
Figure 4.4: A point of inflection has a zero gradient, but the point does not represent a maximum or a 
minimum. 





4.4 Problems associated with Empirical Mode decomposition 
  
 
There are several problems associated with the EMD process. In the following the most 
important of these will be addressed. 
 
4.4.1 Problem of end effects  
 
In the EMD algorithm, the construction of the upper and lower envelopes is achieved through 
a cubic spline interpolation of the maxima and minima. Consequently, the mean envelope is 
also a cubic spline with knots defined by the set of extrema locations. However, if one uses 
the cubic spline interpolation, overshoots and undershoots are common. Hence, the resulting 
IMF function does not strictly guarantee symmetric envelopes (Huang et al., 1998). 
 
Such problems occur, when the end points are not extrema causing the spline to swing wildly 
as shown in Fig 4.5.  These effects are not limited to the neighborhood of the end points; they 
could propagate into the interior of the data especially in the low frequency components. It 
needs at least one data point at or beyond each end to stabilize the spline.  This data point is 
an extremum, so we have to predict or extrapolate the sequence of extrema for an extra point 





Figure 4.5: End behavior of cubic spline interpolation.  
 
 





Some solutions to solve this problem: 
 
a. The end effects can be treated by adding characteristic waves to the beginning and the 
end. Since EMD does not necessarily produce orthogonal data, this is not considered a 
problem since in practice the components are orthogonal at a given time (Huang et. al. 
1998 and 2003). 
 
b. The signal can be zero padded to extend it in the beginning and at the end so that the 
IMFs can truncate at a more controlled level. The same could be achieved by 
extending the extrema point vector using a linear spline fitting near the boundaries, 
since ultimately the envelope is calculated from them (Wu and Huang, 2009) (cf. Fig. 
















Figure 4.6: Red point is the determined extrema. The end points are always both maxima and minima 










Figure 4.7: (a) Solving end effects of EMD by using a linear fitting. (b) Upper (red), lower (blue) 
envelope together with mean envelope (black).  
 
 
Fig. 4.7a gives an example where this method creates high artificial extrema at the 
edges of the data, which again will manifests in the envelopes (cf. Fig. 4.7b).     
 
c.  Rilling et al. (2003) has suggested a solution where the extrema take the same value at 
the two end points. The average of the two envelopes will have the same value as the 
signal at the end points which leads to all IMFs starting and ending with zero (cf. Fig. 
4.8).  
 
d. Dating and Schlurmann (2004) have implemented a signal extension procedure by 
adding new maxima and minima to the edge of the signal, which leads to new extrema 
being derived from the original time span of the signal. This ensures that no 
information being added cancels out and that the original data series remain 
















Figure 4.8: Solving end effects using the method proposed by Rilling et al. (2003): (a) One iteration of 
extracting an IMF. (b) Resulting IMFs.    
 
 
4.4.2 Interpolation problems 
 
There are some concerns with interpolating a set of extrema when using different types of 
interpolating functions. To overcome the problem of overshooting of the envelopes, a new 
method has been proposed by Xu et al. (2006) that uses finite element basis functions to 
construct the local mean surface of the data instead of constructing it from the upper and 
lower envelopes. Damerval et al. (2005) used Delaunay triangulation of the extrema, and then 
performed piecewise cubic interpolation on triangles to build extrema envelopes. Linderhed 
(2004 and 2005) discussed some advantages of using Cubic Splines over Piecewise Cubic 
Hermite Interpolation and investigated the issues of proper spline interpolation by using thin-
plate smoothing splines and triangle-based cubic interpolation to generate upper and lower  
a 
b 





envelopes. For sparse data, thin-plate splines were smoother than triangle-based cubic 
interpolation. 
 
4.4.2.1   Piecewise Cubic Hermite Interpolation   
 
One of the most effective interpolation methods is based on piecewise cubic polynomials 
(Lancaster and Salkauskas, 1986).  
 
The polynomial output from this interpolation method, denoted 𝑷 𝒙 , is fully defined by its 
values, and its first derivatives at a given set of points.  
 
The function that satisfies the interpolation conditions on the derivatives are defined as 
Hermite C
1 
interpolants; which are characterized by having continuous first derivatives.  
 
If the derivative values are not given explicitly, then approximations to their values can be 
constructed; a particularly useful property is that in the case of monotonic or piecewise 
monotonic data this may be done in such a way that the resulting interpolation preserves 
monotonicity in the data. As a result, the interpolant does not exhibit unwanted oscillations, 
and is often considered more „visually pleasing‟ than other types of interpolators such as 
cubic splines (De Boor, 2001). 
 
4.4.2.2   Cubic Splines Interpolation 
    
The first derivative 𝑷′(𝒙), of the piecewise cubic function is defined by different formulas on 
either side of a knot (a breaking point) 𝒙𝒌 . Both formulas yield the same value 𝒅𝒌 at the 
knots, so 𝑷′ 𝒙  is continuous. On the kth subinterval, the second derivative 𝑷′′ (𝒙) must be 
continuous and this makes the difference between cubic spline and cubic Hermite. Cubic 
spline has several alternatives based on the boundary conditions: 
 
 Natural Spline: 
 
                                𝑷′′ 𝒙𝟏 = 𝟎  𝒂𝒏𝒅 𝑷
′′ 𝒙𝒎 = 𝟎                                         (4.11) 





 Not-a-knot used if the derivatives of the end points are unknown. The third 
derivatives match at 𝑥1 and   𝑥2 which leads to:  
 
              𝑷𝟏
′′′ 𝒙𝟐 =  𝑷𝟐
′′′ 𝒙𝟐   and  𝑷𝒏−𝟐
′′′  𝒙𝒏−𝟐 =  𝑷𝟐
′′′ 𝒙𝟐                               (4.12)                        
 
By considering a continuous second derivative, this kind of spline makes the interpolating 
function look “nice and smooth” as it crosses over each knot. What is different about the not-
a-knot conditions are that they are forcing the third derivative to also be continuous at both 
the second knot, and at the penultimate knot in the spline. Essentially, by forcing the third 
derivative to also be continuous at these particular knots it is as if those points are no longer 
knots at all. Single cubic segments extend from the first to the third knots, and likewise at the 
right hand end point, this explains the name “not-a-knot” (De Boor, 2001). 
 
Matlab (which I shall be using in one implementation of  the algorithm) uses not-a-knot 
spline, because not-a-knot end conditions form a very good compromise, i.e. well fitting for 
large sets of data types and performing  better than the natural end conditions does.  
 
Fig. 4.9 shows the effects of using linear interpolation, cubic Hermite interpolation, and cubic 
spline interpolation (not-a-knot) on regularly sampled data. The interpolation method clearly 
plays an important role in the sifting process determining the frequency resolution that can be 
achieved. However, in this case the difference between Hermitian and cubic splines 
interpolation are quite marginal. The cubic Hermitian interpolation is a local interpolation 
method in the sense that the corresponding piecewise polynomials depend only on the two 
nearest nodes. This implies that this interpolation method is easier to handle mathematically 
than natural cubic splines. One problem associated with piecewise cubic spline interpolation 




















Figure 4.10:  Interpolation methods applied to sparse data. 
 
 
Figure 4.10 shows the same interpolation methods applied to irregularly spaced and sparse 
data. Clearly, piecewise cubic spline interpolation has introduced artificial local extrema to 
the data. Only linear interpolation and piecewise cubic Hermite interpolation has kept the  
 





original extrema in the data. Consider now a signal with zero values in its middle part 
(between 𝟎.𝟓 < 𝒕 ≤ 𝟏) and which is non-stationary (cf. Fig. 4.11a): 
 
𝒙 𝒕 =     
𝐬𝐢𝐧 𝟐 ∗ 𝟓𝝅𝒕 + 𝐬𝐢𝐧 𝟐 ∗ 𝟏𝟎𝝅𝒕 + 𝐬𝐢𝐧 𝟐 ∗ 𝟐𝟎𝝅𝒕       𝟎 < 𝒕 ≤ 𝟎.𝟓
𝟎                                                                                          𝟎.𝟓 < 𝒕 ≤ 𝟏
𝐬𝐢𝐧 𝟐 ∗ 𝟓𝝅𝒕 + 𝐬𝐢𝐧 𝟐 ∗ 𝟐𝟎𝝅𝒕 + 𝐬𝐢𝐧 𝟐 ∗ 𝟒𝟎𝝅𝒕      𝟏 < 𝒕 ≤ 𝟏.𝟓
  
 
The performance of the cubic spline interpolation and the Hermite interpolation can now be 
compared (cf. Figs. 4.11 b and c). The cubic spline has been able to extract the exact 
frequency for each IMF, but introduces some artificial oscillations in the zero data zones. In 
the Hermite case, the first three IMFs could not capture the correct frequencies compared to 
the spline case, but no artificial oscillations were introduced in the zero data zone compared to 
the cubic spline interpolation.  Using cubic Hermite interpolation gives slower convergence of 
the sifting process and a higher number of IMFs can be found for the same value of the 
stopping criteria. Rilling et al. (2003) suggested that cubic spline was to be preferred to linear 
or polynomial interpolation based on some unreported experiments. In this thesis I will 
employ the not-a-knot cubic spline interpolation. 
 
 
4.4.3 Problem of mixing modes and the Ensemble Empirical Mode Decomposition 
 
Mode missing occurs when two or more different modes of oscillation appear in a single IMF. 
The highest frequency and lowest frequency components of the signal clearly belong to 
different modes of oscillation but in mode mixing they are spread over all extracted IMFs. 
Mode mixing not only causes serious aliasing in any subsequent IMFs, but can cause 
individual IMFs to be devoid of physical meaning (Wu and Huang, 2004). To remedy this, 
Huang et al. (2009) introduced the Ensemble Empirical Mode Decomposition (EEMD), in 
which an ensemble mean is taken over a number of IMFs extracted from multiple applications 
of EMD to the original signal each time with a different white noise addition (cf. Fig. 4.12). It 
was shown in Flandrin et al. (2003) that EMD acts as an adaptive dyadic filter bank (see 
Section 4.6) when decomposing pure Gaussian noise and therefore the principle of EEMD is 
relatively straightforward.  
 





The added white noise will occupy the entire time frequency space and the different parts of 
the signal will automatically be projected onto proper scales of reference established by the 






Figure 4.11: EMD by using different interpolation methods: (a) Input signal. (b)  The IMFs resulted 
from using a piecewise cubic Hermite Interpolation. (c) The IMFs resulted from using a piecewise 
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The individual IMFs are, of course, very noisy but the ensemble mean of a number of 
corresponding IMFs will leave only the signal, as a collection of white noise cancels each 
other out in a time space ensemble mean (Wu and Huang, 2004). However, adding more noise 
to already contaminated signals will not produce cleaner results. The realization of the 
original contaminated noise remains the same over all trials and therefore cannot be 
eliminated through averaging. For this reason, in my EEMD implementation I used noise with 




                                    
 
Figure 4.12: Flow of EEMD. 
 
 
As the number of ensemble members, N, increases, the effect of the noise decreases as 
governed by the well established rule: 
 
                                                       𝜺𝒏 =
𝜺
 𝑵
                                                             (4.13) 
 
where 𝜀 is the amplitude of the added noise and 𝜀𝑛  is the standard deviation of the original 
data and the summation of the IMFs. Figure 4.13 gives an example of mode mixing 
employing a data set consisting of a low frequency wave and two high frequency bursts. Fig. 
4.13 Left: (b)-(e) depicts the IMFs extracted from data which have no guarantee of being 
globally orthogonal, although have been shown to be locally orthogonal (Huang et al., 1998, 








































































Fig. 4.13 Right: (f)-(h) shows the IMF results obtained by applying the EEMD method to the 
same signal. In the EEMD computation random noise with a standard deviation of 25% and 
30 iterations are used as the parameter setting. The two high-frequency components now 
appear in a single IMF opposite to the EMD result. This example is similar to a single-channel 
seismic reflection containing strong low frequency cable strum noise as discussed in Chapter 








                                   Left                                                                                Right 
Figure 4.13: (a) Input signal. Left: the IMFs by using EMD: (b) IMF 1. (c) IMF 2. (d) IMF 3. (e) IMF 
4.  Right: IMFs by using EEMD: (f) IMF 1. (g) IMF 2. (h) IMF 3.  
 
 
4.5 Test examples of EMD 
 
 
This section will demonstrate basic features of EMD starting with simple stationary signals 















4.5.1 Stationary signals 
 
In the first example assume that the input signal x(t) is stationary containing three frequencies 
10 , 20, and 40 Hz  respectively , and with corresponding amplitudes of 1, 1.5, and 2: 
 




Figure 4.14: (a) EMD of a stationary signal containing frequencies 10, 20, 40 Hz, together with its 
first four IMFs. (b) The amplitude spectrum of the different contributions in the left figure.  
 
 
Fig. 4.14 shows how the first IMF captures the highest frequency of the signal (40 Hz), the 
second IMF the second highest frequency (20 Hz), and the third IMF the lowest frequency (10 
Hz). In this example all three frequencies were well separated apart and the EMD works well 
with few iterations. In the next example a signal consisting of three closer frequencies (10, 12 
and 15Hz) is considered:  
 










Figure 4.15: (a) EMD of a stationary signal consisting of frequencies 10, 12 and 15 Hz, together with 
its first four IMFs. (b) The amplitude spectrum of each signal from the left panel. 
 
 
In this case, EMD needs more iterations (i.e. 60) for IMF 1 to capture the highest frequency of 
the signal compared to 8 iterations in the previous example.  This example illustrates that the 
IMF modes start to mix frequencies since they are now closer in value (cf. Fig. 4.15). The 
EMD needs over-sampled data so that instantaneous frequencies can be determined. This 
example illustrates a real problem that frequencies too close to each other cannot be separated 
quite well. Also, the correspondence between IMFs and physical components is not 
guaranteed (Huang et al., 1998 and 2003).   
 
4.5.2 Non-stationary signals 
 
 Consider now the following non-stationary signal x(t): 
 
𝒙 𝒕 =   
𝒔𝒊𝒏 𝟐 ∗ 𝟐𝟎𝝅𝒕 + 𝒔𝒊𝒏 𝟐 ∗ 𝟒𝟎𝝅𝒕 + 𝒔𝒊𝒏 𝟐 ∗ 𝟖𝟎𝝅𝒕 ,         𝟎 < 𝒕 ≤ 𝟎.𝟐𝟓
𝒔𝒊𝒏 𝟐 ∗ 𝟐𝟎𝝅𝒕 +  𝒔𝒊𝒏 𝟐 ∗ 𝟖𝟎𝝅𝒕 ,                                  𝟎.𝟐𝟓 < 𝒕 ≤ 𝟎.𝟓𝟎
𝒔𝒊𝒏 𝟐 ∗ 𝟐𝟎𝝅𝒕 + 𝒔𝒊𝒏 𝟐 ∗ 𝟖𝟎𝝅𝒕 + 𝒔𝒊𝒏 𝟐 ∗ 𝟏𝟔𝟎𝝅𝒕 ,    𝟎.𝟓 < 𝒕 ≤ 𝟎.𝟕𝟓
  
a b 







Figure 4.16: (a) STFT amplitude spectrum of the input signal.  (b) IMFs of the non-stationary signal. 
 
 
The frequency content of the signal is now changing with time (cf. Fig. 4.16). The highest 
frequency of the first two third of the signal is 80 𝐻𝑧, while the last third of the signal has the 
highest frequency of 160 𝐻𝑧. As shown in Fig 4.16a, the short time Fourier transform (STFT) 
gives a clear idea of how the signal frequencies change with time. Ideally, the first IMF 
should then capture the following signal: 
 
𝑰𝑴𝑭 𝟏 =         
𝒔𝒊𝒏 𝟐 ∗ 𝟖𝟎𝝅𝒕 ,               𝟎 < 𝒕 ≤ 𝟎.𝟓𝟎
𝒔𝒊𝒏 𝟐 ∗ 𝟏𝟔𝟎𝝅𝒕 ,    𝟎.𝟓𝟎 < 𝒕 ≤ 𝟎.𝟕𝟓
  
 
It follows from Fig.4.16b that the first IMF has been able to capture the highest frequency in 
each part of the signal. Fig. 4.17 shows the 9 iterations needed to extract the first IMF of the 
signal (see also its amplitude spectrum in Fig. 4.18). However, there are some distortions 





































Fig. 4.18: STFT amplitude spectrum of the first IMF. 
 
 
Ideally, the second IMF should represent the following sub-signal (cf. Fig. 4.19): 
 
𝑰𝑴𝑭 𝟐 =  
𝒔𝒊𝒏 𝟐 ∗ 𝟒𝟎𝝅𝒕 ,            𝟎 < 𝒕 ≤ 𝟎.𝟐𝟓
  𝒔𝒊𝒏 𝟐 ∗ 𝟐𝟎𝝅𝒕 ,      𝟎.𝟐𝟓 < 𝒕 ≤ 𝟎.𝟓𝟎
  𝒔𝒊𝒏 𝟐 ∗ 𝟖𝟎𝝅𝒕 ,      𝟎.𝟓𝟎 < 𝒕 ≤ 𝟎.𝟕𝟓
  
 
We see in Fig.4.16b that the second IMF has captured the middle frequencies of each part of 
the input signal. Again distortions are observed where frequencies change. Figure 4.20 shows 




Figure 4.19: STFT amplitude spectrum of the second IMF. 
 




























Finally the third IMF component should ideally capture the lowest frequencies in the input 
signal (cf. Fig. 4.21) and Fig. 4.22 shows the three iterations needed for IMF 3:  
 
𝑰𝑴𝑭 𝟑 =  
𝒔𝒊𝒏 𝟐 ∗ 𝟐𝟎𝝅𝒕 ,           𝟎 < 𝒕 ≤ 𝟎.𝟐𝟓
   𝟎,                              𝟎.𝟐𝟓 < 𝒕 ≤ 𝟎.𝟓𝟎





















This is also the case as can be seen from Fig 4.16b (again with distortion introduced at each 
frequency stepping). Fig. 4.23 shows the remaining part of the signal after extracting the first 




Figure 4.23: The residual after extracting the first three IMFs. 
 
 
4.5.3 Non-stationary sweep signal 
 
Consider a non-stationary signal constructed as the sum of a sweep and linear trend where the 
frequency is changing linearly with time as shown by its amplitude spectrum (cf. Fig. 4.24). 




Figure 4.24: (a) Non-stationary signal constructed as the sum of a sweep and linear trend. (b) 
Amplitude spectrum (STFT) of the signal. 
a b 





The first IMF output from EMD is essentially the same as the sweep signal since it is 
continuously frequency modulated, and therefore, EMD cannot decompose it into separate 
IMFs (cf. Fig. 4.25a). The second IMF represents the linear trend added to the sweep signal 
(cf. Fig. 4.25b).  This example of a synthetic signal application demonstrates the potential of 




Figure 4.25: EMD results of the sweep signal. (a) IMF 1 is a sweep signal. (b) IMF 2 is a linear 
trend.   
 
 
4.6  EMD of Gaussian white noise 
 
 
In digital signal processing a low pass filter can be used to attenuate the high frequencies in 
the signal. Flandrin et al. (2004) have described the characteristics of EMD in case of a 










Fig. 4.26 shows an example of EMD applied to Gaussian white noise. It is clear that the first 
IMF has captured the highest frequencies and the last IMF has captured the lowest frequency 
of the signal. Treating these IMFs as a dyadic filter bank, one notices that the first IMF 
reflects the filtering characteristic of a high-pass filter, while the middle IMFs act similar to a 
band-pass filter, where as the last IMF has low-pass filter characteristics. It is interesting to 
notice that the center frequency of the first IMF is almost double that of the second IMF, and 
furthermore, the cutoff frequencies of these filters are decreased based on the power of two, 





Figure 4.26: EMD of Gaussian white noise (a) Gaussian white noise with EMD results. (b) Amplitude 
spectra of the Gaussian white noise, and its IMFs. 
b 
a 





4.7 Improving IMFs by using EEMD 
 
 
Removing a certain IMF from the signal corresponds to passing the signal through a filter. 
Since the first IMFs capture the highest frequencies in the signal, removing them can be 
considered as passing the signal through a low-pass filter, where only the high frequencies are 
attenuated. The most critical point is to decide which IMFs to be keep, and which IMFs to 
remove from the signal. It is clear from the Gaussian noise example in the previous section 
that the white noise appears in all IMFs, and that it is hard to remove it by removing just one 
specific IMF. 
 
Consider a signal consisting of three sine waves: 
 
x(t) = sin(2*10𝝅𝒕) + 1.5* sin(2*20𝝅𝒕) + 2* sin(2*40𝝅𝒕) 
 
Gaussian noise is now added to this signal, and EMD applied to it. The calculated IMFs are 
shown in Fig. 4.27a and it is clear that the first two IMFs capture most of the Gaussian noise 
while following three IMFs (i.e. 3, 4 and 5) capture most of the 40, 20, and 10 Hz sine waves 
in order with smaller amounts of Gaussian noise (cf. Fig. 4.27b). By comparing IMF 3, 4 and 
5 to the noise-free IMFs shown in Fig. 4.14, the Gaussian noise has caused some mode 
mixing and EMD was not able to extract the exact frequencies of the sine waves. However, 
removing the first two IMFs will attenuate most of the Gaussian noise in this signal. 
 
To further improve the decomposition of the same input signal, EEMD was implemented by 
using a SD of 30% and 10 ensembles (cf. Fig. 4.27c). Indeed, EEMD has generated several 
narrow band IMFs compared to EMD and has also led to better discrimination between 











                           a) EMD results  
 
b) Amplitude spectrum of input and IMFs 3-5. 
 
                         c) EEMD results 
 
d) Amplitude spectrum of input and IMFs 3-5. 
 






     Input and IMFs: 3,          4 and     5.        
  Input and IMFs: 3,          4 and     5.        












The EMD technique has been presented in Chapter 4. The process suggested for extracting 
IMFs is a unique one as introduced by Huang et al. (1998).  However, the challenge comes 
from solving the practical problems associated with a numerical implementation. Chapter 4 
discussed some of these problems such as handling end effects, stabilizing the spline fitting of 
the extrema, and avoiding mode mixing. 
 
Many attempts to improve EMD can be found in the literature. However, one main challenge 
is that EMD is an empirical method by nature. Chen et al. (2006) introduced an innovative 
method using B-splines avoiding the use of upper and lower envelopes. Frei and Osorio 
(2006) also introduced a new method of non-linear and non-stationary time series analysis 
that finds the mean of the signal without use of extrema envelopes. It generates basis 
functions similar to the IMF, but without iteration. Battista et al. (2007) introduced a method 
of solving the mixing mode problem associated with seismic data decomposition in the time-
offset domain (cf. Chapter 6).   
 
Several codes exist to perform EMD. Examples are the ones of Rilling et al. (2002), and Wu 
(2010) with the latter providing both EEMD and 2-D EMD Matlab codes.  Battista et al. 
(2007) have modified the code of Rilling‟s and used it as a starting point for their work within 
seismic de-noising in the 𝑓 − 𝑥  domain. Bekara et al. (2009) give no details about their EMD 
code, or how it is applied for de-noising seismic data in the 𝑓 − 𝑥  domain.   
 
In this thesis, Wu‟s EMD code (2010) has been modified to handle seismic data 
decomposition in both 𝑡 − 𝑥  and 𝑓 − 𝑥 domains. 





5.2 Review of Wu’s code 
 
 
The starting point of this work is the code of Wu (2010). The algorithm makes use of two 
while loops as described in Chapter 4. The actual Matlab code can be written as:  
 
Max_imf_numbers = log2(length (x(t))) -1; 
xend = input_signal 
current _imf  = 1 
while current_imf  < =  Max_imf_numbers 
           xstart = xend 
           current_iteration =  1 
           while current_iteration  < =  Max_iterations 
                     [location_maxima, value_maxima] = find_local_ maxima ( xstart) 
                     [location_ minima, value_ minima] = find_local_ minima ( xstart) 
                     maxima_envelope = spline (location_maxima, value_maxima) 
                     minima _envelope = spline (location_ minima, value_ minima) 
                     mean_envelope  = (maxima_envelope + minima _envelope) / 2 
                     xstart =  xstart – mean_envelope  
                    current_iteration = current_iteration + 1 
           end while   % end iteration loop 
  save imfs = xstart    
  xend = xend – xstart                  % xstart is an IMF, and xend is a residual   
 current_imf = current_imf  + 1 
end while % end IMFs loop 
EMD_IMFS = [imfs, xend] 
 
The overall effect of the decomposition is to extract the highest frequencies from the input 
signal.   As the number of produced IMFs must be an integer, therefore the program relates 
has related the number of IMFs to the length of the input signal x(t) as follows:  
 





                           IMF numbers = 𝒍𝒐𝒈𝟐 𝒍𝒆𝒏𝒈𝒕𝒉 𝑿((𝒕  −  𝟏                                            (5.1) 
 
On the other hand, relating IMFs to the length of the signal is advantageous when handling 2-
D data such as seismic. This ensures that the same number of IMFs is obtained for all input 
traces. 
 
Some disadvantages exist associated with this algorithm: 
 
o It does not check whether the input signal is monotonic or not. 
o No clear stopping criterion has been specified. 
o It does not check for IMF conditions.  
o A fixed number of iterations (i.e. 10) is used for maximum iterations.  
 
Kizhner et al. (2004) and Magrin-Chagnolleau (2002) have modified the EMD algorithm by 
suggesting a combined condition where the iteration is stopped either when the IMF is found, 
or when the maximum number of iterations is being reached as specified by the user.  
 
By following this idea, the inner while loop in the algorithm is modified as follows: 
 
            while current_iteration  < =  Max_iterations 
                     [location_maxima, value_maxima] = find_local_ maxima ( xstart) 
                     [location_ minima, value_ minima] = find_local_ minima ( xstart) 
                     maxima_envelope = spline (location_maxima, value_maxima) 
                     minima _envelope = spline (location_ minima, value_ minima) 
                     mean_envelope  = (maxima_envelope + minima _envelope) / 2 
                     xstart =  xstart – mean_envelope 
                     if  xstart is an IMF 
                         exit from inner while loop 
                     else 
                        current_iteration = current_iteration + 1 
                     end if 
           end while   % end iteration loop 





5.3 EMD implementation used in this thesis 
 
 
5.3.1 Modified EMD Algorithm  
 
 
I modified Wu‟s code to meet the IMF conditions before the program exit from the inner loop. 
Three stopping criteria have been combined to ensure the efficiency of the IMF output: 
 
o Check for the two IMF conditions (cf. Chapter 4). 
o Check that the normalized squared difference between two successive iterations 
must be smaller than a predetermined value such as 0.2 (cf. Chapter 4) (small 
value of 0.0000001 is added to the denominator to avoid zero division).  
o Allow a high number of maximum iterations (i.e. 1000), as suggested by Battista 
in his code (2007) (1000 instead of 10). 
o Check whether the input signal is monotonic or not, to save decomposition time. 
 
The first criterion must be true in combination with one of the two that follows. This ensures 
that an IMF has the same numbers of zero-crossing and extrema, and if the squared difference 
condition is not met after max number of iterations, the algorithm will save the current IMF 
and move to the next (see Appendix A).   
 
Also, the following ideas have been included when writing the EMD Matlab code (cf. Chapter 
4):  
o The not-a-knot spline has been used (Matlab function “spline”).  
o To find the local extrema and numbers of zero crossing, I use the same approach 
as in the Rilling (2003), and Battista (2007) codes based on the first derivative of 
the signal.    
o Handling end effects of upper and lower envelopes has been done using the Wu 
(2010) approach (a combination of linear extension based on the two neighboring 
extrema was used in conjunction of the end point value). 
 
Taking into account this set of stopping criteria, the inner while loop will now look like: 





                        SD =  1 ,  Max_iterations = 1000                 
           while       (xstart is not IMF)    AND 
                                             [ ( SD > 0.2 )  OR (current_iteration  < =  Max_iterations)] 
                     [location_maxima, value_maxima] = find_local_ maxima ( xstart) 
                     [location_ minima, value_ minima] = find_local_ minima ( xstart) 
                     maxima_envelope = spline (location_maxima, value_maxima) 
                     minima _envelope = spline (location_ minima, value_ minima) 
                     mean_envelope  = (maxima_envelope + minima _envelope) / 2 
                     xprev = xstart 
                     xstart =  xstart – mean_envelope 
                     SD =  sum (xperv - xstart)^2 / (sum{(xprev)^2}) 
                        current_iteration = current_iteration + 1 
           end while   % end iteration loop 
 
In addition to the Matlab code, I implemented the EMD technique as a module within 
CGGVeritas‟ GeoCluster software. The programming language was Fortran 90 (see Appendix 
B). This implementation followed closely the Matlab algorithm but a periodic cubic spline 
was used since the GeoCluster library did not provide a not-a-knot spline function (this is left 





To implement the EEMD another loop is added to iterate over the number of ensembles (Wu 
2010). The main computational steps are as follows: 
 
o Add white noise to target data.  
o Decompose the data with added white noise into IMFs. 
o Repeat the previous two steps for the chosen number of ensemble iterations. 
o For a given IMF, compute the ensemble mean as the final result. 
 
The EMD algorithm is modified as follows to include ensemble averaging (EEMD): 





Max_imf_numbers = log2(length (X(t))) -1; 
max_ensemble_numbers = 10 
for ensemble_number = 1 to  max_ensemble_numbers 
        input_signal = input_signal + random white noise 
        xend = input_signal 
        current _imf  = 1 
  while  current_imf  < =  Max_imf_numbers 
           xstart = xend 
           current_iteration =  1 
                        SD =  1  
                        Max_iterations = 1000                 
           while       (xstart is not IMF)    AND 
                                             [ ( SD > 0.2 )  OR (current_iteration  < =  Max_iterations)] 
                     [location_maxima, value_maxima] = find_local_ maxima ( xstart) 
                     [location_ minima, value_ minima] = find_local_ minima ( xstart) 
                     maxima_envelope = spline (location_maxima, value_maxima) 
                     minima _envelope = spline (location_ minima, value_ minima) 
                     mean_envelope  = (maxima_envelope + minima _envelope) / 2 
                    xprev = xstart 
                     xstart =  xstart – mean_envelope 
                    SD =  sum (xperv - xstart)^2 / (sum{(xprev)^2}) 
                    current_iteration = current_iteration + 1 
           end  while                             % end iteration loop 
  save imfs = xstart    
  xend = xend – xstart                  % xstart is an IMF, and xend is a residual   
  current_imf = current_imf  + 1 
  end while                                     % end IMFs loop 
  EMD_IMFS = [imfs, xend] 
  ENDFOR                                       % end ensemble numbers loop            
  EEMD = EMD_IMFS / max_ensemble_numbers 
 






6. APPLICATION OF EMD IN DE-NOISING SEISMIC DATA 





In general, any energy interfering with the desired signal can be considered as noise. 
Separating signal from noise based on temporal and spatial analyses is an important step in 
seismic data processing. The frequency content of seismic traces varies with time due to the 
fact that the earth is a non-stationary medium causing attenuation of the seismic waves as they 
propagate through the medium. It is therefore important to apply techniques which can handle 
the non-stationarity and non-linear effects in the seismic data. 
 
Several methods already exist to improve the temporal and spectral resolution, such as 
windowed Fourier transform, wavelet transform, and Matching Pursuit Decomposition. 
Empirical Mode Decomposition (EMD) is an alternative de-noise technique that can handle 
non-stationarity.  
 
Flandrin et al. (2004) have shown that EMD acts essentially as a dyadic filter bank resembling 
those involved in wavelet decomposition by using a numerical experiment based on fractional 
Gaussian noise (cf. Chapter 4).   
 
Jeng et al. (2007) applied EMD to reduce noise observed in electro-magnetic (EM) data. 
Bekara and van der Baan (2009) used EMD to reduce the random and coherent noise on 
seismic data in the frequency-space domain by eliminating the fastest oscillations. Further 
general improvements of the method have also been reported during recent years (Wu and 
Huang, 2009).  
 
 





This chapter discusses the application of EMD to de-noise seismic data in the time-space 
domain based on the idea proposed by Battista et al. (2007). The main type of noise addressed 
is cable strum and swell noise. To investigate the technique a synthetic shot gather was 
generated including real swell noise and a real seismic trace example is then also considered.  
 
 
6.2 EMD/EEMD de-noising in the 𝒕 − 𝒙 domain 
 
 
Margin-Chagnolleau and Baraniuk (1999) were among the first to apply the EMD method 
trace by trace in the time-space domain and demonstrating its potential in de-noising of 
seismic data.   
 
Battista et al. (2007) have applied and shown that EMD can be used to remove cable strum 
noise from marine seismic data, and they compared their results with frequency filtering 
techniques in the Fourier domain. I apply my EMD code to the same marine seismic data and 
this produces the IMFs shown in Fig. 6.1. 
 
Battista et al. (2007) found that the EMD clearly exhibits some weakness in separating weak 
trends from strong trends, and mixing modes between the noise and signal were present in 
some IMFs as shown in Fig. 6.1. This particularly occurs when the signal contains strong, low 
frequency components with weak, higher frequency components riding along.  
 
They also showed that this problem is caused by spline fitting between two extrema separated 
by a large distance, as a result the missing points lead to artificial extrema (cf. Fig 6.2). As a 
consequence a weaker signal riding on the trend cannot see any change in the slope (i.e. peaks 



























Figure 6.1: IMFs obtained for a seismic reflection data containing strong, low frequency cable strum. 




Figure 6.2: Effects of strong trends on the EMD as function of sample numbers. (Top) Example of 
how the mean spline can stray from a signal in the presence of a strong trend caused by lack of 
extrema. (Bottom) Results of Battista’s routine that finds the missing extrema to properly constrain 
the mean spline (Adapted from Battista et. al., 2007). 





The problem is caused by spline fitting between two extrema separated by a large distance, 
since the missing points lead to artificial extrema as a result (cf. Fig 6.2). As a consequence a 
weaker signal riding on the trend cannot see any change in the slope which again can lead to 
loosing the local extrema on the trend.   
 
They suggested a solution by fitting the portion suffering of this problem with a third order 
polynomial that is subtracted before locating the extrema. In addition, the effect of an 
artificial false trend is minimized by using well-constrained mean splines. This solution leads 
to IMFs with narrower bandwidths than before and consequently to better filtered results, as 
can be seen from Fig. 6.3.  This figure shows the filtering results before (cf. Fig. 6.3b), and 
after (cf. Fig. 6.3c) correction; we see that after correcting for strong trends EMD,  
decomposition is able to remove all cable strum noise efficiently.   
 
 
a) Original data 
 
 
b)Output  before solving the effects of strong 
trends 
 
c) Output  after solving the effects of strong 
trends 
 
d) Attenuated noise after solving the effects of 
strong trends 
 
Figure 6.3: Single-channel seismic reflection data containing strong, low frequency cable strum and 









Huang and Wu (2009) addressed a better solution for the mixing mode problem and 
introduced the Ensemble Empirical Mode decomposition EEMD that reduces spectral 
leakage. EEMD cleverly uses noise perturbations to force the EMD algorithm to explore all 
the frequencies while not adding too much noise so as to push the EMD algorithm into the 
spectral leak.  Spectral and temporal pre-whitening techniques are commonly used in 
deconvolution. Pre-whitening methods effectively control the spectral content of the trace. For 
this reason pre-whitening techniques can be considered as a possible tool for solving the 
mixing mode problem exhibited in EMD, and be used to decompose the data into IMFs with 
narrower bandwidths than EMD itself (cf. Section 4.4.3). 
 
I have applied the EEMD decomposition to the same data as above (as used by Battista et al., 
2007) by using 10 ensembles and white noise with a standard deviation of 30%. I obtain the 



















Figure 6.4: EEMD decomposition results of seismic reflection data containing strong, low frequency 
cable strum. (The data for these tests is provided by Battista et. al., 2007). 





Visually, the last four IMFs, together with the residual carry all the cable strum noise. Fig. 6.5 
shows the filtering result of EEMD after removing the last four IMFs and the residual from 
the original noisy data. By comparing the EEMD filtering results with those of Battista (cf. 
Fig. 6.3c, and d) clearly EEMD is able to give a good decomposition of the data, and achieves 




Figure 6.5: (Left) EEMD filtered data. (Right) Difference data, cable strum noise. (The data for 
these tests is provided by Battista et. al., 2007). 
 
 
 6.2.1. Synthetic dataset with swell noise 
 
Swell noise normally falls within the frequency band between 0 and 15 Hz and I will apply 
EMD and EEMD filtering techniques to data with swell noise in the time-space domain. 
Figure 6.6, shows real swell noise together with its amplitude spectrum. This swell noise has 
been removed from actual field data. This allows me to add the noise to a synthetic reflection 





Figure 6.6: (Left) Real swell noise. (Right) Amplitude spectrum of the swell noise. 





The synthetic reflection model consists of five constant amplitude events corresponding to 
interval velocities of 1500, 2000, 2500, 3000, and 3500 m/s (cf. Fig. 6.7). A total of 200 traces 
were generated with a sampling interval of 1 msec and a total time recording of 2 second; 
offsets range from 1 to 200 meter. The pulse was a Ricker wavelet with a center frequency of 








Synthetic test data were now generated (cf. Fig. 6.8) by adding the synthetic reflection data in 
Fig. 6.7 to the swell noise in Fig. 6.6. The overall goal of this test was to investigate the 
ability of EMD and EEMD to separate swell noise from primaries. The result of the EMD 
applied on the dataset in the 𝑡 − 𝑥 domain is shown in Fig. 6.8. A total of 9 IMFs plus 
residual have been computed. The spectral leaking of the noise is observed in all the lower 
IMFs and causes all generated IMFs to be noisy. Therefore EMD is not able to give a good 
signal and noise separation. In particular, mixing between signal and noise can be seen in the 
first three IMFs.  
 
To further investigate the mixing mode problem, I now use EEMD to decompose the same 
data; by applying random noise with standard deviation of 30% and running it 10 iterations on 
































Figure 6.8:  IMFs output from EMD when applied to synthetic model 
 
 
Figure 6.9 shows that the IMFs of the EEMD have a much narrower frequency bandwidth 
compared to EMD.  The EEMD also gives a better discrimination between signal and noise. 
Visually, IMF 1 carries a small portion of primaries with some noise as an artificial effect of 
using EEMD, IMFs 2-3 carry only primaries, and mixing modes mostly appear in IMF 4 and 
IMF 5 and also with a small amount in IMF 6. EEMD has performed a better decomposition 
of the signal and noise than EMD.  





However, mixing modes are still present in some IMFs, although the first IMFs carry mostly 
signal in addition to some artificial EEMD noise.  
 
 






















Figure 6.9:  IMFs output from EEMD when applied to synthetic model 
  
 
Inspection of the calculated IMFs in Fig. 6.9 shows that they can be classified into three 
kinds: 





1) Signal: IMFs 1-3 that carry most of the reflection events, and their RMS amplitude are 
shown in Fig.6.10 compared to the signal. The RMS power shows that IMF 1 has 
some remaining high frequency components as an artificial effect of EEMD that 




Figure 6.10: The RMS amplitude of the synthetic reflection and IMFs 1-3. 
  
 
2) Transition: IMFs 4-6 carry residual signal and noise, while IMF 7 carries only some 




Figure 6.11: The RMS amplitude of the superimposed swell noise and IMFs 4-7. 
Noise free zone  
 
EEMD artificial effects 





3) Monochromatic: IMFs 8-10 are nearly monochromatic. Figure 6.12 shows their RMS 




Figure 6.12: The RMS amplitude of the synthetic and IMFs 1-3. 
 
 
The filtered data can be obtained by removing IMFs 4-10 from the noisy dataset. Clearly 
some leakage is present in the filtered noise section. The amount of leakage is shown in Fig. 
6.13 based on the RMS amplitude of the filtered data. The attenuated noise section also shows 





 Figure 6.13: The RMS amplitude of the synthetic, swell noise, filtered dataset and attenuated noise. 
Small amounts of signal leakage 





6.2.2 EEMD of real seismic trace with swell noise 
 
The seismic trace employed is shown in Fig 6.14 and consists of 2000 samples (sampling 
interval of 1 msec). It contains low frequency; high amplitude swell noise associated with 
higher frequency components which makes the noise complicated to deal with. As before I 
now also test EEMD using noise with standard deviation of 30% and 10 ensembles. A total of 
9 IMFs plus residual have been computed and based on these (cf. Fig. 6.14), four categories 
of IMFs can be identified: 
  
1)  Signal: IMFs 1-3 contain most of the signal. 
2)  Transition: IMFs 4-5 contain both signal and swell noise. This IMF captured the 
“transition” from the signal in IMFs 1-3 and the swell noise in IMFs 6-7. 
3)   Noisy: IMF 1 contains some residual noise as an artificial effect of EEMD and IMFs 
6-7 contain swell noise with signal. 





Figure 6.14: The seismic trace and its corresponding IMFs plus residual. 
Seismic trace,    IMFs:     1,            2,          3,         4,          5,      6,       7,     8,       9, and residual 





Figure 6.15 shows the amplitude spectrum of this seismic trace, which is heavily 




Figure 6.15: Amplitude spectrum of the seismic trace and its corresponding IMFs plus residual. 
 
 
Clearly, the amplitude spectra of the IMFs reflect the EEMD filter bank behavior. In case of 
IMFs 4-5, the signal frequency is low enough to be included in the same IMF as most of swell 
noise. EEMD extracts both the signal and noise as it cannot distinguish between them. 
Because of the variation in the boundaries of the identified frequency bands, EEMD will 
encounter such a band even when decomposing a noisy non-stationary signal; therefore, this 






Seismic trace,    IMFs:    1,      2,     3,     4,         5,                    6,        7,      8,      9,   residual 
Mixing modes present 








The seismic signal is clearly non-stationary; therefore transition IMFs were formed due to 
spectra leakage.  More precisely, application of EMD/EEMD to synthetic and real data 
produces noisy IMFs, which represent neither pure target reflections nor noise.  
 
By comparing the EMD and EEMD decomposition, transition IMFs were reduced from three 
to only one in case of the latter. With an understanding of how transition IMFs are generated, 
we can address the more fundamental question of why transition IMFs are produced when 
EEMD operates on a noisy dataset. As a start we note the work of Flandrin and Goncalves 
(2004) showing that EMD behaves as a filter bank when decomposing pure Gaussian noise 
(also boundaries of the frequency bands vary with time) (cf. Chapter 4). Two mechanisms 
have been described by Kaslovsky and Meyer (2010) that lead to the creation of transition 
IMFs: 
 
o Spectral leak between frequency bands: frequency content of the underlying signal 
falls within a band treated as noise. Spectral leak is mostly a non-stationary 
condition.  
o Phase alignment: the alignment of the signal with the lowest level of noise 
presented in the band is controlled by the phase of the signal. Phase alignment is 
seen mostly within a stationary setting. As a result, when the energy of noise is 
high, the energy of the signal cannot be sensed by the algorithm, because the noise 
is preventing the signal from being extracted. However, if the energy of the noise 
is small, EMD may include part of the underlying signal in the current IMF as 
well. 
  
Kijewski-Correa and Kareem (2007) attributed the poor quality of IMFs in case of the 
presence of noise to the empirical nature of the EMD algorithm, leading to a basis derived 
from the noise. EMD results show a wide distribution of the target reflections over many 
IMFs, making it difficult to isolate them from the associated noise, because the EMD extracts 
the noise in a nearly dyadic fashion that makes the frequency bands vary with time.        





EEMD cleverly uses noise perturbation to force the EMD algorithm to explore all the 
frequencies while not adding too much noise so as to push the algorithm into the spectral leak 
regime. EEMD represents an effective way of eliminating mode mixing but we saw that for 



































7. DE-NOISING OF SEISMIC DATA IN THE FREQUENCY-





Spatial prediction filtering techniques in the frequency-space (𝑓 − 𝑥) domain have been 
developed to attenuate random noise that remains after stacking. The main advantage of the 
spatial prediction method is the preservation of relative amplitudes and signal character. For 
more details about 𝑓 − 𝑥 deconvolution, the reader is referred to Chapter 3. 
 
Noise free linear events in the 𝑡 − 𝑥 domain are mapped into a superposition of harmonics in 
the 𝑓 − 𝑥 domain. The 𝑓 − 𝑥 deconvolution filtering can be used to predict these harmonics. 
However, a short spatial window has to be used in 𝑓 − 𝑥 deconvolution to handle the non-
stationary and nonlinear events. Linear events in the 𝑓 − 𝑥 domain are periodic along 𝑥 
direction which allows the prediction technique to be performed on individual frequencies 
(Gulunay, 1986). Figure 7.1 shows how the superposition of harmonics changes in the 𝑓 − 𝑥 
domain as a function of the dip of a linear event in the 𝑡 − 𝑥 domain.  
 
Equation (3.5) in Chapter 3 predicts the behavior of a linear dipping event in the 𝑓 − 𝑥 
domain. For a linear event with a known dip in the 𝑡 − 𝑥 domain a periodicity exists along the 
spatial axis for a fixed frequency. In the special case of a horizontal event the periodicity goes 
to zero (dc). Since EMD has the capability of separating frequencies, it should have the ability 
of dip filtering in the 𝑓 − 𝑥 domain (cf. Fig. 7.1). Figure 7.2 shows how the real parts of the 
Fourier transform of a 40 Hz signal vary in space as a function of dip or apparent velocity (cf. 













Figure 7.1: Various linear coherent events: (left) in the 𝑡 − 𝑥 domain; (right) the real part of the 




Figure 7.2: The real part FT of a 40 Hz signal vs. space various dips or apparent velocities. 
Flat event 
v = 6000m/s 
v = 4500m/s 
 
v = 3000m/s 
 





7.2 EMD de-noising technique in the 𝑓 − 𝑥 domain 
 
 
Chapter 4 discussed how EMD can be used to decompose a signal into different modes of 
oscillation. IMF 1 always captures the fastest oscillating mode in the signal. Subtracting IMF 
1 from the input signal will therefore eliminate the fastest oscillations of the signal (Bekara 
and van der Baan, 2009). For seismic data in the 𝑓 − 𝑥 domain, random noise and steeply 
dipping coherent noise such as refracted waves, ground roll, and interference noise are 
mapped into higher oscillating harmonics while the desired signal mostly contributes to the 
lower oscillating harmonics. Decomposing the data into IMFs along a constant frequency 
slice in the 𝑓 − 𝑥 domain and removing IMF 1 or IMF 1 and 2 from the original data will 
enhance the SNR since random and linear coherent noise will be attenuated.  
 
The process of obtaining the IMFs from the seismic data in the 𝑓 − 𝑥 domain can be 
implemented as follows:   
 
a) Apply 1-D Fourier transforms to each trace to transfer data from time to frequency 
domain. 
b) For every frequency: 
1. Separate the real and imaginary parts of the spatial sequence. 
2. Apply EMD to the real part to decompose into  𝐼𝑀𝐹𝑟𝑒𝑎𝑙 . 
3. Apply EMD to the imaginary part to decompose into 𝐼𝑀𝐹𝑖𝑚𝑎𝑔 . 
4. Construct IMFs as follows: =  𝐼𝑀𝐹𝑟𝑒𝑎𝑙  +  𝑖 𝐼𝑀𝐹𝑖𝑚𝑎𝑔  . 
c) Transfer the IMFs back to the 𝑡 − 𝑥 domain by applying an 1-D inverse Fourier 
transform to each trace. 
 
The 𝑓 − 𝑥 EMD filtering technique subtracts unwanted IMF(s) from the input data. IMF 1 
and sometimes in combination with IMF 2 capture random noise and steeply dipping coherent 
noise present in the data. The process of 𝑓 − 𝑥 EMD filtering depends on the frequency 
content of each trace (cf. Fig. 7.3).  Consequently, bad traces should be edited before 
decomposing the data in the 𝑓 − 𝑥 domain to avoid any unwanted distortions in the IMFs.  







Figure 7.3: Seismic traces in the 𝑓 − 𝑥 domain including a bad trace (after CGGVeritas). 
 
 
7.2.1 Synthetic dataset 
 
Figure 7.4 shows a synthetic model that contains one horizontal and three linear dipping 
events with constant amplitudes. The dipping events are characterized by apparent velocities 
of 1000, 2000 and 4500m/s. A total of 101 traces were generated, with a sampling interval of 
1 msec, a total recording time of 2.5 seconds, and offset was ranging from 0 to 1000m. A 
Ricker wavelet was used as a pulse with a center frequency of 50 Hz. A small amount of 
random noise has been added to the synthetic model to stabilize the 𝑓 − 𝑥 EMD process (cf. 
Figs. 7.4). The EMD 𝑓 − 𝑥 decomposition generated a total of three IMFs plus a residual. The 
first contains only the steepest dipping coherent event (i.e. 1000m/s) the second contains the 
middle steepest dipping event (corresponding to 2000m/s) and the third return the lowest 
steepest event (i.e. 4500m/s), while the residual contains the flat event. Hence, 𝑓 − 𝑥 EMD 
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Figure 7.4: IMFs output from  𝑓 − 𝑥 EMD in case of linear coherent events.  
 
 
To further investigate this ability a new synthetic example was considered. It consists of a 
gather with five reflected events (cf. Fig 7.5). The total number of traces is 328, each trace 
with a maximum recording time of 2 seconds, and sampling interval of 1 msec. A Ricker 
wavelet is used with a center frequency of 50 Hz. I superimpose real ground roll on the 
synthetic data to generate the test data set shown in Fig. 7.5. This figure also shows the 
corresponding results after Fourier transformation (real part only). 
 
I now apply the  𝑓 − 𝑥 EMD technique to the test dataset in Fig. 7.5. A total of 7 IMFs plus 
the residual were obtained (cf. Fig. 7.6). The first IMF includes the high frequency noise, 
some ground roll noise and the steepest dipping parts of the reflected coherent events. The 
second IMF includes also parts of reflections and most of the remaining part of the ground 
roll noise. The remaining IMFs include the residual of the events as well as the low frequency 
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Figure 7.6: IMFs resulting from 𝑓 − 𝑥 EMD of the synthetic refection model with ground roll. 
 
 
The RMS power of the signal, ground roll noise, and resulting IMFs are shown in Fig. 7.7. 
IMF 1 carries the highest level of RMS amplitude present in the dataset and with the residual 
carrying the lowest. The sum of the RMS amplitude of the IMFs equals the RMS amplitude of 
the input dataset. The EMD process caused some overshooting in the RMS amplitude caused 
by using the cubic spline to extract the IMFs from the dataset. The best 𝑓 − 𝑥 EMD filtered 
result is obtained by subtracting IMFs 1 and 2 from the original dataset, because they carry 
most of the ground roll noise present in the dataset (cf. Fig. 7.8). The filtered section shows 
that the 𝑓 − 𝑥 EMD technique performs quite well and is able to attenuate most of the ground 
roll noise present in the dataset. However, inspection of the difference section shows that the 
steepest parts of the reflected events have been removed as well (cf. Fig 7.8). This cannot be 
avoided if both noise and signal have similar dips. 
 











Output from 𝒇 − 𝒙 EMD filtering technique 
 
Difference (i.e. IMF 1 and 2) 
 
Figure 7.8: Output and difference data obtained using 𝑓 − 𝑥 EMD filtering. 





The filtered section output from the 𝑓 − 𝑥 EMD technique shows that some low and high 
frequency noise have survived in the later IMFs (3-7). To further improve this result, I apply a 
𝑡 − 𝑥 trace-by-trace EEMD technique using noise with standard deviation of 30% and 10 
ensembles. The corresponding ensemble IMFs obtained are shown in Fig. 7.9. It now appears 


























Figure 7.9: IMFs obtained after 𝑡 − 𝑥 trace-by-trace EEMD applied to filtered data. 





Only in IMF 4 a small mix between signal and noise can be observed. The final filtered result 
was obtained by subtracting the noisy IMFs (1, 5-9) plus the residual from the 𝑓 − 𝑥 EMD 
filtered result (cf. Fig. 7.10).  
 
 
𝒇 − 𝒙 EMD filtered result 
 




Figure 7.10: Input, output and difference data obtained using  𝑡 − 𝑥 EEMD (trace-by-trace).  
 
 
Figure 7.11 shows RMS amplitude of the noise-free synthetic, ground roll noise and both of 
the filtered sections (𝑓 − 𝑥 EMD alone or in combination with 𝑡 − 𝑥 EEMD). 
 
Clearly, using a combination of EMD filtering techniques leads to better noise attenuation 
than using each of them separately. Some artificial end effects caused by spline interpolation 
as described in Chapter 4 are present in the filtered section. Therefore, tapering of each side of 










Figure 7.11: The RMS amplitude of the synthetic model, ground roll noise, 𝑓 − 𝑥 EMD filtered 
section, and 𝑡 − 𝑥 EEMD (trace-by-trace) filtered section. 
 
 
7.2.2 Real dataset with linear interference noise 
 
I now consider three marine shot records containing some swell noise and linear interference 
noise. The swell noise was attenuated using the SPARC module to improve the frequency 
content of each trace. I applied NMO correction to make the reflected events flat. Muting was 
also applied to remove the NMO stretch and improve the frequency content of each trace (cf. 
Fig. 7.12). The frequency-space EEMD technique was applied to this dataset using noise with 
standard deviation of 30% and 10 ensembles. A total of 8 IMFs plus residual were generated 
(cf. Fig. 7.13). IMF 1 captures most of the linear dipping events and high frequency noise 
while IMF 2 reveals some opposite dipping events that were not visible in the input data. 
IMFs 3-5 carry residual amounts of the dipping events and the remaining IMFs 6-8 carry 
small amounts of the flat reflected events. Most of the flat reflected events are present in the 
residual since they map to constant harmonics in the 𝑓 − 𝑥 domain, where EEMD sees them 











Raw streamer dataset 
 
Dataset after SPARC and NMO 
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Figure 7.12: Real dataset with linear interference noise. 
 
 
The produced IMFs can be classified in two categories:  
 
o IMFs 1-5 carry the linear interference noise. 
o IMFs 6-8 and residual carry the target reflections with small amounts of the 
remaining linear refracted events. 
 
The improvement of the 𝑓 − 𝑥 EEMD over the 𝑡 − 𝑥 (trace-by-trace) EEMD is due to the 
decomposition of a superposition of harmonics as a function of space. Thus the EEMD 
decomposes the superposition of harmonics in a dyadic fashion that can lead to improvements 
in the transition IMFs when the IMFs transfer back to the 𝑡 − 𝑥 domain. 
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Figure 7.13: IMFs resulting from 𝑓 − 𝑥 EEMD. 
 
 
Figure 7.14 shows the amplitude spectrum in dB of each IMF within selected windows in Fig. 
7.13. The behavior as a dyadic filter bank with overlapping frequency spectra is not clearly 
visible in the IMFs because the nature of 𝑓 − 𝑥 EEMD depends on the variation from trace to 
trace in the space domain. IMFs 1-3 mimic a high pass filter pattern and carry most of the 
random and steeply dipping coherent noise that map into the fastest oscillating harmonics in 
the 𝑓 − 𝑥 domain while the last IMFs and residual carry the slowest oscillating and flat 
harmonics produced by target reflections. 
 
 



























Figure 7.15 shows signal and noise RMS amplitude (red line corresponds to signal and blue 
line corresponds to noise) for the computed IMFs within a selected window (cf. Fig. 7.13). 
The noise power is the highest in IMFs 1-3 and decreases in IMFs 4-6; it is very low in IMFs 
7-8 plus residual. The signal RMS amplitude increases from IMF 1 to the residual that carries 
most of the flat target reflections. Thus the signal-to-noise ratio improves from IMF 1 to IMF 
8 and the residual has the highest SNR. 
 
 























Figure 7.15: Signal and noise RMS amplitude within a selected window in Fig. 7.13 (same scale has 
been used for all plots). 
 
 
The linear dipping events can now be removed based on the SNR ratio and visible inspection 
of each IMF. I suggest two filtered results: the first one is to sum the last four IMFs and 
residual (cf. Fig. 7.16), and the second one is to sum the last three IMFs and residual. From 
comparison of their difference sections both approaches seem to give similar results when it 
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Figure 7.16: 𝑓 − 𝑥 EEMD filtered results of raw streamer dataset. 
 
 
Closer inspection of the difference sections shows no sign of signal leakage in the attenuated 
part of the dataset (cf. Fig. 7.16).  Figure 7.17 shows the signal and noise RMS amplitude for 
each input dataset, the two filtered data results, and the difference data.  
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It is important to realize that the signal RMS amplitude in the filtered results show the same 
shape as for the input signal, where as the noise RMS amplitude in the removed parts has a 
similar shape as in the input noise. This indicates that 𝑓 − 𝑥 EEMD filtering captures most of 
the noise present in the input dataset, and increases the signal to noise ratio correspondingly.  
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Figure 7.17: SNR within a selected window in Fig. 7.16.  
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7.2.3 Real dataset associated with Ground Roll and refracted events  
 
In this section I consider a real dataset originating from an Ocean Bottom Cable (OBC) 
acquisition. It consisted of three common-receiver gathers and contains some interesting noise 
features such as linear coherent dipping events, shallow backscattering, ground roll, some 
shear events and high-frequency random noise (cf. Fig. 7.18) (no NMO has been applied).  
 
I apply the frequency-space EEMD technique to the data to attenuate the noise and enhance 
the target reflections. A total of 10 IMFs plus residual were generated and noise with a 
standard deviation of 30% and 10 ensembles were employed (cf. Fig. 7.18). 
 
Inspection of the first IMF shows that it carries the high frequency noise, most of the refracted 
events and the reflected interference noise as well.  
 
The second and third IMFs carry the remaining parts of the ground rolls as well as some 
interference noise and refracted events. The fourth IMF carries very small parts of the target 
reflections besides smaller amount of ground roll. IMFs 5-9 and residual carry the target 
reflections with some remaining of refracted events. The 𝑓 − 𝑥 EEMD has reduced the 
transition IMFs that was a major problem in 𝑡 − 𝑥 (trace-by-trace) EMD/EEMD because the 
superposition of harmonics does not vary strongly with space. 
 
Figure 7.19 shows the amplitude spectra of the original data and the computed IMFs for 
selected traces within a window (cf. Fig. 7.18); again we notice that the dyadic filter bank 
behavior observed in 𝑡 − 𝑥 methods is no longer an issue with 𝑓 − 𝑥 methods. This 
minimizes transition IMFs commonly present in 𝑡 − 𝑥 (trace-by-trace) EMD and reflects the 
advantages of using 𝑓 − 𝑥 EEMD for de-noising seismic data. 
 
Figure 7.20 shows the SNR, as expected the first IMFs have low SNR compared to the last 
IMFs, therefore, removing the first three to four IMFS will attenuate most of the random and 
steeply dipping coherent noise such as reflected interference, ground roll and refracted events. 
 
 






























Figure 7.18: IMFs resulting from 𝑓 − 𝑥 EEMD. 
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Figure 7.20: Signal and noise RMS amplitude within a selected window in Fig. 7.18 (same scale has 






















                       Signal                                 
                        Noise 





A filtered section is now obtained by removing the first three IMFs that do not carry any part 
of the target reflections from the dataset. This section enhances the target reflections but still 
shows small remaining amounts of linear interference noise and ground roll (cf. Fig. 7.21). 
 
I compute a second filtered section by also removing the first four IMFs. This attenuates more 
linear noise, but also smaller parts of the target reflections. Inspection of both 𝑓 − 𝑥 EEMD 
filtered sections show that the target reflectors have been enhanced and the SNR of the dataset 
has been increased (cf. Fig. 7.21).  
 
For comparison I filtered the dataset with CGGVeritas‟ Radon domain module RAMUR to 
attenuate interference noise. Inspection of the filtered sections show that most of the 
interference noise has been removed, while some of the linear coherent energy such as ground 
rolls, and refracted events have been left in the filtered section (cf. Fig. 7.21). 
 
Comparison between the filtered results with the RAMUR result, demonstrate that 𝑓 −
𝑥 EEMD leads to better attenuation of the linear interference noise and enhances target 
reflections. However, residual amounts of interference noise and more complicated shear 
waves are still present. 
 
A key problem I noticed in handling the interference noise present in this particular dataset 
was that the EEMD filter passed the top of the interference noise since it is a flat event in the  
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7.3 Discussion  
  
 
I have demonstrated that if gather data are NMO corrected before applying the 𝑓 − 𝑥 EEMD 
technique, a better result can be obtained when it comes to separation between signal and 
noise. The reason is that the signal part will be close to a DC contribution and 
correspondingly be decomposed as the residual. 
 
The major advantage of using the 𝑓 − 𝑥 decomposition over the 𝑡 − 𝑥 decomposition is that 
the transition IMFs and spectral leaks are drastically reduced because the dyadic filter bank 
behavior is not present in each trace of the generated IMFs. Thus, 𝑓 − 𝑥 EEMD leads to a 
better separation between the signal and noise in the seismic data.  
  
However, there are some disadvantages when working in the 𝑓 − 𝑥 domain:  
 
o The computational time is not so efficient in the 𝑓 − 𝑥 domain compared to the 𝑡 − 𝑥 
domain, because the composition has to be carried out twice (i.e. real and imaginary 
components).  
o The EMD/EEMD 𝑓 − 𝑥 filtering techniques are sensitive to the frequency content of 
each trace which could result in some low frequency/high amplitude artificial noise in 
the filtered section. These artificial effects can be removed by either editing the bad 
traces before using the EEMD 𝑓 − 𝑥 technique or by using the trace by trace EEMD 
𝑡 − 𝑥 filtering technique (cf. Chapter 6). Probably for this reason Bekara and van der 
Baan (2009) did not address the swell noise in their publication.    
o Not all unwanted linear dipping events have been attenuated because some of these 
events will mix with the target reflections in the same IMF.   
o The EEMD 𝑓 − 𝑥 filtering technique is sensitive to the trace spacing (spatial 
sampling) which is determined by the spline interpolation. This can lead to some 
problems in the computed IMFs since the interpolation greatly reduces the need for 
regular sample intervals (Bekara and van der Baan, 2009). Further investigation is 
needed and is beyond the scope of this thesis. 
 






8. DE-NOISING OF SEISMIC DATA BY USING EMD ON 





Some of the disadvantages of using both Battista‟s (2007) and Bekara‟s (2009) techniques 
have been addressed in Chapters 6 and 7.  
 
It is difficult for EMD to identify the seismic energy by decomposing trace-by-trace in the 
𝑡 − 𝑥 domain especially when the signal and noise bandwidths overlap because the EMD acts 
like a filter bank and corresponds to signal-dependent, time-variant filtering. The computed 
IMFs will suffer from the mixing mode problem between the seismic signal and the seismic 
noise (cf. Chapter 6).  
 
Most of the available filtering techniques, such as the Radon transform and the  𝑓 − 𝑥 
deconvolution make use of coherency present in the seismic events either in the 𝑡 − 𝑥 or 
𝑓 − 𝑥 domain. Developing a new filtering approach based on 𝑡 − 𝑥 EMD which target the 
reflected events based on their coherent properties is challenging. One possibility is to use the 
potential of EMD to extracting the trend of the input signal (cf. Chapter 4).  
 
Only few references address applications of EMD to extract the signal trend (Suling et al. 
(2009), Zhou et al. (2008) and Flandrin et al. (2004)). However, no consensus exists about 
how to define trend, since trend definitions are related to the data peculiarities and fields of 
application. Flandrin et al. (2004) have investigated the potential and limitations of EMD 
based methods in de-trending, relating the trend to the statistical properties of the IMFs. Here 
trend is defined as the sum of the IMFs having non-zero mean. Application to heart-rate data 
illustrates the potential usefulness of de-trending, while Zhou et al. (2008) have proposed an  
 





algorithm for removing trends from power-system oscillation data based on a slightly 
modified EMD.  
 
The computed IMFs using Battista et al. (2007) methodology suffer most of the time from 
mixing modes, while computed IMFs using Bekara and van der Baan (2009) methodology 
always depend on the frequency content of each trace and takes longer processing time.     
 
I suggest a new approach by combining the two ideas introduced by Battista et al. (2007) and 
Bekara and van der Bann (2009). A key to such a strategy is that the reflections have been 
NMO corrected so that they appear fully flat. In our case, trends definitions are therefore 
represented by the flat seismic. Extracting the trend is implemented in the 𝑡 − 𝑥 domain using 
two steps: 
 
o Applying EEMD to constant-time slices of the dataset  
o Applying EEMD on the traces (i.e. trace by trace).   
 
The first step is necessary to remove the high oscillation modes representing various types of 
noise. In this step, the unwanted noise occupies the first IMF(s) while the target reflections 
occupy the last IMF(s) and the residual. The first filtered section can be obtained by 
subtracting the first noisy IMF(s) from the original dataset.  
 
The second step is needed only to remove any artificial low frequency/ high amplitude noise 
that have been carried by the last IMFs from the first step.  The second filtered section can be 
obtained by removing the last IMF(s) and the residual from the first filtered section. The final 
filtered section will represent major noise attenuation and a significant reduction in the mixing 
mode problem.  
 
As already stated, NMO correction should be carried out to flatten the target reflections to 
avoid any distortion of reflector amplitudes that can be caused by using the EMD.   
 
Consider a flat seismic event in the 𝑡 − 𝑥 domain (cf. Fig. 8.1a) with a constant amplitude 
value of 2 superimposed random low and high frequency noise (cf. Fig. 8.1b).   





The cross-section plot in Fig 8.1c shows how the amplitude level varies along the horizontal 
slice indicated in Fig. 8.1b. It is obvious that the noise level has been shifted according to the 





Figure 8.1: (a) A flat noise free seismic event.  (b)  A flat seismic event with noise superimposed.  (c) 




Figure 8.2: Input signal, computing IMF(s) and residual. 
a b 
c 





EEMD can be used to extract the dc values which represent the target seismic event (cf. Fig. 
8.2). Clearly, the first four IMFs carry most of the noise while the sum of the residual and the 
last IMF(s) will give an accurate estimate of the mean amplitude level of the flat event.   
 
 
8.2 Application to attenuate seismic noise 
 
 
8.2.1 Synthetic data with swell noise 
 
Real wide band noise including swell noise as shown in Figure 6.15b (Chapter 6) is added to 
the synthetic reflection model in Fig 6.7a that has the following interval velocities: 1500, 
2000, 2500, 3000 and 3500 m/s. NMO corrections were carried out using the following 
velocity model simulating a small percentage of velocity errors (i.e. 1400, 1800, 2600, 1850 








To attenuate the noise, I apply EEMD to constant-time slices using a SD of 30% and 10 
iterations. The output from EEMD is shown in Fig. 8.4. IMF 1 carries no reflected events but 
most of the noise present in the dataset.  
 





IMF 2 carries the remaining noise plus parts of the first reflection. This is due to the fact that 
the first reflection is short of length due to muting and with virtually no noise in its vicinity. 
 
 




















IMF 2 carries the mid range frequency band while IMFs 3-6 carry some of the reflected 
energy and high amplitude/low frequency noise. The residual, as expected, carries most of the 
flat seismic events.  
 





I create a filtered section by removing IMFs 1 and 2 from the original dataset as shown in Fig. 
8.5b. A small leakage of the first reflection can be observed in the removed noise (cf. fig. 





Figure 8.5: (a) Original dataset. (b) After EEMD filtering using constant-window slices. (c) 
Associated difference (i.e. attenuated noise).   
 
 
To further attenuate noise, EEMD is applied trace by trace in the 𝑡 − 𝑥 domain using a SD of 
30% and 10 ensembles. EEMD produces 9 IMFs and a residual that shows a good separation 
































The high frequency and low frequency/high amplitude noise can now be removed by keeping 
IMFs 2-3, and removing the rest of the IMFs from the input dataset. The final or second step 
filtered result shows that most of the noise has been attenuated and only small amounts of it 
falls in the signal band (cf. Fig. 8.7). 
 
To check for any loss in the signal after applying the two step EEDM filtering approach, I 
compare the result with the NMO-corrected noise-free data (cf. Fig 8.7). Their difference 
demonstrates the efficiency of the two-step procedure with minimal signal leakage and low 
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Figure 8.7: Final filtered section compare to noise-free section. 
 
  
8.2.2 Real dataset with interference and swell noise 
 
Next, I consider a real dataset consisting of three shot gathers.  The same data has already 
been filtered employing 𝑓 − 𝑥 EEMD as shown in Fig. 7.16.  The dataset contains linear 
dipping events and swell noise. Now I apply EEMD within constant-time slices using a SD of 
30% and 10 ensembles. A total of 8 IMFs plus residual were generated. IMF 1 carries most of 
the refracted events and interference noise present in the dataset (cf. Fig. 8.8).  





IMFs 2-3 carry most of the swell noise and some parts of the interference noise and the 





















Figure 8.8: The computed IMFs from EEMD when applied to constant-time slices. 
 
 
I construct a filtered section by removing the first three IMFs (i.e. IMFs 1- 3), that carry most 
of the target noise, from the original dataset (cf. Fig. 8.8). We see that most of the refracted 
events, interference and swell noise have been well attenuated. There is no leakage of energy 
from the target reflections; however, small amounts of leakage of the shallow reflections are 
present (cf. Fig. 8.9).    
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Figure 8.9: Filtered section produced by EEMD technique on time-window slices. 
 
 
For further SNR enhancements and attenuation of the remaining high-amplitude low-
frequency noise, I ran EEMD trace-by-trace on the filtered section in Fig 8.9. A total of nine 
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IMFs 6-9 plus residual 
 
Figure 8.10: The computed IMFs from trace-by-trace EEMD of the filtered section in Fig. 8.9. 
 
 
The final filtered section is obtained by removing the last four IMFs (i.e. 6-9) and residual 
from the input data. Figure 8.11 shows a small section of the second shot gather before and 




Figure 8.11: (Left) before and (Right) after trace-by-trace EEMD filtering applied to the filtered 
EEMD (time-window slices) section.     





In Fig. 8.12 the corresponding filtered results obtained using the proposed two-step 𝑡 − 𝑥 
EEMD and 𝑓 − 𝑥 EEMD (cf. Chapter 7) are shown together with the corresponding 
difference data.  
 
Comparison between the two different approaches shows that they give similar results 
regarding target reflection enhancement. The time-slice approach seems to remove slightly 
more noise but at the expense of resolution. The technique is also computationally faster. 
 
 
Three shot gather dataset. 
 
Filtered section based on suggested two-step 
EEMD technique 
 
Filtered section based on 𝒇 − 𝒙 EEMD. 
 
 
Figure 8.12: Comparison between 𝑡 − 𝑥 EEMD and 𝑓 − 𝑥 EEMD filtering data. 
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8.3 Discussion  
 
 
In this chapter, I introduced a new filtering approach that uses the power of EMD/EEMD to 
extract the trend of the input data. I demonstrated for the first time that the EEMD technique 
can be used as a robust swell noise filter without essentially losing any of the target reflection 
energy. Flattening events can be performed on the whole dataset or within smaller parts of the 
data using time windows to reduce the computational time. Any coherent seismic event can be 
flattened and attenuated by subtracting the residual or eventually together with the few last 
IMFs from the input data. 
 
Two important advantages exist in case of constant-time slice EEMD compared to the 
methodology of Bekara (2009): 
 
i. Reduction of computational time by 50%.  
ii. The ability to handle data with high percentage of high amplitude / low frequency 
noise such as swell noise.  
 
When compared with the approach of Battista et al. (2007), the mixing modes between signal 
and noise are minimized, because essentially all noise located in the signal band has been 
attenuated by EEMD filtering on constant-time slices.  
 
In order for the trend calculation to be robust, a certain length of a flat reflection is needed. 
This implies that shallower parts of the data will be more sensitive if NMO has been applied 
(due to muting of stretch). 
 
Finally, I found that EEMD leads to better results than EMD based on the tests carried out in 











9. CONCLUSIONS  
 
Marine seismic acquisition is the most powerful geophysical method used in hydrocarbon 
exploration in the North Sea. Seismic data are always corrupted with various types of noise 
that reduce data quality. Noise such as refracted events, random, swell and interference noise 
are the most common ones in marine seismic acquisition. Noise attenuation therefore 
represents an important stage in seismic data processing to aid interpretation.  
 
In this thesis, I have investigated the application of the Empirical Mode Decomposition 
(EMD) and Ensemble EMD techniques to attenuate random and coherent noise present in 
marine seismic data. The EMD acts as an auto-adaptive filter that determines which parts that 
can be removed from the original data. The main goal of this thesis was to find a reliable 
methodology to attenuate the seismic noise using EMD/EEMD. Marine seismic noise has 
been discussed in Chapter 2 and in Chapter 3 the most common seismic signal processing 
techniques have been reviewed with examples.  
 
Empirical Mode Decomposition (EMD) (Huang et al. 1998) has been reviewed in Chapter 4. 
The purpose of using EMD, the algorithm and associated problems with solutions have been 
addressed in details. Extensive examples have been used to illustrate the behavior, stability 
and reliability of using the EMD/EEMD techniques in decomposing time series data. The 
EMD/EEMD algorithms developed in Matlab, and Fortran 90 are discussed in Chapter 5.  
 
The application of EMD/EEMD in de-noising marine seismic data in the time –space domain 
has been investigated (Battista et al. 2007) in Chapter 6. The EMD/EEMD techniques have 
been applied to synthetic and real datasets contaminated with low-frequency/high-amplitude 
cable strum and swell noise. EEMD generated a narrower band of IMFs compared to EMD 
that reduced the mixing between signal and noise in the same IMF. However, EEMD did not 
solve the mixing mode problem completely.  
 





The EEMD technique successfully attenuated cable strum and very low frequency swell noise 
(i.e. less than 15 Hz) in case the signal and noise fall in distinguishable frequency bands 
eliminating transition IMFs. 
 
Another application of EMD/EEMD in de-noising marine seismic data in the frequency–space 
domain (Bekara and van der Baan, 2009) has been reviewed in Chapter 7. EEMD has been 
proven as a robust method to attenuate steeply dipping coherent noise. EEMD filtering 
produced small amplitude distortions compared to existing GeoCluster de-noise techniques 
but gave comparable results. 
 
In Chapter 8, I proposed a new filtering method by applying EEMD on constant-time slices in 
the time-space domain to target swell noise and steeply dipping coherent noise. One important 
condition to apply this technique successfully is that the NMO correction must be carried out 
before decomposing the raw datasets. Consequently, NMO correction leads to a better 
separation between noise and the flat seismic events in the computed IMFs, by capturing the 
seismic events at the last IMFs and residual with the noise being captured by early IMFs. 
Therefore, the filtered section has enhanced SNR, and the method reduces the computational 
time by 50% compared to the frequency–space domain (Bekara and van der Baan, 2009) 
technique.  
 
Most seismic filtering techniques are sensitive to the type of noise that corrupts the data; 
EMD is not an exception. Despite this fact, EMD and particularly EEMD, which I proposed 
for seismic de-noising in this thesis merges as a potentially effective technique for filtering 
seismic data.  
 
The EMD/EEMD algorithms are simple of nature and in many cases gave results close in 
quality to those obtained from the more complex and robust techniques available in the 
commercial software package GeoCluster. However, there are still many issues that need to 
be addressed before these new techniques can be employed routinely within a professional 
environment. Among them are computational time and a more in depth qualitatively 
understanding of the fundamentals EMD/EEMD. 
 






APPENDIX A  
 
%  EMD/EEMD Matlab function that used in seismic de-noising tests 
% 













































Subroutine EEMD(IMFs,Xin,Xsize, Max_NUM_iter ,maxIMF) 
 
!   EEMD Fortran 90 function that used in seismic de-noising tests 
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