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Background
Functional organization in neural networks is believed to
arise from synaptic plasticity. Spike-Timing-Dependent
Plasticity (STDP) is a candidate for such plasticity which
has received considerable experimental support and been
the subject of considerable theoretical investigation. Our
work extends the framework developed in [1] for analyz-
ing the learning dynamics of STDP in feed-forward net-
work architecture to the case of recurrently connected
networks.
Methods
We investigate the dynamics of a network consisting of
Poisson neurons recurrently connected with alpha-syn-
apses, where the synaptic weights are modified by a ver-
sion of STDP incorporating both rate-based and pairwise-
correlation-based changes [1]. The network activity is
evaluated in terms of the steady-state fixed points of its
dynamic variables (firing rates, correlations and weights,
all averaged over time). The framework has general appli-
cability and can be applied to any network architecture.
The focus of this paper is on a fully connected network
with no external synaptic input, in which the neurons are
driven only by their spontaneous spiking-rates. This case
is not only the most accessible, but it also illustrates the
impact of recurrent connectivity upon the learning
dynamics.
Results
A dynamical system involving the neuronal variables is
derived to describe the network spiking dynamics, which
involves only fairly general and well-founded assump-
tions on the parameter values. For a fully recurrently con-
nected network with no external input, the conditions for
the existence of a stable homeostatic equilibrium of the
weight dynamics are found. The respective fixed points for
both the firing rates and the correlations are uniquely
determined. A continuous manifold of fixed points for the
weights exists. Numerical simulations confirm the stabil-
ity of the predicted homeostatic equilibrium and the equi-
librium values of the spiking-rates and the average weight.
While individual spiking-rates and correlations remain
stable (i.e., the time evolution of their variance is stable
and relatively small), individual weights diverge on the
manifold of the fixed points due to stochastic noise in the
network. The evolution of the variance is approximately
linear for identical initial weights at the homogeneous
fixed point, similar to the case with feed-forward network
structure [1].
Conclusion
The results obtained here for a recurrently connected net-
work with no external input are qualitatively similar to the
results obtained for feed-forward networks with corre-
lated inputs [1], although in the case investigated here the
correlations are intrinsic to the recurrent network. The
equilibrium values of the parameters are obtained and,
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although the mechanisms are similar to the feed-forward
case [1], the quantitative values differ. The analysis of the
stability of the whole manifold of fixed points (using
matrix notation) is currently in progress. Future work
involves the cases of fully connected networks with (i)
uncorrelated and (ii) correlated external synaptic inputs,
which are more relevant from a biological point of view.
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