where 3 (R) is given in (25) and 3 (R) in (26.) Analytical di culties have prevented us from comparing bounds (3), (26), and (5) in the general case. However, computations show that (26) is better than the Elias bound also for large r. Clearly, bound (26) is in general much easier to compute than (5).
{ 11 {
We need to present r linearly independent codewords of C with support given by the right-hand side of (26). Theorem 12 guarantees that there is a subset of vectors of C at a distance w from a certain codeword a 2 C; or, upon shifting the entire space by a, a code W of constant weight w. Further, there is a subset of W of size M that satis es the weight restrictions of Lemma 18. By the remark after this lemma, there is a subset W W of log 2 M linearly independent codewords that also satisfy these restrictions, i.e., are of weight w 1 on a certain subset of`coordinates, 1 6`6 n. Consider Theorem 20 Let For code rates 0 < R < R 0 inequality (14) is not applicable. So we have to stick with the bound (21), where for up we take the best upper bound available, i.e., (10). Upon choosing ; ; the same as in the above corollary, we get the bound on 2 (R) for low rates. Thus, the new bound on 2 (R) that we derive, is combined of two pieces as follows.
Proposition 17 
where lp 1 (R) and lp (R; ) are given by (6) and (10), respectively. Bound (24) is better than the previously known bounds. For reference purposes we tabulate 2 Fig. 1 we plot bounds (24), (9), (8), (2) .
Since the bound in Proposition 17 is better than the bounds previously known, its application in (5) improves known bounds on generalized weight of order r greater than 2. Let us illustrate this for r = 3. Computing the bounds in (5) shows that the minimum is attained for s = 1. This gives the following bound:
where 1 (R) is given in (6) and 2 (R) in (24). Bound 3 (R) is better than the Elias bound (3) for 0 < R 6 0:84 and fails to improve it for larger rates (see the table in the next section). x; y at a distance at most up (R 0 ; )n apart. The size of the support of (x; y; x + y) equals jsupp(x; y)j = 2 n ? jx \ yj = n + dist (x; y) 2 :
This completes the proof. Now we can use bounds (10) and (14) in (21) to obtain more explicit bounds on 2 (R).
First, let us apply (14)
. We obtain the following surprising result. Here R 0 is as de ned before Theorem 14.
Corollary 16 For R 0 6 R < 1,
Proof. We can take any ; satisfying (16). Let = 2;m (R); = H ?1 (H( 2;m (R)) ?
1 + R): Computations with Mathematica show that for all rates 0 < R < 1; the right-hand side of (21) i.e., the weight distribution of a typical long code, one can check that this theorem implies the following corollary. Here inequality (a) follows from Proposition 9, inequality (b) is implied by (11), and (c) follows from (12).
Corollary 11 If 2;m (R) 6 6 1=2; then (R; ) 6 sm (R; ) = lp 1 (1 + R ? H( )):
Proof. Follows from Proposition 7.
It is easy to see that when bound (14) is applicable, it is better than the linear programming bound (10). 3 Bounds on spectra of codes
The second ingredient that we need in order to prove the main theorem is a lower bound on the components of the weight distribution of a code. Let A i , i = 0; 1; : : : ; n, denote the number of codewords of Hamming weight i in the code.
The following result is from 13]. 
Denote by 1;m ( ) the value of that furnishes the minimum to the right-hand side of (12). Likewise, let 2;m (R) be the value of that furnishes the minimum to the right-hand side of (6) (note that in (6) is a dummy variable whose value is determined uniquely given and R). Proof. Direct substitution. The linear programming bound for constant weight codes can be improved by using a recurrence relation suggested in 12]. We give it here in the asymptotic form. This bound combined with (10) gives the best bound for constant weight codes currently known. Interestingly, in a certain interval of values of one can determine the optimal parameters of the recursion and arrive at a simpler expression.
The following proposition can be derived from Theorem 8, see 12].
Proposition 9 For any 0 6 6 1=2, the function R( ; ) + 1 ? H( ) is nonincreasing on for 2 1? we can proceed using (5) as described above and improve upper bounds on r (R); r > 3. For the second result, we use the lower bound on the weight enumerator in a certain averaging argument.
En route we prove some asymptotic results on the distance distribution of binary codes that meet the MRRW bound (6)-(7) (assuming that such exist), which appear to be of independent interest. This is the subject of Section 3.
Remark 
