Abstract. Riemann hypothesis is proven by reducing the vanishing of Riemann Zeta function to an orthogonality condition for eigenfunctions of a generalized Hilbert-Polya operator having the zeros of the Riemann Zeta function as its eigenvalues. The Hermitian metric in question is not equivalent with Hilbert space inner product. The construction of the generalized Hilbert-Polya operator is inspired by the conviction that Riemann Zeta function is associated with a physical system allowing superconformal transformations as its symmetries. The proof as such is elementary involving only basic facts about the theory of Hilbert space operators and complex analysis.
Introduction
The Riemann hypothesis [Rie, Tit86] states that the non-trivial zeros (as opposed to zeros at s = −2n, n ≥ 1 integer) of Riemann Zeta function obtained by analytically continuing the function Hilbert and Polya [Edw74] conjectured a long time ago that the non-trivial zeroes of Riemann Zeta function could have spectral interpretation in terms of the eigenvalues of a suitable self-adjoint differential operator H such that the eigenvalues of this operator correspond to the imaginary parts of the nontrivial zeros z = x + iy of ζ. One can however consider a variant of this hypothesis stating that the moduli squared of the nontrivial zeros |z| 2 = x 2 + y 2 , ζ(z = x + iy) = 0 . (2) are eigenvalues of some operator H having decomposition H = −DD + as a product of non-Hermitian operators such that the eigenvalues of −D and D + are complex conjugates of each other and given by the non-trivial zeros of ζ.
In the following an explicit operator having as its eigenvalues the non-trivial zeros of ζ is constructed. The construction proves that the only non-trivial zeros of ζ are on the line Re[s] = 1/2. The construction relies crucially on the interpretation of the vanishing of ζ as orthogonality condition in a Hermitian metric which is more general than Hilbert space inner product. All complex numbers are a priori candidates for the eigenvalues of D + and genuine eigenvalues are selected by the requirement that the condition D † = D + holds true in the set of the genuine eigenfunctions. The genuine eigenvalues turn out to consist of z = 0 and nontrivial zeros of ζ.
The construction also relies on the scaling invariance motivated by the belief that ζ is associated with a physical system which has superconformal transformations [ISZ88] as its symmetries. This vision was inspired by the generalization of ζ and the Riemann hypothesis to a p-adic context forcing the sharpening of the Riemann hypothesis to the conjecture that p iy defines a rational phase factor for all nontrivial zeros x + iy of ζ and for all primes p [Pit95] . Here however only the Riemann hypothesis is discussed.
Generalized form of Hilbert-Polya conjecture
One can generalize (or modify) the Hilbert-Polya conjecture by assuming scaling invariance. First of all this means the decomposition
such that the non-Hermitian operators D and D + have the nontrivial zeros of ζ as their complex eigenvalues
The task is to construct the needed operator D. The following construction is based on the idea that the operators D and D + also allow the eigenvalue z = 0 and that the vanishing of ζ at z expresses the orthogonality of the states with eigenvalue z = x + iy = 0 and the state with eigenvalue z = 0.
The trial
is motivated by the requirement of invariance with respect to scalings t → λt and F → λF . The range of variation for the variable t consists of non-negative real numbers t ≥ 0. The scaling invariance implying conformal invariance (Virasoro generator L 0 represents scaling which plays a fundamental role in the superconformal theories [ISZ88] ) is motivated by the belief that ζ codes for the physics of a quantum critical system having, not only supersymmetries [BK99] , but also superconformal transformations as its basic symmetries [Pit95, Cas01] . 
The substitution into the eigenvalue equation gives
allowing as its solution the functions
These functions are nothing but eigenfunctions of the scaling operator L 0 of the superconformal algebra analogous to the eigenstates of a translation operator. A priori all complex numbers z are candidates for the eigenvalues of D + and one must select the genuine eigenvalues by applying the requirement D † = D + in the space spanned by the genuine eigenfunctions.
The natural expectation is that the spectrum of the genuine eigenvalues z is determined by the orthogonality conditions
This is the case when the operators D and D + are Hermitian conjugates of each other and Ψ z1 |Ψ z2 is finite as it is for the ordinary Hilbert space inner product. The requirement that D + is indeed the Hermitian conjugate of D implies that the Hermitian form satisfies
This condition implies
The condition gives
For z 2 = −z 1 (satisfied unless x 1 = x 2 = 0 holds true) this condition indeed implies the orthogonality condition
in the case that Ψ z1 |Ψ z2 is finite. An alternative, not so obvious, possibility is that Ψ z1 |Ψ z2 diverges: this option turns out to be realized when the conditions x 1 + x 2 = 1 and y 1 = y 2 hold true. In any case, the problem reduces to that of finding a Hermitian form for which D + = D † condition is satisfied. The first (not quite correct) guess is that the Hermitian form is defined as an integral of the product Ψ z1 Ψ z2 of the eigenfunctions of the operator D over the non-negative real axis using a suitable integration measure. The Hermitian form can be defined by continuing the integrand from the non-negative real axis to the entire complex t-plane and noticing that it has a cut along the non-negative real axis. This suggests the definition of the Hermitian form, not as a mere integral over the non-negative real axis, but as a contour integral along curve C 1 defined so that it encloses the non-negative real axis, that is C 1 a) traverses the non-negative real axis along the line Im[t] = 0 − from t = ∞ + i0 − to t = 0 + + i0 − , b) encircles the origin around a small circle from t = 0 + + i0 − to t = 0 + + i0 + , c) traverses the non-negative real axis along the line Im[t] = 0 + from t = 0 + + i0 + to t = ∞ + i0 + . Here 0 ± signifies taking the limit x = ±ǫ, ǫ > 0, ǫ → 0.
C 1 is the correct choice if the integrand defining the inner product approaches zero sufficiently fast at the limit Re[t] → ∞. Otherwise one must assume that the integration contour continues along the circle S R of radius R → ∞ back to t = ∞ + i0 − to form a closed contour, call it C 2 .
One can deform the integration contour rather freely: the only constraint is that the deformed integration contour does not cross over any cut or pole associated with the analytic continuation of the integrand from the non-negative real axis to the entire complex plane.
Scaling invariance dictates the form of the integration measure appearing in the Hermitian form uniquely to be dt/t. The Hermitian form thus obtained also makes possible to satisfy the crucial D + = D † condition. The Hermitian form is thus defined as
where C denotes either C 1 or C 2 . The possibility to deform the shape of C in wide limits realizes conformal invariance stating that the change of the shape of the integration contour induced by a conformal transformation, which is nonsingular inside the integration contour, leaves the value of the contour integral of an analytic function unchanged. This scaling invariant Hermitian form is indeed a correct guess. By applying partial integration one can write
The integral of a total differential comes from the operator L 0 = td/dt and must vanish. For the non-closed integration contour C 1 the boundary terms from the partial integration could spoil the D + = D † condition unless the eigenfunctions vanish at the end points of the integration contour (t = ∞ + i0 ± ). For the closed integration contour C 2 the integrand of the total differential vanishes if the function Ψ z1 (t)Ψ z2 (t) is single-valued. This is the case if the integration contour C does not cross any cut of the function obtained by analytically continuing Ψ z1 (t)Ψ z2 (t) from the non-negative real axis to the entire complex plane.
The explicit expression of the Hermitian form is given by
How to choose the function F ?
The remaining task is to choose the function F in such a manner that orthogonality conditions for the solutions Ψ 0 and Ψ z reduce to the condition that ζ or some function proportional to ζ vanishes at the point −z. The definition of ζ based on analytical continuation performed by Riemann suggests how to proceed. Recall that the expression of ζ converging in the region Re[s] > 1 reads [Tit86] as
One can analytically continue this expression to a function defined in the entire complex plane by noticing that the integrand is discontinuous along the cut extending from t = 0 to t = ∞. The discontinuity Disc(f ) ≡ f (t) − f (texp(i2π)) is given by
The discontinuity vanishes at the limit t → 0 for Re[s] > 1. Hence one can define ζ by modifying the integration contour from the non-negative real axis to an integration contour C 1 enclosing non-negative real axis defined in the previous section. Note that C 1 differs from C 2 only in that the circle S R , R → ∞ is not included.
This amounts to writing the analytical continuation of ζ(s) in the form
This expression equals to ζ(s) for Re[s] > 1 and defines ζ(s) in the entire complex plane since the integral around the origin eliminates the singularity.
The crucial observation is that the integrand on the righthand side of Eq. 19 has precisely the same general form as that appearing in the Hermitian form defined in Eq. 16 using integration contour C 1 . The integration measure is dt/t, the factor t s is of the same form as the factor t −z1−z2 appearing in the Hermitian form, and the function F 2 (t) is given by
.
Therefore one can make the identification
Note that the argument of the square root is non-negative on the non-negative real axis and that F (t) decays exponentially on the non-negative real axis and has 1/ √ t type singularity at origin. From this it follows that eigenfunctions approach zero exponentially at Re[t] → ∞ so that one can use the non-closed integration contour C 1 unless their is some good reason forbidding this.
With this assumption, the Hermitian form reduces to the expression 21) for C = C 1 , and to the expression
for C = C 2 . Recall the definition z 12 = z 1 + z 2 is adopted. For C = C 2 there is also the contribution from the circle S R , R → ∞. This contribution behaves for Re[t] → −∞ as R −s dφ, where φ denotes the angular variable of the polar coordinates, and vanishes for Re[s] < 0. Therefore, irrespective of the choice of the integration contour, one can write
Thus the orthogonality of the eigenfunctions is equivalent to the vanishing of ζ(z 12 ) for x 1 + x 2 > 0 unless Γ(−z 12 ) diverges. For x 1 + x 2 = 0 the integration contours C 1 and C 2 give different results: in fact, the contribution of the circle S R , R → ∞ diverges. Furthermore, the inclusion of the z = 0 eigenvalue into the spectrum of the eigenvalues, possible for C 1 , is crucial for the subsequent arguments. These observations suggest that C 1 is the correct choice.
Some comments on this result are in order.
a) The nontrivial zeros of ζ are known to belong to the critical strip defined by 0 < Re[s] < 1. Indeed, the theorem of Hadamard and de la Vallee Poussin [Var99] states the non-vanishing of ζ on the line Re[s] = 1 (this result is consistent with the fact that Ψ 0 |Ψ z diverges for x = 1 + iy). Since the non-trivial zeros of ζ are located symmetrically with respect to the line Re[s] = 1/2, this implies that the line Re[s] = 0 cannot contain zeros of ζ. b) For x 1 +x 2 = 2n Riemann Zeta has trivial zeros but the product Γ(−2n)ζ(−2n) is nonvanishing. For x 1 + x 2 = 2n + 1 the Gamma function diverges. Most importantly, this occurs for x 1 + x 2 = 1 so that the values of the Hermitian form are proportional to Γ(−1) in this case.
c) The Hermitian form is also proportional to the factor 1 − exp [2πi(y 1 − y 2 )] , which vanishes for y 1 = y 2 and x 1 = 0 or x 1 = 1 so that the norms of the eigenfunctions Ψ z with z = 1/2 + iy must be calculated explicitly from the defining integral. Since the contribution from the cut vanishes in this case, one obtains only an integral along a small circle around origin and this gives for C = C 1 the result
Thus the norms of the eigenfunctions are finite for C = C 1 . Ψ 0 has however negative norm so that the Hermitian form in question is not a genuine inner product. For C = C 2 the diverging contribution from the circle S R , R → ∞ implies that Ψ 0 has infinite norm.
d) For y 1 = y 2 the factor is nonvanishing and one has
Hence the Hermitian form diverges in this case. Thus one cannot interpret the Hermitian form as a genuine inner product even in the reduced state-space with Ψ 0 excluded. Of course, this is as it should be. If Ψ 1/2+iy1 |Ψ 1/2+iy2 were finite, D + = D † condition would imply that the points z = 1 + i(y 1 − y 2 ) are zeros of ζ. e) One might hope that the construction yields Hilbert-Polya operator as the operator H = i(D − 1/2) acting in a reduced state space obtained by throwing out the state Ψ z=0 (this is achieved by using C 2 as the integration contour). Unfortunately this is not the case since the Hermitian form in question is not a genuine inner product. The deviation from the normal Hilbert space inner product is however absolutely essential for the proof and one could perhaps speak of a generalized Hilbert-Polya operator. On the basis of these arguments, one can conclude that the Riemann hypothesis holds true and follows essentially from the D † = D + condition and the finiteness of Ψ z1 |Ψ z2 for 0 < x 1 + x 2 < 1. One can 'understand' the restriction of the nontrivial zeros to the line Re[s] = 1/2 by noticing that x can be interpreted as the real part of conformal weight defined as eigenvalue of the scaling operator L 0 = td/dt in superconformal field theories [ISZ88, Pit90, Pit95] . For the generators of the superconformal algebra, conformal weights are indeed half-integer valued.
Proof of the Riemann hypothesis

