INTRODUCTION
Many containerships have broad bow flares and flat sterns, which is an optimal design for reducing the resistance and loading more containers. However, this design is inadequate for slamming problems. Even considering a voluntary speed reduction during operation, the structural risk due to whipping should be accurately considered in the structural design of a ship. The effect of whipping was reported based on full-scale measurements and numerical simulations in the works of Drummen et al. (2008) and Storhaug et al. (2011) .
In order to consider the effect of whipping on a structural design, the whipping response should be estimated using either a numerical or experimental test. Although an experimental test is more reliable than a numerical test, the latter is preferable to test various ships and wave conditions. State of the arts of numerical approaches can be found in the works of Drummen and Holtmann (2014) , Kim and Kim (2014) , Oberhagemann and Moctar (2012) , and Tuitman (2010) .
Recently, systematic model tests for the hydroelasticity of ships have been carried out by Korea Research Institute of Ships and Ocean Engineering and Korea Institute of Ocean Science and Technology (KRISO/KIOST) as part of Wave Induced Loads on Ships Joint Industry Project (WILS JIP). This project entered its 3rd phase in 2013. In this 3rd phase, the project focused on measuring the spatial distribution of slamming loads and whipping responses to waves. The experimental results from WILS JIP are very valuable for validation of numerical methods. This paper presents a numerical analysis of a slamming load and whipping response using a fully coupled hydroelastic model. The concept of the method is briefly described, and its performance is thoroughly validated against the model test results of WILS JIP. First, a Generalized Wagner Model (GWM) is validated against the wedge drop test results using a thorough comparison of the pressure and force signals. Next, the fully coupled model is validated against the results of a segmented model test of a 10,000 twenty-foot equivalent (TEU) containership in regular waves. The computed slamming load is converted into the forms of whipping component, slamming modal force of two-node vertical bending, slamming vertical force, slamming local force, and spatial distribution of peak values, which are compared with the model test results.
NUMERICAL METHOD OF HYDRODYNAMIC ANALYSIS
The fully coupled hydroelastic model utilizes a 3-D Rankine panel method, a 2-D GWM, and a 1-D or 3-D Finite Element Method (FEM). Each part of the methods and the coupling of the parts are explained below.
3-D Rankine panel method
The 3-D Rankine panel method for the seakeeping problem is based on the works of Kim and Kim (2008) , Kring (1994) , and Nakos (1990) . The coordinate system moves with the advancing ship along the x axis as shown in Fig. 1 . The origin is located at the projection of the center of mass to the water plane. The set of the boundary value problem is expressed as follows: 
where φ is the velocity potential, U r is the forward speed vector, n r is the normal vector on the body surface, u r is the translational displacement vector, B S is the body surface, F S is the free surface, S ∞ is the infinity, F Ω is the fluid domain, ζ is the free surface elevation, g is the gravitational acceleration, and / / d dt t = ∂ ∂ − ⋅∇ U r is the Galilean transformation. 
A double-body linearization is applied, which assumes that the basis potential is on the order of 1, and the other potentials and wave elevations are on the order of ( 1) ε << . The disturbed potential and wave elevation include both the steady and unsteady potentials and wave elevations, respectively. The free surface boundary conditions are linearized using Taylor series expansion about the calm water level (z=0) . The final forms of the free surface boundary conditions are expressed as follows (Kim and Kim, 2008) :
The body boundary condition is linearized using Taylor series expansion about the mean body surface as follows (Timman and Newman, 1962) :
If it is assumed that the Rankine sources are distributed on the free and body surfaces, the volume integral of the Laplace equation would be converted to the boundary integral by Green's second identity, as follows:
Eq. (11) is numerically solved using temporal and spatial discretization in the time domain. The mean body and free surface boundaries are discretized into a finite number of panels. A bi-quadratic spline function is used to interpolate the velocity potential, wave elevation, and normal velocity on the panels. The radiation condition of Eq. (5) is satisfied on the edges of the free surface using an artificial damping zone. In this damping zone, the wave elevation and potential are forcibly damped as follows:
where κ is the damping strength. The above numerical schemes are based on the works of Kim and Kim (2008) and Kring (1994) .
Once the velocity potential is determined by solving the boundary value problem, the dynamic pressure can be obtained using the Bernoulli equation. In addition, a weakly nonlinear approach is adopted to take into consideration the nonlinear Froude-Krylov and restoring pressures due to the body geometry. The explicit forms of the dynamic and static pressures were given in the work of Kim and Kim (2014) .
2-D Generalized Wagner Model
The GWM also assumes a potential flow. It applies the boundary conditions on the instantaneously changing body and free surfaces. As a result, the hydrodynamic reaction force varies with changes in the submerged depth, which corresponds to a slamming load. The initial value problem of the GWM in the z-plane is expressed as follows, as shown in Fig. 2 (Khabakhpasheva et al., 2014; Mei et al., 1999; Zhao and Faltinsen, 1993) :
where ϕ is the velocity potential of the GWM, ( ) H t is the free surface elevation at the contact point defined as
) S x t is the free surface elevation, subscripts x, y, and t denote partial derivatives with respect to their values, ( ) f x ′ is the slope of the body's geometry, ( ) h t & is the relative velocity of the body and free surface, and ( ) c t is the x coordinate at the contact (see Fig. 2 ). The vertical motions of the body correspond to the relative vertical motions of slamming sections as follows:
[ ]
where D is the draft of the section. The initial value problem is solved using the conformal mapping. The auxiliary complex plane i ς ξ η = + is introduced, and the fluid domain ( ) y H t ≤ and ( , ) y f x t ≤ in the z plane is mapped to the lower half-plane 0 η < as follows:
where ( 
The solution of the boundary value problem is obtained in the complex plane. The velocity potential on the body surface is expressed as follows:
where
The hydrodynamic pressure is calculated using the Bernoulli equation as follows:
where GWM p is the dynamic pressure of the GWM, ρ is the fluid density, and ( ) ( ) / ( ) N c h t c t = & & . The mathematical and numerical procedures for the solution were presented in detail by Khabakhpasheva et al. (2014) .
The final form of the pressure explicitly guarantees that the pressure is not dependent on the time histories of the body motion but rather on the current velocity and acceleration. Thus, if a pressure distribution is obtained using a zero initial condition, which means that the body begins to enter the water from a non-submerged condition, it could be applied to other water entry problems with nonzero initial conditions. It can be implemented by setting offset values in the splash-up of the free surface.
GWM Preprocessing
Although the GWM is a 2-D method, its computational burden is not light. Water entry events can start with various initial conditions. The initial condition corresponds to the submerged depth when the section begins to enter the water. Strictly, the GWM solution should be obtained for every water entry event. Unfortunately, this reduces the computation speed of the timedomain analysis. A preprocessed solution with a zero initial condition can be related to other water entry events with nonzero initial conditions using offsets in the pile-up of the free surface. This approach is adequate because the gravity term is neglected in the free surface boundary condition of the symmetric problem, which implies that the pile-up is independent of the time histories of the water entry motion.
The two different initial value problems can be easily related as follows. First, the water entry problem is solved for the section that enters the water from the non-submerged condition to the fully submerged condition. The solution of this problem is the preprocessed solution. In this solution, the submerged depth is decomposed into the penetration depth as a result of the relative vertical motion and free surface elevation. When the water entry event begins from a water depth of A, the corresponding wave elevation W(A) can be determined from the preprocessed solution. If the section penetrates the water to a depth of C, the corresponding solution would have a total submerged depth of C + W(C) -W(A). The modified penetration depth X is determined by solving the equation X + W(X) = C + W(C) -W(A). The validity of this equation can be easily confirmed using A = 0 or A = C.
In a time-marching simulation, a small time step is generally required when using the GWM. However, it is not required if the contact point, rather than the time, is discretized (Khabakhpasheva et al., 2014) . The contact point increases from zero to the maximum breadth. For each discretized contact point, the pressure distribution is calculated in the preprocessing. Linear interpolation is used to obtain the pressure distribution if the current contact point is located between two discretized points. 
NUMERICAL METHOD OF STRUCTURAL ANALYSIS

1-D/3-D FEM for structural model
The structural responses can be determined using a 1-D beam or 3-D FE model as shown in Fig. 3 . In terms of modeling convenience and computational burden, the 1-D beam model is more suitable for a coupled analysis in the early design stage than the 3-D FE model. The 1-D beam model is based on Timoshenko beam theory for bending and Vlasov beam theory for non-uniform torsion. Recently, an advanced beam model was proposed by Senjanović et al. (2009a) . Its performance is improved than that of the Timoshenko and Vlasov beam theories by considering shear deformation more sophisticatedly. It is important to properly determine sectional properties of a beam element. To calculate shear flow and warping function, a socalled 2-D analysis of the cross section should be performed (Kawai, 1973) . In addition, an effect of structural discontinuity such as bulkheads should be reflected in the sectional properties (Senjanović et al., 2009b) . A successful application of the 1-D beam model can be found in the work of Kim and Kim (2014) . On the other hand, a use of a 3-D FE model is straightforward for considering the complicated torsional behavior. In this case, a large Degree of Freedom (DOF) of the 3-D FE model should be reduced in a time-domain simulation using a modal superposition approach. Implementation of the two structural models is explained below.
First, the 1-D beam model is directly coupled with the 3-D Rankine panel method and GWM in a Cartesian coordinate system. The equation of motion is expressed as follows based on the nodal motions:
where M is the consistent mass matrix, C is the Rayleigh damping matrix, K is the stiffness matrix based on the beam theories of Timoshenko and Vlasov, ( ) t u r is the displacement vector, a dot over the displacement is the time derivative, and f r is the forcing vector from the fluid domain. A formulation of the matrices was presented by Kim et al. (2009a; 2009c) . The forcing vector consists of six components as follows:
where LD f r is the linear radiation and diffraction force of the 3-D Rankine panel method, NF f r is the nonlinear Froude-Krylov force of the weakly nonlinear approach, NR f r is the nonlinear hydrostatic restoring force of the weakly nonlinear approach, SL f r is the slamming force, SP f r is the restoring force of a soft spring system, and DAM f r is the damping force of the soft spring and roll motion. In order to calculate the force vector, a motion on the beam node (x n , y n , z n ) needs to be transferred on the panel grids (x p , y p , z p ), and a pressure on the panel grid needs to be transferred on the beam node (see Fig. 4) .
In a time-marching simulation, the equation of motion is directly integrated over time. The Newmark-beta method is used for the time integration because it is unconditionally stable with respect to the size of the time step. In addition, a fixed-point iteration is used in conjunction with the Aitken acceleration scheme for better stability (Iron and Tuck, 1969) . The details of the above were presented by Kim et al. (2009a; 2009c) . 
where ( ) t ′ u r is the approximated displacement vector, j α is the modal displacement of the j-th mode, j A r is the eigenvector of the j-th mode, m is the total number of nodes, and n is the number of the lower flexible modes included in the approximated displacement vector. Typically, the modal displacements of higher modes are very small because the modal stiffness rapidly increases. The equation of motion is expressed as follows using the generalized coordinate and Eq. (32):
where subscripts L and H of the matrices respectively indicate lower and higher modes, and 1f is the modal force of the fluid domain, which corresponds to the dot product of the fluid force vector and eigenvector. The force from the fluid domain consists of radiation, diffraction, hydrostatic, and slamming pressures. In linear computation, the hydrostatic force can be extracted from the right-hand side in the form of hydrostatic matrix and displacement vector. The details of the hydrodynamic and hydrostatic parts were explained in the work of Kim and Kim (2014) , and the consistent formulation of hydrostatic force was introduced by Senjanović et al. (2012) . To calculate the modal force, the eigenvectors of the 3-D FE model are mapped to the grids of the panel model and the slamming sections using linear interpolation as shown in Fig. 5 . Eq. (33) is decomposed into two equations for the lower and higher modes as follows:
It is assumed that the responses of the lower modes are dynamic, whereas those of the higher modes are quasi-static. Natural frequencies of the higher modes should be much higher than frequencies of the excitation forces. The lower modes typically include around ten flexible global modes. It should be noted that Eq. (34) is a coupled equation whereas Eq. (35) is a decoupled equation because the right-hand side of Eqs. (34)- (35) include only the motions of the lower modes. For a better stability, a virtual inertial force of infinite-frequency added mass is added to both sides of Eq. (34), and the motion is integrated using 4 th order Adams-Bashforth-Moulton method in time. In this study, Eq. (35) is not solved because it is not necessary for calculating motion and sectional force. The higher modes significantly affect only local responses. The converged sectional force is calculated by integrating all external pressures and inertial forces. Finally, the DOF of motion is drastically reduced by excluding the higher modes.
RESULTS AND DISCUSSIONS
Drop test of symmetric wedge
A drop test of symmetric wedges was carried out by KRISO/KIOST as part of WILS JIP-III. Two wedges with dead-rise angles of 20° and 30° were released from heights of 0.25 m and 0.5 m above a calm water surface without a tilting angle, respectively. Fig. 6 shows the principal dimensions of the wedge and the locations of the pressure and force sensors. The acceleration of the wedge was measured using an accelerometer, and the displacement and velocity were obtained by time integration of the measured acceleration. The time histories of the motion were used as input to compute the GWM. A hydrostatic pressure, proportional to the penetrating depth ( ) h t in Eq. (18), was added to the dynamic pressure expressed as Eq. (27) prior to a comparison of the pressure and force. The first and second terms of Eq. (27) correspond to impact and added mass pressures in the comparison, respectively. Figs. 7-8 compare the pressure and force signals of the computational and experimental results. The computational result showed pressures that were very similar to those of the experimental results. The peak value was dominated by the component proportional to a square of velocity, whereas the pressure descent was significantly affected by the component proportional to acceleration. In the force comparison, almost the same tendency as that in the pressure comparison was observed. This may imply that the pressure distributions were similar in the computational and experimental results.
Test setup for slamming and whipping in regular wave
The test model of the 10,000 TEU containership in the 3 rd phase of WILS JIP consisted of a backbone and six segmented hulls. Fig. 9 shows principal dimensions of the backbone. The hulls were the same as the model of the 2 nd phase of WILS JIP.
The more details of the model and computational results of RAO and springing response in waves can be found in the literature (Kim et al., 2012; Kim and Kim, 2014) . By a hammering test of the test model in wet mode, the natural frequency and damping ratio of two-node vertical bending were measured to be 0.43 Hz and 2.0% of critical damping, respectively. In the 3 rd phase, fourteen force sensors and four pressure sensors were installed on the surface near the Fore Peak (FP), as shown in Fig. 10 . A numerical analysis of slamming-whipping was performed using a set of numerical models which were linear and nonlinear panel models, eigenvectors of a 3-D FE model, and a slamming sections as shown in Figs. 11-13 . In the linear panel model, 500 and 3000 panels were respectively distributed on the mean body surface and free surface for the solution of the 3-D Rankine panel method. The nonlinear body panel model consisted of 4000 panels on the entire body surface for calculation of a nonlinear Froude-Krylov and restoring pressure. Forty-one slamming sections were used to calculate slamming load, which were perpendicular to the free surface of the calm water. Three lower modes of vertical bending were included with six rigid body motions in the coupled analysis as shown in Fig. 13 . The 3-D FE model directly reflects the configuration of the experimental model for segmented hulls. The displacements of the segmented hulls are not continuous at the cut sections and do not conflict with each other because there are small gaps between the segmented hulls and the flexible displacement is small. 
Bow flare slamming and whipping
When a ship operates with a high forward speed, it is easily exposed to severe bow flare slamming. The computational and experimental results for the whipping responses due to bow flare slamming were compared in Figs. 14 and 15. Overall, the computational results showed total vertical bending moments similar to those of the model test results. Whipping and springing components were separated from the total vertical bending moment by an additional computation without slamming load on the flexible motion and flexibility. The development of the whipping can be clarified by investigating the excitation which corresponds to the modal force of two-node vertical bending due to the slamming force. The modal force was obtained by calculating a dot product of the slamming force and the corresponding eigenvector. In addition, the slamming vertical forces acting on the each slamming sections were also compared, which were components of the slamming modal force.
In Case 104-2D, the experimental result showed the larger peak than that of the computational result near 51 sec., which was induced by a bow flare slamming. This is due to the fact that a slamming pressure was not considered in the computation when the slamming section was fully submerged. The second peak near 53 sec. was smaller in the experimental result compared to the computational result. It was due to green water which suppressed the second peak by disturbing the natural vibration of the two-node vertical bending. The slamming modal force had two humps per period. The smooth and large one was due to bow flare slamming, and the sharp and small one was due to stern slamming. The components of these humps correspond to slamming vertical forces. It was also observed that some of the slamming vertical forces sharply dropped near 51 sec. due to the full submergences of slamming sections. In Case 411, bow flare slamming was not as severe as that of case 104-2D, and stern slamming significantly affected the whipping response. Very good agreement between the computational and experimental results was observed. It can be deduced that the computation calculate very similar slamming and whipping loads with those of the model test if the bow is not fully submerged. In order to improve the computational result in a severe case of green water, both the green water load and flow separation after the full submergence of slamming sections should be considered. Computational fluid dynamics methods might be adequate for considering the highly nonlinear phenomena. 
Stern slamming and whipping
Stern slamming occurs when the ship speed is slow or the ship is exposed to following seas. Even under a 10.0-knot forward speed condition in a head sea, non-negligible stern slamming and whipping was observed, as shown in Fig. 15 . Stern slamming and whipping was tested under following sea conditions (Case 502 and 508) for excluding bow flare slamming. Figs. 16 and 17 show the computational and experimental results of whipping responses to stern slamming. The agreement between the computational and experimental results was not as good as that in the results of bow flare slamming and whipping. However, the agreement was acceptable in view of the sensitivity of slamming load on the flat stern. The slamming modal and vertical forces of stern slamming showed very sharp humps compared to those of bow flare slamming. The stern slamming load was impulsive, whereas impulses of the bow flare were not so pronounced. Local slamming force Fig. 18 compares the time series of local slamming forces in Case 104-2D. Overall, reasonable agreement was observed between the computational and experimental results. The experimental results showed irregular force signals, and this iregularity led to the very large peak near 60 sec. of the slamming local force on Sensor 10. The large peak might be also affected by a complicated 3-D flow, which was not considered in the computation. A difference of the peak values on Sensor 10 was large between the computational and experimental results, but it hardly affected whipping because of its very small impulse. The experimental result showed a longer duration of slamming force than that of the computational result. The latter part of the longer slamming force in the experimental result was related to green water because green water occurred and induced the high-frequency oscillation near 63 sec. It should be noted that the impact component, proportional to a square of the relative velocity, of GWM mainly induces whipping, whereas other components including added mass and hydrostatic components hardly affect whipping. The computational result showed a tendency similar to that of the experimental result, except for the force on Sensor 10. The numerical method tended to underestimate the magnitudes of the peak values compared to the experiment. This might be due to the fact that the forward speed of the ship was not directly included in the relative velocity of the water entry because the slamming sections were perpendicular to the free surface. By using a tilting angle between the section and free surface, a higher slamming force can be obtained (Tuitman, 2010) . However, this is not rigorous because the effect of the forward speed is partially included in the relative velocity. It is very difficult to take slamming sections parallel to the water entry direction for the 2-D method because the direction instantaneously changes. 
Green water effect on whipping
In order to reveal the effect of green water on whipping in the result of Case 104-2D, an additional computation was performed under the two conditions (Case 107 and 108), which were the same except for the wave heights. Fig. 20 compares snapshots of green water on the deck in the experiment and whipping responses. The computational result showed very good agreement with the experimental result when green water did not occur in Case 107. In Case 108, the whipping response rapidly decreased on the second peak near 58 sec. in the experimental result. However, the rapid decrease was not observed in the computational result. The green water on the deck directly suppressed the whipping response, as shown in the snapshots. In addition, the green water also disturbs the fluid flow near the FP, and it might induce the different fluid forces, as shown in Fig. 18 . 
CONCLUSIONS
A numerical analysis of slamming load and whipping response for the 10,000 TEU containership was performed using the fully coupled hydroelastic model. The computational result was thoroughly validated against the experimental result of WILS JIP. The findings and conclusions of this study are as follows: 1) In the wedge drop test, the pressure and force signals of the GWM showed very good agreement with those of the experimental result. 2) The peak pressure was dominated by a term proportional to a square of velocity, and the pressure descent was significantly affected by a term proportional to acceleration. 3) The fully coupled numerical model in conjunction with the GWM calculated whipping responses very similar to those of the experimental result under the bow flare slamming condition without green water. 4) Under the stern slamming conditions, reasonable agreement between the computational and experimental results was observed in view of the sensitivity of slamming load on the flat stern. 5) Green water on the deck tended to suppress the second peak of vertical bending moment by disturbing the natural vibration of the two-node vertical bending in the experiment, which induced the difference of whipping responses between the computational and experimental results. 
Computation EXP
6) The computational result showed that the time series and spatial distribution of local slamming forces were similar to those of the experimental result, except for the force on Sensor 10. 7) In the experimental result, the time series of local slamming force on Sensor 10 were irregular compared to those of the computational result, and this irregularity led to the very large peak of the force. The large peak might be also affected by a complicated 3-D flow in the experiment.
