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The local application of mechanical stress in piezoelectric materials gives rise to boundaries across
which the electric polarization changes. Polarization charges appear along such polar discontinuities
and the ensuing electric fields drive a charge reconstruction with the accumulation of free carriers
at the boundaries. This is particularly relevant for two-dimensional materials that can sustain very
large strains and display record piezoelectric responses. Here we show by first-principles simulations
the emergence of one-dimensional wires of free electrons and holes along strain interfaces, taking SnSe
as a paradigmatic material. We complement this by developing a Schro¨dinger–Poisson approach
specifically designed for two-dimensional materials that it is able to reproduce the ab-initio results
and also to extend them to regimes of parameters and system sizes that would be unaffordable in
first principles calculations. This model allows us to assess the degree of tunability for the free charge
in the wires coming from the strain and to obtain the critical size at which the interfaces start to
be metallic. Contrary to other strategies to induce polar discontinuities and metallic wires in two-
dimensional materials, the present approach is more resilient against the formation of charge-density
waves thanks to the incommensurate value of the polarization charge density.
INTRODUCTION
A polar discontinuity is a discrete change in electric
polarization across an interface or surface. Classical elec-
trostatics tells us that bound polarization charges appear
at such polar discontinuities and the system responds
with compensating charges in order to screen the corre-
sponding electric fields. In many polar surfaces and in-
terfaces this happens through atomic reconstructions and
changes in stoichiometry [1–3]. Alternatively, a charge
reconstruction can occur, with the accumulation of free
electrons or holes at the polar discontinuity to screen the
polarization charges. This mechanism is considered to
be at the origin of the two-dimensional (2D) electron gas
appearing at the polar interface between insulating per-
ovskites like LaAlO3 and SrTiO3 [4, 5].
Recently, the emergence of metallic states at polar dis-
continuities has been extended to 2D materials [6]. In
this case, one-dimensional (1D) wires of free carriers have
been theoretically predicted to appear at polar interfaces
between different 2D materials [7, 8], at boundaries be-
tween functionalized and pristine monolayers [8], along
the edges of polar nanoribbons [8–10], and at inver-
sion domain boundaries [10]. Possible applications in-
clude electronics, spintronics and solar-energy harvest-
ing. Experimental signatures of such metallic states
have been reported in nanostructures based on transi-
tion metal dichalcogenides, such as triangular islands of
MoS2 [11] and twin boundaries in MoSe2 [12, 13]. In the
latter case, the rational value of the amount of charge
per unit length in the wires (2/3) makes the system sus-
ceptible to Peierls instabilities [14], giving rise to charge-
density waves with the opening of a small gap at the
Fermi energy [13]. Although being of utmost fundamen-
tal interest, charge density waves might hinder potential
applications of these systems.
In this respect, piezoelectricity might offer new strate-
gies to induce polar discontinuities that are more re-
silient to charge-density waves. In fact, the application
of mechanical stress on piezoelectric materials induces a
change in their electric polarization. When stress is ap-
plied only locally, a boundary appears between strained
and unstrained regions, i.e., between regions with differ-
ent electric polarizations. This means that polar discon-
tinuities occur at strain interfaces in piezoelectric mate-
rials. This is particularly relevant for 2D materials that
have been shown to withstand very large strains [15, 16]
and are endowed with sizable piezoelectric responses [17–
20]. In particular, group-IV monochalcogenides like SnSe
exhibit colossal piezoelectric coefficients [18, 19] and a
ferroelectric polarization that can be switched with an
external electric field [21, 22]. Here we show by accu-
rate first-principles simulations that interfaces between
strained and unstrained SnSe host 1D wires of free car-
riers as a consequence of the polar discontinuity associ-
ated with the piezoelectric response of the material. The
amount of free electrons and holes in these wires can be
controlled by the value of strain and it is in general not
commensurate with the unit length, thus making these
metallic states robust against Peierls instabilities.
In the context of 3D semiconductor heterostructures
the self-consistent solution of coupled Schro¨dinger and
Poisson equations has turned out to be extremely use-
ful to predict the charge distribution in doped multilayer
systems and even in the case of polar discontinuities in
undoped 3D oxides [23]. In order to gain additional in-
sight into the properties of strain interfaces in SnSe and
complement first-principles results, here we also develop
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2a Schro¨dinger–Poisson (SP) solver specifically designed
for 2D materials that properly takes into account the un-
conventional non-local screening occurring in 2D [24–26].
The solution of the 2D SP equations has been validated
against first-principles results for the charge density and
spatial distribution of free carriers at strain interfaces in
SnSe. The much cheaper SP approach allows us to ex-
tend ab initio calculations and investigate a wide range of
strain values and systems sizes that would be otherwise
unaffordable. This allows us to assess the tunability of
the amount of free charge in the wires by strain and to
obtain the critical size at which the interfaces start to be
metallic.
METHODS
First-principles simulations
First-principles simulations are performed within
density-functional theory (DFT) using the Quantum
ESPRESSO [27] suite of codes. The Perdew–Burke–
Ernzerhof [28] generalized-gradient approximation of the
exchange-correlation functional is adopted. Electron-
ion interactions are accounted for using ultrasoft pseu-
dopotentials from the GBRV library [29] that have been
tested [30] to obtain the best accuracy with respect to all-
electron calculations for the elements considered in this
work (Sn and Se). An energy cutoff of 40 (320) Ry is em-
ployed to expand wave-functions (densities) in all cases,
with the exception of variable-cell calculations for which
the cutoffs were doubled. The Brillouin zone is sampled
using a 14 × 14 × 1 Monkhorst–Pack grid [31] for bulk
2D materials (both strained and unstrained) while for
strain interfaces we used a 1 × 20 × 1 grid with a 0.005
Ry Marzari-Vanderbilt smearing [32]. Bulk structures
were carefully relaxed with a threshold of 10−3 eV/A˚ for
forces and 0.5 kbar for stresses using a Broyden–Fletcher–
Goldfarb–Shanno algorithm. 2D systems are simulated
within 3D periodic boundary conditions by using the
effective-screening-medium approach [33] with 20 A˚ of
vacuum to eliminate the spurious effect of artificial peri-
odic replicas.
2D Schro¨dinger–Poisson Solver
In the macroscopic limit we can assume 2D mate-
rials to have vanishing thickness and, for definiteness,
to lie in the xy plane. We are interested in the case
when the system is homogeneous and infinitely extended
along the y direction. The electrostatic potential φ is
then a function of x and z only. The Poisson equa-
tion links φ(x, z) to the total charge density ρtot(x, z),
which is the sum of a free ρf and polarization ρpol con-
tribution. In this framework, both densities are con-
fined to the plane, i.e. ρf/pol(x, z) = σf/pol(x)δ(z), with
σf/pol(x) being the planar density in the 2D sheet. The
polarization charge density depends on the polarizabil-
ity α of the material and, generalizing the expression by
Cudazzo et al. [25] to a spatially-varying α, we obtain
σpol(x) = ∂x [α(x)∂xφ(x, z = 0)]. The relevant Poisson
equation is hence:
∇2φ(x, z) = −4piσtot(x)δ(z), (1)
where
σtot = σf(x) + ∂x [α(x)∂xφ(x, z = 0)] . (2)
Given the total charge density, the Poisson equation (1)
can be solved using the superposition principle:
φ(x, z) =
∫
dx′σtot(x′)φw(x′ − x, z), (3)
where φw(x, z) is the potential produced by an infinite
wire along y with unit linear charge density. In open
boundary conditions we have φOBCw (x, z) = − log(x2 +
z2), while in periodic boundary conditions φPBCw (x, z) =
− log[2 cosh(2piz/L)−2 cos(2pix/L)], L being the period-
icity along x (see supplementary data). Since the right-
hand side of Eq. (3) depends on the in-plane electrostatic
potential, this equation can be solved self-consistently
with Eq. (2); we choose the free charge density as a start-
ing point.
We use this solution of the Poisson equation to im-
plement a multi-band SP solver suited for 2D materials.
Since we assume homogeneity along y, the Schro¨dinger
equation is one-dimensional and easy to solve numeri-
cally using finite-difference techniques [34, 35]. We work
at zero temperature, in the parabolic-band approxima-
tion and use Pulay mixing [36] as convergence scheme.
In addition to the peculiar nature of screening in 2D de-
scribed above, another key difference with respect to 3D
SP solvers such as in Refs. [37–39] is that the density of
states (DOS) of a one-dimensional electron gas is used
to fill the bands. Finally, we introduce some cold smear-
ing [32] of the zero temperature Fermi–Dirac distribution
for improved convergence and for fair comparison with
first-principles calculations. The code implementing this
solver is released open-source on GitHub [40].
The parameters needed for the SP solver are obtained
via DFT calculations on bulk 2D materials. The effective
mass tensors are extracted by computing the Hessian ma-
trix of energy bands close to their extrema. In the case
studied in the following, effective masses are diagonal in
the Cartesian coordinate system, with the xx component
representing the confinement mass and the yy component
being the DOS mass. Energy bands are aligned by refer-
ring them to the vacuum level, defined as the electrostatic
potential far away from the 2D layer. Finally, the po-
larizability α can be computed using density-functional
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FIG. 1. Panel (a): top and lateral views of monolayer SnSe. Panel (b): band structure along a high-symmetry path in the
Brillouin zone of pristine SnSe (black solid lines) and upon uniaxial straining with  = 0.1 along the x direction (red dashed
lines). Valleys of interest for SP simulations are located at Γ, along Γ-X and along Γ-Y, both for valence and conduction bands.
The strained data was rescaled to fit the plot. Panel (c): top and lateral views of interfaces between strained (central) and
unstrained (sides) monolayer SnSe. The strain is uniaxial and along the x direction. We assume to have the same number N
of strained and unstrained unit cells (here N = 4) and the supercell size L along x is is the sum of the widths L and L0 of the
strained and unstrained regions, respectively.
perturbation theory (DFPT) from the scaling of the in-
plane dielectric constant in a repeated-layer model with
respect to the interlayer separation [25, 41].
RESULTS AND DISCUSSION
We consider SnSe as a paradigmatic monolayer to illus-
trate the emergence of polar discontinuities and 1D wires
of free electrons/holes across strain interfaces in 2D ma-
terials. Owing to its large piezoelectric response [18, 19],
SnSe offers the best platform to engineer large polar dis-
continuities at moderate strain and it is thus the optimal
candidate material to validate our predictions in experi-
ments.
In Fig. 1(a) we show top and lateral views of the crys-
tal structure typical of group-IV monochalcogenides. In
the case of SnSe, the rectangular unit cell has relaxed
lattice parameters a = 4.41 A˚ and b = 4.29 A˚ along
the x and y directions, respectively. A finite intrinsic
electric polarization P0 along x is present as a conse-
quence of the horizontal displacement between Sn and
Se atoms. The electromechanical coupling in SnSe allows
to tune the polarization value by straining the material
(piezoelectric effect) [18, 19], while its direction can be
switched by applying an in-plane electric field (ferroelec-
tric effect) [21, 22]. The band structure of monolayer
SnSe is reported in Fig. 1(b) (black solid lines), show-
ing a finite gap with the valence band maximum along
the Γ−X direction and two almost degenerate conduc-
tion band minima along the Γ−X and Γ−Y directions,
respectively. The zero of energy is set at the vacuum
level, that is at the electrostatic potential far away from
the monolayer. In the same panel we also plot the band
structure when a uniaxial strain  = 0.1 is applied along
the x direction (red dashed lines), that is parallel to the
intrinsic polarization. The energy location of conduction
band minima is only marginally affected by strain, while
a larger effect is manifest on effective masses (see also
supplementary data) and on the valence band maximum,
giving rise to an increase of band gap. As a consequence
of its piezoelectric response, such strained SnSe will also
display a different electric polarization. This means that
at interfaces between strained and unstrained SnSe, as
the ones shown in Fig. 1(c), a polar discontinuity will oc-
cur. The linear density of polarization charges accumu-
lating at such strain interfaces increases with the amount
of strain (see supplementary data) and is given by
λP = −nˆ · (P0 − P), (4)
nˆ being the unit vector normal to the interface and point-
ing from strained to unstrained regions.
In the following we consider only uniaxial strain  along
the polarization direction x, so that the strained unit cell
size along x is a = (1 + ) a, while both strained and un-
strained cells have the same length b along y. In order
to simulate strain interfaces from first-principles within
periodic boundary conditions, we take alternating stripes
of strained and unstrained SnSe obtained by periodically
repeating the structure in Fig. 1(c) along the x direction.
We assume to have the same number N of strained and
unstrained unit cells, so that the supercell size along x is
L = L + L0, with L = Na = (1 + )Na = (1 + )L0.
To complement first-principles calculations we take ad-
vantage of our SP solver and simulate the system by
modelling it as a sequential repetition of strained and
unstrained regions of lateral size L and L0, respec-
tively, separated by sharp interfaces across which ef-
fective masses, band edges, and polarizabilities change
abruptly. Three valence and three conduction bands,
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FIG. 2. Color plot of the local density of states as a function of energy and position across strain interfaces with N = 6
(left) and N = 10 (right) and  = 0.1, computed with DFT. The zero of energy is set at the Fermi energy. The solid line
is the 2D effective electrostatic potential discussed in the text, while the red solid lines are the band profiles according to
Schro¨dinger–Poisson simulations, showing an excellent match with the first-principles simulations. The spatial profile of the
lowest state arising from conduction bands is reported with a red dashed line, while the dotted red line represents its energy
position.
with their respective degeneracies, are taken into account
and are associated with the local maxima/minima at the
Γ point and along the Γ−X and Γ−Y directions empha-
sized in Fig. 1(b). Polarization charges, computed from
DFT using a Berry phase approach [42, 43], are included
as δ-doping at the interfaces in the SP solver [23]. Unless
otherwise stated, we use a discretization step ∆x = 0.2 A˚
to solve the Schro¨dinger and Poisson equations.
In Fig. 2 we plot the local density-of-states (LDOS)
computed with DFT integrated over the vertical z coor-
dinate and averaged over y, as a function of energy and
position along x for N = 6 and N = 10. Locally a band
gap is present between valence and conduction states,
but the band edges become position dependent. In order
to understand this behaviour we also plot the in-plane
macroscopic electrostatic potential (black solid line) that
can be obtained from Eq. (3) at z = 0 by taking as σtot(x)
the macroscopic average [44] of the total charge density
integrated over z and averaged over y. The presence
of polarization charges is clearly evident from the non-
vanishing electric field appearing throughout the system.
Away from the interfaces, the electric field gives rise to a
simple shift of the energy states, so that the band edges
follow the electrostatic potential. Close to the interfaces,
more subtle quantum effects take place as a consequence
of confinement associated with the approximately loga-
rithmic potential generated by the polarization charges.
To clarify this, we performed SP simulations for the same
systems. In Fig. 2 red solid lines represent the SP band
edge profiles and show a remarkable agreement with the
DFT potential and LDOS away from the interfaces. We
also report the energy (red dash-dotted line) and pro-
file (red dashed line) of the lowest-energy state arising
from conduction bands in SP simulations. This state is
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FIG. 3. Top panel: 3D spatial distribution of the free electron
(red) and hole (blue) density from DFT forming 1D wires
along the interface between strained and unstrained mono-
layer SnSe (N = 10 and  = 0.1). Bottom panel: linear charge
density of free electrons (red) and holes (blue) as a function
of the coordinate x across the interface for the same system
as in the top panel. Thin solid and dashed lines are the bare
and macroscopically-averaged results from DFT. Thick solid
lines are obtained from SP simulations.
localized at the left interface and quantum confinement
endows it with an energy that lies significantly above the
SP conduction band profile. This is in very good agree-
ment with the LDOS from DFT and explains the flat
band edge profile in the LDOS close to the interfaces
and its deviation from the electrostatic potential.
5It is also interesting to follow the evolution of this
lowest-energy conduction state as a function of the sys-
tem size. For N = 6 this state is empty and the sys-
tem is semiconducting, although the gap is consider-
ably reduced as a consequence of the electric fields that
tend to shift upwards the valence states on one interface
and downwards the conduction states on the other. For
N = 10 the system is metallic as this state lies below the
Fermi energy and gets partially occupied. This signals
the occurrence of an insulator-to-metal transition with
increasing N . The partial occupation of this conduction
state and the corresponding partial depletion of a valence
state lead to the formation of pockets of free electrons
and free holes. These pockets are localized at opposite
interfaces and form 1D metallic wires of free electrons
and holes that extend along the interfaces and partially
screen the polarization charges. This is even more clear
in Fig. 3 where we show the 3D spatial profile of the free
carrier density obtained by integrating the LDOS sepa-
rately for electrons (red) and holes (blue) when N = 10
and  = 0.1. Averaging these 3D free-carrier densities
over y and integrating over z gives the profiles reported
in the main panel (thin lines). From SP simulations we
obtain density profiles (thick lines) that are in very good
agreement with the macroscopic average of the DFT re-
sults (dashed lines), validating once more the predictive-
ness of the 2D SP solver.
The linear density of free electrons/holes present in
the 1D wires depends on the system size, as shown in
Fig. 4. DFT results (symbols) are reported for three dif-
ferent values of strain ( = 0.03, 0.05, and 0.1) and are in
remarkable agreement with the same quantity obtained
from SP simulations (solid lines), highlighting the pre-
dictive quality of the SP solver. An insulator-to-metal
transition occurs for any value of strain as the system
size is increased. The critical width of the unstrained
region at which free carriers start to populate the wires
decreases with increasing strain, passing from ≈ 57 A˚ for
 = 0.03 to ≈ 26 A˚ for  = 0.1. This can be understood
from the fact that with increasing strain the change in
electric polarization across the interfaces is enhanced, to-
gether with the modulus of the polarization charge den-
sity in Eq. (4) (see also supplementary data). As a con-
sequence, the electric fields are larger and the overall po-
tential drop between the interfaces increases with strain.
This favours the transition to a metallic state, that is
obtained at smaller critical widths when the localized
conduction state on one interface and the hole state on
the opposite one meet at the Fermi energy. By increasing
the width beyond the critical value, the amount of free
carriers accumulated in the wires increases, until asymp-
totically the free charge density perfectly balances the
polarization charge density (dashed lines in Fig. 4) and
the overall charge at each interface vanishes.
The excellent agreement between DFT and SP sim-
ulations allows us to rely on the much less expensive
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FIG. 4. Linear density of free electrons/holes as a function
of the unstrained region width L0 for three different values
of strain ( = 0.03, 0.05, and 0.1). Circles correspond to the
DFT charge density obtained by integrating the LDOS, while
solid lines to SP data.
SP approach to compute the free carrier density over a
wide range of system sizes and strain values at the same
predictive level of DFT calculations. To reduce even
further the computational cost, effective masses, band
edges, polarizabilities and all necessary input parame-
ters for SP simulations at arbitrary strain are obtained
by fitting the corresponding DFT results over a finite set
of strain values with low-order polynomials (see supple-
mentary data). Results for the linear charge density of
free electrons/holes as a function of strain and lateral
size of the unstrained regions are reported in Fig. 5. As
expected from the discussion above, the free-carrier den-
sity increases with increasing strain and with increasing
system size. In particular, this allows us to obtain the
critical width of the unstrained region beyond which the
system becomes metallic as a function of strain  in the
strained region (black solid line). This critical width de-
creases with increasing strain, with a minimal value of
∼ 2.6 nm for the largest value of  considered here.
CONCLUSIONS
We have shown that the local application of strain in
piezoelectric 2D materials can give rise to polar discon-
tinuities across the interfaces between strained and un-
strained regions. Such interfaces could be realized by
suspending the sample over an expanding gap or de-
positing it over neighbouring substrates with different
expansion coefficients [45]. By using density-functional
theory simulations for the prototypical material SnSe,
we have demonstrated the occurrence of an insulator-to-
metal transition with the appearance of 1D wires of free
electrons and holes along the interface. To further char-
acterize the system, we have developed a Schro¨dinger–
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FIG. 5. Free-carrier density as a function of strain  and
width of the unstrained region L0 obtained with the 2D
Schro¨dinger–Poisson solver. The black solid line marks the
prediction for the insulator-to-metal transition.
Poisson approach specifically designed for 2D materials
that takes into account the subtleties associated with
screening in low dimensions and that has been validated
against first-principles results. The code implementing
this solver is released open-source on GitHub [40] and al-
lowed us to compute the free-carrier density over a wide
range of system sizes and strain values, and thus to assess
the critical width at which the insulator-to-metal transi-
tion occurs as a function of strain. This novel strategy
to induce polar discontinuities and 1D metallic wires of
free electrons and holes in 2D materials is more resilient
against the formation of charge-density waves along the
interfaces, with potential applications in electronics and
solar-energy harvesting.
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8SUPPLEMENTARY DATA
Potential generated by a periodic repetition of charged wires
We are interested in the potential generated by a periodic repetition of charged wires with linear charge density
λ, separated by a distance L along the x direction and extending infinitely along y. Although more sophisticated
derivations based on complex-plane representations of the problem, we prefer to adopt a more intuitive approach
starting from the superposition principle. Indeed, the potential φPBCw (x, z) can be simply computed as the sum of the
potentials generated by each wire:
φPBCw (x, z) =
+∞∑
n=−∞
{−λ log [(x− nL)2 + z2]} = −λ log +∞∏
n=−∞
[
(x− nL)2 + z2]
= −λ log
{
(x2 + z2)
+∞∏
n=1
[
(x− nL)2 + z2] [(x+ nL)2 + z2]}
= −λ log
{
(x2 + z2)
+∞∏
n=1
(x− nL+ iz)(x− nL− iz)(x+ nL+ iz)(x+ nL− iz)
}
= −λ log
{
(x2 + z2)
+∞∏
n=1
[
n2L2 − (x+ iz)2] [n2L2 − (x− iz)2]}
= −λ log
{
(x+ iz)(x− iz)
+∞∏
n=1
n4L4
[
1− (x+ iz)
2
n2L2
] [
1− (x− iz)
2
n2L2
]}
= −λ log
{
(x+ iz)
+∞∏
n=1
[
1− (x+ iz)
2
n2L2
]
(x− iz)
+∞∏
n=1
[
1− (x− iz)
2
n2L2
]}
+K
= −λ log
[
4 sin
(
pi
x+ iz
L
)
sin
(
pi
x− iz
L
)]
+K + c = −λ log
[
4
∣∣∣∣sin(pix+ izL
)∣∣∣∣2
]
+K + c
= −2λ log
∣∣∣∣2 sin(pix+ izL
)∣∣∣∣+K + c
= −λ log [2 cosh(2piz/L)− 2 cos(2pix/L)] +K + c (S1)
Here is K is an infinite constant that we set to zero by requiring that the potential on a wire generated by all other
wires is finite and we made use of Euler’s formula sin(ζ) = ζ
∏∞
n=1
(
1− ζ2pi2n2
)
. The second constant c can also be set
to zero in order to have that the potential far away from the wires is identical to the the one generated by a charged
plane with planar density λ/L, i.e. φPBCw (x, z →∞) = −2piλ/L|z|. We thus finally have
φPBCw (x, z) = −2λ log
∣∣∣∣2 sin(pix+ izL
)∣∣∣∣ = −λ log [2 cosh(2piz/L)− 2 cos(2pix/L)] (S2)
9Valence Band Conduction Band
Unstrained 10% Unstrained 10%
mΓxx 1.756 0.804 2.741 0.985
mΓyy 2.733 2.748 2.994 1.593
mΓ−Xxx 0.125 0.206 0.111 0.183
mΓ−Xyy 0.159 1.060 0.190 0.213
mΓ−Yxx 0.110 0.271 0.132 0.206
mΓ−Yyy 0.160 0.689 0.130 0.320
Supplementary Table I. Effective masses in units of electron mass obtained by diagonalizing the Hessian of the DFT band
structure of bulk SnSe close to a minimum/maximum. Data are reported for  = 0.1 strain and for the unstrained material.
The xx subscript corresponds to the confinement mass used in the Schro¨dinger equation and yy to the mass used in density of
states (DOS) calculations.
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Supplementary Fig. 1. Quadratic fitting of the inverse confinement effective masses from DFT. Thick lines correspond to the
valence band and thin lines to the conduction band.
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Supplementary Fig. 2. Quadratic fitting of the inverse DOS effective masses from DFT. Thick lines correspond to the valence
band and thin lines to the conduction band.
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Supplementary Fig. 3. Quadratic fitting of bulk SnSe band structures extrema. Thick lines correspond to the valence band
and thin lines to the conduction band. Values at  = 0 are EΓv = −1.508 eV, EΓ−Xv = −0.883 eV and EΓ−Yv = −1.064 eV for
the valence band and EΓc = 0.609 eV, E
Γ−X
c = 0.090 eV and E
Γ−Y
c = 0.057 eV for the conduction band.
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Supplementary Fig. 4. Cubic fitting of the polarizability α of monolayer SnSe in the x direction. The value at zero strain is
α=0 = 10.22A˚.
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Supplementary Fig. 5. Cubic fitting of the polarization charge density at interfaces between unstrained and uniaxially strained
monolayer SnSe with strain . The unit of the polarization charge density is e/b, where b is the lattice vector in the unstrained
y direction.
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Supplementary Fig. 6. Band profile of a setup with unstrained width of L0 = 44.08 A˚ corresponding to N = 10 cells and with
strain  = 0.1. Thick lines correspond to the energy of the conduction/valence bands minima/maxima, thin lines to the square
modulus of the lowest-energy quantum states wavefunctions and thin dashed lines to their energy. The thick black dashed line
is the Fermi level. 6 bands are considered with extrema at Γ, along Γ-X (doubly degenerate) and Γ-Y (doubly degenerate).
