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We consider a variational problem for a certain space–time func-
tional deﬁned on planar closed curves. The functional is related to
the functional appeared in Bellettini and Mugnai (2008) [4]. The
variational problem is stated as follows: “Let Γ0 and Γ1 denote
planar closed curves and T be a positive constant. Minimize the
space–time functional over family of planar closed curves, which
change from Γ0 at time t = 0 into Γ1 at time t = T ”. Concern-
ing the variational problem, we prove the existence of minimizer
in a radially symmetric class and determine all the minimizers for
each initial ﬁnal data. Moreover we show that there exists a unique
non-radially symmetric critical point in a neighborhood of a certain
radially symmetric minimizer.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The variational problems for various space–time functionals have been studied (for example, [4,7,
11,12,14,16,17]). Recently G. Bellettini and L. Mugnai [4] considered the variational problem for the
functional deﬁned in space–time
F (v) =
∞∫
0
∫
Rn
{
(vt)
2 + (v)2}dxdt. (1.1)
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as the minimizer of (1.1). Moreover they also introduced a functional F on the class of space–time
tracks of moving hypersurfaces, and they proved some connections between minimizers of F and
mean curvature ﬂow. In this paper, we consider a geodesic-type variational problem for an analogous
space–time functional to (1.1) deﬁned on planar closed curves.
The curve shortening ﬂow is well known as the heat equation for curves and has been studied,
for example in [1–3,5,8–10,15]. We are concerned with the space–time functional deﬁned on planar
closed curves:
E(γ ) =
T∫
0
∮
γ (t)
{
ν(t)2 + κ(t)2}dsdt, (AF)
where κ(t), ν(t), and s denote the curvature, the normal velocity, and the arc-length parameter of
planar closed curve γ (t), respectively. Our aim is to solve the following variational problem:
Problem 1.1. Let Γ0 and Γ1 be planar closed curves and T be a positive constant. Minimize the space–time
functional (AF) over the set S = {{γ (t)}Tt=0 | γ (0) = Γ0, γ (T ) = Γ1}.
Problem 1.1 is motivated by the action minimization problem for a stochastic Allen–Cahn equation
in higher dimensions. Concerning Problem 1.1, we prove
(I) existence and uniqueness of minimizer of Problem 1.1 in a certain simple case called radially
symmetric case,
(II) existence of a non-radially symmetric critical point in a neighborhood of a certain radially sym-
metric minimizer, which is given by (I).
First we mention the result (I). Let us consider Problem 1.1 in a radially symmetric class, i.e., Γ0,
Γ1, and γ (t) for any t ∈ (0, T ) are circles with the same center. Indeed, letting ω(θ) be a circle with
radius 1, we parameterize Γ0, Γ1, and γ as follows:
Γ0(θ) = R0ω(θ), Γ1(θ) = R1ω(θ), γ (θ, t) = R(t)ω(θ),
where R0 and R1 are positive constants, R(t) is an unknown scalar function, and θ ∈ S1 := R/2πZ.
Then, normalizing the constant T by an appropriate scaling argument, Problem 1.1 is reduced to the
following variational problem:
Problem 1.2. Let R0 and R1 be positive constants. Minimize
E(R) =
1∫
0
{
1
R(t)2
+ R ′(t)2
}
R(t)χ{R(t)>0} dt (1.2)
over the set {R(t) | R(0) = R0, R(1) = R1}.
Here χ{R(t)>0} denotes a characteristic function deﬁned by (2.2). (For the details of derivation of
Problem 1.2, see Section 2.) To begin with, making use of a certain replacement argument, we prove
a positivity of minimizing sequences of Problem 1.2 with data (R0, R1) satisfying R20 + R21 > 2 (see
Lemma 2.3). In this argument, a curve shortening ﬂow plays an important role. Since the positivity
of minimizing sequences allows us to apply a well-known direct method and regularity arguments to
Problem 1.2, we are able to prove the following:
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there exists a unique minimizer of Problem 1.2 in the class C2[0,1].
And then, deriving the Euler–Lagrange equation whom positive critical points of Problem 1.2 satisfy
and solving it, we completely classify the positive minimizers into four kinds for each (R0, R1). Finally,
ﬁnding the unique minimizer of Problem 1.2 for each (R0, R1) with R20 + R21  2 (see Corollary 1), we
completely determine the minimizers in the class H1(0,1) of Problem 1.2.
Next we turn to the result (II). We shall look for a non-radially symmetric critical point of Prob-
lem 1.1 in a neighborhood of H(t)ω(θ), where H(t) is a minimizer of Problem 1.2 and is governed by
the curve shortening ﬂow. Indeed if (R0, R1) satisﬁes R21 − R20 = 2, then Problem 1.2 has the unique
minimizer H(t), and H(t) is governed by the curve shortening ﬂow for circles (see Lemma 2.6). Let
u0 and u1 be scalar functions on S1. Then the main result of this paper is stated as follows:
Theorem 1.2. Let (R0, R1) satisfy R21 − R20 = 2. Let Γ0(θ) = (R0 + u0(θ))ω(θ) and Γ1(θ) = (R1 +
u1(θ))ω(θ). If u0 and u1 are suﬃciently small in a certain norm sense, then there exists a neighborhood of
Hω such that Problem 1.1 has a unique critical point in the neighborhood.
To prove Theorem 1.2, we parameterize γ as follows:
γ (θ, t) = r(θ, t)ω(θ), (1.3)
where r(θ, t) is an unknown scalar function. Then, by an appropriate scaling, the functional (AF) is
expressed in terms of r as follows:
E(γ ) =
1∫
0
2π∫
0
{
r2t +
(2r2θ + r2 − rrθθ )2
|γθ |6
}
|γθ |dθ dt, (1.4)
where |γθ | := {r2 + (rθ )2}1/2 is the line element. By virtue of positivity of H(t) and our purpose, we
may assume r(θ, t) > 0 on S1 × [0,1]. Then we can derive the Euler–Lagrange equation F(r(θ, t)) = 0
for the functional (1.4). (For the precise representation of F(r(θ, t)) = 0, see (3.5).) Proving Theo-
rem 1.2 is equivalent to looking for a non-trivial solution to the following initial ﬁnal value problem:
{
F(H(t)+ hˆ(θ, t))= 0 in S1 × I,
hˆ(θ,0) = u0(θ), hˆ(θ,1) = u1(θ) on S1,
(1.5)
where I denotes the interval (0,1). We construct a solution of (1.5) by a contraction mapping princi-
ple. In order to deﬁne an appropriate mapping, we make use of a solvability of an initial ﬁnal value
problem for the linearized operator of F(r) at H , F ′[H] (for the deﬁnition of this operator, see (3.6)).
Indeed, for each given v ∈Nε,δ , we consider
{
F ′[H](u) = −F(v + H)+F ′[H](v) in S1 × I,
u(θ,0) = u0(θ), u(θ,1) = u1(θ) on S1, (1.6)
where Nε,δ is an appropriate space (see (3.52)). If there exists a unique solution u ∈Nε,δ of (1.6) for
each v , then we deﬁne the required mapping Φ :Nε,δ →Nε,δ by Φ(v) = u. The ﬁxed point of Φ is
nothing but a solution of (1.5). However we meet two diﬃculties in solving the problem (1.6).
Firstly, although the equation in (1.6) looks like a kind of evolution equation, we are unable to
apply well-known theories concerning evolution equations to (1.6). For, the sign of principal part of
operator in (1.6), i.e., −∂2t + ∂4θ , is opposite to that of well-posed one. In order to avoid the diﬃculty,
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equations, we can prove that (1.6) has a unique strong solution for each v .
Secondly, in order to prove that the strong solution belongs to Nε,δ , we have to obtain a Schauder
type estimate of the solution to (1.6), because of the heavy nonlinearity of F(r). However it is diﬃcult
to obtain such an estimate by the standard regularity theory for elliptic equations. For, the linearized
operator is not elliptic. To avoid the diﬃculty, we make use of a parabolic regularity theory. This is one
of the keys to solving the problem (1.5). Indeed, we ﬁrst derive equivalent operators to that in (1.6),
and then apply a parabolic regularity theory to the operators. For instance, one of the equivalent
operators is expressed as
(−∂t + H−2∂2θ + H−2)H(∂t + H−2∂2θ + H−2). (1.7)
The equivalence is proved in Lemma 3.9. Using (1.7) and a well-known parabolic regularity argument,
we obtain the required Schauder type estimate (see Lemmas 3.10, 3.11, and 3.12).
We mention some related problems. Recently the action minimization problem that is formally
associated to phase transformation in the stochastically perturbed Allen–Cahn equation is considered
(e.g., [11,12,14,16,17]). In particular, [11] and [14] consider the problem for higher dimensions. In [11]
and [14], a space–time functional
T∫
0
∫
Γ (t)
(vn + κ)2 dσ dt (1.8)
appears in the action functional and is called a propagation cost, where Γ (t) is the interface at time t ,
vn is the normal velocity, and κ is the curvature (concerning on the action minimization problem, see
[7] for instance). It is possible to look on our problem as a kind of the variational problem for (1.8) in
2 dimensions.
The paper is organized as follows: In Section 2, we consider Problem 1.1 in a radially symmetric
class. In this section, the existence and uniqueness of minimizer in a radially symmetric class are
proved. Moreover we give a classiﬁcation of minimizer for each initial ﬁnal data. In Section 3, Prob-
lem 1.1 for a non-radially symmetric case is considered. First we prove the existence of solution to
the linearized problem in Section 3.1. Moreover its Schauder type estimate is obtained. In Section 3.2,
ﬁnally we prove that there exists a unique non-radially symmetric critical point of Problem 1.1 in a
neighborhood of H(t)ω(θ).
2. Radially symmetric class
In this section, we consider Problem 1.1 in a radially symmetric class. Let ω : S1 → R2 be a circle
with radius 1. Let Γ0(θ) = R1ω(θ) and Γ1(θ) = R1ω(θ), where R0 and R1 are positive constants. We
parameterize γ as
γ (θ, t) = R(t)ω(θ),
where R(t) is an unknown scalar function. Under the parameterization, the space–time functional
(AF) is written as
E(γ ) = 2π
T∫
0
{
1
R(t)2
+ R ′(t)2
}
R(t)χ{R(t)>0} dt, (2.1)
where the prime ′ denotes the derivation with respect to t , and χ{R(t)>0} is a characteristic function
deﬁned by
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{
1 if R(t) > 0,
0 if R(t) 0. (2.2)
Changing the variable t = T τ and scaling R(τ ) = √T R˜(τ ), the functional (2.1) is reduced to
E(γ ) = 2π√T
∫
I
{
1
R˜(τ )2
+ R˜ ′(τ )2
}
R˜(τ )χ{R˜(t)>0} dτ , (2.3)
where I denotes the interval (0,1). In what follows, we use t instead of τ , R instead of R˜ , for sim-
plicity. Therefore Problem 1.1 is reduced to
Problem 2.1.Minimize
E(R) =
∫
I
{
1
R(t)2
+ R ′(t)2
}
R(t)χ{R(t)>0} dt (2.4)
over the set {R(t) | R(0) = R0, R(1) = R1}.
We ﬁnd a minimizer of Problem 2.1 in the class H1(0,1). In the following, without loss of gener-
ality we assume
0 R0  R1. (2.5)
If R0 = R1 = 0, then the following is trivial:
Lemma 2.1. Let R0 = R1 = 0. Then a trivial solution R(t) ≡ 0 is the minimizer of Problem 2.1.
If R1 = 0, then the following property holds:
Lemma 2.2. Let R(t) ∈ H1(I) be a minimizer of Problem 2.1 for some R0 and R1 with (2.5) and R1 = 0.
Suppose that a set V := {t ∈ I | R(t) = 0} does not empty. Then it holds that the set V consists of either one
point or one closed interval in I .
Proof. Suppose that a minimizer R(t) has zero-points 0< t0 < t1 < · · · < tm < 1. Then it is clear that
E(R) > E(R) holds for R(t) given by
R(t) =
{
0 for t ∈ [t0, tm],
R(t) otherwise.
(2.6)
Since the function R(t) belongs to H1(I), this contradicts that R(t) is a minimizer. This completes the
proof. 
In the following, let us set
D = {(x, y) ∈R2 ∣∣ x2 + y2 > 2}∩ {(x, y) ∈R2 ∣∣ 0< x y},
H(R0, R1) =
{
u ∈ H1(I) ∣∣ u(t) 0 on I, u(0) = R0, u(1) = R1},
and
C(R0, R1) =
{
u ∈H(R0, R1)
∣∣ u(t) > 0 on I}. (2.7)
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Lemma 2.3. If (R0, R1) ∈D, then it holds that
inf
u∈H(R0,R1)
E(u) = inf
u∈C(R0,R1)
E(u). (2.8)
Proof. First we consider the case where (R0, R1) ∈D satisﬁes R21 − R20 < 2. For such (R0, R1), let us
deﬁne a function B1(t) ∈ C(R0, R1) by
B1(t) =
⎧⎨
⎩
√
R20 − 2t for t ∈ [0, t∗],√
R21 − 2+ 2t for t ∈ (t∗,1],
(2.9)
where t∗ = (R20 − R21 + 2)/4. Notice that B1(t) attains its minimum at t = t∗ . Moreover it holds that⎧⎪⎪⎨
⎪⎪⎩
B ′1(t) = −
1
B1(t)
for 0 t  t∗,
B ′1(t) =
1
B1(t)
for t∗ < t  1.
(2.10)
It is suﬃcient to prove that, for any v ∈H(R0, R1) \ C(R0, R1), there exists a function u ∈ C(R0, R1)
satisfying E(v) > E(u). If v ∈H(R0, R1)\C(R0, R1), then there exists a point t0 ∈ I such that v(t0) = 0.
By virtue of Lemma 2.2, one may assume that the zero set of v is an interval [t1, t2] ⊂ I . Then we
have
E(v) =
t1∫
0
{
1
v2
+ v ′2
}
v dt +
1∫
t2
{
1
v2
+ v ′2
}
v dt  2
∫
[0,t1]∪[t2,1]
∣∣v ′∣∣dt  2(R0 + R1).
On the other hand, from (2.10), it holds that
E(B1) =
1∫
0
{
1
B21
+ (B ′1)2
}
B1 dt = 2
1∫
0
∣∣B ′1∣∣dt = 2(R0 + R1)− 4B1(t∗).
This yields the inequality E(v) > E(B1). Next we turn to the case R21 − R20  2. In this case, we make
use of the function
B2(t) :=
√
R20 + 2t
instead of B1(t). If R21 − R20 = 2, then we obtain the conclusion along the same line as above. Finally
we treat the case R21 − R20 > 2. Now remark that B2 /∈ H(R0, R1) because of B2(1) < R1. For any
v ∈H(R0, R1) \ C(R0, R1), we deﬁne u ∈ C(R0, R1) by
u(t) =
{
B2(t) on [0, tm],
v(t) on (tm,1],
where tm := max {t ∈ I | v(t) = B2(t)}. Along the same arguments as above, we obtain E(v) > E(u).
The proof of Lemma 2.3 is complete. 
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Lemma 2.4. For each (R0, R1) ∈D, there exists a unique minimizer of Problem 2.1 in C(R0, R1).
Proof. Let (R0, R1) ∈D. Then Lemma 2.3 allows us to ﬁnd a minimizer of Problem 2.1 in C(R0, R1).
Let {u j} j be a minimizing sequence in C(R0, R1). We may assume that {u j} j is uniformly bounded
from below by R0. For, it holds that E(u j) > E(u j ∨ R0), where
(u j ∨ R0)(t) :=
{
R0 if u j(t) R0,
u j(t) otherwise.
On the other hand, the estimate
E(u j) 2
∫
I
∣∣u j(t)∣∣dt
leads to the fact u j(t)  R0 + 12E(u j) for any t ∈ I . Moreover the lower boundedness of u j(t) yields
E(u j) R0‖u′j‖2L2(I) . Thus the sequence {u j} j is bounded in H1(I). Setting v j = u
3/2
j , the functional E
is reduced to
E(u j) =
∫
I
{
4
9
v ′j(t)
2 + v j(t)−2/3
}
dt := E˜(v j).
Since {v j} j is also bounded in H1(I), we see that there exists a subsequence {v jk} ⊂ {v j} j such
that v jk converges weakly in H
1(I) and uniformly on I to a function v ∈ H1(I). For, the immersion
H1(I) ↪→ C0(I) is compact. By virtue of the positivity of {u j} j , we can prove a weakly lower semi-
continuity of E˜ in H1(I) along the same line as in [6, Theorem 3.5]. Since the functional E˜ is strictly
convex, the function v is a unique minimizer of E˜ in H1(I). Therefore u(t) = v(t)2/3 ∈ C(R0, R1) is
the unique minimizer of Problem 2.1. 
Next we prove a regularity of the minimizer of E in the class C(R0, R1).
Lemma 2.5. Let (R0, R1) ∈ D, and R(t) ∈ C(R0, R1) be a minimizer of E . Then R(t) belongs to C2(I), and
satisﬁes the Euler–Lagrange equation.
Proof. Let (R0, R1) ∈D. We shall prove that a minimizer R(t) ∈ C(R0, R1) of the functional
E(u) =
∫
I
{
u′(t)2u(t)+ u(t)−1}dt := ∫
I
F
(
t,u(t),u′(t)
)
dt
belongs to C2(I). Remark that the function F (t, z, p) belongs to C2(I ×R>0 ×R) and F pp(t,u,u′) =
2u > 0 holds for any t ∈ I and u ∈ C(R0, R1). Then, by a direct modiﬁcation of the proof of Proposi-
tion 4.4 in [6], we are able to prove the assertion of Lemma 2.5. 
In the rest of this section, we classify the minimizers of Problem 2.1 with (R0, R1) ∈D. To begin
with, let us set
D(H) = {(x, y) ∈R2 ∣∣ y2 − x2 = 2, 0 x y}. (2.11)
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pressed as follows.
Lemma 2.6. If (R0, R1) ∈D(H), then the minimizer of Problem 2.1 is the function
H(t) =
√
R20 + 2t. (2.12)
In order to complete a classiﬁcation of the minimizers, we derive the Euler–Lagrange equation of
E in the class C(R0, R1) with (R0, R1) ∈D. For any R ∈ C(R0, R1), we consider a variation
R(t, ε) := R(t)+ ϕ(t, ε),
where ϕ(t,0) ≡ 0, ϕ(0, ε) ≡ ϕ(1, ε) ≡ 0, and ϕ ∈ C∞((−ε0, ε0);C10(I)). Letting ε0 > 0 be suﬃciently
small, we can assume R(t, ε) > 0 on I × (−ε0, ε0). Then the ﬁrst variation of the functional E is given
by
d
dε
E(R(t, ε))∣∣∣∣
ε=0
=
∫
I
{
−2(R(t)R ′(t))′ + R ′(t)2 − 1
R(t)2
}
ϕε(t,0)dt. (2.13)
Thus the Euler–Lagrange equation for the energy E in the class C(R0, R1) is written as
−2(R(t)R ′(t))′ + R ′(t)2 − 1
R(t)2
= 0. (2.14)
Hence a critical point of E in the class C(R0, R1) satisﬁes the following boundary value problem:{
−2(R(t)R ′(t))′ + R ′(t)2 − 1
R(t)2
= 0 for t ∈ I,
R(0) = R0, R(1) = R1,
(P)
where (R0, R1) ∈D. Concerning Eq. (2.14), the following reduction holds:
Lemma 2.7. Eq. (2.14) is equivalent to the equation
R ′(t)2 = 1
R(t)2
+ C
R(t)
, (2.15)
subject to 1+ C R(t) 0 on I and 1+ C R(t) ≡ 0 on any interval in I .
Proof. Setting R ′(t) = Q (t), Eq. (2.14) is written as
2RQ
dQ
dR
+ Q 2 + R−2 = 0.
Letting Q 2(t) = P (t), we reduce the equation to
R
dP
dR
+ P + R−2 = 0. (2.16)
Solving (2.16) with respect to P , we obtain
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where the inequality 1 + C R(t)  0 must hold for all t ∈ I . Moreover we see that 1 + C R(t) ≡ 0 on
any interval in I . For, any constant function does not satisfy (2.14). 
If the initial ﬁnal value problem (P) has a unique solution for each (R0, R1) ∈D, then Lemmas 2.4
and 2.5 imply that the solution is the minimizer of Problem 2.1. To ﬁnd a solution of (P) for each
(R0, R1) ∈D, we look for a pair (R(t),C) satisfying
{
R ′(t)2 = R(t)−2 + C R(t)−1 in I,
R(0) = R0, R(1) = R1. (2.17)
First let us set
D(S) = {(x, y) ∈R2 ∣∣ y2 − x2 > 2, 0< x y}. (2.18)
Then the following holds:
Lemma 2.8. Let (R0, R1) ∈D(S). Then the problem (2.17) has a unique solution (R(t),C) = (S(t),S) with
S > 0. Moreover, the solution S(t) is monotone increasing, and S is determined as a unique positive solution
of the equation
(SR1 − 2)
√
1+ SR1 − (SR0 − 2)
√
1+ SR0 − 3
2
S2 = 0. (2.19)
Proof. Since (R0, R1) ∈D(S) implies the positivity of C in (2.17), the problem (2.17) is reduced to⎧⎨
⎩ R
′(t) =
√
1+ C R(t)
R(t)
in I,
R(0) = R0, R(1) = R1.
(2.20)
The equation in (2.20) yields
R∫
R0
r dr√
1+ Cr = t. (2.21)
Since R(1) = R1, we have
R1∫
R0
r dr√
1+ Cr = 1. (2.22)
Changing the variable
√
1+ Cr = s, the equality (2.22) is written as
(C R1 − 2)
√
1+ C R1 − (C R0 − 2)
√
1+ C R0 − 3
2
C2 = 0. (2.23)
It is easy to check that Eq. (2.23) has a unique positive solution C = S . Then the required solution S(t)
is uniquely determined as the inverse function of (2.21) with C = S . This completes the proof. 
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D(U ) = {(x, y) ∈R2 ∣∣ y2 − x2 < 2, 0< x y}∩ {(x, y) ∈R2 ∣∣ 2(2y + x)√y(y − x) 3}.
Then we have the following:
Lemma 2.9. Let (R0, R1) ∈D(U ). Then the problem (2.17) has a unique solution (R(t),C) = (U (t),U) with
U < 0. Moreover U (t) is a monotone increasing, and U is a uniquely determined as a negative solution of the
equation
(2− UR0)
√
1+ UR0 − (2− UR1)
√
1+ UR1 − 3
2
U2 = 0. (2.24)
Proof. Notice that (R0, R1) ∈ D(U ) implies C < 0 in (2.17). Since R(t) satisfying (2.17) is convex,
1 + C R(t) = 0 occurs at most in one point. If 1 + C R(t) vanishes at some t = t∗ ∈ (0,1), then the
solution (R(t),C) must satisfy
⎧⎨
⎩ R
′(t) =
√
1+ C R(t)
R(t)
in
(
0, t∗
)
,
R(0) = R0, R
(
t∗
)= −1/C,
and
⎧⎨
⎩ R
′(t) = −
√
1+ C R(t)
R(t)
in
(
t∗,1
)
,
R
(
t∗
)= −1/C, R(1) = R1.
Along the same line as in Lemma 2.8, we see that the parameter C is determined as a unique negative
solution of the equation
(2− C R0)
√
1+ C R0 + (2− C R1)
√
1+ C R1 = 3
2
C2. (2.25)
However, if (R0, R1) ∈D(U ), then there is no negative solution of (2.25). Hence 1 + C R(t) = 0 does
not occur for (R0, R1) ∈D(U ). Since 1+ C R(t) = 0, it is suﬃcient to prove that the problem⎧⎨
⎩ R
′(t) =
√
1+ C R(t)
R(t)
in I,
R(0) = R0, R(1) = R1
(2.26)
has a unique solution (R(t),C) with C < 0. From (2.26), we derive the equation
(2− C R0)
√
1+ C R0 − (2− C R1)
√
1+ C R1 − 3
2
C2 = 0. (2.27)
It is easy to check that there exists a unique negative solution C = U of (2.27). Along the same line
as in the proof of Lemma 2.8, we complete the proof. 
Finally set
D(V ) = {(x, y) ∈R2 ∣∣ 2(2y + x)√y(y − x) < 3, 0< x y}.
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with V < 0. Moreover V (t) is not monotone on I , and V is uniquely determined as a negative solution of the
equation
(2− VR0)
√
1+ VR0 + (2− VR1)
√
1+ VR1 = 3
2
V2. (2.28)
Proof. Remark that (R0, R1) ∈D(V ) means that C < 0 in (2.17). In this case, we are able to show that
Eq. (2.25) has a unique negative solution C = V . This completes the proof. 
Combining the above arguments, we conclude the following:
Theorem 2.1. The minimizers of Problem 2.1with (R0, R1) ∈D are classiﬁed into four kinds of functions H(t),
S(t), U (t), and V (t).
Proof. Since D(H), D(S), D(U ), and D(V ) are disjoint to each other, and the relation {D(H)∪D(S)∪
D(U )∪D(V )} =D holds, we obtain the conclusion. 
We close this section by ﬁnding a minimizer for (R0, R1) with R20 + R21  2. By virtue of Lem-
mas 2.1, 2.2, and 2.3, we obtain the following:
Corollary 1. Let (R0, R1) be a pair of positive numbers satisfying 0< R20 + R21  2. Then the function
H˜(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
√
R20 − 2t in [0, R20/2),
0 in [R20/2,1− (R21/2)],√
2(t − 1)+ R21 in (1− (R21/2),1]
(2.29)
is the unique minimizer of Problem 2.1 in the class H1(I).
From Theorem 2.1 and Corollary 1, we determine all minimizers of Problem 2.1 in H1 class.
3. Non-radially symmetric class
In this section, we are concerned with the existence of non-radially symmetric critical points of
Problem 1.1. In particular we focus on a neighborhood of H(t)ω(θ). For this purpose, we parameterize
γ as follows:
γ (θ, t) = r(θ, t)ω(θ). (3.1)
Under this parameterization, the normal velocity ν is written as
ν(θ, t) = rt(θ, t). (3.2)
Moreover the curvature κ is given by
κ(θ, t) = {2rθ (θ, t)2 + r(θ, t)2 − r(θ, t)rθθ (θ, t)}|γθ |−3, (3.3)
where |γθ | = {r2 + (rθ )2}1/2 is the line element. By virtue of positivity of H(t) and our purpose, we
may assume r(θ, t) > 0 on S1 × [0, T ]. Therefore the space–time functional (AF) is expressed as
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(
γ (θ, t)
)=
1∫
0
2π∫
0
{
rt(θ, t)
2 + κ(θ, t)2}|γθ |dθ dt. (3.4)
Here, we use the same scaling arguments as in Section 2. Let us consider a variation
r(θ, t, ε) = r(θ, t)+ ϕ(θ, t, ε),
where ϕ(θ, t,0) ≡ 0, ϕ(θ,0, ε) = ϕ(θ,1, ε) ≡ 0, and ϕ ∈ C∞0 ((−ε0, ε0);C4,2(S1 × I)). Remark that ε0
is a suﬃciently small positive number such that r(θ, t, ε) > 0 on S1 × I × (−ε0, ε0). Then the Euler–
Lagrange equation of the functional (3.4) is expressed as
−2(rt |γθ |)t − (r2t rθ |γθ |−1)θ + r2t r|γθ |−1 − 2{κr|γθ |−2}θθ
− {κ(−2r2θ + 3r2 + 5rrθθ )rθ |γθ |−4}θ − κ(6rr2θ + r3 + 2r2θ rθθ − 3r2rθθ )|γθ |−4 = 0. (3.5)
If r does not depend on the variable θ , i.e., γ is radial symmetry, then (3.5) is equivalent to Eq. (2.14).
Let F(r) denote the left-hand side of (3.5). Let us ﬁx R0 > 0 arbitrarily. Set
H(t; R0) =
√
R20 + 2t,
and consider the following initial ﬁnal value problem:{
F(H(t; R0)+ hˆ(θ, t))= 0 in S1 × I,
hˆ(θ,0) = u0(θ), hˆ(θ,1) = u1(θ) on S1.
(IFP)
When there is no fear of confusion, we write H(t) instead of H(t; R0). In this section, we shall prove
the existence of non-trivial solution to (IFP) with an appropriate initial ﬁnal data. This implies the
existence of non-radially symmetric critical point of Problem 1.1 in a neighborhood of H(t)ω(θ).
Before we start to prove Theorem 1.2, we carry out the outline of proof. As a ﬁrst step, for each
given v ∈Nε,δ and initial ﬁnal data, we prove the existence of solution u ∈Nε,δ to{
F ′[H](u) = −F(v + H)+F ′[H](v) in S1 × I,
u(θ,0) = u0(θ), u(θ,1) = u1(θ) on S1. (S1)
Here Nε,δ denotes an appropriate space (for the precise deﬁnition of Nε,δ , see (3.52)), and F ′[H] is
the linearized operator of F at H deﬁned by
F ′[H](ϕ) = d
dε
F(H + εϕ)
∣∣∣∣
ε=0
= 2
H3
∂4θ ϕ +
4
H3
∂2θ ϕ − 2H∂2t ϕ −
2
H
∂tϕ + 4
H3
ϕ. (3.6)
As a second step, we deﬁne a map Φ from Nε,δ to itself by Φ(v) = u, and show that the map Φ is a
contraction mapping. And then, the contraction mapping principle yields the existence of ﬁxed point
in Nε,δ . The ﬁxed point is nothing but a unique solution of initial ﬁnal value problem (IFP).
Here we prepare some notations. Let Cmα (S
1 × I) denote the Banach space of α-Hölder continuous
functions in S1 × I , together with all derivatives of the form ∂ pt ∂qθ for 2p + q  m, where m ∈ N
and 0 < α < 1. We write its norm as ‖ · ‖Cmα . (For the precise deﬁnition of this norm, see [13].)
Whereas let ‖ · ‖Cm denote the norm of Cm(S1). Let (L2(S1 × I),‖ · ‖L2) be L2 space on S1 × I . Let
(W 2m,m2 (S
1 × I),‖ · ‖W 2m,m2 ) be the Banach space consisting of the elements of L
2(S1 × I) having
distributed derivatives of the form ∂ pt ∂
q
θ for 2p + q  2m. Furthermore we denote W 1,02 (S1 × I) the
Banach space consisting of elements of L2(S1 × I) having distributed derivative ∂θ .
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In order to prove the existence of solution of (S1), we ﬁrst consider a linearized problem. It is
natural to ask whether the equation F ′[H](φ) = f has a solution for appropriate f (θ, t) or not. In
this subsection, we are concerned with the initial ﬁnal value problem
{
F ′[H](φ(θ, t))= f (θ, t) in S1 × I,
φ(θ,0) = 0, φ(θ,1) = 0 on S1 (3.7)
for each f . From (3.6), the problem (3.7) is equivalent to
⎧⎨
⎩
1
H3
∂4θ φ +
2
H3
∂2θ φ − H∂2t φ −
1
H
∂tφ + 2
H3
φ = f (θ, t) in S1 × I,
φ(θ,0) = 0, φ(θ,1) = 0 on S1.
(LIFP)
To begin with, we construct a weak solution of (LIFP) for each f ∈ L2(S1 × I) in an appropriate space
X deﬁned by
X = {u ∈ W 2,12 (S1 × I) ∣∣ u(θ,0) = u(θ,1) = 0 in the trace sense}
with the norm
‖u‖X = ‖u‖L2 + ‖uθ‖L2 + ‖ut‖L2 + ‖uθθ‖L2 . (3.8)
To do so, we ﬁnd φ ∈ X satisfying
〈
H−3φθθ ,ϕθθ
〉− 〈2H−3φθ ,ϕθ 〉+ 〈2H−3φ,ϕ〉+ 〈Hφt,ϕt〉 = 〈 f ,ϕ〉 (3.9)
for any ϕ ∈ X , where
〈u, v〉 :=
∫
I
∫
S1
u(θ, t)v(θ, t)dθ dt for u, v ∈ L2(S1 × I).
Concerning the product
〈u, v〉A :=
〈
H−3uθθ , vθθ
〉− 2〈H−3uθ , vθ 〉+ 2〈H−3u, v〉+ 〈Hut, vt〉, (3.10)
we obtain the following:
Lemma 3.1. The product (3.10) becomes to the inner product on W 2,12 (S
1 × I).
Proof. It is suﬃcient to prove that 〈u,u〉A is non-negative, and 〈u,u〉A = 0 holds if and only if u = 0
a.e. on S1 × I . From
〈u,u〉A =
∥∥H− 32 uθθ∥∥2L2 − 2∥∥H− 32 uθ∥∥2L2 + 2∥∥H− 32 u∥∥2L2 + ∥∥H− 12 ut∥∥2L2 ,
we focus on the second term of the right-hand side. By integration by parts and Young’s inequality,
we have
5168 S. Okabe / J. Differential Equations 252 (2012) 5155–5184∥∥H− 32 uθ∥∥2L2 =
∣∣∣∣
∫
I
∫
S1
H(t)−3u(θ, t)uθθ (θ, t)dθ dt
∣∣∣∣

∥∥H− 32 uθθ∥∥L2∥∥H− 32 u∥∥L2  14ε
∥∥H− 32 u∥∥2L2 + ε∥∥H− 32 uθθ∥∥2L2 .
Letting 1/4< ε < 1/2, it holds that
〈u,u〉A  (1− 2ε)
∥∥H− 32 uθθ∥∥2L2 +
(
2− 1
2ε
)∥∥H− 32 u∥∥2L2 + ∥∥H− 12 ut∥∥2L2  0. (3.11)
Moreover, if 〈u,u〉A = 0, then (3.11) implies the equalities
‖uθθ‖L2 = ‖u‖L2 = ‖ut‖L2 = 0.
This means that u(θ, t) = 0 a.e. on S1 × I . The proof of Lemma 3.1 is complete. 
Let us deﬁne
‖u‖A = 〈u,u〉1/2A . (3.12)
Concerning the norm (3.12), we are able to verify the following:
Lemma 3.2. The norm (3.12) is equivalent to the norm (3.8).
Proof. It is clear that there exists a positive constant depending only on R0 such that
‖u‖A  C(R0)‖u‖W 2,12 .
Thus it is suﬃcient to show that there exists a positive constant c depending only on R0 such that
‖u‖A  c(R0)‖u‖W 2,12 . To begin with, we claim that the inequality
‖u‖2
W 2,12
 2
{‖uθθ‖2L2 + ‖u‖2L2 + ‖ut‖2L2} (3.13)
holds. Indeed, the inequality (3.13) is obtained from
2
{‖uθθ‖2L2 + ‖u‖2L2 + ‖ut‖2L2}− ‖u‖W 2,12 = ‖uθθ‖2L2 + ‖u‖2L2 + ‖ut‖2L2 − ‖uθ‖2L2
 1
2
{‖uθθ‖2L2 + ‖u‖2L2}+ ‖ut‖2L2 .
Combining (3.11) with (3.13), we see that there exists a positive constant c(R0) such that
‖u‖A  c(R0)‖u‖W 2,12 . (3.14)
The proof of Lemma 3.2 is complete. 
Now we are in a position to prove the existence of weak solution of (LIFP):
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Proof. Let f ∈ L2(S1 × I). We deﬁne the functional
f ∗(ϕ) = 〈 f ,ϕ〉 for ϕ ∈ X .
We claim that f ∗ is a bounded functional on X . Indeed, by virtue of (3.11), the claim is veriﬁed as
follows:
∣∣ f ∗(ϕ)∣∣ ‖ f ‖L2‖ϕ‖L2  C‖ f ‖L2‖ϕ‖A,
where the constant C depends only on R0. Thus Riesz representation theorem yields that there exists
a unique φ ∈ X such that
f ∗(ϕ) = 〈φ,ϕ〉A.
This completes the proof. 
Next we prove that the weak solution φ becomes to a strong solution of (LIFP). First we prepare
the following estimate:
Lemma 3.4. Let φ be the weak solution of (LIFP). Then there exists a positive constant C depending only on
R0 such that
‖φ‖A  C‖ f ‖L2 . (3.15)
Proof. Since φ is a weak solution of the problem (LIFP), we obtain
‖φ‖2A = 〈φ,φ〉A = 〈 f , φ〉 ‖ f ‖L2‖φ‖L2  C(R0)‖ f ‖L2‖φ‖A.
This gives us (3.15). 
Here let us deﬁne a differential quotient
Dhθu(θ, t) =
u(θ + h, t)− u(θ, t)
h
for h ∈R with 0< |h| < 2π . Concerning a regularity of φ with respect to the variable θ , the following
holds:
Lemma 3.5. Let φ ∈ X be the weak solution of (LIFP). Then there exists a positive constant C depending only
on R0 such that
max
{∥∥∂3θ φ∥∥L2 ,∥∥∂4θ φ∥∥L2 ,‖∂θ ∂tφ‖L2 ,∥∥∂2θ ∂tφ∥∥L2} C‖ f ‖L2 .
Proof. To begin with, we use a test function ϕ = −D−hθ Dhθφ in the weak form (3.9). First we obtain
the following:
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H−3φθθ ,ϕθθ
〉= 〈H−3Dhθφθθ , Dhθφθθ 〉 C(R0)∥∥Dhθφθθ∥∥2L2;
〈Hφt,ϕt〉 =
〈
HDhθφt, D
h
θφt
〉
 R0
∥∥Dhθφt∥∥2L2 .
Since φ ∈ W 2,12 (S1 × I), we have the estimates
∣∣〈−2H−3φθ ,ϕθ 〉∣∣= ∣∣〈2H−3Dhθφθ , Dhθφθ 〉∣∣= ∥∥H− 32 Dhθφθ∥∥2L2  C(R0)‖φθθ‖2L2 ,∣∣〈2H−3φ,ϕ〉∣∣= ∣∣〈2H−3Dhθφ, Dhθφ〉∣∣ C(R0)∥∥Dhθφ∥∥2L2  C(R0)‖φθ‖2L2 .
Furthermore, Lemma 3.4 yields
∣∣〈 f ,ϕ〉∣∣ ‖ f ‖L2∥∥D−hθ Dhθφ∥∥L2  C‖ f ‖L2‖φθθ‖L2  C‖ f ‖L2‖φ‖A  C(R0)‖ f ‖2L2 .
Combining (3.9) with the above estimates, we obtain
C1
∥∥Dhθφθθ∥∥2L2 + R0∥∥Dhθφt∥∥2L2  C2‖ f ‖2L2 .
This implies ∂3θ φ, ∂θ ∂tφ ∈ L2(S1 × I) with
max
{∥∥∂3θ φ∥∥L2 ,‖∂θ ∂tφ‖L2} C(R0)‖ f ‖L2 .
Next let ϕ = D−hθ Dhθ D−hθ Dhθφ in (3.9). Then, along the same line as above, we have the estimates
〈
H−3φθθ ,ϕθθ
〉
 C(R0)
∥∥D−hθ Dhθφθθ∥∥2L2 ,
〈Hφt,ϕt〉 R0
∥∥D−hθ Dhθφt∥∥2L2 ,∣∣〈−2H−3φθ ,ϕθ 〉∣∣= ∣∣〈−2H−3D−hθ Dhθφθ , D−hθ Dhθφθ 〉∣∣ C(R0)∥∥∂3θ φ∥∥2L2 ,∣∣〈2H−3φ,ϕ〉∣∣= 2∥∥H−3/2D−hθ Dhθφ∥∥L2  C(R0)‖φθθ‖L2 .
Moreover it follows from Young’s inequality that
∣∣〈 f ,ϕ〉∣∣ ‖ f ‖L2∥∥D−hθ Dhθ D−hθ Dhθφ∥∥L2  ε∥∥D−hθ Dhθφθθ∥∥2L2 + C(1/ε)‖ f ‖2L2 .
Hence we deduce the inequality
C1
∥∥D−hθ Dhθφθθ∥∥2L2 + R0∥∥D−hθ Dhθφt∥∥2L2  C2‖ f ‖2L2 .
This implies ∂4θ φ, ∂
2
θ ∂tφ ∈ L2(S1 × I) with
max
{∥∥∂4θ φ∥∥L2 ,∥∥∂2θ ∂tφ∥∥L2} C‖ f ‖L2 .
The proof of Lemma 3.5 is complete. 
Next we focus on a regularity of φ with respect to the variable t . Here let us deﬁne
Dht u(θ, t) =
u(θ, t + h)− u(θ, t)
h
.
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2
t φ ∈ L2loc(S1 × I) with
max
{‖∂t∂θφ‖L2(S1× J ),∥∥∂t∂2θ φ∥∥L2(S1× J ),∥∥∂2t φ∥∥L2(S1× J )} C(R0, J )‖ f ‖L2
for any J  I .
Proof. Let us ﬁx the open intervals J  K  I arbitrarily. Let ζ(t) be a cut-off function with
supp(ζ ) ⊂ K , ζ(t) ≡ 1 on J , 0  ζ(t)  1 on K . To begin with, we use a test function ϕ =
−D−ht (ζ 2Dht φ) in (3.9), where |h| < dist(K , ∂ I). First it holds that
〈
H(t)−3φθθ ,ϕθθ
〉= 〈H−3(t + h)Dht φθθ , ζ 2Dht φθθ 〉+ 〈φθθ Dht (H−3), ζ 2Dht φθθ 〉. (3.16)
The ﬁrst term of the right-hand side of (3.16) is estimated as follows:
〈
H−3(t + h)Dht φθθ , ζ 2Dht φθθ
〉
 c(R0)
∥∥ζ Dht φθθ∥∥L2 .
Whereas we estimate the second term of the right-hand side of (3.16) as follows:
∣∣〈φθθ Dht (H−3), ζ 2Dht φθθ 〉∣∣ ∥∥ζ Dht (H−3)φθθ∥∥L2∥∥ζ Dht φθθ∥∥L2  C(1/ε)‖φθθ‖2L2 + ε∥∥ζ Dht φθθ∥∥2L2 .
Next, from integration by parts, we have
〈−2H(t)−3φθ ,ϕθ 〉= 〈2H(t + h)−3Dht φ, ζ 2Dht φθθ 〉+ 〈2φDht (H−3), ζ 2Dht φθθ 〉. (3.17)
In the right-hand side of (3.17), the ﬁrst and second terms are reduced to
∣∣〈2H(t + h)−3Dht φ, ζ 2Dht φθθ 〉∣∣ ∥∥2ζH(t + h)−3Dht φ∥∥L2∥∥ζ Dht φθθ∥∥L2
 C(1/ε)‖φt‖2L2 + ε
∥∥ζ Dht φθθ∥∥2L2 , (3.18)
and
∣∣〈2φDht (H−3), ζ 2Dht φθθ 〉∣∣ C(1/ε)‖φ‖2L2 + ε∥∥ζ Dht φθθ∥∥2L2 , (3.19)
respectively. Next we turn to the term 〈2H−3φ,ϕ〉. It holds that
〈
2H−3φ,ϕ
〉= 〈2H−3(t + h)Dht φ, ζ 2Dht φ〉+ 〈2φDht (H−3), ζ 2Dht φ〉.
Along the same line as above, we obtain the following:
〈
2H−3(t + h)Dht φ, ζ 2Dht φ
〉
 C(R0)‖φt‖2L2 ;〈
2φDht
(
H−3
)
, ζ 2Dht φ
〉
 C(R0)
{‖φ‖2L2 + ‖φt‖2L2}.
Next, the term 〈Hφt ,ϕt〉 is reduced to
〈Hφt,ϕt〉 =
〈
H(t + h)Dht φt,
(
ζ 2Dht φ
)
t
〉+ 〈φt Dht H, (ζ 2Dht φ)t 〉
= 〈H(t + h)Dht φt, ζ 2Dht φt 〉+ 2〈H(t + h)Dht φt, ζ ζt Dht φ〉
+ 〈φt Dht H, ζ 2Dht φt 〉+ 2〈φt Dht H, ζ ζt Dht φ〉. (3.20)
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〈
H(t + h)Dht φt, ζ 2Dht φt
〉
 R0
∥∥ζ Dht φt∥∥2L2 .
Whereas we estimate the other terms of the right-hand side of (3.20) as follows:
∣∣2〈H(t + h)Dht φt, ζ ζt Dht φ〉∣∣ C(ε, J)‖φt‖2L2 + ε∥∥ζ Dht φt∥∥2L2;∣∣〈φt Dht H, ζ 2Dht φt 〉∣∣ C(ε)‖φt‖2L2 + ε∥∥ζ Dht φt∥∥2L2 ;∣∣2〈φt Dht H, ζ ζt Dht φ〉∣∣ C( J )‖φt‖2L2 .
Finally, concerning the term 〈 f ,ϕ〉, we have
〈 f ,ϕ〉 ‖ f ‖L2
∥∥D−ht ζ 2Dht φ∥∥L2  C‖ f ‖L2∥∥(ζ 2Dht φ)t∥∥L2
 C‖ f ‖L2‖φt‖L2 + C( J )‖ f ‖L2
∥∥ζ Dht φt∥∥L2
 C‖ f ‖2L2 + C(ε, J)‖ f ‖2L2 + ε
∥∥ζ Dht φt∥∥2L2 . (3.21)
By virtue of the above estimates, we see that
C1
∥∥ζ Dht φθθ∥∥2L2 + C2∥∥ζ Dht φt∥∥2L2  C3( J )‖ f ‖2L2 . (3.22)
The inequality (3.22) implies
C1
∥∥Dht φθθ∥∥2L2(S1× J ) + C2∥∥Dht φt∥∥2L2(S1× J )  C3( J )‖ f ‖2L2 .
From the inequality, we deduce ∂t∂2θ φ, ∂
2
t φ ∈ L2loc(S1 × I) with
max
{∥∥∂t∂2θ φ∥∥L2(S1× J ),∥∥∂2t φ∥∥L2(S1× J )} C4‖ f ‖L2 for any J  I.
On the other hand, we ﬁnd
∣∣〈2H−3φθ ,−Dht ζ 2Dht φθ 〉∣∣= ∣∣〈2H−3(t + h)Dht φθ + φθ Dht (H−3), ζ 2Dht φθ 〉∣∣

∣∣〈2H−3(t + h)Dht φθ , ζ 2Dht φθ 〉∣∣− ∣∣〈φθ Dht (H−3), ζ 2Dht φθ 〉∣∣
 c(R0)
∥∥ζ Dht φθ∥∥2L2 − C‖φθ‖L2∥∥ζ Dht φθ∥∥L2
= C1
∥∥ζ Dht φθ∥∥2L2 − C2‖ f ‖2L2 . (3.23)
From (3.17)–(3.19), (3.22), and (3.23), we see that
C1
∥∥ζ Dht φθ∥∥L2  C3( J )‖ f ‖L2 .
This yields ∂t∂θφ ∈ L2loc(S1 × I) with
‖∂t∂θφ‖L2(S1× J )  C4( J )‖ f ‖L2 for any J  I.
The proof of Lemma 3.6 is completed. 
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Lemma 3.7. The weak solution φ becomes a strong solution of (LIFP).
Proof. It is suﬃcient to verify that the equality
〈Hφt,ϕt〉 = −
〈
Hφtt + H−1φt,ϕ
〉
holds. Indeed, since φ, ϕ ∈ X , the equality is obtained from
〈Hφt,ϕt〉 = −
〈
(Hφt)t,ϕ
〉= −〈Hφtt + Htφt,ϕ〉 = −〈Hφtt + H−1φt,ϕ〉.
The proof of Lemma 3.7 is complete. 
The following lemma plays an important role in the later.
Lemma 3.8. Let f ∈ W 1,02 (S1 × I). Then the strong solution φ of (LIFP) belongs to H20(S1 × I) with
‖φ‖H2  C‖ f ‖W 1,02 . (3.24)
Moreover there exists a positive constant C∗ such that
max
{∥∥∂5θ φ∥∥L2 ,∥∥∂3θ ∂tφ∥∥L2 ,∥∥∂θ ∂2t φ∥∥L2} C∗‖ f ‖W 1,02 . (3.25)
Proof. Let f ∈ W 1,02 (S1 × I). To begin with, we prove φ ∈ H20(S1 × I). Lemmas 3.5 and 3.6 imply that,
if f ∈ L2(S1 × I), then it holds that
φ ∈ H10
(
S1 × I)∩ H2loc(S1 × I), (3.26)
furthermore,
∂2θ φ, ∂
3
θ φ, ∂
4
θ φ, ∂θ ∂tφ, ∂
2
θ ∂tφ ∈ L2
(
S1 × I) and ∂t∂θφ, ∂2t φ, ∂t∂2θ φ ∈ L2loc(S1 × I). (3.27)
First we prove ∂2t φ ∈ L2(S1 × I). By way of Lemma 3.7, it holds that
H−3∂4θ φ + 2H−3∂2θ φ − Hφtt − H−1φt + 2H−3φ = f (θ, t)
a.e. in S1 × I . This yields ∂2t φ ∈ L2(S1 × I). Second, we turn to the proof of ∂t∂θφ ∈ L2(S1 × I). Let
ϕ˜ satisfy the same regularity condition in (3.26)–(3.27). We consider the weak form (3.9) for a test
function ϕ = ϕ˜θ . By virtue of (3.26) and (3.27), we obtain
〈
H−3φ˜θθ , ϕ˜θθ
〉− 〈2H−3φ˜θ , ϕ˜θ 〉+ 〈2H−3φ˜, ϕ˜〉+ 〈Hφ˜t, ϕ˜t〉 = 〈 fθ , ϕ˜〉,
where φ˜ = φθ . Since fθ ∈ L2(S1 × I), along the same line as in Lemmas 3.5 and 3.6, we see that
φ˜ ∈ H10(S1 × I)∩ H2loc(S1 × I) with
‖φ˜‖H1 + ‖φ˜‖H2(S1× J )  C‖ fθ‖L2 for any J  I. (3.28)
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3
θ φ˜, ∂
4
θ φ˜, ∂θ ∂t φ˜, ∂
2
θ ∂t φ˜, ∂
2
t φ˜ ∈ L2(S1 × I) with
max
{∥∥∂2θ φ˜∥∥L2 ,∥∥∂3θ φ˜∥∥L2 ,∥∥∂4θ φ˜∥∥L2 ,‖∂θ ∂t φ˜‖L2 ,∥∥∂2θ ∂t φ˜∥∥L2 ,∥∥∂2t φ˜∥∥L2} C‖ fθ‖L2 , (3.29)
and ∂t∂θ φ˜, ∂t∂2θ φ˜ ∈ L2loc(S1 × I) with
max
{‖∂t∂θ φ˜‖L2(S1× J ),∥∥∂t∂2θ φ˜∥∥L2(S1× J )} C‖ fθ‖L2 for any J  I. (3.30)
In particular, it holds that ∂t∂θφ ∈ L2(S1 × I) and ∂5θ φ ∈ L2(S1 × I). Next we show ∂3θ ∂tφ ∈ L2(S1 × I).
Considering the weak form (3.9) for a test function ϕ = (D−hθ Dhθ )3φ and along the same line as in
Lemma 3.5, we obtain
C2
∥∥D−hθ Dhθ D−hθ φt∥∥L2  C3‖ f ‖W 1,02 .
This yields ∂3θ ∂tφ ∈ L2(S1 × I). Finally we prove ∂θ ∂2t φ ∈ L2(S1 × I). Since φ is the strong solution, it
holds that
〈
H−3∂4θ φ + 2H−3∂2θ φ − H∂2t φ − H−1∂tφ + 2H−3φ − f ,ϕ
〉= 0. (3.31)
In (3.31), substituting ϕ = D−hθ Dhθ ∂2t φ, we have
∥∥Dhθ ∂2t φ∥∥L2  C‖ f ‖W 1,02 .
The proof of Lemma 3.8 is complete. 
In the following, we proceed to prove that, if f ∈ C0α(S1 × I) ∩ W 1,02 (S1 × I) with 0< α  12 , then
the strong solution φ belongs to the space C4α(S
1 × I). In order to obtain a Schauder type estimate of
solution to (LIFP), we prepare the following:
Lemma 3.9. The ﬁrst variation of E(γ ) is equivalent to that of the functionals
E+(γ ) :=
∫
I
∫
γ
(κ + ν)2 dsdt (3.32)
and
E−(γ ) :=
∫
I
∫
γ
(κ − ν)2 dsdt. (3.33)
Proof. Proving Lemma 3.9 is equivalent to showing that the ﬁrst variation of the functional
∫
I
∫
γ
κν dsdt
vanishes for any admissible variations. Let L(γ ) denote the length functional of γ . Since it holds that
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L(γ (·, t))= −∫
γ
κν ds,
we obtain ∫
I
∫
γ
κν dsdt = −
∫
I
d
dt
L(γ (·, t))dt = L(Γ0)−L(Γ1).
This completes the proof. 
By virtue of Lemma 3.9, the solutions of Euler–Lagrange equation for E also satisfy the Euler–
Lagrange equations for E− and E+ . The Euler–Lagrange equation for E− is given by
r(rt − κ)2|γθ |−1 −
{
rθ (rt − κ)2|γθ |−1
}
θ
− 2(rt − κ)
{
(2r − rθθ )|γθ |−2 − 3κr|γθ |−1
}
+ {2(rt − κ)(4rθ |γθ |−2 − 3κrθ |γθ |−1)}θ + {2(rt − κ)r|γθ |−2}θθ − {2(rt − κ)|γθ |}t
= 0. (3.34)
Let F−(r) denote the left-hand side of (3.34). The linearized operator of F−(r) at H , F ′−[H], is ex-
pressed as follows:
F ′−[H] =
2
H3
∂4θ +
6
H3
∂2θ +
2
H
∂2θ ∂t −
2
H
∂t∂
2
θ − 2H∂2t −
2
H
∂t + 4
H3
. (3.35)
Making use of (3.35), we prove the following:
Lemma 3.10. Let f ∈ C0α(S1 × I)∩ W 1,02 (S1 × I), where 0<α  1/2. Then the strong solution φ belongs to
the space C4α(S
1 × [ε,1]) where 0< ε < 1 is any positive number. Moreover it holds that
‖φ‖
C4α(S1×[ε,1])  C
{‖ f ‖
C0α
+ ∥∥H(∂t + H−2∂2θ + H−2)φ∣∣t=ε∥∥C2+α}. (3.36)
Proof. Since the operator (3.35) is written as
(−∂t + H−2∂2θ + H−2)H(∂t + H−2∂2θ + H−2),
we consider the initial ﬁnal value problem
{(−∂t + H−2∂2θ + H−2)H(∂t + H−2∂2θ + H−2)u = f in S1 × (ε,1),
u(θ, ε) = φ(θ, ε), u(θ,1) = 0 on S1. (3.37)
If we are able to prove that (3.37) has a unique solution u ∈ C4α(S1 × [ε,1]), then we obtain the
conclusion of Lemma 3.10. For, the strong solution of (LIFP), φ, satisﬁes (3.37). To begin with, set
ϕ(ε)(θ) = H{∂t + H−2∂2θ + H−2}φ∣∣t=ε,
and consider the initial value problem
{(−∂t + H−2∂2θ + H−2)ϕ(θ, t) = f (θ, t) in S1 × (ε,1],
ϕ(θ, ε) = ϕ(ε)(θ) on S1. (3.38)
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1
2 (S1). Since now f ∈
C0α(S
1 × I), Theorem 5.2 in [13] implies that the initial value problem (3.38) has a unique solution
ϕ ∈ C2α(S1 × [ε,1]) with
‖ϕ‖
C2α(S1×[ε,1])  C
{‖ f ‖
C0α
+ ∥∥ϕ(ε)∥∥C2+α}. (3.39)
Next we turn to the ﬁnal value problem{(
∂t + H−2∂2θ + H−2
)
u = H−1ϕ in S1 × [ε,1),
u(θ,1) = 0 on S1. (3.40)
From the change of variable t = 1− τ , the problem (3.40) is reduced to the initial value problem{(−∂τ + H˜−2∂2θ + H˜−2)u˜ = H˜−1ϕ˜ in S1 × (0,1− ε],
u˜(θ,0) = 0 on S1, (3.41)
where H˜(τ ) = H(1− τ ), u˜(·, τ ) = u(·,1− τ ), and ϕ˜(·, τ ) = ϕ(·,1− τ ). Since ϕ˜ ∈ C2α(S1 × [0,1− ε]),
it follows from Theorem 5.2 in [13] that the initial value problem (3.41) has a unique solution u˜ ∈
C4α(S
1 × [0,1− ε]) with
‖u˜‖
C4α(S1×[0,1−ε])  C‖ϕ˜‖C2α(S1×[0,1−ε]).
Hence we see that the problem (3.40) has a unique solution u ∈ C4α(S1 × [ε,1]) with
‖u‖
C4α(S1×[ε,1])  C‖ϕ‖C2α(S1×[ε,1]). (3.42)
We claim that the solution u also satisﬁes the initial ﬁnal value problem (3.37). To do so, we verify
that the initial condition u(θ, ε) = φ(θ, ε) holds. Indeed, if it holds that u(θ, ε) = φ(θ, ε), then this
contradicts the uniqueness of solution of the problem (3.40). For, φ is a solution of (3.40) with u|t=ε =
φ(θ, ε). Hence we deduce that u(θ, ε) = φ(θ, ε). This implies the solution u is a unique solution of
the problem (3.37) with
‖u‖
C4α(S1×[ε,1])  C
{‖ f ‖
C0α
+ ∥∥ϕ(ε)∥∥C2+α}. (3.43)
Recall that φ satisﬁes (3.37). Therefore the uniqueness of solution of (3.37) implies u(θ, t) = φ(θ, t)
on S1 × [ε,1] and the estimate (3.36). The proof of Lemma 3.10 is complete. 
Next we make use of the Euler–Lagrange equation for the functional (3.32). Recall that Lemma 3.9
implies that the Euler–Lagrange equation for (3.32) is also equivalent to (3.5). By the change of vari-
able t = 1− τ , the functional (3.32) is reduced to∫
I
∫
γ˜
(κ˜ − ν˜)2 dsdτ ,
where γ˜ (·, τ ) = γ (·,1− τ ), κ˜(·, τ ) = κ(·,1− τ ) and ν˜(·, τ ) = ν(·,1− τ ). Thus the linearized operator
of the Euler–Lagrange equation for (3.32) is expressed as
(−∂τ + H˜−2∂2θ + H˜−2)H˜(∂τ + H˜−2∂2θ + H˜−2). (3.44)
Using the operator (3.44), we obtain the following:
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the space C4α(S
1 × [0,1− δ]) where 0< δ < 1 is any positive number. Moreover it holds that
‖φ‖
C4α(S1×[0,1−δ])  C
{‖ f ‖
C0α
+ ∥∥H(∂t + H−2∂2θ + H−2)φ∣∣t=1−δ∥∥C2+α}. (3.45)
Proof. Let us consider the initial ﬁnal value problem{(−∂τ + H˜−2∂2θ + H˜−2)H˜(∂t + H˜−2∂2θ + H˜−2)u˜ = f˜ in S1 × [δ,1],
u˜(θ, δ) = φ(θ,1− δ), u˜(θ,1) = 0 on S1. (3.46)
Notice that the strong solution φ˜(·, τ ) = φ(·,1− τ ) also satisﬁes (3.46). Along the same line as in the
proof of Lemma 3.10, we obtain φ˜ ∈ C4α(S1 × [δ,1]) with
‖φ˜‖
C4α(S1×[δ,1])  C
{‖ f˜ ‖
C0α
+ ∥∥H˜(∂t + H˜−2∂2θ + H˜−2)φ∣∣t=δ∥∥C2+α}.
This completes the proof. 
Combining Lemma 3.10 with Lemma 3.11, we obtain the following:
Lemma 3.12. Let f ∈ C0α(S1 × I)∩ W 1,02 (S1 × I), where 0<α  1/2. Then the strong solution φ belongs to
the space C4α(S
1 × I). Moreover there exists a positive constant C∗ such that
‖φ‖
C4α
 C∗
{‖ f ‖
C0α
+ ‖ f ‖W 1,02
}
. (3.47)
Proof. Let 0< ε < 1. From Lemmas 3.10 and 3.11 with δ = 1− ε, we see that φ ∈ C4α(S1 × I) with
‖φ‖
C4α
 C
{‖ f ‖
C0α
+ ∥∥H(∂t + H−2∂2θ + H−2)φ∣∣t=ε∥∥C2+α}.
We estimate the second term of the right-hand side. Let us set
ζ(θ, t) = H(t)(∂t + H−2(t)∂2θ + H−2(t))φ(θ, t).
It follows from the regularity of φ that ζ(θ, ·) ∈ C2+α(S1) for each t ∈ I and ‖ζ(·, t)‖
C2+α ∈ C(I). Thus
we can select ε as
∥∥ζ(·, ε)∥∥C2+α =
1∫
0
∥∥ζ(·, t)∥∥C2+α dt.
With the aid of embedding theorem, we obtain
1∫
0
∥∥ζ(·, t)∥∥C2+α dt  C
1∫
0
∥∥ζ(·, t)∥∥H3(S1) dt  C
{ 1∫
0
∥∥ζ(·, t)∥∥2H3(S1) dt
}1/2
 C
{∥∥∂3θ ∂tφ∥∥L2 + ∥∥∂3θ φ∥∥L2 + ∥∥∂5θ φ∥∥L2} C‖ f ‖W 1,02 .
This completes the proof. 
5178 S. Okabe / J. Differential Equations 252 (2012) 5155–51843.2. Solvability of (IFP)
Let both u0(θ) and u1(θ) belong to C4+α(S1)∩ H5(S1). Set
β = max{‖u0‖C4+α ,‖u1‖C4+α}, ρ = max{∥∥∂4θ u0∥∥H1(S1),∥∥∂4θ u1∥∥H1(S1)}. (3.48)
Using a cut-off function η ∈ C∞0 (I) with 0  η  1, η ≡ 1 on [0,1/8] ∪ [7/8,1], and η ≡ 0 on[1/4,3/4], we deﬁne a function
w(θ, t) =
⎧⎨
⎩
η(t)u0(θ) in S1 × [0,1/4],
0 in S1 × (1/4,3/4),
η(t)u1(θ) in S1 × [3/4,1].
(3.49)
Concerning the function w(θ, t), the following holds:
Lemma 3.13. There exists a positive constant C such that
‖w‖
C4α
 Cβ and max
{∥∥∂4θ w∥∥W 1,02 ,
∥∥∂2t w∥∥W 1,02 } Cρ.
We omit the proof. Let us deﬁne a space M consisting functions such that
‖ϕ‖M := ‖ϕ‖C4α +
∥∥∂4θ ϕ∥∥W 1,02 +
∥∥∂2t ϕ∥∥W 1,02 < +∞. (3.50)
We are able to verify the following:
Lemma 3.14. The space (M,‖ · ‖M) is a Banach space.
Proof. Let {ϕ j} j be any Cauchy sequence in M, i.e.,
‖ϕ j − ϕk‖M → 0 as j,k → ∞.
Then there exist functions ψ1 ∈ C4α(S1 × I), ψ2 ∈ W 1,02 (S1 × I), and ψ3 ∈ W 1,02 (S1 × I) such that, as
j → ∞,
‖ϕ j −ψ1‖C4α → 0,
∥∥∂4θ ϕ j −ψ2∥∥W 1,02 → 0,
∥∥∂2t ϕ j −ψ3∥∥W 1,02 → 0.
For, the spaces C4α and W
1,0
2 are Banach spaces. First we claim ∂
4
θ ψ1 = ψ2 and ∂2t ψ1 = ψ3 in
L2(S1 × I). The former is followed from
∥∥∂4θ ψ1 −ψ2∥∥L2  ∥∥∂4θ ψ1 − ∂4θ ϕ j∥∥L2 + ∥∥∂4θ ϕ j −ψ2∥∥L2  C‖ψ1 − ϕ j‖C4α + ∥∥∂4θ ϕ j −ψ2∥∥L2 → 0
as j → ∞. Similarly we have
∥∥∂2t ψ1 −ψ3∥∥L2 = 0.
Second we show ∂4θ ψ1 = ψ2 and ∂2t ψ1 = ψ3 in W 1,02 (S1 × I). Combining the inequality
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with the estimate
∥∥Dhθ (∂4θ ψ1 −ψ2)∥∥2L2 = 1h2
∫
S1
∣∣(∂4θ ψ1 −ψ2)(θ + h)− (∂4θ ψ1 −ψ2)(θ)∣∣2 dθ
 2
h2
∫
S1
∣∣∂4θ ψ1 −ψ2∣∣2 dθ = 2h2
∥∥∂4θ ψ1 −ψ2∥∥L2 = 0, (3.51)
we see that ∂4θ ψ1 ∈ W 1,02 (S1 × I). Moreover this fact and (3.51) yield that ∂4θ ψ1 = ψ2 in W 1,02 (S1 × I).
Similarly ∂2t ψ1 = ψ3 in W 1,02 (S1 × I) is veriﬁed. Therefore we obtain
‖ϕ j −ψ1‖M → 0 as j → ∞.
The proof of Lemma 3.14 is complete. 
Let 0 < ε < R0 and δ > 0 be any positive numbers. We shall construct a solution of (IFP) on the
space Nε,δ deﬁned by
Nε,δ =
{
g ∈M ∣∣ ‖g‖
C4α
 ε, max
{∥∥∂2t g∥∥W 1,02 ,
∥∥∂4θ g∥∥W 1,02 } δ,
g(θ,0) = u0(θ), g(θ,1) = u1(θ) on S1
}
. (3.52)
By way of w(θ, t), the problem (S1) is written as{
F ′[H](U ) = −F(v + H)+F ′[H](v)−F ′[H](w) in S1 × I,
U (θ,0) = 0, U (θ,1) = 0 on S1. (S2)
In what follows, when there is no fear of confusion, we write F ′ instead of F ′[H] for simplicity. In
order to prove the existence of solution of (S2), we start with the following:
Lemma 3.15. Let v ∈Nε,δ . Then there exist positive constants C1 and C2 depending only on R−10 such that∥∥−F(v + H)+F ′[H](v)∥∥C0α  C1ε2, (3.53)∥∥−F(v + H)+F ′[H](v)∥∥W 1,02  C2ε(ε + δ). (3.54)
Proof. Let
G
(
u(θ, t)
) := −2{ut(θ, t)a(u(θ, t),uθ (θ, t))}t,
where a(u,uθ ) = {u2 + (uθ )2}1/2. Then the term G(v + H)− G ′[H](v) is equal to a term contained in
F(v + H)−F ′[H](v), where
G ′[H](v) := d
dρ
G(v + ρH)
∣∣∣∣
ρ=0
.
We estimate the term G(v + H)− G ′[H](v). From
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+ 2H−3a(v + H, vθ )− 2H−1a(v + H, vθ )−1 − 2a(v + H, vθ )−1(vt + H−1)vθ vθt
− 2a(v + H, vθ )−1
(
vv2t + 2H−1vvt + Hv2t
)
,
G ′[H](v) = −2Hvtt + 2H−3v − 4H−1vt,
we have
G(v + H)− G ′[H](v)
= −2{a(v + H, vθ )− H}vtt − 4{a(v + H, vθ )−1 − H−1}vt
+ 2H−3{a(v + H, vθ )− v}− 2a(v + H, vθ )−1H−2v − 2H−1a(v + H, vθ )−1
− 2a(v + H, vθ )−1
(
vt + H−1
)
vθ vθt − 2a(v + H, vθ )−1
(
vv2t + 2H−1vvt + Hv2t
)
. (3.55)
Concerning the third, forth, and ﬁfth terms in the right-hand side of (3.55), it holds that
2H−3
{
a(v + H, vθ )− v
}− 2a(v + H, vθ )−1H−2v − 2H−1a(v + H, vθ )−1
= 2H−3{1+ Ha(v + H, vθ )−1}{a(v + H, vθ )− H − v}.
Thus G(v + H)− G ′[H](v) is written as
G(v + H)− G ′[H](v)
= −2{a(v + H, vθ )− H}vtt − 4{a(v + H, vθ )−1 − H−1}vt
+ 2H−3{1+ Ha(v + H, vθ )−1}{a(v + H, vθ )− H − v}
− 2a(v + H, vθ )−1
(
vt + H−1
)
vθ vθt − 2a(v + H, vθ )−1
(
vv2t + 2H−1vvt + Hv2t
)
.
Here we obtain
∥∥a(v + H, vθ )− H∥∥C0α = ∥∥a(v + H, vθ )− a(H,0)∥∥C0α
 C
∥∥a(v + H, vθ )−1∥∥C0α{‖H + v‖C0α‖v‖C0α + ‖vθ‖2C0α} C(R−10 )ε.
Along the same line, it holds that
∥∥a(v, vθ )−1 − H−1∥∥C0α  C(R−10 )ε.
Moreover we have
∥∥a(v + H, vθ )− H − v∥∥C0α = ∥∥a(v + H, vθ )− a(v + H,0)∥∥C0α

∥∥a(v + H, vθ )−1∥∥C0α‖vθ‖C0α 2  C(R−10 )ε2.
Hence these inequalities yield the following:
∥∥G(v + H)− G ′[H](v)∥∥ 0  C(R−10 )ε2.Cα
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∥∥−F(v + H)+F ′[H](v)∥∥C0α  C1(R−10 )ε2.
Next we prove (3.54). Similarly we start with the term G(v + H)− G ′[H](v). From
∥∥G(v + H)− G ′[H](v)∥∥L2  C∥∥G(v + H)− G ′[H](v)∥∥C0α ,
it is suﬃcient to estimate ‖∂θ {G(v + H)− G ′[H](v)}‖L2 . Since
∂θG(v + H) = −2vttθa(v + H, vθ )− 2
(−H−3 + vtt)a(v + H, vθ )−1{(H + v)vθ + vθ vθθ}
− 2vtθa(v + H, vθ )−1
{
(v + H)(vt + H−1)+ vθ vθt}
+ 2(H−1 + vt)a(v + H, vθ )−3{(H + v)vθ + vθ vθθ}{(v + H)(vt + H−1)+ vθ vθt}
− 2(H−1 + vt)a(v + H, vθ )−1{vθ (vt + H−1)+ (v + H)vtθ + vθθ vθt + vθ vθtθ},
∂θG
′[H](v) := ∂θ d
dρ
G(v + ρH)
∣∣∣∣
ρ=0
= −2Hvttθ − 4H−1vtθ + 2H−3vθ ,
ﬁrst we estimate the term −2(a(v + H, vθ )− H)vttθ as follows:
∥∥−2(a(v + H, vθ )− H)vttθ∥∥L2  ∥∥a(v + H, vθ )− H∥∥C0‖vttθ‖L2  C(R−10 )εδ.
Along the same line as above, we are able to prove
∥∥−G(v + H)+ G ′[H](v)∥∥W 1,02  C(R−10 )εδ + C(R−10 )ε2.
The similar calculations give us (3.54). 
Moreover we prepare the following:
Lemma 3.16. Let υ, ζ ∈Nε,δ . Then there exist positive constants K1 and K2 depending only on R−10 such that
∥∥{−F(υ + H)+F ′[H](υ)}− {−F(ζ + H)+F ′[H](ζ )}∥∥C0α
+ ∥∥{−F(υ + H)+F ′[H](υ)}− {−F(ζ + H)+F ′[H](ζ )}∥∥W 1,02
 K1ε
{‖υ − ζ‖
C4α
+ ∥∥∂2t (υ − ζ )∥∥W 1,02 +
∥∥∂4θ (υ − ζ )∥∥W 1,02 }+ K2δ‖υ − ζ‖C4α . (3.56)
Proof. Let us consider G(·) deﬁned in the proof of Lemma 3.15. Concerning G , we estimate
∥∥{−G(υ + H)+ G ′[H](υ)}− {−G(ζ + H)+ G ′[H](ζ )}∥∥C0α .
The term {−G(υ + H)+ G ′[H](υ)} − {−G(ζ + H)+ G ′[H](ζ )} is reduced to
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− 2a(υ,υθ )−1
(
υt + H−1
)
υθυθt − 2a(υ,υθ )−1
(
υυ2t + 2H−1υυt + Hυ2t
)
+ 2{a(ζ, ζθ )− H}ζtt + 4{a(ζ, ζθ )−1 − H−1}ζt − 2H−3{1+ Ha(ζ, ζθ )−1}{a(ζ, ζθ )− H − ζ}
+ 2a(ζ, ζθ )−1
(
ζt + H−1
)
ζθ ζθt + 2a(ζ, ζθ )−1
(
ζ ζ 2t + 2H−1ζ ζt + Hζ 2t
)
.
First we consider the term −2{a(υ,υθ )− H}υtt + 2{a(ζ, ζθ )− H}ζtt . The term is estimated as follows:
∥∥−2{a(υ,υθ )− H}υtt + 2{a(ζ, ζθ )− H}ζtt∥∥C0α
 2
∥∥{a(υ,υθ )− a(ζ, ζθ )}υtt∥∥C0α + 2∥∥{a(ζ, ζθ )− H}{υtt − ζtt}∥∥C0α .
By virtue of the inequality
∥∥{a(υ,υθ )− a(ζ, ζθ )}∥∥C0α  C(R−10 ){‖υ − ζ‖C0α + ‖υθ − ζθ‖C0α},
we see that
∥∥−2{a(υ,υθ )− H}υtt + 2{a(ζ, ζθ )− H}ζtt∥∥C0α  C(R−10 )ε‖υ − ζ‖C4α .
Similar calculations yield the estimate
∥∥{−G(υ + H)+ G ′[H](υ)}− {−G(ζ + H)+ G ′[H](ζ )}∥∥C0α
+ ∥∥{−G(υ + H)+ G ′[H](υ)}− {−G(ζ + H)+ G ′[H](ζ )}∥∥W 1,02
 C1ε
{‖υ − ζ‖
C4α
+ ∥∥∂2t (υ − ζ )∥∥W 1,02 }+ C2δ‖υ − ζ‖C4α .
Along the same line we are able to prove (3.56). 
Concerning the initial ﬁnal value problem (S2), the following holds:
Lemma 3.17. Let v ∈ Nε,δ and 0 < α  1/2. Then there exists a unique solution U of (S2) satisfying the
following estimates:
‖U‖
C4α
 M1ε(ε + δ)+ M2ρ + M3β, (3.57)
max
{∥∥∂4θ U∥∥W 1,02 ,
∥∥∂2t U∥∥W 1,02 } N1ε(ε + δ)+ N2ρ + N3β, (3.58)
where Mi and Ni are positive constants depending only on R
−1
0 .
Proof. Let v ∈Nε,δ . With the aid of Lemmas 3.13 and 3.15, we see that
−F(v + H)+F ′[H](v)−F ′[H](w) ∈ C0α
(
S1 × I)∩ W 1,02 (S1 × I).
Then Lemmas 3.8 and 3.12 imply that there exists a unique solution U of (S2) such that
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C4α
 C
{∥∥−F(v + H)+F ′(v)−F ′(w)∥∥C0α + ∥∥−F(v + H)+F ′(v)−F ′(w)∥∥W 1,02 },
‖U‖W 1,02  C
∥∥−F(v + H)+F ′[H](v)−F ′[H](w)∥∥W 1,02 .
Combining the estimates with Lemmas 3.13 and 3.15, we obtain (3.57) and (3.58). 
Let us set
max
{
C∗,C∗
} := L,
where the constants C∗ and C∗ are given in Lemmas 3.8 and 3.12, respectively. Now we are in a
position to state and prove the main theorem of this paper.
Theorem 3.1. Let (β,ρ) be a pair of suﬃciently small positive numbers. Then, for such initial ﬁnal data
(u0,u1), there exists a pair of positive numbers (ε, δ) such that the initial ﬁnal value problem (IFP) has a
unique solution in the classNε,δ with 0<α  1/2.
Proof. It is easy to check that, for a pair of suﬃciently small positive numbers (β,ρ), there exists a
pair of positive numbers (ε, δ) such that
M2ρ + (M3 + 1)β  ε − M1ε(ε + δ), (3.59)
(N2 + 1)ρ + N3β  δ − N1ε(ε + δ), (3.60)
K1ε + K2δ < 1
L
. (3.61)
To begin with, we prove that for each v ∈Nε,δ and such initial ﬁnal data (u0,u1), there exists a
unique solution u ∈Nε,δ of the initial ﬁnal value problem (S1). By virtue of Lemma 3.17, we see that,
for each v ∈Nε,δ , there exists a unique solution u of the initial ﬁnal value problem (S1) such that
‖u‖
C4α
 M1ε(ε + δ)+ M2ρ + (M3 + 1)β,
max
{∥∥∂4θ u∥∥W 1,02 ,
∥∥∂2t u∥∥W 1,02 } N1ε(ε + δ)+ (N2 + 1)ρ + N3β.
The relations (3.59) and (3.60) yield u ∈Nε,δ .
With the aid of the fact, we deﬁne a map Φ from Nε,δ to itself by Φ(v) = u. We claim that the
map Φ is a contraction mapping. Let v1, v2 ∈Nε,δ . Then there exist υ1,υ2 ∈Nε,δ such that
{
F ′[H](υ1) = −F(v1 + H)+F ′[H](v1) in S1 × I,
υ1(θ,0) = u0(θ), υ1(θ,1) = u1(θ) on S1,
and
{
F ′[H](υ2) = −F(v2 + H)+F ′[H](v2) in S1 × I,
υ2(θ,0) = u0(θ), υ2(θ,1) = u1(θ) on S1.
Clearly Φ(v1)−Φ(v2) = υ1 − υ2 satisﬁes the problem
{F ′[H](u) = {−F(v1 + H)+F ′[H](v1)}− {−F(v2 + H)+F ′[H](v2)} in S1 × I,
1u(θ,0) = 0, u(θ,1) = 0 on S .
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B(v1, v2) =
{−F(v1 + H)+F ′[H](v1)}− {−F(v2 + H)+F ′[H](v2)}.
By virtue of Lemmas 3.8 and 3.12, we have
∥∥Φ(v1)−Φ(v2)∥∥C4α + ∥∥∂4θ (Φ(v1)−Φ(v2))∥∥W 1,02 +
∥∥∂2t (Φ(v1)−Φ(v2))∥∥W 1,02
 L
{∥∥B(v1, v2)∥∥C0α + ∥∥B(v1, v2)∥∥W 1,02 }
 LK1ε
{‖v1 − v2‖C4α + ∥∥∂2t (v1 − v2)∥∥W 1,02 +
∥∥∂4θ (v1 − v2)∥∥W 1,02 }+ LK2δ‖v1 − v2‖C4α
 L(K1ε + K2δ)
{‖v1 − v2‖C4α + ∥∥∂2t (v1 − v2)∥∥W 1,02 +
∥∥∂4θ (v1 − v2)∥∥W 1,02 }.
The condition (3.61) implies that the map Φ is a contraction mapping.
Finally we prove that the initial ﬁnal value problem (IFP) has a unique solution in the class Nε,δ .
The contraction mapping principle implies that there exists a unique ﬁxed point hˆ ∈Nε,δ such that
Φ(hˆ) = hˆ. The ﬁxed point hˆ is nothing but the unique solution of the problem (IFP). This completes
the proof. 
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