








I declare that this thesis was composed by myself and that the work contained
therein is my own, except where explicitly stated otherwise in the text.
Abstract
We use the tools of exponential-asymptotic analysis to describe the solutions of
the three-dimensional Boussinesq equations and of Lorenz's five-component model
that arise in geophysical fluid dynamics. In particular we use both of these models
to study the generation of high-frequency motions known as inertia-gravity waves
from slow balanced motion via the Stokes phenomenon. To start with we give an
example demonstrating the Stokes phenomenon and to give an idea of the general
approach of these techniques.
We derive a full asymptotic expansion of the solutions of the Scorer equation
which is an inhomogeneous Airy equation. The Stokes phenomenon causes the
particular integral to switch on solutions of the Airy equation as a Stokes line is
crossed. We identify the Stokes lines and the anti-Stokes lines, and most impor¬
tantly calculate the Stokes multipliers. We do this by studying the Borel-Laplace
transform of the solutions of the homogeneous and inhomogeneous part together
with examining the behaviour of late-terms in the asymptotic expansion of the
particular integral.
We study homoclinic solutions of Lorenz's five-component model. We linearise
the solution and hence we can use methods analogous to the ones mentioned
above. Here the slow motion is represented by the first function in the linear
expansion of the solution. It switches on the consequent term in the expansion
representing the fast motion as a Stokes line is crossed.
By considering solutions to the Boussnesq equations that consist of a sheared
flow and a perturbation we narrow our problem to a differential equation that
governs the amplitude of the inertia-gravity waves. Analytically the particular
integral represents the slow motion that switches on solutions of the homogeneous
equations which represent the fast oscillation. It follows from this that we can
derive a power series expansion of the Stokes multipliers where we derive an
expression for the first terms. The other terms we calculate numerically.
We use the Fourier transform to reduce the Boussinesq equations to an or¬
dinary differential equation. When we then carry out the inverse transform we
use our previous result to replace the the integrand with its dominant behaviour.
As the saddle point of the exponent governing the integrand collides with the
endpoints for certain values we use Bleistein's method together with numerical
integration to estimate the inverse.
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The dynamics of the oceans and the atmosphere displays the simultaneous ex¬
istence of various modes of motion which can be separated between high-energy
slow motion and low-energy fast motion. The time-scale separation between the
two types of modes is due to the fast rotation of the earth, and to the strong
stratification of the fluids. The slow motion is often referred to as balanced mo¬
tion and the fast motion as inertia-gravity waves. The aim of this thesis is to
give an analytical description of the interactions between balanced motion and
inertia-gravity waves, and more specifically of the spontaneous generation of these
inertia-gravity waves by the balanced motion. We do this by studying two sim¬
ple models, namely Lorenz's five-component model (Lorenz, 1986) and particular
solutions of the Boussinesq equations describing rotating stratified fluid, see the
book of Gill (1982) for details on the equations ofmotion. Our analysis is based on
the theory of exponential asymptotics. In particular, we identify the mechanism
of the generation of inertia-gravity waves as a Stokes phenomenon.
Generation of fast motion is not a phenomenon unique to geophysical-fluid
dynamics. One of the simplest systems that shows such a generation is a pendu¬
lum with a stiff spring attached to its free end see figure 1.1. In this system the
pendulum undergoes a slow motion and the spring the fast oscillations, and there
is a small parameter, e say, which represents the ratio of the typical frequency of
the pendulum and that of the spring.
Our interest is in solutions of this system that have as little fast oscillations
as possible. These are the so-called balanced solutions. The nature of the system
is such that for any initial condition the pendulum will affect the evolution of
the spring, so there cannot exist a solution completely free of fast oscillations.
However, we can proceed asymptotically to define a state where the oscillations
are reduced to some power of e.
With appropriate oscillatory-free initial conditions, we represent a balanced
solution of the pendulum equations via its perturbation series in the small param-
4
Figure 1.1: Pendulum with a stiff spring attached to its free end.
eter e. The first term in this series represents a solution free of 0(1) oscillations.
As time evolves the spring will affect the solution in the form of 0(e) oscilla¬
tions. To deal with this, we seek to find the second term in the asymptotic series
that results in a solution free of 0{e) oscillations for our initial conditions. In
general we can keep on finding a balanced solution with oscillations limited to
0(en) for all n G N. This solution seems to be independent of the spring, but we
know that there is no such solution; the excitation of the spring cannot be elimi¬
nated although its amplitude is beyond all orders in e; it is exponentially small.
Using exponential asymptotics, we can include these exponentially small oscilla¬
tory terms and hence show how well-balanced a solution can be and describe the
details of the oscillations that are generated.
This setup is related to the geophysical systems as, in fact, Lorenz's model
is a pendulum spring system (cf. Bokhove and Shepherd, 1996; Camassa, 1995).
Lorenz's model is composed of three nonlinear ordinary differential equations
that describe the evolution of the slow motion, the pendulum, and a pair of
linear ordinary differential equations describe the evolution of the fast motion,
the spring.
The Boussinesq equations describe the generation of inertia-gravity waves in
a more realistic setting. They are a set of nonlinear partial differential equations
with special solutions that describe the spontaneous generation of inertia-gravity
waves. By considering solutions that consist of a shear uniform flow and a per¬
turbation represented by the Fourier transform we can reduce the system to an
ordinary differential equation.
We describe the generation of inertia-gravity waves via the Stokes phenomenon.
Hence, we start this thesis off with Chapter 2 that gives a detailed description of
the technique of exponential asymptotics via a derivation of the asymptotic ex-
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pansions of the Scorer functions and the Airy functions. We do this by studying
the linear Scorer equation which is an inhomogeneous Airy equation. In Chap¬
ter 3 we look at the nonlinear Lorenz's model, for which we derive the leading
order behaviour of the amplitude of the inertia gravity waves. Then we study
the Boussinesq equations in Chapters 4-6. Chapter 4 is an introductory chapter
to the following two chapters and is devoted to the reduction of the equations
to an ordinary differential equation via the Fourier transform. In Chapter 5 we
study the asympotics of this ordinary differential equation and in Chapter 6 we
use the asymptotic behaviour that we obtained in the previous chapter to find an
approximation to solutions of the full equations.
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Chapter 2
Asymptotics of the Scorer function
2.1 The Stokes phenomenon
As paradoxical as it sounds, approximating finitely valued functions with diver¬
gent series is a very useful technique. A rigorous theory for this technique evolved
following Poincare's definition of an asymptotic expansion of a function in some
sector in the complex plane, see for example Olver (1974, 16-19). However, there
was no great interest shown in explaining the Stokes phenomenon first noticed
by Stokes (1850). Considering large-1£| asymptotic expansion, this phenomenon
is the sudden appearance of terms that are of order less than all powers of £
and previously considered to be negligible. These terms are said to be beyond all
orders. This sudden appearance happens as the £ crosses a particular ray in the
complex £-plane called the Stokes line.
To go into more detail of the technique of exponential asymptotics, let us
assume that we have an inhomogeneous linear differential equation and that we
have found the asymptotic expansion of its particular integral, say wp. Let us
also assume that this asymptotic expansion is divergent and that it is a valid
approximation of wp in some sector in the complex plane that is bounded by
rays. These rays turn out to be the anti-Stokes lines defined in next paragraph.
By an approximation we mean that the divergent series optimally truncated, that
is truncated around its smallest term, gives an approximation of the function.
Let us also assume that we know the asymptotic expansions of the solutions of
the corresponding homogeneous equation.
Assuming that the behaviour of both the particular integral and the solu¬
tions of the corresponding homogeneous equations is governed by an exponential
function, we find that the Stokes lines appear when one exponential maximally
dominates another, that is when the imaginary part of the difference of the expo-
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nents is zero. The anti-Stokes lines occur when the exponentials are comparable
in size, that is when the real part of the difference of their exponents is zero.
We know that the asymptotic expansion of wp is a solution of the differential
equation before and after we pass the Stokes line. Thus, the additional exponen¬
tially small terms switched on as the Stokes line is passed have to be a solution of
the homogeneous equation. Let us assume that uy is another particular integral
that has the same asymptotic expansion as wp in a sector overlapping the sector
of validity for the expansion of wp. Because of the linearity of the differential
equation, the difference of these two particular integrals is a solution, Kw say, of
the homogeneous equation. That is the identity
wp(0 = wP'(0 + Kw(0
holds in the complex ()-plane. The constant K is the Stokes multiplier. For a
linear system this kind of identity can always be found but it is not always the
case that we can do so with a known value of the Stokes multiplier. Hence we need
an enhanced technique, the Borel-Laplace transform discussed in next section.
A new era in the study of the Stokes phenomenon started in the late eighties
when Berry (1989) showed that the sudden change in the Stokes multipliers is
continuous. This discovery of Berry had a huge impact in the field of asymptotics
and was the starting point of today's flourishing field of exponential asymptotics.
2.1.1 The Borel-Laplace transform
Following Olde Daalhuis (1998) we give a description of the Borel-Laplace trans¬
form for solutions of an inhomogeneous linear problem. Here we consider the
large parameter to be e"1 where |e| is small.
Let us assume that wo(s) is a particular integral of an inhomogeneous linear
problem and wi(e) is a solution to its homogeneous part. Assume that Wo(s) and
u>i(e) have the asymptotic expansions
OO
w0(e) ~ e-/o/£^ a0,„£n"w (2.1)
71—0
OO
wi (e) ~ e~/l/e ^2 a^nen~^. (2.2)
71=0
These expansions are only valid in certain sectors in the complex £-plane. Let
us define two particular integrals w0+ and w0_ that have the same asymptotic
expansion (2.2) in the overlapping sectors S+ and S- respectively. Then the
difference in0+(ff) — w0_(e) is a solution to the homogeneous part of the system.
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Hence, we get the connection relation
ie0+(e) = wo-(e) + Kw\{e) (2.3)
were K is the Stokes multiplier.
Let us define
vow=y n g°'° At - /„)-(»+'-»)f r<" - w>)
oo
n=0 v y
where series on the right hand side are convergent for 11 — fj\ < |/o — /i|, j = 0,1.
Then the functions yo(t) and yi(t) are the Borel transforms of the functions wo(s)
and Wi(e), that is they satisfy the Borel-Laplace integral representation
/>ooeIQ
w0(e) = / e~t/£y0(t)dtJ fa'fo
and
r»OOeial
wi(e) = / e~t/£yi(t)dt
Jfi
were a and a\ are real numbers. The identity (2.3) implies the relation
y= e-2,ti -iVi^ + reg(*~(2-4)
between the functions yo and yi, where the function reg(t — f\) is analytic at the
point t — f\. This follows from (2.3) as
nooela+ rooeia~
w0+ (e) - w0_ (e) = / e~t/£y0{t)dt - / e~t/ey0(t)dtJ fa J fafo fo
r(fo)+









where the contours in the second and the last integrals go from infinity around the
points f0 and fx respectively. The plus indicates that the contours are positively
directed. Working backwards, we get the second last integral by collapsing the
loop in the last integral, see figure 2.1 for the contours of integration.
Cauchy's integral formula of the coefficients in y0 gives that
a0,n
_ 1 / yo(t) d
T(n — no) 27ri J (t - fo)n m
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Figure 2.1: The contours of integration for the Borel-Laplace transform in (2.5).
The loop around fx is collapsed to get the desired results.
where the contour encircles the point /0. We blow up the contour of integration
until we encounter the branch point at t = fx; we adjust the contour of integration
around it and hence, we get a contribution from a loop around f\. This leads to
a representation of the large n behaviour of the ao;„-coefhcients in terms of the
a\^-coefficients. That is we get up to leading order that
K axt0T(N + fix — Ha) ^ AT v
a0 TV ^ tw \ .7 , clS 1\ —^ OC0li 2m (/i /o) 0
in some sector in the /-plane, or more generally
K ^ ai sT(N — s + /Ti — /i0) ( :
an n ~ r-rrr , as N —> 00. (2.6)2ttz^ (/1 - f0)N-s+^o 1 ;
In this thesis, when we encounter realtions like this there will be an extra variable
t involved, hence, relations like this will only be valid in certain regions in the
complex t-plane.
By substituting the asymptotic series (2.1) and (2.2) into the original inho-
mogeneous linear problem, we get a recurrence relation for the ao!n-coefficients.
It depends on the problem whether we can use this recurrence relation to get
an analytical expression for the coefficients, but in all cases we can calculate the
coefficients numerically. Hence, although (2.6) is a divergent series it can be used
to evaluate the Stokes multiplier K. In this chapter we outline how to do this.
In most problems, there are more than one fj,j = l,...,k,k€N related to
the homogeneous part of the problem. In the case k = 2, if (/2 — /o) << (/1 ~ /o)
we can not compute the relavant Stokes-multiplier K2 with the method discussed
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here. In such cases it is necessary to use hyperasymptotic procedures as outlined
in (Olde Daalhuis, 1999).
This chapter is devoted to a rigorous description of this technique via the
derivation of the full asymptotic expansion of the Scorer function — Gi(z), for
large |z|. We also use this technique in Chapter 5 where we derive the full asymp¬
totic expansions of the solutions of the equation
2 /d2C 2t d(\ f ( 2e \ l + t2\ 1 + t2
£ (dF~TT?*)W( '( T+F)
in the limit of small e. For these solutions we find that the Stokes multipliers
are functions of e that can be represented with their Taylor expansions. We also
discuss the Stokes phenomenon for a nonlinear problem in Chapter 3, see also the
discussion in Section 3.2.1. where we derive the leading behaviour of exponentially
small terms switched on by solutions of the five-component Lorenz equations.
2.2 The asymptotics of the Scorer function — Gi(z)
The inhomogeneous Airy equation
d2w(z) . , 1 /ri—A1 - zw{z) = -, (2.7)aZZ 7T
known as the Scorer equation, has the special functions, the Scorer functions,
— Gi(z) and Hi(z) as particular integrals. These functions are named after Scorer
(1950) who tabulated their numerical values via the integral representations
1 C°° 1




Hi(z) - - / ezu-~^du. (2.9)
Jo
In this chapter we will derive the full asymptotic expansion for the function
— Gi(z) for large z using the technique of exponential asymptotics. It is possible
to derive all that follows from the integral representations (2.8) and (2.9), however
we do not use such techniques as we want to illustrate how to proceed in the
absence of such exact representations.
In this derivation we need to know the asymptotic nature of the solutions to
the Airy equation which is the homogeneous part of equation (2.7). One of its
solutions is the Airy function, Ai(z), also known via the Airy integral
1 r
Ai(z) = - /77 Jo
/ m3
cos ( zu + — ) du,
11
see for example Olver (1974, 53). This equation and function are named after
Airy (1838) who was the first to tabulate the values of the Airy integral for certain
real values of It was then Stokes who carried on with this work, specifically
for large values of real z. This he does first in (Stokes, 1850) where he for the
first time encounters the phenomenon later named after him. In this paper he
realises that there is a discontinuity in the multipliers in the asymptotic expansion
of the Airy function. He evaluates the multipliers but in that paper he cannot
explain why the Stokes phenomenon takes place. In a later paper (Stokes, 1857)
he revisits the problem and identifies the Stokes lines via the optimal truncation
of the asymptotic series. Let us finish what these two great minds started.
2.2.1 Asymptotic expansion of the Airy function
To find the leading behaviour of the solutions of the Airy equation
for large z, we introduce the function V(z) = w'(z)/w(z). Insertion into equation
(2.10) gives the Riccati equation
There are three possible dominant balances for this equation for large z. They
are the following:
1. V'(z) ~ —V2(z) which implies that V(z) ~ z~~l, but then z is not negligible
as we have assumed,
2. V'(z) z which implies that V(z) ~ z2/2, but then V2(z) is not negligible
as we have assumed,
3. V2(z) ~ z implies that 2V(z)V'(z) ~ 1 or V'(z) ~ 1/(2V(z)) meaning that
V'(z) is negligible as z tends to infinity.
Thus, only the last dominant balance is possible implying that V(z) ~
Considering the dominant balance, we assume that V(z) ~ vnz~(-n~1^2.
Substitution of this series into (2.11) gives




where we define w_2 = V-\ = 0. It follows from this that
w3n+l — ^3n+2 — 0
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for all n = 0,1, 2,... . Also, we get v3 = —1/4 so
1
V(z)dz ~ J(v0\fz + v3z 1 + ... )dz ~ In z4
Then as u;(z) ~ exp (fV(z)dz) we get that
_223/2 OO 223/2 OO
~ Cl 6 /i/4 SZ a**~*/2 + °2^TJT akz~k/2 (2.12)
fc=0 k=0
for some coefficients ak and ak and some constants C\ and C2. We could have
obtained the same result by by considering a WKB ansatz.
We know that the Airy function, Ai(z), is a solution to (2.10). According to
(Olver, 1974, 116) the Airy function can be represented via the integral
p-\z3/2 roc
Ai (z) = J e zl/2t cos t x^2dt if | ph(z)| < 7r.27T
Using Watson's Lemma on the integral we get
-2^.3/2
This implies that the Airy function has an asymptotic expansion of the form
(2.12) with C*i = 1 /(2-^/tF) and C2 — 0 if we choose a0 = 1. From now on let us
focus on the asymptotics of the Airy function.
Inserting (2.12) into (2.10) gives ax = a2 = 0 resulting in a3£+i = a3k+2 = 0
for all k = 0,1, 2,... . Let a3k = (—1)^(3/2)kbk- Then b0 = 1 and
h = ~ ' tfh-i
r3fc—11 nS(2m + l)
72kk\ 3k n^=1(2m — 1)
(2k + l)(2k + 3)... (6k — 1)
(216)kk\







The function Ai(ze27™/3) is another solution of (2.10). As Ai(z) is an entire
function and takes real values for z e R, Ai(ze~2ni/3), the conjugate of Ai(ze27™/3),
is also a solution. Let us now define, following Olver (1974, 413) the functions
Ai0(z) = Ai(z),
Ai_x(z) = Ai(ze2ni/3) and
Aix(z) = Ai(ze~2ni/3).
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Then Aio(z) has the asymptotic expansion (2.14) and
2^.3/2 00 _
Ai-i(^) ~ e"T 2^1/4 (3/2)kz~3k/2, -y < ph(z) < (2.15)
2^3/2 OO _
Aq(z) ~ eir ((3/2)k z~3k/2, < ph(z) < y. (2.16)v71"2 fc=0
Let us derive a connection relation between these functions.
2.2.2 Connection relation
As equation (2.10) is linear and of second order we know there exist constants
a, (3 and 7 such that
a Aio(z) + /3Aii(z) + 7 Ai_i(z) = 0.
Let us write z = redl where r, 6 G R. For the value 6 = 0, Ai0(z) is recessive to
Aij(z), 3 = -!> h giving
(3eni/6 + 7e"7ri/6 = 0.
On the ray 6 = —27r/3 the function Am^z) is recessive to Aij(z), j = 0,1. The
asymptotic expansion of AL(z), (2.16), is not defined for 9 = —27r/3 but as Aii(z)
is an entire function we have Aii(ze~2n^3) = Aii(ze47r/3). Thus we get in the same
way as before
ae™/6 + /3e~ni^ = 0.
Now if we fix a = 1, solving the last two equations together gives /3 = e~2nt/3 and
7 = e2W3 Hence we get the identity
Aio(s) = eni/3Ai1{z) +e-ni/3 Ai-xiz). (2.17)
This identity gives very useful information on what is switched on via the
Stokes phenomenon. We will see in the next section that the factors e±m'3 are
the Stokes multipliers.
2.2.3 The Stokes phenomenon
Let us consider the asymptotic expansions of the functions Aij(z), j = —1,0,1.
Recall that the large-z behaviour of these three functions is governed by exponen¬
tial functions. An anti-Stokes line is defined as a ray, here in the complex z-plane,
on which two asymptotic expansions are comparable in size. Hence, on an anti-
Stokes line the difference of the corresponding exponents is purely imaginary. The





Figure 2.2: The Stokes lines Sj and the anti-Stokes lines aSj, j = —1,0,1, in the
complex z-plane.
These are the rays aSi, aS-i and aS0 on which ph(z) = — tt/3, ph(z) = 7t/3 and
ph(z) = Ti respectively, see figure 2.2. Comparing to the expansions (2.14)—(2.16),
we note that the anti-Stokes lines are the rays which define the sectors of validity
of the expansions.
A Stokes line is a ray in the complex z-plane where one solution maximally
dominates another. Hence, this is where the difference of the exponents governing
the asymptotic expansions of the functions is purely real. The Stokes lines for
the Airy functions are given by
These are the rays S1-!, So and Si with ph(z) = —2tt/3, ph(z) = 0 and ph(z) =
27t/3 respectively, see figure 2.2.
Let us consider the function Ai0(z) in a neighbourhood of the Stokes line Si.
As we rotate z counterclockwise across the Stokes line, a multiple of the function
Aii(z) is switched on as it is the relevant recessive function. That is, we get that
where Ki is the Stokes multiplier and e > 0 is small. Now, we compare this
asymptotic behaviour of the function Ai0(z) to the identity
n r- ha + 0• e"6" n r- ma f°r ph(z)
Ai , X 2a/7TZ / 2^Z1/4 v '
for ph(z) = + e
Ai0 (z) = eni/3 Aii(z) + e-7™/3 Ai_i(z)
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where we replace the functions on the right hand side with their asymptotic
expansion (2.15) and (2.16). Noting that e-7™/3 Ai_i(z) has the same asymptotic
expansion as Ai0(^) near the Stokes line we get that
In the same way, we get that as 2 crosses the Stokes line S-1 clockwise, a K_i~
multiple of Ai_i(2) is switched on where
Similarly, we can find the Stokes multiplier for any of the functions Aq(2:)
crossing a Stokes line where the function is maximally dominant and switches on
a multiple of the relevant recessive function by comparing to the identity (2.17).
That is, the identity (2.17) together with the knowledge of the dominance between
the functions and the position of the Stokes lines gives all the information needed
to determine the values of the Stokes multipliers.
In general, for linear differential equations, a connection relation such as (2.17)
can always be found. However, unlike this case, exact values of the Stokes mul¬
tipliers are not always known. Hence, in cases where we are not as fortunate as
here, other methods are needed. For this purpose we introduce the Borel-Laplace
transform in Section 2.2.10 but first, let us confirm that the asymptotic expansion
of the function Aio(^), (2.14), and thus the expansions (2.15)—(2.16) for the other
Aij(z) functions, is indeed an asymptotic expansion.
To be specific, we have not yet shown that the error terms in the expansions
are of order not exceeding the order of the next term in the expansions after
truncation. We do this by introducing a Stieltjes integral representation of the
Airy functions. Before that, we introduce a scaling of the variables.
2.2.4 Rescaling of variables




Ai0 {z) = z-^WoiO-
Similarly to before, we define
HA^C) = W0(Ce™) and = W0(Ce~m).




Ai_^z) = e-7ri/6z-1/4W-1(0 and Aii (z) = eni/6z'^W^C),
we get that the asymptotic expansions of Wj((), j = —1, 0,1, are
e"< 4^, , 3tt
W,«(0 ~ IpMOKy, (2.19)V k=0
ocpC — qr ^7T
Wi(0~2/=X>< ■ -5<Ph(0<y, (2.20)
* k=0
pC IW 7,-"T<Ph(C)<?. (2.21)2 ^ ' 2 ^ 2'v k=0
Compare (2.14). Then identity (2.17) gives
iW0(C) = W_i(C)-Wi(C). (2-22)
2.2.5 Stieltjes integral representation of the function VFi(C)
In the manner of (Olde Daalhuis and Olver, 1994) let us define t>o(C) = C_le_^h7o(C)
and Vi(C) = £-1e-^Wi(C). Then according to (2.19) and (2.20)
—2C °° q
|ph(C)l<y, (2.23)V k=0
d_1 .°° 7r ^7r
"1 (0 ~ J7=£ - 2 < ph(C) < y • (2.24)V k=0
As IT_i(C) = I4d(£e27n) we can write the identity (2.22) as
iW0(O = W1(Ce2m)-W1(O.
This becomes
ivo(C) = Wi(Ce27ri) - Ui(C) (2-25)
after multiplying both sides by
According to Cauchy's integral formula we have that
<2-26>
where £ with ph(£) e (0, 27r) is in the interior of the clockwise orientated contour
C composed of the following paths:
A = Rei0, 0 £ (0, 271"),
B = reie, 0e(O,27r),
C = s, s G [r, i?],
D = sel2n, s e [r, i?].
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Figure 2.3 displays the contour of integration C. The point of choosing this
contour is firstly that we want the contribution from the part A and B to be
negligible by using the asymptotic behaviour of V\ (t) and secondly that we want
to be able to simplify the contribution from the contours C and D by using the
identity (2.25). Let us show this.
On the contour A, the expansion (2.24) implies that v\(t) — 0{1/R) as R
tends to infinity. Hence
lim J. f A2Ldt = o.R->oc 2m JA C — t
On the contour B we have for small |t| that
Mt)
_ r'e-W.M _ r'e-'ef (D'Aittd)'/3) »/6_, .
c-f C-t c
as Aii(t) is an entire function. Thus
— [ ^-dt = 0(r1/6) as |r| 0.2m JBt- C
Therefore in the limit R —> oo and r —> 0 the contours C and D are the only
ones that contribute, so
.(o-^fr+n^
rAo 2771 yJre2" Jr. J C — t




by using the identity (2.25).
The representation (2.27) is an improvement of (2.26) since in (2.27) we in¬
tegrate a function that is 0(e~2t) for large |f| over the positive real axis. Thus,
the integrand is exponentially small and hence we gain an integral representation
which we know quite well how to manipulate.
In terms of the functions Wj(Q, j = 0,1, (2.27) becomes
"°° e-'Woit)
t(C - t)
-dt if 0 < ph(C) < 27r. (2.28)
Thus we have found an integral representation of Wi(£) in terms of the function
Wo(0- Let us now use this to get a representation of the error term in the
asymptotic expansion of W\((")•
2.2.6 The error term for W\(Q
In order to find an integral representation of the error term in the asymptotic




in the sector 0 < ph(£) < 2tt. As
t(c -1)
-dt
1 _1 1 ^1 (i + * , (f\2, , fty 11 (t/cy
c -t C (i - t/C) cv C VC J VC J (1-t/O
we get that
e-'Woit) (t/CY




-i /-oo i noo j.n—1
]LC(fc+V / e-tW0(t)tk~ldt + Cn7r e-tWG(t)——dt (2.29)
fc=0
where we will see that YlkLi ^fc+1^ is the asymptotic expansion of /(C)- For
this to hold the error term
1 /*°° tn~^
£-.«)=Cj-j e-'W„(t)—dt (2.30)
must be of order not exceeding C~ln+1C We will show this in next section.
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As /(C) = C-1e~cWMC), ^or C £ (0, 27r), and HA(C) has only one asymptotic
expansion in that sector for C, the bk coefficients in the asymptotic expansions of
/(C) and W7! (C), given by (2.20), are the same. Thus, for the /^-coefficients we
have the integral representation
1 r°°
bk — -7= / e_Tf/o(t)tfc_1dt (2.31)V71 Jo
in terms of the function Wo(t). Thus, the integral representation introduced to
find the order of the error terms gives this nice integral representation of the
/^-coefficients.
Let us now find the order of the error term.
2.2.7 The order of the error term for Wi(C)
Let us show that the error in the asymptotic expansion, bk(~^k+1\ of /(C),
is of order not exceeding C~^"+1^ if the series is truncated after n — 1 terms. To
start with, let C = u + iv with 0 < ph(C) < 27r. Then we need to consider the
two cases, u < 0 and u > 0.
If u < 0, then
|C — t\2 = u2 + v2 + (t2 — 2ut) >u2 + v2 — |C|2,
as t G K_)_, so |C — t|_1 < Id"1. As Wo(t) is an entire function and Wo(t) is
governed by e_t for t £ M4.









IC-^'l—y < Cr(n) |C"(n+1)|
where C\[n) = 0(1) is defined by
C\{n) = sup |W0(t)|^^.
te[o,oo) Z77
Thus in this case we have En{C) = 0(C~^+1^).
If u > 0 we need to change the contour of integration in (2.30). As tin
behaviour of W0(t) is governed by for large \t\ in the sector | ph(f)| < n/2 w<
can rotate the contour of integration up or down in the plane as the contributioi
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from the arc linking the rotated contour to the original one is negligible. The
direction in which we rotate the contour depends on the sign of v.
If v > 0 we rotate the contour of integration by —7t/4 and if v < 0 we rotate
the contour by 7t/4, see figure 2.4. In both cases









< |C|-(n+1)^- / |e_tITo(f)fn_1| \dt\V27T Jo
< icr("+,) V2 sup7T
r
IWoWl /Jo |e~Tn_1| \dt\.t€[0,ooe±_r)
For values of t £ [0, ooe±:?), the behaviour of the entire function Wo(t) is governed
by e~{, thus
sup |IFo(t)| < oo.
te[0,ooe±~r)
Now let t = re±2r in the last integral above. As r G R_|_ we get
1







e re 4 dr
1 /'°°




where C2(n) =0(1) is defined by
C2(n) = sup |Wo(t)|^—^2( 2 \
_L TCI 7T
tE[0,ooe ~3~)
We have shown that En(Q = 0(£~(n+1') for all values of £ € C, 0 < ph(£) <
27t, and hence we get that the the series (2.19)—(2.21) are the asymptotic expan¬
sions of the functions IFj(£), j = 0,1, —1 respectively. Let us summarise.
2.2.8 The asymptotic expansion of Wj(()
Let us summarise the information we have on the asymptotic expansions of !Lj(£),
j = 0,1. According to (2.28) and (2.29) we have
C 1e-TF1(£) -r7=E^r(H1) + En(Q if 0 < ph(£) < 2tt.
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Figure 2.4: The integration contour for the error term En(Q when £ has positive
real and imaginary part. As a is the shortest distance from £ to the rotated
contour and 0 = 7t/4 we have that a > b and |£ — £| > a for any t on the contour.
Now |C|2 = a2 + b2 < 2a2, thus |£| < \[2a. When the imaginary part of £ is
negative we rotate the contour of integration up in the plane and obtain the same
result in the same way.
This simplifies to
2s/n X>c*+ «i»(ok=0





= -7= / e'HVo{t)tk~ldt
v71" Jo
and





for large |£| with 0 < ph(£) < 27t.
Remember that VFi(£) = Wo((e~ni). Thus, we know that
Wo(C) =















2.5 5.0 7.5 10.0 12.5 15.0
k
Figure 2.5: The value of the term \bkC~k\ against k for z = 3 and k = 1... 15.
Here we see how the terms in the series {|5fcC~fe|}fc decrease in size to start with
but then they become larger in size. Remember that bo — 1.
for large |£| with |ph(£)| < n. The integral representation (2.28) provides the
general asymptotic expansion of the Wj(Q functions. The difference from (2.19)-
(2.21) is that now the ^-coefficients are represented via an integral where the
function TTo(C) is a factor of the integrand.
As the asymptotic expansions of the functions Wj(C,) are divergent we want
to truncate them optimally as we use them to approximate the functions. Thus
the associated error can then be estimated via its integral representation.
2.2.9 Optimal number of terms and the optimal error
In practice, for a fixed value of large ( we have to truncate the series (2.19)-
(2.21) to approximate the value of Wj(Q. As the series are divergent we will
use a truncation that will give us the best approximation. In order to do this
we notice that there exists some N € N such that the sequence {\bk(~k\}k>N
is non decreasing, see figure 2.5. Truncating the series at the point when the
sequence of absolute values of the terms stops decreasing, that is truncating after
given by
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n terms where the (n — 1)th term is asymptotic to the nth term, should give the
best approximation of the functions Wj((). Note that in Poincare's approach to
asymptotics, he requires a fixed N for all £ in a sector, on the other hand, optimal
truncation allows N to vary as a function of |£|.
We use the integral representation (2.31) of the ^-coefficients. The large
f-behaviour of Wo(t) is governed by efor t £ JR+ so
Then the /cth and the (k + l)th terms in (2.19)—(2.21) are of similar size when
2|£|/k ~ 1, that is when k = 2[|£|], where [•] is the function which rounds a
number to the next integer.
Now, as we know the number of terms which give the best approximation of
the Wj functions, we would like to know the error in that approximation.
If we truncate the series after the optimal number, n = 2|£| + 7, of terms,
where £ = |£|el6,< with £ e (0, 2n) and 7 G (—|, |], assuming that the function [•]
rounds 1/2 up to 1, the error is
For large values of n the main contribution of the integrand comes from a neigh¬
bourhood of infinity. We therefore replace Wo (t) by its asymptotic behaviour for
large t. This gives
Therefore
h... |r1 /o°° e-'Wojty-'dt 2r(AQ
^+iC"(fc+1) ^' r e-W0(t)t*dt ~ ^1 r(k + 1)
2 ICI
k
Now let t = |£|r in the last integral. Then




In terms of this, the errors in the expansions (2.32) and (2.33) become
f_l)2|C|+7+l I/M2ICI+7-1/2 p-2|C|
#0,n+l(O " ei0( + 1 , I Ph(C)l < 71",
1 |^|2|C|+7-l/2 p—2|C|
#i,n+i(C) ~ 2^ C2^ ei0c - 1' 0 < ph(C) < 2tt.
From these representations we see that the errors are governed by the ex¬
ponential function e-2'^', that is, they decay exponentially as |£| becomes large.
Also, we note that the error is exponentially smaller that the governing term in
the asymptotic expansion.
By changing back from £ to |z3/2 we can write out the full asymptotic expan¬
sion of the functions Aij(z) and the leading behaviour of the error term. However,
there is a way to derive the same results using the somewhat sophisticated tech¬
nique of the Borel-Laplace transform. To demonstrate this technique we derive
the asymptotic expansion of the function Wo(£) and the identity (2.22) again.
2.2.10 Borel-Laplace transform
Let us derive the asymptotic expansion of the function Ho(C) again.
We represent Ho(C) with the Laplace type integral
/oo e-«y(t)dt. (2.34)
Integration by parts gives
/oo e~cty'{t)dt
/oo e~cty\t)dt
implying that the behaviour ofWo(C) is dominated by e~^ as we knew from (2.19).
Let us now find an equation for the function y(t). We can obtain one by
inserting (2.34) into
d2W0(C) _r_ 5 c_2\ = 0_ (2_35)
d(2 V 36
Further integration by parts gives
C2Wo(C) = J €-^-y(t)dt = e~ct y{r)dT^j dt and
poo poo
H ( /OO pooe~ct (Ct2 - 21) y(t)dt = e~cy( 1) + J e~cH2y'(t)dt
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so equation (2.35) becomes
f*OO
<.-c« dt = 0.(t2 - l)y'(i) + y(T)dr
As this integral is a Laplace transform, we can deduce that
f - 1 )y'{t) + ^ J y(r)dT = 0.
Differentiating this equation once gives
f ~ 1)y"f + 2ty'(t) + ^yit) = 0. (2.36)
This equation has regular singular points at t = ±1 and at t = oo, hence it is
of hypergeometric type and we can rescale the variables so that the equation has
the appearance of a hypergeometric differential equation.
By letting z = (1 — t)/2 in (2.36) we map the singular points t = — 1 to z = 1
and t = 1 to z = 0. Then equation (2.36) in terms of z becomes
z(l - z)Y"(z)+ (1 - 2 z-= 0 (2.37)
where Y(z) = y(( 1 — t)/2).
The nature of the asymptotic expansion of Wo(C) implies that y(t) is analytic
in a neighbourhood of t — 1. This means that we want to look at solutions of
(2.37) which are analytic in a neighbourhood of z = 0. Thus we look at solutions
of the form
Y(z) = C2Fx ( H
where 2F\ is the hypergeometric function and C is some constant, see Temme
(1996, 107-114). Since ITo(C) ~ 277ean(* ^ ^ = 1 it follows that
C = 5-7=. ThusZ\/7r
(2-38»
15 1 _ f
The function 2F\ ( 6 6 ; —x— ) has a regular singularity at infinity, thus1 ' 2
its growth for large t is algebraic. Hence, the exponential function dominates the
behaviour of the integrand for real values of t and the integrand contributes mainly
to the integral from a region around 1. To evaluate the asymptotic behaviour of
the integral we therefore insert the Taylor expansion
1 — A 1 T(n + l/6)r(n + 5/6) — t




W„(C) r e-Vy r(n + 1/6)r(n + 5/6) f—V0(g V5FWI h W2 V 2 J
C V r(n + l/6)r(n + 5/6) [°° ct _ B
4V^3/2 h 2n^2 J*3/2
e"< g (-1)^ + 1/6)^ + 5/6)^
n=0
Er1) „2™n!
For | ph(C)| < y we have that W0(C) ~ f^= S^Lo(—l)nfrnC_n so we find again
the value of the ^-coefficients, (2.13), but with a new presentation, the third so
far. That is we find
fro = 1,
T{n + l/6)r(n + 5/6) ;J? _ ^ nK = —i if n > 0.2n+17rn!
Let us now explore what information the function y(t) gives about the asymp¬
totic expansion of fTo(C)-
2.2.11 The asymptotic expansion ofWo(C) f°r different values
of ph(C)
Let us derive the identity (2.22) again by varying the values of (.
The integral representation
c r°° / i - i — F
ITo(C) C 1 -ct " ' R "20T /°° / I 5 1 / \«!« Jdt (2.39)
is only valid for | ph(£)| < n/2, otherwise the integral on the right hand side does
not converge.
Before we go any further, to simplify things, let us write C = r^e0<1 and define
the path
{0 < r < oo9t = —6q if 6c, 7^ 71"9t G (-7r, —7t/2) if 6>c = 7r.
Rotating the contour of integration from the real axis to the contour lt gives
us the analytic continuation of (2.39) to other values of ph(£). The integrand
is dominated by e~& as the hypergeometric functions have a regular singular¬
ity at infinity, thus the growth of the integrand at infinity is algebraic and the
contribution is zero from arcs linking the rotated contour and the original one.
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We can rotate the contour of integration until we encounter the regular sin¬









Ti I I .1+11 ' 2 Hit)
where H(t) is analytic at t = — 1, see Temme (1996, 114). Thus as the angle of
£ becomes larger than ir, the angle of the rotated contour lt is less than —7r and







L In |^ 1 2F1 \ I .1+11 ' 2 + H{t) dt
Fr I I .iZl1 ' 2 dt.Jit
Now, let us collapse the loop in the first integral. Then
K »-1

























= -iW^e^) + W0((e27ri).
For the last equality we have used the definition (2.39) for the first integral. For
the second integral in the last equality, we consider the angles 9t of lt and 6q to
belong to one Riemann sheet below. That is we think of the angles as 9t + 27r and
9q — 27r respectively and thus 9^ — 2tt is in the interval (—7r, 7r) and (2.39) holds.
Now, let £ = £em. Then the identity
iW0(Ce-) = Wo((e27ri) - W0(C)
becomes
iWb(C) = W-i(0-Wi(C)
which we know as equation (2.22).
Having looked at the asymptotics of the solutions of the Airy equation it is
time to look at the Scorer equation.
2.3 The Scorer equation








Figure 2.6: The integration path for the Borel transform of W0
Let us assume that wp(z) is a particular integral of (2.40) and that wp(z) ~
J2™=oanz~n- This a f°rmal series representation of the function wp, its sector
of validity will be determined later on in this section. Substitution into (2.40)
then gives that
do — 0-2 = 0,
ai = —1/tt,
an = (n — 2)(n — 3)an_3 for n > 3.
From this we see that a3n = a3n+2 = 0 for n = 0,1, 2,... . Recall that the shifted
factorial is defined by
(°0o = 1,
(a)n = a(a + l)(a + 2) • • • (a + n — 1), n > 0.
That is
, ^ _ T(a + n) ^ n(a)n - r(a) n > 0.
Using this, we can solve the recurrence relation as follows
a3n+i = (3n - l)(3n - 2)a3„_2
= (n - 1/3) (n - 2/3) 32a3n_2
= (l/3)n (2/3)n 32nax
Thus
OO
(2) V 32"(l/3)n(2/3)„z"(3"+1). (2.41)
TT • *Tf
n=0
The existence of the Stokes phenomenon, discussed in Section 2.1, leads to a
switching on of one of the Aij(z) functions, j = —1, 0,1, as one of the Stokes lines
is crossed. Assume that the exponential function e° is the one that multipliers
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the asymptotic expansion of the particular integral. Then the Stokes lines may
occur, as mentioned before, when the ratio of the governing exponents is purely
real and the anti-Stokes lines occur when this ratio is purely imaginary. Thus,
as the exponent for the particular integral is zero, the Stokes lines and the anti-
Stokes lines are the same as before, see figure 2.2. On an anti-Stokes line the
particular integral and the relevant Aij(z) functions are comparable in size, thus
the asymptotic expansion (2.41) holds in a sector bounded by two anti-Stokes
lines.
If we translate this in terms of the phase of z, we get that the asymptotic
expansion (2.41) is valid in three intervals of ph(z). That is, for —7r < ph(z) <
7t/3, —7t/3 < ph(z) < 7r and —5n/3 < ph(z) < —7t/3. If we look at figure 2.2 we
see that these sectors are bounded by anti-Stokes lines. Also, each of these sectors
contains Stokes lines and an anti-Stokes line. Thus, we might think these sectors
are too big. This is not the case as what is switched on at a Stokes line depends
on in which direction we rotate the value of z. Let us define the functions wPj,
j = 1, 2, 3 such that
the series (2.41) is asymptotic to wp\(z) for ph(z) G (—7r, 7t/3),
the series (2.41) is asymptotic to wp2(z) for ph(z) € (—7r/3,7r),
the series (2.41) is asymptotic to wp3(z) for ph(z) € (—57r/3, —7t/3).
As these sectors are of maximal size these functions are well defined.
Considering the asymptotic expansions of these three solutions and the inte¬




as the asymptotic expansions of the Hi-Scorer functions are the same as for the wp-
functions and the sectors of validity have the maximum size. Also the function
wpi(z) has the same asymptotic expansion as the Scorer function — Gi(z) for
ph(z) g (—7t/3, 7t/3), see Olver (1974, 432). That is, the difference of wp\(z) and
— Gi(z) is a solution of the Airy equation and is exponentially small for large z.
Hence, as we want to derive the full asymptotic expansion of the Scorer function
— Gi(z), we focus our analysis on the function wpi(z).
2.3.1 Connection relation for the particular integrals
As (2.40) is a linear ordinary differential equation, the differences wpi(z) — wp2(z)
and wpi(z) — wp3(z) are solutions of the Airy equation, the homogeneous part
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of equation (2.40). Thus, these solutions can be written as linear combinations
of the Aij functions, j = —1,0,1. The particular integrals are defined via their
asymptotic expansion in certain sectors. As only one of the Airy functions is
recessive in each of the sectors we get the following relation
wpl(z) = wp2(z) + Kn Aio(z), (2.42)
wpl(z) = wp3(z) + K13 Ai_i(z). (2.43)
The coefficients Ku, i = 2,3, are the Stokes multipliers and their values can
be found by an examination of the large-n behaviour of the late coefficients in
the asymptotic expansion of wp\(z). First we do some rescaling to ease our
calculations.
2.3.2 Rescaling
As before, let £ = |z3/2. We define the function WP{C,) such that
Wp(0 = wp((3C/2)2/3)=wp(z).
Then 1FP(£) is a solution of
+ _LrfT'MO _ w 1 /2 44n
dC 3C d( pig 7r(3C/2)2/3 1 " j
and
Wr«) ~ ~^§7TE22"(l/3)„(2/3)„C-2" (2.45)^ n=0
Then in the same way as with wp(z) we define the functions WPj(Q, j = 1,2,3
such that the
the series (2.45) is asymptotic to LFpi(C) for ph(£) G (—37r/2,7t/2),
the series (2.45) is asymptotic to Wp2(£) f°r ph(0 £ (—tt/2, 37t/2),
the series (2.45) is asymptotic to WP3(C) for ph(£) G (—57t/2, —7t/2).
Thus, these functions satisfy the relations
Wp i(C) = Wp2(0 + Knz'^WoiC), (2.46)
Wpi(C) = Wp3(C) + Kue-^z-WW-iiC). (2-47)




In the same manner as with the solution to the homogeneous equation (2.10), we
represent Wp(() via the integral
nooeai
wp(0 = c / e-«yp{t)dt (2.48)Jo
where a G 1 is some constant chosen such that the real part of £t is positive
and that all other conditions for the integral on the right hand side to exist are
satisfied. Let us now find a differential equation for yp(t) by substituting (2.48)
into (2.44).
After substituting the integral representation of WP(C,) we simplify the out¬
come by using partial integration. Now,
Wp(0 = yP{0) + [ e Qty'p(t)dt.Jo
From previous results we know that Wp(() ~ —7r-1(3£/2)-2/3 and thus we find
that yp(t) (7rr(5/3))-1(2t/3)2/3, as it can been shown from the formal integral
representation of the T function that, with our condition on a,
c
Thus, we take as an initial condition that yp(0) = 0. Hence,
Wp
rooe0"




J e"ct I J yP{r)dT - typ(t)J dt,
Furthermore we write
(2/3)2/3
= (2/3r<* f°°<" .,
7rr(2/3) J0
Then equation (2.44) gives the following equation for yp(t):
02-1 - \yr(t) + i ^ J,p(r)dr =
By differentiating this equation we get the second order differential equation
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which has regular singularities at the points t = ±1, t = 0 and t = oo.
Local analysis of this equation shows that in a neighbourhood of the regular
singularity zero we have yp(t) = Yl^Lo Vn^tn+2/3. Substitution of this series into
(2.49) gives
(o) (2/3)2//3 (o)
v° =-^rm and * =°-
Thus, U2n+i = 0 for all n > 0. For the rest of the coefficients we get the following
recurrence relation
(0) (2n — 4/3)(2n — 2/3) (0)




Notice how these coefficients look similar to the ones in the asymptotic expansion
of WP(Q, (2.45). Let us see how this is not a coincidence.
To start with, let ns simplify the representation of the asymptotic expansion,
(2.45), of Wp(£). That is, let us write
where
and for n > 1







The main contribution of the integrand to the integral in the right hand side
of (2.48) comes from a neighbourhood of zero. We therefore substitute for yp(t)
with its expansion around zero. Thus,
ooeQ"I'ooe







— (n+2/3)5D»t0>r(n + 5/3X"
n=0
Here we assume t2^ takes its principal value.
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As Wp(0 has only one asymptotic expansion, £ 2'3 Yl™=o cn£ ", we get that
Co = 2/t0|r(5/3) = -ASA,
7T
C2n = !/£?r(2n + 5/3) = 22n(l/3)„(2/3)„c0, and
C2m+1 = 2/2m+ir(2m + 8/3) = 0
where n > 0 and m > 0. That is, the behaviour of the function yp(t) around
its regular singular point zero has given us enough information to construct the
asymptotic expansion of Wp(£) again without having any additional information.
Let us now see how the behaviour of cn for large n can give us the full asymp¬
totic behaviour of tTp(£).
2.3.4 Late coefficients
We look at the behaviour of the late c„-coefhcients in the asymptotic expansion
(2.50) of WP(Q, that is the behaviour of cn as n tends to infinity.
Remember that according to Cauchy's integral formula
„«>) = = J_ / = J_ / (2 52)Vn r(n + 5/3) 2niJc ("+1 2tti/c t"+5/3 '
where C is a closed counterclockwise directed contour surrounding zero.
The differential equation, (2.49), for yp(t) implies that yp(t) is an analytic
function in all C except at the points t = ±1 and t = 0. The singularity t = 0 is
not relevant here as the factor f-2/3 in (2.52) removes the singularity. Therefore
we will choose C as the closed contour around zero which consists of loops around
±1 and arcs, of radius R from the origin, linking the loops together, see figure
2.7.
The growth of yp(t) for large t is algebraic as t = oo is a regular singularity.
Thus, we get that the contributions from the arcs tend to zero as we let R tend
to infinity. Hence, we only have to consider the loops around t = ±1, say l±
respectively. From now on we focus on the interval 0 < ph(i) < it. Hence,
1 = e0ni and —1 = ent.
Local analysis at the points t = ±1 gives that
OO
yr(t)= C± £><"'(( =F 1)"+I/6 + f±(t T 1) (2.53)
n=0
where C± are some constants and the functions /±(^T 1) are analytic in a neigh¬
bourhood of t = ±1 respectively. Here we assume (-)1/6 to take its principal value,
that is considering yp(t) in a neighbourhood of t = — 1 we have t ^ (—oo, — 1]
and considering yp(t) in a neighbourhood of t = 1 we have t </ [1, oo). Thus, in a
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Figure 2.7: The contour C of integration in Cauchy's integral formula.
neighbourhood of the points t = ±1, yp(t) consists of a multivalued part, which
is a solution of the homogeneous part of (2.49), and an analytic part, f±(t T 1))
which contains the particular integral. Let us choose = 1, then for n > 0
we have
V:
(i) = (_ir(l/6)»(5/6),2»(7/6)„n! ' (2.54)
s/i"1' = (-irrf1-
The analytic functions f±(t 1) do not contribute to the integral (2.52), thus













OO ... / , i\^_Ll/R s-i oo
c,n C+ (1) /' (t-l)fc+1/6, C- A (_!) f {t+ l)fc+1/«
r(n + 5/3) ~ 2^^fc Jl+ f"+5/3 + 2tu^ y* ,/_ f«+5/3 tk—0 —0
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where we have used the not so common representation of the Beta integral
B(a'« " fS = £+>W°T> + ir<°+')<iw'
where we integrate from infinity and back counterclockwise around zero, and that,
(1 — e7™/3) = e-7™/3. This means that for large n
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We know that c^m+i — 0 for all m = 0,1, 2,..., thus
Vo)C+ - yjf1}e^C_ = 0.
Then, using (2.54), we get
C_ = e~^C+.
Hence
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by comparing the leading order term of this expansion to the dominant behaviour
of the exact representation given by
C2„ = _(2/3)2/3 vg22»r(n + 1/3)r(n + 2/3)
7T 27T
o2/3
22ne-(2n+l)(n + !/3)n-l/6(n + 2/3)«+l/6 ag n ^ QO>
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where we have used Stirling's formula
r,, ,/^Y'2r(x) ~ e x I — J as x —> oo
to find the large-n asymptotic behaviour of the F-function. Hence,
C2" ~ JAT(7/6) fj + (2.56)
Here we have derived the full large-n asymptotic expansion for all of the cn
coefficients in terms of the behaviour of yp(t) around t = ±1. Let us see if we can
stretch this further.
2.3.5 The Stokes phenomenon, computation of the Stokes
multipliers
Let us now look at the integral representation
nooeal
fMC) = C / e~«yp{t)dtJo
where the a G R is fixed. The function Wpi(£) exists for all values of £ £ C but
the integral on the right hand side does not. In this section we will extend this
integral representation to all values of ph(£).
We define 6q — ph(£) and 9t = ph(f) and let
It = reei where
0 < t < oo
6 = -6C.
The growth of yp(t) is algebraic for large t so the behaviour of the integrand
is dominated by efor large values of t. Thus we can rotate the contour of
integration, that is
WPi(C) = C [ e-^yp(t)dt (2.57)Jit
as long as we do not rotate £ over the real axis as we know from (2.49) that the
function yp(t) has regular singularities at t = ±1.
Rotating £ over the real axis gives two kind of extra contributions to WP\(Q
in addition with (2.57), depending on whether we passed the positive real axis or
the negative. We restrict our analysis to the singularity t — 1 = e07U.
When we rotate £ over the positive real axis, let us assume that the value of a
is fixed in the interval (0,7r) and that 9q = —a. Then if we let ph(£) travel from
—a to a we rotate the phase of the contour of integration from a to —a such that
ph(£t) = 0. As £ passes the real axis we have to take in account that the function
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Figure 2.8: The contour of integration for the integrals in (2.58).
yp(t) has a regular singularity at t = 1. Hence, we get an additional contribution
to the integral representation of the function JFpi^) from a loop around t = 1,
say l+ as before. This gives
Wpi(C) = C^ ^ e~ctyp(t)dt for ph(C) € (0,tt), (2.58)
see figure 2.8 Let us use this integral representation to find the large-C asymptotic
expansion of Wpi(£).
The integrals in (2.58) are dominated by the exponential function in the inte¬
grand. Hence, we can substitute for the function yp(t) with its expansion around
t = 0 in the first integral and around t = 1 in the latter one. Then
oo oo
WpitO ~V yj»r(„ + 5/3)C<"+2/3) + C+e-¥e"< ]T v<,"r(n + 7/6)C"("+1/6>
n=0 n=0
where the first sum with terms that are 0((~n) comes from the integral over lt
and the latter sum with terms that are exponentially small come from the integral
over /+. For ph(£) £ (—7r, 7t/2) we see that the first expansion agrees with the
expansion (2.51). But what about the latter sum?
We recall the identity
Wpl(O = Wp2(O + K12z-1'4W0(()
from Section 2.3.2. This identity holds for all values of so in particular for large
values of |£|. We also recollect from same section that for ph(£) £ (—7r/2,7r/2)
the functions Wpi(C) and Wp2{Q have the same asymptotic expansion (2.45), or
equivalently (2.51). Hence, if we substitute for the particular integrals on both
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sides of the identity with their asymptotic expansion we get by comparison that
OO
Kuz-^WoiO ~ C+e-fe~< ]T y^T(n + 7/6)C(n+1/6)
n—0
^_,(2/3)1/« ^ r(n + 7/6) „ lph(C)|<^" r(7/6) ^ I U 2
Comparing the dominant behaviours of both sides we obtain that
Ku = -2i.
In a similar way we obtain that
Kn = -2.
Furthermore, comparing the coefficients we see that
,d (~i)"ft„r(7/6)
V" T(n + 7/6) '
Hence, we can write
C2" ~ ^if/T £(~1)/C^r(2n ~k + V2)"
fc=0
This result is very nice as we can write the late cn-term behaviour as an
expansion with the same coefficients as the asymptotic expansions of the functions
Wj, j = —1,0,1, which form a solution basis for the rescaled Airy equation.
Let us now summarise what we have done in the asymptotic expansion of the
Scorer function — Gi(z).
2.4 The asymptotic expansion of — Gi(z)
We have now gained enough information to derive the asymptotic expansion of
the Scorer function — Gi(z). The function wp\(z) and the Scorer function — Gi(z)
have the same asymptotic expansion (2.41) in the sector | ph(z)| < ir/3. With the
value of the Stokes multiplier A'12 = —2i the connection relation (2.42) becomes
wpl(z) = wp2(z) - 2i Ai0(z). (2.59)
It follows from the integral representations (2.8) and (2.9) that
^ . / \ 1 _2liTT./ 1 2jH . 27ri.
— Gi(z) = -e 3 Hi(ze 3 ) + -e 3 Hi(ze 3 )
L. Z-
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and, as mentioned before, that Hi(z) = wpS{z). Hence
-Gi(z) = \wpi{z) + ^wp2(z). (2.60)
If we use the relation (2.59) to replace the function wP2 (z) on the right hand side,
we get that
- Gi(z) = wpi(z) + i Aio(z), (2.61)
and if we use the relation (2.59) to replace the function wp\(z) on the right hand
side of (2.60) we get that
- Gi(z) = wp2 (z) - i Ai0 (z). (2.62)
We use the relation (2.61) to find the asymptotic expansion of the function
— Gi(z) for large \z\ in the sector — tt < ph(z) < tv/3. We know that if we consider
the asymptotic expansion of the function wp\ (z) as z crosses the positive real axis
clockwise the Stokes phenomenon occurs and a —2«-multiple of the function Ai0(z)
is switched on. With this addition, the asymptotic expansion of the function
— Gi(z) in the section 0 < ph(z) < 7r is the same as the right hand side of (2.62).
To summarise, the asymptotic expansion of the function — Gi(z) for large \z\ in










2^74 J2(-l)%(mkz-3k>2if phW € (-f.^r)v h—nA:=0
where the discontinuity in the latter term is explained by the Stokes phenomenon.
The two possibilities for the latter term are exponentially smaller than the first
one in the sector |ph(z)| < 7t/3. As the switching on happens as z crosses the
positive real axis, the best choice of the latter term is to take the upper one for
ph(z) < 0 and the other for ph(z) > 0.
2.5 Summary
We have derived the full asymptotic expansion of the Scorer function — Gi(z) by
using the technique of exponential asymptotics. We did this by representing a
particular integral of the Scorer equation in terms of the rescaled variable ( =
|z3(/2 as the Borel-Laplace transform, (2.48), of the function yp(t). The evaluation
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of the Stokes multipliers then followed from an examination of the integral and
the function yp(t).
The Stokes phenomenon for the particular integral wp(z) appears in the switch¬
ing on of one of the Airy functions Aij(z), j = — 1, 0,1 as a Stokes line is crossed
in the complex z-plane. We calculated the Stokes multipliers multiplying the Airy
functions Ai0(z) and Ai_i(^) that are switched on as the Stokes lines Sq and S_i
are crossed, see figure 2.2. We did these calculations by comparing the two pieces
of information that we gained from the singular points of the function yp(t) which
appears in the Borel-Laplace transform of the particular integral.
We gain information from the singular points in two ways: firstly, by using the
singular behaviour close to zero to find the asymptotic expansion of the particular
integral. This gives a relation between the coefficients in the asymptotic expansion
and the coefficients in the Laurent-series of yp(t) around t = 0. Then we used
the Cauchv formula to find the late term behaviour of the coefficients in the
asymptotic expansion of the particular integral in terms of the coefficients in the
Laurent series of yp(t) close to the singular points t = ±1.
Secondly, we rotated the contour of integration in the Borel-Laplace transform
of yp(t). The singular points t = ±1 of yp(t) in the complex f-plane introduced a
restriction for how far we could rotate the contour of integration. That is, as the
contour of integration crosses the real axis we get an additional contribution from
a loop around the singular points. These loops represent the exponentially small
terms that are being switched on as the Stokes lines are crossed. Comparison to
a connection relation that exists because of the linearity of the Scorer equation
gives a relation between the coefficients in the asymptotic expansion of the Airy
functions and the coefficients in the Laurent series of yp around the singular points
t = ±1.
The two relations between the coefficients in the Laurent series for yp(t) close
to the singular points t = ±1 give a relation between the coefficients in the
asymptotic expansion of the particular integral and the asymptotic expansion of
the Airy functions that are switched on. In other words, we can say that the
particular integral — Gi(z) of the Scorer equation knows about the corresponding
Airy functions but the reverse cannot be true since — Gi(z) is the solution of only
one inhomogeneous Airy equation. As we have obtained exact expressions for
both Laurent-coefficients we can evaluate the Stokes multipliers by comparison.
Looking back over our calculations, one could argue that we could have re¬
duced our calculations significantly without any loss of information. However, the
purpose of this work is to give a demonstration of the technique of exponential
asymptotics, in particular the role of the Borel-Laplace transform. It is my hope
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that this chapter gives an understanding of the calculations done in Chapters 3
and 5.
There are some more things to be done, such as to estimate the error and find
the optimal number of terms for the asymptotic expansion of Scorer's functions.






The main characteristics of the dynamics of the atmosphere and the oceans are
high-energy slow balanced modes and low-energy fast modes. Among the latter
are the fast time-scale gravity waves that are generated in a spontaneous manner
by the slow balanced motion. In numerical weather forecasts that are based on
solving primitive-equation models this generation of gravity waves is not realis¬
tic; because of erroneous initial conditions, spuriously large inertia-gravity wave
amplitudes are predicted. To handle this problem, initialisation procedures were
introduced that replaced the observed initial conditions by ones that eliminated
the inertia-gravity wave components as much as possible. Concerned with these
procedures and the existence of the so called slow manifold, Lorenz (1986) intro¬
duced a simple model to study the generation of gravity waves and hence to study
the existence of the slow manifold. This is a system of five ordinary differential
equations that is basically a truncation of the shallow-water equations.
The idea of the slow manifold is the following (MacKay, 2004). In the state
space of the primitive equations there exists a lower dimensional manifold, the
slow manifold, such that the full dynamics of the system remains confined to a
neighbourhood of this manifold if the initial conditions lie in that neighbourhood.
The balancing initialisation procedures previously mentioned can be thought of as
projections from the initial conditions onto the slow manifold. Balanced models
which describe an approximate dynamics entirely free of oscillations are obtained
by constraining the motion to the slow manifold. In other words, the phase paths
of the balanced models lie in the slow manifold.
Slow manifolds can be defined using iterative procedures that improve the
slowness of the manifold order by order in a small parameter e at each iteration.
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This can not be done to an order beyond all orders because of the spontaneous
generation of the fast oscillations which takes place at an exponentially small
level.
In this chapter, we want to give an analytical description of the spontaneous
generation of inertia-gravity waves in a simple system. Hence, we revisit Lorenz's
five-component model that features this spontaneous generation in an idealised
setting. The basis for our analysis is identifying the generation of fast oscillation
as the Stokes phenomenon in a nonlinear setting. We then use the techniques of
exponential asymptotics and derive the first two order terms in the asymptotic
expansion of the fast oscillation for all five components in the model. This work
extends the one done by Vanneste (2004) who derives the first order terms for
the fast variables using a different method.
Our work gives a bound on how well we can define the slow manifold. That
is, it implies that we can define the slow manifold to an arbitrary order of e using
the iterative procedure mentioned above, but we cannot do it to an order beyond
all orders as we show that the amplitude of the inertia-gravity waves is non-zero
but exponentially small.
3.2 Lorenz's five-component model
We study Lorenz's five-component model, also known as the Lorenz-Krishnamurty
model (Lorenz and Krishnamurthy, 1987), which consists of
ii = —vw + efivy,





ey = x + puv.
This model is a very simple nonlinear system with which the idea of fast-slow
interactions can be studied. Here
I3R
e = , (3.3)
is defined in terms of the rotational Froude number j3 and the Rossby number R,
see Vanneste (2004). In the limit 0<£<1, that is /3 = 0( 1) and 0 < i?< 1,
this model describes the slow motion with frequency 0(1) represented by u, v
and w and its interaction with the fast inertia-gravity waves of frequency 0( l/e)
in the pair x and y.
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As mentioned in the previous section. Lorenz's model is obtained by truncating
and simplifying the shallow water equations. The functions u, v, w, x and y are
composed of the coefficients accompanying the first three Fourier modes in the
expressions of the velocity potential, the stream function and the height of the
free surface. In the simplification process the variables u,v,w,x and y have lost
an exact physical meaning, though with the restriction that all but one of the
functions are set to be the constant function zero, the nonzero one corresponds to
a certain pattern of the velocity field for the original model. Also, as mentioned in
Chapter 1 this model is a pendulum spring model (Camassa, 1995). In this case
we note that u2 + v2 = R2 where R £ K is a constant. Hence, we can represent
u and v with the polar coordinates u = Rcos(9/2) and v = Rsm(9/2). With
this representation the first three equations (3.1) reduce to a pendulum equation
for the angle 9. The second two equations (3.2) are a system describing a spring.
However, these systems are coupled together in a way which is complicated to
give a physical meaning.
We interpret the generation of the fast inertia-gravity waves as a Stokes phe¬
nomenon. Thus, we can use the tools of exponential asymptotics to derive an
expression for the leading order behaviour of the exponentially small fast motion
that is generated by the slow motion.
3.2.1 The Stokes phenomenon
We are revisiting the work of Vanneste (2004) with a different approach. In that
paper he calculates the exponentially small terms switched on for the functions
x(t) and y(t). His approach to evaluating these small terms is to use matched
asymptotics in a neighbourhood of a singularity, tj, of the slow motion, see Section
3.3.2. An expression for the outer expansion, assuming \t— tj\ = 0(1), is found by
considering a dominant balance for the second two equations for x(t) and y(t) of
Lorenz's equations. The inner expansion, assuming \t— tj\ is close to zero, is found
by Borel-Laplace transforming the solutions of a system obtained by rescaling the
time accordingly. All of these calculations are done up to leading order and he
only provides estimate of the leading order terms of the fast oscillation, that is
for the functions x(t) and y(t).
We take these calculations further by examining the late terms in the pertur¬
bation series, (3.5) below, representing the slow motion that generates the fast
oscillations in the same manner as we do in Chapter 2, with the additions that
are needed because of the nonlinearity of Lorenz's model.
To explain the technique of exponential asymptotics for a general nonlinear
problem, we assume that U$ is a solution of the nonlinear problem. To determine
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what can be switched on via a Stokes phenomenon we try a solution of the form
U0 + CUi
where C is some constant and with U\ being exponentially small compared with
Uq. However in a nonlinear problem with only one exponential scale we automat¬
ically get a trans-series expansion, that is a series of the form
OO
n=0
where Un+\ is exponentially small compared with Un and all the Un, n > 1, satisfy
linear equations. If there were another exponential scale the trans-series would
take on more complicated from with additional cross terms arising from products.
The Stokes phenomenon appears in such a way that when a Stokes line is
crossed, a function in the trans-series switches on the function next to it. The
Stokes line and the anti-Stokes lines are defined as in the linear case; they oc¬
cur when the difference of the exponents is purely real or purely imaginary re¬
spectively. In general, with the notation above, the Stokes phenomenon is the
discontinuous change of the constant C to C + K when a Stokes line is crossed.
In this setting, the technique for finding the Stokes multipliers is no different
to the linear case; we find them by exploring the nature of the late terms in the
asymptotic expansion of the function that switches on the exponentially small
terms.
The first function in the series has the largest magnitude. Hence, to find the
leading behaviour of the solution we look at the asymptotic behaviour of the first
function and how it switches on the exponentially small second term in the trans-
series. Notably, the function U\ is a solution of a homogeneous equation. Hence,
the constant C is a free variable.
To return to our analysis of Lorenz's model, the balanced solution, that is
the first function in the trans-series (3.28) below, is represented by a general
perturbation series (3.5) below; in other words we re-expand the first functions in
the trans-series. As in Chapter 2, the value of the Stokes multipliers can be derived
through a resurgence relation of the late coefficients in the perturbation series.
We establish this relation and the value of the Stokes multipliers by comparison
to the singular behaviour of the coefficients. In our derivation we proceed as
follows. We start by establishing the series expansion of the balanced motion.
Then we examine the singular nature of the coefficients in this expansion, we
establish a resurgence relation for the late coefficients and find the values of the
Stokes multipliers. Finally, we derive an expression for the leading order terms
of the exponentially small terms that are switched on as a Stokes line is crossed.
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Let us start with a derivation of a perturbation series that represents the slow
balanced motion.
3.3 A slow balanced solution
Let us consider the equations (3.1) in the case 'e = 0. Then the triplet (u,v,w)
becomes independent of the pair (x,y) and an exact solution of the system can
be found. One set of solutions is
"1(f) =-t^hf, =-0«oW*b(i), (34)
Wo(t) = — sech t,
found by considering the initial condition that u0(t) = w0(t) = 0 and v0(t) = 1
as t —> —oo. These solutions where previously considered by Lorenz and Krish-
namurthy (1987) who examined a forced-dissipative version of Lorenz's model.
These solutions are obviously free of fast oscillations and hence truly represent
the slow motion for e = 0. For e ^ 0, slow, balanced solutions can be represented
by their perturbation series
OO OO
= ^2un(t)en, ... ,yb(t) = ^2yn(t)£n. (3.5)
77=0 n=0
We find the coefficients in the series (3.5) by substituting into (3.1) and (3.2).
This gives
ii0 = vqWq, x0 = ~/3u0vo,
v0 = u0w0, y0 = 0, (3.6)
w0 = ~U0Voi
and for n > 0 the recurrence relation
72—1
un + V0wn + vnw0 = - 22 vk[wn-k - + /3v0yn-i,
k—\
72— 1
W uqw7j unw0 — ^^uk\wn—k f3yn—\—k\ (3uoyn-.\i
k=1
n—1




— 2-77—2 ^ ^ ^k^n—ki
k=0
yn — 2-77—1
where we define x-\ = 0.
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We consider slow solutions of (3.6)-(3.7) that reduce to (3.4) as £
is, we take
uQ(t) = secht, _
vq (t) = — tanh t,
Wq (t) =— sechf,
It follows directly from this and (3.7) that
(3(cosh2t — 2)
xo(t) =/5sinht/cosh t,






and that in general the symmetries
ub(-t) = ub(t), xb{-t) = -xb(t),
vb(-t) = -vb(t), yb(-t) = yb(t),
wb(-t) = wb(t)
hold.
Our derivation of the asymptotic behaviour of the fast oscillation generated by
the balanced solutions (3.5) depends on the large-n behaviour of the coefficients
in (3.5). Hence, we need to calculate more terms.
Since yo = 0 we get for all n that the coefficients W2n+i, ^2n+i5 W2n+i, x2n+i and
y2n solve the homogeneous part of (3.7). Because of the symmetries (3.9) these
coefficients are all zero. Finding the values of the other coefficients for n > 0 is
difficult, and general expressions do not seem to exist. For a fixed value of n, the
equations for the nth coefficients in the expansion (3.5) for ub(t), vb(t) and wb(t)
decouple from the equations for the nth coefficient in the expansion of xb(t) and
coefficient number (n + 1) in the expansion of yb(t). Hence, for a fixed n even, we
only need to solve the part of (3.7) for un(t), vn(t) and wn(t). The values of xn(t)
and yn+i(t) then follow. Let us give a procedure to solve the recurrence (3.7) for
un(t), vn(t) and wn(t) for n even.
3.3.1 Procedure to calculate the coefficients in the pertur¬
bation series

















where h is the right hand side of the relevant equations in (3.7). We solve this
in the following way. Let A be a matrix solution of the homogeneous system. It
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satisfies A = BA and det(yl) ^ 0. A can be verified to be the matrix
Let
un = Aa
where a is some vector. Then



















cosh t 2 cosh t
We then find the elements of the vector a by integration and hence the elements
of un, and finally the coefficients xn(t) and yn+i(t).
Using this method we were able to calculate the coefficients successfully up to
n = 4 using Maple. In principle, we can find as many coefficients as we need by
using this procedure.
3.3.2 Singular nature of the coefficients
To be able to calculate the asymptotic behaviour of the exponentially small terms
switched on, we need to know the singular behaviour of the balanced solutions
(3.5) of Lorenz's equations (3.1). The first nonzero coefficients in the perturbation
series (3.5) imply that the functions Ub(t), Vb(t), Wb(t), Xb(t) and Ubif) are all
singular at the points t = i(7r/2 + kir) for all k G Z. The contribution from
the singular points closest to the real axis, t = ±Z7t/2, dominates the asymptotic
behaviour for real t.
The singular points tj = (—l)-J7ri/2, j = 0,1, are poles of order one for the
triplet (ub(t), Vb(t)i Wb(t)) and poles of order two for the pair (xb{t),yb(t))- Thus,
in a neighbourhood of the singular points tj we represent the nth coefficient in
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(3.5) with its Laurent series:
Unit) = cinflit - ^)"(n+1) + anA(t - tj)'n + ... ,
Vn(t) = bnflit - + bnti(t - tj)'11 + . . . ,
Wn{t) = Cnfiit — tj)-(n+1) + Cnti{t — tj)~n + . . . , (3.10)
xn{t) = dnfi{t - tj)-(n+y +d»,i(t-ij)~(n+1) + ••• >
J/n(<) = en>0(i — tj)_(n+2) + en,\{t — ij)-(n+1) + ... .
We obtain recurrence relations for the coefficients in the Laurent series by insert¬
ing (3.10) into (3.7). This gives that the ith coefficients in the Laurent series for
the nth coefficient in the perturbation series can be found by solving
1 i
~b 1 i) dn,i ^ ^ bo,jCn,i—j ^ ] bnjCoti—j —
j=0 j=0
n— 1 i i
^ ^ ] bk,j (Cn—k,i—j ft^-n—X—k,i—j) ft ^ ^ ^0,j^n—1,2—jj
k= 1 j=0 j=0
2 2
(^ T 1 i) bn^ T ^ ) do,jCn,i—j ~b ^ anjCoti—j (3.11)
j=o i=o
n—1 i 2
^ ^ ^ ^ dk,j (cn—k,i—j ft^n—l—k,i—j) "t" ft ^ ^ 1,2—jt
k=1 j=0 J=0
2 i n—1 2
(n + 1 — i) cn!i — ^ ) do,jbn^-j — ^ ) anjbo,i-j = ^ ^ ^ 1 ak,jbn~k,i-j
j=o j=0 fc=1 j=0
and
dn,2 — (^ 0 T 1 i) dn—2,i ft ^ ^ ^ ^ dk,jbn-k,i-j,
k=0 .7=0
^22,2 (^ T" 1 i) dn—1,2-
(3.12)
Here we define d_2,n and d_iin to be zero for n = 0,1, 2,.... The first coefficients
(3.8) in the perturbation series (3.5) give us initial conditions for these recurrence
relations. We solve them numerically to find the large-n behaviour of the late
coefficients in the expansions (3.5).
We know that the solution of (3.1) is real so the contribution from t\ must be
the complex conjugate of the contribution from to. Therefore we need only solve
the recurrence for t = to- Similarily to the nth coefficient in the perturbation
series (3.5), the nth coefficients in the Laurent series for the pair (xn(t), yn(t))
can be deduced from the nth coefficients in the Laurent series for the triplet
(un{t),vn(t),wn(t)). Hence we only need initial conditions for the latter ones.
We use coefficients number n = 0 and n = 2 in the series (3.5) calculated with
the technique described in Section 3.3.1 to provide initial conditions to solve the
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recurrence relations (3.11). These initial conditions are
o0)0=-i, ao,i=0, a2)i=-/327r/4, a0)2=i/6,
6o,o=-l, &o,i=0' 1*2,1= /52«7t/4, b0,2=~i/3, (3.13)
c0,0= i, co,1=0, c2,i= /327r/4, c0,2=-z/6.
We note that these initial conditions for the recurrence relations (3.11) have the
interesting properties
(3.14)
for all n > 0 and




Cn+2,1 — ^ Cjj,o,
,, _ nr(n + 2)/32J
^n+2,1 ^ ^n,05
in(n + 2)/32
Cn+2,1 — "j Cn,0











for all n > 0. This can be proved by insertion into the relation (3.11). There is
no evidence that analogous relations hold for j > 1.
With this knowledge of the singular behaviour of the coefficients in the per¬
turbation series for a slow solution of Lorenz's equations, we can establish an
asymptotic expansion of the late coefficients in the same series.
3.3.3 Late term behaviour
To evaluate the Stokes multipliers we need to know the large-n asymptotic be¬
haviour of the coefficients in the perturbation series (3.5). We consider a simple
ansatz for the late coefficients. There turns out to be a connection between the
components of the ansatz for the xn coefficient and the ansatz for the others co¬
efficients such that the late-term behaviour of the un(t), vn(t), wn(t) and yn(t)
follows from the late behaviour of the x„-coefficients. Let us establish this.
We find the late term behaviour of the ^-coefficients by inserting the ansatz
fc(f)T(n + a) ,01^
~
(-/(())»« (3 6)
into the relevant recurrence relation in (3.7). Observing the dominant large-n
terms
gx(t)Y(n + a)
= gx(t)(f'(t))2 , ,
(-/(*))»+" (-/(*))"+" 1 j
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implies that
(f'(t))2 =-1 or f(t) = ±it + C±, (3.17)
where C± are two constants, one for each sign of /'(£). In a neighbourhood
of the dominant singularities tj, j = 0,1, (3.16) and (3.10) are comparable in
size. Hence, the comparison gives a = 2 and C± = ^fitj. We note that there
are four choices here, two for plus and minus and further two for the choice of
the singular points tj. It is worth mentioning that the ability to determine the
Stokes multipliers using a factorial-over-power ansatz depends on the distribution
of the singularities in the Borel plane and in some cases it is necessary to use
hyperasyptotic procedures, see Section ??.
We find the late-term behaviour of the other coefficients in terms of the func¬
tions f(t) and gx(t). The equation for the ^-coefficients in (3.7) obviously gives
that




9y(t) = ~9x(t)f'(t). (3.18)
Similarly if we assume that
9u{t)F{n) , _ 9v(t)T(n)"fl(f) ~ 7 ru\\r, aIld WH)
insertion into (3.7) gives
Finally, we assume that
to find






9w(t)f'(t) = -p[ul - vl\gx{t). (3.20)
These relations are the leading-order terms in the large-n asymptotic expan¬
sions of the perturbation coefficients. That is, we have found relations between
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the first terms in expansions of the form
(3.21)
as n £ N tends to infinity. We introduce the factor (27rz)_1 in line with standard
notation; it does not affect the relation we have established between the first
^-coefficients. Here we have defined
These functions satisfy the relation fji(t) = —fjo(t), and they come in pairs of
complex conjugates for real values of t, that is
We note that for s > n, the point n — s is a singular point of the function
F(n — s) in the first expansion in 3.21. A rigorous way to represent this would be
to write
where S < n. As the expansion is an asymptotic series, meaning that we would
always only use a few of the first terms to approximate the function on the
left hand side we choose to ignore these singularities and use the notation above.
Similar argument hold for v, w, x and y and the same is relevant to the asymptotic
expansions in next paragraph.
fjk(t) = - tj), j = 0,1, A: = 0,1. (3.22)
foo(t) = fu(t) and f01(t) = fw(t)
for t E R.
+ T(n)O(n s)
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9v,3,l,s(t) + (-1 )n~"gvj,o,a{t)
9w,j,l,s{t) ~f (~1)W S 19w,j,0,s(t)






T(n — s — 1),
T(n - s + 2),
T(n — s + 2).
Because every odd coefficient in the perturbation series (3.5) for Ub(t), Vf,(t), Wb(t)
and Xb(t) is zero and every even term in the perturbation series for yb(t) is zero
the terms in these asymptotic expansions have to cancel each other completely.
This fact provides the very useful coefficient relations
9u,j,l,s(t) — 1) 9u,j,0,s{t)>
9v,j,l,s(t) — 1) 9v,j,0,s(t) 1
to£ Cj. c-f. II
— 1) + 9w,j,0,s(t),
9x,j,l,s(t) — ~~ 1) 9x,j,0,s{t)j
9y,j,l,s(t) = ~~ 1) 9y,j,0,s(t)
(3.23)
for j — 0,1.
Let us now find expressions for the (/-coefficients.
3.3.3.1 Expressions for (/-coefficients
To evaluate the (/^-coefficients and the other (/-coefficients we derive a recurrence
relation by substituting the full ansatz (3.21) into (3.7). For our analysis we only
need the first two (/-coefficients, hence in this section we concentrate on finding
their values. The full recurrence relation is given in Appendix A.
For fixed j and k the main relations are
0sj,fc,o(*) = °>
9x^,1(1) fjktt) = ~ vo(t))9xjjc,o(t),
29'x,j,k:2(*)/,*(*) = -9x,j,k,lit) - /32(u2(t) - v2(t))gx,jA1{t),
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implying that gx,j,k,o{t) are constants, say Cjko, in terms of t, and that gx,j,k,i{t)
and gx,j,k,2{t) are the non-constant functions
\kAQ2„ nt i „:„u2.







(2tanht — t) + Cjfci, and
+ (-l)fc+1i/52
-pt sinh t cosh t + (1 — /32) pt2
+ ~4~





where Cjfci and Cjfc2 are constants of integration. Note that gx,j,k,P) and gx,j,kpt)
are singular at the points t = i(7r/2 + kir), k e Z, and so is rcft(t).
The ^-coefficients of the first terms in the expansion of un(t), vn(t), wn(t) and
j/n(f) are related to gk,j,i,o as given in (3.18)-(3.20)
9u,j,k,P) /3vo(tpx,j,k,Oi
gv,j,k,oP) fi'U'o(d'px,j,kfii
= -P(uo(t) - vl{t))gx,j,k,o,
9y,j,k,o(t) = —fjk(t)gx,j,k,0-
For the second terms, we find
gu,j,k,\(f) — Pvo(t)gx,j,k,i(t)i
gv,j,k,\if) — P^o{^)gx,j,k,i(t)j
f'kj(t)9w,j,k,i(t) = 2p(u'0(t)uo(t) - v'0(t)v0(t))gxJtkto - pu2p) - vl(t))gxJtktp),
9y,j,k,l(t) — ~ fjkP)9x,j,k,P)-
As the derivatives of the fjk functions are constants, it follows from this that
9y,j,k,o{t) is also a constant, whereas the zero terms corresponding to the u, v
and rc-functions are non constant functions of t which are singular at the points
t = i(7r/2+ /c7r), k € Z. The functions up), vp), wp) and yp) are also singular
at these points.
3.3.3.2 Constants of integration in the ^-coefficients
We find the constants of integration in (3.24) by comparing the coefficients in the
Laurent series around the singular points tj and the resurgence relation (3.21).
Observing the solutions of (3.12) for large n with the initial conditions (3.13),
we find for n even that
dn,o ~ -T(n+1)T(n + 2)k0,
in7T (3.25)
dn,i ~ —r(n + l)«i
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where Kq and are real constants defined as the limits
,(n+D(_l)nd i^dn>0
kq = lim ^7——TT = hm ————,>00 1 [n + 2) n->00 1 (n + 2)
r 4in(—l)ndn! 4indnJ
K\ = hm ——— = hm
1—>00 7rr(n + l) «->oo 7rr(n + 1)
The factor tt/4 is introduced for convenience. Then the d-relation in (3.15) gives
that k 1 = /32k0. We confirm this numerically, see figure 3.1 which displays Ko and
Ki as a function of f3. Note, that because of this relation between the limits they
Figure 3.1: The value of kj, i = 0,1, as a function of (3. The green graph is k0
and the red one is H\. We know that k 1 = (32k,0, hence ac0 and Ki have the same
zeros as functions of f3.
both vanish for same values of (3. We will see in Section 3.3.4 that the ^-constants
are the Stokes multipliers.
In the numerical evaluation of k0 and Ki we use Richardson type extrapolation




T(n + 2) '
4z"dn,i
7rT(n + 1)
and we assume for i — 0,1 that
Aw
. hi . hi
,
Ki H 1 7 +
n nz
for some real coefficients lsi where i and s are positive integers. Then we use that
nKn,i - (n - 1)k(„_i),i = Ki + O .
The following tables show the rate of convergence for Ko and for a few values
of /3. The tables indicate the number n of iterations, the values of (3 and the
numerical estimates for and K\ respectively.
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K0
(3 0.25 0.5 0.75 1. 1.5 2.
n = 4 0.23727 0.40495 0.46765 0.45833 0.90234 4.66667
n — 6 0.23757 0.40619 0.46231 0.40056 -0.02039 -1.66222
n = 8 0.23768 0.40680 0.46349 0.40344 0.10151 0.15182
n — 10 0.23772 0.40708 0.46421 0.40443 0.09369 -0.13329
n = 12 0.23774 0.40726 0.46467 0.40521 0.09455 -0.10779
72 = 16 0.23775 0.40737 0.46500 0.40577 0.09492 -0.11089
72 = 18 0.23777 0.40751 0.46522 0.40616 0.09527 -0.11182
72 = 20 0.23778 0.40747 0.46540 0.40644 0.09563 -0.11258
/3 0.25 0.5 0.75 1. 1.5 2.
n — 4 0.0087348 0.048191 0.040666 -0.30843 -4.94441 -24.6740
n = 6 0.0090837 0.060776 0.15400 0.27416 1.75658 16.9976
n = 8 0.0091305 0.061848 0.15582 0.23390 -0.096341 -5.26378
n = 10 0.0091471 0.062278 0.15815 0.24130 0.13391 0.57233
n = 12 0.0091536 0.062484 0.15934 0.24453 0.12355 -0.31429
n — 16 0.0091583 0.062599 0.16003 0.24650 0.12683 -0.24657
n = 18 0.0091612 0.062671 0.16044 0.24775 0.12845 -0.26002
n = 20 0.0091628 0.062710 0.16074 0.24858 0.12979 -0.26559
For large n and t close to t0 we can compare (3.10) and (3.21) in size to
determine the values of the constants of integration in the ^-coefficients. For t in
a neighbourhood of to, the terms including the functions foo(t) and foi{t) in the
expansions (3.21) dominate the large-n behaviour of the late coefficients. Hence
we want to compare dn$ to the constants multiplying (t — to)~^n+2^ in
fe=0 s=0 v •/UKV "
and we want to compare dnji to the constants multiplying (t — t0)~(n+1^ in the
same expression. We know that the /(^-functions are multiples of (t — to) so it
is clear that we want to compare the constant coefficients gx,o,k,o — CWo to dnfl¬
it is not so clear what to compare to dn>\. Thus let us look at the Laurent series
of the coefficients gXfl,k,i{t)/(~fok{t)Yn+1^ close to the singular point t = t0. We
assume that n is even because otherwise the d-coefficients are zero.




Coki + ^2( pfcCofco^ (t - f0)-("+1) + ...
The first coefficient in this series contributes to the value of dn<o implying that
the d-coefficients are functions of n and thus can be represented by their large-n
expansion. We expand the coefficient gx,o,k,2(t) to gain more information of the







Hence using the coefficient relation
Si,o,i.oW = 9x,0,0,o(t),
9x,o,i,i(t) = —gx,0,0,1 (t)
from (3.23) we obtain the first terms in the large-n expansions
_ F(n + 2) Cqoo / f32
_ (1 - £2)
n'° i(n+2) (n+1) 2(n + l)n
and
r(n+l) 1 / („ , *pcm\ , ip{cm+ *¥**)dn, 1 - : - Cqoii(n+1) nl V ' 4 n
We can now calculate the value of the first two constants of integration by
comparing the large-n expansions of dn>0 and dUy\ to their large-n behaviour (3.25).
This comparison, the relation = (32ko and the relation (3.23) give
Cooo = Cqio = — ttkq
IT2
Cooi — —Coii —
We will see in the next section that we only need information on the coefficients
9xfi,i,s{t) and gx,ifl,s{t) to be able to find an expression for the leading order
behaviour of the exponentially small terms being switched on. We note that with
our knowledge of the constants of integration it follows from this that
(— 1)^7T
9x,o,k,i(t) = —-— (-i(2 tanh t - t) + 7r) m k = 0,1.
Hence









9u,o,k,i{t) = (~«(2 tanh t - t) + 7r) «x
(—l^/Lzr . ..W = T 7— (—«(2 tanh t — t) + vr) «i2 cosh t
Sw,0,fc,l(^) ^ 4(_l)fc+! sinhi ft (1 — sinh2 t , , ,/n . .v y +-( 2 (-z(2tanhi-i) + 7r)ft cosh31 2 \ cosh21 K1
7TX
9y,o,k,i(t) = (—i(2 tanh t — f) + vr) «i
(3.27)
We note that «o and «i are the Stokes multipliers. As mentioned above, Ko
and Ki vanish for the same values of ft, see figure 3.1. Therefore the large-n
asymptotic behavior for dnj, i = 0,1, given by (3.25) does not hold at all, or at
least not up to leading order for all values of ft. For the latter case, it is difficult
to say which is the first nonzero ^-coefficient in the expansion of the late-term
expansions (3.21). These zeros of the coefficients in the expansion of the Stokes
multipliers will not be discussed any further here.
Let us now find the asymptotic behaviour of the exponentially small terms
that are switched on.
3.3.4 Exponential asymptotics
To find the exponentially small terms switched on, we follow the technique dis¬
cussed in Section 3.2.1 and linearise the solution to the system of differential














where we assume that the (n+ l)th coefficients are exponentially smaller than the
nth coefficients. Here we are going to find the leading order term of the second
(n = 1) coefficients in these expansions as they are switched on via the Stokes
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phenomenon by the first coefficients. Compared to Section 3.2.1, the constant C
is a free constant and here it is same for all of the functions u, v, w, x and y.
Here we make the choice to normalise C = 1 and put the additional freedom of
choice into the second functions in (3.28), that is the functions Ui, Vi, Wi, X\
and Y\.
By inserting (3.28) into the equation (3.1), and by considering the dominant









f X = —Ycyvn 1 m
n
eYn = Xn + f3j2ukvn-k-
k=0
Hence, the first terms in the series (3.28) are solutions of the original system (3.1);
they represent the slow balanced motion and have the asymptotic expansions
(3.5).
Let us assume that the second coefficients in (3.28) have the asymptotic ex¬
pansions
OO













These functions satisfy the system
Ui = - [Vo(t)wx(t) + V^Woit)] + ep (VoY, + FWo),
Vx = [U0(t)Wi(t) + U^Woit)} - ep (U0Y1 + Uxlo),
Wx =-[Uo(t)V1{t) + U1(t)V0(t)], (3.31)
Wf, = —Yi,
eYx = Xl + P[U0(t)Vi(t) + Ui(t)V0(t)].
We observe the resurgence property by substituting the series (3.30) into these
equations. That is, we find that the function fjk(t) satisfies (3.17) and the g-
coefficients satisfy the same recurrence relations as the ^-coefficients in (3.21), see
Appendix A. Hence, choosing the function fjk{t) here to be one of the functions
fjk in (3.22) and the constants of integration for the ^-coefficients to be the same
as for the ^-coefficients in previous sections leads to the correct evaluation of the
Stokes multipliers. Let us define the functions U\jk(t), V\jk(t), Wijk(t), ATjk(t)
and Yijk(t) via their asympotic expansions (3.30).
For positive real values of t the functions e^hOA and e^HOA are recessive
to the functions e^AdA ancj e/nOOA an(j hence they are uniquely determined via
their expansions (3.30). The exponent, e°, multiplying the first term in the series
(3.28) is maximally dominating the functions eAdOA an(j eho when 9/oi(t) =
9/i0(t) = 0. Hence, there are two Stokes lines that we have to consider which
are given by
{t G C | 9(0 — = 0} = {t e C, = 0}
and
{te C I 9(0 - fl0(t)) = 0} = {t e c, m = 0}.
Thus, the Stokes lines both lie along the imaginary axis in the complex Aplane,
see figure 3.2. We note that the singular points tj, j = 0,1 lie on the Stokes line.
As this double Stokes line is crossed the first functions in the expansion (3.28)
switch on a sum of the functions £/i,oi(£)> Vi,oi(£)j Wi,oi(£)> Alj0i(t) and Fi,oi(i),
and Ulyl0(t), WT,io(£)> AT,io(£) and F1)10(t), see Section 3.2.1. Hence the







Figure 3.2: The double Stokes lines and the singular points of the coefficients in
(3.5) in the complex f-plane
the dominant singularities tj, are
oo 1 oo
u (*) ~X u^t)£U +X efk(1~k)W/sX 9u,k,\-k,s{t)es 1
n=0 k=0 5=0
oo 1 oo









These expansions are valid in the complex t-plane on either side of the double
Stokes-line depending on the choice of for which values of t we want the functions
u(t), v(t), w(t), x(t) and y(t) to be free of exponentially small oscillations.
The functions u(t), v(t), w(t), y(t) and x(t) take real values for real t so the
exponentially small terms that are switched on are complex conjugates. Hence
using the expressions for the coefficients gx,o,i,o(t) and the coefficients (3.26) de¬
rived in last section, we find that the leading behaviour of the exponentially small
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terms is
u(t) : — 2ttk,0/3 tanh(f)e_7r^2£) cos(i/e)
v(t) : — 2irK0/3sech(t)e~7r^2^ cos(t/e),
W(t) : 2nK°£0 ('cosiy) ^*/<2" Sin('/£)' (3-32)
x(t) : — ^,7r^°e-"V(2£) cos(t/g),e1
y(t) : - f^fe_7r/(2e) sin(i/e).£z
We also know the expression for gx,0,1,1 (£) and hence the corresponding coefficients
in (3.27) for the other functions. We use this to give values for the second order
term in e in the asymptotic expansions of the exponentially small terms:
-*rit<>e\ (/37r2tanh t , , . /?7rtanht . , . . . .
u(t) : —2Kiee y cos(£/e)-I (2 tanh t — t) sm(t/e) J
v(t) : — 2«;1£e~7r,d2e) ( ^ —cos(t/e) H ——(2 tanh t — t) sin(t/e)^v '
\ 2 cosh t v ' ' 2 cosh t ' )
\ir sinhf \
. . , . B /1 — sinh21\ . ,
+ 7r ) sin(f/e) + — I ^ ) (2 tanh t — t) cos(t/w(t) : 2/«ie 7r/(2e) , , n . „LV P cosh t J 2 cosh t
x(t) : — ((2 tanh t — t) sin(t/e) + 7rcos(t/e)),
y(f) : —e~nl(2£) ((2 tanh t — t) cos(t/e) + ir sin{t/e)).
e
We remark that the first order behaviour for x(t) and y(t) is in accordance with
Vanneste (2004).
3.4 Discussion
We have found the first two terms in the asymptotic expansions for the exponen¬
tially small terms switched on as a function of /3. These terms vanish for the same
values of /3 and the number of such values seems to be infinite. Hence, for those
values of we can not determine the, if any, exponentially small terms being
switched on from the analysis carried out in this chapter.
The possibility that there are no exponentially small terms being switched
on seems unlikely as we are only considering the contribution from two of the
infinitely many singular points and we are only considering the first two leading
behaviours in a trans-series. Hence the small terms switched on could be doubly
or more exponentially small. However, there is a possibility that all the power
series in £ corresponding to each exponential factor in the trans-series (3.28) have
the same structure such that for certain values of /3, all the terms in all of these
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power series vanish. Hence, in such case there would be no exponentially small
terms and there would exist an invariant slow manifold.
For the values of /3 that the first Stokes multipliers accompanying the re-
expansion of the second function in (3.28) are nonzero our calculations give an
analytical expression of the first two order terms of the asymptotic behaviour of
the inertia gravity waves. In particular, they confirm the exponential smallness
of their amplitude and hence we confirm that there does not exist a slow manifold
for this model to an accuracy beyond all orders. Hence, for such values of /3 it is




Inertia-gravity wave generation for
solutions of the Boussinesq
equations
4.1 Introduction
It is known that the large-scale dynamics of the atmosphere and the oceans is char¬
acterised by a large frequency separation between high-energy slow motion and
low-energy fast motion. Physically, the latter consists of inertia-gravity waves.
The time-scale separation between slow motion and inertia-gravity waves origi¬
nates in the fast rotation of the earth and it is reflected in the smallness of the
Rossby number e. This chapter provides an introduction to the next two chapters
which deal with different aspects of a simple model that describes the spontaneous
generation of fast inertia-gravity waves by a slow motion in a strongly stratified
rotating fluid. The smallness of e provides the basis for the asymptotic analysis
that we carry out.
The model that we treat in what follows describes the evolution of a simple
three-dimensional, horizontally sheared flow that is perturbed by a vortex. This
vortex is defined by a choice of a potential vorticity distribution which we take
to be gaussian. Our aim is to give a detailed description of how the perturbation
progresses. As far as the potential vorticity is concerned, the evolution is the
simple advection by the flow which sees the ellipsoidal distribution being elongated
by the shear. The other fields, however, and in particular the vertical vorticity
on which we focus, have a more complicated evolution, with the spontaneous
appearance of inertia-gravity oscillation.
We consider the equations of motion in the hydrostatic limit and under the
Boussinesq approximation which we refer to as the Boussinesq equations. These
equations are a set of nonlinear partial differential equations in three spatial
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dimensions. Our flow is a special linear solution of these equations of motion
that is perturbed by a vortex. This choice of a solution is motivated by the
work of Vanneste and Yavneh (2004) which examines particular solutions of the
Boussinesq equations for a small e\ these solutions are the so called sheared
disturbances representing a sheared plane wave. The sheared disturbances were
originally discovered by Kelvin (Thomson, 1887).
The evolution of the sheared disturbances is governed by a simple ordinary
differential equation which was solved numerically by McWilliams and Yavneh
(1998) and asymptotically by Vanneste and Yavneh (2004). The gaussian vortex
can be written as a superposition of independently evolving sheared disturbances.
A first step in our analysis is to recover the ordinary differential equation that is a
limiting case of the differential equation studied by Vanneste and Yavneh (2004)
who did not use the hydrostatic approximations, see the book of Gill (1982) for
informations on the equations of motion.
The ordinary differential equation already displays a type of inertia-gravity
wave generation in the form of fast oscillations. This generation can be interpreted
as a Stokes phenomenon for solutions of the differential equation. We continue
the work of Vanneste and Yavneh (2004), who derived the leading behaviour of
the spontaneously generated fast oscillation, and we derive the full asymptotic
expansions of the solutions. Once we have obtained the asymptotics, we deduce
the evolution of the gaussian vortex by integration over the three components of
the wave-vector defining each sheared mode. We cannot evaluate this integral
fully explicitly, hence the smallness of e is needed to approximate the integral
asymptotically. We are mainly interested in the generation of inertia-gravity
waves that the Stokes phenomenon describes. We therefore choose an initial
condition that is free of inertia-gravity waves at the initial time t = 0.
Our asymptotic results provide for the first time an explicit description of
inertia-gravity wave generation in a realistic set-up. They go further than the
earlier asymptotic results of Vanneste (2004) and Vanneste and Yavneh (2004)
obtained with 'toy-models', notably because, to the opposite of their work, the
perturbation that we consider is localised and has finite energy. Our results
also complement recent work where inertia-gravity wave generation is exam¬
ined through direct numerical simulations, see for example Viudez and Dritschel
(2006), Plougonven and Snyder (2005), Zhang (2004) and O'Sullivan and Dunker-
ton (1995).
Finally, our result confirm that a motion that is initially balanced and free of
fast oscillations generates exponentially small fast oscillations. This shows that
there exists no invariant slow manifold as discussed in Section 3.1. In other words,
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it is impossible to define a slow invariant manifold beyond all orders.
The rest of this chapter is devoted to a description of the model, including
the representation of the vortex as a superposition of sheared modes, and the
derivation of the aforementioned ordinary differential equation. The following
two chapters describe the rest of the work discussed above in detail. In Chapter
5 we discuss the asymptotics of the solutions of the reduced differential equation.
We take the analysis further than we need for the description of the vortex; we
derive the full asympotic expansions of the solutions, thus extending the results of
Vanneste and Yavneh (2004). The technique employed is different as it is based on
resurgence relations of late coefficients. An interesting aspect of the asymptotic
analysis is that the Stokes multipliers are functions of e that can be represented by
their Taylor series. Chapter 5 provides the results needed to proceed to estimate
through a triple integral the vertical component of the vorticity corresponding to
the full gaussian distribution of the potential vorticity. This estimate is discussed
in Chapter 6. While the first integration can be carried out exactly, we use
Bleistein's method to find the small-e asymptotics of the second integral. The
third integration is computed numerically. These calculations provide a three-
dimensional structure of the inertia-gravity waves generated by the vortex.
4.2 Derivation of a differential equation
We wish to study the spontaneous generation of inertia-gravity waves by slow
motion. Our set-up is a stratified fluid in an environment rotating with con¬
stant Coriolis frequency /. We do this, following Vanneste and Yavneh (2004),
by considering the Boussinesq approximation of the equations of motion in the
hydrostatic limit; we assume that the vertical change in pressure is a multiple
of the gravitational acceleration g and the density-function in other words we
assume that the vertical acceleration is negligible compared with the acceleration
of gravity and the vertical pressure gradient.
The system of motion is
DtU-fV = -$x,





together with the continuity equation
Dtp + Wp0z = 0 (4.4)
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Figure 4.1: Shear flow. The arrows display the velocity which induces the shear
in the flow. The vertical line is sheared as time evolves.
and the incompressibility equation
Ux + Vy + Wz — 0. (4.5)
Here, U = (U, V, W) are the usual Cartesian velocity components, B is the
buoyancy, Dt = dt + U • V is the material derivative, po{z) + p(x,y,z,t) is the
fluid density with constant mean value p, and $ = P/p is the geopotential where
P is the pressure. The material derivative is a composition of a time derivative
and a space derivative as a fluid in motion has properties depending both on
spatial position and time; it follows the movments of an infinitely small particle,
the material element, within the flow both in spatial location and time.
We consider solutions of this system which consists of two parts: a horizontal
uniformed sheared flow with constant vorticity —E, and a perturbation. Figure
4.1 displays a shear flow. Considering such solutions of the form
where we write the perturbation as a superposition of sheared disturbances, that
is
(4.6)
+ [u(x, y, z, t), v(x, y, z, t), w{x, y, z, t), tp(x, y, z, t), b(x, y, z, t)],




w(x, y, z,t) = f w{k,l,m,t)e^kx+^l-ki:t)y+mz)dkdldm, (4.7)
<p(x, y, z, t) = [ fl(k,l,m,t)ei{kx+V-kEt)y+mz)dkdldrn,
b(x, y, z,t)= [ b(k, I, m, t)e^kx+{l-kEt)y+mz)dkdldm,JR3
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allows us to reduce the system of partial differential equations to a single ordinary
differential equation in time t. This approach differs from the one of Vanneste
and Yavneh (2004) since we consider all real wave vectors (k, I — kT,t, m) whereas
they only consider a single one.
Inserting (4.6) into (4.1)—(4.5), assuming that all nonlinear terms are negligible
and noticing that equations (4.7) are essentially Fourier transforms of u, v, w, (p
and b leads to the following system of equations:
ut + (E - f)v = -ikcp, (4.8)
vt + fu = —i(l — EH)<p, (4.9)
—b — —imp), (4.10)
bt + Njw = 0, (4-11)
ku + (I — Ekt)v + mw = 0, (4.12)
where Nj = —g/ppjpr is known as the squared buoyancy frequency. Nj is also
known as the Brunt-Vaisala frequency and is here assumed to be a constant.
The equations (4.8)-(4.12) can be reduced to one second order inhomogeneous
differential equation for the function
Q — ikv — i(l — Hkt)u,
which is related to the vertical component of the vorticity of the perturbation
Cv(x,y,z,t) analogously to (4.7) by
Cv(x, y, z,t) = f C(k,l,m,t)eiikx+{l-kT:t)y+rnz)dkdldm. (4.13)Ju3
Let us show how we obtain this equation for £.
Defining V = iku + i(l — Y>kt)v we obtain by subtracting ik(4.9) from i(l —
EH) (4.8) the relation
Ct + (/-E)P = 0. (4.14)
Adding ik(4.8) to i(l — T,kt)(4.9) then results in
^ 2Ek(l - EH) - (e 2/c2E\ - /xirXvt + ^ '-V = X <p+lf- -JY-) c, (4.15)
where we define A2 = k2 + (I — EH)2.
We now introduce the Ertel potential vorticity anomaly (Gill, 1982, 240-243),
a materially conserved quantity which is in the linear approximation given by
q = N](v + (/ - E)bz.
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That is it has the conservation property
Dtq = 0.
Similarly to before we represent the function q by
q= [ q(k,l,m,t)ei{kx+(l-k*t)y+mz)dkdldm.Jr3
Combining the equations (4.11), (4.12) and (4.14) gives that
Qt = 0.
This implies that the function q is the same for all times t given that the value
of the triplet (k, I, m) is fixed. Hence we write
qo(k, Z, m) = q(k, I, m, t).
The linearisation amounts to the assumption that the balanced part of the vor-
ticity (v, say £bai ~ qoNJ1, has a much smaller magnitude than the shear. In
other words |Cbai| << |T|.
Our last step towards obtaining a single equation in ( is to eliminate (p from
(4.15). We do this by using equation (4.10), the definitions of ( and q, and relation
(4.14) to find
- 2Hk(l — Hkt) ~
Ctt 4 p (t +
2k2T,\ N2f A2
m2 C=W (4.16)m
We are interested in the regime where rotation dominates the effect of the
shear. Then the Rossby number
is a small parameter. A numerical estimate of e would be 0.2 for the atmosphere
and 0.002 for the oceans. We get this by noting that E = U/L where U is
the velocity scale and L is the horizontal length scale (Gill, 1982, 498). With
/ = 10~4s_1, we get the atmospheric result with U ~ 10ms-1 and L~ 5 • 10°m
and the oceans result with U fa 2 • 10_2ms_1 and L m 5 • 104m.
There is only one other parameter remaining, namely
P
Nfk'
the ratio of the square-root of the Prandtl-ratio N2/f2 and the aspect ratio m/k.
Here /3 is assumed to be 0( 1). After rescaling the time according to f 4
equation (4.16) becomes
_2






1 w . 2<t£ \ (1 +12)c(f) = (l-ae) 1-——^ +v(l + t2)7 /32 '
Here, the value of <7 = sign(E) indicates whether the shear is anticyclonic (a = 1)
or if it is cyclonic (a = — 1).
Let us now revisit the function £(f), from (4.13).
4.3 ((t), the vertical vorticity of the perturbation
The vertical vorticity of the perturbation of the sheared perturbed solutions of
the equations (4.1)-(4.5) is given by
Cv(x,y,z,t)= [ C(k,l,m,t)ei{kx+(l-kEt)y+rnz)dkdldm, (4.18)
see equation (4.13), where £ is given by equation (4.17). In what follows we will
focus on studying the function (v as it contains all the information of the system
(4.1)-(4.5).
The equation (4.17) for £ is a linear inhomogeneous equations. Hence, as q
satisfies the property qt = 0 we find that £ is of the form
£(A= q0(k,l,m)(^(t — al/k)
where we include the factor Nj2 in the function q, see Section 6.2.2, and the
^-function on the right hand side satisfies the differential equation
2 (d2( 21 d(\ ( ( 2oe \ 1 + t2\ 1 +12 . .£2 - T-tA + (1 - «) 1 -7^ + -3T- c = -35-. (4.19)dt2 1 +t2dtj \ \ 1+t2/ /32 J /3
We can not evaluate the integral (4.18) explicitly. As the parameter e is small
we can evaluate it asymptotically in the limit as e tends to zero. We do this
by substituting for £ its leading behaviour found via the differential equation
(4.19), see Chapter 5. After this substitution we successfully carry out the first
of the three integrations in (4.18) analytically. The second integral we estimate




Stokes-multiplier expansion in an
inhomogeneous differential equation
with a small parameter
5.1 Introduction
This chapter1 is concerned with the small-£ asymptotics of solutions of the linear
inhomogeneous differential equation
2 /d2C 2t d£\ ( ( 2e \ l + t2\ 1 +12
£ \w~T^Tt) + V1 + £)V + TT¥) + ~p~)':-^~' (5'1)
where f3 = O(l) is a fixed parameter, here assumed to be positive, and e > 0 is
the Rossby number. In particular we want to describe the spontaneous generation
of fast oscillations by slow balanced motion. This equation is equation (4.19) fin¬
er = — 1. It is also a limiting case of that examined by McWilliams and Yavneh
(1998) numerically, and analytically by Vanneste and Yavneh (2004).
The balanced motion is represented by a particular integral of (5.1) defined
by its asymptotic expansion, while the fast oscillations are represented by the ho¬
mogeneous solutions. The spontaneous generation of fast oscillations can then be
identified as an instance of the Stokes phenomenon (e.g. Paris and Wood, 1995):
the (subdominant) oscillations are switched on by the (dominant) balanced solu¬
tion when t crosses a Stokes line, and their amplitude is exponentially small in e.
Estimating this amplitude thus amounts to the calculation of Stokes multipliers.
In their analysis of (5.1), Vanneste and Yavneh (2004) derived a leading-
order approximation to the amplitude of the fast oscillations using the Kruskal-
Segur technique of matched asymptotics in the complex t-plane (e.g. Hakim,
1998). In the present chapter, we revisit the problem and apply the somewhat
more sophisticated technique of exponential asymptotics based on resurgence.
Wilis chapter is a part of the paper Olafsdottir, Olde Daalhuis and Vanneste (2005)
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The upshot is a complete asymptotic expansion for the fast oscillations that are
switched on; only a few terms in this expansion tnrn out to provide a remarkably
accurate estimate for moderately small values of e, as is confirmed by comparison
with numerical solutions of (5.1).
In addition to its practical value, the asymptotic analysis of (5.1) has an
interest from a more mathematical viewpoint, since it illustrates the structure of
Stokes multipliers in problems with small parameters. The Stokes multipliers give
the amplitude of the subdominant terms switched on by the Stokes phenomenon.
In problems where the independent variable is the asymptotic parameters, these
are simply constants; here, however, because the asymptotics is in terms of an
independent parameter e, the Stokes multipliers are functions of e. What emerges
from our analysis is that these functions can be conveniently computed as powers
series.
The dependence of the Stokes multiplier on e can be related to the fact that
the (subdominant) homogeneous solutions are defined up to arbitrary e-dependent
factors. As a result, the coefficients in their power-series expansion in e are de¬
fined up to arbitrary constants which appear as constants of integration (cf. Din¬
gle, 1973). The choice of these constants affects the resurgence relation relating
the expansions of the dominant and subdominant solutions. The appearance of
an expansion for the Stokes multiplier does not seem to have been noted in ear¬
lier applications of exponential asymptotics to differential equations with small
parameters.
Since this chapter discusses exponential asymptotics for an inhomogeneous
linear differential equation, the results are related to the ones in Howls and
Olde Daalhuis (2003), in which hyperasymptotic expansions are given for so¬
lutions of inhomogeneous linear differential equations with a singularity of rank
one. As in that paper, the solutions of (5.1) that are switched on when Stokes
lines are crossed are homogeneous solutions. We start our analysis of (5.1) by
obtaining their small-£ asymptotics.
5.2 Homogeneous solutions
Homogeneous solutions of (5.1) satisfy
2 I d2( 21 d£\ ( ( 2e \ l + t2\
+ (! + £) h + T-TW +^-C = 0' (5-2)dt2 1 + t2 dt J \ \ 1+t2/ /?
and have formal expansions of the form
Ch(t) ~ eKt)/e^2bn(t)en, (5.3)
n=0
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where f(t) satisfies the equation
fW + = 0. (5-4)
The coefficients bn(t) satisfy the recurrence relation
2/'MCiM + (/"(*) - + f^)W)
-m + -
(5.5)
for n > —1, where we take fe-i(i) = 0. It is clear from (5.3)-(5.4) that the
homogeneous solutions describe fast oscillations with 0(e~l) frequency.
From (5.4) it follows that the differential equation has simple turning points
at
tp = iy/l + /32, tm = —i\/l + /32.
It is convenient to define for j — 1, 2 and k = p,m the functions
= (-1 )J^ [ yjl + P2 + t2 drP Jtk
= (~iy~+ W2+ T2+ (1 + fi)In(' + ^±[ | , (5.6)
which satisfy (5.4). These are multi-valued functions with branch points at the
turning points. We take as the branch cuts the half lines t = ±r'\yjl + /32, r > 1.
Note that with these definitions we have the relations fip = —fip, fim — —f2m,
and for the principle branch of these functions
/,,(i) = /jm(i) + (-l)J™bQ, j = 1,2.
With the particular choices f(t) = fjkif), the recurrence relation (5.5) can be
solved. Suitably normalised, the first term reads
(—l)Ji/3/2
6(0 = ( t+VT+WTW\+ + (yipg ( }' 1 h ) (1 + + i2)
The next terms are found by integration (5.5) and have the form
W.W = "W*) f (5.8)J 2Jjk\r)bjkO{T)
for n = 0,1, 2, • • •. Note that in these expressions we do not specify the constants
of integration; changing these constants of integration amounts to multiplying
the homogeneous solutions by an arbitrary function of e (cf. Dingle, 1973).
74
With the notation introduced, we define four special solutions of (5.2) via
their asymptotic expansions:
OO
Cjk(t) ~ efikW/£^ bjkn(t)£n, j = 1,2 and k = p,m, (5.9)
71=0
as e 4- 0. For real t, the functions Cip(t) and Cimit) are the recessive solutions and
uniquely determined by (5.9); the functions Cim(^) and C,2p(t) are dominant but
can be uniquely defined using the Borel-Laplace transform (e.g. Balser, 2000) or
by insisting that (5.9) holds in a sufficiently large sector of the complex f-plane.
5.3 Particular integral





as e 4- 0. We define Cinh completely by requiring that (5.10) be the complete
asymptotic expansion for t < 0; that is, £jnh does not contains exponentially
small terms for t < 0. Equivalently, Cinh can be defined as the Borel-Laplace
transform (e.g. Balser, 2000) on the right-hand side of (5.10).
Substituting the expansion (5.10) into (5.1), we obtain the recurrence relation
m - 1 + t" m - -l2(3 + *2)a°() 1 + /?2 + f2' °l(^ (1 + /32 + t2)2'
_ — f32 ((1 + t2)a'^_2(t) — 2ta'n_2(t) + 2an_2(f) -I- (3 + f2)a„_i(f))
an[ ' ~ (1 + /32 + t2)(l + t2) '
n > 2, from which the an(t) can be derived. Note that in contrast to the coeffi¬
cients bjkn{t), these coefficients do not involve arbitrary constants of integration;
they are uniquely determined by (5.11).
Remark: it might seem that the an(t) have poles at t = ±i. However, a local
analysis at these points shows that these are regular points of the differential
equation (5.1), and also that all the an(t) are regular there. That is, expanding
the solution of (5.1), including the right-hand side, with in a Frobenius series in
a neighbourhood of the points t = ±i shows that the points t = ±i are regular
points of the differential equations. Re-expansion of this series in powers of e,
that is expanding the coefficients in a power series of £, then implies that the
an(t) are regular at t = ±i. Hence, the only singularities of an(t) are poles at the
turning points tk, k = p,m.
75
5.4 Stokes lines and Stokes multipliers
Through the Stokes phenomenon, the inhomogeneous solution (5.10) switches on
homogeneous solutions of the form (5.3) when t crosses a Stokes line. To determine
the Stokes lines, and to evaluate the corresponding Stokes multipliers, we now
use the large-n asymptotics of the coefficients an(t). Section 2.1.1 reviews the
connection between the Stokes phenomenon and the growth of the coefficients in
the divergent asymptotic expansions and further details can been seen in Chapter
2. For our purpose, it is sufficient to observe that when we substitute the ansatz
and that the coefficients bs(t) satisfy recurrence relation (5.5). Equation (5.12) is
a typical resurgence relation, which connects the late coefficients in the expansion
of a particular solution to the coefficients of another solution.
From the remark following (5.11) we know that, in the complex f-plane, an(t)
has only singularities at the turning points tp and tm. On the other hand, accord¬
ing to (5.12), the singularities of an(t) are located at the zeros of f(t). ft follows
that the only candidates for /(f) in (5.12) are the fjp(t) and fjm{t) defined above.
The bs(t) also have the points tm and tp as singular points, but we will see below
as we decide on the value of a that this only partly explains the singular nature
of the an(t) functions.
The connection between resurgence and the Stokes phenomenon indicates that
the only homogeneous functions of the form (5.3) that can be switched on by
Cinh(f) when a Stokes line is crossed behave like exp(f(t)/e), where /(£) is one
of these four candidates. On a Stokes line these functions must be maximally
subdominant; thus, the Stokes lines are
and are illustrated in Figure 5.1. There are other Stokes lines corresponding to
the non-relevant exponential scales and are thus not relevant to our analysis.
These Stokes lines are given by
The bs(t) that correspond to fjk(t) are the bjks(t) defined in (5.8). These,
however, are defined up to arbitrary constants of integrations. But, the asymp¬
totic validity of (5.12) requires a suitable choice for these integration constants.
This important point is discussed in details in Section 5.5.
(5.12)
as n —» oo, into recurrence relation (5.11), then we find that /(f) satisfies (5.4)
{t e C| vsfjk(t) = 0} , j = 1,2 and k = p,m,
{£ e C : ^{fjk - ffk') = 0} for (j, k) ± (/', k').
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Cinh Cinh + Kip£ 1/2Clp — A2me l^2C,2m
tm
Figure 5.1: The Stokes lines and the Stokes phenomenon
Assuming that (5.12) holds, we determine the constants a and K by observing
that as t —¥ tk, k = p,m,
The reader can check this by substituting these relations in (5.11). Using (5.6),
(5.7) and (5.13), we find that, for even n, both sides of (5.12) grow like (t —
bt)~^3n/2+1' as t —¥ tk provided that a = 1/2. For odd n, the growth of the right-
hand side with a = 1/2 is apparently faster than the growth in (t — ffc)~(3n+1)/2
expected from (5.14). This apparent mismatch is resolved by noting that the an
are in fact obtained by summing four series of the form (5.12) (see (5.15) below),
and that the dominant contributions cancel out for odd n, leading to a growth
consistent with (5.14).
We summarise the results so far in
as n —> oo. Now we let t —>■ in (5.15) and compare the results with (5.13) and
(5.14). The result is
For the moment we assume that we have taken the correct constants of in¬




K-2p pi K\m iKip. (5.16)
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t crosses the imaginary axis along the real axis. The part of the imaginary axis
between the two turning points is a double Stokes line. When it is crossed, the
two terms Adp£_1/2Cip(£) and —K^e"1^2 (^2m(t) are switched on, with Cip(^) and
C,2m{t) exponentially small in e, since $tfip(t) = K/WnW = —7r(l + /32)/(4/3) < 0
for real t. (The opposite signs of the two terms switched on arise from the fact
that t rotates around tp and trn in opposite senses as the Stokes lines are crossed.)
In addition, since a double Stokes line is being crossed, there is also a switch on
of an extra term that is exponentially smaller than (the already exponentially
small) AVr1/2CiP(f) - K2m£~1/2(2m{t); we will ignore this extra term. (For more
details on double Stokes lines see for example Voros (1983)).
Let C(f) be a solution of the inhomogeneous differential equation (5.1) that
has CinhW as its complete asymptotic expansion for t < 0, then £(£) has £inh(t) +
Kip£~1/2(ip(t) - K2m£~1/2(2m(t) as its asymptotic expansion for t > 0 (cf. Section
2.1). The dominant part of K\p£~l^2C,ip{t) — K2rn£~l^2C>2m(t) is found from (5.3),
(5.6), (5.7) and (5.16) to be given by2
_ « p-n(l+02+P2e)/We) \/l + ^ ^ Sin R(t, g) + 3t COS R{t, g)V £ (1 + /32 + t2)1/4 (i + /32)3/4
where
't + y/1 +P2 + t2'R(t, e) 20£ ts/l+/32 + t2 + (l + /32)ln
i+ v/1 + ^ + <2'
•J£+~P
This dominant part depends only on the first coefficients 6^0, which are entirely
defined by (5.7) and is unaffected by the choice of constants of integrations for
the bjks, s > 0. To obtain higher-order corrections, however, it is necessary to
determine the correct constants of integration in (5.8) which ensure that (5.15)
is valid. This is considered in the next section.
As mentioned in the beginning of this chapter, equation (5.1) is the differential
equation (4.19) in the case a = — 1. As a takes only values in {-1,1} it acts as
the sign of e. Hence, the nth a-coefficient in (5.10) for a — 1 is the same as for
a = — 1 multiplied by (—1)". Hence, for either values of a it is easy to see that
the leading behaviour of the exponentially small terms being switched on by the
particular integral (5.10) is given by
[Wl^c-n(l+0>-a0*e)/(me) V1 + P* + ^ shl R(^ £) ~ C0S #(*» £)V £ (1+ £2+*2)1/4 (j + /32)3/4
2In the published paper there is a misprint in the exponent. The power of the second /?
should be two (as corrected here) instead of one. As all numerical calculations are done for
P = 1 this did not affect other results in the paper.
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where
R{t' S>= Mi^Vl+/?2 + «2 + (1 + In
_ f]0| |n /1 + y/1 + /32 + t2
2 "(
We will use this in Chapter 6.
5.5 The missing constants of integration
We first concentrate our analysis on the coefficient bjk\(t). Note that changing
the constant of integration in (5.8) has the same effect as replacing bjki(t) by
bjki(t) + OLjk\bjko{t)i where ctjki is just a constant. Taking bjki(t) + &jkibjko{t) as
the new bjki(t) and determining all the other 6-coefficients via recurrence relation
(5.8) has the same effect as replacing each bjk)S+i{t) by bjk}S+i(t) + otjk\bjks{t).
The effect on (5.15) is
ujks\*<)L V" ■s~r2; , Y~^
CLn , - ,
2yri
2=1,2 k=p,m
bjk,(t)r(n - s + i) ^2, - - 1)
Is (-&«r<+(V2) 2 ss (-/^(«))"_*"<1/2) J
as n -> oo.
The second step is the correction of 6^2(f) by bj^t) + ajk2bjko(t), where
ajk2 is a constant. The effect is again that we replace all the higher bjk,s+2(f)
by bjk,s+2(t) + Oijkibjks{t)- Continuing this process, we observe that adding the
constants a.jks to bjks(t), s = 1, 2, • • • leads to the replacement of each bjkS(t) by
^ ^ ®-jktbjk,s—t->
e=o
where we have taken ajk0 = 1. The effect on the resurgence relation (5.15) is its
replacement by
r^yw, bjk»(t)T(n - s -£+ \)
27ri
2=1,2 k=p,m 1=0
as n -4 oo. Note that we can write (5.18) as
u\ Y^ ik Y^ l/csCJi ln — s ~ 1 "I" 21 /c i oi
m Y~^ Y*^ Kjkt bjks{t)T{n s £+ 2) ( ^«»w ~ L z. z. z. rrtr-,-(+i./2) ■ <5-19)
2=1,2 k=p,m i=0 s=0 V Jjk\L))
as n-4 oo, where we take Kjke = Kjk®jke- Hence, Kjko — Kjk-
The analysis above shows that taking the correct constants of integration in
(5.8) for (5.15) to be valid, is equivalent to taking the correct constants Kjke,
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£ = 1,2,3, ••• in (5.19). Thus, instead of trying to determine the constants of
integration in (5.8), we will restrict ourselves to determining the correct constants
Kjkt in (5.19); that is, we will fix the constants of integrations in the bjks arbi¬
trarily (so that (5.15) does not hold in general), and compute the Kju for (5.19)
to hold. Of course, once the Kjkt are known, one can redefine a set of bjks by
so that (5.15) holds. In fact, a deeper analysis suggests that there is no alternative
to the computation of the Kjkf, in particular, there is no obvious starting point
for the integrals in (5.8) which would guarantee that (5.15) holds.
In this chapter we are in the fortunate situation that we were able, in the
previous section, to determine the exact value of Kjko = Kjk. We now show how
one can determine all the missing constants. The method is very similar to the
one discussed in Olde Daalhuis (1999). We use a truncated version of (5.19); to
be more precise, we take L terms in the i sum in (5.19). Suppose that we want
to determine the constants Kjk( for j = 1, 2, k = p, m and £ = 0,1, - • • , L — 1
numerically. These are 4L unknowns. Note that for large n and bounded t the
truncated version of (5.19) is an 'equation' in which the only unknowns are exactly
these Kjke- Thus by taking either 4L different values for n, or for t, we obtain 4L
equations with 4L unknowns. Since we can take n as large as we want, we will
be able to determine these 4L constants to any precision.
In the previous section we used (5.15) to determine the switching-on when the
double Stokes line is crossed. Since the constants of integration had not yet been
determined, we were only able to derive the switched-on terms to leading-order.
We can now use (5.19) to calculate higher-order approximations to these terms.
Using (2.5) and (2.6) from Section 2.1.1, we can write the terms switched on when
the double Stokes line is crossed as Kip(e)£ip(t) — K2m(£)C2m{t), where now the
Stokes multipliers K\p(e) and K2m{e) are functions of e:
This expansion converges on a disk centred at zero with radius of convergence,
RKjk £ [0, oo). Even if the series in (5.20) is divergent it can be used to approxi¬
mate the Stokes-multipliers numerically.
The final result in the previous section is still the correct dominant term that
is switched on when the double Stokes line is crossed. Why do we need all these
extra terms in the expansion of the Stokes multipliers K\p{e) and A'2m(e)? We
OO
(5.20)
illustrate in the next section that with these extra terms we can obtain results
that are also valid when e is not very small. In fact, one example shows good
results for the case e = 1.
In the previous section a careful analysis near the turning points was necessary
to determine the exact values for the Kjk0. This required considering complex
values of t. Here we note that when we are only interested in determining the
Kjke numerically (to any precision) we can confine our calculations to the real
t-axis. In fact, the numerical method given above works better when we take real
t, because, for a given £, the four terms in the 4L equations for the Kjkt have
similar order of magnitude.
5.6 A numerical illustration
In the numerical illustration we take f3 = 1. For the constant of integration in (5.8)
we take +oo as one of the limits of integration. Thus the 6-coefficients are now well
defined. We define Cinh(^) as the solution of (5.1) that has (5.10) as its complete
asymptotic expansion for t < 0. Hence, for t < 0 we can approximate this function
via asymptotic expansion (5.10) in which we take the optimal number of terms.
(See Olde Daalhuis (1998) for more detail on the optimal number of terms in
asymptotic expansions.) From (5.19) it follows that the optimal number of terms
in the approximation
TV—1
Cinh(i) ~ Y an{t)£n, (5.21)
n=0
is N = [\fjk(,t)/s\], where [•] denotes the integer part. Note that this N depends
on t, but that for real t it does not depend on the choice of j and k. In practice,
we take at least three terms, that is, we take
N = max i[\fjk(t)/e\], 3).
In this way the discontinuities in t of the approximant are less conspicuous.
For t > 0 we have to incorporate the Stokes phenomenon and approximate
Cinh (t) by
TV-l L—1 R-l
Cinh(t) ~ Y a^t)£n + e/lp(t)/£ Kipe ^2 blpr(t)ee+r-{1/2)
n=o e=0^ r=0 ^ (h.22)
+ ]T K2meY, b2mr(t)£e+r~(1/2\
1=0 r=0
for some fixed values of L and R which we do not attempt to optimise. In the
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Figure 5.2: The exact (grey) and approximation (black) of a solution of equation
(5.1) with £ — 0.5 and L = R = 1. The discontinuities are due to optimal
truncation.
Figure 5.3: The exact (grey) and approximation (black) of a solution of equa¬
tion (5.1) with e = 1 and L = R — 1. The discontinuities are due to optimal
truncation.
In our first illustrations we take only the leading-order Stokes multipliers and
only the first ^-coefficients, that is we set L = R = 1. We take t = — 5 and £ = 1/2
and compute Cinh(^) and its derivative via (5.21). To compute the 'exact' Cinh(^)
numerically we take these two values and integrate the differential equation (5.1)
in the positive t direction. This gives the grey curve in Figure 5.2. The black
curve in this Figure is (5.21) for t < 0 and (5.22) with L = R — 1 for t > 0. Note
that the black curve has discontinuous jumps because that the optimal number of
terms N changes with t. If we did not incorporate the Stokes phenomenon then
the black curve would be symmetric in t, and there would be no oscillations on
the right-hand side of Figure 5.2. Note that, in this first illustration, the small
parameter e = 0.5 is not very small; taking only the dominant terms of the parts
that are switched on gives nonetheless a very good approximation for t > 0.
In the second illustration we take the even larger value e = 1, and the result
is given in Figure 5.3. This time, the leading-order approximation is not as good
for t > 0. More terms in the expansion of the Stokes multipliers, and more b-
-2 2 t 4
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coefficients are needed to obtain a better approximation. We now fix L = R = 5.
To compute the Stokes multipliers we use the approximation
<■»«)« E t>,tr(t)r(n-r-< + i)"V > 27T1 ^ (- f(t\\n-r~e+(1/2) v '
j=\,2k=p,m i=0 r=0 1 JjfcWl
In this equation, the an(t) and bn(t) are calculated numerically from their recur¬
rence relation, and the KjM (including Kjko) are regarded as unknowns. Hence,
(5.23) is one equation with 20 unknowns. By taking t = 1/2 and for n the values
181,182, • • • , 200, we obtain 20 equations and solve them. The result is
Klp0 = —0.7452250447i,
Klpl = -0.3105104338 - 0.4657656523i,
Klp2 = -0.0232886541 + 0.3383269912i,
Klp3 = 0.1744022316 - 0.1406351894i,
Klp4 = -0.1578173268 - 0.0112755970i,
and iKipi and iK2me are complex conjugates, as can be expected from symmetry.
Moreover, we see the convergence of the Stokes-multiplier /Tlp0 to the value K\p
with increased value of L = R. The next table shows this.
Kipo
L = R = 0 -0.7475692370i
L = R= 1 -0.7452543171i
L = R = 2 -0.7452252369i
L = R = 3 -0.7452250453i
L - R = 4 -0.7452250447i
L = R = 5 -0.7452250447i
KiP -0.7452250447i
We take the Stokes multipliers from above and use them in (5.22) with L =
R = 5. The result is the black curve in Figure 5.4 which provides an excellent
approximation to the exact solution.
5.7 Discussion
We have studied the exponential asymptotics of (1.1) using the resurgence rela¬
tions which relate the late terms in the asymptotic expansion of its particular
integral to the early terms in the expansion of its homogeneous solutions. Our
approach, applicable to a wide class of problems with small parameters, high¬
lights the relationship between (i) the constants of integrations that appear when
constructing the homogeneous solutions, and (ii) the e-dependence of the Stokes
multipliers. The constants of integration can be chosen arbitrarily (reflecting the
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Figure 5.4: The exact (grey) and approximation (black) of a solution of equa¬
tion (5.1) with 6 — 1 and L = R = 5. The discontinuities are due to optimal
truncation.
fact that the homogeneous solutions are defined up to an arbitrary function of
e). Different choices lead to different forms of the Stokes multipliers, so that the
subdominant terms that are switched on are left invariant.
The particular equation studied in this chapter describes the spontaneous
generation of inertia-gravity waves in a model of geophysical fluid. The results of
Vanneste and Yavneh (2004) about the exponential smallness of this generation
are recovered here using a different exponential-asymptotic technique. A useful
extension is the computation of the switched-on terms describing the inertia-
gravity waves to higher-order in e: this makes it possible to estimate the wave
amplitude with good accuracy for the values of the 'small' parameters as large as
1, that is, for values of the Rossby number e large enough for the waves to have
amplitudes similar to that of the balanced motion which generates them.
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Chapter 6




In Chapter 4 we discussed special solutions of the Boussinesq equations that
consists of a shear flow and a perturbation. We reduced this system of partial
differential equations to an ordinary linear inhomogenous differential equation for
the function £(t) that is associated with the vertical component of the vorticity
given by
cv(x,y,z,t)= [ C(k,l,m,t)ei{kx+(l-kat)y+mz)dkdldm. (6.1)JR3
We then in Chapter 5 discussed the asymptotic behaviour of £(f) in the limit of
the small Rossby number e by translating the spontaneous generation of fast oscil¬
lation as a Stokes phenomenon and then employing the techniques of exponential
asymptotics to derive the full asymptotic expansion of a particular integral.
The function Cv(t) governs the evolution of the slow motion, with O(l) ampli¬
tude, and the generation of fast oscillation, with 0(e-1) amplitude. We evaluate
this functions asymptoticlly in the limit of small e. We do this by manipulating
the three integrals in (6.1) separately. We can only carry out the first integration
explicitly. For the second integral, we use the the smallness of e to estimate its
behaviour asymptoically using Bleistein's method (Bleistein, 1966), and the last
integral we carry out numerically. With these results we are able to provide a
three-dimensional view of the evolution of the inertia-gravity waves for the first
time.
85
6.2 Asymptotics of the function ((t)
As mentioned in the Section 4.3, the function £(t) in (6.1) takes the form
= q0(k,l,m)((t — al/k) (6.2)
where ((t) on the right hand side is a solution of the equation
2 (d2£ 21 dC\ , f , \ (\ 2CT£ 1 + 12\ ^ I + t2
E \dP~TT¥Tt) + {il + aE){1 + TT¥) + ~p~)(-~W (63)
discussed in Chapter 5, and qo(k,l,m) corresponds to the potential vorticity. In
the notation of Chapter 5 we get two arbitrary multipliers for a fixed values of
(k,l,m). Thus </(t) becomes
((k,l,m,t) = q0(k,l,m) [C<n&(t - al/k)
+ Klp(k, I, m)Cip(t - al/k) - K2m(k, I, m)C,2m{t ~ crl/k)
+Ci{k, I, m)Cip(t - al/k) + C2(k, I, m)(2m(t - al/k)]
where Cinh is a particular integral of (6.3) and £ip and (2m are solutions of the
homogeneous part of (6.3).
We are interested in the generation of fast oscillation through a Stokes phe¬
nomenon. This fast oscillation is represented by the homogeneous solutions (ip
and (2m that are switched on by the particular integral Cinh as the Stokes line
t = al/k is crossed. We choose as initial condition that the function (v, (6.1), is
free of oscillation for the time t = 0. We therefore restrict our analysis to positive
values of time. We want to choose the values of the C\(k, I, m) and C2(k, I, m) to
be corresponding to this choice of initial conditions.
The Stokes multipliers are not constant functions; they are continuous func¬
tions of the variables {k, l,m) that takes the value zero for t < al/k and approx¬
imately the value given with (5.16) for t > ak/l. This transition from zero to a
nonzero value is continuous, see for example Berry (1989). On the other hand,
the transition in the Stokes multipliers from zero to a nonzero value is very steep;
it occurs on a e1^2 timescale. Thus, we can approximate the Stokes multipliers
with the Heaviside function and treat them and the CVfunctions as constants.
Demanding that C(k,l,m,al/k) has no oscillation and approximating the
Stokes multipliers with Heaviside functions gives
C\ — —K\p, C2 — Kip if al/k < 0,
C\ = C2 — 0, if al/k > 0.
For a later convenience and simpler notation let us define the function
Cosc(f - ol/k) = Kip(k,l,m)Cip(t - al/k) - K2m(k, I, m)C,2m{t - al/k) (6.4)
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representing the fast oscillations. Then
{Cinh (t — al/k) if al/k <0;Cinh (t-d/k). (6'5)+H(t - al/kX„At ~ ol/k) " - U'
Having represented Q(t) by known functions, the asymptotic behaviour of (,v(t)
can now be found using the integral representation (6.1).
6.2.1 Manipulation of the integral (v{t)
Before we find the asymptotic behaviour of the function (v(t), (6.1), we note that
with the notation (6.5) Cv(t) becomes
(v(x, y, z,t)= [ q0(k, I, m)Cinh(i - al/k)ei{-kx+{-l-kct)y+mz)dkdldm
Jr.3
/o° / pO r0 paoo r°°\( / / + / / ) H(t ~ trl/k)■oo \d—(too J—oo ./O J 0 /
• q0(k, I, m)Cosc(t - al/k)eik^l-cktWz)dkdldm
where the a multiplying the second triple integral and a in the integration limits
for the /-integral is due to the requirement that al/k > 0. Then
Cv{x,y,z,t)= [ q0(k,l:m)Cinh(t-al/k)ei{kx+{l-akt)y+rnz)dkdldmJR3
/°° / pO p0 poo pakt\I / + / / ) %(k,l,m)■oo \J—oo Jakt Jo Jo J
■ Cosc(t - al/k)eik^x+{l-aktMz)dldkdm
= h(x,y,z,t) + I2(x,y,z,t)
where we have defined
h
and
(x, y, z,t)= [ q0{k: I, m)Cinh(* ~ ol/k)e^kx+{-l-akt)y+mz)dkdldmJR3
/°° / r r c°°( / / + / / ) Qo(k, l, m)■oo \J—oo Jakt Jo Jo J
■ Cose (t - al/k)eik{x+V-akt)y+f)z)dldkdm
By looking at the last integral representation of the function Cv{x,y,z,t) we
see that there appear two different kind of dynamics. A slow motion represented
by the first integral A, and a fast oscillation represented by the second integral
I?. Recall that we took as an initial condition that the function (/v is free of
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oscillations for t = 0 and note that I2(z,y, z, 0) = 0. It is the fast motion that
interests us, so from here on we focus on the integral I2.
Let us change the variables of integration in I2 from (k, I, m) to (k, r, 0) with
t = t — al/k, and with /3 = mf/(kN) as we also rescale z by the square-root of
the Prandlt ratio N2/f2. Then, the modulus of the Jacobian is k2f /N, giving
T f'OC ft POO
I2(x,y,z,t) = — / / k2q0(k, -ak(r - t), k^)C>osc(T)elk{x~'TTy+^z)dkdrd0
^ J — OC J 0 J —OO
We now consider a particlar initial potential-vorticity distribution qQ(x,y,z).
Evaluating I2 then gives an approximation to the waves generated spontaneously
when the shear rearranges the potential-vorticity distribution.
6.2.2 Exponential elliptic potential vorticity
Our choice of the initial potential vorticity is the ellipsoidal distribution
7T3/2 N3
Qo{x,y,z) = — exp
aia2a3 j
(.x + aTy)2 y2 z2
+ -7-Z +
4a2 4a2 4a2
for some constants cq, i = 1,2,3. The parameter T is introduced to control the
initial tilt of the ellipsoid against the shear. Taking advantage of the linearity
of the problem, we have introduced the constant ir3/2N3/(aia2a3f) for later
convenience. This implies that the potential vorticity at later time is
7T3/2 N3 -
"(x-y'zJ) = ¥I^^Te
Using the inverse Fourier transform, this gives
(*+.(r-t)y)2+4+4
°1 a2 q3. (6.6)




By taking the parameter T positive and large, we can reduce the radiation of
wave at positive times close to t = 0, delaying the maximum emission until the
later time t = T. Note that we assumed that t > 0 in Section 6.2. Also, at time
t = T the potential vorticity is spherically symmetric, see Figure 6.1.
We now evaluate the integral I2 with (6.7).
6.2.3 The fast motion, evaluation of the integral I2
We write
/OO ft POO/ / Cosc{r)Igr{k,T,0t)dkdTdp.00 J 0 J — OO
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Contours of the potential vorticity for T=3
x
Figure 6.1: Contour lines for q(x, y, z, t) for z = 0, T = 3, = ot2 = a3 = 1 and
t = 1, t = 3 and t = 5 respectively from left to right. Here a = — 1; the flow
is cyclonic and hence the ellipses are tilted to the left and the contour lines are
circles for t = T = 3. The maximum emission of oscillations occurs at t = T.
where
Igr(k, t, (3, t) = k2q0(k, -ak(r - t), kp)eik{x~CTy+f}z)
= ^2e_fc2(Ql+Q2(T-t+r)2+Q3'92)e^(x-<TT2'+^2)
and we have substituted g0 by (6-7). Noting that
Igr(—k,T,P,t) + Igr(k,T,P,t) = 2k2e~A{j^k2 cos(B(r,/3)k),
where we define
A(t,/3) = a21+al(r-t + T)2+ a23/32,
(6.8)
B(t,0) = x - crry + /3z,
we have
/OO pt poo/ Cose(r) / [/9r(-/c,r,/3,t) + /9r(fc,T,£,i)]dfcdTd/3-oo «/ 0 J 0
/oo pt poo/ Cosc(r) / 2k2e~a^t,^k2 cos(B(t, f3)k)dkdrd/3.■oo J 0 Jo
Because Cose is independent of k we can carry out the integration with regard to
k explicitly to find that
/OO ft/ Cose(r,/3)e-*2^)/(4^»■oo </ 0
/ 1
_ B2(t,(3) \
\2H3/2(r, /3) 4AV2{t,P)J T P~
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Because Cose depends on r and f3 in a complicated manner, it is not possible to
carry out further integrations explicitly. We can however take advantage of the
smallness of e to approximate I2■ In the next section we find an approximation
to the integral with regard to r, say Ip. The remaining integral with regard to
will then be computed numerically.
6.2.4 Asymptotics of the integral Ip
We now focus on the asymptotic behaviour of
I (S57~
In Chapter 5 we derived the small-s asymptotic behaviour of what we now
call the function Cose(t), (6.4). For convenience we reproduce the results. That is
r (+\ /2l/^l71" —7r(l+^2—cr/32e)/(4|l8l£) y/1 + ^ + & sin R(^ £) ~ COS R(^ £)V e n + (P + t*)l'A(l + ^3/4
where
me) = _i_ (Vrr^+u+«,n (t+^g^))
- ( * + V1 + P2 + t2
2
To simplify our calculations we use that
\/l + /32 + r2 sin R(r,£)—a\/3\r cos R(r,e) — \/l + /32V1 + t2 sin (R(t,e) — <jS(t))
where
Of \ ■ ( \P\T \Sir) — arcsm —. .
\v/TTWVT+^J
Thus
Ip(x, y,z,t)~$s [ g(T, (3, £)e-h^e-f^/£dr. (6.9)
where
+A (r^l +P + T' + (1 + /32) In ' T +2|/3| V V
g{r,p,£) = -7r 2\(3\ VT+t'
2






L / ,o\ ( 7T\P\ i\/3\ , (r + ^/l + /32 + r2\ . . / -|/?|r/ii (r, /?) = -a —— + 1■ In . + z arcsin'
V 4 2 V \A+? / VWmVT+75
and
B2(r,/3)ft2(T'/J) = l4(^'
The functions A(r, f3) and B(r,f3) are given by (6.8).
When e tends to zero it is clear that the exponential function exp(—/(r, /3)/e)
governs the integral (6.9) and so does exp(—h2(P, r)) for certain values of x, y
and z. Hence, we need to identify range of x, y and z. Thus, before we go any
further we introduce a scaling of the variables x, y and z.
6.2.4.1 Scaling of x, y and z
The behaviour of the integral and J/? is governed by an exponential function whose
exponent includes the factor e-1. An asymptotic estimate holding for as large a
range of x, y and z as possible can be obtained by ensuring that the function h2
appears at the same level as the function /. Recalling (6.8), we use that this is







and assume that xn, yn and zn are of order one. In accordance with this, we
define
Bn(/3, t) = eB((3, r),
fn(P, t) = f(0, r) + ehvifi, t).
Then (6.9) takes the standard form
Ip{x,y,z,t) f g(T,p,£)e~fn{r'p)/edT. (6.11)Jo
6.2.4.2 The leading asymptotic behaviour of the integral Ip
Methods for the asymptotic evaluation of integrals of the form (6.11), such as
Laplace's method or the method of steepest descent, assume that either an end-
point or a saddle point of the /„-function is the main contributer to the integral.
Here the situation is more complicated.
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The main contribution to the integral Ip comes either from a saddle point
of fn or an endpoint of the integration interval, or simultaneously from a saddle
point of fn and an endpoint of the integration interval. We examine the change in
the behaviour of the integrand as xn changes, fixing all other parameters, namely
yn, zn and /3.
We know that the constant-phase contours of fn are steepest contours and
that these contours are perpendicular to the constant contours of the real part
of /„. The Figures 6.2 display the constant-phase contour for 3/n going through
the saddle point rs, and contour lines of $Rfn in the complex r-plane. In these
figures we have fixed the values yn = —15, zn = z = T = 0 and (3 = t = 1, and
we have xn = 0, xn = 8 and xn = 15 respectively from the top down. For the
value xn = 8, the second figure, the saddle point dominates the integral but for
xn — 0, the first figure, the saddle point and the endpoint re = 0 dominate the
integral simultaneously and similarly for xn — 15, the last figure, the saddle point
and the endpoint re — t dominate the integral. This behaviour is not unique for
these particular values of the parameters. In general the zero-endpoint and the
saddle dominate the integral in regions where xn + f3zn is close to zero, and the
t-endpoint and the saddle point dominate the integral in regions where xn + (3zn
take values close to otyn. Hence in these regions we need a method that uniformly
combines these two contributions.
We use the somewhat more sophisticated method of Bleistein, (Bleistein,
1966), to find the leading behaviour of Ip. This method uniformly combines
the contributions from the saddle point of fn and an endpoint of the integration
interval [0, t] as the saddle point collides with the endpoint in such a way that
both contributions are of significance to the integral. In regions where only the
saddle point or the endpoint dominate the integral Bleistein's method gives as
good approximation as methods only relaying on the endpoint and saddle point
contributions. Also, it turns out that there does not exist an analytical expression
of the saddle point. Hence, we use Bleistein's method to approximate the integral
Ip for all values of the parameters.
We explain the details of Bleistein's method in Appendix B. There we show
that for re = 0 we have
Ip(x,y,z,t) ~
where a and b satisfy
1 + erf ^ (a0 + ope) e1^2 + (/?o + fii£) £
fn{re) = 6,
a2
fn(rs) = b- 2
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Figure 6.2: The figures show the contour ^sfn(t) = ^sfn{Ts) where rs is a saddle
point of fn (in blue) plotted on top of the contour lines of the real part of fn(t)
in the complex r = u + zn-plane. The colorcoding is from yellow (minimum) to
red (maximum). Here we have fixed the value yn = —15, zn — z = T = 0 and
/3 = t = I and xn takes the values xn = 0, xn = 8 and xn — 15 respectively from
the top. These figures imply that the steepest descent contours, which we know
to be perpendicular to the constant contours of K/„, lie close to the real axis and
they show how the saddle point moves from a vicinity of the zero-endpoint to a
vicinity of the t-endpoint with the value of xn. We will see later, Section C.2.1,




fcj(0) a /i(0)s /i(0)
(i29"(T,)/;'(T,)2 - 12 g'MfnMJn'M- 3 + 5
2«'(0)/i(0) - 9(0)/;'(0) , 9(0)
/», /A\0 ' /^>
12/n(rs)7^2
The case re = t is similar and the difference is explained in the Appendix B.
We now verify our asymptotic approximation by comparing it with numerical
evaluation of Ip.
6.3.1 Introduction
Let us start the discussion of our numerical results by considering the integral Ip.
The Figures 6.3 display numerics of the integral Ip for cyclonic flow (a = — 1)
in the a;„y„-plane for zn — 0, /3 = 1, cri = a2 = = 1 and e — 0.1. The first
figure is for t = 1 and the second is for t = 5. These figures indicate that the
fast oscillation is restricted to the region between the ray (xn + /3zn) = 0 and
(xn + (3zn) = atyn. Note that for the integral Ip the factor f5zn can be considered
as a shift in xn, compare to (6.8). Also, we see that the flow is sheared in time
as the ray xn = atyn rotates.
We can show analytically that the symmetries
Hence we can restrict our analysis to the upper or lower-half plane. Hereafter we
only look at numerics in the lower-half plane and we only consider positive values
of z and thus positive values of zn. The figures 6.3 indicate that we can limit our
calculations further to the fourth quadrant for a = — 1 and the third for a = 1.
6.3 Results
Ip(x, -y, z, p, t) = Ip(-X, y, -z, p, t)
Ip{x, V, Pi t) = Ip(x, y, z, -p, t)
hold. Hence, we get the very useful symmetries:
I2{x, -y, z, t) = I2(-x, y, -z, t),
I2(x,y, -z,t) = I2(x,y,z,t).
(6.12)
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Numerical integration of L fort=12' x 10
-20 -15 -10 -5 0 5 10 15 20
Numerical integration of L fort«52* XlO
Figure 6.3: Numerical integration of Ip in the xn-yn plane and the lines xn = —tyn.
Here we have fixed T = 3, /9 = 1, e = 0.1 and z = zn = 0. On the hrst figure
t = 1 and on the second figure t — 5. We make these figures by using numerical
integration methods in Matlab with a low tolerance. Although these figures
give a clear view of the nature of Ip, the accuracy is not very good. For example,
what seems to be peaks around zero in the latter figure is due to numerical errors
in the integration procedure. Also, what seems to be an oscillation along some of
the rays is due to the resolution.
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Numerical integration for I fort=5, T=3, zn=0, [J=1 and e=0.1
15 20
6 8 10 12 16 18 20
Figure 6.4: The figures to the left are the fourth quadrants of Figures 6.3 and the
figures on the right are numerical approximations of Ip using Bleistein's method.
These figures are plotted in the xn-yn plane where we have fixed T — 3, /3 = 1,
e = 0.1 and z = zn = 0. On the figures in the first column we have t = 1 and
on the figures in the second column we have t = 5. On the figures in the first
column there are some peaks near to the origin that are due to numerical errors
and on the figures for t = 5 there seems to be an oscillation along some of the
rays. This is due to the resolution. It is clear from these figures that Bleistein's
method gives a good approximation of the integral Ip.
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We approximate the integral Ip numerically in the fourth quadrant using Bleis-
tein's method. Figures 6.4 show approximations of Ip for the same values of the
parameters as in Figure 6.3. We see that Bleistein's method gives a very good
approximation to the integral Ip, see also Figure C.2. Hence, we estimate the full
integral /2 by integrating Bleistein's approximation of Ip numerically.
Next we discuss numerical results for the integral /2 after having integrated
numerically over /3.
6.3.2 Numerical results for 12
We are now in a position to compute an approximation of /2(x, y, z, t), which gives
the waves generated spontaneously when a vortex with vorticity (6.6) evolves in
a shear flow. We proceed as follows: for fixed x, y, z and t we find the saddle
numerically for each value of f3 and then we compute an approximation to Ip
using Bleistein's method. We use either re = 0 or re = t as the endpoint for
Bleistein's method, depending on which is closer to the saddle. Integrating the
approximated values of Ip numerically gives an approximation of /2. We remark
that the amplitudes of these integrals are of course exponentially small. The
details of the numerical implementation are given in Appendix C, the details of
Bleistein's method are given in Appendix B. We take advantage of the fact that
the symmetries (6.12) hold for the integral /2 and we assume that o — —1 in all
our numerical examples.
We now report results obtained for T = 3. Because of our choice of an
ellipsoidal potential vorticity with aq = a2 = a.3 = 1, see Section 6.2.2, this
means that for time t = T = 3 the potential vorticity is spherically symmetric
and we can expect to see maximum wave generation. The Figures 6.5 show
the evolution of the flow in the xny7j-plane for zn — 0, e = 0.1 and time from
t = 0.25 to t — 6 with the time-step 0.25. Here e = 0.1, so the flow simulates
an atmospheric flow. The oscillations are more or less restricted to the area
0 < xn < atyn as previously discussed and the figures clearly show how the
magnitude of the oscillation grows up to time t = T = 3 and then diminishes.
We observe that the magnitude of /2 diminishes with large \yn\, see also Figures
6.6. In general, we also observe that the crests of the waves diminish with large
zn, see Figure 6.7,
Figures 6.5 also show that the maximum of the flow is clearly being sheared
with time up to time t around t = 3. However, they do not show clearly how
smaller oscillations are being sheared along with the rotation of the ray xn = otyn.
This is due to the fixed color-axis. If examined more closely, oscillations of small
amplitude can been seen being sheared with the flow for large times, t > 3. Figure









Figure 6.5: Numerics of the integral I2 in the xnyn-plane for fixed zn = 0, T = 3
and e = 0.1. The time ranges from 0.25 to 6 by the step 0.25. Note how the
oscillations grow up to time t = T = 3 and how the flow is sheared. Continued
on next page.
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T=3, t=3, x =7 and z =0
n n
T=3, t=3, x =7 and z =10
n n
Figure 6.6: Here the integral I2 is plotted as a function of \yn\ for fixed xn = 7,
t = T = 3 and e = 0.1. On the first figure we have zn — 0 and on the second
zn = 10. These figures show how the integral is a diminishing function of \yn\.
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_9 T=3, t=3, x =7.5 and y =-15
x 10 n n
Figure 6.7: Here the integral /2 is plotted as a function of zn for fixed xn = 7.5,
yn = —15, e — 0.1 and T = 3 for the time t = T — 3 and t = 10. These figures
show that the integral J2 is a diminishing function of zn.
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6.8 gives a visualisation of the shear flow. The shear is displayed more clearly on
Figure 6.8: An example of the flow being sheared,
velocity field.
The arrows represent the
Figures 6.10, see discussion below.
There seems to be a discrepancy between Figure 6.4 of for t — 5 and the
figure for t = 5 in 6.5 as the former shows the maximum perturbation of the
oscillation clearly being sheared whereas the latter does not. This is because of
cancellations as we integrate over j3, see figure 6.9.
x 10
-9 x =2.5, -y =11n ' J n
z =0, t=5, T=3
n
x 10
_8 x =15.5,-y =8.5
. ° n ' J n
J 1^ = 9.89x 10~10
-2
-4
. 1 Ip = 6.74x 10-11
1r
P
Figure 6.9: The integral Jg plotted as a function of for xn = 2.5 and — yn = 11
on the left and, xn = 15.5 and —yn — 8.5 on the right. Here zn = 0, t = 5, T = 3
and e = 0.1. These figure show that as we integrate over /3 the integral takes on
much smaller value on the right although the amplitude of the oscillation is much
larger than on the figure on the left. Note that for zn = z = 0, Ip is an even
function of (3.
The columns in Figure 6.10 show the numerics of the integral /2 in the xnyn-
plane for e = 0.1 and time from t = 1 to t = 7. Here zn takes the values
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Figure 6.10: Numerics of the integral /2 in the xnyn~\A&\\e for fixed zn = 0, the first
column, zn = 10, the second column and zn = 20, the third column. Continued
on next page. 103
zn = 0, zn = 10 and zn = 20 in the columns from left to right respectively. These
figures display how the flow evolves in three dimensions. For zn = 0 we see the
oscillations grow up to time t = T = 3. The magnitude of the oscillations is still
large at time t = 4 but then it diminishes for larger time. For zn = 10, we see
the oscillations appear at time t = 3 but their amplitude reaches a maximum
between t — 4 and t = 5 and decreases thereafter. The oscillations for zn = 20
reach their maximum even later in time than the ones for zn = 0 and zn = 10.
We see their maximum at time t = 6 and it diminishes abruptly for later times.
Figure 6.10 shows that the flow is being sheard in time, most clearly for zn = 10
and we see the flow being sheared in zn.
All our numerical demonstrations have been done for cyclonic flow, the case
a = — 1. In general, we observe the same behaviour for the choice of anticyclonic
flow, that is a = 1. The only real difference is in the magnitude which is larger
in the case a = 1 than in the case o = — 1. This is because of the a prefactor in
the exponent-function /^(t, (3) in the integrand of the integral (6.9).
6.4 Summary
We have, for the first time, given a rigorous analytical description of the spon¬
taneous generation of inertia-gravity waves in a realistic setting by both using
the technique of exponential asympotics for a ordinary differential equation and
uniform asymptotics for a Laplace-type integral. This we use to give an visual ex¬
ample of the evolution of inertia-gravity waves generated by a three-dimensional
vortex in a setting that approximates the dynamics of the atmosphere. The scale
of the spontaneously generated inertia gravity waves is such that they are negligi¬
ble compared to the slow motion. However in reality, these waves travel upwards
in the atmosphere and simultaneously their amplitude increases such that they
govern the dynamics in the upper troposphere and lower stratosphere. It is thus
important to understand the nature of the generation of inertia gravity waves in
order to understand the fundamental nature of the atmosphere.
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Figure 6.10: Continued: Here T — 3 and e = 0.1. The time ranges from t = 1
to t = 7 from the top figure down, with the time step one. We see how the effect
of f3zn being a shift in xn for the integral Ip. The maximum oscillation happens
at time t = T = 3 for zn = 0 whereas the oscillation start to appear according
to the colour scale at t = T for the other values of zn. For the other values of zn
the magnitude is at maximum around t = 5 for zn — 10 and t = 6 for zn = 20.
As mentioned above for previous figures, there seem to be semi-circular waves




Recurrence relation for the
g-coefficients
The recurrence relations below can be obtained by substituting (3.21) into the
system (3.7). In that case we have to use the assumption that n is always greater
than any fixed s and rewrite sums such as Ylk=o ukvn-k in the following way
n n/2 n/2




and then we substitute (3.21) for the large indexed terms. Also, the recurrence
relation can be obtained by substituting the series (3.30) into the linearised model
(3.29). The latter gives
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Bleistein's method (Bleistein, 1966) provides an asymptotic expansion of a Laplace-
type integral whose main contribution comes from a saddle point of the exponent
in the integrand and an endpoint of the integration range. This method uni¬
formly combines the contributions from the saddle point and the endpoint, and
is particularly useful when the saddle coalesces with an endpoint as a parameter
changes. Let us use Bleistein's method to find the asymptotics of
Ip(x,y,z,t) = A f g(r,£)e~fn{T),£dTJo
where we do not write the /3-dependency explicitly.




where e is the small parameter, w = a corresponds to the relevant saddle point
ts of fn, and w = 0 corresponds to the relevant endpoint, re, of the integration
range whose contribution is of same order as the contribution from the saddle
point. Thus we write
fn(r) = ~ ~ aw + b. (B.l)
To begin with, let us assume that re = 0. Then
/»(t,) = b,
a- (B.2),2
/n(rs) = b- y-
Hence
a = ±v/2(/n(re) - fn(rs)) (B.3)
and can be considered as a measurement of the distance between the values of /„
at the saddle and the endpoint. We have to make sure that the topological order
of the endpoints and the saddle is the same in the coordinates r and w. Thus, we
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choose the sign of a in order to keep this order right. Analytically, in our problem
it is not clear which sign of a we want to choose as we can not find an expression
for the saddle point. However, as we evaluate a numerically, we can keep track
of the correct sign of a. This is discussed in Section C.2.3.
With this notation
ft fW(t) rlq-




where w(t) corresponds to the endpoint t and ho(w) = g(r(w))dT/dw. Next,
we expand h0(w) around the saddle point and the endpoint simultaneously by
writing
h0(w) = a0 + Po(w — a) + w(w — o,)k0(w), (B.5)
where the coefficient a0 represents the expansion around w = a and the coefficient





Now by differentiating equation (B.l) with respect to w and noting the relation
between w — a and r = rs we get
(w - a) ,. (w — a) 1






, , X g(rs)




P _ h0(a) — hp(0) _ \//4(ts) fniTe)
a a
Now we can estimate the integral Ig.
Introducing (B.5) in (B.4) and extending the integration range to infinity we
obtain after integration by parts




/ e-(«,2/2-aw+b)/e (wk0(w)) dw
Jo dw
(B.6)
The remaining integral is 0(s3/2) and hence in principle negligible. However, for
our problem, we found that the accuracy of the first two terms was not sufficient
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to provide reliable results with typical relevant values of e. We therefore derive
more terms in the asympotic expansion of the integral Ip.
To find the third term in the expansion we expand the function hx(w) in the
same manner as before around w = a and w = 0. That is we write




cy,\ — h\ (ci),
= h\{a) - h\(0)
a





yK(°) ~ ho(a) + h0(0) + ah'0(0) aax - + h'0(0)
where we calculate with similar methods as before
a;(0) = a2,s'(0)X(0) - g(0)/:(0) j(A(0)! AW
KM= (lW. )JnM2~ 129'(Tt)fnMJnM ~ (l)/""'(r,) + 5s(ts)/"'(t,):12
Substituting hx(w) by its expansion (B.7) in (B.6) then gives
Ip(x, y, z, t) ~ 3 ( e (6 °2),e H1+erf(w (ofo + ot\e) E1!2 + (/3Q + Pis) £
+£■
f e-(w*/2-aw+b)/e_d (wkAw)) efoA ,
Jo dw J
where the remaining integral is now 0(e5^2).
Further terms in the asmptotic expansion could be obtained by expanding
succsessively the derivative of the kn function. This is Bleistein's method, giving
a recursive scheme to find an asymptotic expansion of the integral.
In what follows, we neglect the 0(e5A) terms and hence employ the approxi¬
mation
Ip(x,y,z,t)
$ c-(6-V)/« — ^1 + erf ^ ) ) (cio + cxie) e1,/2 + (/3o + Pi£) £ (B.8)
when the saddle point rs is close to the endpoint re = 0.
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When the saddle point rs is close to the other endpoint re = t we derive an
analogous approximation by substituting (t — r) for r in (B.4). This amounts to
changing b from b = /n(re = 0) to b = fn(re = £), adjusting the value of a accord¬
ingly and, substituting fin\rs) by (-1 )nfn\rs) and #(n)(rs) by (-l)n5(n)(rs) in
the ai and /^-coefficients in equation (B.8).
As mentioned before in this section there does not exist an expression for the
saddle rs. However, for a fixed value of the variables we can always find its value




C.l Endpoint and saddle point contributions
Bleistein's method gives the asymptotic behaviour of the integral Ig as for all
values of xn, yn and zn by uniformly combining the contribution from a saddle
point and an endpoint. Still there are values of xn, yn and zn where the contribu¬
tion from the endpoints gives as good approximation of the integral and a region
where the saddle point contribution gives a good contribution.
Figures C.l give an example of a region where the saddle point gives a good
approximation and the first figure in C.2 gives an example of region where the
endpoint method fails but the saddle point gives a good approximation for certain
values of the parameters. As using Bleistein's method we need three terms in
expansion provided by the saddle-point method, see Olver (1974, 127). As we
need to find the saddle point numerically both in saddle-point method as in
Bleistein's method there is no gain of using saddle-point methods in regions where
it gives as good approximation as Bleistein's method. On the contrary it saves
calculation time to use the endpoint contribution, found by partial-integration.
Hence, in numerical implementations we approximate the integral Ig with the
endpoint contribution for \yn\ < 3.
From figures C.1-C.2 we see that on a ray parallel to the real axis in the
lower half of the xnyn-plane we start of having a single pulse merging from the
endpoints, which then splits up to two separate ones which represent each of
the endpoints. Then with larger ayn, an additional oscillatory part appears in
between the endpoints. This oscillatory part emerges from the saddle point. The
pulse that corresponds to the zero-endpoint, is static in a neighbourhood of xn = 0
whereas the pulse corresponding to the t-endpoint is located at the xn = atyn.
In general in a plane parallel to the xnyn-plane the pulse corresponding to the
zero-endpoint is positioned around xn + /3zn = 0 and the pulse corresponding to
the f-endpoint is positioned in a neighbourhood of xn + /3zn = atyn.
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Figure C.l: For fixed yn = 0, zn = 0, t = 1 and T = 0 we plot Ip for different
values of xn for e = 0.1 and /3 = 1. The red curve is numerical integration of Ip
and the green one is the endpoint contribution.
Figure C.2: For fixed yn = —8, zn = 0, t = 1 and T = 0 we plot Ip for different
values of xn for e = 0.1 and /3 = 1. The red curve is numerical integration of
Ip. On the figure to the left the green curve is the endpoint contribution and the
blue curve is the saddle point contribution, using three terms in the expansion.
On the figure to the right the green curve is Bleistein's method including the
zero-endpoint and the blue curve is Bleistin's method including the f-endpoint.
-yn=8, epsilon=0.1, T=0, t=1, b=1 -yn=8, epsilon=0.1, T=0, t=1, b=1
10"9
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For values of xn, yn and zn where the endpoint method does not give a proper
approximation we use the Bleistein's method. Let us look at its numerical imple¬
mentation.
C.2 Numerical implementation of Bleistein's method
To obtain numerical approximations via Bleistein's method of the integral Ip
there are three things that we have to consider when we have fixed the values of
all the parameters. These things are:
1. how are we going to find the saddle point numerically since there does not
exist an analytic expression for it.
2. when to switch between the two Bleistein's methods.
3. which sign of a in (B.3) we want to use. That is which one of the roots
a = ±^/2 (b - fn{Ts,P)) = ±V2 (fn(Te,P) ~ P)) (C.l)
do we want to use to reserve the topological order of the endpoint and the
saddle point.
Let us resolve these problem in the same order as listed here.
C.2.1 Finding the saddle point numerically
We use the Newton-Raphson method (e.g. Kincaid and Cheney, 2001, 181-90) to
find the saddle point numerically. The method is iterative and needs an initial
guess of the root of the function fn. We know that
dfn(P,T) d ( Bn(P,r)\
~d; ~=Tr(/(ftT) + l4JM)
iy/l + p2 a (xn ~ crryn + pzn)yn
\P\ +2K +4-f +T)H^)
(xn - aryn + pzn)2 (r-t + T)
2 (aj + Q:|(r — t + T)2 + af/32)2




T _ oynjoij + g%(t - T)2 + ajp2) - a\(t - T)(xn + pzn)
al(ayn(t - T) - (xn + pzn))
The function B^(P,t)/, t)) is also zero for the r = r1; thus the exponential
function governing the integrand takes a maximum for a value of r which real
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part is close to T\. Hence, as an initial guess, for large values of xn, yn and zn we
look for a saddle point close to T\.
It seems that the saddle function is a differentiable function. Since in our
calculations there is only one parameter value changing at each time we guess
that the saddle point lies on a line with the last two saddle points that we found
by changing the value of this parameter. To be more precise, say we have all the
parameters fixed except xn, and we have found the saddles r0 corresponding to
xn = xq and r\ corresponding to xn = x\ and now we want to find the saddle 72
corresponding to a value xn — x2. Then we use as an initial guess in Newton-
Raphson method r;n = 7i + (ri — r0) = 2r\ — r0. This gives better results in general
than using only the previous saddle point as an initial guess. This is significantly
better if our step size in xn, yn and zn is rather large, like one, and when the
value of xn + (3zn is larger than \tyn\.
For a tolerance set to be 10~6 we usually find a relevant saddle in less than
five iterations via the Newton-Raphson method. Still there are cases when we
do not succeed to find the right saddle point or we do not find a saddle point at
all. As fn has more than one saddle point it may happens that we find a saddle
but not the one we want to use. Although we do not have an expression for the
saddle, observations have shown that the relevant saddle has negative imaginary
part and it turns out that if we find an irrelevant saddle point its imaginary part
is positive. In theses cases, which seem to happen mostly for small values of xn,
we make another attempt to find the saddle using the fsolve function from the
optimization toolbox in Matlab with the previous saddle as an initial guess. The
fsolve solves for the real and imaginary part separately and takes far more time
to find the saddle than our self implemented Newton-Raphson method.
The rare cases where we do not find the saddle point at all are related to
the value of f5 being close to zero or even more seldom cases where f3 takes 011
large values. These cases are much less frequent when we use the interpolation
between the saddles and when we decrease the stepsize in xn, zn and yn. For both
small and large values of /3 the value of the integrand is very small because of the
nature of the real part of fn, see (6.10). Therefore when this happens we fix the
outcome to be zero.
C.2.2 The dominant endpoint
Bleistein's method as discussed in section B gives an asymptotic approximation
of Ip when one of the endpoint and the saddle point govern the integral. Thus,
we have two asymptotic approximations of the integral and we have to find where
want to use each of them.
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In section C.l we observed how the contribution from the endpoints evolved
from a single pulse to two separate pulses for large yn representing each of the
endpoints. When yn becomes even larger the saddle point contribution appears
as an oscillatory part between the pulses. As the saddle is governing the integral
in the region in between the pulses both methods should give the same approxi¬
mation to Ip. Thus, we use Bleistein's method with the zero endpoint if xn + (3zn
is close to zero and Bleistein's method with the t endpoint if xn + f3zn is close to
atyn. And we change between methods when xn + (3zn « atyn/2.
Having decided on when to use each of the two Bleistein's methods, we have
to decide on the sign of the root in a from each of them.
C.2.3 The sign of a
We choose the sign in
a = ±y/2(fn(re,P) - /„(rs,/?))
such that the topological order of the saddle point and the endpoint is preserved
in the complex r-plane. As we do not know the expression for the saddle it is
hard to decide this analytically but observations show that in Bleistein's method
including the zero endpoint we choose
( - y/2(b - fn{rs,/3)) if xn + f3zn = 0 and at < aT,
a = < y/2(b - fn(rs,f3)) if xn + /3zn = 0 and at > aT,
[ —a sign(x„ + f3zn)y/2(b - /„(rs,/?)) else
and in Bleistein's method including the t endpoint we choose
a _ f y/2(b - fn{rs,/3)) if {xn + /3zn) = atyn,\ -asign(atyn - (xn + f3zn))sj2(b - fn(rs,/3)) else
where we assume that sign(O) = 1.
C.2.4 Numerical integration of Ip
We calculate the integral numerically for xn between 0 and 20, yn between 0 and
15 and for the three values of zn in {0,10, 20}. For the numerical integration in f3
we use Simpson's method, see for example Kincaid and Cheney (2001, 483-484)
and we have noted that the main contribution comes from Q in the two regions
around j3 = — 1 and (3 — 1. Hence, restricting the /^-integration to the interval
[—3, 3] results in an error of less than 1%. We find this percentage by increasing
the integration interval and varying the stepsize.
We choose the stepsize for f3 to be 1/30. We arrived at this choice by examining
the case t = 7 for stepsize in /3 at 1/10, 1/30 and 1/100. We examined this special
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value of t as we observed unexpected oscillation for high values of the time t for
stepsize 1/10. We noted that passing from 1/30 to 1/100 results in a correction
of the integral by less than 1% and therefore the increase in calculation time in
passing from 1/30 to 1/100 does not make the result better.
The integral, as a function of xn and yn. has the appearance of a wave. To be
able to see this from the numerical results we need to choose the grid sufficiently
tight so that the crests of the waves appear clearly. For zn = 0 it is enough to
take the size of the xn and yn steps as 0.5 but for zn — 10 and zn = 20 it becomes
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