We study the Plotkin bound for codes over a finite Frobenius ring R equipped with the homogeneous weight. We show that for codes meeting the Plotkin bound, the distribution on R induced by projection onto a coordinate has an interesting property. We present several constructions of codes meeting the Plotkin bound and of Plotkin-optimal codes. We also investigate the relationship between Butson-Hadamard matrices and codes over R meeting the Plotkin bound.
Introduction
A binary (n, M, d) code is a subset of Z n 2 of size M such that any two elements differ in at least d places. The Plotkin bound for such codes states that M ≤ 2d 2d − n , whenever the right hand side is positive. An (n, M, d) -code is called Plotkin-optimal, if M + 1 > 2d/(2d − n) . Note that a code meeting the above bound is certainly Plotkin-optimal, but not every Plotkin-optimal code meets the bound.
For codes of length n over an arbitrary alphabet of size q with the Hamming metric, the Plotkin bound generalizes to M ≤ d/(d − γn) where γ = (q − 1)/q .
The paper [6] established a Plotkin bound for codes over finite Frobenius rings where the underlying distance function is induced by what is called the homogeneous weight (cf. [3] ). This includes the Hamming weight over finite fields, and the Lee weight over Z 4 . The generalized Plotkin bound states that M ≤ d/(d − γn) , where γ is the average weight. The present article is devoted to the study of codes over Frobenius rings which are Plotkin-optimal, and will first focus on those codes which meet the generalized Plotkin bound. The known results for codes over fields meeting the Plotkin bound generalize in nontrivial and interesting ways.
The paper is organized as follows. In Section 2 we give an introduction to finite rings, algebras and Frobenius rings and recall basic definitions and properties of homogeneous weights. In Section 3 we study codes meeting the Plotkin bound and characterize them in terms of the distributions induced on the given Frobenius ring by projection onto a fixed coordinate. We define a Fourier transform over finite Frobenius rings, and show how this fits naturally into our discussion of the distributions. Frobenius rings are the most general class of rings on which the basic theory of the Fourier transform holds. Section 4 focuses on Plotkin-optimal codes and discusses various constructions for this class of codes. There is a well-known relationship between Hadamard matrices and binary codes meeting the Plotkin bound. We investigate the generalization of these results for codes over Frobenius rings and Butson-Hadamard matrices in the final section.
Preliminaries on Finite Rings and Weight Functions
In this section we recall and develop all facts that are required for an understanding of the subsequent parts of the paper.
Homogeneous Weights on Finite Rings
Homogeneous weights have been introduced by I. Constantinescu and W. Heise [3] . They may be thought of as a generalisation of the Hamming weight for finite rings.
Definition 2.1 A real-valued function w on the finite ring R is called a (left) homogeneous weight, if w(0) = 0 and the following is true:
(H1) For all x, y ∈ R , Rx = Ry implies w(x) = w(y) .
(H2) There exists a real number γ such that y∈Rx w(y) = γ |Rx| for all x ∈ R \ {0} .
Right homogeneous weights are defined accordingly, and since we are dealing exclusively with left homogeneous weights in the sequel we will refer to these simply as homogeneous weights. The number γ is the average value of w on R , and the condition (H2) says that the average value of w is constant on every nonzero principal ideal of R . Homogeneous weights exist on any finite ring, see Theorem 2.2 below. The weights and γ may all be scaled by any real number and the conditions (H1) and (H2) will still be satisfied. On a finite field F q the Hamming weight is a homogeneous weight; if all nonzero elements of F q have weight 1 then γ = (q − 1)/q . On Z 4 the Lee weight is a homogeneous weight; if w(1) = w(3) = 1 and w(2) = 2 then γ = 1 .
As a preparation for Theorem 2.2 we recall the general Möbius inversion on partially ordered sets (cf. [16, ch. 3.6 ] for example):
For a finite poset P consider the function µ : P × P −→ C implicitly defined by µ(x, x) = 1 and y≤t≤x µ(t, x) = 0 if y < x , and µ(y, x) = 0 if y ≤ x . It is called the Möbius function on P and induces for arbitrary pairs of real-valued functions f, g on P the following equivalence, referred to as Möbius inversion:
Let R be a finite ring and µ the Möbius function on the set {Rx | x ∈ R} of its principal left ideals (partially ordered by set inclusion). Further let R × denote the set of units of R . Then the following theorem from [7] shows the existence and uniqueness of homogeneous weights on finite rings. Theorem 2.2 A real-valued function w on the finite ring R is a homogeneous weight if and only if there exists a real number γ such that w(
Finite Frobenius Rings
Let R be a finite ring. By J(R) we mean the Jacobson radical of R , i.e. the intersection of all maximal left ideals of R . Note that this is the same as the intersection of all maximal right ideals of R . The left socle of R is the sum of all simple left ideals of R and will be denoted by soc( R R) . Accordingly the right socle soc(R R ) is defined as the sum of all simple right ideals of R . Note that the left and right socles of a finite ring are two-sided ideals, which do not necessarily coincide.
Define R := Hom Z (R, C × ) the character group of the additive group of R . Then R has the structure of an R -R -bimodule by defining χ r (x) := χ(rx) and r χ(x) := χ(xr) for all r, x ∈ R , and for all χ ∈ R . From [17] , [9] and [7] we summarize the following facts. Theorem 2.3 For a finite ring R the following are equivalent:
(e) R and R are isomorphic as left R -modules.
(f ) R and R are isomorphic as right R -modules.
We mention that this theorem is not true for infinite rings. Parts (e) and (f) are most useful for us in this paper. Theorem 2.3 leads us to the definition of a finite Frobenius ring. Note that for a finite Frobenius ring there exist characters χ and ψ such that
We call such χ a left-generating character and ψ a right generating character. It is worth mentioning that every left generating character is right generating at the same time. Furthermore, the kernel of a generating character does not contain any non-trivial left or right ideal of R (cf. [17] ).
It has been observed by T. Honold [9] that homogeneous weights on finite Frobenius rings can be written in terms of a generating character of the given ring.
Proposition 2.5 Let R be a finite Frobenius ring with generating character χ . Then every homogeneous weight on R is of the form
By property (H2), the average weight of a left principal ideal of R is γ . The following proposition shows that for any coset of either a left or right ideal, the average weight is γ . This property is equivalent to R being Frobenius. Proposition 2.6 Let I be either a left or a right ideal of a finite Frobenius ring R , and let y ∈ R . Then r∈I+y w(r) = γ|I| .
Proof : From the preceeding proposition we have
Since χ is a generating character, I is not in the kernel of χ . Thus, r∈I χ(ru) = 0 , which yields the claim.
2
We now cite a key result from [6] (Proposition 1.4 there) which we will use later.
Proposition 2.7 Let R be a finite Frobenius ring, let w : R −→ R be a homogeneous weight of average value γ > 0 , and let P be a probability distribution on R . Then there holds the following inequality:
x,y∈R
Frobenius Algebras and Trace Functions
Traditionally a Frobenius algebra is an F -algebra A (where F is a field) that is equipped with a non-degenerate bilinear form , which is compatible with the multiplication in the sense that ab, c = a, bc for all a, b, c ∈ A .
Equivalently, this algebra is characterized by the fact that it has an F -linear form tr : A −→ F such that no proper left or right ideal is contained in the kernel of tr . In fact, given the bilinear form , the trace may be defined as tr(x) := 1, x , and given the trace function tr we may define a bilinear form by a, b := tr(ab) .
We now extend this point of view to arbitrary finite Frobenius rings.
Proposition 2.8 Let R be a finite Frobenius ring. Then there exists a positive integer n , a unital embedding i : Z n −→ R , and a surjective Z n -linear mapping tr : R −→ Z n , such that ker(tr) does not contain any proper left or right ideal of R . This number n is called the characteristic of R .
Proof : Clearly, the canonical homomorphism Z −→ R has a non-trivial kernel, say nZ , and hence induces the unital embedding of the characteristic subring Z n into R . This number n is usually called the characteristic of R .
On the other hand, R has a generating character χ whose image is a finite subgroup of the multiplicative group of C . This subgroup must be cyclic, and hence isomorphic to Z m for some m ∈ N . Thus m is the order of χ in R . As R is isomorphic to R , m is also the order of 1 in R , and hence we find m = n .
Choosing a generator of im(χ) we can define an isomorphism log : im(χ) −→ Z n . Then tr := log ·χ is an additive surjection of R onto Z n . This surjection is Z -linear and hence Z n -linear. Its kernel coincides with the kernel of χ , and thus does not contain any non-trivial left or right ideal of R . 2
Note that tr is a trace function in the above-mentioned sense. Consequently, every finite Frobenius ring of characteristic n possesses a non-degenerate Z n -valued bilinear form , which is compatible with the multiplication of R . This form is indeed given by a, b = tr(ab) , for all a, b ∈ R . We are now interested in codes attaining this bound. To get prepared we observe that the proof of this bound uses Proposition 2.1 in [6] , which states that for any (n, M, d) code
Codes over Rings Meeting the Plotkin Bound
Examining the proof of the Plotkin bound in [6] shows that equality in the bound holds if and only if both inequalities above are actually equalities. Two statements follow immediately. For a code with parameters (n, M, d) attaining the Plotkin bound, d = γnM/(M − 1) , and the distance between any two codewords is d .
A further observation requires some preparation. For each i ∈ {1, . . . , n} let P i be the distribution on R induced by the i th coordinates of the elements of C ; in other words we define P i (r) := |{c ∈ C | c i = r}|/M . From the proof of inequality (1) it may be seen that the second inequality in (1) becomes an equality if and only if r,s∈R w(r − s)P i (r)P i (s) = γ for each i . Now Proposition 2.7 says that for any distribution P on R , there holds r,s∈R
An examination of the proof of Proposition 2.7 shows that equality holds if and only if
This justifies a definition.
From the discussion above we have (b) The distribution P i on R induced by the i -th coordinate projection is admissible.
The second part may be seen as an interesting generalization of the property of q -ary codes meeting the Plotkin bound under Hamming distance -namely that each symbol occurs the same number of times in any coordinate. We therefore study further the admissible distributions. The next proposition shows that the expected weight of any admissible distribution is γ .
Proposition 3.3 Let P be an admissible distribution on the finite Frobenius ring R . Then r∈R P (r)w(r) = γ .
Proof : From Proposition 2.5,
The second term vanishes since P is admissible. 
Characterising Admissible Distributions
For a better understanding of the set of all admissible distributions we briefly recall the Fourier transform on the function space C R = {f : R −→ C} .
Let R be a finite Frobenius ring and χ a generating character. For X ⊆ R , we let 1 X be the characteristic function of X , i.e.
1 X (y) = 1 : y ∈ X 0 : else, and by abuse of notation we write 1 r instead of 1 {r} for given r ∈ R . We consider C R as a complex algebra in two ways. Define the Hadamard product for f, g ∈ C R by
for all x ∈ R , and let
and let
For a function f : R −→ C we define the (left) Fourier transform f : R −→ C as
One may readily verify that this map is an isomorphism of algebras from S ⋆ to S • . In particular, 1 R = 1 0 and for all complex-valued functions f, g on R there holds:
Furthermore,
Thus the inverse of the Fourier transform takes f : R −→ C to f : R −→ C where
The ring S • is clearly a principal ideal ring; each ideal is generated by 1 X for some X ⊆ R . Consequently, S ⋆ is also a principal ideal ring with ideals generated by 1 X for X ⊆ R . Let A be the set of admissible functions
We see that A is generated by 1 R\R × .
We are interested in those distributions on R which are contained in this ideal. We start with a simple observation.
Lemma
where I ⊥ := {x ∈ R | Ix = 0} . For I nonzero, I ⊥ is a proper right ideal of R , and hence 1 I ⊥ ∈ 1 R\R × . Our claim follows from P r+I = 1 r ⋆ P I . 2 Lemma 3.5 1 R\R × is a linear combination of 1 xR for x ∈ R \ R × .
Proof : We use Möbius inversion on the set of all S • -valued functions on {xR | x ∈ R} . First we observe that
This is equivalent to
Specialising the latter to x = 1 we then obtain
and hence we obtain the claim. 2
Theorem 3.6 The ideal A of admissible functions in S ⋆ is generated by {1 Rr : r ∈ R \ {0}} . Consequently, every admissible distribution on R is a linear combination of characteristic functions for non-zero left principal ideals of R , that is 1 Rr+s for r, s ∈ R , and r = 0 .
Proof : Since ( s∈R a s 1 s ) ⋆ 1 Rr = s∈R a s 1 Rr+s , an element of S ⋆ is in the ideal generated by {1 Rr | r ∈ R \ {0}} if and only if it is the vector space generated by {1 Rr+s | r ∈ R \ {0}, s ∈ R} . We know A is generated by 1 R\R × , so it is sufficient to show that 1 R\R × is a linear combination of 1 Rr+s for r, s ∈ R with r = 0 .
From the lemma, 1 R\R × = − yR<R µ(yR, R) 1 yR . We have 1 yR = |yR| |R| 1⊥ yR and for any r ∈ ⊥ yR , 1⊥ yR = 1 Rr+s where the sum is over all cosets of Rr in ⊥ yR . Combining these observations we see that 1 R\R × is a linear combination as claimed.
2 Example 3.7 The rows of the following matrix list a Plotkin optimal code over Z 4 equipped with the Lee-metric, in which the first column has a non-uniform -but certainly admissibledistribution. 
The distribution on the first column is given by
Constructions of Plotkin-Optimal Codes
Throughout this section, let R be a finite Frobenius ring and let w be a homogeneous weight of average γ on R . Recall from [6, Prop. 2.1] that for any code C with parameters (n, M, d) , we
In this section we investigate codes meeting this bound or optimal with respect to the bound. 
Codes from Bilinear Forms which Meet the Plotkin Bound
First in this section we produce codes over any finite Frobenius ring with n = M − 1 and d = γM , which therefore meet the Plotkin bound. Recall that in section 2.3 we showed that any finite Frobenius ring has a bilinear form with values in the characteristic subring Z/nZ . In many instances a module over R will have a bilinear form.
Definition 4.1 An R -bilinear form on a bimodule R A R over R is a function , : A × A −→ R which (i) is additive in both arguments,
(ii) satisfies rx, y = r x, y and x, yr = x, y r for all x, y ∈ A and r ∈ R .
If in addition the R -bilinear form satisfies xr, y = x, ry for all x, y ∈ A and all r ∈ R , we say that the form is compatible with the multiplication in A . Proof : We only need to show that any two distinct rows of C have distance d = γM . For that, let C x and C z be two distinct rows of C . We compute
As the bilinear form is non-degenerate, the ideal x − z, A is a non-trivial right ideal of R , and hence y∈ x−z,A w(y) = γ| x − z, A | by Proposition 2.6. By a homomorphism argument we finally conclude that |R(x − z) ⊥ | | x − z, A | = |A| , and the claim follows.
2 Corollary 4.4 For any positive integer n there is a code over R meeting the Plotkin bound with parameters (|R| n − 1, |R| n , γ |R| n ) .
The next result is a generalization of the above theorem, which gives more codes meeting the Plotkin bound. Proof : This code is simply the shortening of the code of the previous theorem in the coordinates corresponding to y ∈ B . We only use rows whose coordinate in column y is 0 when y ∈ B , and we project to the coordinates y ∈ A \ B . The distances will be unchanged. Checking the Plotkin bound we have the upper bound on the distance
Since R is Frobenius |B ⊥ ||B| = |A| . Thus the Plotkin bound on the minimum distance is γ|A| and the code is Plotkin optimal. 
Divisibility Criteria for Codes Meeting the Plotkin Bound
The constructions in the preceeding subsection all produced codes meeting the Plotkin bound which satisfied (M − 1) | n . In this subsection we construct some simple examples where this is not the case. In investigating divisibility criteria it will be useful to choose
coprime, we have the following divisiblity criteria, M | d and (M − 1) | γn . These conditions limit the existence of codes meeting the Plotkin bound. We first consider M − 1 = γ , and then give a code with M − 1 = γ , but also (M − 1) | n .
Example 4.7 Suppose (M − 1) = γ . This leads to d = n(γ + 1) . We consider three cases for the ring R : finite fields, Z 2p for p an odd prime, and Z 15 .
Over a finite field F q , we take γ = q − 1 , and the weight of a nonzero field element is q . Letting M = γ + 1 = q , gives d = nq . The repetition code of length n meets the Plotkin bound.
Over the ring Z 2p , with p an odd prime we have γ = p − 1 , w(2) = p and w(p) = 2(p − 1) . The ideal generated by 2 is a code of length 1 and meets the Plotkin bound: it has p elements and constant distance p = γ + 1 . A repetition code of any length n on this ideal will also meet the Plotkin bound.
Over Z 15 , we have γ = 8 and, for u a unit, w(3u) = 10 , w(5u) = 12 and w(u) = 7 . For M = γ + 1 , a code meeting the Plotkin bound satisfies d = 9n . This is impossible for n = 1 or 2, since no integer combination of the given weights can yield 9 or 18. For n = 3 this is possible only if any two words differ in two positions by an element of 3 and in the other by a unit. One can show this cannot be done. For n = 4 , a code meeting the Plotkin bound is only possible if any two words differ by an element of 5 in each of three positions and are the same in the fourth. This may be achieved by taking the Plotkin optimal linear code over F 3 generated by (1, 1, 1, 0) and (0, 1, 2, 1) and multiplying each vector by 5. 
Plotkin Optimal Codes by Concatenation
Let C and C ′ be two codes with parameters (n, M, d) and (n ′ , M ′ , d ′ ) . Assume that the words in C and C ′ are enumerated, so C = {c 1 , c 2 , . . . , c M } and
We form a new code C C ′ by concatenating the i th words of the two codes, for
The new code has parameters (n + n ′ , M, d + d ′ ) . The next proposition shows that this process may be used to combine codes meeting the Plotkin bound to obtain Plotkin optimal codes. Proposition 4.9 Let C 1 and C 2 be codes over R meeting the Plotkin bound and having parameters (n 1 , M 1 , d 1 ) and (n 2 , M 2 , d 2 ) where we assume M 1 ≤ M 2 .
(a) C 1 C 2 meets the Plotkin bound if and only if M 1 = M 2 .
(b) If M 1 < M 2 then C 1 C 2 is a Plotkin optimal code of length n 1 + n 2 and distance
Proof :
and
.
, we see that C 1 C 2 meets the Plotkin bound if and only if
When M 1 = M 2 then C 1 C 2 is a Plotkin optimal code of length n 1 + n 2 and distance d 1 + d 2 if and only if
Butson-Hadamard Matrices and Plotkin-Optimal Codes
There is a close connection between Hadamard matrices and the Plotkin bound for binary codes (see [11, Ch.2, §3] ). A Hadamard matrix [8] is an m × m matrix H with entries ±1 such that HH T = mI . It was observed in [1] that a binary code with parameters (n, M, d) meeting the Plotkin bound and satisfying n = M − 1 may be transformed into an M × M Hadamard matrix and vice-versa. The connection was advanced by Levenshtein [10] , who showed that Plotkin optimal binary codes exist for all n, d satisfying d > n/2 provided that 4r × 4r Hadamard matrices exist for all r ∈ N . The latter is a long-standing conjecture due to Hadamard. Our Theorem 4.5 and Proposition 4.9 generalize some ingredients of Levenshtein's proof to codes over Frobenius rings.
There are various generalizations of Hadamard matrices. Previously, Seberry and MacKenzie [14] have made some connections between q -ary codes meeting the Plotkin bound (with the Hamming metric) and a generalization of Hadamard matrices due to Drake [4] . We are concerned with a generalization due to Butson [2] . A Butson-Hadamard matrix of type BH (t, m) , is an m × m matrix H whose entries are complex t -th roots of unity such that HH * = mI , where H * is the conjugate transpose of H . A Butson-Hadamard matrix with t = 2 is a Hadamard matrix. Two BH (t, m) Butson-Hadamard matrices H and H ′ are said to be equivalent if there exist m × m permutation matrices P, P ′ , and m × m diagonal matrices D, D ′ whose diagonal entries are t -th roots of unity, such that P DHD ′ P ′ = H ′ . In this section we explore the connection between Butson-Hadamard matrices and codes over Frobenius rings meeting the Plotkin bound.
Constructing Butson-Hadamard Matrices
Our first result shows that the construction in Theorem 4.3 is easily modified to yield a ButsonHadamard matrix. As far as we know, this has not appeared in the literature.
Theorem 5.1 Let R be a finite Frobenius ring of characteristic t and let χ be a generating charcter for R . Let R A R be a bimodule over R equipped with a non-degenerate bilinear form , , and let m = |A| . Then the (m × m) -matrix H defined by
Proof : For distinct rows x, z, ∈ A we compute y∈A
As the given bilinear form is non-degenerate we find that x − z, A is a non-zero right ideal of R . Therefore the generating character does not vanish on x − z, A , and hence y∈A χ( x − z, y ) = 0.
For x = z we easily verify that
This completes the proof. 2
The matrix of the theorem is obtained by listing the codewords of the Plotkin optimal code in Theorem 4.3, prepending a column of zeros and applying the generating character to each entry. For binary codes meeting the Plotkin bound and satisfying n = M − 1 these operations always yield a Hadamard matrix. This is not the case for codes over Frobenius rings. Indeed, the code over Z 4 in Example 3.7 does not yield a Butson-Hadamard matrix.
Constructing Binary Hadamard Matrices
It is plausible that Theorem 5.1 could be used to construct inequivalent ±1 Hadamard matrices by choosing different rings of characteristic 2, and different characters. Unfortunately, this is not the case, as we will now show.
First recall that the Sylvester Hadamard matrix is the 2 n × 2 n matrix ((−1) u·v ) where u and v range over (Z/2) n , and u · v is the standard dot product.
Proposition 5.2 Let R be a finite Frobenius ring of characteristic 2 , and let χ be a generating character. Then the matrix (χ(xy)) x,y∈R is a ±1 Hadamard matrix, and is equivalent to the Sylvester Hadamard matrix.
Proof : By Proposition 2.8 we know that there exists a trace function tr : R −→ Z/2 and a nondegenerate Z/2 -bilinear form x, y = tr(xy) that is compatible with the multiplication. Any generating character χ has the form χ(x) = (−1) tr(x) for some trace function. Then χ(xy) = (−1) tr(xy) = (−1) x,y .
It can be shown (using the classification of bilinear forms) that the Hadamard matrix (−1) B(x,y) is equivalent to the Sylvester Hadamard matrix for any nondegenerate bilinear form B . 2
Perhaps using non-Frobenius rings with characters that do not correspond to a trace function would yield other Hadamard matrices.
Constructing Codes from Butson-Hadamard Matrices
We now show how to construct a code over Z t meeting the Plotkin bound from a Butson-Hadamard matrix of type BH (t, m) . Let ζ = e 2πi/t and let χ : Z t → C be the generating character defined by χ(1) = ζ . For a t -th root of unity in C we write log ζ for the inverse map to χ .
Lemma 5.3
Suppose that a probability distribution P on Z t takes rational values, and satisfies r∈Zt P (r)ζ r = 0.
Then P is admissible.
Proof : The polynomial g(X) = t−1 r=0 P (r)X r vanishes on ζ . Since g(X) has rational coefficients, all the conjugates of ζ are also roots of g(X) . Thus for all units u ∈ Z t , we have g(ζ u ) = 0 . Equivalently, r∈R P (r)χ(ur) = 0
for all u ∈ R × so P is admissible. 2
It is readily verified that any Butson-Hadamard matrix is equivalent to a normalized matrix, having each entry in the first row and first column equal to 1. Then the code in (Z t ) M −1 formed by taking the rows of T and omitting the first coordinate is a code over Z t with parameters (M − 1, M, γM ) that meets the Plotkin bound.
