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Resumo Estendido
Apesar do crescente poder computacional que tem vindo a caracterizar as novas
gerac¸o˜es de smarphones, ainda existem aplicac¸o˜es que teˆm necessidade de delegar a
computac¸a˜o num conjunto de servidores existentes na Internet. Este modelo assume
uma ligac¸a˜o a` Internet sempre disponı´vel e introduz uma lateˆncia na˜o negligencia´vel.
A computac¸a˜o em nuvem e´ um paradigma inovador em que os recursos de um con-
junto de servidores sa˜o partilhados de forma transparente por um conjunto de uti-
lizadores. Este paradigma, simplifica a gesta˜o dos recursos, criando o conceito de
computac¸a˜o ela´stica, em que cada utilizador pode aumentar ou diminuir facilmente
os recursos que lhe esta˜o atribuı´dos. A tese estuda as vantagens e desafios coloca-
dos a` aplicac¸a˜o de uma variac¸a˜o do conceito de tradicional computac¸a˜o em nuvem,
onde os dispositivos mo´veis dispensam a conectividade a` Internet, definindo uma ar-
quitetura para aplicac¸o˜es mo´veis com elevado poder computacional, beneficiando da
computac¸a˜o mo´vel colaborativa (CMC). Neste cena´rio, o poder computacional e´ ob-
tido a partir de um conjunto de dispositivos mo´veis, que se coordenam entre si para
atingir um objetivo comum - a execuc¸a˜o de um conjunto de tarefas propostas por um
ou mais participantes. Espera-se que a utilizac¸a˜o da CMC permita por um lado obter
resultados num tempo inferior ao que leva a delegac¸a˜o da tarefa na nuvem comercial
e por outro atenue o impacto das situac¸o˜es em que o acesso a` Internet na˜o se encontra
disponı´vel e ao mesmo tempo alivie a largura de banda consumida por estas aplicac¸o˜es
nos canais de comunicac¸a˜o celular.
A implementac¸a˜o da arquitetura proposta apresenta uma se´rie de desafios a` sua
implementac¸a˜o. Entre estes incluem-se a privacidade dos dados dos utilizadores, com-
portamentos desviantes que explorem a natureza da CMC, eleic¸a˜o dos fornecedores do
poder computacional, ca´lculo da complexidade das tarefas e impacto no consumo de
energia. Os desafios sa˜o pela proposta da criac¸a˜o de um middleware a que demos o
nome de Ambiente de Computac¸a˜o Mo´vel Colaborativo (ACMC).
Para que a CMC venha a ser adotada pelos utilizadores, o ACMC tera´ de fornecer
mecanismos que permitam estabelecer a confianc¸a entre os dispositivos e incentivar a
partilha de recursos. A tarefa de permitir que dispositivos vizinhos executem tarefas
localmente torna-os vulnera´veis a ataques a` confidencialidade e privacidade de da-
dos, e de exausta˜o de recursos. Estes ambientes devem ser munidos de ferramentas
que penalizem os utilizadores que apresentem comportamentos desviantes (egoı´smo,
falsificac¸a˜o de resultados, etc.). Normalmente, estes requisitos sa˜o enderec¸ados por: i)
sistemas de incentivo, em que os dispositivos recebem uma retribuic¸a˜o pela execuc¸a˜o
de uma tarefa; ou ii) sistemas de reputac¸a˜o que detetam dispositivos egoı´stas e os
anunciam aos seus pares. Esta tese apresenta o sistema hı´brido de reputac¸a˜o e in-
centivo (HRI), que combina as caracterı´sticas de ambos os sistemas de incentivo e de
reputac¸a˜o. O HRI aborda ainda o requisito da privacidade, uma vez que assume e
encoraja os utilizadores a mudarem frequentemente o seu pseudo´nimo. O trabalho
mostra que este sistema deteta va´rias formas de ataque, mesmo sem necessitar que os
dispositivos estejam ligados a` Internet, atrave´s da definic¸a˜o de diferentes modelos de
ameac¸a onde mesmo com 90% de dispositivos egoı´stas na rede foi possı´vel detetar 87%
dos dispositivos egoı´stas.
Por na˜o impor a conectividade a uma entidade confia´vel e centralizada que aplique
de imediato as penalizac¸o˜es, o modelo poderia por em risco todo o ambiente, uma vez
que encoraja os utilizadores bem comportados a assumirem tambe´m eles comporta-
mentos desviantes ou a abandonar o sistema. Adicionalmente, o sistema e´ vulnera´vel
a interpretac¸o˜es incorretas de comportamentos, que resultam quer das incertezas que
caracterizam o meio de execuc¸a˜o, quer de atuac¸o˜es maliciosas de alguns utilizadores.
Para isso o modelo introduz uma entidade central confia´vel (ECC) que deve ser contac-
tada esporadicamente por todos os dispositivos e que e´ responsa´vel por disseminar a
informac¸a˜o de reputac¸a˜o dos dispositivos e por funcionar como fiel deposita´rio do di-
nheiro virtual dos diversos dispositivos. Para tal, a ECC usa um algoritmo de predic¸a˜o
de contactos que dissemina a informac¸a˜o de reputac¸a˜o dos dispositivos de forma en-
viesada, incluindo na lista enviada para cada dispositivo a lista dos dispositivos que
sa˜o esperados ser encontrados num futuro pro´ximo.
Uma das aproximac¸o˜es mais comuns para criar o algoritmo de predic¸a˜o e´ extra-
pola´-la a partir de experieˆncias anteriores. Este trabalho investiga os padro˜es recor-
rentes de contactos observados entre grupos de dispositivos usando um conjunto de 9
anos de registos de acesso a uma rede sem fios, produzidos por 76479 dispositivos
que acederam a um dos 239 pontos de acesso da rede eduroam existente no Insti-
tuto Polite´cnico de Lisboa (IPL). Este esforc¸o permitiu modelar as probabilidades de
ocorreˆncia de um contacto, numa data predeterminada, entre grupos de dispositivos
usando uma distribuic¸a˜o em curva de poteˆncia que varia de acordo com o tamanho da
vizinhanc¸a e perı´odo de recorreˆncia.
Em termos gerais, este modelo pode ser utilizado por aplicac¸o˜es que necessitam de
disseminar grandes conjuntos de dados por grupos de dispositivos. A tese apresenta
um algoritmo que fornece previso˜es de contactos dia´rios, baseando-se no histo´rico
de encontros entre pares e a sua durac¸a˜o, que foi posteriormente aplicado ao HRI.
Este algoritmo conseguiu melhorar em quase 38% a capacidade do HRI detetar dis-
positivos egoı´stas. Adicionalmente este algoritmo pode ser utilizado para disseminar
tambe´m informac¸a˜o sobre dispositivos na˜o egoı´stas, mas com grande probabilidade
de serem encontrados e assim reduzir o nu´mero de mensagens trocadas entre dispo-
sitivos para confirmac¸a˜o de reputac¸a˜o e resultados reduzindo assim a utilizac¸a˜o de
energia do ACMC. Esta variac¸a˜o, permitiu manter a capacidade de detec¸a˜o de dispo-
sitivos egoı´stas nos valores anteriores e, permitir que quase 37% das trocas de tarefas
entre dispositivos fossem otimizadas.
O mesmo conjunto de dados foi utilizado para identificar padro˜es de mobilidade
humana. A compreensa˜o destes e´ relevante para o desenvolvimento e avaliac¸a˜o de
aplicac¸o˜es ubı´quas. Teˆm vindo a ser desenvolvidos diversos modelos que permitem
contornar a escassez e as dificuldades existentes em capturar dados de mobilidade.
A precisa˜o na replicac¸a˜o da mobilidade humana observada por estes modelos varia.
Maioritariamente, cada modelo concentra-se em replicar algumas das me´tricas que fo-
ram observadas, enquanto negligeˆncia outras. Infelizmente, todos os modelos tendem
a descurar a diversidade, na func¸a˜o e objetivos dos utilizadores mas tambe´m nos dis-
positivos que sa˜o usados para aceder a` rede sem fios. A tese introduz o MobIPLity, um
gerador de cena´rios de mobilidade que extrai registos de movimento a partir dos regis-
tos de acesso presentes no conjunto de dados anteriormente referido. Os resultados do
MoIPLity sa˜o tornados pu´blicos na expectativa de que a sua escala permita suportar
avaliac¸o˜es baseadas exclusivamente em dados de mobilidade reais, removendo assim
a incerteza que surge da utilizac¸a˜o de modelos de mobilidade sinte´ticos. Os registos
mostram que existem diferenc¸as entre tipos de dispositivos, com impacto em aspetos
como a durac¸a˜o observada dos registos de mobilidade, velocidade, tempos de pausa e
entre contactos e disponibilidade e que dificilmente e´ replicada por outros modelos de
mobilidade sinte´ticos.
Os registos sa˜o comparados com modelos sinte´ticos utilizando um conjunto de
me´tricas. A comparac¸a˜o levanta algumas questo˜es relativamente a`s assunc¸o˜es feitas
nos cena´rios tı´picos de avaliac¸a˜o com modelos sinte´ticos. Observou-se que o nu´mero
crescente de smartphones resulta em mudanc¸as significativas do padra˜o de utilizac¸a˜o,
com impacto na quantidade de tra´fego e tempo de ligac¸a˜o dos utilizadores a` rede. Esta
analise permite identificar mudanc¸as na forma de mobilidade dos dispositivos mo´veis
ao longo dos u´ltimos anos e fundamentar, assim, novas aplicac¸o˜es que aproveitam este
extenso aglomerado de poder de computac¸a˜o e armazenamento recorrendo a formas
de comunicac¸a˜o direta sem fios.
Abstract
Although the computational power of mobile devices has been increasing, it is still
not enough for some classes of applications. In the present, these applications delegate
the computing power burden on servers located on the Internet. This model assumes
an always-on Internet connectivity and implies a non-negligible latency. Cloud com-
puting is an innovative computing paradigm where the resources made available by
a number of servers are transparently shared by its users. Cloud computing simpli-
fies resource management, establishing the ground for the elastic computing concept,
where each user can easily enlarge or reduce his amount of resources. The thesis stud-
ies the challenges and contributions posed to the application of the cloud computing
concept to wireless networks. The goal is to define a reference architecture for high
performance mobile application, the Collaborative Cloudless Computing (C3) together
with a framework that addresses the challenges raised decomposing it on a series of
components. The framework, named Mobile Collaborative Cloudless Computing En-
vironment (MC3E) dismisses the connection to the Internet. In this scenario, comput-
ing power is obtained from neighbouring mobile devices, which coordinate to achieve
a common goal: the execution of tasks requested by one or more participants. Expec-
tations are that the use of the C3 concept contributes to: i) reduce the response time, in
comparison with delegations on commercial clouds; ii) reduces user frustration when
Internet connectivity is not available or its bandwidth is not sufficient; and iii) allevi-
ates the bandwidth consumed by these applications in the cellular infra-structure.
Allowing a mobile device to provide a service to the neighbouring peers carries
non-negligible risks, of which confidentiality, privacy and selfishness are good exam-
ples. To discourage selfishness, two approaches are typically taken: i) in trade based
systems, devices agree on a retribution for the execution of a task; ii) in trust based
systems rogue devices are detected and advertised by their peers. This thesis de-
scribes and evaluates a hybrid system, combining trade and trust-based characteris-
tics. We call this approach the Hybrid Trust and Trade system (HTnT). HTnT suits
well privacy requirements as it assumes and encourages users to frequently change
their pseudonyms. The work shows that the service detects several misbehaving ap-
proaches, even without requiring interacting devices to be connected to the Internet.
HTnT will use the capability to anticipate a contact with another device. This
knowledge is useful for other applications that rely on some form of data harvesting
or hoarding.
One of the most promising approaches for contact prediction is to extrapolate from
past experiences. This work investigates the recurring contact patterns observed be-
tween groups of devices using an 9-year dataset of wireless access logs, produced by
76479 devices that connected to one of the 239 access points of the eduroam network
at the Lisbon Polytechnic Institute (IPL). This effort permitted to model the probabil-
ities of occurrence of a contact at a predefined date between groups of devices using
a power law distribution that varies according to neighbourhood size and recurrence
period.
In the general case, the model can be used by applications that need to disseminate
large datasets by groups of devices. As an example, we present and evaluate an al-
gorithm that provides daily contact predictions, based on the history of past pairwise
contacts and their duration, that will be applied into HTnT.
Human mobility pattern analysis also used the same dataset. The understanding
of human mobility patterns is key for the development and evaluation of ubiquitous
applications. To circumvent the scarcity and difficulties in capturing mobility data, a
number of models has been devised. The accuracy in replicating observed human mo-
bility by these models varies. In general, each model concentrates n replicating some of
the metrics that have been observed, while neglecting others. Unfortunately, all tend to
neglect diversity, in the roles and goals of the users but also in the devices that are used
to access the wireless network. We present MobIPLity, a mobility scenario generator
that extracts mobility traces from the access records of the IPL dataset. MobIPLity is
made publicly available in the expectation that its large scale permits to support eval-
uations based exclusively on real mobility data, thus removing the uncertainty that
emerges from the use of synthetic mobility models. Traces emphasise the differences
that can be found between device types, with impact on aspects like the observed trace
duration, speed, pause times, inter contact times and availability and which can hardly
be replicated on synthetic mobility models.
The extracted mobility traces allowed for a comparison with other mobility mod-
els, where it was observable that the increasing number of smartphones resulted in
significant changes to the utilization pattern, with impact on the amount of traffic and
users connection time.
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1
Introduction
The increasing number of mobile devices1 (smartphones, tablets, laptops, etc.)
combined with informal observations of their usage pattern suggest that, in locations
where a significant concentration of individuals exists (shopping malls, cultural or
sport events, public transportation, vehicles), it is possible to find unused resources
(such as CPU cycles) on neighbouring devices, possibly carried by other users. Avail-
able resources are directly tied to the ever increasing capabilities of the mobile devices.
In spite of this aggregated amount of resources, applications frequently resort to the
Cloud, using an Internet connection, in order to expand their computational power.
This approach facilitates the development of resource hungry applications, such as
voice recognition (used on personal assistants such as Siri, Cortana or Google Now) or
route calculation (as in Apple Maps, Google Maps or Bing Maps).
This thesis proposes the Collaborative Cloudless Computing (C3) concept. In C3,
computing power is obtained from a federation of mobile devices in proximity. Mem-
bers coordinate to achieve a common goal: the execution of tasks requested by one or
more devices using exclusively the resources made available by the federation. C3 is
not expected to execute all tasks. Good examples are image or audio processing, or
any other task that uses data already present on the devices or acquired by the users.
Expectations are that the use of the C3 concept contributes to: i) reduce the applica-
tion response time, in comparison with delegations on commercial clouds; ii) reduce
user frustration when Internet connectivity is not available or its available bandwidth
1See ”Smartphone Market Share” Avaliable at: http://www.idc.com/prodserv/smartphone-os-
market-share.jsp (Last access on: 20 April 2015)
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is not sufficient; iii) improve energy efficiency by reducing energy consumption of
the cellular network interface by in turn use the less power hungry short range wire-
less interfaces; and iv) reduce bandwidth impact in the cellular network infrastructure
(e.g. 3G and 4G), already overloaded in places where a large concentration of mobile
device exist (Tan et al., 2008; Wortham, 2009). Bandwidth gains can be achieved by
executing the task locally, or by sharing task results. Result sharing, is something to
consider since it has been shown that the likelihood of finding common tasks among
neighbouring devices is high (Kangasharju et al., 2010).
The contribution of this work is justified by the following case studies:
Alice is on vacations in Turkey, and is currently on an excursion organized by a national
travel agency, visiting the ruins of the ancient city of Ephesus. At the entrance an audio-guide
was provided. Unfortunately, Turkish was the only available option. Since Alice isn’t a flu-
ent Turkish speaker, she will try to use the audio translation application from her smartphone.
However, her Internet connection has a very low quality, the latency and available bandwidth
aren’t enough to provide a real-time translation. Since there are more users in the same excur-
sion that are interested in the same translation, the mobile devices organize between themselves
to obtain the computational power needed for real-time translation and all the users can listen
the audio-guide notes in their native language.
In another museum, Alice finds that some work of art has a description in Turkish. She
uses the camera from her device to take a photo of the description to be translated to her native
language. Unable to locally obtain the computational power needed for the translation from her
smartphone, and given the absence of Internet connectivity in the region, the application uses
C3 to obtain the computational powered needed. The translation result is itself stored in C3,
becoming available to other users.
Alice and her son Tommy are at the amusement park when all of a sudden, Tommy disap-
pears. After calling for help, Alice uses the emergency search app on her cell phone to spread a
picture of Tommy that she had taken earlier. An alarm with the picture is gossiped in the back-
ground by the smartphones at the park, who start to look for Tommy in photographs shot by
the devices recently. However, because face recognition is CPU intensive, smartphones extract
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faces from the photographs and delegate the facial recognition process to other smartphones in
the neighbourhood with spare CPU time, effectively sharing the load and speeding up the pro-
cess. In addition, some of the smartphones alert their users, thus creating a surveillance net that
increases its diameter every 5min. The picture is equally delivered to autonomous robots in the
park who use real time face recognition software to try to find Tommy. Chloe, an autonomous
robot who has received the picture, recognises Tommy and notifies Alice through the emergency
app, telling her where to pick up Tommy.
1.1 Problem Statement and Objectives
The introduction of the C3 model raises some new issues that cannot be found
when the traditional cloud provider model is used. On the C3 environment applica-
tions use an untrusted source for computation, which is affected by the inherent ratio-
nal behaviour of mobile device owners. Rational behaviour can assume two perspec-
tives: i) participants may require some sort of incentive in order to use the platform
and share their own mobile device resources; ii) participants may use the platform
to exploit others’ devices without sharing their own resources, resulting in a longer
lifetime of the own mobile device battery, at expenses of the remaining.
To encourage the adoption of the C3, an incentive has to be provided to keep
devices active and trust has to be established between peers with an acceptable be-
haviour. However, the creation of incentive and trust on the C3 must have a reduced
impact on the system as it must consider the limited resources of the devices. There-
fore, research of reputation systems, digital coin and dissemination algorithms must
be revisited to consider resource and connectivity limitations, such as reduced local
storage, energy or Internet connectivity. The dissemination of trust information will,
in our envisioned scenario, play a fundamental role and can benefit from a good esti-
mate of contact prediction between devices, to alleviate the device storage. An ideal
implementation of C3 would be able to predict contacts between devices and create
a trust and incentive ring between them, to allow the sharing of resources to occur
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when needed. Incentive can be materialized like a trade market, where resources are
exchanged between devices ensuring fairness.
This thesis investigates some of the problems posed to the successful deployment
of a system inspired by the C3 model. In particular, it aims to design and implement
a system that enables trust, by detecting misbehaviour, and incentive, rewarding re-
source sharing, in order to enable the adoption of the C3. This system will keep the
resource usage on each device low by using strategies based on contact prediction.
The contact prediction algorithm is created by observing contacts between devices on
a large dataset of Wireless LAN (frequently referred as WiFi) access records.
1.2 Contributions
The main contributions of this thesis are:
• The definition of an architecture for Collaborative Cloud Computing (C3), where
devices harvest resources from nearby neighbours and make available resources
for demanding applications to the users regardless of Internet connectivity.
• A system that supports incentive and trust metrics between mobile devices. In-
centive is responsible for keeping users motivated for sharing their local re-
sources. Trust is established between devices that behave correctly, while identi-
fying possible misbehaving actions from others by creating and sharing a set of
reputation information from/to all devices.
• An algorithm for prediction of contacts between peers, able to improve the dis-
semination of reputation information by anticipating devices that will be in range
in a nearby future.
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1.3 Results
The thesis presents the following results:
• A mobility scenario generator that creates mobility traces using real world data.
This scenario generator improves the evaluation process quality by using actual
data instead of the output of a statistical model.
• An extensive analysis of mobility data from the access records of 76479 mobile
devices that accessed at least one of the 239 access points of the eduroam WiFi
network of the Polytechnic Institute of Lisbon between 2005 and 2013.
• An extensive analysis on the recurrence of contacts between temporal communi-
ties of peers on a large dataset of mobility data together with a statistical mod-
elling of the characteristics observed.
• A hybrid trust and incentive reputation system for a C3 environment that uses a
contact prediction algorithm to disseminate information about misbehaving de-
vices to peers in a nearby future.
1.4 Outline of the Thesis
The thesis is structured as follows. Chapter 2 motivates the problem, presenting
the system model and discussing the multiple challenges raised by the C3 concept.
Chapter 3 presents the related work, which reflects the multiple lines of research
involved on the C3 concept. Each line of research is supported by a discussion of some
of the most relevant works in the area.
Figure 1.1 presents the outline of the following chapters of this thesis. The system
model and C3 architecture are detailed in Chap. 4. The chapter raises a discussion on
the challenges and possible solutions that can be pursued. For each challenge/solution
a set of components is proposed in order to define the C3 framework.
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Recurrence of Temporal Communities
Trust and Incentive System
Collaborative Cloud Computing
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Chap. 6
Chap. 7
Figure 1.1: Thesis outline
The component responsible for the trust and incentive, in particular a digital cash
protocol, are presented on Chapter 5.
The trust and incentive system uses the knowledge obtained from the analysis of a
large dataset of Wi-Fi access records to create an algorithm for predicting the recurrence
of temporal communities between mobile devices, which is the focus of Chap. 6.
In Chap. 7, the Hybrid Trust and Trade system implementation is detailed, which
address the trust and incentive requirement and uses the knowledge previously ob-
tained to make predictions of contacts between devices. The evaluation of such algo-
rithm uses mobility traces that were generated by MobIPLity, our mobility scenario
generator, and other mobility traces that are publicly available.
Chapter 8 summarizes this document with most significant conclusions and direc-
tions for future lines of work.
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Related Publications
Preliminary versions of portions of this dissertation have been presented in the
following publications:
Papers at international conferences or journals (all the following are available
on ACM and/or IEEE digital libraries):
• Cruz, Nuno, and Miranda, Hugo. 2015. Recurring contact opportunities within
groups of devices. In Proceedings of the 12th International Conference on Mobile
and Ubiquitous Systems: Computing, Networking and Services, MOBIQUITOUS ’15,
ICST, Brussels, Belgium, Belgium. ICST (Institute for Computer Sciences, Social-
Informatics and Telecommunications Engineering), Coimbra, PT. 2015. To ap-
pear.
In this paper we present an algorithm for prediction of contacts between devices
using the knowledge of contacts observed in the eduroam WiFi network access
logs from the Polytechnic Institute of Lisbon from 2005 to 2013. We applied this
data a dataset of taxi movements in Rome to evaluate the prediction capabilities
across multiple environments.
• Cruz, Nuno, and Miranda, Hugo. 2014. MobIPLity: A trace-based mobility sce-
nario generator for mobile applications. In Proceedings of the 11th International
Conference on Mobile and Ubiquitous Systems: Computing, Networking and Services,
MOBIQUITOUS ’14, pages 228-237, ICST, Brussels, Belgium, Belgium. ICST (In-
stitute for Computer Sciences, Social-Informatics and Telecommunications Engi-
neering), London, UK. 2014.
This paper presents the mobility scenario generator that uses the eduroam
dataset as input. Additionally, a web interface is presented on this publication,
allowing anyone to create mobility scenarios based on our dataset. An extended
version of this work is expected to appear in:
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• Cruz, Nuno, and Miranda, Hugo. 2015. MobIPLity: A trace-based mobility sce-
nario generator for mobile applications. EAI Endorsed Transactions on Ubiquitous
Environments. 2015. To appear.
• Cruz, Nuno, Miranda, Hugo, and Ribeiro, Pedro. 2014. The Evolution of User
Mobility on the Eduroam Network. In: 2014 IEEE International Conference on
Pervasive Computing and Communications Workshops (PERCOM Workshops), pages
249–253, Budapest, Hungary. 2014.
The eduroam dataset is extensively studied in this paper, presenting a statistical
analysis and popular metrics on the features present on the dataset. The work is
mainly focused on the year of 2012.
• Cruz, Nuno. (2014). Mobile collaborative cloudless computing. In 2014 IEEE In-
ternational Conference on Pervasive Computing and Communications Workshops (PER-
COM Workshops), pages 184–186, Budapest, Hungary. 2014.
The C3 concept was presented on this work. This work was presented at the PhD
Forum of PERCOM 2014.
• Busnel, Yann, Cruz, Nuno, Gillet, Denis, Holzer, Adrian and Miranda, Hugo.
(2013). Reinventing mobile community computing and communication. In 2013
12th IEEE International Conference on Trust, Security and Privacy in Computing and
Communications (TrustCom), pages 1450–1457, Melbourne, Australia. 2013.
This vision paper presents a new perspective on an application for mobile devices
that is supported by the C3.
• Cruz, Nuno, and Miranda, Hugo. (2013). A Hybrid Trust and Trade Service for
Mobile Collaborative Computing. In 2013 Seventh International Conference on Next
Generation Mobile Apps, Services and Technologies (NGMAST), pages 1–6, Prague,
Czech Republic. 2013.
The trust and incentive system for the C3 is presented in detailed in this work.
Evaluation was done using an implementation of the complete system in the OM-
Net++ Simulator using multiple threat models.
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National (Portuguese) conferences (available on conference website):
• Cruz, Nuno, Miranda, Hugo, and Ribeiro, Pedro. (2014). O impacto dos smart-
phones nos modelos de mobilidade tradicionais. In Atas do 6o Simpo´sio de In-
forma´tica (INForum 2014), pages 195–210, Porto, Portugal. 2014.
This work presents the mobility scenario generator, focused on the comparison
with current mobility models using popular metris. The paper exploits the weak-
nesses in current mobility models not considering observed differences between
smartphones and other mobile devices.
• Cruz, Nuno, Miranda, Hugo, and Ribeiro, Pedro. (2013). A mobilidade dos uti-
lizadores da eduroam ao longo dos anos. In Atas do 5o Simpo´sio de Informa´tica
(INForum 2013), pages 189–200, Universidade de E´vora, Portugal. 2013.
The mobility of the users on the eduroam WiFi access records of 2013 is presented
on this work.
• Cruz, Nuno, and Miranda, Hugo. (2012). Avaliac¸a˜o de um sistema de reputac¸a˜o
e incentivo. In Atas do 4o Simpo´sio de Informa´tica (INForum 2012), pages 144–155,
Faculdade de Cieˆncias e Tecnologia da Universidade Nova de Lisboa, Portugal.
2012.
The trust and incentive system was first detailed in this publication that pre-
sented results based on an evaluation that used an implementation of the algo-
rithm in Java.
• Cruz, Nuno, and Miranda, Hugo. (2011). Arquitectura para uma Computac¸a˜o
em Nuvem Colaborativa entre Dispositivos Mo´veis. In Atas do 3o Simpo´sio de
Informa´tica (INForum 2011), pages 450–455, Coimbra, Portugal. 2011.
This short vision paper presented our first vision of the C3, raising the problems
of such an architecture.

2
Motivation
Several popular applications for mobile devices require an Internet connection to
provide their services. This requirement is supported by the need to access Cloud
resources, normally computing power and storage. This limitation could be circum-
vented if the same resources were provided by a framework that explores the Collab-
orative Cloudless Computing (C3) concept. In addition, this approach would leverage
a better user experience and, simultaneously reduce the impact on battery usage and
improve broadband cellular bandwidth consumption.These devices are personal to the
user and carry sensitive information that cannot be disclosed to other participants. In
addition, participants may not share a common goal. Although nodes are expected to
frequently enter or leave this network, it is expected that at any instant the nodes in
range can provide the resources required for a service that is currently delegated to a
cloud infrastructure by an application.
This system model rests on the assumption of the availability of a non-negligible
mobile device ”density”, supported by: i) the frequent reports on the fast expansion
of the smartphones market1; ii) by noticing that in some locations (e.g. trains, sport
events at large stadiums), mobile devices are expected to remain in proximity for rea-
sonable amounts of time (Cruz et al., 2014); and iii) by observing that in most of the
time, mobile devices remain idle (Karlson et al., 2009).
1See ”Smartphone Market Share” Avaliable at: http://www.idc.com/prodserv/smartphone-os-
market-share.jsp (Last access on: 20 April 2015)
11
12 CHAPTER 2. MOTIVATION
2.1 Challenges
The proposed system model raises a number of challenges on the implementations
of C3s. The remainder of this section lists a few of them and addresses, in a critical
perspective, some existing strategies for their resolution, that can be found in the liter-
ature.
2.1.1 Privacy
Privacy and integrity of user data are fundamental for the acceptance of C3 by
users. For those providing resources, C3 must prevent the leaking of personal data.
The concept of personal information should be interpreted in a wide sense of the word.
That is, beyond classic examples of personal data contained in the device, it is also
important to conceal information that would allow the association between user and
device, for example, by observing the existence of repetitive patterns of user presence
in a particular location. To the resource consumer, C3 must ensure privacy of data
delegated to other devices for processing.
2.1.2 Malicious Behaviour
Malicious behaviour can be expressed in a variety of ways, for example by never
making any resources available to the community by being selfish or by returning bo-
gus, effortless results to others requests. One node’s selfish behaviour can threaten the
effective deployment of C3s, as it can motivate others to reply with a similar behaviour.
The C3 must be responsible for detecting and punishing malicious behaviour, by re-
fusing to accept tasks from rogue devices. However, C3s must have a memory that
allows good behaviour to be compensated in the future.
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2.1.3 Cost of Task Division
The delegation of tasks on other devices consumes computing power, storage,
bandwidth and battery. To be useful, C3s must attenuate these costs, rewarding with
a lower latency than the one available while using the original cloud provider. One
approach is to eliminate the need to transfer code between devices, limiting the col-
laborative computing to generic computational blocks integrated in the platform itself.
Examples are complex arithmetic functions or voice recognition. The challenge is to
determine a suitable complexity of computing blocks. Simple computing blocks are
easier to deploy, allowing more fairness, lower battery consumption during computa-
tion and tolerating user interruption without a significant impact on execution. Com-
plex computing blocks are more useful to applications and require a smaller number of
tasks to achieve a result. Network transitivity has more impact on complex computing
blocks, considering that on some occasions the task requester becomes unreachable,
implying that the results of the task executions are lost. Meanwhile, in a hybrid envi-
ronment, the computing blocks concept could also be expanded to nearby cloud nodes.
2.1.4 Computing Block Location
The distribution of the computational effort requires knowledge, by the device that
performs the request, of what computing blocks are available in the neighbourhood.
Computing blocks are a pre-defined component that specifies task or set of tasks that
are offered by a peer device. The advertisement of available computing blocks must
consider the shared physical resources, such as local storage, battery and CPU shares
of the devices and must be economical, avoiding waste of battery and bandwidth.
2.1.5 Energy Consumption
All tasks, and the C3 itself, imply a certain amount of consumed energy. On mobile
devices the available energy is restricted to the available battery capacity. As such,
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there’s the need to determine if the delegation of a task to the C3 has lower energy
footprint than the one obtained while using the traditional cloud services. Similar
research already exists on determining when to offload to the cloud, however further
research is needed to determine the applicability of these strategies on the C3.
3
Related Work
This study of the related work is organised as follows. Section 3.1 identifies the
most relevant components of the Collaborative Cloudless Computing (C3) model and
the equivalent counterparts found in research. In Sec. 3.2 the related work for the
incentive and trust system is discussed. In the following sections (Sections 3.3 and 3.4)
the related work for the components needed to achieve a dissemination algorithm that
predicts contacts between devices is presented.
3.1 Collaborative Cloudless Computing
Cloud computing is the paradigm of sharing resources between companies that
outsource their IT infra-structure to a third party in order to reduce operational costs.
The sharing of resources brings costs benefits due to savings obtained by removing
the need of a locally managed infra-structure, allows elasticity for organizations by
enabling resources to be allocate by demand, and applications to use a number of re-
sources that exceeds the ones available locally. We consider this the traditional cloud
as opposition to newer forms of cloud computing, as will be later depicted.
The traditional cloud model can be categorized into three classes, distinguished by
the layer at which resources are shared: Infrastructure-as-a-Service (IaaS), Platform-
as-a-Service (PaaS) and Software-as-a-Service (SaaS) (also known as Application-as-a-
Service) (Mell and Grance, 2009; Armbrust et al., 2010). IaaS delivers computer in-
frastructure to its users, typically abstracted above a layer of virtualization technology.
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PaaS supplies a computing platform and a solution stack as a service; this uses an al-
ready existing cloud infrastructure, and allows customers to build their applications
directly on top of the platform. In SaaS complete applications are provided. A typical
example is a CRM (Customer Relationship Management) application or an office suite,
like the one provided by Google Docs.
Alternatively, clouds can also be classified by the way users access them. Public
clouds are available to anyone. In other words, anyone can become a customer of a
public cloud provider. Private clouds are internal to an enterprise. Community clouds
are clouds that are shared between companies, typically to reduce operational costs.
3.1.1 Mobile Clouds
Mobile cloud is a term that depicts the use of the traditional cloud, by mobile appli-
cations in an effort to obtain additional computational power, storage space, or other
available resource. These applications can be split into different categories according
to the requested resources. Applications that require a higher computational power
typically execute a task on a cloud provider using data that was acquired by the device
or provided by the user. Examples of these applications are personal assistants, such
as Siri (Aron, 2011), that send the user’s voice to the cloud in order to provide a virtual
personal assistant service, or Google Voice (Schalkwyk et al., 2010) that allows search
by voice. Similarly, Google Goggles1 allows a user to search the web or translate text
using an image taken by the mobile device camera. The second class of mobile applica-
tions that use the cloud are applications that resort to the cloud to access a large dataset
of data. Examples are mapping applications such as Google Maps,2 Apple Maps3 or
Microsoft Maps.4
1See ”Goggles App” https://play.google.com/store/apps/details?id=com.google.android.apps.unveil
(Last access on: 20 April 2015)
2See ”Google Maps App” at: https://play.google.com/store/apps/details?id=com.google.android.apps.maps
(Last access on: 20 April 2015)
3See ”Apple Maps App” at: https://www.apple.com/ios/maps (Last access on: 20 April 2015)
4See ”Microsoft Maps App” at: http://apps.microsoft.com/windows/en-us/app/maps/97a2179c-
38be-45a3-933e-0d2dbf14a142 (Last access on: 20 April 2015)
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Figure 3.1: Clone Cloud Architecture (Chun et al., 2011)
The interested reader can read an exhaustive survey of mobile cloud computing
architectures in (Fernando et al., 2013).
Theoretically, any mobile device, or group of mobile devices, with networking ca-
pabilities can perform the role of a cloud node and there are multiple lines of research
investigating this approach. One distinctive element is the geographical distance from
the application to the cloud infra-structure, that can range from the traditional cloud,
far from the application, to a cloud where mobile devices become the cloud itself, thus
much closer to the application.
Cloudlets (Satyanarayanan et al., 2009), fog computing (Bonomi et al., 2012), perva-
sive computing (Satyanarayanan, 2001), opportunistic computing (Conti et al., 2010),
crowd computing (Murray et al., 2010), and cooperative computing (Borcea et al.,
2002), are all architectures where the cloud or computing resources are pushed closer
to the user. Resources can be provided by a specialized device, an access point with
more resources, or another device. One of the motivations behind these architectures is
the attenuation of the negative impact posed by the latency and network connectivity
to commercial clouds. All, address latency, geographical location of the data and pri-
vacy concerns, by providing storage, computing or more specific application services
closer to the user. Both fog computing and the cloudlets concepts anticipate a market
of resources, whose openness needs to be assured, in order to prevent proprietary soft-
ware ecosystems, as discussed recently by the author of cloudlets in (Satyanarayanan
et al., 2015).
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CloneCloud (Chun et al., 2011) is an example of a mobile cloud platform that im-
plements the cloudlets and fog computing model. CloneCloud leverages deployment
of applications to the cloud by delegating intensive computing operations to clones of
mobile devices. These clones run the Dalvik VM (that was recently superseded by An-
droid ART (Google, 2015)) on hardware deployed in the wired infrastructure. These
clones are full images of the mobile device that run augmented applications. Figure 3.1
depicts CloneCloud architecture. CloneCloud exploits the existing hardware abstrac-
tion of the Android opensource operating system to expand application support to
cloud node functioning on other hardware platforms.
CloneCloud authors envisioned many types of application augmentation (running
virtualized copies on the cloud) (Chun and Maniatis, 2009). Primary augmentation
is aimed to computation hungry applications, such as speech and video processing,
leaving the interface to the mobile device, and the processing itself to the cloned de-
vice. Background augmentation copes with processes without a user interface, such
as a file scan. In hardware augmentation, the clone device allows applications to use
locally available resources, instead of mimicking the hardware limitations of mobile
devices (e.g. memory), thus increasing application performance. Multiplicity augmen-
tation uses multiple copies of the system image to increase the performance of parallel
applications.
Changes on devices must be synchronized among clones trough a manager process
(depicted in Fig. 3.1). When compared with the C3 model, CloneCloud assumes that
the cloud nodes are trusted. The authors use a cost model to determine if the appli-
cation should be run on the device or have its execution sent to a nearby clone. The
cost metrics considered the execution time and energy consumed at the mobile device,
that if above a certain threshold triggers the process of outsourcing the application to
a clone.
MAUI (Cuervo et al., 2010) takes a similar approach to CloneCloud, using nearby
hardware as a cloud node. However, MAUI cost model further involves application
developers by soliciting method annotations to hint MAUI when to offload compu-
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tation to a nearby cloud node. MAUI authors claim energy savings of up to 90% for
using intensive face recognition applications. MAUI, as CloneCloud, also includes
a cost-benefit analysis that profiles each applications’ methods through serialization,
combining it with run-time execution conditions like the available bandwidth and la-
tency.
3.1.2 Mobile Collaborative Cloudless Computing
Mobile Clouds, can also use neighbouring mobile devices as cloud nodes, by har-
vesting the unused resources. In the literature, this specific case of mobile cloud com-
puting assumes names as crowd computing and cooperative computing. It depicts
an architecture where the mobile devices are used in an ad hoc topology for cloud
computing. However, none of them manages to include the Cloud and Collaborative
nature of the architecture as proposed by Mobile Collaborative Cloudless Computing.
Authors of (Huerta-Canepa and Lee, 2010) identified the following features to be
expected on Mobile Collaborative Cloud Computing:
• Resource monitoring, to determine if a task could be executed locally.
• Integration with existing Cloud APIs.
• A partition and offloading scheme of tasks suited to the capabilities of mobile
devices.
• Activity detection, to find users with the same goals.
• Discovery and selection of mobile devices by the underling network architecture.
• Memory cache scheme.
• Lightweight and resource friendly architecture.
Figure 3.2 presents the stack used to create the mobile cloud computing infra-
structure proposed by the authors to address these requirements. The Application
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Figure 3.2: A Virtual Cloud Computing Provider for Mobile Devices architec-
ture (Huerta-Canepa and Lee, 2010)
Manager, integrated in the Applications Semantics block, intercepts the application,
modifying it to add the features required for offloading to a local cloud instead of a
provider/infrastructure-based cloud. Resource Manager is responsible for profiling
the application and monitoring the resources of the local device. Context Manager
contains at least two basic contexts: location context (for mobility traces) and nearby
devices context (for neighbourhood discovery). Nearby devices context is used by the
P2P component. This component uses an ad hoc discovery mechanism and notifies
context manager if new devices enter the surrounding area. This information is also
used to detect if users are stable on a position. The offloading Manager component is
responsible for task distribution and reception from nearby devices.
The previous work is also based on the Android virtualization capacity, in line
with CloneCloud and MAUI, introducing mobile devices as cloud nodes, distributing
computation and data among them.
A platform that also explores devices as cloud nodes, is Hyrax (Marinelli, 2009),
which runs Hadoop (White, 2009) as a distributed processing framework to distribute
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Figure 3.3: Hyrax Architecture (Marinelli, 2009)
tasks among other devices. Hadoop was also the selected platform by the authors of
the previous work (Huerta-Canepa and Lee, 2010).
Hadoop is an Apache Foundation open source implementation of MapRe-
duce (Dean and Ghemawat, 2008). MapReduce is a programming model and an
associated implementation for processing and generating large datasets, developed
by Google. MapReduce is highly scalable and fault tolerant. To use MapReduce,
users specify a ”map” function that has a key/pair input and outputs intermediate
key/value pairs. The user also specifies a ”reduce” function that processes each inter-
mediate key/value pair and generates an output. MapReduce uses a distributed file
system (the Google File System (Ghemawat et al., 2003)) to read inputs and write out-
puts. In contraste with MapReduce, Hadoop uses the Hadoop Distributed File System
(HDFS) for this task.
Figure 3.3 presents the multiple components of Hyrax, shared with Hadoop. Na-
meNode process maintains a directory of data blocks that make up the files in HDFS.
TaskTracker executes tasks and JobTracker coordinates tasks among TaskTrackers.
DataNode stores and provides access to HDFS data blocks.
Authors have identified that Hadoop would require considerable changes to be
useful in mobile environments. In particular, it was observed that Hadoop uses sev-
eral technologies that are CPU intensive such as XML parsing and servlets, requires
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considerable memory and an performs an excessive number of I/O operations. The
same conclusion was supported by the previous work (Huerta-Canepa and Lee, 2010).
During its evaluation, it was determined that executing a task locally was more effi-
cient than deploying it to the collaborative cloud. Authors of both works determined
that Hadoop lacked the efficiency needed to support this environment.
Although the two previous architectures share the global principles defined for
C3, both disregard selfishness and privacy issues, neither consider support to reduce
latency with code transfer. This limits their application to scenarios where the users
share a common objective and has a negative impact in the performance and battery
lifetime.
3.1.3 Hybrid Platforms
The literature has also investigated hybrid architectures, where resources can be
obtained either by the traditional cloud, or by neighbouring mobile devices. Mobi-
Cloud (Huang et al., 2010; Xing et al., 2013) aims to build a secure cloud framework
for mobile computing. MobiCloud allows for cloning a complete device to the cloud
(thus adopting an approach similar to MAUI or CloneCloud), but also considers a par-
tial cloning to a nearby mobile device. MobiCloud addresses the security and privacy
of the cloud nodes by integrating cryptography based solution that provides content
privacy, and an authentication/authorization/accounting scheme. Data access control
isolation in the multi-tenant scenario (a tenant in this context is an application running
on a foreign mobile device) is identified as a privacy concerns in MobiCloud, and two
control mechanisms are defined:
• Implicit Filter Based Access Control Isolation: When a shared resource is re-
quested by a tenant application, this is done using a group key management
based solution, where multiple virtual applications using the same physical de-
vice, share the same key.
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• Explicit Permission Based Access Control Isolation: In this case a typical Access
Control List (ACL) is used to explicitly specify the application access to shared
resources.
These controls are visible on the architecture of MobiCloud, depicted on Fig. 3.4.
The ”virtual trusted and provisioning domain (VTaPD)” isolates security domains us-
ing network isolation between the infra-structure cloud nodes and mobile devices.
These are controlled by the VTaPD Manager and Trust Managment Server (TMS). Mo-
biCloud defines this new class of cloud service as Security-as-a-Service (SeaaS). Secu-
rity in MobiCloud is based on Attribute Based Encryption (Bethencourt et al., 2007) for
data encryption and decryption, where each attribute has multiple secret components
for different users. Users can share an attribute, but the private keys for each attribute
are different. Private keys, as opposing to a Public Key Infrastructure, are generated
for each user according to his public attributes.
Software agents (SA) that provide services/applications to the mobile devices are
contained in VTaPDs. Multiple SAs exist inside the same Service Container (SC) and
are controlled by a Node Manager (NM) process. SCs are available on the traditional
cloud and on mobile devices. Services/Applications are exported through the Appli-
cation Interface module (MAI) to the mobile devices. Software agents are distributed
through the Service and Application Store (MSAS).
MobiCloud assume that devices participate in a delay tolerant Mobile Ad Hoc Net-
work (MANET) where devices can be used as routing hops in order to extend the cloud
infra-structure, and where device parameters such as battery level or CPU power and
networking parameters like bandwidth or delay are considered for routing decisions.
Unfortunately, and despite considering the MobiCloud features addressing security
and privacy of user data, MobiCloud does not address the trust and incentive prob-
lems.
SCAMPI (Pitka¨nen et al., 2012) is an EU project aiming to develop a platform for
opportunistic computing where users can share resources. In SCAMPI, the human
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Figure 3.4: Mobicloud Architecture (Huang et al., 2010)
social behaviour forms a layer of research tightly connected with available resources
(on Fig. 3.5). These can be obtained from peer devices and fixed installations, such as
an access point. SCAMPI authors consider that users are also in charge of providing
the content, than can be a publication. For this, they established a recommendation
system, where peers evaluate the relevance of the content.
SCAMPI authors observed and characterized human mobility in order to evaluate
resource stability, determining the efficiency of deploying tasks to peer devices. To
improve the mobility prediction, in SCAMPI, authors studied the relation between on-
line social networks and physical contacts. Due to the lack of datasets that contained
both types of data, authors used current social networks, such as Facebook, to obtain
social ties between users. However, the experimental study using a Facebook applica-
tion only lasted three weeks and only included 22 individuals that were active during
the study. Despite SCAMPI having as an objective an architecture sharing the goals of
C3, the project produced more results on the human mobility component, a topic to be
addressed later in this chapter.
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Figure 3.5: SCAMPI Architecture (Pitka¨nen et al., 2012)
3.2 Trust and Incentive
The adoption of the Collaborative Cloudless Computing (C3) requires that users
share their resources in order to use others’ resources for their own tasks. Game theory
suggests that players of a given system behave rationally. From all possible actions,
the players will choose the one that brings the highest cost-benefit ratio (Neumann and
Morgenstern, 1944). In the C3 environment this is portrayed in the devices’ decision of
sharing their resources. If not otherwise encouraged, users’ will only share their device
resources if some benefit is attained.
Measuring the degree of participation of the peers in collaborative environments
has usually been implemented with either trust or incentive/trade based approaches.
In trust-based systems (also known as reputation systems), cooperation is evaluated
by past experiences, mapped on some numerical scale that represents the confidence
between the participants. If a shared task attains its expected result, then increasing
this value reinforces trust. Otherwise, trust is broken and future cooperation will be
more carefully evaluated. The trust-based approach is typically implemented by a
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reputation system, which supports the dissemination of reputation information be-
tween peers. On an incentive/trade based system, executing a shared task is rewarded
with an amount of digital cash. Digital cash is used to establish an economic model
among devices which implicitly evaluates device’s past willingness to cooperate. The
combination of both approaches, trust and incentive, forming a hybrid system, can be
explored in order to obtain the benefits of both. Using a reputation system will al-
low users to evaluate the experience and incentive enables the creation of a resource
market. This section discusses research results on these three approaches, aiming to
support the development of a hybrid system for C3.
An extensive survey on popular reputation systems can be found in (Hendrikx
et al., 2015).
3.2.1 Trust Systems
Trust systems are commonly used by Peer-to-Peer (P2P) file sharing protocols to
implement a distributed reputation system in order to balance the download/upload
ratio among peers. P2P reputation systems range from central trusted entities
(e.g. (Singh and Liu, 2003)) to local views between peers (e.g. (Anagnostakis and
Greenwald, 2004; Jun and Ahamad, 2005; Kamvar et al., 2003)). Since P2P is used
in an Internet context, no assumptions exist about off-line system availability, cluster-
ing or transient connectivity, neither the moderate use of resources (computing cycles
and bandwidth) is a major concern.
In contrast with P2P, by making their resources available, users of C3 are relin-
quishing of part of their device’s available energy, thus reducing the personal benefits
of owning the device. Conversely, the C3 model is beneficial for free riders as it ex-
tends the lifetime of their devices. Therefore, while in many P2P systems free riding
is acceptable and a simple tit-for-tat algorithm (Cohen, 2003) is sufficient to ensure
cooperation, we believe that the losses in Mobile Collaborative Cloudless Computing
Environment (MC3E) claim for a more judicious evaluation of user’s participation.
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Reputation systems are being applied in other contexts, for example on the
MANETs network layer for determining selfish nodes (Miranda and Rodrigues, 2010;
Hu and Burmester, 2009; Mahmoud and Shen, 2010). Most of these systems support
the unavailability of a central trusted entity by assuming a closed network model that
rapidly disseminates selfishness information among peers. However, in an environ-
ment where device neighbourhood is expected to be highly transient, and clusters of
nodes easily created, the migration of selfish nodes from a cluster to another would
allow their reputation to be reset to a favourable or neutral status. Another example
is BOINC (Anderson, 2004), a distributed system for public resource computing and
storage.
On most of the existing reputation systems, users can discard their (bad) reputation
by presenting themselves to the system with multiple identities. To solve this issue,
an unchangeable ID could be assigned for example by a trusted third party that uses
some off-line mechanism to enforce that each user does not acquire more than one
pseudonym (Resnick et al., 2000). However such unchangeable ID raises privacy issues
as it endangers users anonymity expectations.
From the studied alternatives, most of the trust systems are only applicable to situ-
ations where the shared resources have little to no value for the users, and where only
the detection of selfish devices is an acceptable form of incentive. In scenarios where
resources are valuable, users are unwilling to share them for free and a trade has to be
established. This trade enables the needed source of incentive for users to accept the
system.
3.2.2 Incentive Systems
In incentive systems, users receive a reward for sharing their resources. In Nu-
glets (Buttyan and Hubaux, 2001), a trade-based system for MANETs, authors define
a currency in order to provide incentive for cooperation in packet forwarding. The
amount of currency (Nuglets) owned by each device is stored in a trusted platform
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module (TPM), a tamper resistant piece of hardware commonly used for storing sen-
sitive data. Unfortunately, the dedicated hardware, reduces the number of possible
applications to the few scenarios where all devices have such hardware available.
An alernative to Nuglets is the usage of a generic digital cash, such as Bit-
coins (Nakamoto, 2008), a peer-to-peer electronic cash currency that removes the need
of a central trusted entity by using transaction blocks distributed among all peers.
Transactions in Bitcoin are represented by the exchange of virtual currency. To sup-
port the business model, brokers exist that convert the physical cash to electronic cash,
and vice versa. However, the system is orthogonal to fraud, leaving to the users the
responsibility to detect and solve any incident.
The work described in (Mahmoud and Shen, 2011) acknowledges the need to im-
plement strong fraud detection mechanisms. To mitigate the impact of public-key
mechanisms on the performance and lifetime of mobile devices, both propose to use
hash functions once authentication between the devices has been established. This
is an approach that can be equally followed in a hybrid trust and incentive system
although the latter combines the trustworthiness of the virtual currency with a reputa-
tion mechanism.
Another requirement to be addressed in ad hoc environments is energy. This was
addresses in (Luttenberger and Peters, 2011), describing an incentive system focused
on being energy efficient and useful for this kind of environment where no central
trustable entity exists. This work proposes a currency for exchange of trust without
the use of public key cryptography. Contributing for an efficient CPU usage on battery
dependent devices.
In (Iosifidis et al., 2014) the authors propose an incentive system for devices that
share internet connectivity between them using WiFi direct, a WiFi communication
where one of the peer devices assumes the role of an AP. Authors use the concept of
Nash Barganing Solution (NBS) (Nash, 1950) to characterize the efficient and fair con-
tribution of user resources and service allocation. NBS allows a decentralized solution
that uses a virtual currency to pay users for the services they provide.
3.2. TRUST AND INCENTIVE 29
The main issue with incentive only systems, is that the collaborative nature of a
system can still be exploited by unwilling users, to solve this issue and overcome the
weaknesses of both trust and incentive systems, hybrid solutions were researched.
3.2.3 Hybrid Systems
One of the few systems that combines trust with incentive was developed for P2P
systems (Fernandes et al., 2004). Authors apply a number of uncommon techniques
in order to make it unattractive to exploit the system. This is achieved by rewarding
devices each time an information is published. However, the incentive is delayed and
not provided immediately. Additionally, at the retrieval of information, devices need to
provide incentive to peers. To determine the participation of devices on the system, an
honesty metric was established. When a participant is determined as being dishonest
then no incentive is provided to that participant. If the system determines that a user
is honest, the system will provide incentive for each published information about an
interaction with another user.
More recently in (Bogliolo et al., 2012), a hybrid virtual currency and reputation
system for a user centric network (where users create wireless communities, providing
broader connectivity) was proposed. The model presented differs from the C3 as it
includes the possibility of nodes to act also as relays of service requests and connectiv-
ity. Intermediate nodes that act as service relays, also enter the negotiated terms, this
includes the first hop acts as a provider and establishes the cost of the required service
from the source to the consumer device. A service provider can be for example a de-
vice that shares its Internet connection. The system addresses some challenges similar
to the ones raised on the C3, however assumes that devices can reserve numerous re-
sources for such a system, dismissing any optimization strategies to reduce resource
usage.
The existing limitations on local storage of mobile devices leads to research on
optimization techniques for dissemination of the reputation information. One of the
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multiple directions of research is to predict contacts between devices, by researching
human mobility, in order to reduce the requirements on needed storage space of each
device.
3.3 Contact Prediction
Applications of research on human mobility for mobile computing have been
mostly evolving around the opportunities for data dissemination and opportunistic
routing. Common metrics for the characterization of human mobility are: i) Inter-
contact time (ICT), measuring the time between two consecutive contacts of two de-
vices; ii) Jump size, indicating the distance between two points where the device has
stopped; and iii) Pause time, that represents the time spent in the same place (Kim
et al., 2006; Lee et al., 2009; Song et al., 2010a; Karamshuk et al., 2011).
The work described in (Chaintreau et al., 2007), reports a study on the ICTs of
two distinct datasets. One is based on records collected from the access logs of WiFi
networks. The second, named direct contact, contains records captured directly by
devices, either produced specifically to be carried by users, or by exploiting the Blue-
tooth connectivity of off-the-shelf devices. Authors observed that the distribution of
inter-contact times follows a power law for ICTs smaller than 1 day with the remaining
presenting an exponential decay. Another research that supports the same findings can
be found in (Karagiannis et al., 2010)). To improve the human mobility characteriza-
tion, the authors of Hagle (Su et al., 2007) also consider the contact duration.
(Pietila¨nen and Diot, 2012) goes beyond ICTs and addresses temporal communi-
ties (clusters of devices that are in range for a given time) and their relations. Authors
extracted temporal communities from four distinct datasets, the largest of which con-
sidering the observation of 97 nodes over 9 months. To improve the study, authors
obtained the social relations between users in some datasets, either by knowing the af-
filiation (on conference related traces) or by Facebook friendship graphs. This knowl-
edge was used to establish social communities among users. In spite of the small scale
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and duration of the study, authors presented two interesting conclusions. On one side,
that the establishment of social communities has direct implications on temporal com-
munities. On the other, that one particular class of devices, those with a high contact
rate that are rarely seen in temporal communities, contribute significantly for the effi-
cient content dissemination in opportunistic social networks.
Social communities are equally the focus of SocialCast (Costa et al., 2008). This
work exploits the knowledge that humans tend to share interests and locations to de-
velop an efficient routing protocol for publish-subscribe on Delay-Tolerant Networks.
SocialCast uses Kalman filters for forecasting future contacts, based on previous obser-
vations of co-location between publisher and subscribers.
An innovative approach at predicting contacts, is presented in (Orlinski and Filer,
2013), where authors added a duration variable to communities detection, thus cre-
ating spatio-temporal communities. The community relevance is increased propor-
tionally to its duration, which improves the efficiency of cluster based data delivery
in Pocket Switched Networks (networks formed by encounters between devices car-
ried by humans). It was shown that spatio-temporal communities can contribute to
improve the efficiency of information dissemination in these opportunistic networks.
Simulation experiments were conducted in the same datasets used by the Haggle
project.
Contact prediction has also led to the development of routing algorithms. These
constrain the number of retransmissions, in order to reduce network congestion due
to spurious flooding. Prophet (Lindgren et al., 2003) uses this strategy on MANETs,
by restricting message dissemination to devices that have a higher probability of con-
tacting the destination. Prophet uses an history of previous events in order to predict
future encounters by calculating the probability of a device being useful in a nearby
future for packet routing.
In (Huang et al., 2015) authors propose PreKR, a framework that optimizes the
forwarding on opportunistic networks by using a kernel regression based estimation
for link pattern prediction. Using historical observations of network maps on three
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datasets (one of them being the dataset of the Haggle project), PreKR determines the
probability of a recurrence of a link between two devices. Authors determined that
PreKR outperforms all other prediction methods, including Prophet. The distinguish-
ing factor was the use of kernel regression, that allowed PreKR to achieve an accuracy
of more than 90%.
Bubble Rap (Hui et al., 2011), is a socially influenced routing protocol, that lever-
aged on the mobility traces of the Haggle project to infer temporal communities. Au-
thors used the K-Clique (Palla et al., 2005) and weighted network analysis (WNA) algo-
rithms (Newman, 2004), two forms of centralized algorithms, to extract communities
from mobile traces. The two algorithms were chosen for their features. K-Clique de-
tects overlapping communities, but requires as a complex configuration process before
being used. WNA is easier to set up, but is incapable of detecting overlapping com-
munities. These algorithms are specially useful for forwarding applications, where a
path needs to be predicted. However, for applications where a prediction of temporal
communities is enough, K-Clique and WNA proved to be highly complex.
In (Song et al., 2010b), authors evaluated the limits of predictability of human mo-
bility by analysing the movement patterns of mobile phone users and found that the
observed mobility was highly predictable, where most users are localized in a finite
neighbourhood. Authors estimated that there is a potential 93% average predictability
in user mobility.
In (Foell et al., 2014), authors also predict human mobility, but limit it to a user
being present on a bus/bus stop. Authors detail a number of possible prediction al-
gorithms for this scenario and were able to predict future bus stops using historical
data. These predictions would also suit the C3 environment, if we consider that all bus
riders are in range and participate on the C3.
The study of the related work suggests that research on contact prediction is still at
an embryonary stage. Only a few of the works address the problem of estimating the
moment of which future contact will happen, as well as estimation of the number of
devices in transmission range. In contrast, research has been focused on the prediction
3.4. MOBILITY PATTERNS & MODELS 33
of links between two devices across a MANET.
3.4 Mobility Patterns & Models
The research on dissemination algorithms using contact prediction benefits of mo-
bility models that purport the features previously observed in human mobility. Such
models can be expanded and configured to determine and observe the evolution of hu-
man mobility, for example when more devices, possibly with different characteristics,
are added. To create this statistical model, researchers use a dataset containing human
mobility and extract a number of metrics that are later studied in order to obtain a sta-
tistical model. Mobility models can be split into two categories, according with this
requirement: i) Pure synthetic mobility models; and ii) Trace-based synthetic models.
Pure synthetic mobility models employ random distributions to simulate device
movement. A classical example is the Random Waypoint Mobility Model (RWP)
whose simplicity in the generation of mobility scenarios facilitated cross comparison of
mobile applications and protocols, see (Johnson and Maltz, 1996; Perkins et al., 2003)
for examples. However, it has been shown that, in addition to their disparate mod-
elling of human behaviour, synthetic mobility models typically bias node distribution
in a non-natural way (Bettstetter et al., 2003). Limitations of the RWP have been ad-
dressed, for example in (Gyarmati et al., 2008), were a variation of the traditional RWP
to produce patterns presenting the same inhomogeneity as found in human mobility
was proposed.
Trace-based synthetic mobility models, on the other hand, attempt to mirror pat-
terns of human movement by modelling nodes behaviour according to the same prob-
abilistic distribution functions observed in traces. The mechanisms used for collecting
data inspiring trace-based mobility models can be arranged in two categories. Intru-
sive approaches (for example (Piorkowski et al., 2009; Thiagarajan et al., 2011)) are
those that obtain their data directly from the device carried by the user. These ap-
proaches benefit from the precision of the data, captured by dedicated software or
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hardware. Unfortunately, these studies are constrained by the considerable amount of
resources involved, which limit their time scale and number of participants and may
bias conclusions concerning the identification of patterns.
Non intrusive approaches use logs collected by external devices (like access points
or indoor-localisation devices) to produce traces with the user location at each instant.
In spite of the privacy issues raised with the collection of the data, non intrusive ap-
proaches are those that present the capability to scale more in both number of users
and time span. Unfortunately, surveys on mobility models (Aschenbruck et al., 2011;
Karamshuk et al., 2011) suggest a scarcity of data from mid-2008 onward, thus ex-
cluding the massification of mobile devices observed with the emergence of the last
generation of smartphones and tablets. If available, more recent traces could evidence
the emergence of new mobility and contact patterns among users.
This is the case of (Tang and Baker, 2000) which reports on the network traffic
and user mobility in an University wireless network during the 12 weeks of the winter
semester of 1999/2000. Unfortunately, in early 2000, wireless networks were still at an
embryonic stage5 and its conclusions are expected to be invalidated by the considerable
increase of the number of users. In addition, evolution in mobility can only be observed
in a larger time scale.
The WiFi network of the Dartmouth College has been serving for collecting a con-
siderable number of traces, for example during the 17 weeks of the 2003/2004 winter
semester (Henderson et al., 2008). Authors used the logs to model real user tracks and
defined a threshold walking speed, below which users were assumed to have stopped
before moving to the destination. This knowledge was used to define a trace-based
synthetic mobility model (Kim et al., 2006) inspired on the mobility patterns of 198
VoIP handsets. The model addressed social, spatial and temporal features and con-
sidered hotspots, workday/weekend distinction, and mobile and stationary sets. In
comparison with the work presented in Chap. 6 of this thesis, the study of 2003/2004
evaluates a larger number of access points, but a lower number of users and a shorter
5First IEEE802.11 standard version was published in 1997.
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time frame. Unfortunately, its age prevents it from considering a number of recent ad-
vances, like the most recent wave of mobile devices, such as the iPhone and Android
OS based smartphones (debuted respectively in 20076 and 20087).
Results of a two month study on the eduroam infrastructure of the universities of
Minho and Vigo can be found in (Mulhanga et al., 2011). Authors found that the APs
with more users are not necessarily the ones with more network traffic. In addition, the
paper evidences a weekly use pattern for this network, with the vast majority of users
connecting only on weekdays. In terms of mobility, authors conclude that 90% of the
users connect to more than one AP monthly, with about 35% visiting at least 5 APs. The
study followed an interesting methodology, for example by associating access points
to physical spaces, thus allowing to separate network traffic originating in residential
from academic areas. Unfortunately, the small analysis period of this study makes the
notion of mobility disperse in time and of little relevance in the characterization of real
mobility.
3.5 Summary
Architectures that address mobile application requirements by using cloud execu-
tion can be arranged according to the location of the resources they make available.
The traditional cloud, a cloud that is supported by a nearby device, or a form of cloud
that uses mobile devices as cloud nodes which we call the Collaborative Cloudless
Computing (C3).
The most prominent research approaching the C3 system model ignores the trust
and incentive issues raised by an architecture of this kind. To develop a framework
for C3 that addresses this requirement two approaches are found in the literature. A
reputation system that enables trust among participants or a digital cash protocol that
provides a form of currency exchange. However, there are other challenges amplified
6See ”Apple iPhone” at: http://en.wikipedia.org/wiki/IPhone (Last access on: 19 April 2015)
7See ”Android OS” at: http://en.wikipedia.org/wiki/Android (operating system) (Last access on:
19 April 2015)
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by the limitations of the environment and therefore, claiming for a moderate use of
the network and local resources due to the limited computing power, available energy
and storage capacity. The optimization of the dissemination algorithm of the trust and
incentive system is a step in the right direction by contributing to attenuate many of
the problems.
Contact prediction is used on literature for optimization of not only dissemination
algorithms, but also for link prediction on opportunistic networks, path anticipation
on routing protocols and other mobile applications or network protocols. Most of the
contact prediction algorithms use small datasets or the output of synthetic mobility
models to extract metrics that are supposed to portrait human mobility features. How-
ever, these metrics dismiss the trust and incentive system requirements of the C3. In
order to improve this, new metrics and new datasets need to be investigated.
4
Mobile Collaborative
Cloudless Computing
Environment
The Collaborative Cloud Computing (C3) paradigm is our vision where the con-
cepts of cloud computing and mobile devices are merged. As opposed to Mobile Cloud
Computing that connects to a traditional Cloud or nearby Cloudlets, in C3, the cloud
nodes are the mobile devices themselves. We propose an architecture for a C3 frame-
work named Mobile Collaborative Cloudless Computing Environment (MC3E), that
it’s expected to use off-the-self devices and operating systems.
4.1 Framework Architecture
The deployment of Mobile Collaborative Cloud Computing Environment (MC3E)
is based on the execution of a component in all participating devices. When enabled
by the user, this component will work reactively, answering requests from applications
running locally or on other devices. This framework fits within the middleware class,
placed between applications and the network, which aims to abstract the applications
from the complexity inherent to the use of the C3.
The MC3E framework is responsible for supporting the delegation of application
defined tasks. To solve some of the challenges, auxiliary mechanisms will be in place,
although the application is abstracted from their existence.
The structure of the MC3E framework is depicted in Fig. 4.1. The platform is inter-
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Figure 4.1: Mobile Collaborative Cloud Computing
nally split into six major modules, described below.
4.1.1 Computing Blocks
Computing blocks are defined as the basic units of work in MC3E. Computing
blocks abstract several types of resources or activities, for example:
• Computing, a function that can be simple as a discrete Fourier transform or a
more complex speech recognition function.
• Specific hardware capabilities, like GPS.
• Shared memory or caches, allowing other blocks to store the results of a task,
making them available for other devices.
• Task partitioning, splitting a task into simpler ones, represented by other comput-
ing blocks, possibly to be executed in parallel allowing tasks to complete faster.
A computing block could be available on all devices or only on some, following
some replication policy, which can be determined by the frequency of use, or by fea-
tures on the device. For example, one block could be only available on some devices
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with Discrete Cosine Transform (DCT) hardware acceleration. A common ID infra-
structure should be used to publish available computing blocks, using for example,
the Structure of Managed Information (SMI) supported by IANA (Internet Assigned
Numbers Authority) (McCloghrie et al., 1999). Invocations to a computing block are
similar to a traditional Remote Procedure Call (RPC), with the caller sending the com-
puting block ID and the arguments and receiving the return value.
Software computing blocks are downloaded in advance by the user from some
trusted site, like the device manufacturer or OS distributor website, or even from an
application web store. By avoiding code transfer between devices, MC3E contributes
to reduce the cost of task distribution and to increase the sense of privacy, given that
no untrusted code will be executed in any device. The execution of each block has an
associated computational cost, which is used to distribute load and reward devices.
The computing block is also responsible for ensuring data isolation, between the task
and the personal data on the host device.
Finding an adequate level of complexity for computing blocks is challenging given
that no previous research exists on automatic decomposition of generic computing
tasks. Research directions to be pursued include the use a programming language
that eases the use of parallelism. StreamIT (Thies et al., 2002) is a programming lan-
guage and compilation infrastructure for stream programs, which eases the use of par-
allelism. Given a stream graph, with computation and communication resource needs,
StreamIT finds the schedule of execution that optimizes the resource usage using par-
allelism. Another line of research to be investigated is the use of domain specific lan-
guages, where the programmer is unaware of the underlying parallel computing archi-
tecture, but provides hints on how to better support this decomposition of computation
to reach simpler parallel computing blocks (Chafi et al., 2010; Garland et al., 2008), an
approach that has been experimented for transferring computing blocks to Graphics
Processor Units (GPUs).
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4.1.2 Task Delegation
The task delegation module is responsible for accepting, coordinating and answer-
ing to task requests from the computing blocks and from other nodes. This module
is also responsible for ensuring the reliability of the computing block results of other
devices, as well as ensuring the data privacy.
Task delegation relies on a mechanism that compares the costs of local execution,
delegation on a cloud in the wired infrastructure and task delegation to other de-
vices (Kumar and Lu, 2010). If the late shows to be advantageous, the module uses
a scheduling algorithm to ensure a fair distribution between nodes, which implies
awareness of the resources available in other users’ devices to avoid degrading user
experience on their own devices.
As a last resort, results reliability can be evaluated from user feedback. Alterna-
tively the results can be compared with the execution of the same task locally or on
another device. However, this approach doubles the computational effort demanded
to the C3 and is vulnerable to collusion. In spite of the lack of efficiency of both ap-
proaches optimistic solutions, relying on device’s reputation should be the rule, rather
than the exception.
4.1.3 Resource Publishing and Searching
The resource publishing and search module advertises the computing blocks avail-
able on the device. At the same time it interacts with the reputation system, to verify
the reputation of the answering nodes. Finally, the module also maintains neighbour-
hood activity statistics to help select devices better suited to perform a task. Histori-
cal values of signal strength and quality and battery, will influence the choice of de-
vices/resources.
Resources could be located pro-actively or reactively. Proactively, a resource map-
ping is permanently kept by each node. A reactive approach implies that the resource
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mapping is done on demand during task delegation. None of the solutions is perfect:
Proactive, for wasting bandwidth and energy with potentially irrelevant information;
reactive, by imposing a non-negligible delay during the task delegation.
Resource publishing and search may use different communication paradigms, such
as publish/subscribe, distributed hash tables (DHT) or flooding, with the most appro-
priate type of communication being dependent of the characteristics of devices, net-
work and the C3 itself. In flooding (Cheng, 2002) messages are delivered to all partici-
pants. In the scope of resource location, messages can be queries (reactive) or resource
voluntary advertisements (proactive). Flooding reduces the middleware complexity
and improves battery consumption in the scenarios where all nodes are within trans-
mission range. Publish/subscribe is an asynchronous communication model where
subscribers are notified of events by publishers (Eugster et al., 2003). The content-
based publish/subscribe model allows subscribers to specify filters for events that they
wish to receive, as opposed to topic-based publish/subscribe where the subscribers
use pre-defined topics for subscription, limiting subscribing options. Distributed hash
tables (DHT) provide a data structure were the content, a (key, value) pair, is dispersed
on participating nodes. The search on a DHT is related to its structure. One of the
most common is a circular structure where the content and nodes use the same space
for IDs (e.g. Chord (Stoica et al., 2001)). Other alternatives exist for resource loca-
tion (Meshkova et al., 2008), such as a XOR-tree (Maymounkov and Mazie`res, 2002),
Pastry (Rowstron and Druschel, 2001) or CAN (Ratnasamy et al., 2001). The volatile
nature of the underling network, where neighbouring nodes could change frequently,
has strong implications on the performance of DHTs in mobile scenarios.
4.1.4 Trust and Incentive System
The trust and incentive system module answers requests from other modules about
the trustworthiness of MC3E participants. This information is used by the resource
publishing and search module, to estimate the reliability expected to the requests that
the node makes. It is also used in the process of deciding if a request should be ac-
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cepted, and to account the computational effort required from each device.
A trust system is needed to mitigate selfish nodes impact on the cooperative cloud.
In the scope of this work, a selfish node is a node that repeatedly ignores MC3E task
request but uses other nodes to deploy its tasks. At the network layer level, selfish
nodes are those that ignore packet relay requests use other cooperative nodes to relay
their packets (Hendrikx et al., 2015). Any of these situations negatively impact the
cloud fairness and performance.
Reputation systems can be vaguely defined as systems that allow users to give
some form of credit to another after a transaction between both. Implementations of
this definition can be, for example, in the form of trust information that is kept by the
client and advertised to third parties.
We will be using some principles of other reputation systems on ad hoc environ-
ments to implement a similar system on the MC3E framework, for example consider-
ing the availability of a central trustable store for trust information or the transitivity
characteristics of the neighbourhood. This trustable source is defined as a secure entity
for managing the reputation information of each node.
A reputation system is needed in a scenario where users require motivation to trust
other devices and where users have may have different goals. For the dismissal of the
reputation system we can assume two options: the users share the same objective/task,
or the users built a closed trust group and we can consider the C3 a private cloud.
Users are expected to have multiple virtual IDs, using a form of pseudonym, in
order to ensure anonymity of a users’ identity. This model was investigated in (Mi-
randa and Rodrigues, 2006) where anonymity was combined with reputation, balanc-
ing both, using well known cryptographic solution: a public key infrastructure (PKI)
along with blind signatures to provide anonymity. However, the impact of using a PKI
on the C3 has to be researched.
Another alternative to the creation of trust in the reputation system is using an
incentive system. An incentive system is inspired on virtual cash to provide a currency
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used for trading between devices, effectively creating a virtual marketplace for the C3.
4.1.5 API
The MAPI (MC3E API) is responsible for exposing the MC3E platform functional-
ity to the application. One of its roles is to hide from the application programmer the
inherent complexity of the MC3E utilization by abstracting it in a few simple opera-
tions. The MAPI routes task requests to local computing blocks or to the task delega-
tion module. The MAPI also exposes MC3E’s control and status functionalities, such as
authentication and access control, reputation system status, resource map, and current
usage.
Defining an API is challenging given that most of the standard Cloud APIs are
focused on IaaS clouds (Denman, 2010; Metsch, 2010). PaaS Clouds (which provide a
platform) such as MC3E still require standardization, with current APIs being defined
by each provider.
4.1.6 Network Layer Interface
The network layer interface is responsible for the abstraction of the different net-
work technologies, presenting a single interface to the other modules.
This module is responsible for providing user data privacy functionalities during
the transport, using for example TLS as a transport protocol (Dierks, 2008), and for the
adaptation of MC3E modules to the network technology in use.
4.2 Vertical Issues
Some problems that need to be addressed for a successful implementation of the
MC3E are common to multiple modules. These problems are discussed in the next
sections.
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4.2.1 Security
Security is a global goal in our architecture. To safeguard user data privacy, and
achieve a more secure platform, we have to consider it on all modules that deal with
private user information or that need to ensure data integrity.
Any secure system will ensure five different aspects, integrity, authentication, con-
fidentiality, access control and privacy. A public key infra-structure (PKI) (Adams and
Lloyd, 2002) such as OpenSSL will address the first two items (integrity and authen-
tication) (Stallings, 2010).During task input and output, data transmission can be se-
cured by TLS (Dierks, 2008), using the same PKI, to ensure that no Man-in-the-Middle
attack is done to the communication. Man-in-the-Middle attacks are done forging a
server certificate and intercepting the client connection, presenting the forged certifi-
cate to the client and routing communications trough the attacker. Although, PKI as-
sumes a central trusted entity this should not be considered as a problem given that our
model assumes a periodic connection to the Internet. TLS and PKI introduce an over-
head in communications and alternatives have to be studied to evaluate if a PKI is the
best solution, or if solutions like those discussed for reputation system are preferable.
Ensuring user data privacy when executing a task on a foreign device is challeng-
ing. An approach to be investigated involves a judicious distribution of the data by
several participants, to ensure that information that allows inferring the global context
and content is never delivered to a single node (for example, randomly distributing
words by the participants in a text translation task). However, this approach fails to
address the scenarios where the number of participating devices is small and some
compromise solutions will have to be devised.
4.2.2 Battery Usage
Of the different components available on a mobile device, the wireless interface
and the CPU are those with a bigger on battery consumption (Feeney, 2001). Cur-
rent research shows that the most battery consuming wireless interface during data
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transfers is the cellular interface, while Wireless Ethernet or Bluetooth are more con-
servative (Perrucci et al., 2009; Balani, 2007). However, battery usage could be further
optimized using traffic modelling techniques. Research shows that sending traffic in
bursts allows wireless interfaces to enter the power saving mode more often (Hoque
et al., 2011). Also, on a MC3E, it is expected that nodes are in proximity, which can
provide additional savings, given that less transmission power will be needed and an
higher throughput can be achieved (Electro-Mechanics, 2010).
To further optimize battery usage, multiple wireless interfaces could be used, with
vertical hand-off occurring when higher throughput is needed (Pering et al., 2006;
Ananthanarayanan and Stoica, 2009). For example, one could use Bluetooth for neigh-
bourhood discovery and Wireless Ethernet for task deployment and result collection.
Data transmission by Bluetooth is expected to have six to ten times lower power con-
sumption than the same data transmission using Wireless Ethernet, assuming the more
conservative transmission mode of both technologies (Balani, 2007; Electro-Mechanics,
2010).
Previous knowledge on battery charging profile (Ferreira et al., 2011) allows the
MC3E to influence decisions on task deployment. This allows delay tolerant applica-
tions (Burleigh et al., 2003) to be run on times where the device is charging, minimizing
impact on user experience, and also providing a somewhat large number of collabo-
rating devices.
The combination of multiple techniques should allow the energy consumption to
be lower than the one obtained when using the traditional cloud, or at least match it.
4.3 Use Case
As an example on the use of the MC3E framework, the use case presented in the
motivation is revisited:
The automatic translation application used by Alice solicits a new computation to MC3E.
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The arguments passed in the invocation are the audio translation computing block identifier
and the captured digitized audio. When MC3E receives the arguments, it will use the audio
translation computing block to initially process the data. This allows MC3E to ensure user
data privacy by partitioning the data for the parallel execution of the task. Afterwards the task
delegation module requests the resource publishing and search module the identity of devices
that provide the computing blocks required for audio translation. The list of available devices
is delivered to the reputation system module that returns a subset of devices that believes more
appropriate/trustable. The task delegation module then distributes audio clips to different de-
vices while keeping some locally. The result of a computing task returned by a computing block
could be the final result or an intermediate result that includes a list of computing blocks and
a new set of arguments. If the results are intermediate, the MC3E platform is responsible for
triggering a new resource search and delivery of arguments to the new blocks. At the end of the
task execution, the reputation system rewards devices whose results were considered correct.
4.4 Summary
This chapter presented a framework named Mobile Collaborative Cloudless Com-
puting Environment (MC3E) that uses idle CPU cycles of devices in the neighbourhood
to provide the computing power required by mobile applications running on a mobile
device and which is currently provided by resourceful servers. This is an appealing
concept, which can contribute to alleviate the load on wireless cellular networks, re-
duce application response time and improve availability. However, the implementa-
tion of a MC3E raises a number of non-trivial challenges. These challenges appear
mostly from the ad hoc nature of the networking environment, characterized by the
lack of trust among the participants, insufficient motivation for cooperation, unstable
connectivity, devices limited resources and latency.
5
Hybrid Trust and Trade
System
The participation on Collaborative Cloudless Computing (C3) consumes battery,
memory and CPU time of the mobile devices. It is assumed that users value their re-
sources and therefore prefer to trade instead of donating them. This is in contrast with
what has been observed in peer-to-peer file sharing, where resources (mostly band-
width) have no value to users. Therefore, C3 would benefit of a services market that
fosters collaboration by allowing users to “sell” resources when they are not particu-
larly keen on their device usage. However, the implementation of a services market
requires a long-term memory that allows users to collect their rewards days or weeks
later, possibly from a distinct set of devices.
The services market has similarities with other on-line markets, of which eBay or
AliExpress are good examples. Both are characterised by the distrust between partic-
ipants and by the difficulty in penalise misbehaviours. EBay addresses misbehaviour
with a central reputation database that stores transactions rating feedback provided
by the participants and leaves to the user the final decision of performing transactions
with any other participant. However, a central reputation database would invalidate
the off-line and distributed nature of the C3 by increasing the load on the wireless
or cellular infrastructure due to the additional traffic. Multiple alternatives have been
proposed ranging from incentive to reputation systems (see (Hendrikx et al., 2015) for a
survey). Unfortunately, most are targeted to a particular networking environment and
ignore the transitivity of the connections, assuming either that punishment/rewards
mechanisms are not applicable outside the network scope where the interactions are
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taking place (e.g. (Felix Marmol and Perez, 2010)) or that a trusted authority storing
the reputation is permanently available (e.g. (Houser and Wooders, 2006)). The trust
and incentive system proposed for the Mobile Collaborative Cloudless Computing En-
vironment (MC3E) provides a hybrid reputation/digital cash service for leveraging
mobile collaborative computing scenarios with a long term memory, called the Hybrid
Trust and Trade System (HTnT). The approach considers a highly transient neighbour-
hood, where nodes have occasional Internet connectivity and therefore can be applied
to a broad range of mobile applications. HTnT is particularly keen on privacy preser-
vation, enforcing the use of pseudonyms on all the interactions between participants
of the C3.
5.1 Requirements
A successful deployment of a Mobile Collaborative Cloudless Computing Environ-
ment (MC3E) depends of the user acceptance. The motivation will come from the user
perception that the model is inherently safe and fair. The following requirements to
achieve this goal have been identified:
R1: Fair and proportional cooperation reward
Mobile Collaborative Cloudless Computing Environment (MC3E) should be fair, offer-
ing a reward proportional to each user contribution. This can be achieved by associ-
ating a numerical value to the resources made available and used. A currency allows
a fair trade system, where the sharing user establishes an amount of credits to receive
(a price) for his effort in executing the task. Credits can be used later for acquiring
services from the Mobile Collaborative Cloudless Computing Environment (MC3E).
R2: Discourage fraud
HTnT must discourage, detect and prevent any attempt to subvert the reward model,
in particular, to reward users for services that they did not provide. Although a reliable
monetary system addressing R1 should be sufficient to inhibit selfish users, there are
approaches that can be followed by misbehaving users to circumvent a fair trade and
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which can only be addressed with reputation information. In addition, fraud detection
should equally address social misbehaviour, such as damaging users’ good reputation.
R3: Decentralization
The service should be able to operate without permanent access to a central trusted en-
tity. HTnT must assume that devices connect to the Internet occasionally, at convenient
moments like when the mobile device is charging its batteries. These connections are
not expected to occur while the devices are using the MC3E and, even if they occur,
will penalize the latency of the service execution.
R4: Platform independence
Mobile devices exhibit a wide range of combinations of hardware and software. MC3E
aims at being platform independent and therefore must operate under a minimal set
of requirements, dismissing the use of any kind of specialised hardware, of which
tamper-proof devices are a good example.
R5: Respect user’s Privacy
Users of the MC3E must benefit of their right to privacy, by not having any of their
personal information disclosed. Permitting each user to hide his identity using a
pseudonym can facilitate anonymity. Pseudonyms should be changed frequently,
given that records of an anonymous user’s typical usage pattern or location can be
associated to disclose his real identity. Interestingly, anonymity conflicts with the need
to maintain user reputation as it can be used by malicious users to obtain a clean rep-
utation record, a process known as white-washing.
R6: Efficiency
To cope with its operating environment, the system must make a moderate use of the
device’s resources. Efficiency is attainable by using algorithms that minimise compu-
tations and by a moderate use of the network and storage.
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5.2 A Hybrid Trust and Trade System
The hybrid trust and trade system for the MC3E combines a reputation system, to
identify malicious nodes, with an incentive system, to reward the devices that share
their resources. One instance of the algorithm is executed for each transaction. It
should be noted that the algorithm is orthogonal to the C3. Therefore, particular as-
pects like the initial amount of virtual currency provided to each user or the cost of
each transaction are left as configuration options.
5.2.1 Overview
The system identifies four participants in a transaction, depicted in Fig. 5.1. The
central trusted entity (CTE) issues and validates virtual currency and manages user’s
currency accounts and reputation. CTE has no intervention at transaction time; the
consumer is the user who starts a transaction by expressing his intent of using services
made available by another device; the sharer is the user that accepted to perform the
services; neighbours are devices in proximity of the consumer and the sharer. The pres-
ence or participation of neighbours in a transaction is not required.
The interactions between the devices and the CTE are orthogonal to individual
transactions. They are expected to occur at the user’s convenience (for example, dur-
ing device charge cycles). On each interaction, devices Deposit and Withdraw virtual
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currency and learn the most up-to-date reputation information of some other partici-
pants. Deposits add to the account the amounts collected by providing services to third
parties. Withdraws transfer virtual currency to the device’ digital purse, allowing to
acquire services from the peers.
The CTE equally serves as a reputation keeper and advertiser. The reputation of
the users is disseminated by the CTE when devices perform deposit and withdraw
operations and among neighbouring devices.
To preserve anonymity, users have two identities. A user’s immutable ID is only
known by the CTE. Pseudonyms are used in interactions with the peers, these are
generated and digitally signed by the central trusted entity. Users are expected to
frequently change their pseudonym, in cooperation with the CTE. To improve user
privacy, the pseudonym can be hidden from the CTE using for example the process
described in (Miranda and Rodrigues, 2006).
5.2.2 Virtual Currency
Virtual currency will numerically represent the amount of work serviced to MC3E
by each user. In the scope of this work, the relevant proprieties expected to be exhib-
ited by a virtual cash protocol are: i) Uniqueness for the detection of forged currency, ii)
Privacy, preventing attempts to associate user identity to past transactions, iii) Transfer-
ability of the currency between devices, and iv) Off-line Validity. The digital cash protocol
number 4 (Schneier, 1995) is an example of virtual currency protocol satisfying these
properties.
Each monetary unit is a data structure with fields for its value and uniqueness and
ID strings. The structure is digitally signed by the CTE. Each element of the ID string
is a pair of bits, usually designated as left and right.
In our system, the digital cash protocol is extended with the concept of TwinCoin.
A TwinCoin (depicted in Fig. 5.2) is an aggregation of two coins, each exhibiting, alone,
the same properties of the original coin. The two coins are associated by sharing the
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Figure 5.2: TwinCoin Format
same value, uniqueness and ID strings but with different digital signatures from the
CTE.
A single coin is valueless without its corresponding counterpart. Conversely, a
TwinCoin can only be obtained from the reunion of the two originating coins. The
value of a TwinCoin is converted by the CTE once it receives the two coins that com-
pose it. TwinCoins can be used at most once. That is, devices may only use virtual
currency that has been previously deposited on the CTE.
5.2.3 Transactions
Transactions occur in three steps, depicted in Fig. 5.3. In the first, the consumer an-
nounces to the neighbourhood the interest in delegating a task, and selects the sharer.
The price settlement process is orthogonal to our protocol and can consider both tech-
nical and social aspects. Examples are the computational effort required, the reputation
of the participants and the device’s battery level. The consumer and sharer candidates
are expected to identify themselves with the reputation certificates issued by the CTE
and which are described below.
In the second step, the consumer assigns a TwinCoin from his purse for the trans-
action and delivers to the sharer one of the coins.
The final step is initiated when a proof that the service has been executed is ac-
cepted by the consumer. At this phase, the consumer is required to deliver the second
coin of the TwinCoin to the sharer and to remove the TwinCoin from its purse so that
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Figure 5.3: Task transaction
it cannot be reused. Proof of service completion will rely on the application for which
the algorithm is being used and is orthogonal to our exposition.
5.2.4 Interactions With the CTE
The CTE keeps a virtual currency account for each user. To act as consumers, users
must withdraw virtual currency from this account, converting it to TwinCoins to be
stored at the device’s electronic purse. Figure 5.4 presents the algorithm followed to
create TwinCoins. The blind signature of the TwinCoins respects the original digital
cash algorithm and is used to increase user anonymity. The system does not support
the TwinCoin fractioning. It is up to the system and user to define TwinCoins with
values adequate for the transactions that may be performed in the future. A user may
have in its possession large amounts of TwinCoins, decreasing the need to contact the
CTE between transactions.
To benefit from the virtual currency earned as a sharer, nodes must contact the CTE
to deposit them. As depicted in Fig. 5.5, deposits are performed by the sharer, with the
delivery of each TwinCoin to the CTE. In possession of a complete TwinCoin, the CTE
can confirm its validity and credit its value in the sharer’s account. The CTE takes a
commission from each deposit that is later distributed to the accounts of devices with
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a reputation above a certain threshold.
The third interaction type between devices and the CTE is the change of the
pseudonym of the former. The real immutable identity of the users is only known
by the CTE. In the interactions between devices, the users present themselves using a
pseudonym, certified by the CTE. The pseudonym change is further addressed below
in the section that discusses privacy.
5.2.5 Reputation Information
To discourage misbehaviour, the system complements virtual currency with rep-
utation information. Reputation information aims to provide knowledge about users
past behaviour, allowing users to make more informed choices on the devices with
whom they will cooperate. Two classes of reputation are defined: global reputation,
managed by the CTE, and short-term local reputation, built directly by the devices ac-
cording to their experience on transactions happening in the intervals of their contacts
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with the CTE.
5.2.5.1 Global Reputation
Reputation information for each user is managed by the Central Trusted Entity
(CTE), and updated when devices contact the CTE. Reputation information for each
user u, is a value GRu ∈ [−1.00,+1.00], with each successful or unsuccessful transac-
tion respectively adding or subtracting from the value. The smoothing formula de-
picted in Eq. 5.1 is used to weight the result of more recent interactions with user’s
past reputation.
GRu = α×GRu + (1− α)×Rt(Ct) (5.1)
Where the reputation value for a transaction Rt depends of the overall cost agreed
by the participants for the transaction (Ct) and of its outcome according to the function
presented in Eq. 5.2
Rt(Ct) = St × (1− 1
Ct + 1
) (5.2)
St is a success factor, that will be respectively +1 or−1 if the transaction completed
successfully or not, t stands for transaction. Recall that the consumer delivers one coin
to the sharer with the request for the execution of a task and the second upon confirm-
ing its successful completion. Therefore, for the CTE, a transaction will be considered
successful if a TwinCoin is delivered by the sharer. On the contrary, a transaction is
considered unsuccessful if only one coin is delivered by any of the participants. Users
are expected to learn from their past experiences, and therefore, at most one unsuc-
cessful transaction report is accepted by the CTE for each pair of pseudonyms.
The CTE relies on the devices to advertise theirs and other users’ reputation. Rep-
utation certificates are data structures digitally signed by the CTE containing the user
pseudonym, GRu and issue date. On every interaction between the CTE and the users,
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the CTE delivers a number of reputation certificates to the device, facilitating reputa-
tion dissemination and reducing the number of contacts between the devices and the
CTE. The list of reputation certificates delivered includes the one of the user contacting
the CTE and a biased selection of reputation certificates of other users, according to a
policy to be discussed bellow.
5.2.5.2 Local Trust
Local trust is built from the experiences of each device with its neighbours. This
information can be shared locally, thus rapidly disseminating reputation information
which may diverge from the one present in the reputation certificates.
5.2.5.3 Reputation Learning
A quest for reputation is expected to be initiated by any of the participants in a
transaction, whenever the global information made available by the peer is considered
insufficient. Possible criteria are the date if the reputation certificate or its low value.
A node triggers the reputation learning procedure with a 1-hop broadcast request of
reputation information to its neighbours. Neighbours carrying reputation information
about the node reply with a point-to-point message. This information can either come
from their local reputation database or from the list delivered by the CTE to the device.
Reputation information is digitally signed and therefore cannot be forged, although it
is vulnerable to collusion, as it will be discussed below.
The rationale beyond the decision to trust on a specific device is outside the scope
of this work. We anticipate that the decision should weight the most up-to-date repu-
tation certificate obtained (which can be provided either by the peer or by one of the
neighbours) and recent local reputation provided by peers.
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Table 5.1: Misbehaving actions considered
M1 The consumer repeatedly uses the same TwinCoins in different transactions;
M2 The sharer reuses TwinCoins obtained in the scope of a legitimate transaction;
M3 The consumer does not deliver the second coin;
M4 The sharer fails to deliver the task results to the consumer;
M5 The sharer falsely accuses the consumer of not delivering the second coin;
M6 The consumer falsely accuses the sharer of not delivering the results;
M7 A participant forges his reputation information;
M8 The consumer forges reputation information of other devices;
M9 Participants collude to degrade other user reputation;
M10 Participants collude to gain unfair benefits;
5.3 Discussion
Attempts to gain undeserved benefits by forging virtual currency, as stated in Re-
quirement R2 are assumed to be resolved by the virtual currency protocol, whose proof
of correctness can be found elsewhere (for example in (Schneier, 1995) for the digital
cash protocol number 4). However, due to the distributed nature of the system, some
forms of misbehaviour cannot be completely prevented. For these, the system makes
its best to ensure that remaining users are alerted through the reputation system. Ta-
ble 5.1 lists the misbehaviour actions considered. The procedures to mitigate their
impact is discussed in the following paragraphs.
Misbehaviour actions M1 and M2 are resolved by the CTE, supported by the virtual
currency protocol, which provides the mechanisms necessary to detect these actions
and identify the author.
HTnT addresses misbehaviour actions M3–M6 in conjunction. Both the consumer
and the sharer can accuse the other partner in a transaction by delivering to the CTE
only one of the coins of a TwinCoin. The result of any of these actions is the application
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Table 5.2: Impact of several misbehaving actions
Misbehaviour M3 M4 M5 M6 None
Consumer F: - R: ↓ F: ↓R: ↓ F: - R: ↓ F: - R: ↓ F: - R: -
Sharer F: ↓R: ↓ F: - R: ↓ F:↓R: ↓ F: ↓R: ↓ F: - R: ↑
F = Financial impact
R = Reputation impact
by the CTE of a penalty to the reputation of both participants. In addition, TwinCoins
can only be used once and therefore, become invalidated by either an accusation or by
a successful transaction.
The rationale behind this approach is that if both parties complain, it may not be
possible for the CTE to judge which of the participants effectively misbehaved. How-
ever, well behaved users will only participate in failed transactions occasionally (for
example if they interact with a rogue device or if the devices become out of range
during the transaction) and therefore will not observe a significant impact on their
good reputation. In contrast, repeatedly misbehaving users will have their reputation
consistently degraded, possibly to a point where it becomes questionable to other par-
ticipants.
Table 5.2 summarises the gains and losses of both participants when M3–M6 are
attempted. The table analyses the financial impact from a cost/benefit perspective,
thus considering it neutral when the results are delivered and the sharer receives the
corresponding payment. The requirement that TwinCoins are used at most once con-
siderably reduces the benefits of misbehaving users. Marginal gains of consumer per-
forming M3 or M6 are the degradation of the sharer reputation. Likewise, both M4
and M5 imply the degradation of the sharer’s reputation. M5 also implies financial
loss for the sharer given that to be effective, the sharer must deliver only the first coin
and therefore will not be able to claim the credit of the TwinCoin. The gains for the
misbehaving sharer are exclusively related with the losses of the consumer, with a fi-
nancial loss in M4 and a reputation degradation in M4, M5 and M6.
Given that reputation certificates are signed by the CTE and include the issue date,
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an approach to implement misbehaving action M7 is to hide a user’s lower reputation
information by presenting to tentative peers older reputation certificates. Devices are
suggested to consult the local reputation system whenever they suspect that another
user reputation is older than expected. The outcome can be either a more up-to-date
reputation certificate pushed by the CTE to another device’s cache, reports of neigh-
bours’ experiences with the suspected device on recent transactions or no additional
information. However, because the CTE gossips reputation certificates following a
biased distribution that privileges those with the lowest reputation, the absence of in-
formation is less likely for misbehaving users. In addition, the local reputation system
can rapidly disseminate user’s reputation as soon as the first misbehaving attempt is
detected by one of the participants.
As shown before, misbehaviour actions M3–M6 allow that a user degrades other’
reputation, thus facilitating M8. However, the impact is limited and slow, given that
the CTE accepts at most one failed transaction from each pair of pseudonyms. This is a
fair restriction, given that users are expected to learn from their experiences. Therefore,
they will likely refuse to participate in transactions with users that misbehaved in the
past.
Bullying by a coalition of users to degrade another user’s reputation or credits is
considered in M9. To achieve it, the members of the coalition must repeatedly use
actions M3–M6 and therefore, simultaneously degrade their own reputation and (pos-
sibly) credit. In addition, because the CTE accepts at most one complaint from each
pair of pseudonyms, to become significant, either the coalition should be considerably
large or the attack should last for time enough to allow all its members to change their
pseudonyms.
In misbehaviour M10, a group of users colludes to artificially increase their rep-
utation. This can be achieved by having the users to perform fake transactions, ex-
changing TwinCoins and claiming the corresponding reputation increase at the CTE.
A thwart to this misbehaviour is implemented by having the CTE to apply a commis-
sion on every TwinCoin credited to any user, thus enforcing a cost to the increase of the
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user reputation. A negative side effect of this approach is that the penalty applies also
to fair transactions. In our model, the currency obtained by the CTE on the commis-
sions is re-injected in the system by distributing it by the accounts of all devices whose
reputation is above a predefined threshold.
5.3.1 Privacy
The MC3E requirement R5, which addresses user’s privacy is enforced by using
certified pseudonyms on all interactions between the participants and by allowing
users to frequently change them. Establishing an adequate frequency for the change of
pseudonym is outside the scope of this work. For privacy reasons, pseudonyms should
be changed as frequently as possible. However, a change in the pseudonyms has some
impact on the capability to punish misbehaving nodes, given that the remaining users
will not be aware of the change. Therefore, a user with a new pseudonym will re-
set his (possibly bad) local reputation and it will be impossible to associate the user
to the reputation certificates cached on the devices. The impact is limited by the CTE
awareness of the pseudonym change. In particular, the CTE enforces the transfer of the
user’ reputation from one pseudonym to the following. In a stricter model, the CTE
could decline to issue pseudonym change requests to devices with a low reputation or
impose a minimal time intervals between these changes.
5.3.2 Resource Usage Efficiency
The discussion on the energy efficiency cost is sustained on the premises that most
of the impact on energy consumption comes from the usage of the wireless interface,
when compared with the power drained by the CPU for using cryptographic algo-
rithms and performing the task requested by the consumers (Hill et al., 2000; Madden
et al., 2002).
Assuming that contacts with the CTE (in particular withdraw and deposit opera-
tions) are performed at user convenience, the energy impact is mostly dictated by the
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messages exchanged during transactions. To amortise its cost, the system can piggy-
back most of its information in messages required by the MC3E. This is the case for the
transfer of the first coin and of the reputation certificates. Exceptions are the transfer
of the second coin and local reputation learning operations, where the former forces to
the transmission of a single message. The latter is a 1-hop broadcast, thus implying at
most one message from each 1-hop neighbour.
Additionally, to the energy impact, the storage space usage also has to be ad-
dressed. The dissemination algorithm that the CTE uses to distribute reputation in-
formation to the devices should consider that there is insufficient space available to
store the full reputation information database. It is anticipated that this dissemination
process can be improved. Two possibilities arise. The first one disseminates with a
higher probability the list of the devices with the lowest reputation information. How-
ever, if the number of the devices on the C3 increases, this list will probably include
a number of unneeded reputation information. The second option is to predict future
contacts and disseminate information according to these predictions, something that
will be address in Chap. 6.
5.4 Summary
Collaborative wireless environments, such as C3, require mechanisms to cope with
the inherent lack of trust among its members. The challenges are amplified by the
operational environment, claiming for a moderate use of the network due to the limited
computing power and energy available. This chapter described a Hybrid Trust and
Trade (HTnT) system combining a reputation system with a virtual currency. HTnT
contributes for a reputation model where users benefit of the system proportionally to
their contribution. In addition, the service encourages the use of pseudonyms that can
be frequently changed, reducing the use of unique identifiers that could compromise
the user privacy.
HTnT dismisses the requirement of an internet connection by using two forms of
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reputation. The first one is supported by a central trusted entity (CTE), that has no
interference during the transactions. The CTE is responsible for the dissemination of
a list of reputation certificates and for storing the virtual currency of each device. The
second form of trust leverages on recent experiences of the participants and enables
the exchange of reputation certificates between neighbouring devices.
6
Human Mobility
The knowledge on human mobility is used on pervasive computing environments
to model applications (Orlinski and Filer, 2013) and routing protocols (Hui et al., 2011),
to harvest computing resources (Conti et al., 2010) or provide network connectiv-
ity (Pelusi et al., 2006) to a group of mobile devices. Groups of devices facilitate for
example the creation of distributed data stores (Miranda et al., 2007), message passing
in delay tolerant networks (Pelusi et al., 2006) and leverage middleware to efficiently
find useful devices for resource sharing (Conti et al., 2010).
In the context of the Mobile Collaborative Cloudless Computing Environment
(MC3E), contact patterns obtained from the observation of user mobility are expected
to improve the dissemination of reputation information of the Hybrid Trust and Trade
System (HTnT). HTnT is component responsible for enabling trust and incentive on
Mobile Collaborative Cloudless Computing Environment (MC3E) participants.
Contact patterns are usually estimated from observations of multiple metrics on a
population of individuals by applying a statistical fitting on the data. The goal is to find
a statistical distribution that provides a good approximation to the metrics of interest
and that can be evaluated in run-time. One of the most frequently cited metrics is the
inter-contact time (ICT), which represents the time interval between two consecutive
contacts of the same two peers. ICT is used in multiple applications and modelled by
several mobility models using a power law distribution (Karagiannis et al., 2010; Lee
et al., 2009; Boldrini and Passarella, 2010).
However, considering only ICTs limits improvement strategies for HTnT and other
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classes of applications, since only pairs of devices are considered. A new metric is
needed to effectively model the neighbourhood size and the recurrence of contacts of
group members, given its ephemeral nature, the metric is named temporal commu-
nity. Such a metric would pave the way to improve the dissemination of reputation
information between peers that require cooperation. By improving the distribution
of the global reputation information dataset while minimizing data redundancy and
increasing data availability.
Unfortunately, the design of such a metric is severely constrained by the large
amounts of mobility data required to give statistical relevance to any modelling effort.
To achieve this we start by analysing a dataset of the eduroam wireless network site
on the Polytechnic Institute of Lisbon. The dataset contains all the records produced
between 2005 and 2013 by the 76479 devices that accessed at least one of the network’s
239 access points (APs).
The dataset is used to determine the dimension and the patterns of repetition of
meetings between groups of devices of any size and presents statistical distributions
that can be used to model the group contact probabilities. The chapter shows that
the extracted statistical distribution fits a Pareto distribution for most of the data, with
different parameters according to neighbour size and recurrence period.
Leveraged by these results, the chapter describes a ranking algorithm that can be
used to predict future contacts between pairs of devices. We applied the algorithm
to a mobility scenario extracted from the same data but with a different methodology
and year, and also to a trace of GPS positions of Taxis in Rome, and found that all
the different environment share the same statistical properties, allowing the ranking
algorithm to improve the odds of knowing which devices will be in range in a future
day. This knowledge will be used to bias the dissemination of the global reputation
information dataset that is sent to each device during contacts with the Central Trusted
Entity (CTE).
The chapter is organised as follows. The mobility of users and devices is first in-
troduced in Sec. 6.1. Section 6.2 presents the dataset used together with an analysis
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on the impact in human mobility by the introduction of smartphones and MobIPLity a
tool that enables the generation of mobility scenarios using the dataset previously pre-
sented. Section 6.3 analyses the most common metrics used to characterize mobility
from the generated scenarios and compares its results to the ones obtained from other
mobility models. Observed temporal communities are analysed in Sec. 6.4 together
with our efforts in modelling contacts recurrence into statistical distributions.
6.1 Mobility Extraction
In most mobile applications, HTnT included, the device mobility is dictated by the
movement of their owners, what makes of human mobility a key factor influencing
the evaluation process of these applications. This evaluation resorts in many cases
to network simulators, putting to test an implementation of the application against
abstractions of the environment, traffic and device movement. Therefore, the reliabil-
ity of the experiments performed by network simulators is strongly influenced by the
capability to reproduce reality of each of these abstractions. Despite the limitations,
simulations play a fundamental role in the performance evaluation of mobile appli-
cations and protocols as they permit circumventing the difficulties in deploying large
scale and long term real experiments. Most simulators use for movement simulation a
model that tries do portrait human mobility by reproducing a number of metrics.
6.1.1 Characterisation of Human Mobility
The mobility of individuals has been characterised along spatial, temporal and so-
cial axis (Karamshuk et al., 2011). Spatial axis considers aspects like node density and
distance, portrayed by metrics like jump size (sometimes referred as flight) and inho-
mogeneity. Jump size characterises the average distance travelled by users and is af-
fected by the characteristics of the area, for example, by the distance between build-
ings. Trace-based mobility models have been modelling jump sizes with either log-
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normal (Kim et al., 2006) or truncated power law distributions (Boldrini and Passarella,
2010; Lee et al., 2009). The inhomogeneity metric aims at evaluating the dispersion of
the individuals on the physical space, in order to highlight hot-spots, which the pro-
posers (Schilcher et al., 2008) consider to be a natural characteristic of human mobility.
The variation of the Random Way-Point presented in (Gyarmati et al., 2008) and the
Disaster Area (Aschenbruck et al., 2007) are good examples of mobility models en-
forcing a heterogeneous node distribution. A lower inhomogeneity value is expected
from random distributions, while a higher value shows that users are creating groups,
formed by nodes placed in popular locations.
Time-varying properties of human mobility characterize patterns such as work-
day/weekend variations and pause times, i.e. the time spent on a specific place. Spatial
properties are usually tied with temporal ones, associating the time to the distance
travelled between two points, defining metrics such as speed.
The social axis characterises the meetings between individuals. In combination
with the temporal axis, they contribute to determine how long or how frequently two
or more individuals meet. Multiple models with a strong focus on the social rela-
tionships established between individuals have been proposed. Metrics considered
include attraction (found for example in (Boldrini and Passarella, 2010)) but also repul-
sion. Both properties are explored in (Fischer et al., 2010) by combining the modelling
of relationships with individual walks and group trips. The inter-contact time (ICT),
defined by the time interval between two consecutive contacts of two individuals, is
a frequently used metric to relate the temporal and social axis. Trace-based synthetic
mobility models frequently model ICT using a truncated power law distribution (Lee
et al., 2009; Karagiannis et al., 2010; Chaintreau et al., 2007).
6.1.2 Modelling of Human Mobility
The modelling of human mobility has been pursuing two approaches: pure syn-
thetic and trace-based synthetic mobility models. In pure synthetic mobility models
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nodes move according to some predefined statistical function. The commitment of
the rules defined for synthetic models in the replication of observed user movement
patterns vary but this model has been criticised for its inability to reproduce human
movement patterns, when evaluated by metrics like inhomogeneity (Bettstetter et al.,
2003). As an example, consider random waypoint (Johnson and Maltz, 1996), one of
the most popular synthetic mobility models, where nodes unrealistically cycle between
moving in straight lines to a random location and pause, both for random amounts of
time.
Trace-based synthetic mobility models derive statistical distributions from obser-
vations of user movement, thus trying to mirror properties observed in real traces of
human mobility (e.g. (Gyarmati et al., 2008; Lee et al., 2009; Boldrini and Passarella,
2010)). Traces are provided either by volunteers, which make their location avail-
able, or by a third party performing passive observation. Unfortunately, the number
of trace-based samples made publicly available is scarce, present a small time span
and/or number of users.
To circumvent the limitations of the pure and trace based synthetic mobility model
classes, this work proposes a new class, named trace-set mobility models. The novelty
of this class is that it creates mobility scenarios exclusively from data observed in real
traces, disregarding any statistical approximation. As a contribution for the creation
of this class, we presents a dataset composed of the observation of the 76479 wireless
devices that connected to the eduroam network of the Polytechnic Institute of Lisbon,
Portugal (IPL) between 2005 and 2013.
6.2 WiFi Dataset
In order to extract the multiple metrics of human mobility we obtained a large
data-set of WiFi access records. In this dataset it is possible to observe the changes on
mobility patterns of users throughout the years. The changes of mobility patterns can
be tied to the type of the device or with inherent user behaviour changes.
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Different classes of mobile devices have contrasting usage patterns. For example,
comparing to laptops, a smartphone tends to present a usage pattern with smaller but
more frequent accesses, possibly while its user is moving. On the other hand, the
reduced dimensions of these devices limit not only its storage capabilities but also the
user interface, in particular data input. The differences in the usage pattern of the
devices are expected to be reflected on the usage pattern of wireless networks.
Knowledge about the use of Wi-Fi networks is an important tool for multiple play-
ers in the research and development arena. Developers benefit from the knowledge of
the communication patterns and the attention time to create applications more proac-
tive and to make network use more efficient. Researchers can use this information to
develop new protocols and to improve the current synthetic mobility models. Finally,
system administrators will see their planning and management tasks simplified.
Eduroam is a Wi-Fi network connecting educational institutions of 71 territories.1
One of the most important feature of this network is the transparency that it offers to
its users, since access is conditioned only by the user’s home institution. The academic
environment exhibits a natural propensity to the use of a large number and a wide
range of distinct devices, making it an appealing environment for the study of wireless
networks. This work uses the access point (AP) access-logs from the eduroam branch
deployed in the different faculties and services of the Polytechnic Institute of Lisbon,
Portugal (IPL) between 2005 and 2013.
The analysis of this dataset follows in two directions. In first place, a set of infor-
mation on the evolution of network utilization is presented, measured by the number
and type of the devices. Secondly, we will show that the emergence of smaller devices
resulted in a non-negligible change in the use pattern of wireless networks. Over-
all, these contributions confirm with evidence a number of unsupported assumptions,
concerning the increasing use of wireless devices and user mobility, that can be found
in the literature and which may influence not only Hybrid Trust and Trade (HTnT) but
also the development and management of other network applications/environments.
1See ”eduroam homepage” at: https://www.eduroam.org/index.php?p=where (Last Accessed: 19
April 2015)
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Figure 6.1: Location of IPL sites
6.2.1 Environment Characterization
The dataset used in this study is composed by the access records of all Access Points
(APs) of the eduroam Wi-Fi network of the Lisbon Polytechnic Institute (IPL) generated
between January 1, 2005 and December 31, 2013. A total of 76479 devices and 45363
distinct users accessed the network during this time frame, producing about 43 million
records, an average of 9.2 access requests per minute.
IPL is the 7th largest teaching institution in Portugal with approximately 1300 teach-
ers and 15000 students registered on one of the 88 bachelors and masters offered. IPL
is distributed over 10 distinct sites in Lisbon metropolitan area (see Fig. 6.1). The
eduroam network is supported by 236 Cisco Systems APs, covering a total of 26 build-
ings and inter-building areas. Records are originated from all the users accessing the
network, thus also including visitors from other institutions.
Figure 6.2 depicts the evolution of the number of APs, distinct users and devices.
The growth of the AP number is justified, in the vast majority of the cases, by the need
to increase the network capacity in order to satisfy the demand. The figure also shows
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Figure 6.2: Devices, users and access points
a continuous growth of the number of users and devices although at distinct rates,
specially since 2010. This is coincidental with an increase in the sales of smartphones
observed at the national level and confirms our expectations that the number of users
accessing the network with more than one device has been increasing.
The proportion of devices per manufacturer of the wireless network interface is
depicted in Fig. 6.3. The manufacturer of each wireless network interface was obtained
from the Organisationally Unique Identifier (OUI) component of its link layer address.
Results are approximate, as link layer addresses can be forged and the OUI may not be
respected by some manufacturers. Figure 6.4 depicts the total dispersion of the devices
by the most popular operating systems. These results are only estimates given that: i)
users are free to change the data sent by their DHCP client and, ii) recent Apple devices
don’t send vendor information. Devices with multiple operating system capabilities are
represented once per operating system detected.
The DHCP (Droms, 1997) message fields vendor, parameter request list and hostname
were used to identify the device operating system. Unfortunately, no DHCP records
could be found before 2009. Results for years between 2005 and 2008 include only the
devices that connected at least once since 2009. This strategy allowed the identification
of 65160 (85%) of the 76479 devices that connected to the network between 2005 and
2013.
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Figure 6.3: Wireless network interface manufacturer
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Our study arranges devices in two classes: Small Mobile Devices (SMD) include
those that tend to be always on, are small and can be used on the move. Examples
of SMDs are smartphones, PDAs and tablets, using Windows CE, iOS and Android.
The second class, Laptops, group the larger devices usually running over a classical
operating system (Linux, Windows or OS X). The class of each device was determined
by its operating system. Figure 6.5 shows that the share of SMDs is increasing rapidly,
reaching more than 20% in the last year of our study.
Data analysis is centred on RADIUS (Rigney, 2000) logs. This service is responsible
for the authentication of all eduroam network access requests. The RADIUS service
generates a log entry every time a user associates or de-associates to an AP, as well as
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Figure 6.5: Laptops vs small mobile devices
when keep-alive messages are exchanged. Keep-alive messages confirm the presence
of a user already associated. Log entries reproduce the RADIUS session concept thus
considering the association of each user to a single AP and therefore ignoring user
mobility. We will use the term session to refer to these records. Log entries contain the
device MAC address, AP, user name, session start and stop times and total traffic sent
and received during the session.
In ideal conditions, each session should represent the association of a device to
an access point. However, the number of sessions observed is slightly amplified due
to: i) automatic handover between APs, triggered by variations in signal strength; ii)
incompatibilities between client drivers and protocol versions running in the AP and;
iii) operating system energy saving mechanisms that may turn off the radio interface
when it is not in use. Interpretations of the results which rely on the number of sessions
should therefore be made with some caution and take into account these factors. To
mitigate some obvious anomalies, logs have been edited by:
• merging in a single record consecutive sessions between the same device and AP
with an interval of less than 5 seconds. These sessions are attributed to network
card or driver problems;
• removing concurrent sessions of the same device to distinct APs. This is an im-
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Figure 6.6: Sessions
possibility that can only be explained if the device did not disassociate correctly
from one AP before associating to the next and the former artificially defined the
session stop time upon a timeout. In this case, the session stop time of the earliest
session was corrected to happen immediately before the start time of the latest;
• removing sessions with the stop time equal to the start time. Sessions with these
characteristics are created when a user has some problem while connecting to the
network, although the network considers the user authenticated (thus creating
the RADIUS record).
The evolution of the total number of sessions with time is presented in Fig. 6.6.
However, the temporal evolution on the absolute number of sessions must consider
the gradual capacity growth of the eduroam network (cf. Fig. 6.2), which in case of
user mobility can increase the number of sessions established on the same path but
taken in different years.
Figure 6.7 depicts the number of distinct devices that appear on RADIUS logs per
day. As expected, the plot exhibits an irregular pattern consistent with the different ac-
tivity levels that can be found on workdays, weekends and summer and winter breaks
in the campus.
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Figure 6.8: Network traffic
6.2.2 Dataset Generic Analysis
Figure 6.8 shows the evolution of the network traffic produced by the users. A
steady increase in all types of traffic can be observed until 2011. This is consistent with
the increasing number of users and devices registered. However, in 2012 there is a
decrease in the traffic produced by users, that results from a decrease of the growth
rate of downloads and from a reduction in the absolute value of upload traffic. This
results is in clear contrast with the significant growth in devices and users in 2012
depicted in Fig. 6.2.
The introduction of flat rates for data traffic by 3G and 4G cellular operators, a hy-
pothetical overload of the network infra-structure or the introduction of new network
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Figure 6.9: Network traffic of small mobile devices
policies could explain this change. However, the former doesn’t justify the difference
in the direction assumed by the curves of upload and download and no other evidence
of the latter was observed. Instead, the decrease of the traffic in 2012 and 2013 is at-
tributed to a change in the usage pattern of wireless devices which lost their role of
information producers. This conclusion is supported by the increasing proportion of
small SMDs, which do not favour the entry or sharing of data (for example through
peer-to-peer networks) and by Fig. 6.9, which shows the evolution of the network traf-
fic produced exclusively by SMDs. The figure confirms that, in contrast with the overall
results, SMDs network traffic continues to increase at a considerable rate although its
weight (about 10% for 2013) is still insufficient to obfuscate laptops decaying network
usage.
A relevant aspect is that, as depicted in Figs. 6.6 and 6.10, despite the traffic re-
duction, the total number of sessions and the accumulated usage time continues to
increase. It is therefore safe to conclude that the time during which the devices are
associated with an AP but do not use the network is increasing. Additionally, there is
a steady decrease in the average session duration per user since 2008, which suggests
that the increase in the accumulated time of use of the network is fully supported by
the growing number of users.
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Figure 6.11: Yearly evolution on the number of visited APs and session duration
6.2.3 Evolution of User Mobility
To evaluate user mobility, this study focus on the number of distinct APs visited
daily by each user. Fig. 6.11 suggests that user mobility can be partitioned in 3 distinct
periods.
6.2.3.1 2005 to 2007
The period between 2005 and 2007 is characterized by the stability of both the aver-
age number of access points visited, and the session length. That is, the devices tend to
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be fixed, with no variations in the use pattern being observed during this period. This
stability is consistent with the ratio of 1 to 1 between users and devices (cf. Fig. 6.2),
the negligible weight of SMDs (Fig. 6.5) and the slow traffic growth rate suggested by
Fig. 6.8.
It is also noticeable that the group of SMDs has a lower average number of visited
APs, this is barely meaningful given that SMDs aren’t even 5% of the total number of
devices. However the stability of this value suggests that the class of SMDs wasn’t as
mobile as we could think of it, by this time most SMDs were PDAs (Personal Digital
Assistants). This could suggest that the wireless technology at that time lacked the
power efficiency of today wireless interfaces available on SMDs, having a large impact
on battery, forcing users to turn on the wireless interface only under controlled use,
turning it immediately off after using the application that required network access.
6.2.3.2 2007 to 2009
The second period (between 2007 and 2009) is characterised by an increase of
nearly 100% of the average duration of sessions but without no change in the num-
ber of visited access points per user. Fig. 6.8 shows that this period coincides with the
increase of traffic, although the number of users continues to grow at an almost linear
pace. The short distance between the number of devices and the number of users (cf.
Fig. 6.2), and the stability of the number of visited APs, suggests that this period is
uniquely characterized by an increase in the volume of IPL eduroam network use.
6.2.3.3 2010 Onwards
The year of 2010 marks the beginning of a new use pattern where users connect
to the network at a larger number of locations, although by shorter amounts of time.
In this period, the average session duration falls progressively to values that in 2013
are lower than the ones from 2005. Simultaneously, the average number of visited APs
increases by more than 50%. This result confirms our expectation that a significant
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Figure 6.12: Distinct APs visited per user daily
Table 6.1: Maximum number of distinct APs visited by a user in a single day
2005 2006 2007 2008 2009 2010 2011 2012 2013
18 22 25 25 27 28 32 52 48
change is taking place in the wireless network usage pattern. This change is attributed
to the wider deployment of SMDs, what is supported by noting that this is also the
period in which the ratio between devices and users increases, and in which the ratio
of SMDs gains relevance. It should also be noted that SMDs exhibit a pattern that dif-
ferentiates from the average results, both when considering the number of visited APs
(considerably more than the average) and the session duration (considerably shorter).
Figure 6.12 deepens the study on the mobility of users by analysing the distribu-
tion of the number of access points visited daily per user. The results are in line with
previous findings, with the values being stable until 2010. During this period, less that
10% of the users visited 4 or more APs in a single day. However, from 2010 onwards,
it is possible to observe a steady growth in the number of users with more than 5 APs
visited daily. In 2013, these were already more than 20% of the users. These results
confirm the suspicions of an increasing user mobility. Although not statistically signif-
icant, and mostly as curiosity, Tbl. 6.1 shows the evolution of the maximum number of
distinct APs visited by a single user in a day.
On the other hand, the decrease in traffic and on the average session duration (resp.
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Figs. 6.8 and 6.11) raises questions about the usefulness of these sessions. Figure 6.13,
which depicts the distribution of mean session duration, exhibits two distinct patterns.
Between 2005 and 2009, approximately 80% of the sessions had a duration of less than
5min, with more than 50% in the range between 1min and 5min. In contrast, from
2010 onwards, more than 50% of the sessions are shorter than 1min. Interestingly, the
distribution of longer sessions is kept relatively stable across the study period.
The non negligible number of very short sessions (< 1min) can be interpreted in
several ways. On one hand, it could result from protocol negotiation problems that
force the devices to frequently restart the sessions. However, it would be expected
that the proportion of sessions with problems remained constant over time, or even
decreased as a result of technological improvements and error elimination in protocol
implementations. Additionally, the attribution of these sessions exclusively to proto-
col issues doesn’t justify the reduction in traffic, the increase on the number of daily
visited access points by users or the decrease on the utilization time per user (Cf. resp.
Figs. 6.8, 6.12 and 6.10).
We claim that, instead, these very short sessions can be attributed to users that keep
their SMDs with the radio interface enabled while moving between different campus
locations, establishing connections with access points while on the move. This conclu-
sion is supported by relating the two patterns (2005-2009 and 2010-2013) observed in
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Figure 6.14: MobIPLity Work-flow
Fig. 6.13 with the introduction of SMDs, that since 2009 is gaining visibility. In addi-
tion, Fig. 6.11 shows that the growth in the number of visited APs is not reflected in
the session duration of SMDs. Interestingly, this could also hint changes in laptop use
behaviour. Apparently, users are not replacing them by SMDs, but at the same time use
laptops in new ways. These findings suggest a more judicious separation of activities
between SMDs and laptops, with the former being used while on the move (thus the
larger number of APs visited) and the later for other kinds of tasks for which SMDs are
not suited.
In summary, these results confirm an increase in the number of users and devices,
with the latter growing at a faster pace. Results also show that mobility has increased
with users connecting to an increasing number of access points daily. The combination
of both results suggests that there is an ongoing change in the use pattern of wireless
networks. Users now tend to access to wireless networks through two devices, with
one turned on even when the user is moving. However, the increase of the number of
devices and connectivity is not reflected in traffic, which tends to decrease (in spite of
an increase in mobile devices).
6.2.4 MobIPLity: Mobility Scenario Generator
To create the prediction algorithm we need to analyse the size and duration of
temporal communities. MobIPLity, is a mobility scenario generator developed in the
scope of this work that uses the IPL eduroam dataset presented above to create realistic
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mobility scenarios.
As depicted on Fig. 6.14, MobIPLity combines records produced by the DHCP
and RADIUS services to create mobility scenarios that closely reflect observed user
behaviour. In MobIPLity, DHCP records contribute with the identification of the de-
vice type and RADIUS identifies the participants and the moment of each associa-
tion/dissociation event. The geographical coordinates of the access points contribute
with the estimate of the location of each participant at each association/disassociation
moment. Scenarios are produced in bonnmotion format (Aschenbruck et al., 2010),
a popular mobility scenario generator capable of interacting with numerous network
simulators.
The following sections present the algorithm being used for extracting the traces
from the information above.
6.2.4.1 Trace Generation
The MobIPLity trace-set mobility model is created from a set E ⊆ D × A ×
{IN,OUT} × T where D is the set of wireless devices, A the set of access points of
the network annotated with their geographical coordinates and T are time stamps.
The set is populated with 2 events (d, a, IN, t1), (d, a,OUT, t2), for each RADIUS log
record made available by the eduroam network of IPL. In these events t1 and t2 are
time-stamps reflecting respectively d’s association/disassociation to AP a.
Let Ed ⊆ E be the subset of E containing all the events recorded for device d. The
set Ed is expected to respect two invariants: i) devices are always associated with an
access point before being disassociated from it, i.e., ∀(d, a,OUT, t′) ∈ Ed, ∃(d, a, IN, t) ∈
Ed : t ≤ t′; and ii) in any point in time, a device is associated at most to one access
point, i.e., ∀(d, a, IN, t), (d, a′, IN, t′) ∈ Ed ∧ t ≤ t′,∃(d, a,OUT, t′′) ∈ Ed ∧ t ≤ t′′ ≤ t′. It
should be noted that invariant i) is trivially assured by the access points software and
invariant ii) by the corrections applied to the RADIUS logs that have been outlined in
Sec. 6.2.1.
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We define E ′d = ed,0, ed,1, . . . , ed,n, d ∈ D, ed,i ∈ Ed, i > 0 as the temporally ordered
set of events for device d. It should be noted that according to invariants i) and ii),
ed,2j, j ≥ 0 are events of type IN and, conversely, ed,2j+1, j ≥ 0 are all events of type
OUT.
A trace Wd = w0, w1, . . . , w2n−1, n ≥ 1 for some device d, is defined as a sequence of
waypoints wi = F (ed,2j+i), 0 ≤ i ≤ 2n−1, j ≥ 0, ed,2j+i ∈ E ′d. The waypoints are defined
by a geographical coordinate and a time stamp, returned by a function F applied to
consecutive events (not necessarily starting in ed,0) in E ′d. The output of function F
depends of:
• the position of the waypoint on the trace;
• the type (IN,OUT ) of the event;
• the transmission radius estimated for the access point;
• the coordinates of the access point;
The general case is depicted in Fig. 6.15a. w0 is set with the time stamp of ed,2j and
the coordinates of the access point in this event. Subsequent transformations of pairs
of events on pairs of waypoints w2i+1, w2i+2, i ≥ 0 will return coordinates overlapping
a vector
−−−−−−→
APAAPB, with APA, APB being the coordinates of the access points in the cor-
responding events ed,2j+2i+1, ed,2j+2i+2. The final locations of the waypoints is dictated
by the transmission radius of the access points, as w2i+1 (resp. w2i+2) will be placed at
the intersection of the vector with the transmission radius of APA (resp. APB). Time
stamps of w1 and w2 are copied from the corresponding events. Notice that, according
to the definition of E ′d above, events ed,2j+2i+1, ed,2j+2i+2 are respectively an OUT and
an IN record, thus signalling the moment at which d abandoned the area covered by
APA and the moment at which d associated with APB. The algorithm is successively
repeated for each pair of events and waypoints.
The handling of the particular case occurring when the coverage area of two con-
secutive access points visited by the device intersects is depicted in Fig. 6.15b. The
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Figure 6.15: Trace extraction examples
algorithm reflects the conservative approach of wireless interface drivers. The two
waypoints receive the time stamp of the IN record and are set at 2/3 of the distance
between the access points. This model reflects the expected conservative behaviour of
the driver of performing one hand-off only when its benefits become evident.
6.2.4.1.1 Trace Termination Conditions The conditions for terminating a trace are
motivated by the need to signal the cases where the device abandoned the network,
with the users moving to locations MobIPLity is unable to track and which would be
otherwise represented by very slow movements that were not effectively observed.
Traces are terminated at an OUT event by creating a waypoint with the coordinates of
the access point. MobIPLity identifies two conditions for interrupting a trace:
• when the speed for traversing the distance between two consecutive access points
falls below some threshold;
• when two consecutive connections to the same AP exceed a time threshold;
Both conditions are triggered by thresholds that by default are set to 0.5ms−1 and
120s respectively, but can be configured according to the user preferences. Expecta-
tions are that these thresholds are sufficient for identifying the cases where the user
abandoned the campus (for example to go home) in one location and re-entered it at a
different (first condition) or at the same gate (second condition). In these cases, a new
trace will be started from the next IN event for the same device.
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Table 6.2: Trace extraction options
Parameter Description
Start/End Date Not before/after dates of the records
# Devices Number of devices
Device’ Type Laptops/SMD/Any
Points Minimum number of APs in a trace
Duration Trace duration
Location School for extraction
Axes 2D/3D representation
Warm Up Duration of the warm up period
Cool Off Duration of the cool off period
Enhanced trace Include terminated traces
AP Range Radius of the AP coverage
Speed Min. speed for consecutive APs
Time Max. time between connections
6.2.4.1.2 Trace Generation Options Traces are extracted from an E set stored at a
local database and running the MobIPLity algorithm described in Sec. 6.2.4.1. The
algorithm outputs traces in the format used by the bonnmotion mobility scenario gen-
erator and analysis tool (Aschenbruck et al., 2010). All access points are consistently
positioned using a random factor. The algorithm normalizes the output, shifting the
time stamps and creating an initial waypoint for each trace with the location predicted
for each device at scenario starting time.
Table 6.2 lists the parameters that can be configured for the generation of each
trace. These parameters have been defined in order to facilitate the generation of a
large number of trace instances, possibly, with distinct characteristics. Parameters can
be arranged in four categories:
The number of devices, device type, points, duration and location parameters have a di-
rect impact on the metrics that are more frequently referred in the characterisation of
the mobility scenarios. Section 6.3 further addresses this aspect, by focusing on the role
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of the location and device type parameters in the generation of distinct mobility scenar-
ios. The algorithm allows to choose from 12 distinct locations, creating mobility scenar-
ios whose areas range from small to medium campus sizes (0.001km2 to 0.063km2) and
to a metropolitan area (40km2) by considering the aggregation of the locations depicted
in Fig. 6.1.
The AP Range, Speed and Time parameters influence the MobIPLity algorithm. As
described in Sec. 6.2.4.1, AP Range has impact on the determination of the device loca-
tion in traces while Speed and Time dictate the conditions for individual trace termina-
tion.
The Warm Up, Cool Off, Axis and Enhanced trace parameters address the more tech-
nical aspects related with the generation of the scenarios. The Warm up and Cool off
parameters ensure that the devices remain active for the entire duration of the sce-
nario. Therefore, MobIPLity exclusively selects for the scenario devices that have vis-
ited at least one access point in the Warm Up and Cool Off periods that respectively
precede and succeed the time interval selected for the scenario. Alternatively, the En-
hanced trace option enables the inclusion of devices that connect/disconnect from the
eduroam network during the scenario. Unfortunately, Enhanced trace conflicts with a
number of network simulators which do not consider device disconnection in their
mobility parameters.
Finally, the start/end date parameter allows the creation of multiple instances of sce-
narios with the same characteristics, knowing that MobIPLity will select the first mo-
ment after start date where all the remaining conditions can be simultaneously satisfied
for creating the scenario.
6.3 Mobility Analysis
This section presents and discusses the characteristics of the mobility patterns
found on the 2012 subset of the MobIPLity trace-set. This period was chosen in or-
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Table 6.3: Overview of the 2012 trace set
All Laptops SMDs
IPL ISEL IPL ISEL IPL ISEL
Devices 24141 10080 14947 7066 5403 2056
Traces 2075731 985816 1061686 602620 641394 250209
der to allow a comparison with 2013 that will be addressed on the following sections.
Analysis proceeds in side-by-side comparison of the 2 alternative types of devices,
allowing to confirm the existence of distinct mobility patterns for users carrying large
(“Laptops”) and small (“SMD”) devices. To further increase diversity, the ISEL and IPL
locations are considered. These are the contrasting extremes concerning node density.
ISEL is the engineering school of IPL, located in a single site with an area of 0.063km2
and provides the largest number of devices from a single location. The IPL location
considers records collected from access points at all schools and presents a very small
node density as campus are distributed over 40km2 of the Lisbon metropolitan area
(Cf. Fig. 6.1).
Table 6.3 presents an overview of the dimension of the 2012 and 2013 MobIPLity’s
trace-set. It should be noted that columns for IPL consider all the institution, thus
including ISEL. Still, ISEL accounts with approximately 40% of the devices and of the
number of traces.
The first part of the analysis provides an overview of the metrics observed in the
traces produced from the complete dataset. The second part refines these results by
performing an in-depth evaluation of 2 specific traces.
In the analysis of the complete dataset of 2012, discussion proceeds in two comple-
mentary perspectives. The “Per trace” perspective makes no association between the
traces. I.e., traces are considered and averaged individually. In contrast, the “Per de-
vice” approach first aggregates the traces produced by each device and then proceeds
by making an evaluation of the results on a device-by-device basis.
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Figure 6.16: Trace duration for 2012 (seconds)
6.3.1 Trace Duration
Figure 6.16 shows the complementary cumulative distribution function (CCDF) of
the duration of each trace. Long trace durations were expected, specially for Laptops,
due to the coverage provided by IPL eduroam to student dorms.
However, the figure also shows that less than 18% of the traces for Laptops exceed
2 hours and that for SMDs this value further decreases to about 10% of the traces in
IPL and 7% in ISEL. These results are confirmed when observing the average session
duration of each device on Figs. 6.16c and 6.16d. Such small proportion of “long traces”
is surprising. One would expect that the usage pattern reflected the increasing use of
mobile devices on the campus and, therefore, that trace durations were consistently
higher.
The small duration of the traces, and the consistently lower average duration of
SMDs when compared with Laptops, is attributed to the energy-saving mechanisms
that can be found on mobile devices. These mechanisms automatically disable the
wireless interface when not in use or when the screen is turned off. This is an aspect
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Figure 6.17: Trace speed (ms−1)
that has been consistently ignored in trace-based mobility models and is even hard
to reproduce in network simulators. However, this feature has a non-negligible im-
pact on the design and evaluation of many protocols and applications for ad hoc and
delay-tolerant networks which assume ”always on” connectivity of the devices. As a
simple example, consider the impact of intermittent connectivity on the route discov-
ery phase (that uses flooding) of many reactive routing protocols for MANETs, such as
DSR (Johnson et al., 2001) and AODV (Perkins et al., 2003). A more in depth investi-
gation of the impact of the power saving mechanisms is out of the scope of this work
and left as future work.
6.3.2 Speed
Speed plots (Fig. 6.17) exhibit some abnormal patterns of devices moving up to
1000ms−1. However, these are found on less than 0.01% of the traces and are attributed
to the ping-pong effect that results from a combination of the fast roaming of the de-
vices between overlapping APs and the trace generation algorithm used. This is a
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Figure 6.18: Trace length (meters)
problem that has been observed in other models (e.g. (Kim et al., 2006)) and has a neg-
ligible impact as these fast speeds occur for very small amounts of time and distances.
It should be noted that a portion of the 15% of the traces with an average speed above
the average human walking speed on the IPL trace set can be attributed to users mov-
ing between sites, and that 18% of the IPL traces and 30% of the ISEL traces have a
speed under 1ms−1, which simply suggests users walking at low speed.
A comparison by device type shows that SMDs consistently present an average
trace speed higher than Laptops. This result confirms the distinct utilisation pattern
which can be easily observed in real life, with users operating their SMDs while walk-
ing. The “Per Device” perspective for IPL is still affected by the ping-pong effect. How-
ever, it is possible to observe a non-negligible number of devices (around 1%) roaming
across distinct campus by exhibiting average speeds on the range of 30Kmh−1.
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Table 6.4: Number of samples with no distance travelled
Location All Laptops SMDs
Per Trace IPL 2075731/1449669 (70%) 1061686/767041 (72%) 641394/426939 (66%)
ISEL 985816/682205 (69%) 602620/435860 (72%) 250209/159873 (63%)
Per Device IPL 24141/6395 (27%) 14947/3486 (23%) 5403/1417 (26%)
ISEL 10079/1637 (16%) 7066/1092 (16%) 2056/337 (16%)
Samples with zero distance/Total number of samples (% of samples with zero distance)
6.3.3 Distances Travelled
The distance travelled is evaluated using two metrics. Trace length is depicted on
Fig. 6.18 and measures the length of each trace in meters. The geographical disposition
of IPL sites and the roles of some of its members results in some traces obtaining sur-
prising values of 100 Km. However, the “Per Device” averages are more predictable
and only reach 11Km for IPL and 800 meters for ISEL.
As expected, the higher mobility of SMDs is confirmed by longer average traces in
conjunction with shorter durations. However, looking at the complete trace-set of IPL
we cannot differentiate between different device type distributions. This is expected,
as users that carry a laptop are expected to equally carry a SMD and as such when
they travel between IPL locations they carry both devices with them. Table 6.4 shows
that about 27% of all devices on IPL and 16% on ISEL are static, contributing for the
70% of the traces without movement. However, the size of the MobIPLity trace set is
sufficient to attenuate this large proportion as more than 600000 traces for IPL can be
found exhibiting movement.
The distribution of jump sizes (i.e. the distance travelled between waypoints) is
depicted in Fig. 6.19. The irregular pattern observed at Fig. 6.19a, with knees at 100m,
7000m, 8000m and 10000m shows how the roaming of users among the multiple IPL
campus impact the model. The smaller campus area of ISEL justifies the smaller trav-
elled distances, which never exceed the 200m.
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Figure 6.19: Jump size (meters)
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Figure 6.20: Pause times (s)
6.3.4 Pause Times
Figure 6.20 shows consistently briefer pause times for SMDs on both IPL and ISEL
trace sets. This supports common knowledge of SMDs showing a higher mobility,
what contrasts with the expected large pause times for laptops, typically operated by
steady users. The longer tail on the plot for Laptops can be caused by devices that are
kept at teachers offices, or at students dorms. The logarithmic scale of the graph hides
the large difference between the maximum pause time for laptops (almost 8 days) and
a maximum of 2 days for SMDs. The difference between these values is consistent on
IPL and ISEL.
6.3.5 Disconnection Time
Figure 6.21 presents the CCDF for the time for which devices were disconnected,
creating distinct traces. This metric was only obtained for devices that returned to the
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Figure 6.21: Disconnection time (s)
network after a disconnection. The figure clearly shows the impact of the academic
environment where the data was collected. The plot knees evidence a considerable
number of disconnections of 12 hours, 2 days, 12 days, 2 months and 6 months. These
periods represent either weekend/weekday periods, vacations and semesters. We also
found that laptops have a higher probability of being disconnected frequently for peri-
ods of 90 minutes, which is the duration of classes. In contrast, the figure indicates that
SMDs have traditionally smaller disconnection times, what is attributed to the power
saving mechanisms available on these devices.
6.3.6 Scenario Analysis
This section uses some metrics discussed in the related work to evaluate the fol-
lowing 2 scenarios created using MobIPLity.
3 days This scenario puts together three traces of 2h each, extracted respectively from
the 22nd of May, 18th of October and 6th of December 2012. The days and pe-
riods were individually selected to create a single 3600s scenario with the high-
est possible number of devices. This scenario was motivated by the objective of
defining an environment as similar as possible to the one that can be more fre-
quently found in the literature. Therefore, this scenario does not include devices
whose trace terminated during the 2h period of the collection.
Disconnected The “disconnected” scenario further reflects the full potential of MobI-
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Table 6.5: Trace extraction options for the 3 days and disconnected scenarios
Parameter 3 days Disconnected
Device’ Type Laptops/SMD
Start/End Date May 22, Oct 18, Dec 6, 2012 Oct 18, 2012
Points 2
Duration 7200s
Location ISEL/IPL
Axes 2D
Warm Up 7200s n.a.
Cool Off 7200s n.a.
Enhanced trace No Yes
AP Range 50m
Speed 0.5ms−1
Time 120s
PLity by eliminating any constraints aimed to reproduce the conditions usually
found in the literature. It was extracted from the 18th of October 2012, a date cho-
sen because it presents the largest number of devices in a single 3600s trace. The
disconnected scenario includes interrupted traces. Recall that interrupted traces
include devices that turn off their radio during the period of the study.
Table 6.5 details the configuration parameters used in MobIPLity to produce both
scenarios, according to the designation introduced in Table 6.2. The “disconnected”
and the “3 day” scenarios share all the configuration parameters except for the option
to include traces interrupted during the period. Expectations are that the differences
observed between the two scenarios can give some hints on the impact of node discon-
nection.
Overall, this section considers 8 distinct scenarios, resulting from the combination
of the two locations (ISEL/IPL), device type (Laptop/SMD) and Disconnected option.
In the general case, all the scenarios consider 100 devices. The exception is for SMDs
in the “3 days” scenario where only respectively 15, 20 and 18 devices for ISEL and 28,
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Figure 6.22: Inter-Contact Times (s)
43 and 45 devices for IPL could be found.
6.3.6.1 ICT
Figure 6.22 depicts the CCDF for the Inter-contact times (ICT) of the scenarios. It
should be noted that the ICT metric only considers pairs of devices that become in
touch a second time, ignoring all the cases where devices are in contact at most once.
This supports the irregularity of the plots for the “3 day” scenarios, attributed to the
small number of devices that remained connected during the 2h period.
Results show longer inter-contact times for devices that are geographically
bounded to ISEL, what should be expected, considering the highest density of the net-
work (in comparison with IPL) which increases the probability of the nodes to become
in proximity more frequently. In general, plots suggest frequent re-connections among
pairs of devices, with only 1% of them interrupted by more than 1000s.
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Figure 6.23: Jump Size (meters)
6.3.6.2 Jump Size
The distinctive dimensions of the IPL and ISEL campus become evident in the
CCDF of the jump sizes depicted in Fig. 6.23. Results for IPL (Figs. 6.23a, 6.23b) ex-
hibit a distinctive step pattern attributed to the distances between the different schools
of the institution and to the need of some students and professors to commute between
them.
A comparison between SMDs and Laptops shows that, in general, jump sizes of the
former have a higher probability of being shorter than the latter. This can be attributed
to the mobility of SMDs, which may connect to APs while being carred in the pocket
of their users and which can be operated while the user is moving.
Figure 6.23a presents an interesting exception to the relation of the curves pre-
sented by laptops and SMDs given that laptops have a lower probabilities of moving
throughout all the IPL. However, Fig. 6.23b contradicts the “3 day” results. Since the
difference between both traces is restricted to the minimal speed of travel (which in
Fig. 6.23a) must be above 0.5m/s), it is safe to assume that the abnormal behaviour is
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Figure 6.24: KDE of PDF distribution for jump sizes
due to the speed at which the devices travelled such long distances. In general, jump
size results tend to support the claim that SMDs have a higher mobility, which pro-
duces larger traces passing through multiple APs, while laptops are disconnected and
reconnected at a new location.
Jump sizes are tightly associated with the physical dispersion of IPL, which creates
groups of users that either remain close on one school or travel between several. This
issue has been previously identified, for example, in HCMM (Boldrini and Passarella,
2010) where scenario generation considers the possibility to set-up a number of groups
and create bell shaped normal distributions.
Figure 6.24 shows the multiple kernel density estimations (KDE) of the Probability
Distribution Function (PDF) of Jump sizes. The plots evidence the AP location dis-
tances, hinting at the limitations of positioning APs indoor, by producing jumps that
relate to the distance between buildings or campuses.
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Figure 6.25: Pause times (s)
6.3.6.3 Pause Times
The CCDF of pause times is presented on Fig. 6.25. It should be noted that in
MobIPLity, pause times are particularly small as the methodology followed for trace
definition tend to maintain a node in movement even if at a very small speed (Cf.
Sec. 6.2.4.1). Therefore, a change in the methodology was applied. The results pre-
sented on the figure consider a device to be stopped if the distance between waypoints
is less than 1 meter. Still, it is interesting to observe that SMDs have different pause
time distributions with lower probabilities of having higher values, something that
supports the mobility characteristics expected for SMDs.
Our results are in contrast with those presented in (Kim et al., 2006) where pause
times were defined by detecting users walking at a low speed. The paper claims that
pause times have a log-normal distribution, something that is not supported by our
observations which show a power law distribution, supported by the Akaike test (see
Table. 6.7).
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Table 6.6: Inhomogeneity values
All (σ) Laptops (σ) SMD (σ)
IPL-Oct 18th 0.79 (0.01) 0.9 (0.01) 0.77 (0)
ISEL-Oct 18th 0.59 (0.01) 0.62 (0.02) 0.68 (0.05)
IPL Disconnected 0.76 (0) 0.87 (0.01) 0.75 (0)
ISEL Disconnected 0.66 (0.03) 0.71 (0.01) 0.56 (0.03)
IPL RWP 0.4 (0.05)
ISEL RWP 0.35 (0.06)
IPL SLAW 0.63 (0.02)
ISEL SLAW 0.52 (0.05)
6.3.6.4 Inhomogeneity
Table 6.6 shows results for the inhomogeneity metric. Samples for this metric were
obtained at 4 different times on the scenarios (at the beginning, 1/3, 2/3 and at the
end of the scenario) of Oct 18th, the day with the most SMDs present on the network.
Laptops show a higher inhomogeneity, indicating a larger concentration and irregular
distribution for these devices. This is consistent with our expectations as it suggests
that laptop users tend to be grouped, for example in classrooms or libraries. The lower
value of inhomogeneity for SMDs confirms their pseudo-random deployment, where
devices are connected while users move. The value of inhomogeneity for ISEL on the
Oct 18th, presents a different pattern, possibly due to the low number of SMDs present
on the network.
6.3.7 Comparison With Other Mobility Models
This section enabled the identification of a number of metrics that are “scenario
agnostic”. Trace duration, trace length, pause times, disconnection time and ICT are
examples of metrics where differences observed between ISEL and IPL are minimal.
On the opposite side, the evaluation also allowed to identify “scenario dependent met-
rics” of which trace speed, jump size and inhomogeneity are good examples. To facil-
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Figure 6.26: Comparison with ICT for SLAW and RWP
itate the comparison with trace-based mobility models, we compare MobIPLity with
SLAW (Lee et al., 2009) and RWP using ICT (a scenario agnostic metric) and Inhomo-
geneity (a scenario dependent metric).
To compare ICTs, the setup and data presented in Sec. 6.3.6 was used. Scenarios
that geographically emulate ISEL and IPL and with a similar number of devices were
arranged for SLAW and the Random Waypoint (RWP). To better replicate the real con-
ditions, the location of Access Points was passed to SLAW as hot-spots, enabling the
creation of a model as accurate as possible. Figure 6.26 depicts and compares the CCDF
results of ICTs for MobIPLity, RWP and SLAW. The figure shows that for IPL, RWP
distributes the nodes so homogeneously that prevents generation of long ICTs, thus
limiting the visibility of the data on the figure. Despite setting SLAW to emulate IPL
on the number of access points, SLAW has limitations on representing the same ICTs
as MobIPLity, which by itself presents similar ICTs for IPL and ISEL. Unfortunately,
neither SLAW or RWP distinguish different device types although our results show
that the device type plays a significant role on ICT.
The inhomogeneity metric, depicted in Table 6.6, was calculated for scenarios syn-
thetically generated by SLAW and RWP that replicate the conditions found in IPL and
ISEL (dimension, duration, devices and number of hotspots/access points). Results
of our mobility records are similar to the ones obtained by SLAW, and as expected,
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Table 6.7: Akaike test results
SLAW Dartmouth MobIPLity
All All All Laptops SMDs
Duration - - LN W LN
Dur./dev - - G G P
Length - - P P P
Len./dev - - P P P
Speed - - W W P
Speed/dev - E P P P
Disconnection - - GEV LN GEV
Pause P LN P P P
Jump P - P P P
(P: Pareto, LN: Log-Normal, G: Gamma, E: Exponential, W: Weibull, GEV: Extreme value)
diverge from the randomness found in RWP where the metric value is low.
To better understand the differences between metrics, mobility models and device
types, the Akaike test was used to compare the fitness of ISEL traces for the complete
year of 2012 to well-known distributions. ISEL traces were chosen due to their con-
tainment in a single campus, approximating the configurations found in the literature.
Results presented in Table 6.7 were obtained using Matlab automatic fitting using all
supported distributions and sorted by Akaike criteria. It is interesting to notice the
difference between fitting results for different device types, where for the vast majority
of SMD metrics Pareto is chosen as the best fit. This is in contrast with Laptops, with
metrics being approximated by a bigger variety of distributions.
Results confirm our suspicions on the existence of different mobility models for
these devices. The table shows the distributions used by SLAW and Dartmouth (Kim
et al., 2006). The difference in chosen statistical models for pause times are evident.
Pause time calculation methodology has impact on the fitting process. In (Kim et al.,
2006), pause times were defined by detecting users walking at a low speed. The paper
claims that pause times have a log-normal distribution, something that is not sup-
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ported by our observations which show a power law distribution.
6.3.8 Discussion
In spite of the limitations dictated by the specific academic environment where the
data was collected, MobIPLity allows the creation of distinct scenarios by consider-
ing the several schools of IPL and the distinct movement patterns that can be observed
when considering Laptops, Small Mobile Devices and a combination of both. We claim
that MobIPLity can be considered as a good starting point for the evaluation of a mul-
titude of applications, including HTnT.
The recency of the dataset enabled the observation of the most recent pattern
changes on mobility, that result from the increasing popularity of small dimension de-
vices, effectively inducing a growth on user mobility. Interestingly, evaluation showed
that power saving mechanisms that are standard on these devices reduce the possibil-
ity of spontaneous communication between peers and with the environment. This is
an aspect that cannot be neglected by both mobility models and network simulators
neither left for applications developers to address.
With the availability of the scenario generator we will proceed to the research on
recurrence of contacts, in particular, on the capability to predict future repetitions of
contacts between pairs of devices which can contribute to improve the dissemination
of information among devices that are expected to be in range.
6.4 Recurrence of Contacts
In this work, contacts will be represented as temporal communities (TC) (Pietila¨nen
and Diot, 2012), defined as the set of devices connected simultaneously to the same AP.
A TC exists as long as its membership does not change. The addition and/or removal
of any member results in the creation of a new temporal community. The approach is
oblivious to associations of devices to distinct APs with overlapping coverage and to
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Table 6.8: Temporal communities observed in the dataset
Ye
ar
Max TC Size TCs Average TC Size
2005 33 370245 6.45
2006 43 1113630 8.16
2007 44 1309098 8.32
2008 66 1682684 9.37
2009 69 1700471 9.96
2010 74 1935039 11.08
2011 159 2775835 10.77
2012 121 5633825 10.08
2013 108 11366159 11.5
the repetition of TCs. TCs with the same membership are considered distinct if: i) they
occur in a distinct AP; or ii) there is some interval between the two occurrences where
an exactly equal TC did not exist. Table 6.8 summarizes the TCs counted using this
approach.
Each TC with size n implicitly defines
∑n
i=1
(
n
i
)
Temporal Sub-Communities (TSCs),
that result from all possible combinations of the members of the TC. It should be noted
that TSCs include the special case where all the members of the TC are represented
(i.e., the TC itself). Relevant for HTnT improvement is the evaluation of the repetitive
occurrence of groups of devices, independently of its members being or not part of
larger groups. Therefore, the work will focus mostly on the study of TSCs.
A multi-year analysis of the MobIPLity dataset shows a non-negligible variation
of the number and size of the communities. Part of this variation can be attributed
to the addition of Access Points (APs) to the network (cf. Fig 6.2), mostly motivated
by the need to resolve localised network performance issues at the IPL. Such addition
contributes to a decrease in the dimension of temporal communities as devices have
more APs for association on the most frequently accessed locations.
Figure 6.27, which depicts the size of the biggest TC observed each day, clearly
shows the impact of the academic environment on the network. In the figure it is
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Figure 6.27: Max Community Size Per Day
possible to observe the reduced activity during the Winter (end of December), Summer
(August) and Easter (March) breaks. The irregularity of the plots can also be attributed
to weekends and to particular, non periodic events, such as conferences.
6.4.1 Temporal Communities
The accumulated number of Temporal Sub-Communities (TSCs) found in every
day of 2012 is depicted in Fig. 6.28 as a Complementary Cumulative Distribution Func-
tion (CCDF). For clarity, the figure presents TSC sizes in steps of 6. It was observed
that the lines of the TSC sizes that were omitted evolve similarly to those that are rep-
resented.
A first surprising effect observed in Fig. 6.28 is the peak of the number of TSCs at
size 38. However, this is due to the methodology used for determining TSCs. Recall
from Sec. 6.4, that the present work considers all possible combinations of elements
of any TC as TSCs. In this case, each of the observed TCs of size 74 produces, by
itself,
(
74
38
) ≈ 1.7× 1021 TSCs with size 38. Still, the figure is illustrative of the potential
number and size of the groups of devices within transmission range that can be found
in academia. Notice for example that in 5% or more of the days of 2012 it is possible to
find at least 1010 communities of size 62 and that 80% of the days had more than 100
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Figure 6.28: TSCs per day
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Figure 6.29: TSCs per week
TSCs with 14 devices.
Figure 6.29 revisits these results after grouping the TSCs in weeks, what removes
the spurious effects of occasional TCs of very large size. Still, the plot denotes an
interesting regularity, suggesting that TSCs of sizes up to 23 tend to occur in a large
proportion of more than 90% of the weeks.
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6.4.2 Temporal Patterns
In addition to presenting the number and size of all TSCs, the work evaluates the
probability of recurrence of two and three consecutive hits of the same TSCs on 4 dis-
tinct temporal patterns. The Consecutive Days (CD) and the Consecutive Week Day
(CWD) patterns use intervals of respectively 1 and 7 days. These patterns serve to in-
vestigate repetitions inspired by common student activities, like the daily attendance
to school and the weekly attendance to classes.
The Consecutive Month Day (CMD) and Consecutive Week (CW) use more ir-
regular patterns. CMD seeks for repetitions in the same day number of consecutive
months. CW in turns seeks repetitions in any weekday of consecutive weeks.
For clarity, and as an example, consider the observation of a TSC on July 18th, 2012
(Wed). A hit will be found if the same TSC is observed on July 19th for CD, July 25th
for CWD, August 18th for CMD and on any day between the 22nd and the 28th of July
(Sun-Sat) for CW.
These temporal patterns are affected by the negative impact of the calendar irreg-
ularities. No attempt to attenuate the effects of public holidays, weekends or school
breaks has been made. This option was chosen to approximate the results from those
found by some application using past experiences to estimate the probability of contact
repetition.
6.4.3 Extraction of Contact Recurrence
Consider some TSC t observed in some instant i. The study on t’s recurrence will
proceed in two steps. First, it will measure the frequency with which t is observed a
second time, respecting one of the temporal patterns defined in Sec 6.4. I.e., we will
look for occurrences of t in instant i′, knowing that the relationship between i and i′
must necessarily respect one of the temporal patterns. The second step will evaluate
the persistence of these occurrences. It estimates the probability of observing t in a
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Figure 6.30: Temporal patterns for two consecutive periods
third instant i′′, with the time interval between i′ and i′′ respecting the same temporal
pattern that was found between i and i′. The analysis will focus in 2012, which presents
a good trade-off between the manageability of the size of the dataset and its recency.
Figure 6.30 depicts the CCDF of the TSCs that were observed a second time satisfy-
ing each of the Temporal Patterns defined above. The figure clearly demonstrates that
the selection of the temporal pattern has a strong impact on the results. The Consecu-
tive Month Days (CMD) is the temporal pattern that performs poorly. This should be
expected as it is hard to find any routines depending on the day of the month in the
academic environment. In contrast, the CD and CWD temporal patterns, which reflect
better the typical student schedule, perform reasonably well, specially for TSCs of size
of 6 or less. In these cases, more than 90% of the days presented 100 or more TSCs
which were equally observed in the previous instant of the temporal pattern.
The best results are presented by the CW temporal pattern, where it was not hard
to find 10000 communities of sizes 6 or less in 90% of the days. This is not a surpris-
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Figure 6.31: Probabilities for three consecutive periods
ing result considering the great flexibility of the constraints imposed by CW in com-
parison with CD and CWD. However, as it will be discussed later, the CW temporal
pattern equally introduces a level of uncertainty that makes it unusable in prediction
algorithms.
6.4.4 Predictability of multiple contacts
Fig. 6.31 shows the average and standard deviation of the proportion of TSCs that
repeated in a third consecutive instant from those that were observed twice. Results
contribute to decrease the relevance of the observations of large TSCs in two consec-
utive periods. Although it is frequent to find large TSCs, their membership tends to
vary with time. Therefore, the occurrence of large TSCs can only be used by applica-
tions depending on ad hoc concentrations of users.
Concerning TSCs with small number of members, the results enabled the separa-
tion of the CD and CWD temporal patterns, with the daily one showing to be more
108 CHAPTER 6. HUMANMOBILITY
predictable. CD and the more relaxed CW temporal patterns are the only able to ob-
tain probabilities of repetition above 10% for TSCs of up to 4 members and to show a
surprisingly 30% for TSCs of size 2. This can be considered as a non-negligible prob-
ability of finding the same device on, respectively, the next two days and weeks. CW
outperforms CD in the stability of the predictions, as it presents a smaller standard
variation of the sample.
Figure 6.32 depicts these results using CCDFs of the absolute number of occur-
rences observed. As suggested by Fig. 6.31, TSCs with significant results are those
with smaller membership sizes. It is also interesting to notice the distinct pattern ex-
hibited by each temporal pattern. Still, it should be noticed that it is not hard to find a
considerable number of TSCs satisfying the CD and CW criteria for 3 consecutive in-
tervals. In the case of CW, in 90% of the days of 2012 it is possible to find 100 TSCs of 6
members that were observed on 3 consecutive weeks. In line with what was observed
before, the CWD and CMD temporal patterns show disappointing results, in both the
number of TSCs found and on the probability of their recurrence.
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Figure 6.32: Temporal patterns for three consecutive periods
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Figure 6.33: Distribution fitting
6.4.5 Probabilistic Model
To model the temporal patterns observed in TSCs, the results discussed in Sec. 6.4.3
were fitted to statistical distributions using the Akaike information criterion on Matlab.
Figure 6.33, which aggregates TSC sizes by distributions, shows that the Generalized
Pareto distribution is the most adequate to model the behaviours observed our work.
The use of the Pareto distribution is consistent with results found for modelling other
aspects of human mobility, for example those detailed in (Gonzalez et al., 2008; Clauset
et al., 2009; Karagiannis et al., 2010).
Interestingly, the CD, CWD and CMD temporal patterns exhibit an exception
where only a single size of the TSCs is better represented by Generalized Extreme
Value. As shown in Table 6.9, the sizes of the TSCs with an abnormal behaviour are
distinct for each temporal pattern and no relation between the values could be found.
Therefore, these cases are considered as an anomaly and the reminder of the text han-
dles them indifferently from the remaining.
To make the knowledge obtained from the analysis of TSC useful for application
developers, we analysed the relation between the parameters of the Generalized Pareto
fittings, the dimension of the TSCs and the interval (in days) of the temporal patterns.
The goal is to define a family of functions fαβ (n) where α ∈ {CD,CWD,CMD} and β ∈
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Table 6.9: TSC size with exceptional distribution
Temporal Pattern TSC Size
CD 6
CWD 3
CMD 2
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Figure 6.34: Generalized Pareto Parameters
{κ, σ} that allow to rapidly define Generalized Pareto distributions for the estimation
of repetition of temporal communities of size n. It should be noted that the remaining
of this study omits the CW temporal pattern due to the impossibility in mapping it on
a fixed time interval.
The approach followed consisted in finding suitable interpolations for the κ and σ
values that shape the Generalized Pareto distribution. The parameters observed are
depicted in Fig. 6.34 and evidence the abnormal behaviour at one specific TSC size for
each temporal pattern.
Figure 6.35 shows σ after removing the values below the abnormal point addresses
above.
The interpolation used the Matlab and eureqa applications, with the latter sup-
porting the cases where Matlab was not able to provide an acceptable goodness of fit.
The resulting family of functions is presented on Fig. 6.36 and considers the impact of
the abnormal point. Functions for the CD temporal community are divided accord-
ing to the dimension of the TSC pretended. For CWD, the Generalized Pareto is only
applicable for TSC dimensions above the abnormal point.
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Figure 6.35: σ generalized Pareto parameter for values after the abnormal point
fCDκ (n) =
{
0.06n2.1 + 0.2, n < 6
n+ 465
n
− 40, n > 6 (6.1)
fCDσ (n) =
{
859 + 450 cos(0.75n) + 548 sin(0.75n), n < 6
10.095e− 12 exp(−0.8939n)− 15 exp(−0.0276n), n > 6 (6.2)
fCWDκ (n) = 39.71 + 0.007799n
2.956 + 1.385 sin(2.579 + 0.8477n)− 0.2199n2, n > 3 (6.3)
fCWDσ (n) = 5.288e− 13 exp(−0.4151n)− 15 ∗ exp(−0.02243n), n > 3 (6.4)
fCMDκ (n) = 40.58− 4.239n− 2.042 log(n) ∗ sin(0.5316 + n), n ≥ 2 (6.5)
fCMDσ (n) = 0, 273e− 14− 16n2 − 15n, n ≥ 2 (6.6)
Figure 6.36: Family of equations for modelling repetition of TSCs
6.4.6 Probabilities Function
A more practical application of these results can be obtained using probabilities,
reproducing the approach discussed in Sec. 6.4.4. The extraction of a fitted function
resulted in a simple Exponential curve with the form given by Eq. 6.7. Values for
constants a and b depend of the temporal pattern and are given in Tab. 6.10.
PCtp(n) = atp × ebtpn (6.7)
Table. 6.11 shows the values to be applied to Eq. 6.7 for obtaining the Standard
Deviation metric. As discussed in Sec. 6.4.4 fitting is not as exact as for the Probability
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Table 6.10: Probability function parameters
Temporal Pattern a b
CD 0.7167 -0.4204
CWD 0.6081 -0.4971
CMD 0.5947 -0.601
CW 0.7701 -0.4431
Table 6.11: Standard deviation function parameters
Temporal Pattern a b
CD 0.3335 -0.205
CWD 0.2375 -0.2216
CMD 0.4295 -0.357
CW 0.1499 -0.1391
Function. However, goodness of fit should be considered acceptable for all metrics of
the equations presented.
6.5 Summary
The performance of the dissemination algorithm of HTnT could be improved with
the capability to anticipate the number or the affiliation of the groups of devices to be
found in the future. This work leverages on a large dataset of accesses to a number of
eduroam access points at an academic institution to extract the complete set of tempo-
ral communities observed in 2012. Leveraging on these results, the chapter derives a
statistical model that characterizes the different temporal community sizes assuming
four distinct recurrence patterns that mirror likely schedules of the users.
The fitting of the observations showed that the recurrence of three temporal pat-
terns can be modelled by generalized Pareto distributions, confirming the results al-
ready observed for the Inter-Contact Times.
This work presents a statistical model usable for prediction of neighbouring peer
devices on a nearby future using the knowledge of the previous observed contacts and
6.5. SUMMARY 113
temporal patterns.
This findings will be evaluated and applied on the modelling of future contacts for
HTnT, not before a evaluation on the applicability of the knowledge obtained.

7
Application
The contact patterns observed in the dataset of the wifi access records from the
eduroam network to create a contact prediction algorithm based on past observa-
tions. Expectations are that this algorithm contributes to improve the Hybrid Trust
and Trade (HTnT) system of the Mobile Collaborative Cloudless Computing Environ-
ment (MC3E) by improving the reputation certificate dissemination algorithm used by
the Central Trusted Entity (CTE), improving the detection of rogue devices. Contact
patterns were extracted by converting the raw access records into bonnmotion (As-
chenbruck et al., 2010) mobility scenarios. Bonnmotion was selected because of its
frequent use by network simulators.
This chapter details the efforts and outcomes of this process, starting on Sec. 7.1
with a presentation of the web interface that make the data collected using the wifi
access records publicly available. Sec. 7.2 reports on the contact prediction algorithm.
Secion 7.3 details the evaluation of HTnT first by using a non-improved reputation
dissemination algorithm and later by improving this algorithm with the prediction of
contacts.
7.1 MobIPLity: Web Interface
To facilitate the dissemination of the traces, a web interface has been prepared
and made publicly available at http://edata.e.ipl.pt. Expectation are that this
dataset contributes for current research on human mobility, in particular, related with
115
116 CHAPTER 7. APPLICATION
Figure 7.1: MobIPLity Webpage Screenshot
wireless networks. Traces are extracted on-demand from an E set stored at a local
database and running the MobIPLity algorithm described in Sec. 6.2.4.1. The algorithm
outputs traces in the format used by the bonnmotion mobility scenario generator and
analysis tool (Aschenbruck et al., 2010). In compliance with bonnmotion trace format,
time stamps are shifted, always starting of 0, independently of the effective date on
the records. The initial waypoint for each trace is placed at a location predicted for
each device at scenario starting time by MobIPLity. To further abstract effective user
location, access points are consistently repositioned using a random factor.
The web interface (visible on Fig. 7.1) uses the parameters described in Tab. 6.2
(p. 84) and includes a set of suggested configuration options in order to accelerate the
process of obtaining the bonnmotion scenario file.
7.1.1 Enforcement of User Privacy
A number of measures were put in place to protect the confidential nature of the
data. Original records are kept at a secure location and are not disclosed in any cir-
cumstances. In compliance with the bonnmotion file format, the algorithm exclusively
outputs (time,coordinates) pairs for the distinct devices. Therefore, no identification
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that could be associated directly with a user or device is released. In addition, origi-
nal data is obfuscated by: i) Repositioning waypoint coordinates in each new scenario
generation while maintaining consistency among the location of the devices; and ii)
starting all scenarios at time 0, without disclosing the offset between the requested
start date and the effective beginning of the scenario.
To somewhat limit any judicious analysis of the data that could be crossed with
information made available from other sources, all requests of scenarios will be mod-
erated. Boundaries on the duration of the scenarios may also be applied.
7.2 Contact Prediction Algorithm
The capability to anticipate user contacts is valuable to a multitude of applications,
which can be arranged according to the observer, in 3 distinct categories. In the om-
niscient observer category, a centralised server has access to the list of all contacts that
have occurred in the past. An example of this application is HTnT, where a reputation
server combines the contacts of all the service members to anticipate those that will
occur in the future. The omniscient observer perspective is the one supporting the the-
oretical analysis from Sec. 6.4.5. In the localised server category, some external observer,
for example an access point, creates a local perspective from the contacts he was able
to observe, from his limited observation point. Finally, in the peer view category, each
device anticipates future contacts exclusively from those where he has participated in
the past. The peer view is the one where the information is more limited and therefore,
where predictions are more challenging. This section reports on our efforts to create an
algorithm capable to anticipate future contacts with a reasonable accuracy in the peer
view perspective.
The algorithm leverages the distributions observed in the analysis of the eduroam
dataset detailed in Sec. 6.2. It was designed to integrate with any application and ac-
cepts a target date and a list of the contacts observed in the past. Each contact is tagged
with the date and duration of the contact and the peer ID. The algorithm outputs a
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list of peers, ordered by the likelihood of finding it on the target day. Members of the
output list are all the peers from the input contact list that satisfy any of the CD, CWD
or CMD temporal patterns (described in Sec. 6.4.2) for the two previous consecutive
instances and which, if observed on the target date, will result in a third consecutive
occurrence of the pattern.
Peers are ranked according to the scoring function score, depicted in Eq. 7.1.
score = wCD × fCD(dCD) + wCWD × fCWD(dCWD) + wCMD × fCMD(dCMD) (7.1)
where wtp is the weight attributed to the temporal pattern and dCD, dCWD, dCMD are
the duration (in seconds) of the contact between the two nodes in the last event of the
corresponding pattern. The score for each node is therefore dictated by an accumulation
of partials from each temporal pattern where it was observed and given by:
ftp(d) = PCtp(2)× CDtp(d), ∀tp ∈ {CD,CWD,CMD} (7.2)
where PCtp is the probability function presented in Eq. 6.7 (p. 111).
The role of the CDtp function is to convert the duration of the last contact in a
weight. The function privileges longer contacts, mapping them on proportionally
heavier weights. Two classes of functions depicted in Eq. 7.3 and 7.4 were experi-
mented. Both assume that the contact duration is bounded between 60s and 86400s
(one day), considered to be the interval representing social interactions between peers.
CD(d) =
kd
86400 + (k − 1)d, k ≥ 1, d ≥ 60 (7.3)
CD(d) =
(
d
86400
)2
, d ≥ 60 (7.4)
Functions differentiate by the direction of their curve. The family of functions of Eq. 7.3
increases the weight linearly with the duration when k = 1, increasing the weight of
shorter contacts as k increases. In contrast, Eq. 7.4 tends to decrease the relevance of
shorter contacts, increasing the weight more rapidly as the duration approaches 86400.
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Figure 7.2: Equation 7.3 and Equation 7.4
Plots of both functions for representative values of k are depicted in Fig. 7.2.
Overall, this approach leverages from the probabilities of occurrence of a third rep-
etition of a contact between a pair of nodes, which were found in the analytic study
presented in Sec. 6.4.5, to derive a ranking algorithm. The algorithm uses the dura-
tion of the contacts and multiple temporal patterns between the same pair of nodes as
tie breakers. Expectations are that these tie breakers correctly differentiate the likeli-
hood of occurence of the third contact, providing to applications accurate estimates of
upcoming contacts with other nodes.
7.2.1 Metrics
Evaluation was performed by running contact datasets against the algorithm and
comparing its ordering with the contacts that have been actually observed. The ca-
pability of the algorithm to correctly order the expectations of contacts was evaluated
using two metrics. Both metrics measure the number of hits (defined as a prediction of
contact that has effectively occurred), although using different perspectives:
The Rank of the First Miss (RFM) metric returns the rank of the first failed prediction
in the list. RFM is useful for application programmers as it indicates the number of
highly reliable predictions of the list.
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The second metric compares the proportion of hits on the 10, 25, 50, 75 and 100
percentiles of the list, identified in the remainder of the text respectively as p10, p25,
p50, p75 and p100. Percentiles enable the evaluation of the quality of the ranking. Ex-
pectations are that the 100 percentile mirrors the analytic results discussed in Sec. 6.4.3.
Therefore, the quality of the ranking will be evaluated by the increase in the proportion
of hits in the lowest percentiles, which will confirm the capability of the algorithm to
put hits at higher ranks.
7.2.2 Evaluation in MobIPLity
The ranking algorithm was experimented using a mobility scenario generated by
MobIPLity with all devices that connected to the eduroam network on IPL during the
year of 2013. Contact data was produced by configuring the LinkDump application of
bonnmotion to extract the periods in which two peers were within a 50m range from
each other for a minimum of 60s. To prevent disturbance on the results due to the
distinct patterns found on weekends, the original dataset was purged from the events
occurring on Saturdays and Sundays.
It should be noted that the dataset used in the evaluation of the ranking algorithm
is considerably distinct from the one used in Sec. 6.4.3 for the analytic evaluation of
contacts. The later evaluated the 2012 dataset and defined a contact as the simultane-
ous association of two or more devices to the same access point, using RADIUS records.
In this section, the 2013 dataset and a distinct methodology for defining contacts are
used. In addition to exposing the ranking algorithm to a considerably distinct dataset
from the one that inspired it, this approach enables the verification of the properties
observed during the year 2012 are reproducible on a different year.
Parameters for the algorithm where experimentally tuned in order to obtain the
best results for the metrics presented above. Table 7.1 depicts the experimental results
for multiple variations of the CD functions with equal weights for wCD and wCWD.
CMD was dismissed from this evaluation to reduce variants and due to a low impact
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Table 7.1: Evaluation of contact duration functions
Equation CDCD CDCWD rfm p10
Eq. 7.3
k = 4 k = 5 3.61 0.40
k = 4 k = 6 3.60 0.40
k = 2 k = 2 3.58 0.40
k = 3 k = 6 3.57 0.40
Eq. 7.4 – – 3.16 0.39
on the final formula, given the lower values previously observed for PCCMD(2). Re-
sults evidence a minimal impact of the k constant when the function of Eq. 7.3 is used,
and a considerably worse performance on the RFM metric when Eq. 7.4 is used. In
practice, this result evidences a preference of the algorithm for a fast growing of the
weight of the contact duration in the ranking. As a result, the reminder of the text
presents results using Eq. 7.3 with k = 4 for all the CDtp functions.
Table 7.2 and Table 7.3 shows the average and standard deviation of the metrics
when different weights are used. These results average the rankings produced for all
devices and days, provided that the ranking contained 20 or more devices. The tables
show some encouraging results. In particular, that the algorithm can correctly rank on
average the first 3.6 devices and that 40% of the highest 10% ranked devices have been
found as predicted.
The contribution of the algorithm becomes more evident by noticing that a random
sort of the list would equally distribute the 31% of the devices on the list that were
effectively observed (p100) by all the percentiles. Figure 7.3 further emphasis this result
by evidencing the 28% performance gain of p10 over p100. A combined analysis of the
figure and of the Table 7.3 highlights the distinct contribution of each of the temporal
patterns to the algorithm, with the participation of the CMD or the use of individual
patterns consistently presenting worse results than a 50%,50% combination of weights
of CD and CWD.
In the elaboration of the results above, a ranking list is always prepared, indepen-
dently of an effective connection of the device to the network being observed. How-
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Table 7.2: Totals and RFM results (average per day and standard deviation)
wCD wCWD wCMD Number of ranks rfm (σ)
50 50 0 56892626 3.609 (6.75)
50 0 50 38423918 3.352 (7.13)
33 33 33 65604286 3.326 (6.30)
0 50 50 40827514 2.690 (3.81)
Table 7.3: Percentile results (average per day and standard deviation)
wCD wCWD wCMD p10 (σ) p25 (σ) p50 (σ) p75 (σ) p100 (σ)
50 50 0 0.402 (0.38) 0.377 (0.35) 0.352 (0.32) 0.333 (0.30) 0.313 (0.29)
50 0 50 0.361 (0.37) 0.340 (0.34) 0.317 (0.32) 0.301 (0.30) 0.283 (0.28)
33 33 33 0.363 (0.37) 0.340 (0.34) 0.316 (0.32) 0.297 (0.30) 0.279 (0.28)
0 50 50 0.360 (0.37) 0.342 (0.35) 0.322 (0.33) 0.306 (0.31) 0.288 (0.29)
ever, numerous cases were found where some devices did not connect to any another
device in one complete day, although the algorithm predicted some connections. As
can be confirmed by Tab. 7.4 and Tab. 7.5, this cannot be considered a negligible aspect.
The table presents the same metrics after excluding these lists. Not surprisingly, lists
become much more accurate, with 100 percentile approaching an average of 50%. I.e.,
on average 50% of the devices predicted by the algorithm are effectively found. More
demanding metrics, in particular RFM (visible on Tab. 7.4) and p10 are in line with the
improvement of p100: on average, the first 5 devices of each list are effectively found
as predicted as well as more than 63% of the percentile 10 of each ranking list.
Table 7.6 discloses a final analysis of these results by presenting the metrics per
day of the week. It is interesting to notice that the performance of the algorithm is
not uniform across all the weekdays. The ranking algorithm presents better results for
Tuesday, Wednesday and Thursday. The worst results of Mondays can be attributed to
the weekend discontinuity impact on the CD temporal pattern. Surprisingly, Fridays
present the worst performing results, although no evident explanation could be found.
7.2. CONTACT PREDICTION ALGORITHM 123
100%	  
105%	  
110%	  
115%	  
120%	  
125%	  
130%	  
	  p10	  	  p25	  	  p50	  	  p75	  
wCD=100,wCWD=0	   wCD=50,wCWD=50	   wCD=0,wCWD=100	   p100	  
Figure 7.3: Improvement observed
Table 7.4: Totals and RFM results excluding not connected days (average per day and
standard deviation)
wCD wCWD wCMD Rank Totals rfm (σ)
50 50 0 39620508 5.122 (8.11)
33 33 33 43290708 4.967 (7.82)
50 0 50 25271814 4.871 (8.82)
0 50 50 25861694 3.917 (4.64)
7.2.3 Evaluation with Taxi Traces
To understand the applicability of the algorithm in other scenarios, the same ex-
periment was applied to a dataset containing 1 month GPS traces of 320 taxis in
Rome (Bracciale et al., 2014). The dataset was sanitized to include only positions in
the metropolitan area of Rome, and to mark as off-line the taxis not reporting their
position for an interval of 120s or more.
Table 7.7 and Table 7.8 show results of the metrics presented above exhibited by
the algorithm in the taxis scenario. Unfortunately, the smaller and shorter trace pre-
vented experiments with the CMD temporal pattern and forced to a reduction of the
minimum size of the rankings to be considered in the evaluation from 20 to 5. Surpris-
ingly, p10 metric shows values comparable to the ones obtained from MobIPLity, for
the same configuration parameters. The differences in the RFM can be attributed to
the smaller dimension of the dataset, which necessarily reduces the ranking list and,
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Table 7.5: Percentile results excluding not connected days (average per day and stan-
dard deviation)
wCD wCWD wCMD p10 (σ) p25 (σ) p50 (σ) p75 (σ) p100 (σ)
50 50 0 0.635 (0.28) 0.596 (0.24) 0.557 (0.22) 0.526 (0.21) 0.495 (0.20)
33 33 33 0.620 (0.28) 0.579 (0.25) 0.538 (0.23) 0.507 (0.21) 0.476 (0.20)
50 0 50 0.593 (0.29) 0.559 (0.26) 0.522 (0.24) 0.495 (0.23) 0.466 (0.21)
0 50 50 0.621 (0.28) 0.591 (0.25) 0.556 (0.23) 0.528 (0.22) 0.498 (0.21)
Table 7.6: Per day of the week metrics for setup with the highest improvement
(wCD=50,wCWD=50)
rfm p10 p25 p50 p75 p100
Monday 3.15 (4.62) 0.4 (0.38) 0.38 (0.35) 0.35 (0.32) 0.34 (0.31) 0.32 (0.29)
Tuesday 4.13 (7.57) 0.45 (0.38) 0.42 (0.35) 0.39 (0.33) 0.37 (0.31) 0.35 (0.3)
Wednesday 3.97 (8.26) 0.41 (0.38) 0.39 (0.34) 0.36 (0.32) 0.34 (0.3) 0.32 (0.28)
Thursday 3.67 (6.65) 0.41 (0.38) 0.38 (0.35) 0.36 (0.32) 0.34 (0.31) 0.32 (0.29)
Friday 3.04 (5.65) 0.34 (0.36) 0.32 (0.33) 0.29 (0.3) 0.27 (0.28) 0.26 (0.26)
proportionally impacts RFM. The difference between p10 and p100 loses significance,
preserving a maximum gain of 11%.
Table 7.9 show the outcome of the per day of the week analysis. One can observe
that in this dataset, Monday is the worst performing day of the ranking algorithm. This
result is attributed to the discarding of weekends that was kept from the MobIPLity
analysis in an attempt to keep the comparison fair. However, the social constraints
that encouraged the introduction of the exception for MobIPLity have no significance
in a taxis scenario, where devices are expected to operate on all days of the week. To
the extent of our knowledge, this was the unique characteristic of the algorithm which
did not adapt to both scenarios.
7.2.4 Discussion
In contrast with our expectations, differences in results between the consecutive
day (CD) and consecutive week day (CWD) temporal patterns appear to be orthogonal
to the environment. As an example, one could consider that the CD temporal pattern
7.3. REPUTATION SYSTEM EVALUATION 125
Table 7.7: Taxis in Rome trace totals and RFM results
wCD wCWD Rank Totals rfm (σ)
50 50 3487 1.884 (1.39)
Table 7.8: Taxis in Rome trace percentile results
wCD wCWD p10 (σ) p25 (σ) p50 (σ) p75 (σ) p100 (σ)
50 50 0.426 (0.49) 0.409 (0.43) 0.380 (0.33) 0.340 (0.28) 0.312 (0.25)
better represents faculty (with a daily schedule), and CWD would better represent
students that meet in classrooms following a weekly schedule. Surprisingly, our study
shows that the Taxis in Rome trace present comparable results. Therefore, we can
consider that, to some extent, this supports the usage of our algorithm and probability
modelling on multiple environments.
Results suggest that performance could be improved by considering weekdays in
the definition of the ranking algorithm. However, this claim must be supported by
additional experiments in other traces.
7.3 Reputation System Evaluation
In order to evaluate the Hybrid Trust and Trade (HTnT) system of the Mobile Col-
laborative Cloudless Computing Environment (MC3E), described in Sec. 5.2, we start
by using a synthetic mobility model, reduced duration, number of devices and other
commonly used parameters, to test the ability of HTnT detecting rogue devices with
different profiles by disseminating reputation certificates using global and local trust.
In this evaluation we use a simple probabilistic dissemination algorithm, where the
CTE disseminates lists where devices with the lowest reputation have a higher prob-
ability of being included. The device with the lowest reputation is sent to all other
devices, the second lowest has a probability of 0.5 of being sent to a device, the third
lowest a probability of 0.33 and so on.
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Table 7.9: Per day of the week metrics for taxis in Rome, setup with the highest im-
provement (wCD=50,wCWD=50)
rfm p10 p25 p50 p75 p100
Monday 1.27 (0.61) 0.19 (0.39) 0.2 (0.33) 0.18 (0.21) 0.16 (0.17) 0.15 (0.16)
Tuesday 1.87 (1.18) 0.48 (0.5) 0.42 (0.42) 0.41 (0.3) 0.39 (0.28) 0.35 (0.21)
Wednesday 1.95 (1.41) 0.44 (0.5) 0.41 (0.45) 0.4 (0.33) 0.34 (0.28) 0.31 (0.25)
Thursday 2.03 (1.5) 0.45 (0.5) 0.43 (0.45) 0.4 (0.35) 0.35 (0.3) 0.32 (0.25)
Friday 2.16 (1.58) 0.57 (0.5) 0.54 (0.41) 0.49 (0.3) 0.46 (0.27) 0.42 (0.24)
After the evaluation of the HTnT protocol we proceed with the evaluation of the
dissemination algorithm, using as input a list of predicted contacts and list of devices in
range extracted from bonnmotion LinkDump application. HTnT will benefit from the
knowledge of the contact prediction algorithm to choose which reputation certificates
should the CTE send to devices.
7.3.1 Synthetic Mobility Model Evaluation
To evaluate the capability of HTnT to classify the behaviour of participants in
MC3E, simulations using the OMNeT++ network simulator with the INET framework
were performed. HTnT was implemented as a standard UDP application, on a net-
work stack of a 802.11 ad hoc mobile device with a 11Mbps link.
Devices are configured to move on a 2D open area of 9km2 and have a 250m trans-
mission radius. Mobility parameters change according to a Gaussian distribution with
a 2s mean and a 0.5s standard deviation. Every change in mobility implies an angle
change of a maximum of 30 degrees and a change in speed using a Gaussian distri-
bution with 20ms−1 mean and a standard deviation of 8ms−1. Table 7.10 presents the
default settings for the simulation. This configuration represents numerous devices
moving in the streets of a metropolitan area using the mass mobility model (Perkins
and Wang, 1999).
To simulate the periods where the Internet connection is offline, the CTE is modeled
with a probability of being online or offline for each device. During the contacts with the
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Table 7.10: Simulation Parameters
Network
Num. of correct devices 100
Num. of rogue devices 10
Task cost 10
CTE
Initial number of TwinCoins for each device 5000
Reputation certificates cache size 10
CTE transaction commission 0.02
Device min. reputation for credit redistribution 0.5
Devices
α for GRu 0.7
Initial TwinCoins withdrawn 100
Initial reputation 0
Reputation certificate trust threshold 0
Device ignore reputation threshold -0.5
Outdated reputation certificate threshold 5s
Simulation Duration 3600sSimulated area 9km2
central trusted entity (CTE), each device updates its reputation certificate and receives
the reputation information of 10 other devices.
The simulation proceeds in cycles. Cycles have a periodicity of 0.5s. On each cycle,
a device selects one of five actions with a probability indicated between (): i) with-
draw (0.1); ii) deposit and report failed transactions (0.1); iii) change pseudonym (0.1);
iv) request a task (0.2); v) remain inactive (0.5). Devices always volunteer to execute
a task requested by another peer. Simulations were configured so that nodes with
GRu < −0.5 are never selected by their peers. Reputation certificates with GRu < 0.5
cause a local reputation quest. In this process, devices will always assume the lowest
reputation information value learnt to be the correct one.
Evaluation is focused on two metrics. The reputation of each node is measured by
the value on the signed certificates delivered by the CTE on withdraw, deposit and
pseudonym change operations. This metric shows how the system is capable to detect
the misbehaviour of the users. The capability of each node to continue to participate
on the MC3E is measured by the number of tasks sent. This metric shows the average
of the total number of tasks requested by each node, counted when the first coin is
128 CHAPTER 7. APPLICATION
��
����
��
����
��
�� ���� ����� ����� ����� ����� ����� �����
��
���
����
�
�������
���������������
(a) Reputation
��
����
����
����
����
����
����
�� ���� ����� ����� ����� ����� ����� �����
��
���
�������
���������������
(b) Sent tasks
Figure 7.4: Baseline simulation, no rogue devices, CTE online
delivered to the sharer. For these two metrics, plots present the average of samples
obtained with 30s intervals for each device.
7.3.2 Reference Simulation
To confirm that the system exhibits the desired properties in ideal conditions, a
preliminary baseline simulation was performed, without rogue devices or pseudonym
changes and uniformly distributing the probability for each of the remaining 4 actions.
Results have shown that devices will not be prevented from requesting tasks as in these
conditions’ reputation increases rapidly and remains stable, as seen on Fig. 7.4. This
was equally confirmed by the steady increase in the number of tasks submitted.
7.3.3 Resilience to Selfish Behaviours
To evaluate the performance of the system in the presence of rogue devices, differ-
ent misbehaviour profiles have been defined. Simulations assume that all the attacks
are detected, allowing us to focus on the effects of the attacks on the MC3E for correct
devices. Unless a different value is indicated, simulations where configured with 10%
of rogue devices.
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(b) Sent tasks
Figure 7.5: Threat model 1 simulation
7.3.3.1 Threat Model 1: Selfish Device
In this model the rogue devices do not accept tasks from other devices. The model
validates the incentive proprieties of HTnT, addressing requirement R1 of Sec. 5.1. Fig-
ure 7.5 shows that the reputation of selfish devices remains neutral, what is expected
given that the system only increases the reputation of sharers. However, the partici-
pation of selfish nodes on the system is limited by the initial credits provided to the
nodes. As this credit is exhausted, so is their capability to submit tasks. This pattern is
not observable on the correct devices, which continue to benefit of the MC3E.
7.3.3.2 Threat Model 2: Virtual Currency Protocol Attack
In this model, rogue devices start by executing a task request operation. However,
after receiving the results from the sharer device, the rogue devices don’t deliver the
second coin of the TwinCoin. This behaviour prevents the sharer from receiving the
corresponding TwinCoins amount, a problem that is reported on the next interaction
of the sharer with the CTE. Figure 7.6 this behaviour becomes eventually evident for
altruistic devices. After some transactions, the spreading of the reputation allows the
remaining devices to stop accepting task proposals from the rogue devices. The vir-
tual currency that the rogue devices have in their purse to execute tasks stops from
being accepted, making them unable to send tasks to the MC3E, an aspect that can be
observed in Fig. 7.6b. It should be noted that the pattern is not affected by the rep-
utation gains obtained by providing services nor by pseudonym changes, given the
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(b) Sent tasks
Figure 7.6: Threat model 2 simulation
impossibility to present a recent certificate with an acceptable reputation. During this
experience it was observed that rogue devices have more virtual currency than the rest
of the devices, although they are unable to use it for requesting services.
A collateral effect of this attack is the reduction of the total amount of TwinCoins
in circulation, that are discarded by the CTE on each complaint. To address this issue,
the CTE re-injects the lost virtual currency in the system, depositing it in the account
of all devices whose GRu > 0.5. Figure 7.6 equally shows a more irregular pattern in
the increase of the reputation of correct devices, which is due to the penalty applied
to complainers. However, as expected, this penalty is not sufficient to prevent correct
devices from continuing to benefit of the system.
7.3.3.3 Threat Model 3: Virtual Currency Exhaustion Attack
In this set of experiments rogue devices accept the first coin but do not provide the
service, what is later detected by the consumers. Results depicted in Fig. 7.7 show that
the system rapidly identifies and penalises the misbehaving devices. It is interesting to
notice that the reputation of the rogue devices decay at a much faster pace than in the
Threat Model 2. This is due to the fact that in this attack, rogue devices do not increase
their reputation by providing services.
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Figure 7.7: Threat model 3 simulation
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(b) Sent tasks
Figure 7.8: Threat model 4 simulation
7.3.3.4 Threat Model 4: Smart Rogue Device
In this set of experiments, a device executes a malicious action (uniformly cho-
sen from the ones executed at the Threat Models 2 or 3) on his first cycle with each
pseudonym and behaves correctly until the next change of pseudonym. To increase
the number of malicious actions, in this scenario, rogue devices request a pseudonym
change with probability 0.3.
Results depicted in Fig. 7.8a show that the reputation of rogue devices decays at a
much slower pace than in the remaining threat models. This results from the number
of correct actions that the nodes perform and suggests that it is possible for devices to
play judiciously with their reputation in order to obtain some benefits from the system.
However, Fig. 7.8b show that the number of tasks accepted by the peers falls, indicating
that the system is still able to apply some penalties.
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Figure 7.9: Resilience to rogue devices
7.3.4 Scalability
Results above confirm the resilience of a hybrid trust and trade system to attacks
from a small (10%) number of participants. To evaluate the system tolerance to the
presence of a high number of rogue devices, simulations with 10%, 20%, 50%, 80% and
90% of nodes executing the Threat Model 4 were performed. At the end of each sim-
ulation the reputation of each device recorded on the CTE was compared with their
predefined behaviour and arranged in 1 of 4 categories. Correct and Rogue are those
devices programmed respectively to behave correctly and roughly and having a cor-
responding positive or negative reputation. False negatives (resp. positives) are rogue
(resp. correct) devices with positive (resp. negative) reputation.
The average of the results of five simulations for each proportion of rogue devices
is depicted in Fig. 7.9. The results show that the service copes well with proportions
of up to 50% of rogue devices after which its accuracy begins to degrade. A result that
may be considered acceptable, given the complexity of programming mobile devices
to exhibit the pattern of the Threat Model 4. In addition, it should be noted that this
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Table 7.11: Simulation Parameters for HTnTv2
Network Task cost 10
CTE
Initial number of TwinCoins for each device 1000
Reputation certificates cache size 100
Threshold for reputation to be sent to devices 0
Devices
α for GRu 0.7
Initial TwinCoins withdrawn 100
Initial reputation 0
Reputation certificate trust threshold 0.5
Device ignore reputation threshold -0.5
Transaction duration 10s
is a particularly challenging environment, given that in a non negligible number of
interactions, rogue devices continue to provide useful work for the MC3E.
7.3.5 Reputation Dissemination Using Contact Prediction
The gains of using contact prediction to influence the certificates distributed by
the CTE were evaluated using a custom simulator. This simulator was prepared as an
alternative to OMNeT++, which lacked the capacities to cope with the data produced
by the 2013 MobIPLity dataset.
Simulations used a process similar to the one described in Sec. 7.2.2. With MobI-
PLity and bonnmotion being used to extract all pairs of devices that were within a 50m
range for at least 60s. For each contact we considered that a transaction was possible
at each 10s.
Simulation proceeds in days, with all devices connecting to the CTE at midnight.
The CTE constructs a ranking of the devices that are expected to be observed on the
following day, using the device reports of previous contacts, as described in Sec.7.2.
This ranking is then distributed to the devices. On our tests we considered that each
device makes available storage space for 100 reputation certificates. The disseminated
list includes the top devices that are expected to be observed in the following day and
whose reputation is bellow a predefined threshold, we used for this evaluation the
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Figure 7.10: Improvement of ranking algorithm
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Figure 7.11: Successful transactions
value of 0, as seen on Tab. 7.11 which presents the thresholds and other parameters
used in the evaluation.
To observe the gains of contact predictions the basic dissemination algorithm (i.e.
a biased probabilistic selection of certificates) was equally experimented.
As depicted in Fig. 7.10, an average improvement of 22% and 38%, respectively
on the number of bad transactions and detections of rogue devices using local cache
of reputation information, is observed when contact prediction is used. The exception
is on the number of detected rogues by local cache when the proportion of rogue de-
vices is 10%, which can be attributed to the fact that the probabilistic dissemination
algorithm includes any reputation certificates, ordered by the lowest values, while the
ranking algorithm used a predefined low threshold to determine which devices have
their reputation certificate sent by the CTE. Despite these differences the number of
detected bad transactions still shows improvement.
The gains presented by contact prediction motivated to experiment a more ambi-
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tious improvement that consisted in the omission of verifying customer peers reputa-
tion by inquiring other nodes in the neighbourhood when a certificate is not available
in the local cache. The goal would be to reduce the number of messages exchanged by
the nodes.
To evaluate this improvement we introduced a bias in the ranking algorithm in
order to use 50% of the available local cache at each device to include high ranked
devices, according with the contact prediction algorithm, independently of their repu-
tation. The remaining 50% were filled, as before, with the reputation of devices with a
threshold bellow 0. Figure 7.11 shows the improvement on the number of good trans-
action that was able to be obtained when using the biased ranking algorithm when
compared with the traditional probabilistic dissemination algorithm. This is further
detailed in Fig. 7.12 where the percentage of successful transactions when the biased
ranking algorithm is used is depicted according to the source. Possible sources are the
local cache or the reputation sent directly by the task peer. The figure also shows the
percentage of bad transactions. Between 27% and 34% of all transaction reputation cer-
tificates were provided from local cache. However, the use of local reputation will only
provide better results at detecting rogue devices. The low number of bad transaction
is explained by the benefits of using the contact prediction for the dissemination of
reputation certificates, but also because the simulation does not consider pseudonym
changes. However, as exposed in Fig. 7.8, their impact would be limited to a delay in
the detection of rogues. Little to no impact on the observed improvements are expected
by this change, since the CTE includes the current pseudonym when disseminating the
reputation certificates.
The impact of this biased ranking algorithm on the previously observed metrics
of bad transactions and detected rogue devices by local cache, can be observed in
Fig. 7.13, where the improvement is retained.
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Figure 7.13: Improvement when using a biased ranking
7.4 Summary
This chapter reports on the development of a contact prediction algorithm inspired
by contact recurrence of the users observed on the IPL eduroam dataset. Defining a
number of different temporal patterns on which recurring contacts occur, the algorithm
provides a ranking of the devices that are expected to be in range of any device on any
given day. Surprisingly, our findings report that the prediction algorithm was equally
applicable on an unrelated dataset, describing the mobility of taxis in the city of Rome.
HTnT, the component of the MC3E responsible for enabling trust and incentive,
was experimented with the contact prediction algorithm in order to create a ranking of
devices expected to be in range in a near future. The ranking is sorted by the probabil-
ity of the contact to happen. We have shown that this ranking algorithm outperform a
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classic probabilistic dissemination, reducing by as much as 22% the number of trans-
actions with an erroneous outcome.

8
Conclusions and Future
Work
Cloud computing is a paradigm where users and companies delegate computation,
storage or even management tasks to a third party operator. Cloud services depend of
Internet connectivity. This requirement is more noticeable on mobile devices given
their mobility onto areas where the Internet connection has lower quality or is unavail-
able. Our work proposes a way to dismiss this requirement, using mobile devices as
nodes of the cloud. We call this architecture the Collaborative Cloudless Computing
(C3).
The thesis proposed a framework called Mobile Collaborative Cloudless Comput-
ing Environment (MC3E) that addresses the challenges raised by the C3. These chal-
lenges appear from the lack of trust between the participants. Privacy of user data,
selfish nodes, possibly tampering results, efficient task partitioning and resource search
are all examples of problems that need to be resolved before a successful deployment
of C3. From these, one of the toughest challenge has its origin on the behaviour of
the participants, that demand for a system to enable trust and provide an incentive for
users.
To address these problems, the thesis presented the Hybrid Trust and Trade (HTnT)
system, that combines reputation with a virtual currency, allowing users to benefit of
the C3 proportionally to their contribution, while at the same time providing detection
of selfish devices. In addition, the system encourages the use of pseudonyms that can
be frequently changed, reducing the use of unique identifiers that could compromise
the user privacy. Dissemination of reputation information in HTnT uses a contact pre-
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diction algorithm to provide a sub-set of the reputation database, that includes peers
predicted to be in range in the near future. In comparison, with a version that uses
exclusively the users’ reputation for selecting the certificates that will be disseminated,
contact prediction improved the detection of rogue devices by as much as 38%. The
prediction, facilitates the detection of rogue devices while reducing the burden on the
resources of the local device by reducing the number of messages with reputation in-
formation between the participants. Using the contact algorithm we were also capable
of improving the protocol itself by serving cached reputation certificates for at most
34% of all transactions.
The development of the contact prediction algorithm was inspired by a large
dataset of accesses to a number of eduroam network sites at the Polytechnic Institute of
Lisbon (IPL) between 2005 and 2013. The dataset was first analysed using a number of
generic metrics, such as the variation in the number of users, sessions and traffic with
time. Results confirm an increase in the number of users and devices, with the latter
growing at a faster pace and that device mobility is changing with users connecting to
an increasing number of access points daily. The combination of both results suggests
that there is an ongoing change in the use pattern of wireless networks. Users now tend
to access to wireless networks through two devices, with one turned on even when the
user is moving. However, the increase of the number of devices and connectivity is not
reflected in traffic, which tends to decrease (in spite of an increase in mobile devices).
The dataset equally supported the development of MobIPLity, an algorithm that
prepares mobility scenarios from observed mobility traces. MobIPLity contrasts with
what is commonly found in the literature where scenarios are artificially generated
by replicating statistical distributions. A web interface for MobIPLity was publicly
made available, allowing developers to rapidly create a scenario in a common, widely
adopted format. The availability of mobility scenarios using real world traces con-
tributed to the improvement of the dissemination algorithm of HTnT. However, it can
equally be useful for the evaluation of other protocols, applications and algorithms.
The same dataset, was equally used to extract the complete set of temporal com-
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munities observed between 2005 and 2013. This set supported the development of a
statistical model that characterizes the different temporal community sizes assuming
four distinct recurrence patterns that mirror likely schedules of the users. The fitting
of the observations showed that the recurrence of three temporal patterns can be mod-
elled by generalized Pareto distributions, confirming the results already observed for
the Inter-Contact Times by related work.
The algorithm to predict neighbouring peer devices on a nearby future uses the
knowledge of the previous observed contacts and temporal patterns. We evaluate this
algorithm using the output of MoIPLity for a different year and an independent trace,
describing the movement of taxis in the city of Rome. Results showed that the statis-
tical properties of the temporal communities are shared by both datasets supporting
expectations of applicability of the algorithm to distinct environments.
8.1 Future Work
An efficient materialization of the Mobile Collaborative Cloudless Computing En-
vironment (MC3E) cannot be achieved without addressing a number of challenges left
open in this thesis. Computing blocks, task delegation, peer search, energy optimiza-
tion and security and privacy are all components of the MC3E for which no obvious
solution can be found.
Concerning the problems related with reputation, future work will be focused on
applying HTnT to other environments and further improve the contact prediction al-
gorithm.
The contact prediction algorithm can be improved by considering temporal com-
munities with size larger than two. The evaluation of such a large number of temporal
communities has a high computational requirements due to the added complexity of
all possible combinations. However, HTnT would benefit of such prediction by de-
creasing the redundancy in the lists of certificates distributed to each participant. The
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prediction can also be improved by considering other metrics or commonly used pre-
dictors. Metrics that are expected to improve the algorithm are number of repetitions
of a temporal community and their duration.
The dismissal of the central trusted entity (CTE) of the HTnT is also an interesting
challenge. As an alternative, it will be challenging investigating mechanisms to hide
the real identity of the devices from the CTE.
Experience gathered with the analysis of the dataset can be applied in two direc-
tions. One consists in extending it, possibly with data provided by other sources, as the
data collection effort at the IPL continues. The other is to investigate novel applications
of the data for examples in areas like indoor localization, human mobility prediction
and to the evaluation of future network protocols, applications and algorithms.
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