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Abstract
This paper presents ongoing research on convergence of
speech features in human dialogues, in view of simulating this
behaviour in spoken dialogue systems. The TAMA method
(time-aligned moving average), previously used on
monitoring convergence of acoustic prosodic (a/p) features, is
applied to temporal properties of speech (between-turn pauses
and overlaps). The results are compared to those of an older
study on the same features.
Index Terms: convergence, spoken dialogue systems

1. Introduction
Spoken dialogue systems (SDS) present an attractive interface
for many applications, as speech is the simplest and most
efficient type of communication. For certain applications, it is
beneficial for SDS to be viewed through a human metaphor
[1], as if the users were talking to a person, rather than a
machine. Increasing the naturalness of the interaction is one
way to enhance this metaphor, hence the need for more
“human-like” behaviour on the part of the SDS. As suggested
in [1], convergence of speech features between two
interlocutors, a property of human dialogue that is wellknown in behavioral and communication sciences [2, 3] may
well increase the perceived naturalness of an SDS, if the latter
can exhibit the same behaviour. Towards this end,
convergence in human dialogues must be well understood.
Following previous work on monitoring convergence of
acoustic/prosodic (a/p) features in human dialogues [4], the
work presented here focuses on temporal aspects of dialogue,
and in particular the duration of between-turn pauses and
overlaps. The analysis follows a method similar to that
adopted in [5], with the addition of the TAMA (time-aligned
moving average) method [4].

2. Speech convergence
The phenomenon of convergence (sometimes termed
alignment, entrainment or accommodation) refers to an
observed behaviour in human dialogues, mainly a tendency of
the interlocutors to “match” or “converge” in certain
properties of their speech [2]. These properties are numerous
and include lexical accommodation (using common terms
without explicitly agreeing to do so), accent, dialect or
pronunciation (typical in dialogs among members of the same
ethnic/cultural group), acoustic/prosodic features (F0,
intensity, pitch range) and temporal features (pauses, speech
rate, overlaps).
A variety of theories exist that attribute convergence to
different functions and can be categorized into four main
groups [6]: (a) biological models, that specify adaptation to
the interlocutor as an autonomous, spontaneous response, (b)
arousal and affect models, which view convergence (or

absence thereof) as an affective response, therefore redefining
the behaviour as habitual, (c) social norm models, where
situational context and social background are explanatory
factors for displayed habitual/intended behaviour and, (d)
communication and cognition models, where communication
accommodation is seen as a conscious strategy in some cases.
Whether convergence is seen as a habitual or mechanistic [3]
response, the fact remains that it is a property of human
dialogue that persists even when one of the interlocutors is
replaced by a conversational interface [7, 8]. Humans tend to
adapt their speech to that of a conversational interface. This
has been exploited to some extent in SDS and IVRs
(interactive voice response systems), as convergence of
speech rhythm on the part of the SDS was found to be
positively evaluated in [9], while in [10], ASR performance
was improved by keeping the users’ speech rate within
specific limits, as they unknowingly adapted to the speech
rate of the system.
However, the phenomenon of convergence is much more
complex than the engineered solutions imply, and further
analysis of human dialogue corpora is required in order to
properly implement this behaviour in SDS design. One
particular issue is multimodality, i.e. the fact that interlocutors
may converge along one or several “dimensions”[2] (speech
properties) simultaneously. Therefore, investigation of several
dimensions is required (both individually and in parallel) in
order to understand the process more adequately. Hence, this
paper presents the application of the TAMA method,
previously used in the analysis of convergence of a/p features,
in order to investigate convergence of temporal features.

3. Data acquisition and feature extraction
The speech corpus for this study consists of five dialogues (8
different speakers) recorded during a task-based application
scenario. Subjects are situated in soundproof isolation booths
and communicate without visual contact to each other. The
scenario requires the subjects to rank 15 items (Figure 1 Screenshot from dialogue recording experiment (Himalayas
scenario)1) in order of importance within a limited amount of

time, so as to survive a hypothetical hazard, such as a
shipwreck, being stranded in space, or being lost in the
Himalayas. The contributions from each speaker are recorded
in separate audio channels. The speech segments are
automatically detected (using an intensity threshold) by a
Praat script [11] and manually corrected for detection errors.
The resulting chronograph (Figure 2) of the dialogue contains
the required turn-switching information.

3.1. Turn switching
A uniform definition for “turns” in dialogues is lacking. In
this study, the definition used in [5] has been adopted: each
speaker’s speech segments are processed separately.
Immediately before a speech segment, there is either a pause

or an “overlap” segment. If a pause is found, then the speech
segment before the pause is examined. If that segment
belongs to the other speaker, then the pause is “between
turns”. A pause is attributed to the speaker that starts speaking
after the pause (see Figure 3).

Figure 1 - Screenshot from dialogue recording experiment
(Himalayas scenario)
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4. Results and Discussion
Overall averages for pause length and overlap rate are shown
in Table 1. A significant correlation is found for average
pause length (R=0.96, p=0.008). In [5] it was reported that
this is the result of pause length accommodation
(convergence) between the two speakers. The TAMA plots
(see Figure 4) reveal a slightly different picture. These plots
were obtained by applying the TAMA method with a frame
length of 30 seconds and an overlap of 20s (simulating a 3point simple moving average). One can discern a similar trend
between the two speakers in both plots, pointing to the
convergence hypothesis. However, such trend similarity is
more often than not indiscernible in the TAMA plots (e.g.
Figure 5), and even more often statistically insignificant. This
is either the result of absence of convergence in some parts of
the dialogue, or an indication that the analysis is too
simplistic; it is very likely that different “modes of dialogue”
or utterance types (such as back-channeling) have different
turn-switching configurations. Therefore, the average of any
frame will be a function of convergence (if present) and the
specific characteristics of the interaction at that time. Hence,
An SDS design strategy of converging to the user’s overall
average seems inadequate, as that would produce a response
from the system that displays much less variation than that of
a user and may well seem unnatural for some dialogue
situations and/or utterance types.
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D

Figure 2 - Chronograph of turn taking between two speakers

3.2. Continuous monitoring of pause length and
overlap rate
In order to monitor the evolution over time of the pause
length and overlap rate, the TAMA method [4] is used.
Synchronous overlapping frames of fixed length are applied
to each speaker’s chronograph. For each frame, the average
between-turn pause length and amount of overlaps are
computed. The overlap rate is defined as the amount of turns
that begin with an overlap (rather than a pause), over the total
number of turns in that frame. In [5], overlaps were not
attributed to speakers, due to ambiguity in resolving which
speaker they belong to in some cases. Here, the same rule that
was applied to the pause length was used: overlaps belong to
the speaker that keeps the turn after the overlap, as it was
found that ambiguous cases are rare. In the example shown in
Figure 3, the average pause length (APL) for speaker A is
p(2) (the length of pause 2), and for speaker B the APL is
(p(1)+p(3)+p(6))/3. The overlap rate (OR) for speaker A is
0.5 (one overlap in two turns), and the OR for speaker B is
0.25 (one overlap in four turns).

1
2
3
4
5

Speaker A
TT
OR
95
120
121
87
71

0.44
0.63
0.62
0.41
0.49

APL
(sec)
0.77
0.31
0.28
0.49
0.39

2

3

4

5

0.44
0.59
0.53
0.53
0.33

For overlap rate, the overall averages do not show high
correlation, but the trend similarity in plots such as Figure
4(b) points to similar conclusions as for the pause length. Due
to the small sample available, these results need to be
validated with more experiments.

6

Figure 3 - Schematic of TAMA frame for pause length and
overlap rate computation. According to adopted definition,
(1),(3) and (6) are pauses before turns of speaker B, (2) is a
pause before a turn of speaker A, (4) is overlap switch to A,
and (5) is overlap switch to B.

82
119
109
69
69

APL
(sec)
1.03
0.25
0.33
0.46
0.32

Table 1- Results from analysis of five dialogues. (TT = total turns,
OR = overlap rate, APL = average pause length)

A
B
1

Speaker B
TT
OR

(a)

5. Conclusions and future work
The preliminary results show that convergence in pause
length and overlap rate is worth investigating. The
convergence hypothesis holds true for the overall average
between-turn pause length, but not for individual TAMA
frames. Further wok is required to investigate a more complex
model for convergence of temporal features. The goal of this
work is the implementation of such a model in a prototype
SDS, in order to evaluate whether (and to what extent) the
interaction is perceived as more “human-like”.
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