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ABSTRACT: This study aims to develop a tool able to help decision makers to find the best strategy for slopes
management tasks. It is known that one of the main challenges nowadays for every developed or countries un-
dergoing development is to keep operational under all conditions their transportation infrastructures. However,
considering the network extension and increased budget constraints such challenge is even more difficult to ac-
complish. In the framework of transportations networks, particularly for railway, slopes are perhaps the element
for which their failure can have a strongest impact at several levels. Therefore, it is important to develop tools
able to help minimizing this situation. Aiming to achieve this goal, we take advantage of the high flexible learn-
ing capabilities of Artificial Neural Networks (ANNs) and Support Vector Machines (SVMs), which have been
used in the past to model complex nonlinear mappings. Both data mining algorithms were applied in the devel-
opment of a classification tool able to identify the stability condition of a rock and soil cutting slopes, keeping
in mind the use of information usually collected during routine inspections activities (visual information) to
feed them. For that, two different strategies were followed: nominal classification and regression. Moreover, to
overcome the problem of imbalanced data, three training sampling approaches were explored: no resampling,
SMOTE (Synthetic Minority Over-sampling Technique) and Oversampling. The achieved results are presented
and discussed, comparing the performance of both algorithms (ANN and SVM) according to each modelling
strategy as well as the effect of the sampling approaches. Also, a comparison between both types of slopes is
presented and discussed. An input-sensitivity analysis was applied allowing to measure the relative influence of
each model attribute.
1 INTRODUCTION
In the framework of a transportation network, one of
the biggest challenges today is to keep it operational
under all conditions, mainly if we take into account
its extension and the increased budget limitation for
maintenance and repair tasks. Indeed, this is one of
the main concerns of every developed or countries un-
dergoing development that have invested and keep in-
vesting to build a safe and functional transportation
network. Thus, taken into account the key importance
of the transportation system in modern societies, it is
fundamental to develop new tools able to help in its
management.
In the framework of transportations networks, in
particular for a railway, slopes are perhaps the ele-
ment for which their failure can have the strongest
impact at several levels. Therefore, it is important
to develop ways to identify potential problems be-
fore they result in failures. Over time, several efforts
have been made toward the development of a system
to detect slope failures. However, most of the sys-
tems were developed for natural slopes, presenting
some constraints when applied to engineered (human-
made) slopes. In addition, they have limited applica-
bility as most of them were developed based on par-
ticular case studies or using small databases. Further-
more, another aspect that can limit its applicability
is related with the information required to feed them,
such as data taken from complex tests or from expen-
sive monitoring systems. Pourkhosravani & Kalan-
tari (2011) summarized in their work some of the
current methods for slope failure detection, which
were grouped into Limit Equilibrium (LE) methods,
Numerical Analysis methods, Artificial Neural Net-
works and Limit Analysis methods. There are also ap-
proaches based on finite elements methods (Suchomel
et al. 2010), reliability analysis (Husein Malkawi,
Hassan, & Abdulla 2000), as well as some methods
making use of data mining (DM) algorithms (Cheng
& Hoang 2014, Ahangar-Asr, Faramarzi, & Javadi
2010, Yao, Tham, & Dai 2008). More recently, a
new flexible statistical system was proposed by Pin-
heiro, Sanches, Miranda, Neves, Tinoco, Ferreira, &
Gomes Correia (2015), based on the assessment of
different factors that affect the behaviour of a given
slope. By weighting the different factors, a final indi-
cator of the slope stability condition is calculated.
In summary, most of the approaches so far pro-
posed share the main limitations, which are related
with its applicability domain or dependency on in-
formation that is difficult to obtain. In fact, the as-
sessment of the stability condition of given slope is
a multi-variable problem characterized by a high di-
mensionality.
Artificial Neural Networks (ANNs) and Support
Vector Machines (SVMs) are two of the most well
known Data Mining (DM) algorithms, which have
been applied with success in different knowledge do-
mains, such as web search, spam filters, recommender
systems, and fraud detection (Domingos 2012). Also
in civil engineering field, several application can be
found. For example, artificial neural networks and
support vector machines were applied in the study
of physical and mechanical properties of jet grout-
ing columns (Tinoco, Gomes Correia, & Cortez 2014,
Tinoco, Gomes Correia, & Cortez 2016). Indeed, the
high learning capabilities of these algorithms give
them the ability to model complex nonlinear map-
pings. Thus, in this work we take advantage of ANNs
and SVMs capabilities and fit them to a large database
of rock and soil cutting slopes in order to predict
the stability condition of a given slope according to
a pre-defined classification scale based on four levels
(classes). One of the underlying premises of this work
is to identify the real stability condition of a given
slope based on information that can be in a someway
easily obtained during visual routine inspections. For
that, more than fifty variables related with data col-
lected during routine inspections as well as geomet-
ric, geological and geographic data were used to feed
the models. This type of visual information is suffi-
cient from the point of view of the network manage-
ment, allowing the identification of critical zones for
which more detailed information can then be obtained
in order to perform more detailed stability analysis,
which is out of the scope of this study. In summary,
our proposal will allow to identify the stability condi-
tion level of a given rock or soil cutting slope based
on visual information that, in most of the cases, can be
easily obtained during routine inspections. Such novel
approach is intended to support railway network man-
agement companies to allocate the available funds in
the priority assets according to its stability condition.
2 METHODOLOGY
2.1 Data characterization
To fit the proposed models for stability condition
identification, from this point referred to as EHC
(Earthwork Hazard Category (Power, Mian, Spink,
Abbott, & Edwards 2016)), of rock and soil cutting
slopes two database were used respectively. Hence,
two databases were compiled containing informa-
tion collected during routine inspections and com-
plemented with geometric, geological and geographic
data of each slope. Both databases were gathered by
Network Rail workers and are concerned with the rail-
way network of the UK. For each slope a class of the
EHC system was defined by the Network Rail En-
gineers based on their experience/algorithm (Power,
Mian, Spink, Abbott, & Edwards 2016), which will be
assumed as a proxy for the real stability condition of
the slope for year 2015. The EHC system comprises
4 classes (“A”, “B”, “C” and “D”) where “A” repre-
sents a good stability condition and “D” a bad stabil-
ity condition. In other words, the expected probability
of failure is higher for class D and lower for class “A”.
Both databases contain a significant number of
records. The rock slopes database comprises 5945
records, while the soil cutting slopes database is big-
ger, having 10928 records available. Figure 1 depicts
the distribution of EHC classes for each database.
From this analysis, it is possible to observe a high
asymmetric distribution (imbalanced data), in partic-
ular for the rock cutting slopes database. In fact, more
than 86% of the rock slopes are classified as “A” Al-
though this type of asymmetric distribution, where
most of the slopes present a low probability of failure
(class “A”), is normal and desirable from the safety
point of view and slope network management, it can
represent an important challenge for data-driven mod-
els learning, as detailed in next section. The proposed
models for EHC identification of rock and soil cutting
slopes were fed with more than fifty variables nor-
mally collected during routine inspections and com-
plemented with geometric, geographic and geological
(a)
129
1426
3076
6297
0
2500
5000
7500
10000
EHC:
A
B
C
D
Soil Cutting Slopes
(a)
37
215
569
5124
0
1000
2000
3000
4000
5000
EHC:
A
B
C
D
Rock Cutting Slopes
Figure 1: Rock and soil cutting slopes data distribution by EHC classes: (a) Soil cutting slopes; (b) Rock cutting
slopes.
information. To be precise, 65 variables were used in
the rock slopes study and 51 variables in soil cutting
slopes. Since the number of analysed variables is high
(65/51), just a few examples of the variables used to
feed the models are enumerated: height, slope angle,
presence of rock outcrops, animal activity, presence
of boulders, ground cover, rock type, dangerous trees,
number of root balls, rock strength, etc.
2.2 Modelling
In this work we applied two of the most well known
DM algorithms, namely ANNs and SVMs to model
EHC prediction of rock and soil cutting slopes. These
two algorithms are not new, but are supported in a
strong background. Indeed, they have been applied in
the past with high success in different knowledge do-
mains including in civil engineering (Chou, Yang, &
Lin 2016, Gomes Correia, Cortez, Tinoco, & Marques
2013). There are also some examples of ANNs and
SVMs applications in slope stability analysis (Wang,
Xu, & Xu 2005, Cheng, Roy, & Chen 2012).
ANN are learning machines that were initially in-
spired in functioning of the human brain (Kenig, Ben-
David, Omer, & Sadeh 2001). The information is pro-
cessed using iteration among several neurons. This
technique is capable of modelling complex non-linear
mappings and is robust in exploration of data with
noise. In this study we adopt the multilayer percep-
tron that contains only feedforward connections, with
one hidden layer containing H processing units. Be-
cause the network’s performance is sensitive to H (a
trade-off between fitting accuracy and generalisation
capability), we adopt a grid search of {0,2,4,6,8} un-
der an internal (i.e. applied over training data) three
fold cross validation during the learning phase to find
the best H value. Under this grid search, the H value
that produced the lowest MAE (Mean Absolute Er-
ror) was selected, and then the ANN was retrained
with all of the training data. The neural function of
the hidden nodes was set to the popular logistic func-
tion 1/(1 + e−x).
SVMs were initially proposed for classification
tasks (Cortes & Vapnik 1995). Then it became pos-
sible to apply SVMs to regression tasks after the in-
troduction of the -insensitive loss function (Smola
& Scho¨lkopf 2004). The main purpose of the SVM
is to transform input data into a high-dimensional
feature space using non-linear mapping. The SVM
then finds the best linear separating hyperplane, re-
lated to a set of support vector points, in the feature
space. This transformation depends on a kernel func-
tion. In this work the popular Gaussian kernel was
adopted. In this context, its performance is affected
by three parameters: γ, the parameter of the kernel;
C, a penalty parameter; and  (only for regression),
the width of an -insensitive zone (Safarzadegan Gi-
lan, Bahrami Jovein, & Ramezanianpour 2012). The
heuristics proposed by (Cherkassky & Ma 2004) were
used to define the first two parameter values, C=3
(for a standardised output) and  = σˆ/
√
N , where
σˆ = 1.5/N ·∑Ni=1 (yi − yˆi)2, yi is the measured value,
yˆi is the value predicted by a 3-nearest neighbour al-
gorithm and N is the number of examples. A grid
search of 2{−1,−3,−7,−9} was adopted to optimise the
kernel parameter γ, under the same internal threefold
cross-validation scheme adopted for ANN.
As a first attempt, EHC prediction of rock and soil
cutting slopes was approached following a nominal
classification strategy. Then, aiming to improve the
models performance, the problem was also addressed
following a regression strategy, adopting a regression
scale where A = 1, B = 2, C = 4, D = 10, which was
that leading to the best performance.
In addition, in order to minimize the effect of the
imbalanced data (see Figure 1), Oversampling (Ling
& Li 1998) and SMOTE (Synthetic Minority Over-
sampling Technique) (Chawla, Bowyer, Hall, &
Kegelmeyer 2002) approaches were applied over
the training data before fitting the models. When
approaching imbalanced classification tasks, where
there is at least one target class label with a smaller
number of training samples when compared with
other target class labels, the simple use of a soft
computing training algorithm will lead to data-driven
models with better prediction accuracies for the ma-
jority classes and worst classification accuracies for
the minority classes. Thus, techniques that adjust the
training data in order to balance the output class la-
bels, such as Oversampling and SMOTE, are com-
monly used with imbalanced datasets. In particular,
Oversampling is a simple technique that randomly
adds samples (with repetition) of the minority classes
to the training data, such that the final training set is
balanced. SMOTE is a more sophisticated technique
that creates “new data” by looking at nearest neigh-
bours to establish a neighbourhood and then sampling
from within that neighbourhood. It operates on the
assumptions that the original data is similar because
of proximity. More recently, Torgo, Branco, Ribeiro,
& Pfahringer (2015) adapted the SMOTE method for
regression tasks. We note that the different sampling
approaches were applied only to training data, used to
fit the data-driven models, and the test data (as pro-
vided by the 5-fold procedure) was kept without any
change.
For models evaluation and comparison, we cal-
culated three classification metrics: recall, precision
and F1-score (Hastie, Tibshirani, & Friedman 2009).
The recall measures the ratio of how many cases
of a certain class were properly captured by the
model. In other words, the recall of a certain class
is given by TruePositives/(TruePositives +
FalseNegatives). On the other hand, the pre-
cision measures the correctness of the model
when it predicts a certain class. More specif-
ically, the precision of a certain class is
given by TruePositives/(TruePositives +
FalsePositives). The F1-score was also calculated,
which represent a trade-off between the recall and
precision of a class. The F1-score correspond to the
harmonic mean of precision and recall, according to
the following expression:
F1-scores = 2 ·
precision · recall
precision+ recall
(1)
For all three metrics, the higher the value, the better
are the predictions, ranging from 0% to 100%.
The generalization capacity of the models was ac-
cessed through a 5-fold cross-validation approach un-
der 20 runs (Hastie, Tibshirani, & Friedman 2009).
This means that each modelling setup is trained 5×
20 = 100 times. Also, the three prediction metrics are
always computed on test unseen data (as provided by
the 5-fold validation procedure).
All experiments were conducted under the R statis-
tical environment (Team 2009). ANN and SVM algo-
rithms were trained using the rminer package (Cortez
2010), which facilitates its implementation, as well
as different validation approaches such as the cross-
validation adopted in this work.
3 RESULTS AND DISCUSSION
Following are presented and discussed the achieved
performance in EHC prediction of rock and soil cut-
ting slopes through the application of soft comput-
ing techniques, comparing both soft computing algo-
rithms (ANN and SVM) performance for each one
of the two implemented strategies (nominal classifi-
cation and regression) as well as for the three train-
ing sampling approaches explored: Normal (no re-
sampling), OVERed (Oversampling) and SMOTEd
(SMOTE). A particular emphases is also given to the
comparison between soil and rock cutting slopes stud-
ies.
Tables 1 and 2 give an overview of all models per-
formance in soil and rock cutting slopes respectively,
based on recall, precision and F1-score.
Concerning to soil cutting slopes study, a very
promising performance is observed, namely accord-
ing to a nominal classification strategy, which learned
better EHC prediction than following a regression
strategy as shown in Figure 2a. For example, soil
cutting slopes of class “A” can be correctly identi-
fied, particularly by ANN model, with or without re-
sampling. Also for classes “B” and “C” a promising
performance is observed, with an F1-score around 55%,
in particular by the ANN algorithm. Concerning the
class ”D“, although an F1-score lower than 36% was
achieved, the obtained value for recall metric around
57% shows a good performance for class ”D“ pre-
diction according to ANN algorithm. Following a re-
gression strategy, and by comparison with the nom-
inal classification strategy, the main differences are
related with the effect of the sampling approaches,
which is not so relevant, particularly for the minor-
ity classes. Moreover, analysing Figure 3a that shows
the relation between observed and predicted EHC val-
ues according to the best fit, we can see that the mod-
els performance is very promising. Indeed, according
to a nominal classification strategy with SMOTE re-
sampling, ANN algorithm is able to predict correctly
around 57% of soil cutting slopes of class “D”, which
represents a very promising performance if we take
into account that this is the minority class. For class
“C”, although the accuracy is lower (around 40%),
when not predicted as “C” they are classified as be-
longing to the closest class, that is, “B” or “D”. This
type of misclassification is also observed for classes
“A”, “B” and “D”, which can be interpreted as an ad-
vantage. Concerning to classes “A” and “B”, the ANN
model was able to identify it very accurately.
Relating to rock cutting slopes study, the achieved
performance is somewhat lower, either following a
nominal classification or regression strategies. Al-
though a very high performance is observed in class
“A” identification (F1-score higher than 95%), for class
“C” and particularly for class “D”, all models evi-
dence difficulties in predicting these classes correctly.
In fact, and using F1-score as reference, the best perfor-
mance in identification of slopes of class “D” is lower
than 14% (see Figure 2b) which was achieved by
the ANN algorithm following a nominal classification
strategy with SMOTE re-sampling. From Figure 3b
analysis, which plots the relation between observed
and predicted EHC values based on ANN algorithm
following a nominal classification with oversampling
(best fit), it is clear the model difficulties in correctly
predicting class “C” and particularly class “D”, for
which the expected probability of failure is higher. As
shown, only around 12% of rock cutting slopes classi-
fied as “D” are correctly identified, which represents
a low performance, namely when compared with soil
cutting slopes study. Overall, these results show that
the methodology applied for EHC prediction of rock
cutting slopes needs future development in order to
overcome this gap.
Comparing the achieved results of soil and rock
cutting slopes studies, the proposed models for soil
cutting slopes are more effective, namely in the iden-
tification of classes “C” and “D” for which the prob-
ability of failure is higher (see Figure 2). A possi-
ble explanation for the lower performance, namely
in classes “C” and “D” identification of rock cutting
slopes could be related with the EHC classes being
assumed as representative of the real stability condi-
tion of each slope. Indeed, analysing the number of
slope failures by EHC class for rock slopes there are
some indications that the classification attributed to
each rock slope could lack some accuracy as reported
in the work of Power, Mian, Spink, Abbott, & Ed-
wards (2016), that used the same source of informa-
tion. It would be expected that most of the failures
would occur in slopes of classes “C” and mainly “D”.
However, for rock slopes such behaviour is not ob-
served as reported on Power, Mian, Spink, Abbott, &
Edwards (2016). In fact, the number of failures for
each EHC class is almost constant from “A” to “D”,
particularly when compared with soil cuttings. For ex-
ample, the number of failures observed in rock cutting
slopes of class “C” is only twice higher when com-
pared to class “A”. This observation shows that the
defined classes for rock slopes have a poor correla-
tion with actual failures.
These results show that a deeper data analysis is re-
quired, particularly in the study of rock cutting slopes.
For example, the number of variables taken as model
attributes might be too high and may be influencing
the generalization performance of the models. Aiming
to check if a better generalization could be achieved
using the most relevant inputs, we performed addi-
tional experimentation using a fast feature selection
method that is based on a sensitive analysis (Cortez
& Embrechts 2013), which allows to measure the rel-
ative importance of each input of a classification or
regression method. Taken as reference the two mod-
els that achieved the overall best performance in EHC
prediction of soil and rock cutting slopes (see Fig-
ure 3), we applied the sensitivity analysis to measure
the relevance of each input variable in EHC predic-
tion. Figure 4 shows the relative importance of the
20 most relevant variables in both soil and rock cut-
ting slopes studies. Following these results, all mod-
els were re-trained (including both strategies and the
three re-sampling approaches) considering only the
12 and 16 most relevant variable in soil and rock cut-
ting slopes studies respectively. Using F1-score as com-
parison metric, Table 3 shows the difference between
the full models (with 51/65 inputs for soil and rock
slopes respectively) and feature selection ones (with
12/16 most relevant inputs). The results from Table 3
show that the feature selection tends to present a lower
performance, with lower F1-score values. Thus, in the
light of the achieved results, and as a future works,
we intend to apply a more sophisticated feature selec-
tion method aiming to improve models performance.
For instance, by using a multi-objective evolutionary
computation method that simultaneously maximizes
prediction performance and minimizes the number of
inputs used.
As a final observation, and considering the overall
performance of all models, we would like to underline
the potential of soft computing algorithms, namely
the ANNs, in EHC prediction of soil and rock cutting
slopes.
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Table 1: Metrics in EHC prediction of rock slopes (best values in bold)
Model Approach AUS Recall Precision F1-score
A B C D A B C D A B C D
C
la
ss
ifi
ca
tio
n
ANN
Normal 0.46 96.23 52.95 20.40 3.65 94.66 49.06 39.22 13.71 95.44 50.93 26.84 5.77
SMOTEd 0.37 88.10 67.60 36.58 17.3 98.50 38.36 26.14 10.89 93.01 48.95 30.49 13.37
OVERed 0.44 90.21 67.96 39.58 12.84 98.01 41.27 33.47 12.70 93.95 51.35 36.27 12.77
SVM
Normal 0.33 97.39 39.79 6.44 0.41 91.63 48.57 42.95 18.75 94.42 43.74 11.20 0.80
SMOTEd 0.29 85.53 82.64 2.07 1.49 97.24 33.08 34.36 17.19 91.01 47.25 3.90 2.74
OVERed 0.13 99.78 7.14 0.00 0.00 86.95 62.83 NA 0.00 92.92 12.82 NA NA
R
eg
re
ss
io
n
ANN Normal 0.43 93.7 48.3 41.77 3.38 95.01 41.38 40.19 30.49 94.35 44.57 40.96 6.09SMOTEd 0.35 85.97 68.37 45.84 4.32 98.07 33.85 32.95 35.56 91.62 45.28 38.34 7.70
SVM Normal 0.34 96.32 49.83 0.30 0.00 92.56 46.33 54.17 NA 94.40 48.02 0.60 NASMOTEd 0.16 77.13 93.15 11.12 0.00 99.40 27.61 48.33 NA 86.86 42.59 18.08 NA
Table 2: Metrics in EHC prediction of soil cutting slopes (best values in bold)
Model Approach AUS Recall Precision F1-score
A B C D A B C D A B C D
C
la
ss
ifi
ca
tio
n
ANN
Normal −0.05 90.36 64.01 45.61 14.53 87.23 60.36 59.21 42.57 88.77 62.13 51.53 21.67
SMOTEd −0.08 80.87 66.59 46.07 56.78 91.68 54.49 51.48 21.63 85.94 59.94 48.62 31.33
OVERed −0.04 82.05 58.75 63.77 38.41 91.13 55.02 49.77 33.71 86.35 56.82 55.91 35.91
SVM
Normal −0.12 90.33 66.82 34.11 2.25 86.85 58.34 57.71 22.31 88.56 62.29 42.88 4.09
SMOTEd −0.27 73.65 79.27 24.96 24.88 91.50 47.90 53.53 30.81 81.61 59.72 34.05 27.53
OVERed −1.35 94.79 24.74 1.54 1.32 63.25 52.35 62.98 62.96 75.87 33.60 3.01 2.59
R
eg
re
ss
io
n
ANN Normal −0.05 87.41 64.47 47.94 25.62 87.74 57.88 59.2 44.87 87.57 61.00 52.98 32.62SMOTEd −0.03 85.34 68.68 48.53 23.64 89.32 57.00 60.23 54.08 87.28 62.30 53.75 32.90
SVM Normal −0.16 83.66 82.02 15.7 0.00 91.07 52.89 60.00 NA 87.21 64.31 24.89 NASMOTEd −0.27 66.30 85.38 33.77 0.62 93.43 45.81 66.37 66.67 77.56 59.63 44.76 1.23
Table 3: Difference between F1-score values of the full input model with a feature selection model that included
the most relevant inputs according to a sensitivity analysis procedure.
Model Approach Soil cutting slopes Rock cutting slopes
A B C D A B C D
C
la
ss
ifi
ca
tio
n
ANN
Normal 7.11 16.00 18.81 15.09 1.53 13.9 19.27 3.72
SMOTEd 9.15 12.25 23.60 19.04 2.38 7.51 3.15 5.26
OVERed 8.82 20.31 16.31 21.00 3.28 12.96 10.31 6.30
SVM
Normal 7.44 15.26 28.56 3.49 0.90 13.34 7.31 NA
SMOTEd 6.23 13.78 −1.12 13.17 90.87 29.78 NA NA
OVERed −0.49 −17.01 −8.51 −2.21 0.91 −25.02 NA NA
R
eg
re
ss
io
n
ANN Normal 10.00 9.40 17.25 25.82 1.23 −2.20 14.46 5.81SMOTEd 10.38 10.90 17.44 28.29 1.24 1.47 9.66 NA
SVM Normal 6.49 14.74 1.69 NA 0.74 3.65 0.18 NASMOTEd 0.72 11.79 17.27 NA −1.70 −0.56 2.34 NA
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Figure 2: Nominal classification and Regression strategies performance comparison based on F1-score: (a) Soil
cutting slopes study; (b) Rock cutting slopes study.
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Figure 3: ANN models performance comparison according to a nominal classification strategy in EHC predic-
tion of: (a) Soil cutting slopes following an SMOTEd approach; (b) Rock cutting following a OVERed approach.
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