One approach to parametric and adaptive model reduction is via the interpolation of orthogonal bases, subspaces or positive definite system matrices. In all these cases, the sampled inputs stem from matrix sets that feature a geometric structure and thus form so-called matrix manifolds. This work will be featured as a chapter in the upcoming Handbook on Model Order Reduction, (P. Benner, S. Grivet-Talocia, A. Quarteroni, G. Rozza, W. H. A. Schilders, L. M. Silveira, eds, to appear on DE GRUYTER) and reviews the numerical treatment of the most important matrix manifolds that arise in the context of model reduction. Moreover, the principal approaches to data interpolation and Taylor-like extrapolation on matrix manifolds are outlined and complemented by algorithms in pseudo-code.
Introduction & Motivation. This work addresses interpolation approaches for parametric model reduction. This includes techniques for
• computing trajectories of parameterized subspaces,
• computing trajectories of parameterized reduced orthogonal bases,
• structure-preserving interpolation. Mathematically, this requires data processing on nonlinear matrix manifolds. The exposition at hand intends to be an introduction and a reference guide to numerical procedures with matrix manifold-valued data. As such it addresses practitioners and scientists new to the field. It covers the essentials of those matrix manifolds that arise most frequently in practical problems in model reduction. The main purpose is not to discuss concrete model reduction applications, but rather to provide the essential tools, building blocks and background theory to enable the reader to devise her/his own approaches for such applications.
The text was designed such that it works as a commented formula collection, meanwhile giving sufficient context, explanations and, not least, precise references to enable the interested reader to immerse further in the topic.
1.1. Parametric model reduction via manifold interpolation: An introductory example. The basic objective in model reduction is to emulate a large-scale dynamical system with very few degrees of freedom such that its input/output behavior is preserved as well as possible. While classical model reduction techniques aim at producing an accurate low-order approximation to the autonomous behavior of the original system, parametric model reduction (pMOR) tries to account for additional system parameters. If we look for instance at aircraft aerodynamics, an important task is to solve the unsteady Navier-Stokes equations at various flight conditions, which are, amongst others, specified by the altitude, the viscosity of the fluid (i.e. the Reynolds number) and the relative velocity (i.e. the Mach number).We explain the objective of pMOR with the aid of a generic example in the context of proper orthogonal decomposition-based model reduction. Similar considerations apply to frequency domain approaches, Krylov subspace methods and balanced truncation, which are discussed in other chapters of the upcoming Handbook on Model Order Reduction. Consider a spatio-temporal dynamical system in semi-discrete form ∂ ∂t
x(t, µ) = f (x(t, µ); µ), x(t 0 , µ) = x 0,µ , (1.1) where x(t, µ) ∈ R n is the spatially discretized state vector of dimension n, the vector µ = (µ 1 , . . . , µ d ) ∈ R d accounts for additional system parameters and f ( · ; µ) : R n → R n is the (possibly nonlinear, parameter-dependent) right hand side function. Projection-based MOR starts with constructing a suitable low-dimensional subspace that acts as a space of candidate solutions. Subspace construction. One way to construct the required projection subspace is the proper orthogonal decomposition (POD), [39] .In its simplest form, the POD can be summarized as follows. For a fixed system parameter µ = µ 0 , let x 1 := x(t 1 , µ 0 ), ..., x m := x(t m , µ 0 ) ∈ R n be a set of state vectors satisfying (1.1) and let S := x 1 , ..., x m ∈ R n×m . The state vectors x i are called snapshots and the matrix S is called the associated snapshot matrix. POD is concerned with finding a subspace V of dimension r ≤ m represented by a column-orthogonal matrix V r ∈ R n×r such that the error between the input snapshots and their orthogonal projection onto V = ran(V r ) is minimized:
The main result of POD is that for any r ≤ m, the best r-dimensional approximation of ran(x 1 , ..., x m ) in the above sense is V = ran(v 1 , ..., v r ), where {v 1 , ..., v r } are the eigenvectors of the matrix SS T corresponding to the r largest eigenvalues. The subspace V is called the POD subspace and the matrix V r = (v 1 , ..., v r ) is the POD basis matrix. The same subspace is obtained via a compact singular value decomposition (SVD) of the snapshot matrix S = VΣZ T , truncated to the first r ≤ m columns of V ∈ R n×m by setting V := ran(V r ). For more details, see, e.g. [14, §3.3] . In the following, we drop the index r and assume that V is already the truncated matrix V = (v 1 , ..., v r ) ∈ R n×r . Since the input snapshots are supplied at a fixed system parameter vector µ 0 , the POD subspace is considered to be an appropriate space of solution candidates V(µ 0 ) = ran(V(µ 0 )) at µ 0 .
Projection. POD leads to a parameter decoupling
x(t, µ 0 ) = V(µ 0 )x r (t). (1.2) In this way, the time trajectory of the reduced model is uniquely defined by the coefficient vector x r (t) ∈ R r that represents the reduced state vector with respect to the subspace ran(V(µ 0 )). Given a matrix W(µ 0 ) such that the matrix pair V(µ 0 ), W(µ 0 ) is bi-orthogonal, i.e. W(µ 0 ) T V(µ 0 ) = I, the original system (1.1) can be reduced in dimension as follows. Substituting (1.2) in (1.1) and multiplying with W(µ 0 ) T from the left leads to depending on the nature of the function f and many of them are discussed in other chapters of the upcoming Handbook on Model Order Reduction. 1 For illustration purposes, we proceed with W(µ 0 ) = V(µ 0 ) and assume that the right hand side function f splits into a linear and a nonlinear part: f (x; µ 0 ) = A(µ 0 )x + f (x; µ 0 ), where A(µ 0 ) ∈ R n×n is, say, a symmetric and negative definite matrix to foster stability. Then, (1.3) becomes
In the discrete empirical interpolation method (DEIM, [21] ), the large-scale nonlinear term f V(µ 0 )x r (t); µ 0 ) is approximated via a mask matrix P = (e i1 , . . . , e is ) ∈ R n×s , where {i 1 , . . . , i s } ⊂ {1, . . . , n} and e j = (. . . , j 1, . . .) T ∈ R n is the jth canonical unit vector. The mask matrix P acts as an entry selector on a given n-vector via P T v = (v i1 , . . . , v is ) T ∈ R s . In addition, another POD basis matrix U(µ 0 ) ∈ R n×s is used, which is obtained from snapshots of the nonlinear term. The matrices P and U(µ 0 ) are combined to form an oblique projection of the non-linear term onto the subspace ran(U(µ 0 )). This leads to the reduced model
whose computational complexity is formally independent of the full-order dimension n, see [21] for details. Mind that by assumption,
is symmetric positive definite and that both V(µ 0 ) and U(µ 0 ) are column-orthogonal. Moreover, for a fixed mask matrix P , coordinate changes of V(µ 0 ) and U(µ 0 ) do not affect the approximated statex(t, µ 0 ) = V(µ 0 )x r (t), so that essentially, the reduced system (1.4) depends only on the subspaces ran(V(µ 0 )) and ran(U(µ 0 )) rather than the matrices V(µ 0 ) and U(µ 0 ). 2 Solving (1.3), (1.4) constitutes the online stage of model reduction. The main focus of this exposition is not on the efficient solution of the reduced systems (1.3) or (1.4) at a fixed µ 0 , but on tackling parametric variations in µ. In view of the associated computational costs, it is important that this can be achieved without computing additional snapshots in the online stage.
A straightforward way to achieve this is to extend the snapshot sampling to the µparameter range to produce POD basis matrices that are to cover all input parameters. This is usually referred to as the "global approach". For nonlinear systems, the global approach may suffer from requiring a large number of snapshot samples. Moreover, the snapshot information is blurred in the global POD and features that occur only in a restricted regime affect the ROM predictions everywhere. Therefore, localized approaches are preferable, see e.g. [27, 60, 62, 72, 80] .
can be computed a priori ('offline') and stays fixed throughout the time integration. If f ( · ; µ 0 ) is affine, the same approach can be carried over to the affine building blocks of f ( · ; µ 0 ), see e.g. [33] . For a nonlinear f ( · ; µ 0 ), an affine approximation can be constructed via the emperical interpolation method (EIM, [12] ). Other approaches that address nonlinearities include the discrete empirical interpolation method (DEIM, [21] ) and the missing point estimation (MPE, [11, 84] ). 2 Replacing U with US, S ∈ R s×s orthogonal, does not affect (1.4) at all. Replacing V with VR, R ∈ R r×r orthogonal, induces a coordinate change on the reduced state xr = Rxr but preserves the outputx(t) = Vxr(t) = VRxr(t).
In this contribution, the focus is on constructing trajectories of functions in the system parameters µ on certain sets of structured matrix spaces. In the above example, these are the symmetric positive definite matrices {M ∈ R r×r |M T = M, v T M v > 0 ∀v = 0}, the orthonormal basis matrices {U ∈ R n×s |U T U = I} or the associated s-dimensional subspaces U := ran(U ) ⊂ R n :
We outline generic methods for constructing such trajectories via interpolation. All the special sets of matrices considered above feature a differentiable structure that allows to consider them as submanifolds of some Euclidean matrix space, referred to as matrix manifolds. The above example is not exhaustive. Other matrix manifolds may arise in model reduction applications. To keep the exposition both general and modular, the interpolation techniques will be formulated for arbitrary submanifolds. Model reduction literature on manifold interpolation problems includes [6, 7, 14, 23, 58, 59, 74, 61, 80 ].
Structure and organization.
The text is constructed modular rather than consecutive, so that selected reading is enabled. Yet, this entails that the reader will encounter some repetition. Section 2 covers the essential background from differential geometry. Section 3 contains generic methods for interpolation and extrapolation on matrix manifolds. In Section 4, the geometric and numerical aspects of the matrix manifolds that arise most frequently in the context of model reduction are discussed. A practitioner that faces a problem in matrix manifold interpolation may skim through the recap on elementary differential geometry in Section 2 and then move on to the appropriate subsection of Section 4 that corresponds to the matrix manifold in the application. This provides the specific ingredients and formulas for conducting the generic interpolation methods of Section 3. 2. Basic concepts of differential geometry. This section provides the essentials on elementary differential geometry. Established textbook references on differential geometry include [24, 46, 47, 49, 51] ; condensed introductions can be found in [37, Appendices C.3, C.4, C.5] and [28] . An account of differential geometry that is tailor-made to matrix manifold applications is given in [2] .
Notation & Abbreviations.
The fundamental objects of study in differential geometry are differentiable manifolds. Differentiable manifolds are generalizations of curves (one-dimensional) and surfaces (two-dimensional) to arbitrary dimensions. Loosely speaking, an n-dimensional differentiable manifold M is a topological space that 'locally looks like R n ' with certain smoothness properties. This concept is rendered precisely by postulating that for every point p ∈ M, there exists a so-called coordinate chart x : M ⊃ D p → R n that bijectively maps an open neighborhood D p ⊂ M of a location p to an open neighborhood D x(p) ⊂ R n around x(p) ∈ R n with the important additional property that the coordinate change
of two such charts x,x is a diffeomorphism, where their domains of definition overlap, see [28, Fig. 18 Depending on the context, we will write x(p) for the value of a coordinate chart at p and also x ∈ R n for a point in R n . Of special importance to numerical applications are embedded submanifolds in the Euclidean space.
Definition 2.1 (Submanifolds of R n+d ). A parameterization is an bijective differentiable function f : R n ⊃ D → f (D) ⊂ R n+d with continuous inverse such that its Jacobi matrix Df x ∈ R (n+d)×n has full rank n at every point x ∈ D. 5 A subset M ⊂ R n+d is called an n-dimensional embedded submanifold of R n+d , if for every p ∈ M, there exists an open neighborhood Ω ⊂ R n+d such that D p := M ∩ Ω is the image of a parameterization
is a diffeomorphism (between open sets in R n ). In this sense, parameterizations f are the inverses of coordinate charts x. In addition to coordinate charts and parameterizations, submanifolds can be characterized via equality constraints. This fact is due to the inverse function theorem of classical multivariate calculus [50, §I.5] . For details, see [28, Thm. 18.7, p. 497 ].
Theorem 2.2 ([28, Prop. 18.7, p. 500]). Let h : R n+d ⊃ Ω → R d be differentiable and c 0 ∈ R d be defined such that the differential Dh p ∈ R d×(n+d) has maximum possible rank d at every point p ∈ Ω with h(p) = c 0 . Then, the preimage
. As a more sophisticated example, we recognize the orthogonal group as a differentiable (sub)-manifold: Example 1. Consider the orthogonal group O(n) ⊂ R n×n R n 2 and the set of symmetric matrices sym(n) R n(n+1)/2 . Define h :
As a consequence, the orthogonal group O(n) is a submanifold of dimension n 2 − 1 2 (n(n + 1)) = 1 2 (n(n − 1)) of the Euclidean matrix space R n×n . 2.1. Intrinsic and extrinsic coordinates.. As a rule, numerical data processing on manifolds requires calculations in explicit coordinates. For differentiable submanifolds, we distinguish between two types: extrinsic and intrinsic coordinates. Extrinsic coordinates address points on a submanifold M ⊆ R n with respect to their coordinates in the ambient space R n , while intrinsic coordinates are with respect to the local parameterizations. Hence, extrinsic coordinates are what an outside observer would see, while intrinsic coordinates correspond to the perspective of an observer that resides on the manifold. Let's exemplify these concepts on the two-dimensional unit sphere S 2 , embedded in R 3 . As a point set, the sphere is defined by the equation
Any three-vector (x 1 , x 2 , x 3 ) T ∈ S 2 specifies a point on the sphere in extrinsic coordinates. However, it is intuitively clear that S 2 is intrinsically a two-dimensional object. Indeed, S 2 can be parameterized via
The parameter vector (α, β) ∈ R 2 specifies a point on S 2 in intrinsic coordinates. Even though intrinsic coordinates directly reflect the dimension of the manifold at hand, they often cannot be calculated explicitly and extrinsic coordinates are the preferred choice in numerical applications [25, §2, p. 305] . Turning back to Example 1, we recall that the intrinsic dimension of the orthogonal group is 1 2 n(n − 1). Yet, in practice, one uses the extrinsic representation with (n × n)-matrices Q, keeping the defining equation Q T Q = I in mind.
2.2. Tangent spaces.. We need a few more fundamental concepts. 
Here, J ⊆ R is an arbitrarily small open interval with t 0 ∈ J. It is straightforward to show that the tangent space is actually a vector space. Moreover, the tangent space can be characterized both with respect to intrinsic and extrinsic coordinates. Note that both Theorem 2.4 and Theorem 2.5 immediately show that the tangent space T p M is a vector space of the same dimension n as the manifold M.
This fact can be established via considering a matrix curve Q : t → Q(t) with Q(0) = Q 0 and velocity vector ∆ =Q(0) ∈ T Q0 O(n). Then,
(The claim follows by counting the dimension of the subspace {∆
3. Geodesics and the Riemannian distance function.. One of the most important problems in both general differential geometry and data processing on manifolds is to determine the shortest connection between two points on a given manifold. This requires to measure the lengths of curves. Recall that the length of a curve c :
In order to transfer this to the manifold setting, an inner product for tangent vectors is needed that is consistent with the manifold structure.
Definition 2.6 (Riemannian metrics). Let M be a differentiable submanifold of R n+d . A Riemannian metric on M is a family ( ·, · p ) p∈M of inner products ·, · p :
A curve is said to be parameterized by the arc length, if L(c| [a,t] ) = t − a for all t ∈ [a, b]. Obviously, unit-speed curves with ċ(t) c(t) ≡ 1 are parameterized by the arc length. Constant-speed curves with ċ(t) c(t) ≡ ν 0 are parameterized proportional to the arc length. The Riemannian Distance between two points p, q ∈ M with respect to a given metric is
where, by convention, inf{∅} = ∞. Hence, a shortest path between p, q ∈ M is a curve c that connects p and q such that L(c) = dist M (p, q). In general, shortest paths on M do not exist. 4 Yet, candidates for shortest curves between points that are sufficiently close to each other can be obtained via a variational principle: Given a parametric family of suitably regular curves c s : t → c s (t) ∈ M, s ∈ (−ε, ε) that connect the same fixed endpoints c s (a) = p and c s (b) = q for all s, one can consider the length functional s → L(c s ). A curve c = c 0 is a first-order candidate for a shortest path between p and q, if it is a critical point of the length functional, i.e., if d ds | s=0 L(c s ) = 0. Such curves are called geodesics. Differentiating the length functional leads to the so-called first variation formula [51, §6] , which, in turn, leads to the characterizing equation for geodesics: An immediate consequence of (2.2) is that geodesics are constantspeed curves. A formal introduction of the covariant derivative D dt along a curve is beyond the scope of this contribution, and the interested reader is referred to, e.g., [51, §4, §5]. To get some intuition, we introduce this concept for embedded Riemannian submanifolds M ⊂ R n+d , where the metric is the Euclidean metric of R n+d restricted to the tangent bundle, see also [28, §20.12] :
A vector field along a curve c : 5 For every p ∈ M, the ambient R n+d decomposes into an orthogonal direct sum
where T p M ⊥ is the orthogonal complement of T p M and orthogonality is w.r.t. the standard Euclidean inner product on R n+d . Let Π p : R n+d → T p M be the (base point-dependent) orthogonal projection onto the tangent space at p. In this setting (and only in this), the covariant derivative of a vector field v(t) along a curve c(t) is the tangent component ofv(t), i.e., Dv dt (t) = Π c(t) (v(t)). As a consequence,
and the geodesics on Riemannian submanifolds with the metric induced by the ambient Euclidean inner product are precisely the constant-speed curves with acceleration vectors orthogonal to the corresponding tangent spaces, i.e.,c(t) ∈ T c(t) M ⊥ . Example: On the unit sphere S 2 ⊂ R 3 , the geodesics are great circles. When considered as curves in the ambient R 3 , their acceleration vector points directly to the origin and is thus orthogonal to the corresponding tangent space. When viewed as entities of S 2 , these curves do not experience any acceleration at all.
Mind that a constant-speed curve in R n changes its direction only, when it experiences a non-zero acceleration. In this sense, geodesics on manifolds are the counterparts to straight lines in the Euclidean space.
In general, a covariant derivative, also known as a linear connection, is a bilinear mapping (X, Y ) → ∇ X Y that maps two vector fields X, Y to a third vector field ∇ X Y in such a way that it can be interpreted as the directional derivative of Y in the direction of X. Of importance is the Riemannian connection or Levi-Civita connection that is compatible with a Riemannian metric [2, Thm 5.3.1], [51, Thm 5.4] . It is determined uniquely by the Koszul formula
and is used to define the Riemannian curvature tensor 
Here, t → c p,v (t) is the geodesic that starts from p with velocity v and B ε (0) ⊂ T p M is the open ball with radius ε and center 0 in the tangent space 7 , see Fig. 2 .2. Note that we can restrict the considerations to unit-speed geodesics via where v satisfies c p,v (1) = q. Thus, the Riemannian logarithm is associated with the geodesic endpoint problem: Mind that the definition of the Riemannian exponential depends on the geodesics, which, in turn, depend on the chosen Riemannian metric -via Definition 2.6. Different metrics lead to different geodesics and thus to different exponential and logarithm maps.
5)
2.5. Matrix Lie groups and quotients by group actions. In general, a Lie group is a differentiable manifold G which also has a group structure, such that the group operations 'multiplication' and 'inversion', [28, 34, 30] . A matrix Lie group G is a subgroup of GL(n, C) that is closed in GL(n, C). 8 This definition already implies that G is an embedded submanifold of C n×n [34, Corollary 3.45] . Not all matrix groups are Lie groups and not all Lie groups are matrix Lie groups, see [34, §1.1 and §4.8]. However, matrix Lie groups are arguably the most important class of Lie groups when it comes to practical applications and this exposition is restricted to this subclass.
Let G be an arbitrary matrix Lie group. When endowed with the bracket operator or matrix commutator [V, W ] = V W − W V , the tangent space T I G at the identity is called the Lie algebra associated with the Lie group G, see [34, §3] . As such, it is denoted by g = T I G. For any A ∈ G, the function "left-multiplication with A" is a diffeomorphism
Using this observation at M = I shows that the tangent space at an arbitrary location A ∈ G is given by the translates (by left-multiplication) of the tangent space at the identity: 
In general, a Lie algebra is a vector space with a linear, skew-symmetric bracket operation, called Lie bracket [·, ·] that satisfies the Jacobi identity.
Quotients of Lie groups by closed subgroups. In many settings, it is important or sometimes even necessary to consider certain points p, q on a given differentiable manifold M as equivalent. Consider the following example.
Example 3. Let U ∈ R n×r feature orthonormal columns so that U T U = I r . We may extend the columns of U = (u 1 , . . . , u r ) to an orthogonal matrix Q = 
The equivalence classes are the G-orbits [p] := Gp := {g · p| g ∈ G}. The orbit space
The action is free, if every isotropy group G p := {g ∈ G| g · p = p} is trivial, G p = {e}. In general, if π : M → N is a surjective submersion between two manifolds M and N , then for any q ∈ N , the the preimage π −1 (q) ⊂ M is called the fiber over q, and is denoted by M q . Each fiber M q is itself a closed, embedded submanifold by the implicit function theorem. If M has a Riemannian metric ·, · M p , then at each point p ∈ M, the tangent space
The tangent space of the fiber T p M π(p) =: V p is the called the vertical space, its orthogonal complement H p := V ⊥ p is the horizontal space. The vertical space is the kernel V p = ker(dπ p ) of the differential dπ p : T p M → T π(p) N ; the horizontal space is isomorphic to T π(p) N . This allows to identify H p ∼ = T π(p) N , see [2, Fig. 3.8 ., p. 44] for an illustration. This construction helps to compute tangent spaces of quotients, if the tangent space of the total space is known.
If G/H is a quotient as in Theorem 2.9 or 2.11 and if Π : G → G/H is the corresponding quotient map, then Π is a local diffeomorphism. A Riemannian metric on the quotient can be defined by v, w
For this (and only this) metric, the quotient map is a local isometry.
In fact, Theorem 2.11 additionally establishes G/H as a homogeneous space, i.e. a smooth manifold M endowed with a transitive smooth action by a Lie group (cf. [52, §21, p. 550]). In the setting of the theorem, the group action is given by the left action of G on G/H given by g 1 · [g 2 ] := [g 1 · g 2 ]. A transitive action allows us to transport a location p ∈ M to any other location q ∈ M.
nr − 1 2 r(r + 1), see Section 4.4. Essentially, the practical obstacle associated with data interpolation on matrix manifolds arises from this fact. Given, say, k matrices on St(n, r) in extrinsic coordinates, interpolating entry-by-entry will most certainly lead to interpolants that do not feature orthogonal columns and thus are not points on the Stiefel manifold. Likewise, entry-by-entry interpolation of positive definite matrices is not guaranteed to produce another positive definite matrix.
There are essentially two different approaches to address this issue: Performing the interpolation on the tangent space of the manifold and using the Riemannian barycenter or Riemannian center of mass as an interpolant. Both will be explained in more detail in the next two subsections. 12 3.1. Interpolation in normal coordinates. As outlined in Section 2, every location p ∈ M on an n-dimensional differentiable manifold features a small neighborhood D p that is the domain of a coordinate chart x : M ⊃ D p → D x(p) ⊂ R n that maps bijectively onto an open set D x(p) ⊂ R n . Therefore, for a sample data set {p 1 , . . . , p k } ⊂ D p that is completely contained in the domain of a single coordinate chart x, interpolation can be performed as follows:
In principle, any coordinate chart may be applied. In practice, the challenge is to find a suitable coordinate chart that can be evaluated efficiently. Moreover, it is desirable that the chosen chart preserves the geometry of the original data set as well as possible. 13 The standard choice is to use normal coordinates as introduced in Section 2.4. This means that the Riemannian logarithm is used as the coordinate chart
as the corresponding parameterization. The general procedure of data interpolation via the tangent space is formulated as Algorithm 1. 
There are a few facts that the practitioner needs to be aware of: 12 German speaking readers may find an introduction that addresses a general scientific audience in [70] . 13 There are no isometric coordinate charts on a non-flat manifold, see [51, Thm 7.3 ].
1. The interpolation procedure of Algorithm 1 depends on which sample point is selected to act as the base point. Different choices may lead to different interpolants. 14 2. For matrix manifolds, the tangent space is often also given in extrinsic coordinates. This means that an entry-by-entry interpolation of the matrices that represent the tangent vectors may lead to an interpolant that is not in the tangent space. As an illustrative example, consider the Grassmannian Gr(n, r).
Gr(n, r) are characterized by U T ∆ j = 0. Entryby-entry interpolation in the tangent space may potentially result in a matrix ∆ * that is not orthogonal to the base point U , i.e. U T ∆ * = 0, see [80, §2.4] .
In general, because of the vector space structure of the tangent space of any manifold M, it is sufficient to use an interpolation method that expresses the interpolant in T p M as a weighted linear combination of the sampled tangent vectors
Amongst others, linear interpolation, Lagrange interpolation and interpolation via radial basis functions fulfill this requirement. As an aside, the interpolation procedure is computationally less expensive, since it works on the weight coefficients ω j rather than on every single entry. Quasi-linear interpolation of trajectories via geodesics. In this paragraph, we address applications, where the sampled manifold data features a univariate parametric dependency. The setting is as follows. Let M be a Riemannian manifold and suppose that there is a trajectory by Algorithm 2 lie on the unique geodesic connection between the points c(µ j ) and c(µ j+1 ). Hence, it is the straightforward manifold analogue of linear interpolation and is base-point independent.
The generic formulation of Algorithm 1 allows to employ higher-order interpolation methods. However, this does not necessarily lead to more accurate results: the overall error depends not only on the interpolation error within the tangent space but also on the distortion caused by mapping the data to a selected (fixed) tangent space, see Fig. 3 .1. Fig. 3.1 . Illustration of the course of action of Algorithms 1 and 2. Algorithm 1 (right) first maps all data points to a selected fixed tangent space. In Algorithm 2 (left), two points p j = c(µ j ) and p j+1 = c(µ j+1 ) are connected by a geodesic line, then the base is shifted to point p j+1 and the procedure is repeated.
Algorithms 1 and 2 can be applied in practical applications, where the Riemannian exponential and logarithm mappings are known in explicit form. Applications in parametric model reduction that consider matrix manifolds include [23] (GL(n)-data), [6, 59, 80] (Grassmann-data), [83] (Stiefel data) and [7, 65] (SP D(n)-data).
Interpolation via the Riemannian center of mass.
As pointed out in Remark 2, interpolation of manifold data via the back and forth mapping of a complete data set of sample points between the manifold and its tangent space depends on the chosen base point. As a consequence, sample points may experience an uneven distortion under the projection onto the tangent space, see Fig. 3.1 (right) . An approach that avoids this issue is to interpret interpolation as the task of finding suitably weighted Riemannian centers of mass. This concept was introduced in the context of geodesic finite elements in [71, 32] .
The idea is as follows: The Riemannian center of mass 15 or Fréchet mean of a sample data set {p 1 , . . . , p k } ∈ M on a manifold with respect to the scalar weights w i ≤ 0, k i=0 w i = 1 is defined as the minimizer(s) of the Riemannian objective function
where dist(q, p i ) is the Riemannian distance of (2.1). This definition generalizes the notion of the barycentric mean in Euclidean spaces. However, on curved manifolds, the global center might not be unique. Moreover, local minimizers may appear. For more details, see [44] and [3] , which also give uniqueness criteria. Interpolation is now performed by computing weighted Riemannian centers. More precisely, let µ 1 , . . . , µ k ⊂ R d be sampled parameter locations and let p i = p(µ i ) ∈ M, i = 1, . . . , k be the corresponding sample locations on M. Interpolation is within the convex hull conv{µ 1 , . . . , µ k } ⊂ R d of the samples. Let {ϕ i : µ → ϕ i (µ)|i = 1, . . . , k} be a suitable set of interpolation functions with ϕ i (µ j ) = δ ij , say Lagrangians [71] , splines [32] or radial basis functions [18] . Then, the interpolant p * ≈ p(µ * ) ∈ M at an unsampled parameter location µ * ∈ conv{µ 1 , . . . , µ k } is defined as the minimizer of
At a sample location µ j , one has indeed that
which has the unique global minimum at q = p j . Computing p * requires to solve a Riemannian optimization problem. The simplest approach is a gradient descent method [3, 2] . The gradient of the objective function f in (3.1) is the Karcher mean in SO(3) is discussed in [67] . Of course, Riemannian analogues to more sophisticated nonlinear optimization methods may also be employed, see [2] .
In the context of model reduction, the benefits of interpolation via weighted Riemannian centers and the computational costs of solving the associated Riemannian optimization problem must be juxtaposed.
Quasi-linear extrapolation on matrix manifolds.
In application scenarios, where both snapshot data of the full-order model and derivative information are at hand, various approaches have been suggested to exploit the latter. On the one hand, derivatives can be used for improving the ROMs accuracy and approximation quality by constructing POD bases that incorporate snapshots and snapshot derivatives [19, 39, 42, 79] . On the other hand, snapshot derivatives enable to parameterize the ROM bases and subspaces or to perform sensitivity analyses [77, 36, 35, 81] . In this section, we outline an approach to transfer the idea of extrapolation and parameterization via local linearizations to manifold-valued functions. The underlying idea is comparable to the trajectory piece-wise linear (TPWL) method [68] . Yet, TPWL linearizes the full-order model prior to the ROM projection, whereas here, we consider linearizing ROM building blocks like the reduced orthogonal bases, reduced subspaces or reduced system matrices. Example: Extrapolating POD basis matrices. As outlined in Section 1.1, snapshot POD works by collecting state vector snapshots, x 1 := x(t 1 , µ 0 ), ..., x m := x(t m , µ 0 )} ∈ R n followed by an SVD of the snapshot matrix x 1 , ..., x m (µ 0 ) =: 
5)
A proof can be found in [36] . Note that U T (µ 0 )U(µ 0 ) is skew-symmetric so that indeedU(µ 0 ) =: ∆(µ 0 ) ∈ T U(µ0) St(n, m). The above equations hold in approximative form for the truncated SVD. For convenience, assume that U(µ 0 ) ∈ St(n, r) is now the truncated to r ≤ m columns.
Performing the Taylor extrapolation on St(n, r). With U(µ 0 ),U(µ 0 ) at hand, U(µ 0 +µ) can be approximated using the Stiefel exponential: U(µ 0 +µ) ≈Û(µ 0 +µ) := Exp St U0 (µU(µ 0 )), see Algorithm 7.The process is illustrated in Fig. 3.2 . Note that when the µ-dependency is real-analytic, then the Euclidean Taylor expansion
converges to an orthogonal matrix U(µ 0 + µ) ∈ St(n, r). Yet, when truncating the Taylor series, we leave the Stiefel manifold. In particular, the columns of the first order approximation are not orthonormal, i.e. U(µ 0 ) + µU(µ 0 ) / ∈ St(n, r) for µ = 0. By construction, the Stiefel geodesic features the same starting velocityU(µ 0 ) and thus matches the Taylor series up to terms of second order. In addition, it respects the geometric structure of the Stiefel manifold and thus preserves column-orthonormality for every µ.
Matrix manifolds of practical importance.
In this section, we discuss the matrix manifolds that feature most often in practical applications in the context of model reduction. For each manifold under consideration, we recap, if applicable • the representation of points/locations in numerical schemes.
• the representation of tangent vectors in numerical schemes.
• the most common Riemannian metrics.
• how to compute distances, geodesics and the Riemannian exponential and logarithm mappings.
4.1. The general linear group. This section is devoted to the general linear group GL(n) of invertible square matrices. In model reduction, regular matrices appear for example as (reduced) system matrices in LTI and discretized PDE systems [7, 23, 61] and parameterizations have to be such that matrix regularity is preserved. In addition, the discussion of the seemingly simple matrix manifold GL(n) is important, because it is the fundamental matrix Lie Group from which all other matrix Lie groups are derived. Moreover, it provides the background for understanding quotient spaces of GL(n), see Subsection 2.5 and also [17, 76] . A short summary on the Riemannian geometry of GL(n) is given in [66, §6] .
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is an open subset of the n 2 -dimensional vector space R n×n R n 2 and is thus an n 2 -dimensional differentiable manifold, see [52, ]. The matrix manifold GL(n) is disconnected as it decomposes into two connected components, namely the regular matrices of positive determinant and the regular matrices of negative determinant.
Because GL(n) is an open subset of the vector space R n×n , the tangent space at a location A ∈ GL(n) is simply T A GL(n) = R n×n . For GL(n), the Lie algebra is gl(n) = R n×n , so that the Lie group exponential is the standard matrix exponential exp m : R n×n = gl(n) → GL(n). From the Lie group perspective (2.6), the tangent space at an arbitrary point A ∈ GL(n) is to be considered as the set T A GL(n) = Agl(n) = A(R n×n ), even though this set coincides with R n×n .
Distances and geodesics.
The obvious choice for a Riemannian metric on GL(n) is to use the inner product from the ambient Euclidean matrix space, i.e., ∆,∆ A = ∆,∆ 0 = trace(∆ T∆ ), for A ∈ GL(n) and ∆,∆ ∈ T A GL(n) = R n×n .
In many applications, it is more appropriate to consider metrics with certain invariance properties. 17 A left-invariant metric can be obtained from the standard metric via
When formally considering ∆ = AV,∆ = AṼ ∈ T A GL(n) = Agl(n) as left-translates of tangent vectors V,Ṽ ∈ T I GL(n) = gl(n), then this metric satisfies ∆,∆ A = V,Ṽ 0 . Alternatively, V,Ṽ 0 = AV, AṼ A , which explains the name 'left-invariant'. The Riemannian exponential and logarithm for the flat metric. When equipped with the Euclidean metric, GL(n) is flat: since the tangent space is the full matrix space R n×n , the geodesic equation (2.3) requires the acceleration of a geodesic curve to vanish completely. Hence, the geodesic that starts from A ∈ GL(n) with velocity ∆ ∈ R n×n is the straight line C(t) = A + t∆. Note that the curve t → C(t) may leave the manifold GL(n) for some t ∈ R as it may hit a matrix with zero determinant. The formulae for the Riemannian exponential and logarithm mapping at a base point A ∈ GL(n) are
In (4.2) , B ε (0) denotes a suitably small open neighborhood around 0 ∈ T A GL(n) R n×n such that A + ∆ ∈ GL(n) for all ∆ ∈ B ε (0). The Riemannian exponential for the left-invariant metric on GL(n). The leftinvariant metric induces a non-flat geometry on GL(n). Formulae for the covariant derivatives and the corresponding geodesics are derived in [8, Thm. 2.14] . The counterparts w.r.t. the right-invariant metrics can be found in [76] . Given a base point A ∈ GL(n) and a starting velocity ∆ = AV ∈ T A GL(n) = Agl(n), the associated geodesic is
The Riemannian exponential is
The author is not aware of a closed formula for the inverse map, i.e., the Riemannian logarithm for the left-invariant metric, see also the discussion in The Riemannian logarithm is
where D A ⊂ GL(n) is a domain such that a suitable branch of the matrix logarithm is well-defined. These expressions are sometimes encountered in the literature as the Riemannian exponential and logarithm mappings. Yet, one should be aware of the fact that they hold under special circumstances.
The orthogonal group.
This section is devoted to the orthogonal group O(n) ⊂ R n×n of orthogonal n-by-n matrices. In parametric model reduction, such matrices may appear as eigenvector matrices in symmetric EVD problems. . The Lie algebra of SO(n) is precisely the vector space of skew-symmetric matrices, so(n) = skew(n). According to (2.6), the tangent space at an arbitrary location Q is given by the translates (by left-multiplication) of the Lie algebra
which is the same as ∆ ∈ R n×n | Q T ∆ = −∆ T Q . The Lie exponential is exp m | so(n) : so(n) → SO(n). 
In fact, the metric is also right-invariant, which makes it a bi-invariant metric, see [5, §2] . Bi-invariant metrics are important, because for Lie groups endowed with biinvariant metrics, the Lie exponential map and the Riemannian exponential map at the identity coincide This result is also immediate from abstract Lie theory, see [5, Eq. (2.2) & Thm. 2.27]. 18 The corresponding Riemmanian logarithm on O(n) is
and is well defined on a neighborhood D Q ⊂ O(n) around Q such that for allQ ∈ D p , the orthogonal matrix Q TQ does not feature λ = −1 as an eigenvalue. 18 The Lie exponential is exp m | so(n) : so(n) → SO(n), which is in the case at hand the Riemannian exponential at the identity, Exp SO I = exp m | so(n) . This translates to any other location via [5, Eq. (2.2)] as follows: Pick any Q ∈ SO(n) and consider the mapping "left-multiplication by Q", i.e., The Riemannian distance between orthogonal matrices. For given Q,Q ∈ O(n) from the same connected component of O(n), consider the EVD Q TQ = ΨΛΨ H . Because Q TQ is orthogonal, it holds Λ = diag(e iθ1 , . . . , e iθn ) and we assume that θ 1 , . . . , θ n ∈ (−π, π). The Riemannian distance is
The compact Lie group SO(n) is a geodesically complete Riemannian manifold [5, Hopf-Rinow-Theorem, p. 31], and each two points of SO(n) can be joined by a minimal geodesic.
4.3. The matrix manifold of symmetric positive definite matrices. This section is devoted to the matrix manifold SP D(n) of real, symmetric positive-definite n-by-n matrices. In model reduction, such matrices appear for example as (reduced) system matrices in second-order parametric ODEs. For example, in linear structural or electrical dynamical systems, mass, stiffness and damping matrices are usually in SP D(n), [7, §4.2] . Moreover, positive definite matrices arise as Gramians of reachable and observable LTI systems in the context of balanced truncation [14] .
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is an open subset of the metric Hilbert space (sym(n), ·, · 0 ) of symmetric matrices. As such, it is a differentiable manifold [16, §6] . Moreover, it forms a convex cone [26, Example 2, p. 8], [55, §2.3] , and can be realized as a quotient SP D(n) GL(n)/O(n). The latter is based on the fact that for A ∈ SP D(n), matrix factorizations A = ZZ T with Z ∈ GL(n) are invariant under orthogonal transformations Z → ZQ, Q ∈ O(n), [17, §2, p.3] .
Since SP D(n) is an open subset of the vector space sym(n), the tangent space is simply T A SP D(n) = sym(n).
(4.9)
The dimensions of both T A SP D(n) and SP D(n) are 1 2 n(n + 1). There is a smooth one-to-one correspondence between sym(n) and SP D(n). That is, every positive definite matrix can be written as the matrix exponential of a unique symmetric matrix, [28, Lem. 18.7, p. 472] . Put in different words, when restricted to sym(n), the standard matrix exponential
is a diffeomorphism, its inverse is the standard principal matrix logarithm log m : SP D(n) → sym(n), see also [10, Thm. 2.8] . The group GL(n) acts on SP D(n) via congruence transformations g X (A) = X T AX, X ∈ GL(n), A ∈ SP D(n).
(4.10)
For additional background on SP D(n), see [56, 57, 63] . Applications in computer vision are presented in [22, 45] .
Distances and geodesics.
The literature knows a large variety of distance measures on SP D(n), see [43, Table 3 .1, p. 56 ]. Yet, there are essentially two choices that are associated with inner products on the tangent space of SP D(n) and thus induce Riemannian geometries on the manifold SP D(n): the so-called natural metric and the log-Euclidean metric. Let A ∈ SP D(n) and let ∆,∆ ∈ sym(n) be two tangent vectors.
• The natural metric is
see [16, §6, p. 201] , [17] . It also goes by the name trace matric, [50, §XII.1, p.322]. In statistical applications, it is usually called the affine-invariant metric [54, 64] . 19 • The log-Euclidean metric is
For the natural metric, it is more appropriate to consider sym(n) = T I SP D(n) as the tangent space at the identity and the tangent space at an arbitrary location A ∈ SP D(n) as T A SP D(n) = A 1/2 (T I SP D(n)) A 1/2 , which, of course, is nothing but a reparameterization of sym(n). From this perspective, we have for tangent
The congruence transformations (4.10) are isometries of SP D(n) with respect to the natural metric, [50, Thm. XII.1.1, p. 324], [16, Lem. 6.1.1, p. 201] . See also the discussion in [64, §3] .
By a standard pullback construction from differential geometry [24, Def. 2.2, Example 2.5], the log-Euclidean metric transfers the inner product ·, · 0 on sym(n) to SP D(n) via the matrix logarithm log m : SP D(n) → sym(n). In [10, eq. (3.5)], the authors take this construction one step further and use the exp m -log m -correspondence to define a multiplication that turns SP D(n) into a Lie group and, eventually, into a vector space. As such, it is a flat manifold, i.e. a Riemannian manifold with zero curvature. In this way, the computational challenges that come with dealing with data on nonlinear manifolds are circumvented.
Which metric is to be preferred is problem-dependent, see the various contributions in [73] and [53] . Since the natural metric arises canonical both from the geometric approach, [50, §XII.1], and the matrix-algebraic approach [16, §6] and since staying with the standard matrix multiplication is consistent with the setting of solving dynamical systems in model reduction applications, we restrict the discussion of the Riemannian exponential and logarithm to the geometry that is based on the natural metric.
The SPD(n) exponential. The Riemannian SP D(n)-exponential at a base point A ∈ SP D(n) sends a tangent vector ∆ to the endpointÃ ∈ SP D(n) of a geodesic that starts from A with velocity vector ∆. Therefore, it provides at the same time an expression for the geodesic curves on SP D(n) with respect to the natural metric.
Formulae for computing the SP D(n)-exponential can be found in [17] , [64] . Readers preferring a matrix-analytic approach are referred to [16, §6] . Here, A 1 2 denotes the Algorithm 5 Riemanian SP D(n)-exponential Input: base point A ∈ SP D(n), tangent vector ∆ ∈ T A SP D(n) = sym(n)
matrix square root of A, see Appendix A.
The SPD(n) logarithm. The Riemannian SP D(n)-logarithm at a base point A ∈ SP D(n) finds for another pointÃ ∈ SP D(n) an SP D(n)-tangent vector ∆ such that the geodesic that starts from A with velocity ∆ reachesÃ after an arc length of ∆ A = ∆, ∆ A . Therefore, it provides for two given data points A,Ã ∈ SP D(n) • a solution to the geodesic endpoint problem: a geodesic that starts from A and ends atÃ. • the Riemannian distance between the given points A,Ã. Formulae for computing the SP D(n)-logarithm can be found in [17] , [64] . Both Algorithm 6 Riemanian SP D(n)-logarithm
Algorithms 5 and 6 require to compute the spectral decomposition of n-by-n-matrices. The computational effort is O(n 3 ). In the context of parametric model reduction, the Riemannian exponential and logarithm maps are usually required for reduced matrix operators [7] . If n denotes the dimension of the full state vectors and r n denotes the dimension of the reduced state vectors, then matrix exponentials for r-by-r-matrices are required, so that the computational effort reduces to O(r 3 ).
The Stiefel manifold.
This section is devoted to the Stiefel manifold St(n, r) ⊂ R n×r of rectangular column-orthogonal n-by-r matrices, r ≤ n. Points U ∈ St(n, r) may be considered as orthonormal bases of cardinality r, or r-frames in R n . In model reduction, such matrices appear as orthogonal coordinate systems for low-order ansatz spaces that usually stem from a proper orthogonal decomposition or a singular value decomposition of given input solution data. Modeling data on the Stiefel manifold corresponds to data processing for orthonormal bases and thus allows for example for interpolation/parameterization of POD subspace bases. The most important use case in model reduction is where the Stiefel matrices are tall and skinny, i.e., r n. Interpolation problems on the Stiefel manifold have not yet been considered in the model reduction context. The reference [48] discusses interpolation of Stiefel using so-called quasi-geodesic to compensate for the lack of a formula for the Stiefel logarithm at the time of writing of [48] . For any matrix representative U ∈ St(n, r), the tangent space of St(n, r) at U is represented by
Every tangent vector ∆ ∈ T U St(n, r) may be written as
where in the latter case, U ⊥ ∈ St(n, n − r) is such that (U, U ⊥ ) ∈ O(n) is a square orthogonal matrix. The dimension of both T U St(n, r) and St(n, r) is nr − 1 2 r(r + 1). For additional background and applications, see [2, 15, 20, 25, 40, 75] . The Stiefel exponential. The Riemannian Stiefel exponential at a base point U ∈ St(n, r) sends a Stiefel tangent vector ∆ to the endpointŨ ∈ St(n, r) of a geodesic that starts from U with velocity vector ∆. Therefore, it provides at the same time an expression for geodesic curves on St(n, r). 
In [41] , an alternative formula is derived that features only matrix exponentials of skew-symmetric matrices. An efficient algorithm for computing the Stiefel exponential w.r.t. the canonical metric was derived in [25, §2.4.2] : In applications, where Exp St U (µ∆) needs to be evaluated for various parameters µ as in in the example of Section 3.3, steps 1.-3. should be computed a priori (offline). Apart from elementary matrix multiplications, the algorithm requires to compute the standard matrix exponential of a skew-symmetric matrix. This however, is for a 2r-by-2r-matrix and does not scale in the dimension n. With the usual assumption of model reduction that n p, the computational effort is O(nr 2 ). The Stiefel logarithm. The Riemannian Stiefel logarithm at a base point U ∈ St(n, r) finds for another pointŨ ∈ St(n, r) a Stiefel tangent vector ∆ such that the geodesic that starts from U with velocity ∆ reachesŨ after an arc length of ∆ U = ∆, ∆ U . Therefore, it provides for two given data points U,Ũ ∈ St(n, r) • a solution to the geodesic endpoint problem: a geodesic that starts from U and ends atŨ . • the Riemannian distance between the given points U,Ũ . An efficient algorithm for computing the Stiefel logarithm w.r.t. the canonical metric was derived in [82] . The analysis in [82] shows that the algorithm is guaranteed to converge if the input data points U,Ũ are at most a Euclidean distance of d = U −Ũ 2 ≤ 0.09 apart. In this case, the algorithm exhibits a linear rate of convergence that depends on d but is smaller than 1 2 . In practice, the algorithm seems to converge, whenever the initial V 0 is such that its standard matrix logarithm log m (V 0 ) is welldefined. Note that two points on St(n, r) can at most be a Euclidean distance of 2 away from each other.
Apart from elementary matrix multiplications, the algorithm requires to compute the standard matrix logarithm of an orthogonal 2r-by-2r-matrix and the standard matrix exponential of a skew-symmetric r-by-r-matrix at every iteration k. Yet, these operations are independent of the dimension n. With the usual assumption of model reduction that r n, the computational effort is O(nr 2 ).
The Grassmann manifold.
This section is devoted to the Grassmann manifold Gr(n, r) of r-dimensional subspaces of R n for r ≤ n. Every point U ∈ Gr(n, r), i.e., every subspace may be represented by selecting a basis {u 1 , . . . , u r } with ran(u 1 , . . . , u r ) = U. In numerical schemes, we work exclusively with orthonormal bases. In this way, points U on the Grassmann manifold are to be represented by points U ∈ St(n, r) on the Stiefel manifold via U = ran(U ). For details and theo- In particular, (4.17) shows that any two points on Gr(n, r) can be connected by a geodesic of length at most The former is a diffeomorphism [63, Thm. 2.8], the latter is a differentiable, surjective map [30, §. 3.11, Thm. 9]. For additional properties and efficient methods for numerical computation, see [38, §10, 11] . A few properties of the exponential function for real or complex numbers carry over to the matrix exponential. However, since matrices do not commute, the standard exponential law is replaced by Matrix square roots and the polar decomposition. Every S ∈ SP D(n) has a unique matrix square root in SP D(n), i.e., a matrix denoted by S where Q ∈ O(n), Λ = diag(λ 1 , . . . , λ n ) and λ i > 0 are the eigenvalues of S. Every A ∈ GL(n) can be uniquely decomposed into an orthogonal matrix times a symmetric positive definite matrix, A = QP = Q exp m (X), Q ∈ O(n), P ∈ SP D(n), X ∈ sym(n).
The polar factors can be constructed via taking the square root of the assuredly positive definite matrix A T A and subsequently setting P := (A T A) 1 2 and Q := AP −1 . Because the restriction of exp m to the symmetric matrices is a diffeomorphism onto SP D(n), there is a unique X ∈ sym(n) with P = exp m (X). For details, see [34, Thm. 2.18] .
The Procrustes problem. Let A, B ∈ R n×r . The Procrustes problem aims at finding an orthogonal transformation R * ∈ O(r) such that R * is the minimizer of min R∈O(r) A − BR F .
The optimal R * is R * = U V T , where B T A SVD = U ΣV T ∈ R r×r , see [31] .
