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Abstract
In this paper, we give some determinantal and permanental representations of
Generalized Lucas Polynomials by using various Hessenberg matrices, which
are general form of determinantal and permanental representations of ordinary
Lucas and Perrin sequences. Then we show, under what conditions that the
determinants of the Hessenberg matrix becomes its permanents.
Keywords: Lucas numbers, Perrin numbers, generalized Lucas polynomials,
generalized Perrin polynomials, Hessenberg matrix, determinant and
permanent.
2010 MSC: Primary 11B37, 15A15, Secondary 15A51
1. Introduction
Fibonacci numbers, Lucas numbers and Perrin numbers are
Fn = Fn−1 + Fn−2 for n > 2 and F1 = F2 = 1,
Ln = Ln−1 + Ln−2 for n > 1 and L0 = 2, L1 = 1,
Rn = Rn−2 +Rn−3 for n > 3 and R0 = 3, R1 = 0, R2 = 2
respectively.
There are large amount of studies on these sequences. In addition, general-
ization of these sequences have been studied by many researchers.
Miles [10] defined generalized order-k Fibonacci numbers(GOkF) as,
fk,n =
k∑
j=1
fk,n−j (1)
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for n > k ≥ 2, with boundary conditions: fk,1 = fk,2 = fk,3 = · · · = fk,k−2 = 0
and fk,k−1 = fk,k = 1.
Er [2] defined k sequences of generalized order-k Fibonacci numbers (kSOkF)
as; for n > 0, 1 ≤ i ≤ k
f ik,n =
k∑
j=1
cjf
i
k,n−j (2)
with boundary conditions for 1− k ≤ n ≤ 0,
f ik,n =
{
1 if i = 1− n,
0 otherwise,
where cj (1 ≤ j ≤ k) are constant coefficients, f ik,n is the n-th term of i-th se-
quence of order k generalization. For cj = 1, k-th sequence of this generalization
involves the Miles generalization(2) for i = k, i.e.
fkk,n = fk,k+n−2. (3)
Kilic¸ and Tac¸cı[3] defined k sequences of generalized order-k Pell numbers
(kSOkP) as; for n > 0, 1 ≤ i ≤ k
p ik,n = 2p
i
k,n−1 + p
i
k,n−2 + · · ·+ p ik,n−k (4)
with initial conditions for 1− k ≤ n ≤ 0,
p ik,n =
{
1 if i = 1− n,
0 otherwise,
where p ik,n is the n-th term of i-th sequence of order k generalization.
MacHenry [7] defined generalized Fibonacci polynomials (Fk,n(t)), Lucas
polynomials (Gk,n(t)), where ti (1 ≤ i ≤ k) are constant coefficients of the core
polynomial
P (x; t1, t2, . . . , tk) = x
k − t1xk−1 − · · · − tk, (5)
which is denoted by the vector
t = (t1, t2, . . . , tk). (6)
Fk,n(t) is defined inductively by
Fk,n(t) = 0, n < 1 (7)
Fk,1(t) = 1
Fk,2(t) = t1
Fk,n+1(t) = t1Fk,n(t) + · · ·+ tkFk,n−k+1(t).
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Gk,n(t1, t2, . . . , tk) is defined by
Gk,n(t) = 0, n < 0 (8)
Gk,0(t) = k
Gk,1(t) = t1
Gk,n+1(t) = t1Gk,n(t) + · · ·+ tkGk,n−k+1(t).
Moreover in [8,9], MacHenry obtained some properties of these polynomi-
als. In [9] MacHenry gave a relation between generalized Fibonacci and Lucas
polynomials as;
Gk,0(t) = k,Gk,n(t) = Fk,n+1(t) +
k−1∑
j=1
jtj+1Fk,n−j(t).
Equivalently this relation can be written as;
Gk,0(t) = k, Gk,n(t) =
k∑
j=1
jtjFk,n−j+1(t).
Kaygisiz and S¸ahin [4] definied generalized Perrin polynomials by using gen-
eralized Lucas Polynomials. For k ≥ 3;
Rk,0(t) = k
Rk,1(t) = 0
Rk,2(t) = 2t2
Rk,3(t) = t2Rk,1(t) + 3t3 (9)
Rk,4(t) = t2Rk,2(t) + t3Rk,1(t) + 4t4
...
Rk,k−1(t) = t2Rk,k−3(t) + · · ·+ tk−1Rk,1(t) + ktk
and for n ≥ k,
Rk,n(t) =
k∑
i=2
tiRk,n−i(t).
Remark 1.1. Let fk,k+n−2, f
i
k,n, p
i
k,n, Fk,n(t), Gk,n(t) and Rk,n(t) be GOkF(2),
kSOkF(3), kSOkP(4), generalized Fibonacci polynomials(7), generalized Lucas
polynomials(8) and generalized Perrin polynomials(9) respectively. Then
i) substituting ci = ti for 1 ≤ i ≤ k in (3) and (7), we obtain the equality
f 1k,n−1 = Fk,n(t),
ii) substituting t1 = 2 and ti = 1 for 2 ≤ i ≤ k in (7), we obtain the equality
p 1k,n−1 = Fk,n(t),
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iii) substituting t1 = 0 in (8), we obtain the equality
Rk,n(t) = Gk,n(t),
iv) substituting ti = 1 in (7), we obtain the equality
fk,k+n−2 = Fk,n(t),
v) substituting ti = 1 and k = 2 in (8), we obtain the equality
Ln = Gk,n(t),
vi) substituting t1 = 0 and ti = 1 for 2 ≤ i ≤ k and k = 3 in (8), we obtain the
equality
Rn = Gk,n(t).
This Remark shows that Fk,n(t) and Gk,n(t) are general form of all sequences
mentioned above. Therefore, any result obtained from the polynomial Fk,n(t)
and Gk,n(t) are valid for other sequences.
Many researchers studied on determinantal and permanental representations
of k sequences of generalized order-k Fibonacci and Lucas numbers. For ex-
ample, Minc [11] defined an n × n (0,1)-matrix F (n, k), and showed that the
permanents of F (n, k) is equal to the generalized order-k Fibonacci numbers.
In [5] and [6] the authors defined two (0,1)-matrices and showed that the
permanents of these matrices are the generalized Fibonacci and Lucas num-
bers. O¨cal [12] gave some determinantal and permanental representations of
k-generalized Fibonacci and Lucas numbers and obtained Binet’s formulas for
these sequences. Yılmaz and Bozkurt [15] derived some relationships between
Pell and Perrin sequences, and permanents and determinants of a type of Hes-
senberg matrices. In [13] and [14] the authors give some relation between de-
terminant and permanent.
In this paper we give some determinantal and permanental representations
of Generalized Lucas Polynomials by using various Hessenberg matrices. In
addition we show under what conditions that the determinants of the Hessenberg
matrix becomes its permanent.
2. The determinantal representations
An n × n matrix An = (aij) is called lower Hessenberg matrix if aij = 0
when j − i > 1 i.e.,
An =


a11 a12 0 · · · 0
a21 a22 a23 · · · 0
a31 a32 a33 · · · 0
...
...
...
...
an−1,1 an−1,2 an−1,3 · · · an−1,n
an,1 an,2 an,3 · · · an,n


(10)
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Theorem 2.1. [1] An be the n× n lower Hessenberg matrix for all n ≥ 1 and
define det(A0) = 1, then,
det(A1) = a11
and for n ≥ 2
det(An) = an,n det(An−1) +
n−1∑
r=1
((−1)n−ran,r
n−1∏
j=r
aj,j+1 det(Ar−1)). (11)
Theorem 2.2. Let k ≥ 2 be an integer, Gk,n(t) be the generalized Lucas Poly-
nomials and Ck,n = (crs) be an n× n Hessenberg matrix, where
crs =


i|r−s|.
tr−s+1
t
(r−s)
2
if s 6= 1 and − 1 ≤ r − s < k ,
i|r−s|.
tr−s+1
t
(r−s)
2
.(r − s+ 1) if s = 1 and − 1 ≤ r − s < k ,
0 otherwise
i.e.,
Qk,n =


t1 it2 0 0 · · · 0
2i t1 it2 0 · · · 0
3i2 t3
t22
i t1 it2 · · · 0
...
...
...
...
...
kik−1 tk
t
k−1
2
ik−2
tk−1
t
k−2
2
ik−3
tk−2
t
k−3
2
ik−4
tk−3
t
k−4
2
· · · 0
0 ik−1 tk
t
k−1
2
ik−2
tk−1
t
k−2
2
ik−3
tk−2
t
k−3
2
· · · 0
...
...
...
...
. . . it2
0 0 0 · · · i t1


.
Then
det(Ck,n) = Gk,n(t)
where t0 = 1 and i =
√−1.
Proof. Proof is by mathematical induction on n. The result is true for n = 1
by hypothesis.
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Assume that it is true for all positive integers less than or equal to m, that
is det(Ck,m) = Gk,m+1(t). Using Theorem 2.1 we have
det(Ck,m+1) = qm+1,m+1 det(Ck,m) +
m∑
r=1

(−1)m+1−rqm+1,r m∏
j=r
qj,j+1 det(Ck,r−1)


= t1 det(Ck,m) +
m−k+1∑
r=1

(−1)m+1−rqm+1,r m∏
j=r
qj,j+1 det(Ck,r−1)


+
m∑
r=m−k+2

(−1)m+1−rqm+1,r m∏
j=r
qj,j+1 det(Ck,r−1)


= t1 det(Ck,m) +
m∑
r=m−k+2

(−1)m+1−rqm+1,r m∏
j=r
qj,j+1 det(Ck,r−1)


= t1 det(Ck,m) +
m∑
r=m−k+2

(−1)m+1−r.im+1−r tm−r+2
t
(m−r+1)
2
m∏
j=r
it2 det(Ck,r−1)


= t1 det(Ck,m)
+
m∑
r=m−k+2
(
(−1)m+1−r.im+1−r tm−r+2
t
(m−r+1)
2
.im+1−r.t
(m−r+1)
2 det(Qk,r−1)
)
= t1 det(Qk,m) +
m∑
r=m−k+2
(
(−1)m+1−r.im+1−rtm−r+2.im+1−r. det(Qk,r−1)
)
= t1 det(Qk,m) +
m∑
r=m−k+2
tm−r+2 det(Qk,r−1)
= t1 det(Qk,m) + t2 det(Qk,m−1) + · · ·+ tk det(Qk,m−(k−1)).
From the hypothesis and the definition of generalized Lucas polynomials we
obtain
det(Ck,m+1) = t1Gk,m(t) + t2Gk,m−1(t) + · · ·+ tkGk,m−(k−1)(t) = Gk,m+1(t).
Therefore, the result is true for all possitive integers.
Example 2.3. We obtain 6-th Generalized Lucas polynomials for k = 5, i.e.
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G5,6(t), by using Theorem 2.2.
det(C5,6) = det


t1 −it2 0 0 0 0
2i t1 −it2 0 0 0
3−t3
t22
i t1 −it2 0 0
4−it4
t32
−t3
t22
i t1 −it2 0
5 t5
t42
−it4
t32
−t3
t22
i t1 −it2
0 t5
t42
−it4
t32
−t3
t22
i t1


= 6t1t5 + 6t2t4 + 12t1t2t3 + 2t
3
2 + 3t
2
3 + t
6
1 + 6t
2
1t4 + 6t
3
1t3 + 6t
4
1t2 + 9t
2
1t
2
2
= G5,6(t).
Theorem 2.4. Let k ≥ 2 be an integer, Gk,n be the generalized Lucas Polyno-
mial and Bk,n = (bij) be an n× n lower Hessenberg matrix such that
bij =


−t2 if j = i+ 1,
ti−j+1
t
(i−j)
2
if i 6= 1 and 0 ≤ i− j < k,
ti−j+1
t
(i−j)
2
.(i − j + 1) if i = 1 and 0 ≤ i− j < k,
0 otherwise
i.e.,
Bk,n =


t1 −t2 0 0 · · · 0
2 t1 −t2 0 · · · 0
3 t3
t22
1 t1 −t2 · · · 0
...
...
...
...
...
k tk
t
k−1
2
tk−1
t
k−2
2
tk−2
t
k−3
2
. . . · · · 0
0 tk
tk−12
tk−1
tk−22
tk−2
tk−32
· · · 0
...
...
...
...
. . . −t2
0 0 0 · · · · · · t1


.
Then
det(Bk,n) = Gk,n(t).
where t0 = 1.
Proof. Proof is similar to the proof of Theorem 2.2 using Theorem 2.1.
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Example 2.5. We obtain 5-th generalized Lucas polynomial for k = 4, i.e.
G4,5(t), by using Theorem 2.4.
B4,5 =


t1 −t2 0 0 0
2 t1 −t2 0 0
3 t3
t22
1 t1 −t2 0
4 t4
t32
t3
t22
1 t1 −t2
0 t4
t32
t3
t22
1 t1


= 5t1t4 + 5t2t3 + t
5
1 + 5t1t
2
2 + 5t
2
1t3 + 5t
3
1t2
= G4,5(t).
Corollary 2.6. If we rewrite Theorem 2.2 and Theorem 2.4 for ti = 1 and
k = 2, we obtain
det(Ck,n) = Ln
and
det(Bk,n) = Ln
respectively, where Ln are the ordinary Lucas numbers.
Corollary 2.7. If we rewrite Theorem 2.2 and Theorem 2.4 for t1 = 0 for
1 ≤ i ≤ k, we obtain
det(Ck,n) = Rk,n(t)
and
det(Bk,n) = Rk,n(t)
respectively, where Rk,n(t) are the generalized Perrin polynomials.
Corollary 2.8. If we rewrite Theorem 2.2 and Theorem 2.4 for t1 = 0 and
ti = 1 for 2 ≤ i ≤ k and k = 3 we obtain
det(Ck,n) = Rn
and
det(Bk,n) = Rn
respectively, where Rn are the ordinary Perrin numbers.
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3. The permanent representations
Let A = (ai,j) be an n × n square matrix over a ring R. The permanent of
A is defined by
per(A) =
∑
σ∈Sn
n∏
i=1
ai,σ(i)
where Sn denotes the symmetric group on n letters.
Theorem 3.1. [10]Let An be an n × n lower Hessenberg matrix for all n ≥ 1
and define per(A0) = 1. Then,
per(A1) = a11
and for n ≥ 2
per(An) = an,nper(An−1) +
n−1∑
r=1
(an,r
n−1∏
j=r
aj,j+1per(Ar−1)). (12)
Theorem 3.2. Let k ≥ 2 be an integer, Gk,n(t) be the generalized Lucas Poly-
nomials and Hk,n = (hrs) be an n× n lower Hessenberg matrix such that
hrs =


i(r−s).
tr−s+1
t
(r−s)
2
if s 6= 1 and− 1 ≤ r − s < k,
i(r−s).
tr−s+1
t
(r−s)
2
.(r − s+ 1) if s = 1 and − 1 ≤ r − s < k ,
0 otherwise
i.e.,
Hk,n =


t1 −it2 0 0 · · · 0
2i t1 −it2 0 · · · 0
3i2 t3
t22
i t1 −it2 · · · 0
...
...
...
...
...
kik−1 tk
t
k−1
2
ik−2
tk−1
t
k−2
2
ik−3
tk−2
t
k−3
2
ik−4
tk−3
t
k−4
2
· · · 0
0 ik−1 tk
tk−12
ik−2
tk−1
tk−22
ik−3
tk−2
tk−32
· · · 0
...
...
...
...
. . .
0 0 0 · · · · · · t1


. (13)
Then
per(Hk,n) = Gk,n(t)
where t0 = 1 and i =
√−1.
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Proof. Proof is similar to the proof of Theorem 2.2 by using Theorem 3.1.
Example 3.3. We obtain 3-th Generalized Lucas polynomials for k = 4, by
using Theorem 3.2
det(H4,3) = det

 t1 −it2 02i t1 −it2
3−t3
t2
i t1


= 3t3 + 3t1t2 + t
3
1.
Theorem 3.4. Let k ≥ 2 be an integer, Gk,n(t) be the generalized Lucas Poly-
nomials and Lk,n = (lij) be an n× n lower Hessenberg matrix such that
lij =


ti−j+1
t
(i−j)
2
if j 6= 1 and 0 ≤ i− j < k,
ti−j+1
t
(i−j)
2
.(i− j + 1) if j = 1 and 0 ≤ i− j < k,
0 otherwise
i.e.,
Lk,n =


t1 t2 0 0 · · · 0
2 t1 t2 0 · · · 0
3 t3
t22
1 t1 t2 · · · 0
...
...
...
...
...
k tk
t
k−1
2
tk−1
t
k−2
2
tk−2
t
k−3
2
tk−3
t
k−4
2
· · · 0
0 tk
t
k−1
2
tk−1
t
k−2
2
tk−2
t
k−3
2
· · · 0
...
...
...
. . .
0 0 0 · · · · · · t1


where t0 = 1. Then
per(Lk,n) = Gk,n(t).
Proof. Proof of the theorem is similar to the proof of Theorem 2.2 using Theo-
rem 3.1.
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Corollary 3.5. If we rewrite Theorem 3.2 and Theorem 3.4 for ti = 1 (1 ≤
i ≤ k) and k = 2 , we obtain
per(Hk,n) = Ln
and
per(Lk,n) = Ln
respectively, where Ln are the ordinary Lucas numbers.
Corollary 3.6. If we rewrite Theorem 3.2 and Theorem 3.4 for t1 = 0 and
ti = 1 (2 ≤ i ≤ k), we obtain
per(Hk,n) = Rk,n(t)
and
per(Lk,n) = Rk,n(t)
respectively, where Rk,n(t) are the generalized Perrin polynomials.
Corollary 3.7. If we rewrite Theorem 3.2 and Theorem 3.4 for t1 = 0, ti = 1
(2 ≤ i ≤ k) and k = 3 we obtain
per(Hk,n) = Rn
and
per(Lk,n) = Rn
respectively, where Rn are the ordinary Perrin numbers.
3.1. Determinat and Permanent of a Hessenberg Matrix
In this section we give a relation between the determinant and the permanent
of a Hessenberg matrix.
Theorem 3.8. Let An be the Hessenberg matrix in (10) and Bn = (bij) be an
n× n Hessenberg matrix such that
bij =


0 if j − i > 1,
−aij if j − i = 1 ,
aij otherwise.
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i.e.,
Bn =


a11 −a12 0 · · · 0
a21 a22 −a23 · · · 0
a31 a32 a33 · · · 0
...
...
...
...
an−1,1 an−1,2 an−1,3 · · · −an−1,n
an,1 an,2 an,3 · · · an,n


.
Then
detBn = perAn
or
detAn = perBn.
Proof. We know from (11)
det(A1) = a11
and for n ≥ 2
det(An) = an,n det(An−1) +
n−1∑
r=1
((−1)n−ran,r
n−1∏
j=r
aj,j+1 det(Ar−1))
and from (12)
per(A1) = a11
and for n ≥ 2
per(An) = an,nper(An−1) +
n−1∑
r=1
(an,r
n−1∏
j=r
aj,j+1per(Ar−1)).
Using mathematical induction on n, we prove this theorem by using (11) and
(12). The result is true for n = 1 by hypothesis.
Assume that it is true for all positive integers less than or equal tom, namely
detBm =perAm. For n ≥ 2
det(Bm+1) = am+1,m+1 det(Bm) +
m∑
r=1
((−1)m+1−ram+1,r
m∏
j=r
bj,j+1 det(Br−1))
= am+1,m+1per(Am) +
m∑
r=1
((−1)m+1−ram+1,r
m∏
j=r
(−aj,j+1)per(Ar−1))
= am+1,m+1per(Am) +
m∑
r=1
((−1)m+1−ram+1,r(−1)m+1−r
m∏
j=r
aj,j+1per(Ar−1))
= am+1,m+1per(Am) +
m∑
r=1
(am+1,r
m+1∏
j=r
aj,j+1per(Ar−1))
= per(Am+1).
12
Therefore, the result is true for all possitive integers.
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