Abstract Video imagery based crowd analysis for population profiling and density estimation in public spaces can be a highly effective tool for establishing global situational awareness. Different strategies such as counting by detection and counting by clustering have been proposed, and more recently counting by regression has also gained considerable interest due to its feasibility in handling relatively more crowded environments. However, the scenarios studied by existing regression-based techniques are rather diverse in terms of both evaluation data and experimental settings. It can be difficult to compare them in order to draw general conclusions on their effectiveness. In addition, contributions of individual components in the processing pipeline such as feature extraction and perspective normalisation remain unclear and less well studied. This study describes and compares the state-of-the-art methods for video imagery based crowd counting, and provides a systematic evaluation of different methods using the same protocol. Moreover, we evaluate critically each processing component to identify potential bottlenecks encountered by existing techniques. Extensive evaluation is conducted on three public scene datasets, including a new shopping centre environment with labelled ground truth for validation. Our study reveals new insights into solving the problem of crowd analysis for population profiling and density estimation, and considers open questions for future studies.
Introduction
The analysis of crowd dynamics and behaviours is a topic of great interest in sociology, psychology, safety, and computer vision. In the context of computer vision, many interesting analyses can be achieved [91] , e.g.to learn the crowd flow evolvement and floor fields [3] , to track an individual in a crowd [65] , to segment a crowd into semantic regions [51, 93] , to detect salient regions in a crowd [53] , or to recognise anomalous crowd patterns [41, 60] . A fundamental task in crowd analysis that enjoys wide spectrum of applications is to automatically count the number of people in crowd and profile their behaviours over time in a given region.
One of the key application areas of crowd counting is public safety and security. Tragedies involving large crowds often occur, especially during religious, political, and musical events [35] . For instance, a crowd crush at the 2010 Love Parade music festival in Germany, caused a death of 21 people and many more injured (see Fig. 1 ). And more recently a stampede happened near the Sabarimala Temple, India with death toll crosses hundred. These tragedies could be avoided, if a safer site design took place and a more effective crowd control was enforced. Video imagery based crowd counting can be a highly beneficial tool for early detection of over-crowded situations to facilitate more effective crowd control. It also helps in profiling the population movement over time and across spaces for establishing global situational awareness, developing long-term crowd management strategies, and designing evacuation routes of public spaces.
In retail sectors, crowd counting can be an intelligence gathering tool [76] to provide valuable indication about the interest of customers through quantifying the number of individuals browsing a product, the queue lengths, or the percentage of store's visitors at different times of the day. The information gathered can then be used to optimise the staffing need, floor plan, and product display.
Video imagery based crowd counting for population profiling remains a nontrivial problem in crowded scenes. Specifically, frequent occlusion between pedestrians and background clutter render a direct implementation of standard object segmentation and tracking infeasible. The problem is further compounded by visual ambiguities caused by varying individual appearances and body articulations, and group dynamics. External factors such as camera viewing angle, illumination changes, and distance from the region of interest also pose great challenges to the counting problem. Various approaches for crowd counting have been proposed. A popular method is counting by detection [24] , which detects instances of pedestrian through scanning the image space using a detector trained with local image features. An alternative approach is counting by clustering [7, 63] , which assumes a crowd to be composed of individual entities, each of which has unique yet coherent motion patterns that can be clustered to approximate the number of people. Another method is inspired by the capability of human beings, in determining density at a glance without numerating the number of pedestrians in it. This approach is known as counting by regression [12, 22] , which counts people in crowd by learning a direct mapping from low-level imagery features to crowd density.
In this study, we provide a comprehensive review, comparative evaluation, and critical analysis on computer vision techniques for crowd counting, also known as crowd density estimation, and discuss crowding counting as a tool for population profiling. We first present a structured critical overview of different approaches to crowd counting reported in the literature, including pedestrian detection, coherent motion clustering, and regression-based learning. In particular, we focus on the regression-based techniques that have gain considerable interest lately due to their effectiveness in handling more crowded scenes. We then provide analysis of different regression-based approaches to crowd counting by systematic comparative evaluation, which gives new insights into contributions of key constituent components and potential bottlenecks in algorithm design. To facilitate our experiments, we also introduce a new shopping mall dataset of over 60,000 pedestrians labelled in 2000 video frames, i.e.the largest dataset to date in terms of the number of pedestrian instances captured in realistic crowded public space scenario for crowd counting and profiling research.
Survey of the State of the Art
The taxonomy of crowd counting algorithms can be generally grouped into three paradigms, namely counting by detection, clustering, and regression. In this section, we provide an overview on each of the paradigms, with a particular focus on the counting by regression strategy that has shown to be effective on more crowded environments.
Counting by Detection
The following is a concise account of pedestrian detection with emphasise on counting application. A more detailed treatment on this topic can be found in [24] .
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Figure 4. Some detection results of the final head-shoulder detector
In the third experiment, the whole proposed method of estimating the number of people in crowded scenes is tested by a real video taken in another bus station. Figure 5 shows the detection results: (i)-(vi) are segmented foreground maps of some selected frames, blue squares in (a)-(f) are the corresponding head-shoulder shapes detected (The large polygon in red is region of interest). Though the MID-based segmentation is not very accurate, it could decrease the search scope for the head-shoulder detector when there are few people in the observed area. The curve of NOP (number of people) vs. time is shown in Figure 6 . As we can see, the number of people detected approximately goes up and down following the ground truth correctly.
Conclusions
In this paper, we have proposed a method to estimate the number of people in crowded scenes. This method consists of two modules: a MID based foreground segmentation module to obtain the active areas in the observed area and a head-shoulder detection module to detect the head-shoulder shapes from the detected foreground areas and count the number. This method can not only count the number of people in crowded scenes, but also locate the position of each individual, which has great potential for applications beyond people counting. Experimental results have shown the effectiveness of the proposed method. calibrated. However, we compute the camera parameters by an interactive method [26] .
The interobject occlusion in this set is also intensive. Overall, there are 96 occlusion events in this set, 68 out of 96 are heavy occlusions, and 19 out of the 96 are almost fully occluded (more than 90 percent of the object is occluded) Many interactions between humans, such as talking and handshaking, make this set very difficult for tracking. Fo MCMC sampling, we use 500 iterations per frame again. Fo such a big data set, it is infeasible to enumerate the errors a (c) Fig. 2 Pedestrian detection results obtained using (a) monolithic detection, (b) part-based detection, and (c) shape matching. Images from [43, 47, 92] .
proach is based on monolithic detection [21, 43, 78] , which trains a classifier using the full-body appearance of a set of pedestrian training images (see Fig. 2(a) ). Common features to represent the full-body appearance include Haar wavelets [80] , gradient-based features such as histogram of oriented gradient (HOG) feature [21] , edgelet [85] , and shapelets [68] . The choice of classifier imposes significant impact on the speed and quality of detection, often requiring a trade-off between these two. Non-linear classifiers such as RBF Support Vector Machines (SVMs) offer good quality but suffer from low detection speed. Consequently, linear classifiers such as boosting [81] , linear SVMs, or Random/Hough Forests [28] are more commonly used. A trained classifier is then applied in a sliding window fashion across the whole image space to detect pedestrian candidates. Less confident candidates are normally discarded using non-maximum suppression, which leads to final detections that suggest the total number of people in a given scene. Whole body monolithic detector can generates reasonable detections in sparse scenes. However, it suffers in crowded scenes where occlusion and scene clutter are inevitable [24] .
Part-based detection:
A plausible way to get around the partial occlusion problem to some extent is by adopting a part-based detection method [26, 48, 86] . For instance, one can construct boosted classifiers for specific body parts such as the head and shoulder to estimate the people counts in a monitored area [47] (see Fig. 2(b) ). It is found that head region alone is not sufficient for reliable detection due to its shape and appearance variations. Including the shoulder region to form an omegalike shape pattern tends to give better performance in real-world scenarios [47] . The detection performance can be further improved by tracking validation, i.e. associating detections over time and rejecting spurious detections that exhibit coherent motion with the head candidates [62] . In comparison to monolithic detection, partbased detection relaxes the stringent assumption about the visibility of the whole body, it is thus more robust in crowded scenes.
Shape matching: Zhao et al. [92] define a set of parameterised body shapes composed of ellipses, and employ a stochastic process to estimate the number and shape configuration that best explains a given foreground mask in a scene. Ge and Collins [29] extend the idea by allowing more flexible and realistic shape prototypes than just simple geometric shapes proposed in [92] . In particular, they learn Crowd Counting and Profiling: Methodology and Evaluation 5 a mixture model of Bernoulli shapes from a set of training images, which is then employed to search for maximum a posteriori shape configuration of foreground objects, revealing not only the count and location, but also the pose of each person in a scene.
Multi-sensor detection: If multiple cameras are available, one can further incorporate multi-view information to resolve visual ambiguities caused by inter-object occlusion. For example, Yang et al. [88] extracted the foreground human silhouettes from a network of cameras to establish bounds on the number and possible locations of people. In the same vein, Ge and Collins [30] estimate the number of people and their spatial locations by leveraging multi-view geometric constraints. The aforementioned methods [30, 88] are restricted since a multi-camera setup with overlapping views is not always available in many cases. Apart from detection accuracy improvement, the speed of detection can benefit from the use of multi-sensors, e.g.the exploitation of geometric context extracted from stereo images [5] .
Transfer learning: Applying a generic pedestrian detector to a new scene cannot guarantee satisfactory cross-dataset generalisation [24] , whilst training a scenespecific detector for counting is often laborious. Recent studies have been exploring the transfer of generic pedestrian detectors to a new scene without human supervision. The key challenges include the variations of viewpoints, resolutions, illuminations, and backgrounds in the new environment. A solution to the problem is proposed in [82, 83] to exploit multiple cues such as scene structures, spatio-temporal occurrences, and object sizes to select confident positive and negative examples from the target scene to adapt a generic detector iteratively.
Counting by Clustering
The counting by clustering approach relies on the assumption that individual motion field or visual features are relatively uniform, hence coherent feature trajectories can be grouped together to represent independently moving entities. Studies that follow this paradigm include [63] , which uses a Kanade-Lucas-Tomasi (KLT) tracker to obtain a rich set of low-level tracked features, and clusters the trajectory to infer the number of people in the scene (see Fig. 3 (a)); and [7] , which tracks local features and groups them into clusters using Bayesian clustering (see Fig. 3(b) ). Another closely related method is [77] , which incorporates the idea of feature constancy into a counting by detection framework. The method first generates a set of person hypotheses of a crowd based on head detections. The hypotheses are then refined iteratively by assigning small patches of the crowd to the hypotheses based on the constancy of motion fields and intra-garment colour (see Fig. 3(c) ).
The aforementioned methods [7, 63] avoid supervised learning or explicit modelling of appearance features as in the counting by detection paradigm. Nevertheless, the paradigm assumes motion coherency, hence false estimation may arise when people remaining static in a scene, exhibiting sustained articulations, or two objects an example of the direct association a nity between the green patch and all the hypotheses where the width of the arrow is commensurate with the assignment a nity, d) shows two patches with strong pairwise a nity (pink) and two patches with weak pairwise a nity (blue), e) depicts the soft assign process where patches are assigned to hypotheses, f) shows the assignment of patches to hypotheses after the first E-step, g) shows the result of the M-step consistency analysis where red patch assignments are deemed to be inconsistent based on occlusion reasoning, h) the final segmentation after multiple iterations of the EM algorithm.
Given an initial set of hypotheses, a patch partitioning and the direct/pairwise a nity measures, a global segmentation can be generated based on an estimate of the optimal set of patch to hypothesis assignments. To achieve this, an EM approach similar to [4] is used. The patch to hypothesis assignments is defined by an assignment vector V = {vi} of length N with vi 2 [1, . . . , K], where vi = k implies that patch zi is assigned to hypothesis ck. The focus of the EM approach is to model the joint probability of an assignment vector V and the set of patches Z i.e. p(V, Z; X) under the parametrization of a consistency model X (see section 2.1). To this end the log likelihood of the patch assignment is (c) Fig. 3 (a) and (b) show the results of clustering coherent motions using methods proposed in [63] and [7] respectively. (c) shows the pairwise affinity of patches (strong affinity = magenta, weak affinity = blue) in terms of motion and colour constancy; the affinity is used to determine the assignment of patches to person hypotheses [77] . Images from [7, 63, 77] .
sharing common feature trajectories over time. Note that counting by clustering only works with continuous image frames, not static images whilst the counting by detection and regression do not have this restriction.
Counting by Regression
Despite the substantial progress being made in object detection [24] and tracking [90] in recent years, performing either in isolation or both reliably in a crowded environment remains a non-trivial problem. Counting by regression deliberately avoids actual segregation of individual or tracking of features but estimate the crowd density based on holistic and collective description of crowd patterns. Since neither explicit segmentation nor tracking of individual are involved, counting by regression becomes a feasible method for crowded environments where detection and tracking are severely limited intrinsically.
One of the earliest attempts in exploring the use of regression method for crowd density estimation is by Davies et al. [22] . They first extract low-level features such as foreground pixels and edge features from each video frame. Holistic properties such as foreground area and total edge count are then derived from the raw features. Consequently, a linear regression model is used to establish a direct mapping between the holistic patterns and the actual people counts. Specifically, a function is used to model how the input variable (i.e. the crowd density) changes when the target variables (i.e.holistic patterns) are varied. Given an unseen video frame, conditional expectation of the crowd density can then be predicted given the extracted features from that particular frame. Since the work of Davies et al. [22] , various methods have been proposed following the same idea with improved feature sets or more sophisticated regression models, but still sharing a similar processing pipeline as in [22] (see Fig. 4 ). A summary of some of the notable methods is given in Table 1. In the following subsections, we are going to have detailed discussion on the main components that constitute the counting by regression pipeline, namely feature representation, geometric correction, and regression modelling. y, the number of people per segment is estiaussian process regression. The remainder of escribes each of these system components.
segmentation the mixture of dynamic textures [18] to segds moving in different directions. The video as collection of spatio-temporal patches (7 × es in all experiments reported in the paper), odeled as independent samples from a mixic texture models [19] . The mixture model is the expectation-maximization (EM) algorithm cations are then scanned sequentially, a patch t each location, and assigned to the mixture f largest posterior probability. The location is elong to the segmentation region associated ponent. For long sequences, where characns are not expected to change significantly, the l cost of the segmentation can be reduced by ixture model from a subset of the video (e.g. ve clip). The remaining video can then be segmputing the posterior assignments as before. re tends to work well in practice, and was used to segment a full hour of video. The resulting s are illustrated in Figures 9 and 11. tive normalization racting features from the video segments, it is consider the effects of perspective. Because r to the camera appear larger, any feature exa foreground object will account for a smaller object than one extracted from an object farhis makes it important to normalize the feapective. One possibility is to weight each pixel a perspective normalization map. The pixel ed on the expected depth of the object which pixel, with larger weights given to far objects. k, we approximate the perspective map by lin- early interpolating between the two extremes of the scene. A ground plane is first marked, as in Figure 4a , and the distances |ab| and |cd| are measured 1 . Next, a reference pedestrian is selected, and the heights h1 and h2 are measured when the center of the person is on ab and cd (see Figures  4a and 4b ). The pixels on ab are given a weight of 1, and the pixels on cd a weight of h1|ab| h2|cd|
. Finally, the remaining pixel weights are computed by interpolating linearly between the two lines. Figure 4c shows the perspective map of the scene using the above procedure. In this case, objects on the front-line ab are approximately 2.4 times bigger than objects on the back-line cd. Finally, for features based on area (e.g. segmentation area), the weights are applied to each pixel. For features based on edges (e.g. edge histogram), the square-roots of the weights are used.
Feature extraction
Ideally, features such as segmentation area or number of edges should vary linearly with the number of people in the scene [14, 11] . Figure 2 plots the segmentation area versus the crowd size. While the overall trend is indeed linear, there exist local non-linearities that arise from a variety of factors, including occlusion, segmentation errors, and pedestrian configuration (e.g. spacing within a segment). To model these non-linearities, we extract an additional 28 features from each crowd segment.
Segment features:
These features capture segment shape and size.
• Area -total number of pixels in the segment.
• Perimeter -total number of pixels on the segment perimeter, computed with morphological operators.
• Perimeter edge orientation -orientation histogram of the segment perimeter. The orientations are quantized 1 Here we assume that the horizontal ground plane is parallel to the horizontal axis of the image, but the procedure can be generalized if not. 
Feature Representation
The question of crowd representation or abstraction must be addressed before a regression function can be established. Feature representation concerns the extraction, selection, and transformation of low-level visual properties in an image or video to construct intermediate input to a regression model. A popular approach is to combine several features with complementary nature to form a large bank of features [13] .
Foreground segment features:
The most common or arguably the most descriptive representation for crowd density estimation is foreground segment, which can be obtained through background subtraction, such as mixture of Gaussians-based technique [73] or mixture of dynamic textures-based method [10] . Various holistic features can be derived from the extracted foreground segment, for example:
• Perimeter -total number of pixels on the segment perimeter.
• Perimeter-area ratio -ratio between the segment perimeter and area, which measures the complexity of the segment shape.
• Perimeter edge orientation -orientation histogram of the segment perimeter.
• Blob count -the number of connected components with area larger than a predefined threshold, e.g.20 pixels in size.
Various studies [13, 22, 54] have demonstrated encouraging results using the segment-based features despite its simplicity. Several considerations, however, has to be taken into account during the implementation. Firstly, to reduce spurious foreground segments from other regions, one can confine the analysis within a region of interest (ROI), which can be determined manually or following a foreground accumulation approach [54] . Secondly, different scenarios may demand different background extraction strategies. Specifically, dynamic background subtraction [73] can cope with gradual illumination change but have difficulty in isolating people that are stagnant for a long period of time; static background subtraction [51, 66] is able to segment static objects from the background but is susceptible to lighting change. Finally, poor estimation is expected if one employs only foreground area due to inter-object occlusion, as it is possible to insert another person into the mixture and end up with the same foreground area. Enriching the representation with other descriptors may solve this problem to certain extent.
Edge features: While foreground features capture the global properties of the segment, edge features inside the segment carries complementary information about the local and internal patterns [13, 22, 38] . Intuitively, low-density crowds tend to present coarse edges, while segments with dense crowds tend to present complex edges. Edges can be detected using an edge detector such as the Canny edge detector [8] . Note that an edge image is often masked using the foreground segment to discard irrelevant edges. Some common edge-based features are listed as follows
• Total edge pixels -total number of edge pixels.
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• Edge orientation -histogram of the edge orientations in the segment.
• Minkowski dimension -the Minkowski fractal dimension or box-counting dimension of the edges [58] , which counts how many pre-defined structuring elements are required to fill the edges.
Texture and gradient features: Crowd texture and gradient patterns carry strong cues about the number of people in a scene. In particular, high-density crowd region tends to exhibit stronger texture response [54] with distinctive local structure in comparison to low-density region; whilst local intensity gradient map could reveal local object appearance and shape such as human shoulder and head, which are informative for density estimation. Example of texture and gradient features employed for crowd counting include gray-level co-occurrence matrix (GLCM) [34] , local binary pattern (LBP) [61] , HOG feature [56] , and gradient orientation co-occurrence matrix (GOCM) [56] . A comparative studies among the aforementioned texture and gradient features can be found in [56] . Here we provide a brief description on GLCM and LBP, which are used in our evaluation. Gray-level co-occurrence matrix (GLCM) [34] is widely used in various crowd counting studies [13, 56, 57, 87] . For instance, Marana et al. [57] uses GLCM to distinguish five different density levels (very low, low, moderate, high, and very high), and Chan and Vasconcelos [12] employ it as holistic property for Bayesian density regression. To obtain GLCM, a typical process is to first quantise the image into 8 gray-levels and masked by the foreground segment. The joint probability or co-occurrence of neighbouring pixel values, p(i, j | θ ) is then estimated for four orientations, θ ∈ {0 • , 45 • , 90 • , 135 • }. After extracting the co-occurrence matrix, a set of features such as homogeneity, energy, and entropy can be derived for each θ An alternative texture descriptor for crowd density estimation [55] is the local binary pattern (LBP) [61] . Local binary pattern has been widely adopted in various applications such as face recognition [2] and expression analysis [70] , due to its high discriminative power, invariance to monotonic gray-level changes, and its computational efficiency.
An illustration of a basic LBP operator is depicted in Fig. 6 . The LBP operation is governed by a definition of local neighbourhood, i.e.the number of sampling point and radius centering the pixel of interest. An example of a circular (8,1) neighbourhood is shown in Fig. 6 . Following the definition of neighbourhood, we sample 8 points at a distance of radius 1 from the pixel of interest and threshold them using the value of the centering pixel. The results are concatenated to form a binary code as the label of the pixel of interest. These steps are repeated over the whole image space and a histogram of labels is constructed as a texture descriptor.
In this study, we employed an extension of the original LBP operator known as uniform patterns [61] , which frequently correspond to primitive micro-features such as edges and corners. A uniform LBP pattern is binary code with at most two bitwise transitions, e.g. 11110000 (1 transition) and 11100111 (2 transitions) are uniform, whilst 11001001 (4 transitions) is not. In the construction of LBP histogram, we assign a separate bin for every uniform pattern and keep all nonuniform patterns in a single bin, so we have a 58+1-dimension texture descriptor.
Geometric Correction
A problem commonly encountered in counting by regression framework is perspective distortion, in which far objects appear smaller than those closer to the camera view. As a consequence, features (e.g.segment area) extracted from the same object at different depths of the scene would have huge difference in values. The influence is less critical if one divides the image space into different cells, each of which modelled by a regression function; erroneous results are expected if one only uses a single regression function for the whole image space.
To address this problem geometric correction or perspective normalisation is performed to bring perceived size of objects at different depths to the same scale. Ma et al. [54] investigate the influence of perspective distortion to people counting and propose a principled way to integrate geometric correction in pixel counting, i.e. to scale each pixel by a weight, with larger weights given to further objects. A simple and widely adopted perspective normalisation method [44, 49, 67 ] is described in [13] . The method first determines four points in a scene to form a quadrilateral that corresponds to a rectangle (see Fig. 7 ). The lengths of the two horizontal lines of the quadrilateral, ab and cd, are measured as w 1 and w 2 respectively. When a reference pedestrian passes the two extremes, i.e.its bounding box's centre touches the ab and cd, its heights are recorded as h 1 and h 2 . The weights at ab and cd are then assigned as 1 and
respectively. To determine the remaining weights of the scene, linear interpolation is first performed on the width of the rectangle, and the height of the reference person. A weight at arbitrary image coordinate can then be calculated as
h w , where h and w representing the interpolants. Here we make an assumption that the horizontal vanishing line to be parallel to the image horizontal scan lines.
When applying the weights to features, it is assumed that the size of foreground segment changes quadratically, whilst the total edge pixels changes linearly with respect to the perspective. Consequently, each foreground segment pixel is weighted using the original weight and the edge features are weighted by square-roots of the weights. Features based on the GLCM are normalised by weighting the occurrence of each pixel pair when accumulating the co-occurrence matrix shown in Fig. 5 . To obtain perspective-normalised LBP-based features, we multiply the weights to the occurrence of individual LBP labels in the image space prior to the construction of the LBP label histogram.
The aforementioned method [13] requires manual measurement which could be error-prone. There exist approaches to compute camera calibration parameters based on accumulative visual evidence in a scene. For example, a method is proposed in [40] to find the camera parameters by exploiting foot and head location measurements of people trajectories over time. Another more recent method [50] relaxes the requirement of accurate detection and tracking. This method takes noisy foreground segments as input to obtain the calibration data by leveraging the prior knowledge of the height distribution. With a calibrated 3D model, one can also obtain the perspective map as in [14] , which moves a virtual person within the 3D world and measures the number of pixels projected onto the 2D image space.
Regression Models
After feature extraction and perspective normalisation, a regression model is trained to predict the count given the normalised features. A regression model may have a broad class of functional forms. In this section we discuss a few popular regression models for crowd density estimation.
Linear regression: Given a training data comprising N observations {x n }, where n = 1, . . . , N together with corresponding continuous target values {y n }, the goal of regression is to predict the value of y given a new value of x [6] .
where D is the dimension of features, x = (x 1 , . . . , x D ) T , and w = (w 0 , . . . , w D ) T are the parameters of the model. This model is often known as linear regression (LR), which is a linear function of the parameters w. In addition it is also linear with respect to the input variables x.
In a sparse scene where smaller crowd size and fewer inter-object occlusions are observed, the aforementioned linear regressor [4, 22, 46] may suffice since the mapping between the observations and people count typically presents a linear relationship. Nevertheless, given a more crowded environment with severe inter-object occlusion, one may have to employ a nonlinear regressor to adequately capture the nonlinear trend in the feature space [9] .
To relax the linearity assumption, one can take a linear combination of a fixed set of nonlinear functions of the input variables, also known as basis functions φ (x), to obtain a more expressive class of function. It has the form of
where M is the total number of parameters in this model, w = (w 0 , . . . , w M−1 ) T , and
T . The functional form in (2) is still known as linear model since it is linear in w, despite the function f (x, w) is nonlinear with respect to input vector x. A polynomial regression function considered in [18] (see Table 1 ) is a specific example of this model, with the basis functions taking a form of powers of x, that is φ j (x) = x j . Gaussian basis function and sigmoidal basis function are other possible choices of basis functions.
Parameters in the aforementioned linear model is typically obtained by minimising the sum of squared errors
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One of the key limitation of linear model is that the model can get unnecessarily complex give high-dimensional observed data x. Particularly in counting by regression, it is a common practice to exploit high-dimensional features [13] . Some of the elements are not useful for predicting the count. In addition, some of them may be highly co-linear, unstable estimate of parameters may occurs [6] , leading to very large magnitude in the parameters and therefore a clear danger of severe over-fitting.
Partial least squares regression: A way of addressing the multicollinearity problem is by partial least squares regression (PLSR) [31] , which projects both input X = {x n } and target variables Y = {y n } to a latent space, with a constraint such that the lower-dimensional latent variables explain as much as possible the covariance between X and Y. Formally, the PLSR decomposes the input and target variables as
where T and U are known as score matrices, with the column of T being the latent variables; P and Q are known as loading matrices [1] ; and ε are the error terms. The decomposition are made so to maximise the covariance of T and U. There are two typical ways in estimating the score matrices and loading matrices, namely NIPALS and SIMPLS algorithms [1, 89] .
Kernel ridge regression: Another method of mitigating the multicollinearity problem is through adding a regularisation term to the error function in Equation (3). A simple regularisation term is given by the sum-of-squares of the parameter vector elements, 1 2 w T w. The error function becomes
with λ to control the trade-off between the penalty and the fit. A common way of determining λ is via cross-validation. Using this particular choice of regularisation term with φ (x n ) = x n , we will have error function of ridge regression [36] . A non-linear version of the ridge regression, known as kernel ridge regression (KRR) [69] , can be achieved via kernel trick [71] , whereby a linear ridge regression model is constructed in higher dimensional feature space induced by a kernel function defining the inner product
For the kernel function, one has typical choices of linear, polynomial, and radial basis function (RBF) kernels. The regression function of KRR is given by
where α α α = {α 1 , . . . , α n } T are Lagrange multipliers. This solution is not sparse in the variables α, that is α n = 0, ∀n ∈ {1, . . . N}. [42, 72] has been used for crowd counting in [87] . In contrast to KRR, the SVR achieves sparseness in α (see Equation (8)) by using the concept of support vectors to determine the solution, which can result in faster testing speed than KRR that sums over the entire trainingset [84] . Specifically, the regression function of SVR can be written as
Support vector regression: Support vector regression (SVR)
where α n and α * n represents the Lagrange multipliers, k(x, x n ) denotes the kernel, and b ∈ R. A popular error function for SVR training is ε-insensitive error function [79] , which assigns zero error if the absolute difference between the prediction f (x, α α α) and the target y is less than ε > 0. Least-squares support vector regression (LSSVR) [74] is least squares version of SVR. In LSSVR one finds the solution by solving a set of linear equations instead of a convex quadratic error function as in conventional SVR.
Gaussian processes regression:
One of the most popular nonlinear methods for crowd counting is Gaussian processes regression (GPR) [64] . It has a number of pivotal properties -it allows possibly infinite number of basis functions driven by the data complexity, and it models uncertainty in regression problems elegantly 1 . Formally, we write the regression function as
where Gaussian processes, GP(m(x), k(x, x )) is specified by its mean function m(x) and covariance function or kernel k(x, x )
where E denotes the expectation value. Apart from the conventional GPR, various extensions of it have been proposed. For instance, Chan et al. [9] propose a generalised Gaussian process model, which allows different parameterisation of the likelihood function, including a Poisson distribution for predicting discrete counting numbers [11] . Lin et al. [49] employ two GPR in their framework, one for learning the observation-to-count mapping, and another one for reasoning the mismatch between predicted count and actual count due to occlusion.
The key weakness of GPR is its poor tractability to large training sets. Various approximation paradigms have been developed to improve its scalability [64] .
It is worth pointing out that one of the attractive properties of kernel methods such as KRR, SVR, and GPR is the flexibility of encoding different assumptions about the function we wish to learn. For instance, by combining different covariance functions k(x, x ), such as linear, Matérn, rational quadratic, and neural network, one has the flexibility to encode different assumptions on the continuity and smoothness of the GP function f (x). This property is exploited in [13] , in which linear and a squared-exponential (RBF) covariance functions are combined to capture both the linear trend and local non-linearities in the crowd feature space.
Random forest regression: Scalable nonlinear regression modelling can be achieved using random forest regression (RFR). A random forest comprises of a collection of randomly trained regression trees, which can achieve better generalisation than a single over-trained tree [20] . Each tree in a forest splits a complex nonlinear regression problem into a set of subproblems, which can be more easily handled by weak learners such as a linear model 2 . To train a forest, one optimises an energy over a given training set and associated values of target variable. Specifically, parameters θ θ θ j of the weak learner at each split node j are optimised via
where T j ⊂ T is a subset of parameters made available to the j-th node, and I is an objective function that often takes the form of information gain. Given a new observation x, the predictive function is computed by averaging individual posterior distributions of all the trees, i.e.
where T is the total number of trees in the forest, p t (y|x) is the posterior of t-th tree. The hallmark of random forest is its good performance comparable to state-ofthe-art kernel methods (e.g. GPR) but with the advantage of being scalable to large dataset and less sensitive to parameters. In addition, it has the ability of generating variable importance and information about outliers automatically. It is also reported in [20] that forest can yield a more realistic uncertainty in the ambiguous feature region, in comparison to GPR that tends to return largely over-confident prediction.
The weakness of RFR is that it is poor in extrapolating points beyond the value range of target variable within the training data, as we shall explain in more detail in Section 4.1.
Additional Considerations
We have discussed various linear and nonlinear functions for performing crowd density regression. Note that the functional form becomes more critical when one does not have sufficient training set that encompasses all the anticipated densities in a scene. If that is the case, extrapolation outside the training range has to be performed, with increasing room of failure when the extrapolation goes further beyond the existing data range, due to the mismatch between the regression assumption and the actual feature to count mapping.
A closely related consideration is at what level the learning should be performed. Most existing methods (see the 'level' column in Table 1 ) take a global approach by applying a single regression function over the whole image space with input variables being the holistic features of a frame (e.g. total area of foreground segment), and target variable being the total people count in that frame. An obvious limitation of this global approach is that it applies a global regression function over the whole image space, ignoring specific crowd structure in different regions. This can be resolved by dividing the image space up into regions and fitting separate function in each region [56, 87] . The regions can be cells having regular size, or having different resolutions driven by the scene perspective to compensate the distortion [56] .
One can also approximate the people count at blob-level [46] , i.e. estimates the number of people in each foreground blob and obtains the total people count by summing the blob-level counts. Lempitsky et al. [44] go one step further to model the density at each pixel, casting the problem as that of estimating an image density whose integral over any image region gives the count of objects within that region. The aforementioned segment-and-model strategies facilitate counting at arbitrary locations, which is impossible using a holistic approach. In addition, a potential gain in estimation accuracy may be obtained [44] . This however comes at a price of increased annotation effort. e.g. requiring a large amount of dotted annotations on head or pedestrian positions in all training images [44] .
Evaluation Settings
Previous work [12, 44, 54, 56] have independently performed analyses on different components in the crowd counting pipeline such as feature extraction, perspective normalisation, and regression modelling. The scenarios studied, however, are rather diverse in terms of both evaluation data and experimental settings. It can be hard to compare them in order to draw general conclusions on their effectiveness. In this study we aim to provide a more exhaustive comparative evaluation to factor out the contributions of different components and identify potential bottlenecks in algorithm design for crowd counting and profile analysis.
Datasets
Two benchmark datasets were used for comparative algorithm evaluation, namely UCSD pedestrian dataset (ucsd) and PETS 2009 dataset (pets). Example frames are shown in Fig. 8 . Apart from the two established benchmark datasets, a new and more realistic shopping mall dataset is also introduced in this study. This mall dataset was collected from a publicly accessible webcam in the course of two months from Feb 2011 to Apr 2011. A portion of 2000 frames recorded during peak hours were selected for the comparative algorithm evaluation. As can be seen from the sample images in Fig. 9 , this new dataset is challenging in that it covers crowd densities from sparse to crowded, as well as diverse activity patterns (static and moving crowds), under large range of illumination conditions at different time of the day. Also note that the perspective distortion is more severe than the ucsd and pets datasets, thus individual objects may experience larger change in size and appearance at different depths of the scene. The details of the three datasets are given in Table 2 .
For evaluation purpose, we resized the images from the pets dataset to 384 × 288, and the images from the mall dataset to 320 × 240. All colour images were converted to grayscale images prior to feature extraction. We annotated the data exhaustively by labelling the head position of every pedestrian in all frames. An example of annotated frame is shown in Fig. 9 . The ground truth, together with the raw video sequence, extracted features, and the train/test partitions can be downloaded at http://www.eecs.qmul.ac.uk/∼ccloy/. Table 2 Dataset properties: N f = number of frames, R = Resolution, FPS = frame per second, D = Density (minimum and maximum number of people in the ROI), and T p = total number of pedestrian instances. 
Features and Regression Models
We selected features and regression methods that are both representative and promising in terms of originally reported performance. While we could not evaluate all the available features or methods exhaustively due to unavailability of original codes and practical time and space constraints, we consider that these evaluations giving an accurate portrait of the state-of-the-art.
We extracted segment, edge, GLCM, and LBP features following the methods described in Section 2.3.1. For both ucsd and pets datasets, scene lighting were stable so we employed a static background subtraction method based on minimum cuts [17] 3 to extract the foreground segments. For the mall dataset, gradual illumination change was observed, we therefore adopted a dynamic background modelling method [95] .
All features were perspective normalised (see Section 2.3.2) and a feature vector was formed by concatenating the features, into x ∈ R D , which was used as the input for the regression models. Prior to feeding the features into the regression models, all features were scaled to the [0 1] interval. A list of the regression models and their associated settings is given below
• Linear regression (LR)
• Partial least-squares regression (PLSR) -10 latent components • Kernel ridge regression (KRR) -linear kernel with four-fold cross-validation for parameter optimisation
• Least-squares support vector regression (LSSVR) -linear kernel with four-fold cross-validation for parameter optimisation • Gaussian processes regression (GPR) -linear kernel + RBF kernel as in [13] 4 .
The parameters are first initialised to random values and optimised using conjugate gradient optimiser.
• Random forest regression (RFR) -500 trees, the number of parameters made available for node splitting was fixed to square-root of the feature dimension, and the minimum size of terminal nodes was set to 5.
Evaluation Metrics
We employed three metrics in performance evaluation. Two of the metrics are widely used as performance indicators for crowd counting, namely mean absolute error and mean squared error. Mean absolute error is defined as
Mean squared error is given as
where N is the total number of test frames, y n is the actual count, andŷ n is the estimated count of nth frame. Note that as a result of the squaring of each difference, ε sqr effectively penalises large errors more heavily than small ones. The above two metrics are indicative in quantifying the error of estimation of the crowd count. However, as pointed out by [19] , these metrics contain no information about the crowdedness of the region of interest. To that end, [19] proposed another performance metric to take the crowdedness into account -we name it as mean deviation error, which is essentially a normalised ε abs
Performance Comparison
In the following we report comparative evaluation results on three aspects, i.e.model choices, feature robustness, and model sensitivity to perspective.
Model Choices
The goals of this experiment are to (1) compare the performance of different regression models under different crowdedness levels, and (2) evaluate their generalisation capability to unseen density. These two aspects are somewhat less explicitly studied in existing work. However, they are essential since a regressor may behave differently under different crowdedness levels, and often, it needs to extrapolate outside the anticipated density range in real-world scenarios. We employed the same segment+edge+LBP features across all regression models. To simulate different crowdedness levels, we divided a dataset into two partitions: one for sparse scenario and another one for crowded scenario, of which the details are provided in Table 3 .
Data
Sparse scenario (no. frames) Crowded scenario (no. frames) ucsd 1058 (≤23 people, train=400, test=658) 942 (>23 people, train=400, test=542) pets 800 (≤10 people, train=400, test=400) 276 (>10 train=100, test=176) mall 972 (≤30 people, train=400, test=572) 1028 (>30 people, train=400, test=628) Table 3 Number of frames allocated for the sparse and crowded seenarios. Information inside the brackets contain the definition of crowdedness, together with the training and test set proportions.
Model performance under different crowdedness levels: To evaluate a regressor under the sparse scenario, we trained and tested the model using the sparse partition of a dataset. Similar procedures were applied using the crowded partition of a dataset to test a model under crowded scenario. Figure 10 shows the performance of the six regression models under the sparse and crowded scenarios. Note that we only presented the mean deviation error since other metrics exhibited similar trends in this experiment. It is evident that models which can effectively deal with multicollinearity issue, such as LSSVR, PLSR, and KRR, consistently performed better than other models in both the sparse and crowded partitions, as shown in Fig. 10 . Specifically, over-fitting were less an issue to the aforementioned models, which either add a regularisation term 5 into the error function or by projecting the input variables onto a lower-dimensional space.
In contrast, LR was ill-conditioned due to highly-correlated features, thus yielding poorer performance as compared to LSSVR, PLSR, and KRR. The performance of GPR was mixed. The error rate of RFR was extremely high in the pets crowded partition as the forest structure was too complex given the limited amount of training data. As a result, its generalisation capability was compromised due to the overfitting. In other datasets, RFR showed comparable results to other regression methods.
We found that existing performance metrics including the mean deviation error [19] , which is normalised by the actual count (see Section 3.3), are not appropriate for comparing scenarios with enormous difference in densities. Specifically, our findings were rather counter intuitive in that all regressors performed better in the crowded scenario than the sparse scenario. We note that the lower mean deviation errors in a crowded scene are largely biased by the much larger actual count serving as the denominator in Equation (17) . To vindicate our observation, we plotted the performance of GPR on the ucsd dataset in Fig. 11 and found that the regressor performance did not differ much across sparse and crowded scenarios.
Generalisation to unseen density: To evaluate the generalisation capability of a regression model to unseen density, we tested it against two scenarios: (1) generalising from crowded to sparse environment, and (2) generalising from sparse to crowded environment. In the first scenario, we trained a regressor with the crowded partition and tested it on the sparse partition. We switched the crowded and sparse partitions in the second scenario. The same data partitions in Table 3 Table 4 Comparison of generalisation capability of different regression models to unseen density. Best performance is highlighted in bold.
Regression models that worked well within known crowd density may not perform as good given unseen density. In particular, as shown in Table 4 , simple linear regression models such as LR and PLSR returned surprisingly good performance in both the ucsd and mall datasets, outperforming their non-linear counterparts. The results suggest that the regression assumption of linear regression models, though simple, could be less susceptible to unseen density and matched closer with the feature-to-density trend in the considered scenarios. The performance of RFR was poorest among the regression models. The results agree with our expectation about its weakness in generalisation as discussed in Section 2.3.3.
It was observed that the generalisation performance reported in Table 4 , were much poorer than those obtained when we trained and tested a regressor using the same density range. In particular, the regressors tend to overestimate or underestimate depending on the extrapolation direction, as shown in Fig. 12 . In addition, the further the extrapolation goes outside the training range, the larger the error in the estimation due to difference between the learned model and the actual feature-todensity trend. Note that there was no concrete evidence to show that generalising 
Feature Robustness
The objective of this experiment is to compare the performance on using different types of features, e.g. segment-based features, edge-based features, texture-based features (in particular GLCM and LBP), as well as their combination, given different crowdedness levels in a scene. As in Section 4.1, we conducted the evaluation using sparse and crowded partitions. The results are depicted in Fig. 13 and Fig. 14 .
Robustness of individual features:
It is observed that different features can be more important given different crowdedness levels. In general, the averaged performance suggests that the segment-based features were superior to other features. This is not surprising since the foreground segment carries useful information about the area occupied by objects of interest and it thus intrinsically correlate to the number of pedestrians in a scene. However in the ucsd and mall datasets, a decrease in performance gap was observed between the edge or texture-based features and the segment-based features when we switched from sparse partition to crowded partition. This observation is intuitive since given a more crowded environment with frequent inter-object occlusion, segment-based features would suffer, whilst edge and texture that inherently encoded the inter-object boundary and internal patterns would carry more discriminative visual cues for density mapping. Does combining features help?: From the averaged performance, it is observed that combining different features together could lead to a better performance in general. For instance, when the LBP-based features were used in combination with the segment and edge-based features, the mean deviation error was reduced by 2%-14%. This finding supports the practice of employing a combination of features (see Table 1 ).
Nevertheless, when we examined the performance of individual regression models, it was found that combining all the features did not necessarily produce better performance. For example, using the segment-based features alone in the crowded mall partition one would get higher performance; or using the edge features alone with RFR gained more accurate counts in the sparse ucsd partition. The results suggests the need for feature selection to discover the suitable set of features given different crowd densities and different regression models.
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Geometric Correction
Geometry correction is critical in crowd counting since objects at different depths of the scene would lead to huge variation in the extracted features. To minimise the influence of perspective distortion, correction is often conducted in existing studies but often without explicit analysis on how its sensitivity would affect the final counting performance. In this experiment, we investigated the sensitivity of crowd counting performance to a widely adopted perspective normalisation method described in [13] (see Section 2.3.2). Evaluation was carried out on the ucsd dataset, with 800 frames for training and the remaining 1200 frames held out for testing following the partitioning scheme suggested in [13] .
Effectiveness of geometric correction: It is evident from Table 5 Table 5 Comparison of mean absolute error (lower is better) on ucsd dataset when crowd density was estimated with and without perspective correction.
Sensitivity to errors in geometric correction: It is interesting to examine how a minor error introduced by manual measurement will propagate through the counting by regression pipeline. We manually measure the heights, denoted as h 1 and h 2 , of a reference pedestrian at two extremes of the ground plane rectangle of the ucsd dataset (see Fig. 15 ). We varied h 2 , the height at the further extreme at +/− 5 pixels with a step size of 1 pixel. Given a frame with resolution of 238 × 158, this is a reasonable error range that is likely to occur during the manual measurement. Perspective maps within this pixel deviation range were generated, and the crowd counting performances of different models were subsequently recorded.
A minor measurement error in h 2 could result in a great change in perspective map, as shown in Fig. 4.3 . Specifically, when h 2 had a smaller value, e.g.h 2 − 5 pixels, a steeper slope in the perspective normalisation weight vector was observed. On the contrary, given h 2 + 5 pixels, the object size at cd was larger so the perspective normalisation weight vector had a lower slope. Using these different perspective maps we evaluated performances of different regression models.
It is clear from the results depicted in Fig. 16 that different perspective maps will lead to drastic difference in estimation performance, e.g. as much as 10% of difference from that obtained using initial measurement. The results suggest that the initial measurement h 2 may not be accurate, since more accurate counts were obtained at h 2 − 5 pixels. A subsequent validation through averaging multiple measurements confirmed that the initial measurement indeed deviated from the accurate value. Hence one should not rely on a single round of measurement, but to seek for more reliable perspective statistics by averaging measurements obtained across multiple attempts. Note that deviation from the 'exact' perspective map may not necessarily lead to a bad consequence sometimes as the steeper weight slope will counteract the problems of poor segmentation and inter-object occlusion at the back of the scene. ment is estiemainder of ponents.
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Feature extraction
Segment features:
Crowd Profiling
One of the ultimate goals of crowd counting is to profile the crowd behaviours and density patterns spatially and temporally, e.g.how many people in a region of interest at what time and predicting the trend. The profiling statistic can serve as useful hints for controlling crowd movements, designing evacuation routes, and improving product display strategy to attract more crowds to a shop. An example of such a crowd profiling application is depicted in Fig. 17 , of which the local density map was generated through learning cell-level counts using separate regressors. A more scalable way based on a single regression model with multiple outputs can also be employed [15] . The top row of Fig. 17 shows the footage frames of a shopping mall view overlaid with heat maps, of which the colour codes representing the crowd density, with larger crowd represented by red squares and smaller crowd with blue squares. An interesting usage of the crowd density map is to study the crowd movement profile in front of a shop, e.g.the two selected regions (blue and red) in Fig. 17 . The number of people appear in these areas over time can be profiled as shown in the two plots at the bottom of Fig. 17 . In addition, activity correlation between these two regions can be computed to examine their crowd flow dependency, as shown in the last plot. Analysing these local crowd patterns over time and their correlations globally can reveal useful information about the shop visitors, such as their interests towards the product display, walking pace, and intention of buying, without the need for registering individual's identities therefore minimising privacy violation.
The crowd counting application can benefit from extensions such as functional learning of regions [75] (e.g. sitting area, entrance of shops) to better reflect the activity modes at different regions; or combination with cooperative multi-camera network surveillance [32, 52] to model the density and activity correlation in the camera network [94] .
Findings and Analysis
We shall summarise our main findings as follows:
Regression model choices: Our evaluation reveals that regression models that are capable of dealing with multicollinearity among features, e.g.KRR, PLSR, LSSVR generally give better performance than other regression models such as LR and RFR. The aforementioned models, i.e.KRR, PLSR, and LSSVR have not been significantly explored in existing counting by regression literature.
In general, linear model is expected to give poorer performance as its linear property imposes a limitation on the model in capturing only the linear relationship between the people count and low-level features [4, 22, 46] . In most cases especially in crowded environments, the visual observations and people count will not be linearly related. Nonlinear methods in principle allow one to model arbitrary nonlinearities between the mapping from input variables to target people count. In addition, employing a nonlinear method would help in remedying the dimensionality problem since observations typically exhibit strong correlation in a nonlinear manifold, whose intrinsic dimensionality is smaller than the input space [6] .
However, our study suggests that the actual performance of a regression model can be quite different from what one may anticipate, subject to the nature of data, especially when it is applied to unseen density. Despite all the evaluated regression techniques suffer poor extrapolation beyond the training data range, simple linear regression models such as LR, is found to be more resistant towards the introduction of unseen density. Its performance can be better than other nonlinear models such as GPR and LSSVR.
We have emphasised that it is impractical to assume the access to all full density range during the training stage, thus the capability of generalising to unseen density is critical. An unexplored approach of resolving the problem is to transfer the knowledge from other well-annotated datasets that cover wider range of crowd density. This is an open and challenging problem in crowd counting task given different environmental factors of source and target scenes, e.g. variations in lighting conditions and camera orientations.
Features selection: Our results suggest that different features can be more useful given different crowd configurations and densities. In sparse scenes, foreground segment-based features alone can provide sufficient information required for crowd density estimation. However, when a scene becomes crowded with frequent interobject occlusions, the role of edge-based features and texture-based features becomes increasingly critical. We also found that combining all features do not always help, depending on the dataset and regression model of choice. These findings suggest the importance of feature selection, i.e. selecting optimal feature combinations given different crowd structures and densities, through discarding redundant and irrelevant features. The feature selection problem has been largely ignored in existing crowd counting research.
Perspective correction: The performance of counting by regression can be severely influenced by the accuracy of perspective weight estimation. Perspective map generation based on manual measurement is simple but could be error-prone. We suggest that multiple measurements are necessary to ensure conciseness of the estimation normalisation weights. Robust auto-calibration methods such as [40, 50] are also recommended as an alternative to the manual approach.
Further Reading
Interested readers are referred to the following further readings:
• [32] for a general discussion on applications and advances in automated analysis of human activities for security and surveillance • [33] for a comprehensive treatment of visual analysis of behaviour from algorithmdesign perspectives • [37] for a survey on crowd analysis • [12] for a detailed discussion on using Bayesian techniques for regression-based counting
