An optimal control problem subject to an elliptic obstacle problem is studied. We obtain a numerical approximation of this problem by discretising the PDE obtained via a Moreau-Yosida type penalisation. For the resulting discrete control problem we provide a condition that allows to decide whether a solution of the necessary first order conditions is a global minimum. In addition we show that the corresponding result can be transferred to the limit problem provided that the above condition holds uniformly in the penalisation and discretisation parameters. Numerical examples with unique global solutions are presented.
Introduction
In this paper we are concerned with the following distributed optimal control problem for the elliptic obstacle problem (Ω) ∩ H 2 (Ω) is the given obstacle, y 0 , f ∈ L 2 (Ω) and α > 0. It is well-known that for a given function u ∈ L 2 (Ω) the variational inequality (1.1) has a unique solution y ∈ K and using standard arguments (cf. [14, Theorem 2.1]) one obtains the existence of a solution of (P). However, a major issue in the analysis and numerical approximation of (P) is the fact that the mapping u → y is in general not Gâteaux differentiable, so that the derivation of necessary first order optimality conditions becomes a difficult task. A common approach in order to handle this difficulty consists in approximating (1.1) by a sequence of penalised or regularised problems and then to pass to the limit, see e.g. [3] , [14] , [8] , [6] , [7] , [9] , [15] and [12] . In our work we employ a Moreau-Yosida type penalisation of the obstacle problem resulting in the following optimal control problem depending on the parameter γ 1:
(P γ ) min
Here, a − = min(a, 0). Existence of a solution of (P γ ) and a detailed convergence analysis as γ → ∞ can be found in [12, Section 3] . For numerical purposes we shall discretise the PDE (1.2) with the help of continuous, piecewise linear finite elements giving rise to a discrete optimisation problem, whose solutions satisfy standard first order optimality conditions. Due to the lack of convexity of the underlying problem it is however not clear whether a computed discrete stationary point is actually a global minimum. Our first main result of this paper establishes for a fixed penalisation parameter and a discrete stationary solution a condition that ensures global optimality, see Theorem 2.2. This condition has the form of an inequality involving the state and the adjoint variable as well as the obstacle. Furthermore, the minimum is unique in case that the inequality is strict. A similar kind of result for control problems subject to a class of semilinear elliptic PDEs has been obtained in [1, 2] , but the form of the condition presented here is adapted to the obstacle problem and entirely different from the one proposed in [1, 2] . In Section 3 we consider a sequence of approximate control problems (P γ h h ) with h → 0 and γ h → ∞ as h → 0, where h denotes the grid size. As our second main result we shall prove that a corresponding sequence of discrete stationary points which are uniformly bounded in a suitable sense has a subsequence that converges to a limit satisfying a system of first order optimality conditions, see Theorem 3.1. It turns out that a solution of this system is strongly stationary in the sense of [14] and that we obtain a continuous analogue of the condition mentioned above guaranteeing global optimality of a stationary point, see Theorem 3.2. The only other sufficient condition for optimality which we are aware of can be found in [13, Theorem 5.4] , where global optimality is derived from the condition that y 0 ≤ ψ, see also [8, Section 5.2] . A sufficient second order optimality condition giving local optimality is derived in [10] . In Section 4 we briefly outline how to apply our theory to a direct discretisation of (1.1). Finally, several numerical examples with unique global solutions are presented in Section 5.
Discretisation of (P)
Let T h be an admissible triangulation of Ω so that
We denote by x 1 , . . . , x n the interior and by x n+1 , . . . , x n+m the boundary vertices of T h . Next, let X h := {v h ∈ C 0 (Ω) : v h is a linear polynomial on each T ∈ T h } be the space of linear finite elements as well as
The standard nodal basis functions are defined by φ i ∈ X h with φ i (x j ) = δ ij , i, j = 1, . . . , n + m. In particular, {φ 1 , . . . , φ n } is a basis of X h0 . We shall make use of the Lagrange interpolation operator
Let us approximate (1.2) as follows: for a given u ∈ L 2 (Ω), find y h ∈ X h0 such that
It is not difficult to show that (2.1) has a unique solution y h ∈ X h0 . The variational discretization of Problem (P γ ) now reads:
subject to y h solves (2.1) .
Using standard arguments one obtains:
) with corresponding state y h ∈ X h0 . Then there exists an adjoint state p h ∈ X h0 such that
Note that (2.4) implicitly yields a discretisation of the control variable so that (2.2)-(2.4) is a finite-dimensional system that can be solved using classical nonlinear programming algorithms. However, due to the non-convexity of the problem, it is not clear whether a solution of (2.2)-(2.4) is actually a global minimum of (P γ h ). Our first main result provides a sufficient condition for a discrete stationary point that guarantees that this is the case. In order to formulate the corresponding condition we introduce λ 1 as the smallest eigenvalue of −∆ in Ω subject to homogeneous Dirichlet boundary conditions, i.e.
In what follows we shall abbreviate
and define η := min min Proof: Let v ∈ L 2 (Ω) be arbitrary and denote byỹ h ∈ X h0 the solution of
A straightforward calculation shows that
We deduce from (2.3), (2.2) and (2.9) that
where
Using Young's inequality we find that
Inserting (2.11) into (2.10) and applying (2.4) we obtain
where we have abbreviated r j := r h (x j ) ≥ 0 and
(i) j ∈ N + : In this case we have in view of (2.7) that p j ≥ η(y j − ψ j ) and hence
(2.14)
(ii) j ∈ N − : In this case we have (iii) j ∈ N 0 : In this case we have p j ≥ 0 by (2.6) and therefore
Combining (2.14)-(2.17) with (2.1), (2.9) and the definition of λ 1 we derive
If we insert this bound into (2.13) we deduce that
It is not difficult to verify that the bilinear form (
This is the case, if |η| ≤ µ (|η| < µ), where µ = αλ 1 + α 2 λ 2 1 + α is the positive root of the quadratic equation
This completes the proof of the theorem.
Convergence
Let (T h ) 0<h≤h 0 be a sequence of triangulations ofΩ with mesh size h := max
We suppose that the sequence is regular in the sense that there exists ρ > 0 such that
where r T denotes the radius of the largest ball contained in T . For a sequence
we now consider the corresponding sequence of control problems (P γ h h ). Our first result is concerned with the question how the stationarity conditions at the discrete level transfer to the continuous level under the assumption that the quantity defined in (2.7) is uniformly bounded.
be a sequence of solutions of (2.2)-(2.4) with corresponding η h ≤ 0 given by (2.7) and suppose that
for some C ≥ 0. Then there exists a subsequence h → 0 and
Proof: Let us first derive on upper bound onȳ h in
from which we infer with the help of Poincaré's inequality
in view of (3.2) and the fact that ψ ∈ H 2 (Ω). Next, using
which combined with (3.9) yields
Note that the strong convergence in (3.13) is a consequence of (3.12) and (2.4). Let us first verify thatȳ ∈ K. Using the convexity of s → (s − ) 4 we derive that
which together with (3.9) yields
We then have
in Ω and henceȳ ∈ K. We next show thatȳ is the solution of (1.1) with u =ū by verifying thatȳ minimizes the functional
To see this, let y ∈ K be arbitrary. Arguing as in the proof of Proposition 5.2 in [4] we obtain a sequence
Letting first h → 0 and then k → ∞ we infer that
for all y ∈ K, so thatȳ solves (1.1) with u =ū. If we use (3.16) for a sequenceȳ
from which we deduce that
. Thus, we obtain together with (3.17) that
Obviously, (3.3) and (3.5) are satisfied by definition, while (3.4) follows from the fact thatȳ is a solution of (1.1). Let us next show that (3.6) holds. In view of (3.18), (3.12) and (2.3) we have
by (3.18) and (3.10). Hence μ,ȳ − ψ = 0 and in the same way we can show that ξ ,p = 0. Furthermore, (3.7) is an immediate consequence of (2.4). It remains to prove (3.8). Note that (2.6) and the definition of η h implȳ
Letting h → 0 we find thatp
in view of (3.18) and (3.2). Finally, let φ ∈ C ∞ 0 (Ω), φ ≥ 0 be arbitrary. We then have by (2.3) and (2.2) that
by the definition of η h and since φ(x j ) ≥ 0. Henceμ − ηξ ≥ 0 and (3.8) holds.
In order to relate the system (3.3)-(3.8) to known stationarity concepts we briefly recall the notion of strong stationarity:
where S y = {φ ∈ H 1 0 (Ω) | φ ≥ 0 q.e. on Z y , ξ, φ = 0} and Z y = {x ∈ Ω | y(x) = ψ(x)} (defined up to sets of zero capacity). Here, q.e. stands for quasi-everywhere.
It is shown in [14, Theorem 2.2] that a solution of (P) is strongly stationary. This result was extended to the case of control constraints in [16] . In our next result we show that a solution of the system (3.3)-(3.8) is strongly stationary. Furthermore, we prove a continuous analogue of Theorem 2.2.
is a solution of (3.3)-(3.8) for some η ≤ 0. Then there holds: a) (u, y, ξ) is strongly stationary.
then u is a global minimum for Problem (P). If the inequality (3.23) is strict, then u is the unique global minimum.
Proof: a) We only have to prove (3.21). To do so, we shall make use of some basic results from capacity theory for which we refer the reader to [16, Section 2] . Since p ≥ η(y − ψ) a.e. in Ω we deduce from [16, Lemma 2.3 ] that p ≥ η(y − ψ) q.e. on Ω and hence that p ≥ 0 q.e. on Z y . Combining this relation with (3.6) we infer that p ∈ S y . Next, (3.8) implies that λ := µ−ηξ is a nonnegative functional in H −1 (Ω). Hence there exists a regular Borel measure (also denoted by λ) such that
where we integrate the quasi-continuous representative of φ. Lemma 2.4 in [16] yields that y ≥ ψ λ-a.e. in Ω so that we have for every compact set
in view of (3.4) and (3.6). Thus λ(C ∩ {y > ψ}) = 0 for all compact sets C ⊂ Ω and hence λ({y > ψ}) = 0. We deduce for every φ ∈ S y µ, φ = µ − ηξ, φ = 
we have thatξ ≥ 0 and ξ ,ỹ − ψ = 0. Similarly as in the proof of Theorem 2.2 we calculate
We infer from (3.5), (3.3) and the definition ofξ that
Inserting this relation into (3.24) and recalling (3.4), (3.6) and (3.8) we derive
sinceỹ − ψ ≥ 0 and ξ ,ỹ − ψ = 0. Using once more (3.3), the definition ofξ and recalling (2.5) we may write
If we multiply this relation by −η = |η| and insert it into (3.25) we obtain
and the result follows in the same way as in the proof of Theorem 2.2.
As an immediate consequence we have: Corollary 3.3 Let (ū h ,ȳ h ,p h ) 0<h≤h 0 be a sequence of solutions of (2.2)-(2.4) with corresponding η h ≤ 0 given by (2.7) and suppose that
whereū is a global minimum for Problem (P). If
27) for some 0 < κ < 1, thenū is the unique global solution of (P) and the whole sequence (ū h ) 0<h≤h 0 converges toū.
Proof: Let us denote byŷ h the solution of (2.1) with u ≡ 0. In the same way as at the beginning of the proof of Theorem 3.1 we can show that ŷ h H 1 (Ω) ≤ c. It follows from (3.26) and Theorem 2.2 thatū h is a solution of (P
Combining (3.28) with (3.26) we may infer from Theorem 3.1 that there exists a subsequence h → 0 and a solution (ū,ȳ,p,ξ,μ) of (3.3)-(3.8) such that
Since |η| ≤ αλ 1 + α 2 λ 2 1 + α it follows from Theorem 3.2 b) thatū is a global minimum for Problem (P). If (3.27) holds, then the above inequality is strict and the minimum is unique.
The unpenalised case
In this section we briefly discuss how our theory can be adapted to the case when the state is approximated by a discrete version of the variational inequality (1.1), namely we consider the following discrete control problem:
subject to
Existence of a solution of (P h ) is shown in [11, Section 3] . We shall formulate the necessary first order optimality conditions in matrix/vector form. To do so, let us define the mass matrix M and the stiffness matrix A, i.e.
Introducing a slack variable ξ ∈ R n , problem (4.1) can be written as
Here, y h = n j=1 y j φ j and y = (y j ) n j=1 . The following result is proved in [11, Theorem 4.1] .
Note that the system given below slightly differs from the one in [11] in that we have replaced µ by −µ.
(Ω) be a local optimal solution of (P h ) with associated state y h ∈ X h0 and slack variable ξ ∈ R n . Then there exist an adjoint state p h ∈ X h0 and a multiplier µ ∈ R n such that the following strong stationarity system is satisfied:
Here,
In practice, the system (4.2)-(4.6) can be solved with the help of a primal-dual active set strategy, see [8, Section 6] . The corresponding numerical experiments indicate that this method typically enters into a cycle in the presence of bi-active sets. This is one of the reasons to base our numerical treatment on the Moreau-Yosida relaxed version (P γ h ) of the original optimal control problem (P).
The following result is the analogue of Theorem 2.2. We remark that the quantity η in (4.8) has been used in [5] (see (4.19) ) in order to show the equivalence between certain optimality systems.
Theorem 4.2 Suppose that
n is a solution of (4.2)-(4.7) and define η := min min
then u h is a global minimum for Problem (P h ). If the inequality (4.9) is strict, then u h is the unique global minimum.
Proof: The proof is essentially a discrete version of the proof of Theorem 3.2 b). Note that (4.7) and the definition of η imply that
It is not difficult to see that the result of Theorem 3.1 also holds for a sequence of solutions (ū h ,ȳ h ,p h ) 0<h≤h 0 of (4.2)-(4.7) satisfying the bounds (3.2). The corresponding arguments in fact become a little bit easier because the penalisation term is no longer present. Furthermore, the convergence result in Corollary 3.3 holds as well. We omit the details.
Numerical examples
In this section we apply Theorem 2.2 to some numerical examples taken from [8] , [11] and [12] . In Examples 1-3 the computational domain is given by Ω := (0, 1) × (0, 1), and consequently, the constant λ 1 from (2.5) has the value λ 1 = 2π 2 . On the other hand, Example 4 is formulated on the L-shaped domain Ω := (−1, 0) × (−1, 1) ∪ [0, 1) × (0, 1) and λ 1 is approximated by solving a generalized eigenvalue problem leading to λ 1 ≈ 9.63977851. In all of the examples, the domain Ω is partitioned using a uniform triangulation with mesh size h = 2
We solve (2.2),(2.3),(2.4) using Newton's method with the stopping criterion
where p
h denotes the discrete adjoint variable corresponding to the k-th iteration. We take the zero point as an initial guess for Newton's method and initialize our γ−homotopy with γ = 1. As the value of γ increases we take the solution of the system (2.2),(2.3),(2.4) at the preceding value of γ as starting value in the current Newton iteration.
We introduce the sets of nodes
. . , n} : y k − ψ k = 0}, and
Then, one can see from the quantity min k∈N − (y k − ψ k ) the amount by which the state violates the obstacle constraint, which typically should tend to zero as the parameter γ increases. We point out that the equality y k = ψ k is often difficult to be observed on computers. In fact, it has never been detected when performing computations for the considered examples. Hence, we consider directly condition (2.8) as the set N 0 is empty. We shall report for each example the values of the quantities η, min k∈N − (y k − ψ k ) and the number of Newton iterations, denoted by #N , as we increase the value of the penalization parameter γ. We stop increasing the parameter γ once the linear system in Newton's method becomes too ill-conditioned. All the computations are done using MATLAB R2018a.
In what follows we refer to the Lagrange interpolations of
as multipliers ξ and µ, respectively.
Example 1 This is the Example 6.4 from [8] with f, y 0 , ψ replaced by −f , −y 0 and −ψ.
Here we choose the following data for (P):
We have αλ 1 + α 2 λ 2 1 + α ≈ 3.9730. The numerical results are reported in Table 1 .
We see that the condition (2.8) holds for the considered values of γ, which indicates that the computed solution is the unique global minimum of (P γ h ). Graphical illustration of the solution is provided in Figure 1 for γ = 10 8 . We also observe that the violation of the obstacle constraint satisfies min γ min
1.0e+00 -4.10942407e-05 6.49648857e-01 -4.10942407e-05 -5.80096766e-01 5 1.0e+01 -3.04816156e-04 2.56513024e-01 -3.04816156e-04 -2.28879959e-01 8 1.0e+02 -5.20715816e-04 1.23095522e-01 -5.20715816e-04 -2.52527352e-02 11 1.0e+03 -5.46497352e-04 9.94266004e-02 -5.46497352e-04 -2.52516115e-03 12 1.0e+04 -5.49770680e-04 9.06835069e-02 -5.49770680e-04 -2.52508949e-04 13 1.0e+05 -5.50113221e-04 8.63210169e-02 -5.50113221e-04 -2.52508176e-05 15 1.0e+06 -5.50622631e-04 8.39380400e-02 -5.50622631e-04 -2.52524125e-06 12 1.0e+07 -5.50679810e-04 8.34709569e-02 -5.50679810e-04 -2.52538920e-07 11 1.0e+08 -5.50685642e-04 8.34241524e-02 -5.50685642e-04 -2.52542988e-08 11 1.0e+09 -5.50686226e-04 8.34194702e-02 -5.50686226e-04 -2.52543397e-09 11 1.0e+10 -5.50686284e-04 8.34190005e-02 -5.50686284e-04 -2.52543431e-10 10 1.0e+11 -5.50686290e-04 8.34189542e-02 -5.50686290e-04 -2.52543542e-11 10 1.0e+12 -5.50686291e-04 8.34185828e-02 -5.50686291e-04 -2.52542431e-12 10 1.0e+13 -5.50686291e-04 8.34167493e-02 -5.50686291e-04 -2.52520227e-13 9 1.0e+14 -5.50686291e-04 8.33984159e-02 -5.50686291e-04 -2.52575738e-14 9 1.0e+15 -5.50686291e-04 8.43368891e-02 -5.50686291e-04 -2.49800181e-15 8
Example 2 This is Example 6.5 from [8] with lack of strict complementarity, where f, y 0 are replaced by −f and −y 0 . Here we choose for (P) the data
We have αλ 1 + α 2 λ 2 1 + α ≈ 3.9730. The numerical results are reported in Table 2 . We see that the condition (2.8) is satisfied for the considered values of γ, and hence, the unique global solution has been computed, which is presented in Figure 2 for γ = 10 8 . We again observe that the violation of the obstacle constraint satisfies min
. This is also true in the subsequent examples.
Example 3 The data of this Example 1 is taken from [11] , where an exact solution for (P) is constructed as follows; γ min
1.0e+00 -9.18374766e-01 5.31348016e+00 -9.18374766e-01 -8.34645660e-02 4 1.0e+01 -9.72376118e-01 5.75321935e+00 -9.72376118e-01 -5.91117294e-02 6 1.0e+02 -1.01940110e+00 8.79601682e+00 -1.01940110e+00 -7.28493127e-03 11 1.0e+03 -1.02120448e+00 9.45008887e+00 -1.02120448e+00 -7.34501977e-04 12 1.0e+04 -1.02054664e+00 8.61664669e+00 -1.02054664e+00 -7.65785826e-05 12 1.0e+05 -1.02044429e+00 8.29383499e+00 -1.02044429e+00 -7.76577329e-06 13 1.0e+06 -1.02030934e+00 8.19782461e+00 -1.02030934e+00 -7.83603514e-07 15 1.0e+07 -1.02028019e+00 8.13627555e+00 -1.02028019e+00 -7.85170648e-08 13 1.0e+08 -1.02027779e+00 8.12975658e+00 -1.02027779e+00 -7.85327708e-09 11 1.0e+09 -1.02027759e+00 8.12910469e+00 -1.02027759e+00 -7.85343418e-10 11 1.0e+10 -1.02027757e+00 8.12903950e+00 -1.02027757e+00 -7.85344989e-11 10 1.0e+11 -1.02027757e+00 8.12903298e+00 -1.02027757e+00 -7.85345146e-12 10 1.0e+12 -1.02027757e+00 8.12903233e+00 -1.02027757e+00 -7.85345161e-13 10
otherwise.
Here y denotes the optimal state with the corresponding adjoint state p and slackness variable ξ, which are defined by
otherwise,
Moreover, y 1 , y 2 , and p 1 are the functions and Ω 1 is the square with midpoint (0.8,0.9) and edge length 0.1 after being rotated by the matrix
around its midpoint. This example contains the biactive set
which makes its numerical treatment challenging. Furthermore should we note that in this example the cost functional is of the form
with u d = u + 1 α p. We account for u d in the setting of f above. Our theory also is valid in this situation without further modifications, see the proof of Lemma 2.1.
From the previous data we have
We provide the numerical results in Table 3 . Again, the unique global minimum has been computed and the corresponding graphs are illustrated in Figure 3 when γ = 10 8 . . γ min
1.0e+00 1.63643751e-02 3.74767766e+00 0.00000000e+00 -2.10533852e-02 3 1.0e+01 1.58450462e-02 3.61352870e+00 0.00000000e+00 -2.07865748e-02 4 1.0e+02 1.97319240e-03 1.04106448e-01 0.00000000e+00 -8.25007721e-03 8 1.0e+03 -1.25202529e-02 -3.51210686e-01 -3.51210686e-01 -9.83097618e-04 11 1.0e+04 -2.42618027e-01 -3.37078927e-01 -3.37078927e-01 -9.97061633e-05 12 1.0e+05 -1.36127707e-01 -1.12485742e-01 -1.36127707e-01 -1.02473476e-05 13 1.0e+06 -9.75060053e-02 -3.06984382e-02 -9.75060053e-02 -1.03346212e-06 15 1.0e+07 -8.26915590e-02 -3.18139489e-02 -8.26915590e-02 -1.03449193e-07 13 1.0e+08 -1.81555278e-01 -3.47707710e-02 -1.81555278e-01 -1.03459974e-08 14 1.0e+09 -2.20032200e-01 -4.44457854e-02 -2.20032200e-01 -1.03461058e-09 15 1.0e+10 -2.24336956e-01 -4.55306972e-02 -2.24336956e-01 -1.03461166e-10 17 1.0e+11 -2.24772813e-01 -4.56405644e-02 -2.24772813e-01 -1.03461177e- 11 16 Example 4 The data for this problem is taken from Example 6.2 in [12] and for (P) reads We have αλ 1 + α 2 λ 2 1 + α ≈ 19.3313.
The numerical results are reported in Table 4 . The condition (2.8) is satisfied, and hence, the unique global solution has been computed, which we illustrate in Figure 4 for γ = 10 8 . (y k − ψ k ) #N 1.0e+00 1.28191544e+00 9.12899685e+00 0.00000000e+00 -7.61042379e-03 3 1.0e+01 1.28189321e+00 9.11848759e+00 0.00000000e+00 -7.59555549e-03 3 1.0e+02 1.27854041e+00 7.14870263e+00 0.00000000e+00 -4.77178798e-03 7 1.0e+03 1.27598179e+00 2.95273878e+00 0.00000000e+00 -7.05858478e-04 11 1.0e+04 1.27568823e+00 2.30861182e+00 0.00000000e+00 -7.60379296e-05 12 1.0e+05 1.27561164e+00 2.14128368e+00 0.00000000e+00 -7.76063518e-06 12 1.0e+06 1.27562640e+00 2.08304474e+00 0.00000000e+00 -7.81857173e-07 13 1.0e+07 1.27563830e+00 2.06636877e+00 0.00000000e+00 -7.84995677e-08 15 1.0e+08 1.27563972e+00 2.06470139e+00 0.00000000e+00 -7.85310208e-09 11 1.0e+09 1.27563987e+00 2.06453466e+00 0.00000000e+00 -7.85341667e-10 11 1.0e+10 1.27563988e+00 2.06451798e+00 0.00000000e+00 -7.85344814e-11 10 1.0e+11 1.27563988e+00 2.06451631e+00 0.00000000e+00 -7.85345128e-12 10 1.0e+12 1.27563989e+00 2.06451615e+00 0.00000000e+00 -7.85345160e- 13 10 
