Projected entangled pair states (PEPS) are a promising ansatz for the study of strongly correlated quantum many-body systems in two dimensions. But due to their high computational cost, developing and improving PEPS algorithms is necessary to make the ansatz widely usable in practice. Here we analyze several algorithmic aspects of the method. On the one hand, we quantify the connection between the correlation length of the PEPS and the accuracy of its approximate contraction, and discuss how purifications can be used in the latter. On the other, we present algorithmic improvements for the update of the tensor that introduce drastic gains in the numerical conditioning and the efficiency of the algorithms. Finally, the state-of-the-art general PEPS code is benchmarked with the Heisenberg and quantum Ising models on lattices of up to 21 × 21 sites.
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I. INTRODUCTION
As an ansatz for the wave function of a quantum manybody system, projected entangled pair states (PEPS) 1 represent the natural generalization of matrix product states (MPS) to higher dimensions. MPS are by now well established as a numerical tool: they constitute the variational class on which the density matrix renormalization group (DMRG) is based upon 2,3 and, nowadays, DMRG is considered numerically exact for systems comprising hundreds of quantum particles in one dimension.
PEPS have the potential to reproduce this success in higher dimensions. This is particularly interesting for problems that cannot be tackled otherwise, e.g. twodimensional fermionic or frustrated systems where quantum Monte Carlo methods are hampered by the notorious sign problem. First PEPS results for such problems in condensed matter as the t − J model or the Kagome antiferromagnet compare well to the best currently known results achieved by other means [4] [5] [6] . However, the significantly higher computational cost of PEPS algorithms compared to MPS restricts the feasible simulations to PEPS tensors with much smaller dimensions, and the results are still far from the level of convergence attained in the one-dimensional case.
In the last years, significant conceptual and algorithmic progress has been made, e.g. Refs. [7] [8] [9] [10] [11] [12] [13] [14] [15] . Many of the numerical studies have focussed on systems in the thermodynamic limit, for which the iPEPS 9 ansatz can be used. In such case, the translational invariance of the system is exploited to reduce the number of variational parameters to the few tensors in a small unit cell. But the non translationally invariant finite PEPS ansatz is also of great importance. On the one hand, by avoiding a predefined unit cell it allows a more unbiased approach to the thermodynamic limit, when combined with finite size scaling (although, also, a systematically increased unit cell in iPEPS can be expected to produce more and more unbiased results 5, 6 ). On the other, it is the proper ansatz for problems that are intrinsically non translationally invariant, such as the simulation of current optical lattice experiments that are being carried out in inhomogeneous traps. In exchange, the price to pay is a more involved implementation and longer running times that scale with the system size.
The original PEPS algorithms 1, 16 can cope with the non translationally invariant situations [17] [18] [19] [20] , but a straightforward implementation attains only small tensor dimensions, and is not enough to explore the power of the ansatz. In order to reach larger dimensions (i.e. comparable to those used in present iPEPS calculations) and to approach the optimal ground state approximations for them, it is necessary to take into account and to optimize the cost and stability of every stage of the algorithms, which is only feasible through a thorough understanding of the various possibilities. Only then it will be possible to adopt the optimal strategies for the particular problem at hand.
In this paper we aim at a global understanding of the algorithmic aspects of finite PEPS, both at the physical and technical level. We address the two fundamental ingredients of PEPS algorithms, namely the environment approximation, i.e. the approximate contraction of the tensor network (TN), and the tensor update. In a previous article 21 , we focussed on the environment approximation. We studied the physical significance and limitations of various contraction strategies, and introduced the cluster scheme, which unifies previous methods and gives rise to a new contraction algorithm with a tradeoff between precision and computational cost. Here, we extend the analysis of the environment approximation to provide new insight into the convergence of the cluster strategy by relating it to the correlation length of the system. Additionally, we show how the environment approximation can be kept exactly positive with the help of purifications. Regarding the tensor update, we investigate the effect of restricting the variational parameters to a reduced tensor 12 , a technique used often in the case of iPEPS and characterized by a lower computational cost. Via the reduced tensor we derive new numerical methods, namely suitable gauge choices, which significantly enhance the stability of the update algorithm. These gauge choices admit also a generalization to cases where the full tensor needs to be updated.
Furthermore, we benchmark the state-of-the-art finite PEPS algorithms using the Heisenberg Hamiltonian and the quantum Ising model with transverse field. By presenting converged finite PEPS results for lattice sizes typically considered in the context of finite size scaling, we not only assess the validity of the ansatz, but enable a systematic comparison to other methods and implementations.
The rest of the article is structured as follows. In Sec. II we briefly present the basic notation and concepts common to PEPS algorithms. The algorithmic details regarding the convergence of the cluster scheme, the use of positive environments and the strategies to improve the tensor update are discussed in Sec. III. Section IV collects the numerical results corresponding to our best PEPS ground state approximations for the benchmark models. Finally in Sec. V we summarize our conclusions.
II. NOTATION AND PRELIMINARY CONCEPTS
For completeness we introduce here the main concepts that will be used throughout this paper. Reviews on PEPS and more general TN methods can be found in the literature 16, 22 . Given a quantum system of N particles, with dimensions d l and local Hilbert space bases
1 is a state of the form
where F denotes the contraction of a TN formed by the tensors A s l l . Figure 1 shows the two-dimensional square lattice geometry with open boundary conditions and size N = L × L considered throughout this work. In this geometry, to each lattice site l corresponds a tensor A s l l with one physical index s l for its physical degree of freedom and up to four virtual indices connecting neighboring tensors. The dimension of the virtual indices, called bond dimension D, restricts the maximum possible block entropy of the state according to an area law.
PEPS algorithms for finding ground states can be classified in two types, namely variational minimization of energy and imaginary time evolution. With only minor changes, the second one allows also the simulation of real time evolution. Both kinds of algorithm can be formulated in terms of the minimization of a certain cost function by varying the tensor parameters 50 . This minimization is realized in practice by means of an alternating least squares (ALS) scheme, in which one sweeps over the tensors and updates them one after another, each time choosing the components that minimize the cost function under the constraint that all the other tensors are fixed.
Throughout this article we focus (almost exclusively) on the imaginary time evolution. In this case, it is customary to use a Suzuki-Trotter approximation of the evolution operator where the Hamiltonian is split into parts containing only mutually commuting terms. The cost function to be minimized is then the distance d(|ψ ) = |||ψ −Ô|φ || 2 , where |φ is the initial PEPS,Ô is an operator representing one (or more) Trotter gates, i.e. the exponential of one (or several) such Hamiltonian terms 16 , and |ψ is the resulting PEPS. During the ALS sweeping, the tensor for site l is the one that minimizes
It is given by the solution of the linear system of equations
l b l , where the norm matrix N l results from the norm TN ψ|ψ by leaving out the tensor A * l in the bra and A l in the ket, and b l results from the TN ψ|Ô|φ by leaving out A * l in the bra. This procedure can be iterated for the necessary number of steps to reach the desired total (real or imaginary) time 51 . Two main parts, namely the environment approximation and the tensor update, constitute the building blocks of this algorithm and will be often referred to in the rest of this article. The first notion corresponds to the exact or approximate evaluation of the effective matrix (N l ) and vector ( b l ) that determine the local equation to be solved for the tensor at a given site. The second term denotes the solution of the vector equation and the corresponding change of the PEPS with the updated tensor.
Some strategies developed in the context of iPEPS can also be applied to the finite case, and we will do that in the following. The most widely used iPEPS method, due to its efficiency and stability, is the Simple Update (SU) 8 , in which the environment is assumed to be separable and then the tensors are updated via simple SVD. As we showed in Ref. 21 , the SU works equally with finite PEPS but produces results with limited accuracy. The Full Update (FU) 9,12 is based on a more accurate approximation of the environment, in closer analogy to the original finite PEPS algorithm 1, 16 , but differing from it in the fact that Trotter gates are not applied simultaneously, so that the environment for the update of one gate does only require the norm contraction around that gate. We will in the following use the term FU in the context of finite PEPS to denote the sequential applica-tion of Trotter gates together with the full contraction of the norm TN, as in Ref. 21 .
III. ALGORITHMIC ASPECTS
In this section we analyze several distinct aspects of finite PEPS algorithms, regarding both the environment approximation and the tensor update.
In particular, for the environment approximation we show how the success of the cluster scheme introduced in Ref. 21 is deeply connected to the correlation length of the state. We also discuss the feasibility and the cost of explicitly keeping a positive environment by making use of purification MPO.
For the tensor update we propose gauge choices for each possible update scheme, and show how they improve the numerical stability of the algorithms. We additionally discuss how the reduced tensor, originally introduced in the context of iPEPS 12 , can similarly be used in the finite case to speed up the computations. The normalization of the tensors is another factor that can improve the stability of the method.
While part of this section is significantly technical, the considerations exposed here are relevant for the implementation of any (finite) PEPS algorithm. Furthermore they have also clear physical implications, especially in the case of the environment contraction.
A. Environment approximation
In the imaginary time algorithm, the update of one tensor at lattice site l involves the contraction around that tensor of the norm TN ψ|ψ and of the TN ψ|e −τĤx |φ for a certain subset of (mutually commuting) Hamiltonian partsĤ x . The first contraction leads to the norm matrix N l and the second to the vector b l from which the new tensor for that lattice site follows as 
Accuracy of the cluster contraction
The Cluster Update (CU) introduced in Ref. 21 allows a trade-off between precision and efficiency in the environment approximation. The SU and the FU are special cases of this procedure, which naturally interpolates between them in both accuracy and computational cost. Because clusters are not only useful for the tensor update but equally for the computation of expectation values, they realize a unifying framework for PEPS contractions.
A cluster is defined as a set of tensors comprising the considered ones and their neighborhood up to a distance called cluster size δ. The idea is to approximate the environment outside the cluster very roughly and inside with more precision. In the context of finite PEPS algorithms, in which the TN is contracted row by row, it is reasonable to define a cluster as the considered row and its neighboring rows up to the distance δ. Figure  3 shows an example cluster of size δ = 1 around a central row in the bulk of a PEPS. We employ a separable positive boundary MPO for the contraction outside the cluster, which has a cost O(dD 5 ), while the cluster itself is contracted using a general boundary MPO of bond dimension We have analyzed the cluster contraction error of a local observable acting on the center of the lattice,
where σ α δ is the approximated contraction using cluster size δ, and σ α the result of contracting the full TN. The behavior of this quantity can be compared to the correlation function,
l+x , for two sites separated by a distance x along the central column of the lattice. All contractions were performed with large enough D ′ = 100 such that the contraction error was independent of D ′ . 53 We observe in Fig. 4 (a) that the decrease of the contraction error is always steeper for a faster decaying correlation function. In order to make this statement more precise, we can fit the decay of the error to an exponential function of the cluster size, ǫ α (δ) ∝ exp(−δ/δ 0 ), and obtain a characteristic cluster size δ 0 . Correspondingly, we can extract a correlation length ζ from a similar fit of the correlation function G α (x) ∝ exp(−x/ζ). After having calculated δ 0 and ζ for several PEPS 54 , we plot δ 0 as a function of ζ in Fig. 4 (b) and conclude that δ 0 ≈ ζ. 55 This demonstrates an extremely clear quantitative connection between the cluster contraction error for a given cluster size and the correlations in the state.
Positive environment
The exact norm environment, resulting from an exact contraction of ψ|ψ around one (or several) site(s), is positive by construction, as can be seen in Fig. 5 . Although this positive characteristic is considered a desirable property for the environment approximation, in general it is not respected by the approximated contractions. Nevertheless, it is possible to use schemes that maintain it. In particular, the Single-Layer (SL) algorithm was introduced in Ref.
14 as a way to improve the environment approximation of the SU while preserving its efficiency and numerical stability. The SL method performs the norm contraction by means of transformations in the ket alone 14 . Then the boundary is described by a purification MPO 26 , defined via a MPS of virtual bond dimension D
′′
and physical dimension D × d ′ in such a way that the MPO results from tracing over the purification bonds of dimension d
′ . Approximating the environment in the SL way and then updating the tensors as explained in Ref.
14 ensures a stable algorithm, but as seen in Ref. 21 the error in the environment approximation can be several orders of magnitude above that of the original contraction 1, 16 , and it can depend strongly on the system size.
Several factors can cause these accuracy limitations. Even if there exists a good positive MPO approximation for the boundary with moderate bond dimension D ′ (as observed for gapped systems 27 ), it does not necessarily follow that D ′′ is small 28, 29 and hence it is not clear a priori that fixing the maximum D ′′ produces an accurate approximation for the environment. Moreover, as argued in Ref. 21 , by operating on a single layer, the scheme does not find the most general purification with given bond D ′′ . Here we want to address the question wether the accuracy limitations of the SL algorithm are due to the description of the boundary as purification or wether they are due to the specific operations proposed in Ref.
14 to determine that boundary purification.
One way to allow for a more general purification is to formulate an algorithm in the double-layer picture in the following way. Given the MPS bond dimension, D ′′ , and the purification bond, d
′ , we write a purification MPO
26
by using in the lower layer the complex conjugated tensors from the upper layer. The problem of approximating the boundary after the contraction of one further row of the PEPS norm TN is then formulated for this structure instead of the general MPO, as sketched in Fig. 6 . The local equations result from replacing the single tensor of the general MPO by the structure consisting of A l and A * l . Following the standard ALS procedure, we sweep over the sites l, and for each site solve the corresponding optimization problem for A l . However, in this case the cost function to be minimized is no longer quadratic, but quartic in the variables of a tensor at site l, and its minimum corresponds to the solution of nonlinear equations, in contrast to the linear equations encountered in the original contraction 1,16 of Fig. 2 . The nonlinear equations for A l have to be solved iteratively. We describe and benchmark several options in Appendix A.
We compare this scheme to the original 1,16 and the SL algorithm based on the norm contraction of the same PEPS used in the previous analysis of Ref.
21 . The results are shown in Fig. 7 . For a fixed purification bond d ′ , we observe that the relative error of the norm decreases fast as a function of D ′′ . The comparison of the 11 × 11 to the 21 × 21 lattice ( Fig. 7 (a) ) shows that, similar to the original algorithm 1,16 , the error does not have a strong dependence on the system size. On the other hand, with growing d ′ , the curves tend to converge to the error of the original contraction 1, 16 . This effect ′ is approximated by a new boundary purification of the same dimensions. Each update of a tensor A constitutes a nonlinear problem, and solving the linearized equations costs O(dD
can be observed already with small purification bonds for B = 1.0 ( Fig. 7 (b) ). These results suggest that the error in the SL method is mainly due to the restricted class of purifications it can attain, and not to the description of the boundary as a purification with small bond D ′′ .
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From the discussion above we conclude that it is possible to efficiently find a (close to) optimal general purification by means of the solution of nonlinear equations. In the context of PEPS contractions, this technique improves the SL scheme significantly, but given its higher computational cost compared to the original contraction 1, 16 , resulting from the iterative routines (see Appendix A), it is not a practical option. Hence, in the following, all our cluster and full contractions will be based upon the original contraction algorithm 1, 16 and thus make use of general boundary MPO as shown in Fig. 2 . Nevertheless, the procedures analyzed here may be useful for other problems where the question of numerically optimizing a purification MPO appears, such as for the description of one-dimensional thermal states or open systems.
B. Tensor update
Once the environment is computed, the actual update of the tensors takes place by solving the appropriate local equations. It is also possible to use simplifications of this step which render a more efficient and stable algorithm.
For the update of a pair of neighboring tensors, the environment can be approximated in general by a MPO with periodic boundary conditions, as illustrated in Fig. 8 . A first simplification of the tensor update procedure comes from sequentially processing the Trotter gates, as described above, and changing only the tensors on which each gate acts. Then all the update operations on the pair are performed with a fixed environment.
The computational cost of the tensor update can be greatly decreased by restricting the update to the reduced tensor 12 . This reduced tensor update minimizes the cost function (1) for the full tensors exactly only in the case of a separable environment 21 , as e.g. in the SU, but it is worth studying its performance in a more general situation. In any case, it allows to work with larger bond di- mensions, which might compensate for the smaller number of variational parameters.
Another major difference between MPS and PEPS concerns the conditioning of the effective norm matrix N l .
For MPS with open boundary conditions, a gauge transformation 57 can be chosen such that N l = 1, which guarantees the stability of the tensor update. Although this is impossible for PEPS, we will show how a proper gauge 
) and the computation of the positive approximant requires additionally
choice and tensor normalization drastically improve the stability of the algorithm.
Reduced tensor
Before performing the update under a nearest-neighbor Trotter gate, the tensor for a lattice site can be decomposed into the contraction of two tensors, in such a way that one of them carries the physical index and the virtual bond corresponding to the link on which the two-site gate acts, i.e. all the indices directly affected by the gate. This tensor is called the reduced tensor 12 , and can be obtained from the full tensor by means of a QR decomposition, as sketched in Fig. 9 .
In the reduced tensor update, only the components of such reduced tensor are modified during the update procedure, while the remaining part of the full tensor is left unchanged. These remaining parts of both tensors in the pair are contracted with the periodic MPO of Fig. 8 to get the environment for the reduced tensor pair, N red , shown in Fig. 10 . Due to the approximate contractions, this reduced environment is in general not positive, neither is it hermitian, but its positive approximant can be constructed in two steps 30 . First, we compute the optimal hermitian approximantÑ red := (N red + N † red )/2. Second, from its eigendecompositionÑ red = U ΣU † we obtain the positive approximant as U Σ + U † where Σ + results from Σ by setting all negative eigenvalues to zero. Finally, the environment is written asXX † in terms of its square rootX := U Σ + .
The computational cost of the contractions for the periodic boundary MPO (Fig. 8) , needed in both the reduced and the full tensor update, reads O(dD Fig. 9 and 10 ) is only slightly more expensive with
In the complete update of the reduced tensors via the sweeping of the ALS scheme, all further operations have lower computational cost. Notice that in the case of the full tensors the contraction of the norm environment for a single tensor needs
1,18 . Because the reduced tensor update is less costly, we could reach larger bond dimensions than with the full tensor update, and, in the end, obtained the lowest energies with the reduced tensors. Therefore the reduced tensor update was used for the results presented in this paper.
Gauge fixing
In the case of MPS, it is possible to keep up a canonical form of the tensors during their updates with the help of a local gauge fixing, and that ensures the stability of the algorithm and optimizes its performance 16 . In the case of PEPS, there exists neither such a canonical form nor any means to locally gauge away the norm matrix. Nevertheless, using the gauge freedom, it is possible to improve the conditioning of the norm matrix and positively affect the precision and stability of the method, as we describe in the following.
58
We propose a gauge fixing that is inspired by the onedimensional case with open boundary conditions. In that case, the norm tensor can be reduced to the identity by (partially) imposing the canonical form of the MPS, achieved by QR (or LQ) decomposition of each tensor after its update 16 . Alternatively, for an arbitrary MPS it is always possible to reduce the norm matrix to the identity by taking the square roots of the unconnected left and right environment halves and absorbing part of their QR (LQ) decompositions in the tensor to be updated.
In the case of PEPS, it is not possible to ensure an identity norm matrix by means of QR or LQ decompositions after the tensor update. Hence, we adapt the second possibility and obtain the gauge transformations from the environment before the tensor update, namely from the norm tensor itself, such that the norm matrix is betterconditioned. Because this gauge fixing can be combined with any of the environment approximations described previously, we propose a precise scheme for each case.
When the environment of the tensor pair is separable, i.e. D ′ = 1 in Fig. 8 , it decomposes into six positive semidefinite matrices, which can be determined by the algorithm in Ref. 21 . We compute the square roots of these matrices and absorb them in the tensor pair. After contraction of the tensor pair with the Trotter gate, a SVD is performed to find the new tensors, and finally these are multiplied by the inverses of the previous square roots. This procedure coincides with the SU 8 in which the λ matrices surrounding the tensor pair are substituted here by the square roots of the environment matrices corresponding to each link. Since the positive separable environment of the tensor pair is obtained with O(dD 5 ) operations, the leading cost of the complete update is
When the environment of the tensor pair is nonseparable, and we restrict the update to the reduced tensor, we propose the gauge fixing from Fig. 11 . By taking R and L from independent QR and LQ decompositions of the sameX from Fig. 10 , we treat both virtual bonds of the environment equally, such that both reduced tensors will experience similar condition numbers in the linear equations of the following sweeping 59 . After we have obtained the desired better-conditioned square root of the environment tensor, X, in order to leave the state unchanged, the left (right) reduced tensor has to be contracted with L (R) over its left (right) virtual index.
After our gauge fixing has been applied, the actual update takes place in three steps. First, the tensors are initialized using a SVD as shown in Fig. 12 (a) . This step coincides with the SU. If the environment is separable, the cost function is already minimal. In any other case, we can anticipate good starting tensors that are closer to the minimum of the cost function. Second, we optimize the tensors by means of the standard ALS sweeping, in which each tensor update is followed by the standard gauge fixing 16 , i.e. the left (right) tensor is QR (LQ) decomposed along its right (left) virtual bond. Third, a gauge choice is made on the internal link of the converged pair as shown in Fig. 12 (b) .
We have observed that our gauge choices improve the condition number of the norm matrix by several orders of magnitude in all studied cases. This statement is quantified by the results in Tab. I, which compares typical condition numbers found in the simulation of the Ising and Heisenberg models with and without our gauge fixing. Strictly speaking, the condition number of the norm matrix N l provides only an upper bound for the final error of the solution A l to the linear system of equations 32 : Therefore, a large condition number does not imply low accuracy, but a small condition number implies high accuracy of the solution. In practical computations with finite PEPS, when our gauge transformations are not used instabilities can occur (e.g. as reported in Ref.
14 ) that we have never encountered after our gauge fixing.
We can also investigate the effect of our gauge fixing on the convergence of the ALS sweeping, which can be gathered from Fig. 13 for the update of the reduced tensor. Most remarkably, in the presence of the gauge transformations, already the initial SVD drastically reduces the cost function Eq. (1), by a value that in all considered cases is larger than the one attained after one sweep without the gauge transformations. Furthermore, the final total reduction of the cost function is also larger with our gauge fixing than without. Because the relative change of the cost function in Fig. 13 always decreases faster in the presence of our gauge transformations, we conclude that the latter accelerate the convergence of the ALS scheme. Our results indicate that a simplified tensor update consisting of the combination gauge fixing and SVD only, (1), after consecutive update sweeps u over a tensor pair computed with respect to the initial value of the cost function dinit, for the D = 4 reduced tensor update setting of Tab. I. We compare the FU evolution without our gauge fixing using only the positive approximant (open symbols) to the same propagation with our gauge fixing (filled symbols), for a 11 × 11 Ising model at B = 1.0 (circles) and 3.0 (squares), and for a 10 × 10 Heisenberg model (triangles).
without the ALS sweeps, might be successful. Indeed, for the Ising model, the cost function after our gauge fixing and SVD is already smaller than after 10 sweeps without our gauge fixing. However, the sweeping can further decrease the cost function, and this is revealed most evidently for the Heisenberg model.
So far, we assumed that the update is performed on two directly neighboring tensors, after applying on them one of the Trotter gates of a nearest-neighbor Hamiltonian. The discussion can be extended to the update of more distant tensors, as would appear in the case of Hamiltonians with long-range interactions. However, for n non-adjacent reduced tensors the dimension of the norm matrix is typically (
n , and its diagonalization, even for two tensors, is not desirable. A further simplification is to choose the gauge transformations from the local environment of a single tensor, since the norm matrix in this case has size
. By means of a numerical simulation we confirmed that such a local gauge choice can produce condition numbers comparable to the ones obtained from the gauging of the environment of the pair 60 . Moreover, we found that the gauge matrices L and R computed from the local norm tensors of each separate tensor in the pair can also be applied to the pair environment, and then we can follow the update procedure of Fig. 12 . Thus, we expect that local gauge choices similarly improve the tensor update in the case of general long-range interactions, where the tensor initialization and final form in Fig. 12 will be given by their analogues from TEBD 23 . While the discussion here is focussed on the reduced tensors, in Appendix B we derive an efficient gauge fixing for the full tensors. This gauge fixing equally improves the condition number of the norm matrix and the convergence of the ALS sweeping in the tensor update of the full tensors. Because all our gauge transformations are derived from and applied to the norm TN alone, they do not explicitly depend on the operator whose action on the PEPS is approximated. We would therefore expect that our gauge choices similarly improve the original time evolution algorithm 1, 16 in which the action of projected entangled pair operators (PEPO) on PEPS is approximated 61 .
Stability issues
The previously described gauge choices guarantee a better conditioned norm matrix. But for the stability, precision and efficiency of the algorithms, especially when the environment approximation is very rough (e.g. by using small clusters or boundary bond dimensions), also the following factors need to be taken into account.
• For PEPS, the matrices N l are not exactly hermitian and positive semidefinite. The advisable strategy is to replace them by their closest hermitian approximants (N l + N † l )/2, and additionally set to zero any negative eigenvalues in order to get the closest positive semidefinite approximant of N l , as described above for the environment of the reduced tensor pair, 62 .
• In general, some eigenvalues of N l are zero and its positive subspace is ill-conditioned. That is why N −1 l must be a pseudoinverse. A cutoff is set such that only the subspace of N l with eigenvalues larger than a certain value is considered in the construction of the pseudoinverse.
• Finally, the correct tensor normalization has a decisive impact. Imaginary time evolution steadily modifies the norm of the state. Thus we impose the normalization of the PEPS, ψ|ψ = 1, after each set of Trotter gates, and, in order to avoid the existence of very small or very large tensors, we additionally scale all PEPS tensors to have the same largest element absolute.
IV. PERFORMANCE OF FINITE PEPS
With the aim of analyzing its performance in terms of system size and bond dimension, we have applied the generic finite PEPS code to the ground state search for the Heisenberg and quantum Ising model, and compared the results to those obtained by other numerical methods, when available. Our best PEPS results were obtained with the FU, i.e. updating the reduced tensors, applying the Trotter gates sequentially, and approximating the full contraction of the environment by means of general boundary MPO. This combination of techniques allowed us to push the simulations to lattices of size up to 21 × 21. On the same systems, we ran also the SU for finite PEPS.
A. Convergence procedure
In each case, the PEPS ground state approximation was found by means of imaginary time evolution. The initial state was always a D = 2 PEPS which was constructed by embedding in it a separable PEPS and replacing the zero entries by small random numbers. Beginning with the time step τ = 0.01, the propagation was performed long enough for the energy to converge, and then the procedure was repeated for smaller time step(s). After convergence was attained for the minimum time step, the scheme was iterated for a larger bond dimension, starting from a previously converged PEPS as initial state.
We observed that the converged SU PEPS of a certain bond dimension was always a good initial state for further propagation with the FU for this bond dimension. On the one hand, in general, the SU PEPS can already be a good ground state approximation and then only few further steps with the FU are required. On the other hand, we have found, that such state required smaller values of D ′ when the evolution was continued with the FU.
Energies and correlators reported here for a certain value of D correspond to the final PEPS for the smallest time step. The error in the corresponding observable was estimated via the difference to the expectation value calculated with the converged PEPS for the previous time step. All contractions were performed with boundary bond dimension D ′ = 100, big enough to neglect contraction errors, as we explicitly checked by comparison to results from D ′ = 200.
B. Heisenberg model
We considered imaginary time evolution with an antiferromagnetic Heisenberg Hamiltonian H = l,m S l · S m . This model on a two-dimensional square lattice is a paradigmatic benchmark Hamiltonian l+m S l · S m , is particularly challenging 37 (also on a honeycomb lattice 11 ) and a precise determination has so far only been possible with very large bond dimension D = 16 in Ref. 13 . Here we want to find out what our improved algorithmic procedures can do.
To our Heisenberg Hamiltonian we added a small staggered magnetic field B Z l (−1) l S Z l which we slowly switched off during the evolution, starting from B Z = 10 −3 . In the presence of this staggered field the SU(2) symmetry of the Heisenberg model is explicitly broken and smaller values of D ′ suffice. This procedure improved the convergence of all our algorithms significantly. In the case of the SU, it helped to avoid local minima and reach lower final energies, in particular on the largest 20 × 20 lattice. And, in the case of the FU, already when the staggered field was still switched on, low values of the energy were attained while smaller values of D ′ were required. All propagations were performed for time steps τ = 10 −2 and 10 −3 . Figure 14 shows the convergence of the energy with increasing bond dimension. We observe that, while the FU energy error decreases rapidly with D, the SU energies saturate, and for bond dimensions up to D = 6, the lowest SU energies lie between the values for D = 3 and 4 obtained with the FU. This is consistent with our earlier observations in Ref. 21 based on smaller lattices. Both the SU and the FU produce better energies when the lattice size increases.
We can now compare our energy accuracies to the ex-isting literature. The original finite PEPS algorithm
obtained a lowest energy per site −0.62515 on a 10 × 10 lattice, using time step τ = 0.001 and bond dimension D = 4 (this PEPS result is given in Refs. 38, 39 ). For this system size and the same values of τ and D we now achieve the slightly lower energy per site −0.62637(2), and we can also provide the converged D = 6 result −0.62774(1). All our energies as well as our quantum Monte Carlo reference values corresponding to Fig. 14 are collected in Appendix C. Our D = 4 energy per site is already lower than the best values reported for the wave function ansatzes (block) sequentially generated states (−0.61713) 38 , entangled-plaquette states (−0.6258(1)) 39 , and string bond states (−0.6225) 40 , to which we can directly compare because they also considered finite systems with open boundary conditions. For infinite systems, the iPEPS ansatz attains slightly better energy precisions between 10 −3 and 10 −4 for D = 4 to 6, as reported in Ref. 41 . And for large finite cylinders, the best DMRG results are also more accurate: Reference 42 analyzes the Heisenberg model on a cylinder with a constant staggered magnetic field on the boundaries and, by making use of S Z symmetry in the algorithm, reaches an energy accuracy of 10 −4 on a 20 × 10 lattice. In order to check the accuracy of the ground state approximation, we evaluated also non-local observables. In particular, we computed the correlator S l · S l+x , in the center of the lattice for two sites separated by a distance x, either along the diagonal or along the same column. We checked explicitly that the correlators of the converged PEPS along the diagonal and vertical direction are quantitatively very similar. This feature is obviously due to the PEPS ansatz and would be harder to reproduce e.g. with MPS in two dimensions. The precision of our considered spin-spin correlator S l · S l+x also indicates the precision that can be expected for the order parameter M
Since the former quantity, being dependent on the distance x, provides more information than the latter quantity, being just a single number, we focus here on the spin-spin correlator.
The results for the diagonal correlators in 10×10 PEPS are shown in Fig. 15 (a) , and Fig. 15 (b) displays the vertical correlators for 14 × 14 PEPS. We observe that the FU converges quickly to the true correlator with increasing bond dimension. Although for fixed D the error grows with the distance x, for fixed x it decreases fast with D. In particular, if we consider the correlator at distance x = L/2, as commonly done for the construction of the thermodynamic value via finite size scaling, we read off ǫ ≈ 0.01 on the 14×14 lattice. As for the energy, the SU results saturate, and they get better when the system size is larger.
We want to compare our results for the spin-spin correlator to previous works. The widely used iPEPS algorithms achieve a remarkably low relative energy error in the thermodynamic limit correlator error ≈ 0.1 reported in Ref. 37 for D = 5 is still rather high (although larger values of D are accessible within iPEPS algorithms nowadays 5, 43 by making use of symmetries 44, 45 ). In Ref. 13 the SU was used together with Monte Carlo sampling to reach much larger bond dimensions, and their best accuracies obtained with D = 16 were 0.003(2) on a 8 × 8 lattice and 0.013(2) on a 16 × 16 lattice, assuming periodic boundary conditions. We now attain the same precisions here on 10 × 10 and 14 × 14 lattices already with much smaller bond dimensions D = 6 and 7. Again, the best DMRG results are still more accurate: Reference 42 reports an uncertainty of 0.0007 for the observable | S Z | in the center of a 20 × 10 cylinder with constant staggered magnetic fields on the boundaries.
We can try to understand the characteristics of the SU and the FU results with the help of the environment approximation used in their tensor updates. As we have argued in Ref. 21 , SU and FU represent special cases of a unifying CU δ : the SU is equivalent to clusters of size δ = 0 in the tensor update, while the FU corresponds to the largest possible cluster size δ = L − 1. Here we showed in Sec. III, that the cluster contraction error as a function of the cluster size behaves like the correlation function of the considered PEPS, such that states with short correlation lengths can be accurately contracted by means of small clusters. It is then reasonable to expect that the cluster size δ used in CU δ limits the finally achievable correlation length. We address this question on a 10×10 lattice with D = 4 in the main part of Fig. 16 . Indeed, the correlation function decays slower when larger clusters are used in the CU.
Moreover, we can gather from Fig. 16 that the correlation functions for system size 14 × 14 from SU as well as FU decay faster than the corresponding ones for system size 10 × 10, while 
C. Quantum Ising model
We have also applied our finite PEPS algorithms to the quantum Ising model with transverse field,
This Hamiltonian features a quantum phase transition in the thermodynamic limit, and its critical point B c ≈ 3.044 and exponent β ≈ 0.327 are known very accurately thanks to finite size scaling with quantum Monte Carlo 46 . Since iPEPS have already very successfully demonstrated the adequacy of the PEPS ansatz for the quantum Ising model even at criticality 9,10 (Ref. 10 reports B c ≈ 3.04 and β ≈ 0.328), we present our results here and in Appendix C just for benchmark purposes, e.g. to enable a comparison with another PEPS implementation or with another wave function ansatz. We thus consider here only few different values of the magnetic field around B = 3 and run our computations only for the two system sizes 11 × 11 and 21 × 21. For each value of B, we converge the imaginary time evolution independently, using time steps τ = 10 −2 , 10 −3 , and 10 −4 . Figure 17 shows the order parameter evaluated in the center of 21 × 21 PEPS from the FU for several points in the phase diagram. Without performing a finite size scaling, we can already extract estimates of the critical point B c ≈ 3.0 and exponent β ≈ 0.34 from this finite system, which are close to the iPEPS results 9, 10 . We conclude that this lattice is already large enough to display features similar to iPEPS.
For comparison, we also present SU results at B = 3. As expected from our previous analysis, the SU does not work well there, where the correlation length should be large. Figure 18 shows that the FU can indeed generate PEPS with larger correlation lengths. While a least squares fit gives a correlation length for the FU D = 4 PEPS ζ 
V. CONCLUSIONS
In this paper we have reviewed various aspects that need to be taken into account in the implementation of efficient state-of-the-art finite PEPS algorithms. Within the two main parts of PEPS algorithms, namely the environment approximation and the tensor update, we have analyzed algorithmic strategies that improve the efficiency and stability of the procedures, and the physical properties of the solution.
The environment approximation has decisive influence on the precision of the final PEPS of an imaginary time evolution, and is equally crucial for the computation of expectation values. We have shown how the accuracy of the cluster strategy 21 , which allows for a natural tradeoff between precision and computational cost of the environment, is fundamentally connected to the correlation length of the state. Additionally, we have demonstrated that it is possible to make use of purification MPO in order to ensure a positive environment approximation, and that this overcomes the limitations of the Single-Layer algorithm 14 . The numerical techniques analyzed in this problem can straightforwardly be applied to the Cluster Update 21 and to the Full Update, but also to other scenarios where a positive MPO is required, e.g. to describe the mixed state of a one-dimensional system.
Not only the environment approximation, but also the method chosen for the tensor update affects the cost and stability of the routines. We have proposed an update scheme that is more efficient and better conditioned than the one from the original algorithm 1, 16 . By restricting the variational parameters to the reduced tensor, the update is drastically accelerated. For both the reduced and the full tensor, we have formulated gauge fixings that significantly improve the conditioning. These gauge fixings, additionally, when combined with a cheap SVD, constitute a promising simplified but fast tensor update procedure.
Finally, we have combined the ingredients discussed above in an efficient implementation of finite PEPS imaginary time evolution, capable of dealing with large systems and bond dimensions. In particular we have opted for the sequential application of Trotter gates, using general boundary MPO in the contraction of the full environment 66 , and restricting the update to the reduced tensors. To benchmark the performance of finite PEPS and to quantitatively assess the algorithmic properties, we have applied the code to the ground state search for the Heisenberg and the quantum Ising model.
We have presented ground state calculations for system sizes up to 21 × 21 and bond dimensions up to D ≈ 7, 8. Our results demonstrate the adequacy of the PEPS ansatz for the description of strongly correlated quantum many-body systems, with energy and order parameter converging fast with increasing bond dimension, when they were obtained with the Full Update. In that case, thanks to the algorithmic improvements developed in this article, we have been able to achieve precisions of the spin-spin correlator in the Heisenberg model using bond dimensions D = 6 and 7 that previously had only been attained using a much larger D = 16 in Ref. 13 . Our analysis of a 21 × 21 quantum Ising model gave, already without finite size scaling, critical point, critical exponent and correlation functions in good agreement with the iPEPS results 9,10 . The Simple Update 8 and the Cluster Update 21 using small cluster sizes, while ensuring a less costly environment and thus being able to deal with larger bond dimensions, do not produce the best ground state approximation for a certain value of D, and, in particular, give rise to PEPS with limited correlation length, which is especially relevant for strongly correlated systems as e.g. the Ising model close to criticality. This makes clear that the largest bond dimension attained is not the significant measure of the power of a PEPS algorithm.
By reaching system sizes typically considered for finite size scaling, we have given evidence that finite PEPS, when all algorithmic details are taken into account, offer a feasible unbiased alternative to their infinite counterpart iPEPS 9 . On the other hand, the algorithmic methods proposed here can also be applied to iPEPS, and the feasibility of large finite PEPS demonstrated here suggests that large unit cells are possible in iPEPS, such that their potential bias due to a finite unit cell can be well analyzed by systematically increasing the unit cell from small to very large size.
Our analysis has been carried out with a generic implementation of PEPS algorithms, so that one can expect that adapting the methods to the specific properties of a certain problem will further enhance the performance. A particularly promising next step is to incorporate the symmetries of the considered Hamiltonian in the tensors 44, 45 , a key element of ground-breaking twodimensional DMRG studies, such as Refs. 47, 48 , and of seminal iPEPS calculations, such as Refs. 5, 43 .
the gradient of the cost function with respect to the tensor components at site l, evaluated with the solution A (i−1) l of the previous iteration 69 . The Newton method has the advantage that the step width is naturally given, in contrast to the linearized equations where α needs to be chosen heuristically, and in contrast to the conjugate gradient routine where it is determined via line search. In addition to the parts of the conjugate gradient algorithm, the Newton method needs the Hessian matrix of the cost function, which contributes O(d ′2 D 2 D ′′6 ) to the cost, and its pseudoinverse, determined by
is the same as for the linearized problem.
To compare the different alternatives, we benchmarked their performance in the search for an optimal purification with fixed D ′′ = 2 and varying d ′ , given a reference purification with D ′′ = 4 and d ′ = 4. The latter was constructed by taking two rows from one edge of a PEPS norm TN, for several 11 × 11 D = 2 SU ground state approximations of the Ising model at various magnetic fields. As a general rule, the initial tensors for the search with incremented purification bond d ′ + 1 were chosen as the previous solution for d ′ where the extra elements were filled with uniformly distributed random numbers. From the three considered algorithms, the Newton method performed best. It converged reliably for all d ′ within few local updates per tensor.
All the methods benefit from initial variables that are already close to the final solution. A sensible numerical approach to purification approximations can then be implemented in two steps: firstly, the computation of the optimal purification via the SL algorithm 14 , and secondly, the further optimization of that purification via the Newton method.
Appendix B: Gauge fixing for the full tensors
When the environment is non-separable, and the update of the full tensors is considered, gauge transformations can be efficiently computed in such a way that an eigendecomposition of the D 6 × D 6 dimensional norm environment of the pair is not necessary. Instead, the D 4 × D 4 dimensional environments of the left (N L ) and right (N R ) tensor are independently computed (Fig. 19  (a) ) and replaced by their positive approximants (Fig. 19  (b) ) like in previous cases. Their square roots are used to obtain the desired gauge transformations for each of the virtual bonds of the pair (Fig. 19 (c) ). On each virtual bond we then insert the corresponding product R −1 R and absorb the R matrices in the full tensors and their inverses in the environment (Fig. 19 (d) ).
The update of the full tensor pair proceeds in the way explained in Fig. 20 , analogously to the reduced tensor update. As in the latter context, if the environment is separable, the tensor initialization Fig. 20 (a) to (c) already minimizes the cost function, while, if the environ- ment is close to separable, we can expect a significant decrease of the cost function. In general, we can anticipate good starting tensors for the following ALS sweeping. Table II contains typical condition numbers of the norm matrix in the full tensor update without our gauge fixing, using only the positive approximant, and with our gauge fixing. Our gauge fixing improves the condition number drastically.
Model
Positive approximant Gauge fixing B = 1.0 Ising (2 ± 3) · 10 Here we collect some precise energy values obtained with the PEPS ground state approximations considered in this paper.
In the case of the Heisenberg model, we compare our results to energies from the quantum Monte Carlo loop algorithm of the ALPS library [34] [35] [36] , summarized in Tab. III. The presented values and errors correspond to temperature T = 10 −4 , and they agree with the ones corresponding to T = 10 −3 within the error bars. 
