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Abstract
We study generic two-dimensional dilaton gravity with a Maxwell field and prove
its triviality for constant dilaton boundary conditions, despite of the appearance of a
Virasoro algebra with non-zero central charge. We do this by calculating the canonical
boundary charges, which turn out to be trivial, and by calculating the quantum gravity
partition function, which turns out to be unity. We show that none of the following
modifications changes our conclusions: looser boundary conditions, non-linear interactions
of the Maxwell field with the dilaton, inclusion of higher spin fields, inclusion of generic
gauge fields. Finally, we consider specifically the charged Jackiw–Teitelboim model, whose
holographic study was pioneered by Hartman and Strominger, and show that it is non-
trivial for certain linear dilaton boundary conditions. We calculate the entropy from the
Euclidean path integral, using Wald’s method and exploiting the chiral Cardy formula.
The macroscopic and microscopic results for entropy agree with each other.
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1
1 Introduction
Two is the lowest dimension where a lightcone exists. Therefore, the simplest toy models
for classical and quantum gravity that can have black hole solutions and a non-trivial
causal structure are two-dimensional. Einstein gravity, however, is not among them: in
two dimensions the Einstein tensor vanishes identically for any metric, the Einstein–Hilbert
action is a boundary term and the formal counting of physical degrees of freedom yields a
meaningless −1.
There are various ways to see that dilaton gravity is the model of choice in two di-
mensions, see the list after Eq. (15) in [1]. In the present work we study generic dilaton
gravity with a Maxwell field in two dimensions, with the (Euclidean) bulk action
I = − k
4pi
∫
d2x
√
g
(
XR− U(X)(∂X)2 − 2V (X)− 14 F (X)fµνfµν
)
(1.1)
where k = 1/(4GN ) is inversely proportional to the Newton constant, U , V , F are arbitrary
functions of the dilaton field X, and fµν = ∂µaν − ∂νaµ is the abelian field strength, see
[2, 3, 4] for reviews and [5, 6] for some early literature on dilaton gravity with gauge fields.
The best-known examples are the Jackiw–Teitelboim model [7, 8] (U = F = 0, V ∝ X),
the Witten black hole [9, 10, 11, 12, 13] (U = −1/X, V ∝ X, F = 0), the CGHS model
[14] (U , V , F either like Witten black hole or U = F = 0, V = const., plus scalar matter),
Liouville gravity [15, 16] (U = const., V ∝ eαX , F = 0), type 0A/0B string theory
[17, 18, 19] (U = −1/X, V ∝ X, F = const.) and spherically reduced D-dimensional
Einstein gravity with a Maxwell field [20, 21, 22, 23, 24] (U = −(D − 3)/[(D − 2)X],
V ∝ X(D−4)/(D−2), F ∝ X), see table 1 in [25] for a comprehensive list of further models.
Besides intrinsic two-dimensional toy models for quantum gravity, there are numerous
applications where a higher-dimensional theory reduces to (1.1). In particular, Anti-
de Sitter (AdS) solutions of two-dimensional dilaton gravity are a fairly generic fixed
point of extremal black holes through the attractor mechanism [26, 27, 28], which allows a
simple determination of the entropy of such black holes [29]. AdS2 holography has already
a long history, see [30, 31, 32, 33, 34, 35, 36] for selected earlier references.
A concrete proposal for AdS2 holography for a specific model (1.1) was made in [37],
who found a non-trivial central charge and uˆ(1) level in the anomalous transformation
laws for (twisted) stress tensor and current, respectively. Their results were confirmed
through a holographic renormalization procedure [38].
In this respect AdS2 holography resembles AdS3 holography, except that there is a
single copy of the Virasoro algebra instead of two copies. However, when calculating the
canonical boundary charges a´ la Brown and Henneaux [39] it turns out that they vanish
for this particular model in the classical approximation, see for instance appendix A of
[40], reminiscent of the situation in near horizon extremal Kerr [41, 42]. Thus, from an
intrinsic two-dimensional perspective there are no physical states, neither in the bulk (like
in three dimensions) nor at the boundary (unlike in three dimensions), which is consistent
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with the analysis of [43] and earlier results in [32]. So this part of the story is well-known.
What is not known currently is to what extent these conclusions are specific to the
chosen model, the chosen ground state (constant vs. linear dilaton vacuum), the chosen
boundary conditions and/or the classical approximation. Indeed, there exists at least one
example of non-trivial AdS2 holography [44], so clearly there must be some dependence
on these choices. Moreover, it was shown in [45] that any Poisson-sigma model (PSM),
which in particular includes dilaton gravity, on a finite cylinder is holographically dual to
a noncommutative quantum mechanics.
The main aim of the present work is to clarify this issue by a comprehensive holographic
analysis of all the models described by the bulk action (1.1) that allow for AdS2 solutions
with a constant dilaton field.
The tools used to reach this aim are the gauge theoretic formulation of dilaton gravity
[46, 47, 48, 49, 50, 51] as a PSM [52], combined with a Brown–Henneaux type of analysis
[39], and, independently, the Euclidean path integral formulation [53, 54], combined with
heat kernel methods [55].
Our main conclusion is that AdS2 holography is trivial for constant dilaton boundary
conditions for any choices of the functions U , V and F in the bulk action (1.1). We prove
this by determining the canonical charges and, independently, by calculating the quan-
tum gravity partition function. We show the robustness of our conclusion by considering
looser boundary conditions, non-linear interactions of the Maxwell field with the dilaton,
inclusion of higher spin fields or generic gauge fields.
Therefore, if one would like to study AdS holography in a purely two-dimensional
context one has to give up the condition of a constant dilaton. As an example we consider
the charged Jackiw–Teitelboim model, whose holographic study was pioneered in [37], and
show that it is non-trivial for specific linear dilaton boundary conditions.
The viewpoint taken in this paper is an intrinsic two-dimensional one, without any
relations to higher-dimensional theories, since we are interested in genuine AdS2 holog-
raphy. Naturally, our perspective and scope differ from papers that try to connect with
AdS3 holography, see e.g. [56, 40] and Refs. therein.
This paper is organized as follows. In section 2 we recapitulate basic aspects of two-
dimensional dilaton gravity with a Maxwell field and its gauge theoretic formulation,
formulate constant dilaton boundary conditions and determine the boundary condition
preserving transformations, which lead to a Virasoro algebra with non-vanishing central
charge. In section 3 we prove that the canonical charges are trivial and show the robustness
of this result by generalizing it in various ways. In section 4 we compute the full quantum
gravity partition function and show its triviality. In section 5 we study the charged
Jackiw–Teitelboim model with specific linear dilaton boundary conditions, show that it
is non-trivial, and determine the entropy macro- and microscopically. In section 6 we
conclude with a discussion.
3
2 Two-dimensional dilaton gravity
In three dimensions the Chern–Simons formulation [57, 58] of Einstein gravity is extremely
useful, particularly for determining the canonical charges [59]. The analogue in two di-
mensions is the PSM formulation [50, 51, 52] of dilaton gravity, which we review in section
2.1. In section 2.2 we formulate constant dilaton boundary conditions and check the trans-
formations that preserve them in section 2.3, where we show the emergence of a Virasoro
algebra with non-vanishing central charge.
2.1 Poisson-sigma model formulation
Introducing Cartan variables converts the second order action (1.1) into a first order action
that depends on the zweibein ea, the dualized spin-connection
1 ω, the gauge connection
a, the dilaton X, Lagrange multipliers for the torsion constraint Xa and an auxiliary field
f , which on-shell becomes essentially the electric field E. The bulk action is given by
Ibulk = − k
2pi
∫ (
Xa (dea + a
bω ∧ eb) +X dω + f da+ 12abea ∧ eb V(Xc, X, f)
)
(2.1)
with
V(Xc, X, f) = −12 XaXbδab U(X)− V (X) + f2/F (X) (2.2)
where the anti-symmetric symbol is defined as ab = δa1δ
b
0 − δa0δb1 and the tangent space
metric δab = diag(1, 1)ab used to raise and lower Latin indices is chosen with Euclidean
signature, in which we shall work from now on. The metric follows in the usual way from
the zweibein, gµν = e
a
µe
b
νδab. The volume form is defined by d
2x
√
g = 12 
abea ∧ eb =
e1 ∧ e0 = ∗1.
The first order action (2.1) can be written as a specific PSM [52]. The bulk action
Ibulk = − k
2pi
∫ (
XI dAI +
1
2P
IJ(XK)AI ∧AJ
)
(2.3)
depends on four target space coordinates XI = (X, Xa, f), four connection 1-forms AX =
ω, Aa = ea, Af = a, and the Poisson tensor
PXb = Xa ba P
ab = V(Xc, X, f)ab P fX = P fa = 0 P IJ = −P JI . (2.4)
As a consequence of the non-linear Jacobi identities(
∂LP
IJ
)
PLK +
(
∂LP
JK
)
PLI +
(
∂LP
KI
)
PLJ = 0 (2.5)
the non-linear gauge transformations
δλX
I = P IJλJ (2.6a)
δλAI = −dλI − ∂IP JKλKAJ (2.6b)
1 We are assuming metric compatibility, ωab = −ωba = abω, but note that all our conclusions generalize
to models with non-metricity, since there exists a PSM formulation in that case as well [60].
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leave the PSM action (2.3) invariant up to a total derivative,
δλS =
k
2pi
∫
d
[
AIλJ
(
XK∂KP
IJ − P IJ)] . (2.7)
The equations of motion (EOM)
dXI + P IJAJ = 0 (2.8a)
dAI +
1
2 ∂IP
JKAJ ∧AK = 0 (2.8b)
have two classes of solutions: linear and constant dilaton vacua (CDVs). We are mostly
interested in the latter.
In PSM language linear dilaton vacua have two Casimir functions, the mass and charge,
which parametrize the space of solutions [61, 62]. The Poisson tensor then has rank 2 on-
shell [52]. By contrast, CDVs have four Casimir functions, and the Poisson tensor has rank
0 on-shell. In this case the Casimir functions are simply the target space coordinates,
XI = X¯I = const. P IJ(X¯k) = 0 . (2.9)
For the Poisson tensor (2.4) we get
Xc = 0 X = X¯ f = f¯ (2.10)
where the constants X¯ and f¯ are related by the condition
V(Xc = 0, X = X¯, f = f¯) = 0 . (2.11)
The EOM (2.8a) then hold trivially. The EOM (2.8b) for the connection 1-forms AI imply
vanishing torsion Ta, constant curvature R and constant electric field E.
dea + a
b ω ∧ eb = 0 = Ta (2.12a)
∗ dω = −∂XV = 12 R (2.12b)
∗ da = −∂fV = −E (2.12c)
To get an AdS2 solution with unit AdS radius, R = −2, we additionally demand
∂XV(Xc, X, f)
∣∣
Xc=0, X=X¯, f=f¯
= 1 . (2.13)
Since V has a dimension of inverse length squared, the condition (2.13) always can be
achieved by a rescaling of units, provided the quantity ∂XV is positive on a given CDV,
which is necessarily the case for AdS vacua.
2.2 Constant dilaton boundary conditions
The line-element for AdS2 CDVs with unit AdS radius in Fefferman–Graham gauge reads
ds2 = dρ2 + 14
(
e2ρ − 2M(ϕ) +M2(ϕ)e−2ρ) dϕ2 (2.14)
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where we assume periodicity in Euclidean time, ϕ → ϕ + β. In Schwarzschild gauge the
line-element is given by
ds2 =
(
r2 −M(ϕ)) dϕ2 + dr2
r2 −M(ϕ) . (2.15)
For zero mode solutions, M = M0 > 0, there is a Killing horizon at r =
√
M0 with
Hawking temperature T =
√
M0/(2pi). Given some periodicity β = 2pi/
√
M0, there are
exactly two smooth solutions.
Global H2 : ds2 = dρ2 + cosh2ρ dϕ2 (2.16)
Poincare´ H2 : ds2 = dρ2 +
1
4
(
eρ − 4pi
2
β2
e−ρ
)2
dϕ2 (2.17)
For β = 2pi the second solution simplifies to ds2 = dρ2 + sinh2ρ dϕ2, which is the metric
of the Lobachevsky plane H2.
We define CDV boundary conditions in the PSM formulation that lead asymptotically
to the above solutions for the line-element and constant dilaton and electric field.
X0 = 0 eϕ0 =
1
2 e
ρ − 12 e−ρM(ϕ) +O(e−3ρ) eρ0 = 0 (2.18a)
X1 = 0 eϕ1 = 0 eρ1 = 1 (2.18b)
X = X¯ ωϕ = −12 eρ − 12 e−ρM(ϕ) +O(e−3ρ) ωρ = 0 (2.18c)
f = f¯ aϕ = E ωϕ + j(ϕ) +O(e−2ρ) aρ = 0 (2.18d)
The constants X¯ and f¯ are related through the conditions (2.11) and the electric field E is
given by (2.12c). We have gauge-fixed as much as possible, using Fefferman–Graham gauge
for the zweibein and axial gauge for spin- and gauge-connections. These are essentially the
same boundary conditions as used in [38], reformulated in PSM language and generalized
to arbitrary dilaton gravity models (1.1). There are two free functions of the Euclidean
time ϕ appearing in our boundary conditions, M(ϕ) and j(ϕ). They are candidates for
canonical boundary charges.
2.3 Boundary condition preserving transformations
We consider now all transformations (2.6) that preserve the gauge and boundary conditions
(2.18) and find
λ0 =
1
2 λ(ϕ)e
ρ − (12 λ(ϕ)M(ϕ) + λ′′(ϕ)) e−ρ (2.19a)
λ1 = −λ′(ϕ) (2.19b)
λX = −12 λ(ϕ)eρ −
(
1
2 λ(ϕ)M(ϕ) + λ
′′(ϕ)
)
e−ρ (2.19c)
λf = E λX + µ(ϕ) . (2.19d)
Thus, we have two free functions, λ(ϕ) and µ(ϕ), parametrizing all allowed boundary
condition preserving transformations.
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Gauge transformations (2.6) with gauge parameters (2.19) yield the transformations
laws for the free functions M and j:
δM = −M ′λ− 2Mλ′ − 2λ′′′ (2.20)
δj = −µ′ (2.21)
These results are compatible with the ones in [37, 38, 40], but now are valid for arbitrary
dilaton gravity models with an AdS CDV. In particular, the presence of a Maxwell field is
in no way essential for the appearance of the infinitesimal Schwarzian derivative in (2.20).
Introducing the normalization factor α for the Virasoro zero mode, L0 = αM0, we find
that our result (2.20) is compatible with the assumption that the asymptotic symmetry
algebra contains a Virasoro algebra [Ln, Lm] = (n−m)Ln+m + c/12 (n3−n) δn+m, 0 with
central charge
c = 24α . (2.22)
The chiral Cardy formula would then yield an entropy
SCardy =
pi2c T
3
= 2pi
√
cL0
6
= 4piα
√
M0 . (2.23)
However, we have not checked yet whether there is a non-trivial asymptotic symmetry
algebra in the first place; it could be that the transformations (2.20), (2.21) are pure
gauge, in which case the theory would contain no physical states besides the vacuum. In
order to decide this important issue we construct the canonical charges in the next section.
3 Canonical charges
In this section we determine the asymptotic symmetry algebra, which consists of all bound-
ary condition preserving transformations (2.19), modulo trivial gauge transformations.
The canonical charges allow to decide which transformations are non-trivial and which are
pure gauge.
In section 3.1 we construct the canonical charges and prove that they are trivial, so that
trivial gauge transformations exhaust all boundary condition preserving transformations
(2.19), which implies that the asymptotic symmetry algebra is empty. In section 3.2 we
show that making the boundary conditions looser does not change these conclusions. In
section 3.3 we generalize the triviality of AdS2 holography for CDVs to theories that
contain more complicated interactions with the Maxwell-field and/or higher spin fields
and/or non-abelian gauge fields.
3.1 Triviality of canonical charges
A straightforward canonical analysis [63] together with the Castellani algorithm [64] yields
the canonical boundary currents [44]
δQ[λI ] =
k
2pi
δXI λI
∣∣
ρ→∞ . (3.1)
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The key observation in deriving the result (3.1) is that the secondary first class constraints
contain spatial derivatives of the target space coordinates [63]. There is actually a shortcut
to see the result (3.1) directly from the action, which we now make explicit.
The full action (corresponding to “simplest boundary conditions” in the discussion
of appendix B.1 in [65]) consists of the bulk action (2.3) and a boundary action that
effectively partially integrates the first term:
Γ = Ibulk +
k
2pi
∫
∂M
XIAI = − k
2pi
∫ (
AI ∧ dXI + 12P IJ(XK)AI ∧AJ
)
. (3.2)
The action (3.2) vanishes if evaluated on CDVs
Γ
∣∣
CDV
= 0 (3.3)
and has a well-defined variational principle for our boundary conditions (2.18)
δΓ
∣∣
CDV
=
k
2pi
∫
∂M
AI δX
I = 0 (3.4)
since δXI = 0. Off-shell, the gauge variation of the action (3.2) yields a boundary term
δλΓ =
k
2pi
∫
∂M
XI dλI (3.5)
which vanishes on CDVs upon partial integration. Partial integration introduces a bound-
ary term B at the intersection ∂M∩ Σ where Σ is a constant time hypersurface,
B[λI ] =
k
2pi
XIλI
∣∣
ρ→∞ (3.6)
whose variation in field space coincides precisely with the canonical currents (3.1).
The canonical currents (3.1) vanish identically for our boundary conditions (2.18),
and therefore the canonical charges are state-independent and hence trivial. This means
that the asymptotic symmetry algebra is empty, and the boundary condition preserving
transformations (2.20), (2.21) are pure gauge.
Another interesting property of the canonical currents (3.1) is their gauge invariance
δλ2J
Q[λ1I ] =
k
2pi
P IJλ2J λ
1
I
∣∣
ρ→∞ = 0 (3.7)
due to the CDV conditions (2.9). This shows that even non-infinitesimal transformations
(connected with the identity) cannot make the canonical currents non-trivial. This is
different from the situation encountered for linear dilaton solutions [66], where boundary
states were found in this way.
In the next subsections we try — and fail — to circumvent these conclusions by con-
sidering looser boundary conditions and more complicated interactions, which shows the
robustness of our conclusion that AdS2 holography is trivial for CDVs. We stress again
that this result is independent of the presence or absence of a Maxwell field, as long as an
AdS CDV exists.
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3.2 Looser boundary conditions
Perhaps the boundary conditions (2.18) are simply too strict. Indeed, we have switched
off all fluctuations of the target space coordinates, but we could have allowed instead some
asymptotic fall-off. From the canonical currents (3.1) we see that a fall-off behavior of the
dilaton field of the form δX = O(e−ρ) could produce finite canonical charges, since the
gauge parameter λX in (2.19) diverges like e
ρ. Motivated by this observation we consider
now looser boundary conditions that allow for such terms.
X0 = X0(1)(ϕ)e
−ρ +O(e−2ρ) (3.8a)
X1 = X1(1)(ϕ)e
−ρ +O(e−2ρ) (3.8b)
X = X¯ +X(1)(ϕ)e
−ρ +O(e−2ρ) (3.8c)
f = f¯ + f(1)(ϕ)e
−ρ +O(e−2ρ) (3.8d)
eϕ0 =
1
2 e
ρ + e
(0)
ϕ0 (ϕ) + e
(1)
ϕ0 (ϕ)e
−ρ +O(e−2ρ) (3.8e)
eρ0 = e
(1)
ρ0 (ϕ)e
−ρ +O(e−2ρ) (3.8f)
eϕ1 = e
(0)
ϕ1 (ϕ) + e
(1)
ϕ1 (ϕ)e
−ρ +O(e−2ρ) (3.8g)
eρ1 = 1 + e
(1)
ρ0 (ϕ)e
−ρ +O(e−2ρ) (3.8h)
ωϕ = −12 eρ + ω(0)ϕ (ϕ) + ω(1)ϕ (ϕ)e−ρ +O(e−2ρ) (3.8i)
ωρ = ω
(1)
ρ (ϕ)e
−ρ +O(e−2ρ) (3.8j)
aϕ = E ωϕ + a
(0)
ϕ (ϕ) + a
(1)
ϕ (ϕ)e
−ρ +O(e−2ρ) (3.8k)
aρ = a
(1)
ρ (ϕ)e
−ρ +O(e−2ρ) (3.8l)
Again, the constants X¯ and f¯ are related through the conditions (2.11) and the electric
field E is given by (2.12c). Note that we particularly allow for fluctuations
δXI = O(e−ρ) . (3.9)
Since we are mostly interested in the evaluation of the canonical currents (3.1), we
impose on-shell conditions on all the fluctuation terms that we have written explicitly.
The EOM impose the conditions
X(1) = X
0
(1) (3.10)
f(1) = 0 (3.11)
on the subleading components of the target space coordinates. There are further restric-
tions on the functions appearing in the loose boundary conditions (3.8), but we do not
need them for our conclusions. Note that the conditions above imply
δX0 = δX +O(e−2ρ) δf = O(e−2ρ) . (3.12)
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The gauge parameters that preserve the boundary conditions (3.8) can be similarly
expanded
λ0 =
1
2 λ(ϕ)e
ρ + λ
(0)
0 + λ
(1)
0 e
−ρ +O(e−2ρ) (3.13a)
λ1 = λ
(0)
1 + λ
(1)
1 e
−ρ +O(e−2ρ) (3.13b)
λX = −12 λ(ϕ)eρ + λ
(0)
X + λ
(1)
X e
−ρ +O(e−2ρ) (3.13c)
λf = E λX + µ(ϕ) + λ
(1)
f e
−ρ +O(e−2ρ) . (3.13d)
Again, there will be restrictions on the functions appearing in the gauge parameters (3.13),
and again we do not need them for our conclusions.
With the boundary conditions and gauge parameters above the canonical currents (3.1)
expand to a sum of order unity terms [due to (3.9)] and subleading terms
δQ[λI ] =
kλ(ϕ)
4pi
eρc
(
δX0 − δX − E δf)+O(e−ρc) . (3.14)
Here ρc  1 is the cut-off surface where the charges are evaluated. Taking the cut-off to
infinity, ρc → ∞, removes the subleading terms O(e−ρc). However, due to the relations
(3.12) the order unity terms cancel precisely and the canonical currents vanish.
Therefore, even for the looser set of boundary conditions (3.8) the canonical charges
are trivial. A further generalization is achieved by introducing a chemical potential, which
effectively amounts to replacing the factor 1/2 in the leading terms in eϕ0, ωϕ and aϕ
by some function of ϕ. We have checked that the conclusions remain unchanged: the
canonical charges are trivial. The theory has only one physical state, the vacuum.
Let us discuss one final generalization of boundary conditions. We can allow X and
f to fluctuate to O(1), as long as the condition (2.11) remains intact. This modifies the
previous boundary conditions by making X¯ and f¯ state dependent, so that the following
fluctuations are allowed additionally
δX = −E δf δf = O(1) . (3.15)
In this case there is a non-trivial, integrable and finite U(1) charge.
Q[µ] =
k
2pi
fµ(ϕ) (3.16)
However, there are still no diffeomorphism charges, and the asymptotic symmetry algebra
is trivial, since any gauge variation of the charge (3.16) vanishes due to δλIf = P
fIλI = 0.
We consider this case as somewhat artificial, as the boundary electric field (2.12c) is
allowed to vary.
In what follows we generalize our result of triviality of the canonical charges to theories
with additional interactions.
10
3.3 More general actions
We consider now more general actions that lead to the same conclusions. The simplest
generalization is to replace the function V defined in (2.2) by
V(Xc, X, f) = −
∞∑
n=1
(12 X
aXbδab)
nUn(X)− V (X, f) (3.17)
which includes now also models like dimensionally reduced conformal gravity [67, 68] and
models where the Maxwell field interacts arbitrarily non-linearly with the dilaton. None
of our conclusions is changed by this generalization, as long as solutions of (2.11) exist
[with the normalization condition (2.13) that sets the AdS radius to unity].
Higher spin theories in two dimensions can also be formulated as a PSM [69, 44]. The
Poisson tensor takes the form P IJ = f IJKX
K , where f IJK are structure constants of
some Lie algebra that contains sl(2) [44]. For CDVs the Poisson tensor vanishes on-shell,
P IJ = 0, and we get again as many Casimir functions as there are target space coordinates.
Then the same features as in the spin-2 case are encountered. This is seen most easily in
the analogue of the stricter boundary conditions (2.18). As long as all fluctuations δXI
are switched off the canonical charges (3.1) must vanish identically. For looser boundary
conditions analogue to (3.8) the EOM (2.8a) constrain again the relevant fluctuations
similar to (3.12) so that the canonical boundary charges are again trivial.
The generalization to Yang–Mills theories follows a similar logic. Yang–Mills theories
interacting with dilaton gravity can again be formulated as a PSM, see for instance [70]
and references therein. The difference to higher spin theories is that the Poisson tensor
now does not have to vanish identically for a CDV. Instead, it is sufficient if the gravity
part of the Poisson tensor behaves as described in sections 2 and 3, while the Yang–Mills
part takes the form P ij = f ijkX
k 6= 0. This is the main difference to the higher spin case.
So now we have a number of Casimirs that depends on the Yang–Mills gauge algebra,
plus the three ‘gravitational Casimirs’, X and Xa. The main point here is that there is
essentially no mixing between the gravity and the Yang–Mills part. The only appearance
of Yang–Mills fields in the gravity part is through the Yang–Mills Casimirs, which enter
the generalization of the potential V defined in (2.4) for the u(1) case; the dependence on
f is simply replaced by a dependence on all possible Yang–Mills Casimirs. The discussion
of boundary conditions and canonical charges is then completely analogous to the u(1)
case. In particular we recover again the result that the diffeomorphism charges are trivial.
In all the examples so far we have seen that the canonical diffeomorphism charges are
trivial classically. In the next section we check indirectly if this statement also holds at
the quantum level by calculating the full quantum gravity partition function.
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4 Quantum gravity partition function
The canonical analysis of the previous section is classical. It is conceivable that switching
on quantum effects makes the theory non-trivial. After all, the asymptotic symmetry
algebra and the canonical charges could receive quantum corrections, so even if the classical
results show triviality the quantum mechanical results might be non-trivial. In this section
we rule out this possibility by considering the full quantum gravity partition function and
showing that it is unity.
In section 4.1 we determine the classical contribution. In section 4.2 we calculate the
one-loop partition function and argue that the theory should be one-loop exact. In section
4.3 we determine all instanton corrections and collect the results.
4.1 Classical partition function
We use the Euclidean path integral formulation [53, 54]. Our aim is to determine the full
quantum gravity partition function
Z =
∫
bc
(DXI)(DAI)(measure) exp
(− Γ[XI , AI ]) (4.1)
where ‘bc’ denotes that we evaluate the path integral for certain boundary and smoothness
conditions, ‘measure’ refers to the ghost- and gauge-fixing part, and Γ is the full action
(3.2). Results for the exact path integral have shown quantum triviality, i.e., the quantum
partition function equals the classical one [63]. However, the previous calculations did
not take into account asymptotic boundary conditions, nor possible global effects, nor
instanton contributions. This is why we re-evaluate the path integral. As we shall see, the
local results of [63] are not modified globally for CDVs.
We make now an expansion of the path-integral into classical contribution (c), pertur-
bative corrections (p) and non-perturbative corrections (n).
Z = Zc × Zp × Zn (4.2)
We start with the classical piece.
Zc = exp
(− Γ|CDV) (4.3)
With the result (3.3) we then obtain
Zc = 1 . (4.4)
Thus, the classical partition function is trivial, which concurs of course with the conclusions
of section 3 that the canonical charges are trivial.
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4.2 Perturbative corrections
Let us consider now the perturbative corrections Zp to the classical partition function (4.4).
Given that our theory is a topological field theory of Schwarz type [71], namely a PSM
[52], one can argue that the theory should be one-loop exact, either along similar lines as
[72] (who applied this to 3-dimensional gravity) or using one-loop exactness of anomalies,
see e.g. [73], and arguing that the perturbative corrections should be determined uniquely
by the anomalies. We assume that there is no relevant subtlety with these arguments, so
that the one-loop partition function captures the full information about all perturbative
corrections. We shall briefly come back to this issue below while performing the one-loop
calculation.
In the one-loop calculation we use bars to denote classical values, while un-barred
quantities will be quantum fluctuations. The action quadratic in quantum fluctuations
reads
S2 = − k
2pi
∫
d2x
[
˜µνXI(∂µAνI + ΩµI
JAνJ) + (e¯)
1
2
∂2V(X¯K)
∂XI∂K
XIXK
]
(4.5)
where (e¯) = 12 ˜
µνabe¯µae¯νb and
Ωµa
b = ω¯µ
b
a (4.6)
Ωµa
X = − ba e¯µb ΩµXa = −abe¯µb (4.7)
Ωµf
a = −E¯abe¯µb . (4.8)
All other components of the connection Ω vanish. To derive (4.5) we used that the classical
fields satisfy (2.10)-(2.13) for an AdS2 CDV with unit AdS radius.
The same connection appears in the linearized gauge transformations
δλX
J = 0 δλAµI = −∇µλI = −∂µλI − ΩµIJλJ . (4.9)
The invariance of the quadratic action (4.5) under gauge transformations (4.9) implies
that the connection Ω is flat.
[∇µ,∇ν ] = ∂µΩν − ∂νΩν + [Ωµ,Ων ] = 0 (4.10)
The flatness of the connection can also be verified by direct calculation.
Let us expand the fluctuations AµI into a sum of gauge (λ) and transverse (χ) parts.
AµI = −∇µλI + ε νµ ∇†νχI +A(h)µI (4.11)
Here ε νµ is the Levi-Civita´ tensor. A
(h)
µI correspond to square integrable (twisted) harmonic
one-forms, that are both longitudinal and transverse and are given by gradients (with ∇µ)
of non-normalizable zero modes of the scalar operator ∇†µ∇µ. As argued in [74], the
harmonic one-forms correspond to boundary modes of the theory. Interestingly, these
modes do not contribute to the quadratic action (4.5). This facts hints to the holographic
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triviality of CDVs. This is in contrast to the model considered in [75] where non-integrable
scalar modes on the hyperbolic plane generate physical boundary states.
The presence of infinitely many harmonic one-forms complicates computations of the
partition function on H2. To avoid this difficulty we use the method of continuation of the
partition function from the two-sphere S2 [74, 76]. The unit S2 is a CDV corresponding
to the zeros of V(X,Xa, f) where ∂XV = −1 instead of +1 in Eq. (2.13). Nonvanishing
components of the zweibein and spin-connection read: e¯ρ1 = 1, e¯ϕ0 = sin(ρ), ω¯ϕ =
− cos(ρ). The only modification of the connection Ωµ is the sign flip of ΩµXa, that becomes
ΩµX
a = −abe¯µb (4.12)
on S2.
We define the path integral measure DAµJ by the identity∫
DAµJ e−〈A,A〉 = 1 . (4.13)
The path integral measure is, therefore, defined by the inner product 〈 , 〉. We take an
ultralocal product
〈A,A′〉 =
∫
d2x(e¯)δIJ g¯µνAµIA
′
νJ (4.14)
The connection Ω is not hermitian with respect to the inner product (4.14). This
implies in particular that ∇† 6= −∇. However, it can be transformed to a hermitian one,
∇µ = Φ−1∇ˆµΦ ∇ˆ = −∇ˆ† (4.15)
with the field
Φ = Id + φ φf
X = −E¯ (4.16)
where Id is the identity. Other components of φ vanish so that the inverse of Φ is given
by Φ−1 = Id− φ. Furthermore, the hermitian derivative ∇ˆ can be decomposed as
∇ˆµ = Ψ−1∂µ Ψ . (4.17)
The gauge transformation Ψ is unitary with respect to the inner product defined above.
It reads Ψ = exp(ϕl2) exp(ρl1) where the only non-zero matrix elements of l1 and l2 are
(l1)0
X = −(l1)X0 = (l2)10 = −(l2)01 = 1.
There are no twisted harmonic one-forms on S2,
A
(h)
µI = 0 . (4.18)
We postpone the demonstration of this fact until after Eq. (4.40). Due to the flatness of
the connection (4.10) this decomposition is orthogonal with respect to the inner product
(4.14).
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The change of variables AµJ → λJ , χJ induces a Jacobian factor, DAµJ = J DλJDχJ ,
which can be easily found by substituting the decomposition (4.11) in the definition of the
measure (4.13) and performing Gaussian integrals over λ and χ. This yields the Jacobian
J = det(∇†µ∇µ)
1
2 · det(∇µ∇µ†)) 12 . (4.19)
The one-loop partition function then decomposes into path integrals over X, λ and χ.
Z =
∫
DX DA exp(−S2)
=
∫
DX DλDχJ exp
[
k
2pi
∫
d2x(e¯)
(
−XI∇µ∇†µχI +
1
2
∂2V(X¯K)
∂XI∂XK
XIXK
)]
(4.20)
The integration over λ is performed trivially, yielding an infinite volume of the gauge
group, which we discard. The integration over XI and χI gives
Z = J · det(∇µ∇†µ)−1 =
det(∇†µ∇µ) 12
det(∇µ∇µ†) 12
. (4.21)
Interestingly, the terms in S2 that are quadratic in fluctuations of the target space co-
ordinates XI have no influence on the partition function. This means that our results
are universal for AdS2 CDVs, regardless of the specific properties of the potentials in the
action. Obviously, for E¯ = 0 we have ∇ = −∇†, and the partition function is trivial,
Z = 1. This means we have proven that the one-loop partition function is trivial if the
electric field vanishes.
The only reason why the partition function (4.21) has a chance to be non-trivial is
that the transformation Φ is not unitary, like in the case of conformal and chiral trans-
formations. The structure of variation of Z with respect to Φ reminds very much of more
conventional anomalies. E.g., this variation is given by the heat kernel coefficients, as we
shall see below. Basing on this analogy with anomalies, we conjecture that the partition
function has no higher loop corrections, see the paragraph at the beginning of section 4.2.
To evaluate Z we shall use the methods developed earlier in Refs. [77, 78]. It is
convenient to make a polar decomposition of the matrix Φ as Φ = HU , with a hermitian
matrix H and a unitary matrix U .
H =

1 0 0 0
0 1 0 0
0 0 cos(α) − sin(α)
0 0 − sin(α) 2cos(α) − cos(α)
 U =

1 0 0 0
0 1 0 0
0 0 cos(α) sin(α)
0 0 − sin(α) cos(α)
 (4.22)
Here α = arctan (E¯/2). The partition function (4.21) then only depends on the hermitian
matrix H.
Z =
det(−H∇ˆµH−2∇ˆµH) 12
det(−H−1∇ˆµH2∇ˆµH−1) 12
(4.23)
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Let δαH be the variation of H with respect to α. Then
δαH
2 = HθH δαH
−2 = −H−1θH−1 (4.24)
where
θ = H−1 · δαH + δαH ·H−1 . (4.25)
It is easy to check that the matrix θ is traceless.
tr θ = 0 (4.26)
Consider the space R4 ⊗ΛS2 of differential forms that also carry a target space index
I. Let us take the usual exterior derivative d and coderivative δ on ΛS2 and twist them.
dH = H
−1Ψ−1dΨH δH = HΨ−1δΨH−1 (4.27)
Both operators are nilpotent, d2H = 0 = δ
2
H . Let
∆H = (dH + δH)
2 (4.28)
be the twisted Laplacian those restriction to p-forms will be denoted ∆pH . Any p-form can
be Hodge-decomposed in a sum of twisted exact, twisted coexact and twisted harmonic
forms,
Bp = B
‖
p +B
⊥
p + γp, B
‖
p = dHBp−1, B
⊥
p = δHBp+1, γp ∈ ker ∆pH . (4.29)
The restrictions of ∆H to corresponding spaces will be denoted ∆
p‖
H and ∆
p⊥
H , respectively.
γp denotes twisted harmonic forms. Let ? be the normalized Hodge operator, ?
2 = 1. Then,
?dH? = δH−1 and
?∆pH? = ∆
2−p
H−1 , ?∆
p‖
H ? = ∆
(2−p)⊥
H−1 . (4.30)
Using the formalism above one can rewrite the partition function (4.23) as a ratio of
determinants of twisted Laplacians for 0-forms.
Z =
det(∆0H)
1
2
det(∆0
H−1)
1
2
(4.31)
To evaluate the functional determinants in the partition function (4.31) we shall use
the zeta function definition. Let D be a Laplace type operator on some vector bundle.
Then
ln detD := −ζ ′D(1, 0) (4.32)
where
ζD(h, s) := Tr
(
hD−s
)
(4.33)
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with h being an endomorphism of the bundle (a smooth matrix-valued function). Let us
compute the variation
δαζ∆0H
(1, s) = Tr
(− sθδHdH(∆0H)−s−1 + sδHθdH(∆0H)−s−1)
= −sTr (θ(∆0H)−s)+ sTr (θ(∆1‖H )−s)
= −sζ∆0H (θ, s) + sζ∆1‖H (θ, s) . (4.34)
Similarly,
δαζ∆0
H−1
(1, s) = sζ∆0
H−1
(θ, s)− sζ
∆
1‖
H−1
(θ, s) = sζ∆0
H−1
(θ, s)− sζ∆1⊥H (θ, s) (4.35)
where we have used the duality transformation (4.30). The relevant combination of zeta
functions varies as
δα
(
ζ∆0H
(1, s)− ζ∆0
H−1
(1, s)
)
= s
(− ζ∆0H (θ, s)− ζ∆0H−1 (θ, s) + ζ∆1H (θ, s)) . (4.36)
The right hand side of Eq. (4.36) contains zeta functions of elliptic Laplace type operators.
All these zeta functions are regular at s = 0 and their values at s = 0 can be expressed
through corresponding heat kernel coefficients. For any Laplacian D in two dimensions
and any endomorphism θ,
ζD(θ, 0) = a2(θ,D)− Tr
(
θΠD
)
, (4.37)
where the heat kernel coefficient a2 is calculated below and ΠD is the projector on kerD.
Let us study first the zero mode contribution to the right hand side of (4.37). If D is
non-negative,
ΠD = lim
t→∞ exp(−tD) . (4.38)
For D = ∆0H we have
Tr
(
θΠ∆0H
)
= lim
t→∞Tr
(
θ exp(−t∆0H)
)
= lim
t→∞Tr
(
ΨHθH−1Ψ−1 exp(−tK)) = Tr (ΨHθH−1Ψ−1ΠK) , (4.39)
where K = ΨH∆0HH
−1Ψ−1 = ΨH2Ψ−1δΨH−2Ψ−1d. Zero modes of K are constant
target space vectors, so that ΠK is just the averaging over S
2,
Tr
(
θΠ∆0H
)
=
1
4pi
∫
d2x
√
g tr
(
ΨHθH−1Ψ−1
)
=
1
4pi
∫
d2x
√
g tr
(
θ
)
= 0. (4.40)
Besides, dim ker ∆0H = dim kerK = 4. The same conclusions are valid for ∆
0
H−1 . One may
also show2 that there are no twisted harmonic one forms on S2. We conclude, that there
are no zero mode contributions, and
δα
(
ζ ′∆0H (1, 0)− ζ
′
∆0
H−1
(1, 0)
)
= −a2(θ,∆0H)− a2(θ,∆0H−1) + a2(θ,∆1H) (4.41)
2This fact is almost obvious since there are no (untwisted) harmonic one-forms on S2. A formal
proof goes like follows. First, one observes that the combination dim ker ∆0H − dim ker ∆1H + dim ker ∆2H
is the index of twisted de Rham complex [78], and thus is a homotopy invariant, and thus is equal to
4χ(S2) = 8 (where χ is the Euler characteristic). As we saw already, dim ker ∆0H = 4 and dim ker ∆
2
H =
dim ker ∆0H−1 = 4. Therefore, dim ker ∆
1
H = 0.
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The combination of heat kernel coefficients appearing on the right hand side of this equa-
tion is called the supertrace of the twisted de Rham complex. It was computed in [77] in
flat space and in [78] in the case when H is proportional to the unit matrix.
The heat kernel coefficients may be computed in the following way (see, e.g., [55]
for details). By a suitable choice of the effective connection ∇¯ and of the matrix-valued
potential E , any operator of Laplace type can be transformed to the form
D = −(∇¯µ∇¯µ + E) . (4.42)
Then the second heat kernel coefficient on a two-dimensional manifold with curvature R
reads
a2(θ,D) =
1
4pi
∫
d2x
√
g tr
(
θ
(E + 16R)) . (4.43)
The potential E may be computed by a standard though lengthy algebra. The shortest
way we found is to generalize Lemma 2.2 of Ref. [79]. We have for ∆0H
E0H = 12∇ˆµ
(
H−1∇ˆµH+∇ˆµH ·H−1
)− 14(H−1∇ˆµH+∇ˆµH ·H−1)2− 12[∇ˆµH ·H−1, H−1∇ˆµH]
(4.44)
For p = 1, the corresponding Laplacian and matrix-valued potential have vector indices
in addition to the target space ones.
E1 µHν = δµν E0H −R µν −∇ˆµ
(
H−1∇ˆνH
)−∇ˆν(∇ˆµH ·H−1)+ [∇ˆµH ·H−1, H−1∇ˆνH] (4.45)
After collecting everything together we obtain
δα
(
ζ∆0H
(1, s)− ζ∆0
H−1
(1, s)
)
= − 1
4pi
∫
tr (θR) = − 1
2pi
∫
tr θ = 0 , (4.46)
which vanishes due to the tracelessness of θ (4.26).3
This shows that lnZ does not depend on α. Hence, we get the same result for the
one-loop partition function as for α = 0.
Z = 1 (4.47)
The one-loop partition function is trivial. By an analytic continuation, the same is valid
on AdS2 as well. We have used the first order formulation in the derivation of (4.47).
To close the potential loophole of quantum inequivalence between first and second order
formulations we show in appendix A that the second order calculation yields the same
result.
Using our arguments above on one-loop exactness we have then the result
Zp = 1 . (4.48)
Thus, there are no perturbative corrections to the classical partition function.
3The formalism that we have developed above does not allow to compute variations of each of the scalar
Laplacians appearing in (4.31) separately. The reason is that the restricted operators ∆1⊥H and ∆
1‖
H are
not Laplace type. Therefore, the corresponding zeta functions are not in general regular at s = 0, see [77]
for a more detailed discussion.
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4.3 Non-perturbative corrections
Let us finally consider non-perturbative corrections. These come from all classical saddle
points consistent with our boundary conditions (2.18), a given periodicity β of the bound-
ary coordinate ϕ, and smoothness conditions, which we now specify. We allow all smooth
Euclidean saddle points; in particular we prohibit conical singularities. Thus, only two
saddle points are possible, namely global H2 (2.16) and Poincare´ H2 (2.17). Note that
these two saddle points have different topologies: the former is topologically a cylinder,
the latter topologically a plane.
Thus, for fixed topology4 there is only one allowed saddle point and we find no instanton
corrections.
Zn = 1 (4.49)
In summary, the results (4.4), (4.48) and (4.49) together show that the full partition
function (4.2) is trivial,
Z = Zc × Zp × Zn = 1 . (4.50)
We conclude that AdS2 holography is trivial for CDVs not just classically, but also in the
full quantum theory, which has only one physical state, the vacuum.
5 AdS(2) holography for linear dilaton boundary conditions
The previous sections dealt with generic models in two dimensions, but very simple vacua
— as we have shown, so simple that they do not allow any physical states, neither classi-
cally nor at the quantum level. In this section we consider instead generic linear dilaton
vacua, but focus on a very simple model, namely the charged Jackiw–Teitelboim model.
We start by presenting the model and its most important properties in section 5.1. In
section 5.2 we generalize the linear dilaton boundary conditions of [44]. In section 5.3 we
calculate the canonical charges, show that they are non-trivial and determine the Virasoro
central charge. In section 5.4 we discuss thermodynamics and show that the chiral Cardy
formula (3.1) correctly accounts for the horizon entropy as calculated from Wald’s formula
or from the Euclidean path integral.
5.1 Charged Jackiw–Teitelboim model
We define the model by specifying the free functions in the general action (2.1), (2.2) as
follows.
U = 0 V = −X F = −1 ⇒ V = X − f2 (5.1)
The gauge theoretic formulation as a PSM as reviewed in section 2.1 still applies, of course,
but now there is a simpler interpretation as an ordinary (centrally extended) gauge theory,
4It is conceivable to sum over both topologies. Then each saddle point contributes with a trivial
partition function to the full partition function. However, it would still be a state-independent number
and thus of no physical significance.
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by combining the insights of Isler, Trugenberger, Chamseddine and Wyler [46, 47] with the
ones by Verlinde, Cangemi and Jackiw [48, 49]. Namely, consider the connection 1-form
A = eaPa + ωJ + aZ and define the algebra
[Pa, Pb] = abJ − 2fabZ [Pa, J ] = abPb (5.2)
where the central extension generator Z commutes with all other generators. For f = 0
the so(2, 1) formulation of the Jackiw–Teitelboim model [7, 8] is recovered [46, 47]. On
the other hand, dropping the term containing the boost generator J in the commutator
of two translations yields the centrally extended Poincare´ algebra [49] that describes the
(Weyl rescaled) Witten black hole [9, 10, 11], which is a magnetic-like modification of the
translation algebra. The charged Jackiw–Teitelboim model (5.1) combines both cases and
leads to a centrally extended so(2, 1) algebra.
For later purposes it is useful to have also the second order form of the action available,
including boundary terms. The bulk action can be read off from (1.1) with the functions
as given in (5.1).
Ibulk = − k
4pi
∫
d2x
√
g
(
X(R+ 2) + 14 f
µνfµν
)
(5.3)
This model has been used by Hartman and Strominger [37] and many others (note that
we set again the AdS radius to unity, which corresponds to fixing ` = 2 in [37], and that
we have a different sign in front of the Maxwell term in the action, so that solutions of
V = X − f2 = 0 imply positive X for real f in Euclidean signature).
The first proposal for a full action, including boundary terms, can be found in [38].
Their boundary term depends on the u(1)-connection quadratically. However, this bound-
ary action does not generalize to other models. We take instead the general result derived
in [80] where the boundary term depends on the field strength non-linearly but on the
connection only linearly
Γ = Ibulk +
k
4pi
∫
d2x
√
g∇µ
(
fµνaν
)− k
2pi
∫
dx
√
γ
(
XK −
√
X2 − 14 Xfµνfµν
)
. (5.4)
The action (5.4) turns out to have a well-defined variational principle for our boundary
conditions specified below, see (5.5). A detailed explanation of the boundary terms in the
holographically renormalized action (5.4) can be found in [81, 80].
[Boundary terms similar to (5.4) appear in a large class of models (whenever the
electric force is confining at large values of the dilaton), but there are notable families
of exceptions [82]. For vanishing or non-confining Maxwell field the remaining boundary
terms in (5.4) coincide with the ones derived in [83] with the Hamilton–Jacobi method and
the ones derived in [84] from local supersymmetry without boundary conditions. It would
be interesting to check if the latter derivation works for (5.4). Note that the pre-potential,
u =
√
(X − f2)2 − f4, is real as long as the dilaton is bounded from below by X ≥ f2.]
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5.2 Linear dilaton boundary conditions
Using again partial gauge fixings and demanding the leading ϕ-dependent function in the
zweibein to be constant we propose the following set of boundary conditions to describe
linear dilaton vacua.
X0 = XR(ϕ)e
ρ −XL(ϕ)e−ρ eϕ0 = 12 eρ − 12 M(ϕ)e−ρ eρ0 = 0 (5.5a)
X1 = X1(ϕ) eϕ1 = 0 eρ1 = 1 (5.5b)
X = XR(ϕ)e
ρ + f¯2 +XL(ϕ)e
−ρ ωϕ = −12 eρ − 12 M(ϕ)e−ρ ωρ = 0 (5.5c)
f = f¯ aϕ = E ωϕ + j(ϕ) aρ = 0 (5.5d)
At the moment we allow all free functions and constants appearing in these boundary
conditions to be state-dependent.
The boundary conditions (5.5) are compatible with the EOM (2.8) provided the fol-
lowing relations hold among the free functions. (Some are redundant, but are displayed
for later use; C is the non-trivial Casimir of the PSM that corresponds essentially to the
mass of a given solution.)
X1 = −2X ′R (5.6a)
XL = MXR + 2X
′′
R (5.6b)
M = −X
′
L
X ′R
=
C
X2R
− 2XRX
′′
R − (X ′R)2
X2R
(5.6c)
C = XLXR − 14 (X1)2 = const. (5.6d)
0 = XRM
′ + 2X ′RM + 2X
′′′
R (5.6e)
The relation between mass function M and Casimir C (5.6c) resembles a twisted Sugawara
shift with the dilaton current ∂ϕ lnXR, but note that there is an additional rescaling with
X2R.
The boundary conditions (5.5) are preserved by transformations (2.6) generated by
the following gauge parameters:
λ0 =
1
2 λ(ϕ)e
ρ − 12
(
M(ϕ)λ(ϕ) + 2λ′′(ϕ)
)
e−ρ (5.7a)
λ1 = −λ′(ϕ) (5.7b)
λX = −12 λ(ϕ)eρ − 12
(
M(ϕ)λ(ϕ) + 2λ′′(ϕ)
)
e−ρ (5.7c)
λf = EλX + µ(ϕ) (5.7d)
The action of the boundary condition preserving transformations (5.7) on the various
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functions appearing in the boundary conditions (5.5) yields
δλ, µXR = XRλ
′ −X ′Rλ (5.8a)
δλ, µXL = −M
(
XRλ
′ −X ′Rλ
)
+ 2
(
X ′Rλ
′′ −X ′′Rλ′
)
(5.8b)
δλ, µX1 = −2
(
XRλ
′′ −X ′′Rλ
)
(5.8c)
δλ, µf¯ = 0 (5.8d)
δλ, µM = −M ′λ− 2Mλ′ − 2λ′′′ (5.8e)
δλ, µj = −µ′ (5.8f)
It is encouraging that the mass function M transforms infinitesimally like a chiral com-
ponent of the stress tensor in a CFT2 (5.8e). However, as we saw in the CDV case such a
transformation behavior could be pure gauge. In order to see that this is not the case for
linear dilaton solutions we consider next the canonical charges.
5.3 Canonical charges and Virasoro central charge
We insert the results from the previous subsection into the expression for the canonical
currents (3.1) evaluated at some cut-off surface ρ = ρc and obtain
δQ = δQint + δQnon-int + δQtot-der + δQ0 (5.9)
with the individual contributions
Qint =
k
2pi
(
f¯µ−MXRλ− 6X ′′Rλ
)
(5.10)
δQnon-int = − k
2pi
λMδXR (5.11)
Qtot-der = −k
pi
∂ϕ
(
XRλ
′ − 2λX ′R
)
(5.12)
Q0 = O(e−ρc) . (5.13)
Except for one term all contributions to the canonical charges are integrable. An easy way
to make the charges integrable is to additionally restrict the boundary conditions (5.5)
by assuming XR = const., but then all charges vanish on-shell except for the zero mode
charge.5 We proceed below with a much weaker assumption on XR.
In order to deal with the non-integrable part we Fourier transform the essential func-
tions (all sums run over the integers, unless mentioned otherwise)
XR =
∑
n
XRne
inϕ M =
∑
n
Mne
inϕ (5.14)
5Off-shell the non-zero mode charges are non-trivial even for XR = const., through the same effect that
allowed Kucharˇ to make the Schwarzschild mass time-dependent [24]: the Casimir C is then allowed to
depend on the boundary coordinate ϕ. It could be interesting to follow this path, but we will not do so in
the present work.
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and assume that M is small so that we can expand
XR 0 = X¯ +O(M2) XRn = X¯
2n2
Mn +O(M2) . (5.15)
The only essential assumption that went into (5.15) is that X¯ is a state-independent
number; to reduce clutter we assumed that XR 0 has no term linear in M . The right
equation (5.15) is simply a result from solving the EOM to linear order in M , see (5.6e).
It implies the relations
∂ϕXR = O(M) δXR = O(M) . (5.16)
Consider now the canonical diffeomorphism current to quadratic order in M .
δQ[λ] = − k
2pi
(
δ(MXR)+
X¯
2
∑
n
Mne
inϕ
∑
m 6=0
1
m2
eimϕ δMm
)
λ+∂ϕ(. . . )+O(M3) (5.17)
We are exclusively interested in the zero mode charge, which is why we can neglect total
derivative terms even without integrating over ϕ. The zero mode charge turns out to be
integrable to quadratic order in M and reads
Q0[λ] = −kX¯
2pi
(
M0 +
3
2
∑
n>0
1
n2
M−nMn
)
λ+O(M3) . (5.18)
The result (5.18) can be rewritten as
Q0[λ] = −kX¯
2pi
(
M − 3
X¯2
(∂ϕXR)
2
)
0
λ+O(M3) . (5.19)
The first term in (5.19) is the expected Virasoro zero-mode and the second term is a
Sugawara term for the current ∂ϕXR/X¯ (or for ∂ϕ lnXR, which is the same to this order).
In appendix B we show an exact version of the result (5.19) for the zero mode charge in
the presence of an ultraviolet cutoff, with essentially the same conclusions.
The leading order term in the zero mode charge (5.19) allows to identify the scaling of
the Virasoro zero mode.
L =
kX¯
2pi
M (5.20)
This provides us with a normalization to be used in the Virasoro algebra (5.8e).
δL = −L′λ− 2Lλ′ − c
12
λ′′′ (5.21)
Comparing (5.21) with (5.8e) using the relation (5.20) establishes the central charge
c = 24k
X¯
2pi
. (5.22)
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5.4 Entropy, macroscopically and microscopically
We calculate now entropy in three ways, two macroscopic ones (Euclidean path integral,
Wald entropy) and one microscopic one (chiral Cardy formula), and show that all results
agree with each other.
We start with the derivation from the Euclidean path integral. To this end we evaluate
the full action (5.4) on-shell for the boundary conditions (5.5) with XR = X¯ and find
Γ
∣∣
EOM
= −kβ
4pi
ρc∫
ρ0
dρ eϕ0
(
X(R+ 2) + 12 f
2
ρϕ/e
2
ϕ0
)
+
kβ
4pi
ρc∫
ρ0
dρ ∂ρ
(
eϕ0aϕfρϕ/e
2
ϕ0
)
− kβ
2pi
lim
ρ→ρc
eϕ0
(
XK −
√
X2 − 12 Xf2ρϕ/e2ϕ0
)
(5.23)
where we assumed constant M and the periodicity ϕ ∼ ϕ+β. Using the relations R = −2,
X = X¯eρ+ f¯2 +O(e−ρ), K = ∂ρ ln eϕ0 = 1+2Me−2ρ+O(e−4ρ), M = 4pi2/β2, eρ0 = 2pi/β,
fρϕ = −Eeϕ0 and taking the limit ρc →∞ then establishes a finite result for the on-shell
action
Γ
∣∣
EOM
= −k
4
E2 − 2pikX¯T . (5.24)
The free energy is the on-shell action (5.24) times temperature T .
F (E, T ) = −k
4
E2T − 2pikX¯T 2 (5.25)
Entropy is derived in the usual way, S = −∂F/∂T |E , yielding
S = 4pikX¯T +
k
4
E2 . (5.26)
Wald’s method leads to the result that entropy is essentially given by the dilaton
evaluated at the horizon [85]
SWald = kXh . (5.27)
The locus of the horizon ρ = ρh is determined by the zero of eϕ0, which yields e
2ρh = M .
We then obtain
Xh = 2X¯
√
M + f¯2 . (5.28)
With the relations M = 4pi2T 2 and f¯2 = E2/4 we see that the macroscopic entropies
(5.26) and (5.27) coincide with each other.
Let us now check if we can trust the result for the Virasoro central charge (5.22) by
calculating the entropy using the Cardy formula (2.23) and verifying whether it agrees
with the macroscopic result (5.26) for vanishing E . We find
SCardy =
pi2c T
3
= 2pi
√
cL
6
= 2kX¯
√
M = 4pikX¯T . (5.29)
The microscopic result (5.29) coincides precisely with the macroscopic result (5.26) for E =
0. This observation was already made in [44], but without resolving the non-integrability
of the canonical zero-mode charge.
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6 Discussion
We have shown the triviality of AdS2 holography for constant dilaton (see section 2) in two
ways, by calculating the canonical charges in section 3 and by performing the quantum
gravity path integral in section 4 (see also appendix A). These triviality results concur
with earlier observations, see e.g. [32, 43, 40], but apply now to all models (1.1) and also
to the various generalizations we discussed in section 3.3, including non-linear interactions
with the Maxwell field, higher-spin generalizations and generalizations to Yang–Mills.
For a specific model, the charged Jackiw–Teitelboim model (5.3), we considered linear
dilaton boundary conditions in section 5 and found that they lead to non-trivial canonical
currents. In general they are not obviously integrable; however, the zero mode charge
turned out to be integrable in a perturbative expansion up to quadratic order in the mass,
and integrable non-perturbatively in the presence of an ultraviolet cutoff, see appendix B.
It would be interesting to check under which conditions (if any) all diffeomorphism charges
are integrable to all orders in the mass. Moreover, it could be rewarding to calculate the
one-loop partition function of the charged Jackiw–Teitelboim model to verify if it coincides
with the chiral Virasoro character.
We showed that our result for the Virasoro central charge (5.22) yields the correct
entropy (5.29) using the chiral Cardy formula and comparing it with results from the
Euclidean path integral or the Wald entropy. Thus, we have an explicit example of non-
trivial AdS2 holography, provided we consider a non-constant dilaton.
Most likely the non-triviality of the linear dilaton sector extends to fairly generic dilaton
gravity models (1.1) as long as they allow AdS2 holography and possibly even for more
general holographic setups. It would be interesting to verify this.
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A One-loop result in second order formulation
In order to close possible loopholes in our argument due to potential quantum inequivalence
of first order formulation (2.1) and second order formulation (1.1), we demonstrate in this
appendix the triviality of constant dilaton holography on H2 using the latter.
We split again the partition function Z into classical contributions (c), perturbative
contributions (p) and non-perturbative contributions (n):
Z = Zc × Zp × Zn . (A.1)
Using the bulk action (1.1) supplemented by the boundary term presented in [80] such
that the action yields a well-defined variational principle, the classical contribution Zc is
evaluated to be a state-independent constant. Thus, after a renormalization of the action
we can set
Zc = 1 . (A.2)
Based on the same arguments brought forth in the main text we conclude that
Zn = 1 , (A.3)
as well. Again the only potential contribution comes from the perturbative corrections Zp
that we calculate in the following.
However, due to the same reasons mentioned in the main text after equation (4.11), we
find it more convenient to calculate the partition function on S2 and analytically continue
the result to H2.
The first variation of (1.1) yields the following EOM:
R+ U ′(∇X)2 + 2U∇2X − 2V ′ − 1
4
F ′fµνfµν = 0 (A.4a)
∇µ∇νX − gµν∇2X + U(∇µ∇νX − 1
2
gµν(∇X)2)− gµν(V − 1
8
Ff2) = 0 (A.4b)
∇ν(Ffµν) = 0 (A.4c)
From the last equation one sees again that fµν has the form
fµν = −Eµν , (A.5)
where µν corresponds to the Levi-Civita´ tensor, in concurrence with equation (2.12c).
Since the dilaton field X is constant
X = X¯ (A.6)
one obtains again the following restrictions on the the functions V and F
V (X¯) =
1
4
F (X¯)E2 (A.7a)
V ′(X¯) +
1
4
F ′(X¯)E2 = 1 (A.7b)
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These equations are equivalent to the conditions (2.11) and (2.13), but modified to account
for the fact that we consider now S2.
The second variation of (1.1) is straightforward and produces the following terms after
having made use of the on-shell relations (A.4a)-(A.4c)
δ(2)I =− k
4pi
∫
d2x
√
g¯ X
(
2U¯∇2 − 2V¯ ′′ − 1
2
F¯ ′′E2
)
X (A.8a)
− k
4pi
∫
d2x
√
g¯ AµF¯
(
g¯µν∇2 −∇ν∇µ)Aν (A.8b)
− k
4pi
∫
d2x
√
g¯ gµν
(
−1
4
g¯µν g¯αβF¯E2
)
gαβ (A.8c)
− k
2pi
∫
d2x
√
g¯ gµν
(
∇µ∇ν − g¯µν∇2 − g¯µν V¯ ′ + 1
4
g¯µνF¯ ′E2
)
X (A.8d)
− k
2pi
∫
d2x
√
g¯ gµν
(
−g¯µν 1
2
F¯Eαβ∇α
)
Aβ (A.8e)
− k
2pi
∫
d2x
√
g¯ X
(−F¯ ′Eµν∇ν) Aµ (A.8f)
Here and in the following barred quantities denote background fields that solve the EOM
and obey the conditions (A.6)-(A.7b) while unbarred quantities denote fluctuations.
Consider first the case without U(1) field, i.e. F = 0. Then the only contributions
come from (A.8a) and (A.8d). It is convenient to decompose the metric fluctuations as
gµν =
1
2
g¯µνh+∇µξν +∇νξµ , (A.9)
so that the second variation simplifies to
δ(2)I =− k
4pi
∫
d2x
√
g X
(
2U¯∇2 − 2V¯ ′′))X (A.10a)
+
k
4pi
∫
d2
√
g h
(∇2 + 2)X (A.10b)
Notice that the dependence on the diffeomorphisms ξµ drops out.
We are interested in evaluating the path integral
Zp = V
−1
gauge
∫
DXDg exp (−δ(2)I) , (A.11)
where V −1gauge corresponds to the (infinite) volume of the gauge group.
The path integral measure is defined again by a condition equivalent to (4.13), where
we take the inner product of scalars X, vectors ξµ and tensors gµν , respectively, to be the
ultralocal products
〈X,X ′〉 =
∫
d2x
√
g¯ X X ′ , (A.12)
〈ξ, ξ′〉 =
∫
d2x
√
g¯ g¯µν ξµ ξ
′
ν , (A.13)
〈g, g〉 =
∫
d2x
√
g¯ g¯µα g¯νβ gµν gαβ . (A.14)
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The change in variables (A.9) yields a Jacobian factor Zgh that corresponds to a (Faddeev-
Popov) ghost determinant (cf. [55, 86] for further details)
Dgµν = ZghDhDξµ . (A.15)
This determinant is most easily calculated in two steps. First, ξµ can be further decom-
posed in exact and co-exact contributions
ξµ = ∇µσ1 + µλ∇λσ2 . (A.16)
Notice that the harmonic contribution is absent as there are no harmonic one-forms on
S2. This simplification is the reason we evaluate the partition function on S2.
Using the definition of the measure with (A.13) we find that the transformation Dξ =
J1Dσ1Dσ2 yields the Jacobian
J1 = det (∇2)1/20 det (∇2)
1/2
0 , (A.17)
where the subscript 0 denotes determinants over scalar fluctuations.
The metric fluctuation is now
hµν =
1
2
gµνh− gµν∇2σ1 + 2∇µ∇νσ1 + νλ∇λ∇µσ2 + µλ∇λ∇νσ2 (A.18)
where we shifted the trace h→ h− 2∇2σ1 which produces a unit Jacobian factor.
By using again the definition of the measure, we see that the decomposition (A.18)
induces the change Dhµν = J2DhDσ1Dσ2 with
J2 = det (∇2)1/20 det (∇2)
1/2
0 det (∇2 + 2)0 , (A.19)
where the 2 in the last determinant comes from the Ricci scalar of the sphere. Thus, we
find the ghost determinant Zgh to be
Zgh = J2/J1 = det(∇2 + 2)0 . (A.20)
The path integral (A.11) can therefore be written as
Zp = V
−1
gaugeZgh
∫
DXDhDξ exp (−δ(2)I) . (A.21)
The integration over ξµ can be performed trivially and cancels V
−1
gauge. Due to the vanishing
of the h, h variation in δ(2)I only the two off-diagonal terms (A.10b) contribute and the
perturbative contribution to the partition function is given by
Zp = Zgh det (∇2 + 2)−10 =
det (∇2 + 2)0
det (∇2 + 2)0
= 1 . (A.22)
Thus, for vanishing electric field the partition function is trivial on S2. By analytic
continuation the same is valid on H2.
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In the case of non-vanishing U(1) field it is convenient to decompose the field Aµ in a
way similar to (A.16)
Aµ = ∇µα1 +  λµ ∇λα2 . (A.23)
The second variation (A.8) thus reads
δ(2)I =− k
4pi
∫
d2x
√
g¯ X
(
2U¯∇2 − 2V¯ ′′ − 1
2
F¯ ′′E2
)
X (A.24a)
− k
4pi
∫
d2x
√
g¯ α˜2(−F¯ )α˜2 (A.24b)
− k
4pi
∫
d2x
√
g¯ h˜(−1
4
F¯E2)h˜ (A.24c)
− k
2pi
∫
d2x
√
g¯ h˜(−1
2
∇2 − V¯ ′ + 1
4
F¯ ′E2)X (A.24d)
− k
2pi
∫
d2x
√
g¯ h˜(
1
2
F¯E)α˜2 (A.24e)
− k
2pi
∫
d2x
√
g¯ X(−F¯ ′E)α˜2 (A.24f)
Here we introduced the shifted trace h˜ = h− 2∇2σ1 and set α˜2 = ∇2α2. It is evident that
the second variation is independent of ξµ and the longitudinal part α1 of Aµ. Furthermore,
the change of variables
ψ =
2E
4 + E2
(
2
E
h˜+ α˜2
)
(A.25a)
χ =
4− E2
4 + E2
(
−E
2
h˜+ α˜2
)
(A.25b)
brings the second variation of I into the convenient form
δ(2)I =− k
4pi
∫
d2x
√
g¯ X
(
2U¯∇2 − 2V¯ ′′ − 1
2
F¯ ′′E2
)
X (A.26a)
− k
4pi
∫
d2x
√
g¯ χ
(−F¯ )χ (A.26b)
+
k
4pi
∫
d2x
√
g¯ ψ
(∇2 + 2)X (A.26c)
− k
2pi
∫
d2x
√
g¯ χ
(
4− E2
2E
)(
1
2
∇2 + V¯ ′ − 1
4
F¯ ′(E2 − 8)
)
X . (A.26d)
The perturbative contribution to the partition function for non-vanishing U(1) field is
given by
Zp = V
−1
gauge
∫
DXDgDA exp (−δ(2)I) . (A.27)
However, in order to evaluate it one has to determine the Jacobian for the transformation
of variables (gµν , Aµ, X)→ (ψ, χ, ξ, α1, X)
DgDADX = Zgh,ADψDχDξDα1DX (A.28)
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The decomposition (A.23) induces the change of variables
DAµ = J3Dα1Dα2 , (A.29)
where J3 is given by the same expression as J1 (A.15). Thus, one finds
DgDADX = ZghJ3DhDξDα1Dα2DX = ZghJ3(det (∇2))−10 DhDξDα1Dα˜2DX . (A.30)
Taking into account that the redefinition h→ h˜ and the transformation (A.25) both yield
a unit Jacobian, the ghost determinant Zgh,A for the change of variables (A.28) is given
by
Zgh,A =
ZghJ3
det (∇2)0 . (A.31)
Consequently, the path integral (A.27) is
Zp = V
−1
gauge
ZghJ3
det(∇2)0
∫
DψDχDXDξDα2 exp (−δ(2)I) . (A.32)
Due to the form of the matrix of fluctuations (A.26) the only non-vanishing contribution
comes from the ψ,X off-diagonal terms (A.26c), while the other integrations being trivial
cancel the gauge volume. The final result is thus given by
Zp =
det(∇2 + 2)0 det(∇2)1/20 det(∇2)1/20
det(∇2 + 2)0 det(∇2)0 = 1 . (A.33)
This is the result for S2 but, again, by analytic continuation it is true for H2, as well.
Thus, we recover the result (4.48), obtained in the main text using the first order
formulation, that there are no perturbative corrections to the partition function.
B Exact result for zero mode charge
In this appendix we derive an exact expression for the (potentially) non-integrable con-
tribution to the zero mode charge (5.11) that essentially coincides with the perturbative
result in the main text.
We start here with the Fourier decomposition (5.14) and the on-shell relation (5.6e).
Together they imply an infinite set of linear equations for the Fourier coefficients XRn in
terms of Mn. To simplify the notation we rename XRn as Xn.
n3Xn =
1
2
∑
m
(n+m)XmMn−m (B.1)
We solve now this system of equations assuming that there is an ultraviolet cutoff,
in the sense that the Fourier components of the mass function vanish when the absolute
value of the index is sufficiently big.
Mn = 0 ∀ |n| > N (B.2)
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Our derivation does not depend on the value of N , but it does require some cutoff. We
assume that we have a tight bound on N ,
MN 6= 0 6= M−N . (B.3)
One of these inequalities can always achieved with no loss of generality; the second one is
assumed for simplicity and could be generalized.
The (potentially) non-integrable zero-mode contribution to the canonical charge (5.11)
is then given by
δQnon-int 0 = − k
2pi
λ
(
M−NδXN +M−N+1δXN−1 + · · ·+MNδX−N
)
. (B.4)
Therefore, we need to know only the coefficients Xn with |n| ≤ N .
Inspired by the perturbative results in the main text let us use the Ansatz
X0 = X¯ Xn =
X¯
2n2
Mn if N ≥ |n| 6= 0 . (B.5)
As opposed to the main text the relations (B.5) are now exact. The condition (B.1) then
holds for n = 0.
0 =
1
2
N∑
m=1
mXmM−m +
1
2
−N∑
m=−1
mXmM−m (B.6)
We prove now that the ansatz (B.5) is compatible with the full set of equations (B.1),
provided we fix the remaining Fourier coefficients Xn appropriately for |n| > N .
For n = 1 (B.1) yields a linear equation for the Fourier coefficient XN+1:
X1 =
1
2
(
M−NXN+1(N + 2) +M−N+1XN (N + 1) + · · ·+MNX−N+1(−N + 2)
)
(B.7)
Note that all terms in this equation are known, except for the first one on the right hand
side, which then determines XN+1. Similarly, for increasing values of n we can iteratively
determine XN+n in this way. The calculations for negative n are completely analogous
and allow to determine iteratively the coefficients X−N−|n|. Thus, all the equations (B.1)
are solved exactly in this simple way.
The coefficients Xn with |n| > N do not have the form (B.5), thereby differing from
our perturbative result (5.15). However, none of them contributes to the canonical zero
mode charges anyhow.
Qnon-int 0 = −kX¯
4pi
λ
N∑
n=1
1
n2
M−nMn = −kX¯
4pi
λ
∑
n>0
1
n2
M−nMn (B.8)
Including the integrable contributions the full result for the zero mode diffeomorphism
charge reads
Q0[λ] = −kX¯
2pi
(
M0 +
3
2
∑
n>0
1
n2
M−nMn
)
λ . (B.9)
The final result (B.9) for the exact zero mode charge is now true to all orders in the mass
M and is essentially equivalent to the perturbative result (5.18).
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