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We propose a two-dimensional (2D) version of Thouless pumping which can be realized by using
ultracold atoms in optical lattices. To be specific, we consider a 2D square lattice tight-binding model
with an obliquely introduced superlattice. It is demonstrated that quantized particle transport
occurs in this system, and that the transport is expressed as a solution of a Diophantine equation.
This topological nature can be understood by mapping the Hamiltonian to a 3D cubic lattice model
with a homogeneous magnetic field. We also propose a continuum model with obliquely introduced
superlattice and obtain the pumped amount by calculating the Berry curvature. For this model,
the same Diophantine equation can be derived from the plane-wave approximation. Furthermore,
we investigate the effect of a harmonic trap by solving the time-dependent Schro¨dinger equation.
Under a harmonic trap potential as often used in cold atom experiments, we show by using numerical
simulations that nearly quantized pumping occurs when the phase of the superlattice potential is
driven at a moderate speed. Also, we find that two regions appear, the Hofstadter region and
the rectifying region, according to the modulation amplitude of the superlattice potential. In the
rectifying region with larger modulation amplitudes, we uncover that the pumping direction is
restricted exactly to the x-axis or the y-axis direction. This difference in these two regions causes a
crossover behavior, characterizing the effect of the harmonic trap.
I. INTRODUCTION
Intensive studies of the quantum Hall effect have
opened up a wide research area which is known as topo-
logical phases [1, 2]. Topological phases are character-
ized by the associated invariants, which are prohibited
to vary unless the energy gap closes. Moreover, topologi-
cal phases have a characteristic property called the bulk-
edge correspondence, which guarantees the existence of
the edge states, meaning that electrons can only move on
the edge of a given material, as far as the bulk topological
invariant has a non-trivial value. In quantum Hall sys-
tems, the topological invariant is defined by the Chern
number, and it appears as the quantized Hall conduc-
tance. Thouless et al. showed that this Chern number
satisfies a certain Diophantine equation[3]. Similar rela-
tionships also appear in 3D quantum Hall systems[4–7].
Topological phases can be realized in various experi-
mental platforms, not only in materials, but also in opti-
cal waveguides[8], photonic systems[9–11], etc. In partic-
ular, a great amount of efforts have been made to real-
ize topological insulators in cold atom systems by using
synthetic gauge fields, which are induced by an optical
lattice[12]. Various topological systems have been real-
ized in cold atom systems, for instance, the Su-Schriefer-
Heeger model [13], the Hofstadter model [14, 15], syn-
thetic dimensions [16, 17], and the Haldane model [18].
Recently, topological charge pumping which is called
Thouless pumping[19, 20] has been realized in cold atom
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systems [21, 22], and also many theoretical proposals
have been made in numerous studies[23–34].
Mapping Hamiltonian between different dimensions
plays an important role in understanding topological
properties. One of the significant examples of mapping
can be seen in the problem of Hofstadter butterfly[35].
Hofstadter mapped a two-dimensional (2D) system of
square lattice under a uniform magnetic field to a 1D
equation, which is called the Harper equation. Interest-
ingly, a recent research of Thouless pumping used this
mapping backwards, and showed the topological equiv-
alence over a certain group of Hamiltonians. This kind
of mapping to higher dimensions can be applied not only
to 1D systems, but also to two and higher dimensional
systems[36].
In this paper, we investigate topological properties for
a 2D tight-binding model of particles that hop on a
square lattice in the presence of modulation in the on-site
potential, where the modulation amplitude depends only
on the distance from an inclined line. We find that this
model has topological nature. First, we show that edge-
localized states appear when there is a strong binding
potential which constrains particles around the inclined
line. Also, if we pay our attention to the energy spec-
trum, these edge states cross the bulk energy band gap.
Similar topological behavior is also expected when the
modulation is periodic in the distance from the inclined
line. These topological insulator-like behaviors can be
understood clearly by applying a mapping from this 2D
system to the corresponding 3D system. We show that
the pumped amount after the phase of the superlattice
is adiabatically changed by one cycle is represented by a
set of Chern numbers, which correspond to the solution
of a Diophantine equation.
Furthermore, we consider a continuum model to treat
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2the obliquely introduced optical superlattice model more
precisely. It is elucidated that the pumped amount in
the continuum model also conforms to the same Dio-
phantine equation by using the plane-wave approxima-
tion as the counterpart of the tight-binding model. More-
over, we investigate how the harmonic trap affects our
model by solving the time-dependent Schro¨dinger equa-
tion. We show that nearly quantized pumping occurs
when the phase of the superimposed potential is changed
at an adequate speed. We find that the pumping be-
havior is different between two regions in terms of the
modulation amplitude, which we call the Hofstadter re-
gion and the rectifying region. In the Hofstadter region
with smaller modulation amplitudes, the amount of the
pumping obeys the Diophantine equation derived in the
absence of the trap. On the contrary, in the rectifying
region with larger modulation amplitudes, the pumping
direction is restricted exactly to the x-axis or the y-axis
direction. This difference causes a crossover behavior,
highlighting the effect of the harmonic trap.
This paper is organized as follows. In section II, we
introduce a 2D square lattice tight-binding model with
an obliquely introduced potential in order to investigate
the effect of the superimposed potential in the context
of topological phases. The existence of edge-localized
and band-crossing states, a typical phenomenon in topo-
logical phases, is demonstrated. Also, we show that a
Hofstadter butterfly structure appears in our model. In
section III, we introduce a continuum model that corre-
sponds to the above-mentioned tight-binding model. We
show by using the plane-wave approximation that the
same Diophantine equation can be applied to the con-
tinuum model. Furthermore, we solve a time-dependent
Schro¨dinger equation to study the harmonic trap effect.
We show that nearly quantized pumping arises when the
phase of the superlattice changes at a moderate speed.
Also, we see that the pumping direction changes between
the two regions, the Hofstadter region and the rectifying
region. In section IV, we conclude our paper.
II. TOPOLOGICAL ASPECTS IN 2D OPTICAL
LATTICE WITH OBLIQUELY INTRODUCED
POTENTIAL
A. Model
Recently, the development of experimental techniques
regarding cold atoms in optical lattice is remarkable, and
the degree of freedom in designing the quantum simula-
tion is high. Triangle, square, and hexagonal lattices have
all been realized in cold atom systems. Moreover, it is
possible to realize non-standard lattices in cold atom sys-
tems. One example of such lattices is the lattice made by
superimposing a usual lattice potential and a superlattice
potential. For example, in Ref.37, Taie et al. realized an
optical Lieb lattice by adding a diagonal lattice to a usual
square optical lattice.
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FIG. 1. Plot of on-site potential in the case of a = (
√
5+1
2
, 1),
V (x) = −V e−x2/w2 , V = 10, w = 1, δ = 0. Horizontal and
vertical axes correspond to m and n directions respectively.
Also, this paper is partly motivated by recent remark-
able progress in solid state physics, i.e. twisted bi-
layer graphene (TBG). TBG is receiving a lot of atten-
tion lately because of the realization of unconventional
superconductivity[38]. TBG has been investigated in
many contexts, such as its electronic structures[39, 40],
flat bands[41], topological band structures[42], and Moire´
butterflies[43]. It provides also a prototypical example of
superimposed lattice potential.
Stimulated by the above mentioned previous studies,
it is natural to ask what happens if the additional diago-
nal lattice in the optical Lieb lattice is angled. Here, as a
paradigmatic example, we consider a fermion gas loaded
in the 2D optical square lattice with a superlattice struc-
ture which is introduced obliquely. The lattice constant
is taken to be unity. We study the topological properties
of the system which is described by the following Hamil-
tonian:
Hˆ =
∑
m,n
[
−t
(
cˆ†m+1,ncˆm,n + cˆ
†
m,n+1cˆm,n
)
+ H.c.
]
+
∑
m,n
[
Vm,ncˆ
†
m,ncˆm,n
]
(1)
Vm,n= V (d) (2)
d=
a
|a| ·
(
m− δ
n
)
(3)
where cˆ†m,n(cˆm,n) is the fermion creation (annihilation)
operator, t is the hopping strength, δ is the parameter of
the real-space potential shift, a = (ax, ay) is the normal
vector of the superlattice direction, and d implies the
distance from the line which is expressed by ax(x− δ) +
ayy = 0. The boundary conditions are taken either open
or periodic. Below we take t = 1 as the unit of energy.
3FIG. 2. Energy spectrum plotted against the parameter δ,
which represents to what extent the obliquely introduced po-
tential is shifted spatially. The on-site potential is given in
Fig. 1, with open boundary conditions. The bulk of the spec-
trum remains unchanged, with a few of the states crossing
across the band gap. The color shows the PR, which mea-
sures the spread of the eigenfunction.
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FIG. 3. Wave functions of the energy eigenstate in the xy
plane: (a) 30th and (b) 31st excited state in real space with
δ = 0.75. While the wave functions are spread over the
oblique potential in (a), they are localized at the edge in (b).
Horizontal and vertical axes correspond to m and n directions
respectively.
B. Obliquely Introduced Single Well
First, we consider the case that V (d) has a single dip,
where the Hamiltonian has an oblique linear-shaped sin-
gle well. We take V (d) = −V e−d2/w2 , a = (
√
5+1
2 , 1)
as the linear-shaped potential, which restricts particles
to move around the potential in the low-energy region.
The on-site potential in this system is plotted in Fig.
1. As a consequence of the overlap of the square lattice
and obliquely introduced potential, this model can be ef-
fectively considered as a 1D tight-binding model with a
superlattice. This effective superlattice opens the energy
gap. By the analogy to the previous studies of topologi-
cal aspects of 1D superlattice[8, 31, 44], the edge states
will appear when we drive the phase of the superlattice,
which corresponds to the parameter δ in this model. We
can see the existence of band-crossing states in the energy
spectrum with open boundary conditions as a function of
FIG. 4. Butterfly structure in plots of the energy spectrum
against the tilting angle θ in the case of a = (cos θ, sin θ),
V (x) = −V e−x2/w2 , V = 10, w = 1, δ = 0. The color shows
PR which is defined in (4).
δ in Fig. 2. The color in the figure shows the participa-
tion ratio (PR) which is defined as
Iψ =
(∑
m,n
|ψm,n|4
)−1
. (4)
Small PR denotes that the eigenfunction is well localized.
Note that the bulk band is fixed because we choose an
irrational number for tangent α. Figures 3 (a) and (b)
show the wave function of an in-band state and a band-
crossing state. We confirm that the wave function of the
band-crossing state is localized around the edge.
With changing a, the distribution of energy band also
changes. Figure 4 shows the energy spectrum plotted
against a tilting angle θ, which is related to a through
the formula a ∝ (cos θ, sin θ). As shown in the figure,
a butterfly-like structure appears in the energy spectrum
plot. This structure is similar to the “3D butterfly” which
is introduced in Refs. 6 and 7. We will explain the origin
of this similarity later. The color in Fig. 4 represents PR
in each eigenfunction, which is defined in Eq. (4). We can
see that the eigenstates in the band gap are well localized,
corresponding to edge states in topological systems.
The upper part of Figure 4 also shows many localized
states, but this is not the point we want to focus on
because the wave functions in this region are no longer
quasi-one-dimensional.
C. Obliquely Introduced Superlattice
As we have seen in the previous section, the band cross-
ing states and the edge localized states appear when V (d)
is a single well, exemplifying the topological nature of
the effective 1D system. We will now discuss topological
properties in 2D when V (d) is a periodic function. As
a typical periodic function, we take V (d) = V cos(λd).
In this case, when we vary δ slowly, the Hamiltonian
4will be periodic in time, and this setup corresponds to
the adiabatic transport, which was first proposed by
Thouless[19].
It is known that the mapping between a 1D superlat-
tice system and a 2D Hofstadter model exists[45]. Analo-
gously, we can clearly understand the topological aspects
of our model by mapping it to a 3D Hamiltonian. For
simplicity, we start our discussion in the case that ax/ay
is a rational number. The Hamiltonian can be rewritten
as follows:
H(φ)
= −t
∑
m,n
[
cˆ†m+1,n(φ)cˆm,n(φ) + cˆ
†
m,n+1(φ)cˆm,n(φ) + H.c.
]
+V
∑
m,n
cos
(
2pi
(
px
qx
m+
py
qy
n
)
+ φ
)
cˆ†m,n(φ)cˆm,n(φ), (5)
where qx and qy determine the period for x and y di-
rection of the Hamiltonian, respectively. Also, we use
φ ≡ 2piδpx/qx for the parameter controlling the phase of
the cosine-type potential. We can map this Hamiltonian
to a 3D Hamiltonian by using Fourier transformation,
cˆm,n(φ) =
1√
2piLz
∑
l
e−ilφcˆm,n,l (6)
cˆm,n,l =
1√
2piLz
∑
l
eilφcˆm,n(φ). (7)
Hamiltonian (5) will be
H3D= −t
∑
m,n,l
[
cˆ†m+1,n,lcˆm,n,l + cˆ
†
m,n+1,lcˆm,n,l + H.c.
]
+
V
2
∑
m,n,l
[
e
2pii
(
px
qx
m+
py
qy
n
)
cˆ†m,n,l+1cˆm,n,l + H.c.
]
.(8)
This Hamiltonian describes a 3D tight-binding model
on the cubic lattice with a homogeneous magnetic field,
whose direction is perpendicular to the z-axis but oblique
in the xy-plane. There are previous studies for this
model, and it is known that the Hofstadter butterfly and
the integer quantum Hall effect (IQHE) also appear in the
3D lattice[4–7]. According to Refs. 6 and 7, each gap in
the 3D Hofstadter butterfly is characterized by two Chern
indices. In the 3D model, these indices are proportional
to the Hall conductivity. When we go back to our 2D
model, these indices determine the topological pumping
just like Thouless pumping, and the bulk-edge correspon-
dence shows that the pumped amount and the number
of edge states match each other. In this model, pumped
amount in x-direction and y-direction corresponds to the
number of localized states at edges of x-direction and y-
direction, respectively. Also, by comparing (5) and (8),
we can see that potential strength V corresponds to the
hopping strength in the z-direction. These correspon-
dences explain why the 3D butterfly appears in Fig. 4.
Here we have only considered a cosine-type potential,
but a similar mapping is also possible for other types
of potentials for which there are higher frequency
components, and these components will be mapped to
longer distance hoppings in the z-direction.
D. Diophantine Equation
By mapping the Hamiltonian, we have seen that the
Chern number characterizes the system, but how does
the Chern number appear in observables? This question
can be solved by considering the polarization. Since the
derivative of the polarization is proportional to the cur-
rent, the pumped amount is proportional to the total
amount of change in the polarization. Now, let us briefly
summarize the theory of polarization.
According to Ref. [46], the polarization has an integer
ambiguity by a multiple of the lattice constant, but the
change of the polarization in the course of a continuous
change of the Hamiltonian can be defined without ambi-
guity. When we write the wave vector of the electronic
wave function k = (kx, ky), the change of the polarization
can be written as
∆Pi→f =
∫ f
i
(∂φP) dφ (9)
∂φP =
e
S
occ∑
n
∫
BZ
2 Im 〈∂φψnk|∂kψnk〉 d2k (10)
where φ is the parameter of the Hamiltonian, S is the
area of the Brillouin zone, and the charge of an electron
is −e. This integrand has the same form of expression as
the Berry curvature[47].
Following the above formula for the change of the po-
larization, we can define the pumped amount even in
infinite systems. Namely an analogy with Eq. (9) and
(10) enables us to express the pumped amount in x and
y-direction for our 2D system when φ is increased from
φi = 0 to φf = φ as:
Px(φ) = −
∫ φ
0
dφ′
ay
2pi
∫ 2pi/ay
−2pi/ay
dky
ax
2pi
∫ 2pi/ax
−2pi/ax
dkx2 Im 〈∂φ′ψnkx |∂kxψnkx〉 (11)
5Py(φ) = −
∫ φ
0
dφ′
ay
2pi
∫ 2pi/ay
−2pi/ay
dky
ax
2pi
∫ 2pi/ax
−2pi/ax
dkx2 Im
〈
∂φ′ψnky |∂kyψnky
〉
. (12)
We note that the signs in Eqs. (11) and (12) are opposite
to the counterpart in Eq. (10) due to the sign of an
electron charge.
Considering the case where φ is periodic with period
2pi, the pumped amount in x and y-direction in one pe-
riod for our 2D system is written as:
Px(2pi) = − ay
2pi
∫ 2pi/ay
−2pi/ay
dky
[
ax
2pi
∫ 2pi
0
dφ
∫ 2pi/ax
−2pi/ax
dkx2 Im 〈∂φψnkx |∂kxψnkx〉
]
(13)
Py(2pi) = −ax
2pi
∫ 2pi/ax
−2pi/ax
dkx
[
ay
2pi
∫ 2pi
0
dφ
∫ 2pi/ay
−2pi/ay
dky2 Im
〈
∂φψnky |∂kyψnky
〉]
. (14)
qx 2 3 2 3 4 2 3 4 5 6
qy 3 4 5 5 5 7 7 7 7 7
u 1 1 1 -1 1 1 1 -1 -2 1
v -1 -1 -2 2 -1 -3 -2 2 3 -1
TABLE I. Several examples of the solution of the Diophantine
equation (17) with the smallest absolute value in the case of
px = py = 1, r = 1.
The formula in the square brackets in Eqs. (13) and (14)
has the same form as the definition of the Chern number
on the torus created by (φ, kx) and (φ, ky), respectively.
The Chern number is guaranteed to be an integer, but
Px(Py) is not necessarily an integer, because it is given
by the average of Chern numbers. However, if changing
ky(kx) does not close the band gap, then the Chern num-
ber does not change either, so Px(Py) is also an integer.
To summarize, in an adiabatic time-periodic system, the
amount pumped in the x-direction during one period is
represented by the integral of the change in polarization
in the x-direction, which corresponds to the average in
the ky-direction of the Chern numbers for (φ, kx).
As we have mentioned above, in the tight-binding ap-
proximation, we can map our model to a 3D cubic lattice
model with an obliquely introduced homogeneous mag-
netic field in Eq. (8), and the amount of Thouless pump-
ing in our model corresponds to the quantized Hall con-
ductance in the cubic lattice model. In Eq. (8), x and y
are cyclic coordinates, so that the wave function can be
written as Ψlmn = e
ikxm+ikynFl, where kx and ky are the
Bloch wave numbers along the x and y directions. Then
the Schro¨dinger equation will be
t(Fl−1 + Fl+1)
−V {cos(2pilpx/qx+kx)+cos(2pilpy/qy+ky)}Fl = EFl.
(15)
This equation is equivalent to a 3D version of the Harper
equation. By analyzing this equation, the following Dio-
phantine equation can be obtained [5],
r
Q
= s+ u
px
qx
+ v
py
qy
. (16)
Here, r is the number of filled bands and Q is the least
common multiple of qx and qy. u and v correspond to
the pumped amount while ϕ changes from 0 to 2pi/Q.
The details of the derivation of this equation is shown in
Appendix A.
Below we focus on the case where px = py = 1 and
qx, qy are coprime. Then Eq. (16) can be transformed to
r ≡ uqy + vqx (mod Q). (17)
Basically, we are concerned with the lowest band, so we
should consider the case r = 1. Table I shows the solution
of Eq. (17) in several cases.
E. Band Structure and Pumped Amount
In the previous section, we have shown that the
pumped amount obeys the Diophantine equation. Now
we show a concrete example below. In particular, we
focus on the case qx = 3, qy = 4.
Figure 5 shows how the band changes when the mag-
nitude of the modulation V of the onsite potential is
changed. Figures 5 (a), (b) and (c) are the band struc-
ture for V = 1.0, 3.0, 5.0 respectively. When V is large,
the lowest band gap is opened, which can be observed
in Fig. 5 (c). On the contrary, when V is small, the
Berry curvature could not be calculated well since the
band gap is small. The smaller the band gap, the larger
number of meshes are required for the Fukui-Hatsugai-
Suzuki method. The reason why the band gap is so small
is that the higher order perturbations open the gap. It
6(a)
(b)
(c)
FIG. 5. Band structure computed using the tight-binding ap-
proximation with qx = 3, qy = 4 and (a)V = 1.0, (b) V = 3.0,
and (c) V = 5.0, respectively. The high-symmetry points
in the first Brillouin zone are defined as Γ = (0, 0), X =
(pi, 0), Y = (0, pi), and M = (pi, pi).
is not likely that the band gap is closed in the process of
increasing V , so it seems that the gap is open even if V
is very small, but is too small to be detected numerically.
Here we investigate the pumped amount for the
lowest band in (5). We apply the Fukui-Hatsugai-
Suzuki method[48] in order to calculate the pumped
amount, which can be obtained by integrating the Berry
curvature[47]. The specific expression of the pumped
amount is given in Eqs. (11) and (12). Figure 6 shows
the pumped amount for large V , which is calculated by
using Eqs. (11) and (12). The pumped amount after one
cycle, Px = −1 and Py = 1, agrees with the solution of
the Diophantine equation shown in Table I.
Px
Py
0 π 2π-1.0
-0.5
0.0
0.5
1.0
ϕ
P
x,
P
y
FIG. 6. The pumped amount which is calculated by integrat-
ing the Berry curvature and using the tight-binding approxi-
mation with qx = 3, qy = 4, V = 5.0.
III. CONTINUUM MODEL OF 2D THOULESS
PUMPING
A. Model
In the light of the analogy of Thouless pumping and
IQHE, the results in the previous section suggest that
the amount of transport, as the Hamiltonian parameter
φ changes its value from 0 to 2pi, is quantized and can
be expressed in terms of the Chern number. Since the
discussion in the previous section is based on the tight-
binding model, it is desirable to extend our discussion to
continuum systems so as to apply the results to cold atom
systems. To treat the system more precisely and to see
the feasibility of the previous model in the experimental
setups, let us consider next a 2D continuum model.
To be specific, we consider the following Hamiltonian,
Hcont=
∫
dxdyψ†(x, y)
[
− ~
2
2m
∂2
∂x2
− ~
2
2m
∂2
∂y2
+Vx(x, y) + Vy(x, y) + VSL(x, y)
]
ψ(x, y), (18)
Vj(x, y) = 2Vj cos(qjj) (j = x, y), (19)
VSL(x, y) = 2VSL cos(pxx+ pyy − ϕ), (20)
where ψ(x, y) is the field operator of a particle, ~ is
Planck’s constant, and m is the mass of a particle. There
are three types of potentials in this system: Vx, Vy, and
VSL. Vx and Vy form the 2D square lattice, and VSL forms
the superlattice oblique to the square lattice.
B. Plane-Wave Approximation
1. Band Structure
We now apply the plane-wave approximation to the
Hamiltonian introduced in Eqs. (18) ∼ (20) to calculate
the eigenenergies and the wave functions directly. First,
7(a)
(b)
(c)
FIG. 7. Band structure computed using the plane-wave ap-
proximation with qx = 3, qy = 4, VL = 1.0, (a) VSL = 0.1,
(b) VSL = 0.3, (c) VSL = 0.5, respectively. The high-
symmetry points in the first Brillouin zone are defined as
Γ = (0, 0), X = (pi, 0), Y = (0, pi), and M = (pi, pi).
we apply Fourier-transformation:
ψkx,ky =
1√
LxLy
∫
dxdyeikxx+ikyyψ(x, y), (21)
to Eq. (18). Then, we obtain the following Hamiltonian.
H =
∑
0≤kx,ky<1
∞∑
nx,ny=−∞
[
1
2
(
(kx + nx)
2 + (ky + ny)
2
)
ψ†nxnyψnxny
+
(
vxψ
†
nxnyψnx+qx,ny + vyψ
†
nxnyψnx,ny+qy
+vSLe
−iϕψ†nxnyψnx+px,ny+py + H.c.
)]
.
(22)
Px
Py
-1
0
1
P
x,
P
y
(a)
Px
Py
-2-1
0
1
2
3
P
x,
P
y
(b)
Px
Py
-1
0
1
P
x,
P
y
(c)
Px
Py
0 π 2π-1
0
1
ϕ
P
x,
P
y
(d)
FIG. 8. The pumped amount for the ground state, the first
and the second excited state, which is calculated by integrat-
ing the Berry curvature and using the plane-wave approxima-
tion with px = 3, qx = 1, py = 4, qy = 1, VL = 2.0, VSL = 0.5.
The bold line in (d) shows the total of those three states. Red
and blue lines correspond to x and y direction, respectively.
r 0 1 2 3
u 0
+1−−→ 1 −2−−→ -1 +1−−→ 0
v 0
−1−−→ -1 +3−−→ 2 −1−−→ 1
TABLE II. The solutions of the Diophantine equation (17)
for different r and the differences of them in the case of qx =
3, qy = 4.
When the condition vx, vy, vSL  1 is satisfied, it is pos-
sible to diagonalize Eq. (22) numerically by introducing
the cutoff for wavenumbers kx and ky.
Figure 7 shows the band structure when the plane-wave
approximation is used. The band structure is similar to
that of Fig. 5 when VSL is small, but the gap begins
to increase as VSL increases, and the first gap is clearly
open in the plot for VSL = 0.5. Even in this model, it
is unlikely that a phase transition accompanied by the
gap formation occurs somewhere, so we expect that a
8gap opens even if VSL is small. When VSL is small, the
gap is formed by a higher-order perturbation, which is
probably not visible in the figure.
2. Pumped Amount and Diophantine Equation
Figure 8 (a) shows the pumped amount for the ground
state under the condition qx = 3, qy = 4, Vx = 0.5, Vy =
0.5, VSL = 0.25. The pumped amount after one cycle is
-1 in the x-direction and +1 in the y-direction, which is
consistent with the solution of the Diophantine equation.
Also, the pumping proceeds in a staircase, which has 12
steps. This is consistent with qxqy = 12. In general, we
suppose that the pumped amount which is calculated in
the plane-wave approximation follows the same Diophan-
tine equation as in the tight-binding limit. The justifica-
tion of the equation is mentioned in Appendix B.
We here focus on the fact that the band gap between
the second and third excited states is large in Fig. 7,
requiring us to treat the low-lying states below the gap
carefully. Figure 8 (b) and (c) show the pumped amount
of the first excited state and the second excited state,
respectively. Also, Figure 8 (d) shows the sum of (a)
to (c). As mentioned earlier, the pumped amount is
also represented by the Diophantine equation (16) within
the plane-wave approximation. Concretely, the pumped
amount when the corresponding state is located from the
bottom to the r-th state is the solution of (16). There-
fore, if we denote the n-th pair of Chern numbers from
the bottom as (Cx, Cy) and the solution of (16) for r = n
as un, vn, we have Cx = un− un−1, Cy = vn− vn−1. Ta-
ble II shows the solutions of (17) for r = 0, 1, 2, 3 of (16)
and the difference between them for qx = 3, qy = 4. The
pumped amount after one period (φ = 2pi) corresponds to
the difference between the adjacent solutions of the Dio-
phantine equation, (1,−1), (−2, 3), and (1,−1), which
is listed in Table II. These are consistent with Figure 8.
Also, Fig. 8 (d) corresponds to the solution for r = 3 in
Table II.
We suppose that the wide band gap in r = 3 is gener-
ated by a first-order perturbation, while other gaps are
generated by higher order perturbations. Bold lines in
Fig. 8 (d) show the pumped amount when the states are
filled up to this wide band gap. In the present case, in-
stead of dealing only with the lowest band, we sum up
the contributions of the three bands from the bottom as
already mentioned. Then, the pumping in the x-direction
becomes zero, and only the pumping in the y-direction
remains.
We also compute the Chern numbers for various cases
with different qx and qy. These include the case of
(qx, qy) = (5, 7) where both Cx and Cy have absolute
values of 2 or larger. In every case, Cx and Cy obey
the Diophantine equation (16). These results validate
the claim that a pair of Chern numbers are determined
by the Diophantine equation from the calculation of the
Berry curvature.
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FIG. 9. COM of each state plotted against the time period T
for the lowest 5 states in the case of qx = 3, qy = 4, Vtrap =
0.00001.
C. Effects of Harmonic Trap
So far, we have studied the continuum model (18) in
the infinite system having qx × qy-site periodicity with
an integer number of filled bands. We have seen that the
pumped amount is quantized and the Chern numbers
obey the Diophantine equation in the infinite system. In
this section, we discuss the effect of a harmonic trap on
the continuum model. We consider the following Hamil-
tonian, where the harmonic potential as a trap is added
to the continuum model Hamiltonian (18), and simulate
the time evolution of the lowest energy states and their
center of mass(COM).
H = Hcont(x, y, t) +Htrap(x, y) (23)
Htrap = Vtrap(x
2 + y2) (24)
i
∂
∂t
Ψ(t) = HΨ(t) (25)
When the harmonic potential exists, the difference in
the COM of the wave functions of the occupied states
corresponds to the pumped amount. Let (x0, y0) be the
initial COM at t = 0. These are not necessarily 0. We
will plot the change in the COM, which is expressed as
∆x = x − x0, ∆y = y − y0. Below, we take an average
of the COM of the 5 lowest energy states. Even if we
change the number of states, the change in the COM does
not significantly affect the pumped amount thanks to the
harmonic potential, but in this case, we set the number
of states to 5 to avoid edge effects. We can discuss the
pumping behavior in terms of the computed COM.
In the presence of a harmonic trap, the pumping be-
havior turns out to be completely different between two
regions. One is the weak superlattice region, in which VSL
is small compared to VL (which is called the Hofstadter
region), and the other is the strong superlattice region, in
which VSL is large (which is called the rectifying region).
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FIG. 10. Time evolution of the average of COM for the 5
lowest energy states in the case of VSL = 0.5, Vtrap = 0.00001
and (a) qx = 3, qy = 4 and (b) qx = 3, qy = 5, respectively.
1. Hofstadter Region
First, we consider the region which is near the tight-
binding limit, i.e. Vx, Vy  V 2SL/4EL. In the previous
discussions, we have calculated the pumped amount by
considering the integral of the Berry curvature, but this
corresponds to the pumped amount when the perfectly
adiabatic process is achieved. In the present case with
a trap potential, we have to solve the time-dependent
Schro¨dinger equation represented by Eq. (23). We need
a new parameter of one cycle time T . In practice, the
perfectly adiabatic process cannot be realized. Although
the quantization of the pumped amount is lost due to the
effect of the harmonic trap and the loss of the adiabatic-
ity, the correct tendency remains for the direction and
the pumped amount.
Figure 9 shows the COM for 5 states which have
the lowest energy for varying time period T . It shows
that when T is chosen so that the pumping is done at
adequate speeds, the COM after one cycle is around
(u, v) = (1,−1). We can see that plateaus are found
in the middle of the figure. In other words, the solutions
to the Diophantine equation, discussed in the previous
section, appear as the pumped amount only when T is in
the range of intermediate speeds. This means that if T
is too small, the particles will not be able to follow the
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FIG. 11. Time evolution of the average of COM for the
5 lowest energy states in the case of VSL = 5.0, Vtrap =
0.00001, qx = 3, qy = 4.
motion of the superlattice and will be left behind, while
if T is too large, because of the harmonic trap effect, the
pumping does not work properly.
Figure 10 shows concrete examples of such pumping.
Figures 10 (a) and (b) are the time evolution of the
COM for the 5 lowest energy states in the case of (a)
qx = 3, qy = 4 and (b) qx = 3, qy = 5, respectively. Ac-
cording to Fig. 10, particles are pumped in (1,−1) direc-
tion for (a), and (−1, 2) direction for (b). Surprisingly,
while the direction of the superlattice is changed only
slightly, the pumping direction is completely changed.
This pumping direction can be predicted by solving Eq.
(16) with the condition r = 1 since the lowest band con-
tribution is dominant. For example, in the case (a), the
solutions of Eq. (16) are (u, v) = (1 + 3m,−1 + 4n) with
integers m and n. |u| and |v| correspond to the order
of perturbation. Therefore, although there are an in-
finite number of solutions, only the solution where |u|
and |v| have the smallest values is dominant. In the
case (a), that is (tx, ty) = (1,−1). Similarly, in the
case (b), the solution of the Diophantine equation is
(u, v) = (−1 + 3m, 2 + 5n), and the dominant solution is
(u, v) = (−1, 2). These results are consistent with Fig.
10.
Observing Fig. 10 carefully, we find a small oscillation
after the particle was pumped to the next lattice mini-
mum. This oscillation occurs at the moment when the
ground state energies in two sites become close. At that
moment, the potential shape can be approximated by a
double well, and the particles oscillate between the two
wells. Since the angular frequency of this oscillation will
be the same as the hopping amplitude J , the period will
be TDW = 2pi/J . To estimate J in the optical lattice,
we can use J = 4ER√
pi
s3/4 exp(−2√s) where s = VL/ER
and ER denotes the recoil energy [49]. We have checked
that this estimate is consistent with the numerical result
in Fig. 10. We have also verified that the frequency of
this small oscillation does not change while we change
the time period T . This result implies that the small os-
cillation is caused by the pumping which is performed in
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FIG. 12. Time dependence of particle density profiles for the 5 lowest energy states in the case of qx = 3, qy = 4, with (a)
VSL = 0.5 and (b) VSL = 5.0. (a) is an example of those in the Hofstadter region and (b) in the rectifying region. Horizontal
and vertical axes correspond to x and y directions respectively. In (a), particles move towards positive x (right) and negative
y (down) direction. On the contrary, in (b), they move towards positive y (up) direction.
finite time.
Throughout this paper, we have focused on the case
px = py = 1, but the Diophantine equation (16) can be
also applied to other cases. For the case where px 6= 1
and py 6= 1, see Appendix C.
2. Rectifying Region
In the opposite region, where the VSL term is domi-
nant, the pumping behavior changes completely. From
our numerical simulation, we find that the pumping di-
rection is restricted to the x-axis or the y-axis exactly in
this region. More precisely, the pumping direction will
be whichever is closer to the x-axis or the y-axis.
When VSL varies across the Hofstadter region to the
rectifying region, a crossover occurs. Figures 10 (a), 11
and 12 provide concrete examples of such crossover. Fig-
ures 10 (a) and 11 show the time evolution of the COM
for the 5 lowest energy states in the case of qx = 3, qy = 4,
with (a) VSL = 0.5 and (b) VSL = 5.0, respectively. We
note that only the difference of the superlattice potential
depth causes the change of pumping direction. Figures
12 (a) and (b) show the time dependence of particle den-
sity profiles computed in the conditions corresponding to
Fig. 10 (a) and Fig. 11. We can clearly see that particles
move in different directions depending on whether VSL is
small or large.
The band structure in the previous section gives us
a hint to understand why this crossover happens. The
solution of the Diophantine equation with r = 1 appears
when only the lowest band is considered, and pumping
occurs in both the x and y-directions. On the contrary,
if we compute a state which is lower than the wide band
gap, pumping will occur only in the x or y-direction. The
result in Fig. 11 suggests that the state below this wide
band gap is occupied in this region. A system containing
a harmonic trap has the property that a wide band gap
is automatically selected without adjusting the number
of particles. In the present case, by changing VSL, the
width of the band gap also changes, and the crossover
would be caused by the change in the band gap which is
automatically selected by the effect of the harmonic trap.
We note that such a change in the direction of pumping
has been also studied in Ref. 22. In Ref. 22, the topo-
logical transition in 1D systems is reported, where the
Chern number of excited states is changed. On the other
hand, the crossover found in our study occurs due to the
effect of the harmonic trap. Since the coefficients in the
Bloch wave expansions of the trapped eigenstates evolve
continuously as functions of VSL and are not quantized
due to the effect of the harmonic trap, quantization of the
pumping is not complete and the topological transition
does not occur.
IV. CONCLUSION
We have proposed a 2D version of Thouless pumping
by employing a 2D square lattice tight-binding model
with an obliquely introduced superlattice. We have
shown that quantized particle transport occurs in this
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system, and the transport is expressed as a solution of
the Diophantine equation. This topological nature could
be understood by mapping the Hamiltonian to a 3D cubic
lattice model with a homogeneous magnetic field. More-
over, we have investigated how the harmonic trap affects
our model by solving the time-dependent Schro¨dinger
equation. We have shown that a nearly quantized pump-
ing occurs when the phase of the superlattice potential
is changed at a moderate speed. We have found that
the pumping behavior is different for two regions, which
we call the Hofstadter region and the rectifying region.
In the Hofstadter region, the pumped amount obeys the
Diophantine equation. On the contrary, in the rectify-
ing region, the pumping direction is restricted exactly to
the x-axis or the y-axis direction. This difference causes
the crossover behavior, highlighting the effect of the har-
monic trap.
In summary, we have shown that the pumped amount
in the 2D lattice with obliquely introduced superlattice
obeys the Diophantine equation, and the harmonic trap
affects the pumping behavior in various ways. The effects
of the interaction and the lattice deformation are left for
future studies.
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Appendix A: Derivation of Diophantine Equation in
Tight-Binding Limit
In this Appendix, we derive Eq. (16) from the Hamil-
tonian,
H(φ) = tx
∑
m,n
[
cˆ†m+1,n(φ)cˆm,n(φ) + h.c.
]
+ ty
∑
m,n
[
cˆ†m,n+1(φ)cˆm,n(φ) + h.c.
]
+ V
∑
m,n
cos (2pi (Φxm+ Φyn) + φ) cˆ
†
m,n(φ)cˆm,n(φ).
(A1)
This Hamiltonian is periodic in φ with period 2pi. Here,
we suppose that Φx and Φy are rational numbers, such
as Φx = px/qx,Φy = py/qy, where (px, qx) and (py, qy)
are pairs of coprime integers with qx, qy > 0.
The Fourier-transformed Hamiltonian obtained by us-
ing (8) is
H = −
∫ pi
−pi
dkx
2pi
∫ pi
−pi
dky
2pi[
t (cos (kx) + cos (ky)) cˆ
†(kx, ky, kz)cˆ(kx, ky, kz)
+
V
2
(
e−ikz cˆ†(kx + 2piΦx, ky + 2piΦy, kz)cˆ(kx, ky, kz)
+ eikz cˆ†(kx − 2piΦx, ky − 2piΦy, kz)cˆ(kx, ky, kz)
)]
.
(A2)
Here, we have defined kz = φ for convenience. However,
there is a mixing between (kx, ky, kz)→ (kx±2piΦx, ky±
2piΦy, kz) and thus the Hamiltonian is not diagonal in
k. To diagonalize this, we need to separate kx, ky into
qx × qy regions as follows,
kx = k
0
x + 2piΦxm, (A3)
ky = k
0
y + 2piΦyn. (A4)
Then, the Hamiltonian can be written as:
H =
1
(2pi)3
∫ pi/qx
−pi/qx
dk0x
∫ pi/qy
−pi/qy
dk0y
∫ pi
−pi
dkzHˆ(k
0
x, k
0
y, kz),
(A5)
Hˆ(k0x, k
0
y, kz) =
qx−1∑
m=0
qx−1∑
n=0
{−2t (cos (k0x + 2piΦxm)+ cos (k0y + 2piΦyn))
×cˆ† (k0x + 2piΦxm, k0y + 2piΦyn, kz) cˆ (k0x + 2piΦxm, k0y + 2piΦyn, kz)
−V
2
(
e−ikz cˆ†
(
k0x + 2piΦx(m+ 1), k
0
y + 2piΦy(n+ 1), kz
)
cˆ
(
k0x + 2piΦxm, k
0
y + 2piΦyn, kz
)
+eikz cˆ†
(
k0x + 2piΦx(m− 1), k0y + 2piΦy(n− 1), kz
)
cˆ
(
k0x + 2piΦxm, k
0
y + 2piΦyn, kz
))}
.
(A6)
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Note that the Brillouin zone is reduced to [−pi/qx, pi/qx]
for kx and [−pi/qy, pi/qy] for ky. Now, the Schro¨dinger
equation Hˆ
(
k0x, ky
) |ψ〉 = Ek0x,ky |ψ〉 is reduced to that
for a 1D tight-binding model. The single particle energy
is obtained by expanding the state into single-particle
states at each lattice point m,
|ψ〉 =
q−1∑
m=0
amcˆ
†(k0x + 2piΦxm, k
0
y + 2piΦym, kz)|0〉, (A7)
where |0〉 is the vacuum. The eigenvalue equation is(−2t cos (k0x + 2piΦxn)− 2t cos (k0y + 2piΦyn)) an
−V
2
(
e−ikzan−1 + eikzan+1
)
= Ek0x,k0y,kzan.
(A8)
This corresponds to the Harper equation for the Hofs-
tadter model. Let Q be the least common multiple of
qx and qy, and let Nx and Ny be integers which satisfy
Nx/Q = px/qx = Φx, Ny/Q = py/qy = Φy. For conve-
nience, we perform the transformation
aj =
Q−1∑
l=0
ei2pijl/Qbl, (A9)
and we obtain
− tx
(
eik
0
xbj+Nx + e
−ik0xbj−Nx
)
− ty
(
eik
0
ybj+Ny + e
−ik0ybj−Ny
)
− V cos
(
kz +
2pij
Q
)
bj = Ek0x,k0y,kzbj .
(A10)
To solve this equation, we apply the perturbation theory
under the condition tx, ty  V . The solution at tx, ty = 0
is
Em
(
k0x, k
0
y, kz
)
= −2ta cos
(
kz +
2pim
Q
)
, ψj = δj,m.
(A11)
If we make tx, ty finite, gaps open at the degeneracy
points. To understand the details, we should make the
condition for degeneracy clear. When the two bands ψm1
and ψm2 cross each other, the degeneracy condition is
kz +
2pi
Q
m1 = −
(
kz +
2pi
Q
m2
)
(mod 2pi). (A12)
The degeneracy only occurs when kz = 0,±pi/q, so we
can rewrite it as
m1 +m2 + l ≡ 0 (mod q) (l ∈ {0,±1}, l = qk0x/pi).
(A13)
It is obvious that the lowest band corresponds to m = 0.
It is possible to determine all of the band indices by using
Eq. (A13). There is a simple relation between the gap
number r and band indices m1,m2,
r ≡ −|m1 −m2| (mod Q). (A14)
Now we are ready to use the perturbation theory. Since
the tx(ty) term only mixes two sites which are Px(Py)
sites apart from each other, in order to hybridize φm1
and φm2 , the following equation must be satisfied,
|m1 −m2| = Nxtr +Nyur (mod Q), (A15)
that is,
r
Q
= sr +
px
qx
ur +
py
qy
vr. (A16)
The lowest order of perturbation which mixes φm1 and
φm2 is the |ur|th order for the tx term, and |vr|th order
for the ty term, respectively.
The Hamiltonian around the rth gap is(
 ∆e−ikxure−ikyvr
∆eikxureikyvr −
)(
a
b
)
= E
(
a
b
)
.
(A17)
Now, it is possible to calculate the amount of pumping in
one cycle from this Hamiltonian. The pumped amount
will be tr for x-direction and ur for y-direction, and this
is exactly the solution of Diophantine equation (A16).
However, we should be aware that “one cycle” here cor-
responds to the width of Brilliouin zone of kz, while kz
changes its value by 2pi/Q.
Appendix B: Justification of Diophantine Equation
in Plane-wave Approximation
In this Appendix, we derive Eq. (16) from the Hamil-
tonian given in Eq. (18). For simplicity, let qx = qy = 1.
To make the perturbation theory easier to apply, we di-
vide the Hamiltonian in Eq. (18) into H0 and H1,
H= H0 +H1, (B1)
H0=
∫
dxdyψ†(x, y)
[
− ~
2
2m
∂2
∂x2
− ~
2
2m
∂2
∂y2
+Vx(x, y) + Vy(x, y)
]
ψ(x, y), (B2)
Vj(x, y)= 2vj cos(qjj) (j = x, y), (B3)
H1=
∫
dxdyψ†(x, y)VSL(x, y)ψ(x, y), (B4)
VSL(x, y)= 2vSL cos(pxx+ pyy − ϕ). (B5)
First, eigenstates of H0 can be written in Bloch states
in a Brillouin zone of size (2pi/a, 2pi/a). If H1 is added
here, some Bloch states are hybridized. This is an idea
just like the magnetic Brillouin zone. Let the Bloch state
obtained from H0 be ψˆ(kx, ky) and the corresponding
eigenenergies be E0(kx, ky). The expression correspond-
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FIG. 13. Time evolution of the average of COM for the
5 lowest energy states in the case of VSL = 5.0, Vtrap =
0.00001, px/qx = 2/3, py/qy = 2/5.
ing to Eq. (A2) in Appendix A is
H = −
∫ pi
−pi
dkx
2pi
∫ pi
−pi
dky
2pi[
E0(kx, ky)ψˆ
†(kx, ky, kz)ψˆ(kx, ky, kz)
+
V
2
(
e−ikz ψˆ†(kx + 2piΦx, ky + 2piΦy, kz)ψˆ(kx, ky, kz)
+ eikz ψˆ†(kx − 2piΦx, ky − 2piΦy, kz)ψˆ(kx, ky, kz)
)]
.
(B6)
This is not diagonal because it is mixed for different
(kx, ky). However, we can diagonalize it by using a sim-
ilar method as used in Appendix A. By expressing the
single-particle states as a linear combination of different
wave number states,
|ψ〉 =
q−1∑
m=0
amψˆ
†(k0x+ 2piΦxm, k
0
y + 2piΦym, kz)|0〉, (B7)
the eigenvalue equation is obtained as follows:
(−2t ψ (k0x + 2piΦxn)− 2t ψ (k0y + 2piΦyn)) an
−V
2
(
e−ikzan−1 + eikzan+1
)
= Ek0x,k0y,kzan.
(B8)
Since the eigenenergies of the Bloch state do not
change so much from the cosine function, the position
of the degenerate point does not change. As a result,
the degree of perturbation required is determined from
the degenerate point condition, which leads to the same
Diophantine equation.
Appendix C: Pumping in px 6= 1, py 6= 1 Case
Throughout this paper, we have focused on the px =
py = 1 case. However, the obtained Diophantine equa-
tion (16) applies to other cases. In this appendix, we
show a concrete example for those cases.
Figure 13 shows the time evolution of the average COM
in the case of px/qx = 2/3, py/qy = 2/5 where the har-
monic potential exists. Since 1 · 2/3 + 1 · 2/5 = 16/15 =
1 + 1/15, (u, v) = (1, 1) is the solution of the Diophan-
tine equation which corresponds to the lowest order of
the perturbation. If we look at Fig. 13, we see that par-
ticles are pumped in the direction of the line x = y. We
can confirm that the pumping direction and the solution
of the Diophantine equation match each other in this case
as well.
[1] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045
(2010).
[2] X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057
(2011).
[3] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and
M. den Nijs, Phys. Rev. Lett. 49, 405 (1982).
[4] G. Montambaux and M. Kohmoto, Phys. Rev. B 41,
11417 (1990).
[5] M. Kohmoto, B. I. Halperin, and Y.-S. Wu, Phys. Rev.
B 45, 13488 (1992).
[6] M. Koshino, H. Aoki, and K. Kuroki, Physical Review
Letters 86, 1062 (2001).
[7] M. Koshino, H. Aoki, T. Osada, K. Kuroki, and
S. Kagoshima, Physical Review B 65, 045310 (2002).
[8] Y. E. Kraus, Y. Lahini, Z. Ringel, M. Verbin, and O. Zil-
berberg, Physical Review Letters 109, 106402 (2012).
[9] R. O. Umucalılar and I. Carusotto, Phys. Rev. A 84,
043804 (2011).
[10] M. Hafezi, E. A. Demler, M. D. Lukin, and J. M. Taylor,
Nature Physics 7, 907 (2011).
[11] A. B. Khanikaev, S. Hossein Mousavi, W.-K. Tse,
M. Kargarian, A. H. MacDonald, and G. Shvets, Na-
ture Materials 12, 233 (2012).
[12] J. Dalibard, F. Gerbier, G. Juzeliunas, and P. O¨hberg,
Reviews of Modern Physics 83, 1523 (2011).
[13] M. Atala, M. Aidelsburger, J. T. Barreiro, D. Abanin,
T. Kitagawa, E. Demler, and I. Bloch, Nature Physics
9, 795 (2013).
[14] M. Aidelsburger, M. Atala, M. Lohse, J. T. Barreiro,
B. Paredes, and I. Bloch, Phys. Rev. Lett. 111, 185301
(2013).
[15] H. Miyake, G. A. Siviloglou, C. J. Kennedy, W. C. Bur-
ton, and W. Ketterle, Phys. Rev. Lett. 111, 185302
(2013).
[16] M. Mancini, G. Pagano, G. Cappellini, L. Livi, M. Rider,
J. Catani, C. Sias, P. Zoller, M. Inguscio, M. Dalmonte,
14
and L. Fallani, Science 349, 1510 (2015).
[17] B. K. Stuhl, H.-I. Lu, L. M. Aycock, D. Genkina, and
I. B. Spielman, Science 349, 1514 (2015).
[18] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat,
T. Uehlinger, D. Greif, and T. Esslinger, Nature 515,
237 (2014).
[19] D. J. Thouless, Phys. Rev. B 27, 6083 (1983).
[20] Q. Niu, Phys. Rev. B 34, 5093 (1986).
[21] S. Nakajima, T. Tomita, S. Taie, T. Ichinose, H. Ozawa,
L. Wang, M. Troyer, and Y. Takahashi, Nature Physics
12, 296 (2016).
[22] M. Lohse, C. Schweizer, O. Zilberberg, M. Aidelsburger,
and I. Bloch, Nature Physics 12, 350 (2015).
[23] J.-T. A. Chiang and Q. Niu, Phys. Rev. A 57, R2278
(1998).
[24] O. Romero-Isart and J. J. Garc´ıa-Ripoll, Phys. Rev. A
76, 052304 (2007).
[25] Y. Qian, M. Gong, and C. Zhang, Phys. Rev. A 84,
013608 (2011).
[26] L. Wang, M. Troyer, and X. Dai, Phys. Rev. Lett. 111,
026802 (2013).
[27] F. Mei, J.-B. You, D.-W. Zhang, X. C. Yang, R. Fazio,
S.-L. Zhu, and L. C. Kwek, Phys. Rev. A 90, 063638
(2014).
[28] D.-W. Zhang, F. Mei, Z.-Y. Xue, S.-L. Zhu, and Z. D.
Wang, Phys. Rev. A 92, 013612 (2015).
[29] R. Wei and E. J. Mueller, Phys. Rev. A 92, 013609
(2015).
[30] Y.-B. Yang, L.-M. Duan, and Y. Xu, Phys. Rev. B 98,
165128 (2018).
[31] F. Matsuda, M. Tezuka, and N. Kawakami, Journal of
the Physical Society of Japan 83, 083707 (2014).
[32] P. Marra and R. Citro, The European Physical Journal
Special Topics 226, 2781 (2017).
[33] P. Marra and M. Nitta, arXiv , 2001.11022 (2020).
[34] M. Nakagawa, T. Yoshida, R. Peters, and N. Kawakami,
Phys. Rev. B 98, 115147 (2018).
[35] D. R. Hofstadter, Phys. Rev. B 14, 2239 (1976).
[36] Y. E. Kraus, Z. Ringel, and O. Zilberberg, Physical Re-
view Letters 111, 226401 (2013).
[37] S. Taie, H. Ozawa, T. Ichinose, T. Nishio, S. Nakajima,
and Y. Takahashi, Science Advances 1, e1500854 (2015).
[38] Y. Cao, V. Fatemi, S. Fang, K. Watanabe, T. Taniguchi,
E. Kaxiras, and P. Jarillo-Herrero, Nature 556, 43
(2018).
[39] J. M. B. Lopes dos Santos, N. M. R. Peres, and A. H.
Castro Neto, Phys. Rev. Lett. 99, 256802 (2007).
[40] A. Rozhkov, A. Sboychakov, A. Rakhmanov, and
F. Nori, Physics Reports 648, 1 (2016).
[41] E. Sua´rez Morell, J. D. Correa, P. Vargas, M. Pacheco,
and Z. Barticevic, Phys. Rev. B 82, 121407 (2010).
[42] R. de Gail, M. O. Goerbig, F. Guinea, G. Montambaux,
and A. H. Castro Neto, Phys. Rev. B 84, 045436 (2011).
[43] R. Bistritzer and A. H. MacDonald, Phys. Rev. B 84,
035440 (2011).
[44] L.-J. Lang, X. Cai, and S. Chen, Phys. Rev. Lett. 108,
220401 (2012).
[45] Y. E. Kraus and O. Zilberberg, Physical Review Letters
109, 116404 (2012).
[46] R. Resta and D. Vanderbilt, “Theory of polarization: A
modern approach,” (2007) pp. 31–68.
[47] M. V. Berry, Proceedings of the Royal Society of London.
A. Mathematical and Physical Sciences 392, 45 (1984).
[48] T. Fukui, Y. Hatsugai, and H. Suzuki, Journal of the
Physical Society of Japan 74, 1674 (2005).
[49] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys.
80, 885 (2008).
