Abstract. We prove that there is a structure, indeed a linear ordering, whose degree spectrum is the set of all non-hyperarithmetic degrees. We also show that degree spectra can distinguish measure from category.
Introduction
Slaman [Sla98] and Wehner [Weh98] independently proved the following theorem (with a third proof later provided by Hirschfeldt [Hir06] ). Theorem 1.1. There is a countable structure M such that for any set X, X computes an isomorphic copy of M if and only if X is not computable. Theorem 1.1 fits into the general research programme of classifying degree spectra of countable structures. Recall that the (Turing) degree of a structure M whose universe is a subset of the set of natural numbers ω is defined to be the degree of its atomic (equivalently, quantifier-free) diagram; and that the degree spectrum Spec(M) of a countable structure is defined to be the collection of Turing degrees which compute an isomorphic copy of M. Classifying degree spectra of countable structures amounts to finding which computability-theoretic aspects of a set X of natural numbers are reflected in the isomorphism types of countable structures which X can effectively present. Equivalently, the question is how much of the richness of the structure of the power set of the reals (or the Turing degrees) is reflected in the substructure consisting only of the degree spectra of countable structures. In other words, we ask which properties of sets of Turing degrees can be discerned by restricting to nicely definable sets; in this instance, "nicely definable" means being a degree spectrum of a structure, which is a particularly nice Σ 1 1 definition of a set. In the example above, the Slaman-Wehner theorem says that being noncomputable is a property which is so definable. Even though there is no noncomputable set of least Turing degree, there is a single countable structure whose isomorphism type captures what it means for a set to contain any noncomputable information.
Among properties of reals, being noncomputable is a "large" property, since the collection of noncomputable reals is co-countable. Recent efforts were devoted to understanding large degree spectra. Among the co-countable classes, Kalimullin [Kal07, Kal08a, Kal08b] 
investigated complements of lower cones: relativisations
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of the Slaman-Wehner theorem to nonzero degrees. He showed that such a relativisation holds to any low and any c.e. degree, but not to some ∆ 0 3 degree. Goncharov, Harizanov, Knight, McCoy, Miller and Solomon [GHK + 05] showed that for any computable ordinal α, the collection of non-low α degrees -those degrees a for which a (α) > 0 (α) -is a degree spectrum. Among classes which are not cocountable, we can appeal to the notions of category and measure to obtain notions of largeness, namely being co-meagre or being co-null. For example, Csima and Kalimullin [CK10] showed that the collection of hyperimmune degrees is a degree spectrum. This is a collection which is both co-null and co-meagre, but is not co-countable.
The largeness notions given by category and measure are not compatible: there is a meagre co-null class, and also a null co-meagre class. In Section 4 we show that this incompatibility is reflected in degree spectra; namely that there is a null and co-meagre degree spectrum (Theorem 4.1), and a meagre and co-null spectrum (Theorem 4.2).
It is not difficult to see that there can be only countably many co-null or comeagre degree spectra. In fact, Kalimullin and Nies, and independently the authors [GMS11] showed that any co-null degree spectrum must include the Turing degree of Kleene's O, the complete Π 1 1 set. One then wonders if this bound can be improved to be hyperarithmetic. Our main theorem shows, in a strong way, that it cannot.
Theorem 1.2. There is a structure whose degree spectrum is the set of all nonhyperarithmetic degrees.
This result has implications for higher degree structures. In [GMS11] it is shown that the Slaman-Wehner theorem fails for the degrees of constructibility: under standard mild set-theoretic assumptions, if for any non-constructible set X ⊆ ω, a countable structure M has a copy constructible in X, then M has a constructible copy. Theorem 1.2, though, shows that the analogue of the Slaman-Whener theorem does hold in the hyperdegrees. In other words, there is a structure which is ∆ 1 1 (X)-presentable in every nonhyperarithmetic set X, but has no hyperarithmetic copy; so the hyperspectrum of this structure consists of the nonzero hyperdegrees.
Two lines of continued research present themselves. Further restrictions on definability arise from looking at degree spectra of structures in particular classes. It is unknown, for example, if the Slaman-Wehner theorem can be witnessed by a linear ordering. We show (Theorem 3.1) that Theorem 1.2 can: there is a countable linear ordering whose degree spectrum is the collection of non-hyperarithmetic degrees. On the other hand, Theorem 1.2 cannot be witnessed by a countable model of an uncountably categorical structure. The argument is simple: if the degree spectrum of M contains all non-hyperarithmetic degrees, then the theory of M is hyperarithmetic; because the theory of M is hyperarithmetic in any copy of M, and there is a minimal pair of hyperdegrees. Khisamiev [Khi74] and Harrington [Har74] , however, showed that if T is a countable, uncountable categorical theory, then every countable model of T has a copy computable in T . We wonder if the countable structures which witness Theorem 1.2 fall on one side of some standard watershed of the stability spectrum.
We also ask which other complements of countable ideals of Turing degrees are degree spectra. There are only countably many such ideals. Is the ideal of arithmetic degrees a complement of a degree spectrum? Kalimullin's original problemfor which degrees a is there a structure M whose degree spectrum is the collection of degrees b
a -remains open. There are only countably many such degrees, but we do not know any upper bound on them. Are they all hyperarithmetic? The next natural test case is finding whether 0 ′′ is such a degree. A hazardous guess, based on a proof that all c.e. degrees are such degrees, asks if these degrees coincide with the Turing degrees which contain ranked sets.
Relative to any non-hyperarithmetic degree
In this section we prove Theorem 1.2.
2.1. Discussion. Goncharov, Harizanov, Knight, MacCoy, R. Miller and Solomon [GHK + 05] showed that for any computable ordinal α, the collection of non-low α -degrees, namely those degrees d such that
, is the degree spectrum of a structure M α . We observe that a degree d is hyperarithmetic if and only if it is low α for some computable ordinal α: certainly every low α -degree is computable in 0 (α) , and so is hyperarithmetic; and for all computable α, 0 (α) is low α·ω , as
It follows that a degree d is non-hyperarithmetic if and only if it computes a copy of M α for every computable α, and in fact, an examination of the proof shows that such a copy is computable uniformly from d and α. In other words, there is a Turing functional Φ such that for any non-hyperarithmetic arithmetic set D and every notation a for an ordinal α in some Π
It would then seem natural to try to prove Theorem 1.2 by examining the disjoint union M of all the structures M α . Certainly any degree computing a copy of M must be non-hyperarithmetic, and a non-hyperarithmetic degree can compute every component of M. However, a non-hyperarithmetic degree which does not compute Kleene's O will not know to apply Φ only to notations of computable ordinals. It will therefore fail to compute a copy of M.
To overcome this problem, we examine what happens when Φ is applied to notations for nonstandard ordinals. Restricting to a computable set of such notations, which is obtained from an overspill argument, overcomes the problem of working with the Π 1 1 -set of notations. Essentially, we show that the structure Φ(D, a) for notations a for a nonstandard ordinal is in fact computable, and does not depend on D or on a. In some sense it is the "ill-founded limit" of the structures M α . Adding this limit as a component to M results in the structure we are seeking.
2.2. The proof. The proof of Theorem 1.2 relies on three ingredients: nonstandard ordinals, the Wehner graph, and jump inversion for graphs.
2.2.1. Nonstandard ordinals. H. Friedman (see [Sac90, III,1.9]) used the Gandy hyperlow basis theorem to construct a countable ω-model of set theory which omits the least non-computable ordinal ω CK 1 . We fix such a model H. So H is a model of ZFC (by which we mean, of course, that H is a model of a finite fragment of ZFC + V = L, sufficiently strong for our purposes). The well-founded part of H extends L ω CK 1 but has height ω CK 1 . There are non-well-ordered computable orderings of ω which have no infinite descending sequences in H. These are the order-types of non-standard computable ordinals of H.
For all Z ∈ 2 ω ∩ H, and every H-notation α ∈ O H , the α th iteration Z (α) of the Turing jump of Z is a well-defined element of 2 ω ∩ H. This is compatible with the standard definition: for a standard notation α, Z (α) as computed in H agrees with the value computed in V . This follows by induction on α, or simply by absoluteness of ∆ 1 1 (ZFC) facts between H and V . We fix an ill-founded computable ordinal δ * of H. We identify δ * with an element of O H , the collection of a ∈ N which H believes are notations for computable ordinals. From this notation, which we also call δ * , we can obtain a computable linear ordering of ω which is isomorphic to δ * ; we call this linear ordering δ * as well. An ordering such as δ * , which is ill-founded but has no infinite descending hyperarithmetic sequences, was first constructed by Harrison [Har68] , who also showed that his ordering supports a jump hierarchy. The maximal well-founded initial segment of δ * is ω CK 1 . We choose δ * so that in H, it is a limit ordinal which is closed under ordinal addition and multiplication; and we choose the linear ordering δ * so that the operations of ordinal addition and multiplication on the left by ω are computable on δ * . This can be achieved, for example, by taking δ * to be a power of a power of ω.
The relativised Wehner graph.
A relativisation of Wehner's proof of the Slaman-Wehner theorem (1.1) yields, for any set X of natural numbers, a (simple undirected) graph G X whose degree spectrum does not contain deg T (X) but does contain the degrees strictly above deg T (X). The construction yields a total operator: a Turing functional Φ such that for all oracles X, Φ(X) ∈ 2 ω is total. . Replacing the edges of the graph by pairs of linear orderings built from Z α , the authors show an α-jump inversion for graphs: an operation taking a graph G to a structure N such that for all X ∈ 2 ω , X computes a copy of N if and only if X (α) computes a copy of G. We show that this jump inversion can be stretched to the nonstandard ordinals, in which case it produces a uniform computable structure. To state the following theorem in a uniform fashion for both finite and infinite computable ordinals, we need to shift the infinite indices by 1 (as is done in [AK00] ). We discuss this in greater length in Subsection 2.4.2. Let Z ∈ 2 ω . For n < ω, we let
Theorem 2.2. For any graph G and α < δ * there is a structure G −α (in a fixed language L) with the following properties:
(1) For α < ω
, and any graphs G and
Moreover, for any total Turing functional Φ there is a Turing functional Ψ such that for all X ∈ 2 ω , α < δ * and all graphs G, if
1 In fact, a set X ∈ 2 ω computes a copy of G −α if and only if X (2α) computes a copy of G.
This follows from a relativisation of a lemma below; but this equivalence is not necessary for the proof of Theorem 1.2.
The isomorphism type of G −α depends only on α and the isomorphism type of G. We fix a structure G −∞ such that for any graph H and any α ∈ δ * \ ω
We will see that G −∞ has a computable copy. for α < ω CK 1 and infinitely many copies of G −∞ . Formally, the universe of A is the disjoint union of the universes of the structures
for α < δ * , with an added equivalence relation whose equivalence classes are the various N α 's. We show that a set X computes a copy of A if and only if it is not hyperarithmetic.
For α < ω CK 1 , if a set X computes a copy of N α then X (2α) computes a copy of G ∅ (2α) , whence X (2α) > T ∅ (2α) . As we argued above, if X is hyperarithmetic, then there is some computable ordinal β such that for all computable ordinals γ β, X (γ) ≡ T ∅ (γ) . It follows that if X is hyperarithmetic, then there are computable ordinals γ such that X does not compute a copy of N γ , and so X does not compute A.
On the other hand, if X is not hyperarithmetic, then for all α < ω
, where Φ is the functional guaranteed by Theorem 2.1. If Ψ is the functional obtained from Φ by Theorem 2.2, then it follows that
Hence the disjoint union of the structures Ψ(X, α) for α < δ * is an X-computable structure isomorphic to A.
This completes the proof of Theorem 1.2. We can think of this proof as follows. The component N α of A can be thought of as the result of diagonalising A against the α th hyperarithmetic structure. As we shall shortly see, the graph G ∅ (2α) is obtained by aggregating all possible ways that a finite initial segment of a set X T ∅ (2α) codes into the graph the fact that it enumerates a set that ∅ (2α) cannot enumerate. This process ensures that the result does not depend on X. The jump-inversion operation then translates this information, coded directly into the atomic diagram of G ∅ (2α) , into the Σ 0 2α -diagram of N α . This translation involves a certain amount of "overwriting"; the raw information present in the graph G ∅ (2α) is homogenised, or diluted, so that only an iteration of the jump of length 2α, and no shorter, can recover it. If α is nonstandard, then this dilution process completely overwrites all the information in the graph produced by X as it attempts to diagonalise against ∅ (2α) . We have no control over this graph, as it is possible that X is nonhyperarithmetic yet is computable from ∅ (2α) . Overwriting all the information coded in this graph ensures that we produce N α ∼ = G −∞ , which again doesn't depend on X.
Note that in our construction, it is unimportant that A is an unlabelled disjoint union of the components N α ; we could have also built a labelled disjoint union, in which the component N α is defined by a unary predicate indexed by α. This shows that it is not important that for nonstandard α, G −α does not depend on α; what is important is that it does not depend on G.
2.3. The Wehner graph. We prove Theorem 2.1. As we mentioned above, this is a relativisation of Wehner's proof of Theorem 1.1.
For a set X ∈ 2 ω , consider the following family of finite sets:
Recall that for a set A ⊆ ω 2 , for all n < ω we let A [n] = {x : (n, x) ∈ A}. For any countable collection F of subsets of ω, we say that a set A ⊆ ω 2 is an enumeration
Proof. If X were able to enumerate F X , then X could compute a function f such that for all e, W X f (e) is a finite set different than W X e . This would contradict the recursion theorem.
Proposition 2.4. There is a c.e. operator V such that for all X and Y
[n] as follows. Suppose that n = (e, u, s 0 ). We start by letting
here D u is the u th finite set of natural numbers. At every stage s > s 0 , if we see
There is a stage s 0 such that for all s s 0 ,
[n] = {e} ⊕ F where n = (e, u, s 0 ), as we set
[n] s0 = {e} ⊕ F and never enumerate other elements into V (Y, X)
[n] at any later stage. So F X ⊆ {V (Y, X))
[n] : n < ω}. Suppose that Y T X. Pick any n = (e, u, s 0 ); we claim that V (Y, X)
[n] is finite which, by the construction, implies that
it is finite is that Y ⊕ Y is not c.e. in X. If there were infinitely many stages at which new elements were enumerated into V (Y, X)
[n] , then we would end up with
Now, following Knight (see [AK00] ) and Khoussainov [Kho86] , we code families of sets in graphs.
Definition 2.5. Given a set F ⊆ ω, we define the flower graph G(F ) of F as follows: We start with a vertex v, and for each n ∈ F we add a cycle of length n + 3 starting and ending in v.
Given a family of sets F , we define the bouquet graph G(F ) of F to be the disjoint union of infinitely many copies of G(F ) for each F ∈ F , together with infinitely many isolated vertices.
Lemma 2.6 ([AK00, Kho86] 
ω , we let the Wehner graph G X of X be the bouquet graph G (F X ) of the Wehner family F X . Theorem 2.1 now follows immediately from Propositions 2.3 and 2.4, and Lemma 2.6.
2.4. Jump inversion for structures. We set out to prove Theorem 2.2. The theorem actually follows from an application of an overspill argument to Ash's metatheorem (see [AK00] ); the relevant work here is by Ash and Knight, on pairs of structures [AK90] . This work was used in [GHK + 05] to invert the α-jump for standard computable ordinals α. Ash's theorem has a complicated proof, and its full power is not required to prove jump-inversion for structures. This is why we give a complete proof. The construction we present has its roots in work of Hirschfeldt and White [HW02] . However, Hirschfeldt and White do not give sharp bounds for the pairs of trees they construct, whereas proving Theorem 2.2 does require these sharp bounds. Possibly our construction is not new, but we have not been able to find it in the literature.
The main part of the argument proving Theorem 2.2 is the construction of uniformly computable structures S α,0 and S α,1 , for α < δ * , which for standard α < ω have the same isomorphism type. This is the content of Propositions 2.11, 2.12, and 2.17. Here discerning ∆ 0 2α+1 predicates means that the problem of detecting isomorphisms to either S α,0 or S α,1 is ∆ 0 2α+1 -complete. That is, given a structure N , ∅ (2α+1) can determine if N is isomorphic to S α,0 or S α,1 ; and for any ∆ 0 2α+1 set X, there is a uniformly computable sequence of structures N n n<ω such that if n ∈ X, then N n ∼ = S α,1 , and if n / ∈ X, then N n ∼ = S α,0 .
The building blocks of the structures S α,0 and S α,1 are fat trees, which we now define.
2.4.1. Fat trees. We work with nonempty countable rooted trees of height at most ω. Usually, trees of finite height are defined to be partial orderings (T, < T ) for which for all y ∈ T , the collection of predecessors {x ∈ T : x < T y} is linearly ordered and finite; rooted means that T has a < T -least element, named root(T ). However, such a presentation of a tree T does not allow us to effectively compute the parent (the immediate predecessor) of a non-root element of T . Further, under this definition, a homomorphism f : T → S of trees does not need to take immediate successors to immediate successors, or the root to the root. To overcome this, when we consider them as structures, we add the parent function which maps every nonroot element of T to its parent, and the root to itself. Note that the ordering < T is L ω1,ω -definable from the parent function, and so we may omit it when specifying a tree.
Each such tree is isomorphic to a downward closed subset of ω <ω (the collection of all finite strings of natural numbers), with the ordering given by extension; in other words, the parent unary function is interpreted as the function which chops off the last bit of the string. However, it will be useful to use the general notion; in particular, we will use subsets of ω <ω which do not necessarily contain the empty string , but which are trees under the ordering of string extension.
Let T ∈ H be a tree, and suppose that H believes that T is well-founded. That is, H does not contain an infinite path of T . Then H contains a unique rank function for T : a function r from T to the countable ordinals of H, such that for all x ∈ T , r(x) is the least upper bound (in H) of r(y) + 1, for y > T x. We let rk T be this unique rank function, and let rk(T ) = rk T (root(T )).
2 The range of rk T contains every α < rk(T ), in other words, range rk T = {β : β rk(T )} = rk(T ) + 1.
For any tree T and x ∈ T , let T x = {y ∈ T : y T x} with the partial ordering restricted from < T ; so x = root(T x ). We have rk Tx = rk T ↾ T x , so rk(T x ) = rk T (x). We also let ht T (X), the height of x on T , be the size of the set {y ∈ T : y < T x}. The height ht(T ) of a tree T is the supremum of the height of its elements. If T has finite height, then rk(T ) = ht(T ). If the height of T is ω, then rk(T ) is infinite. For any ranked tree T , for all k ht(T ),
If T is a hyperarithmetic well-founded tree, then the rank function of T is hyperarithmetic (and the rank of T is a computable ordinal). It follows that the rank function of T (as computed in V ) is an element of H; by ∆ 1 1 absoluteness between H and V , we see that rk T is the "true" rank function of T , and that rk(T ) is computed correctly in H. In fact, for a hyperarithmetic tree T which H believes is well-founded, rk(T ) < ω CK 1 if and only if T is well-founded, because if rk(T ) < ω CK 1 , then the well-foundedness of rk(T ) shows that T is well-founded. Definition 2.7. Let T be a tree which H believes is well-founded. The tree T is fat if for all x ∈ T , for all γ < rk T (x), there are infinitely many children (immediate successors) y of x on T such that rk T (y) = γ.
If T is truly well-founded, then the fatness of T does not depend on the choice of H. The utility of fat trees is that they are universal for their rank. Proof. An isomorphism f : S → T is built by a back-and-forth argument, building an isomorphism from the roots up. Inductively, we map an element x ∈ S to f (x) ∈ T such that rk S (x) < ω is the well-founded part of the ordinals of H, shows that the induction can always continue.
The embedding is similarly built, by a forth-only argument.
Given any α < δ * , we can effectively obtain a computable (index for a) fat tree of rank α. This is done using the fattening operation on trees. For any tree T , let fat(T ) be the subset of ω <ω which consists of the (nonempty) sequences of the form root(T ), (x 1 , n 1 ), (x 2 , n 2 ), . . . , (x k , n k ) , where k < ω, n 1 , n 2 , . . . , n k ∈ N and root(T ) < T x 1 < T x 2 < T · · · < T x k . It is easy to see that the fattening operation induces a computable map on indices of computable trees.
Lemma 2.9. If T is well-founded in H, then fat(T ) is fat, and rk(fat(T )) = rk(T ).
Proof. The function mapping root(T ), (x 1 , n 1 ), (x 2 , n 2 ), . . . , (x k , n k ) to rk T (x k ) (and root(fat(T )) = root(T ) to rk(T )) is the rank function for fat(T ). The fact that for x ∈ T , the range of rk Tx is rk T (x) + 1 shows that fat(T ) is fat.
For α < δ * , let S α be the tree of descending sequences from α;
the root of S α is the empty sequence . It is easy to check that for all nonempty α 1 , . . . , α k ∈ S α , rk( α 1 , . . . , α k ) = α k , and so that rk(S α ) = α; this is because for all α < δ * , α = sup{β +1 : β < α}. We let T α = fat(S α ); so T α is a computable fat tree of rank α, and a computable index for T α is effectively obtained from α.
We let T ∞ be a fat, ill-founded computable tree. So for all α ∈ δ * \ ω
2.4.2. The adjusted hyperarithmetic hierarchy. Before we define the structures S α,0 and S α,1 , we explain why we modified the iterated jump and used the sets Z (α) rather than Z (α) (Subsection 2.2.3), that is, why we work with Z (α+1) rather than
Recall the following definition of the hyperarithmetic hierarchy. For each α < ω CK 1 , we fix an effective listing W e,α e<ω of the Σ 0 α subsets of N. We let W e,1 = W e be the e th c.e. set (or we could start with α = 0, if we like, by listing all the primitive recursive sets, say). Given W i,β for all i < ω and β < α, we let W e,α be the union of the sets W i,β , where (i, β) ∈ W e ∩ (ω × α).
Note that in fact, this definition can be pursued in H, as we did with ranks of H-well-founded trees; this gives us an effective listing, for each α < δ * , of what H defines as the Σ 0 α sets. These definitions are relativised naturally to any oracle Z ∈ H, and for α < ω CK 1 , to any oracle Z ∈ 2 ω . Now there is a discrepancy between the finite and infinite levels of the hierarchy, in the relationship between Σ 0 α and ∅ (α) . For nonzero n < ω, ∅ (n) is Σ for all Z ∈ 2 ω . All of these equivalences are uniform. For example, there is a c.e. operator Γ such that for all Z ∈ 2 ω , all α < ω CK 1
and all e < ω, Γ(Z (α) , α, e) = W e,α+1 (Z).
2.4.3. The structures S α,0 and S α,1 . We use the fat trees T α to define the structures S α,0 and S α,1 . Both will be pairs of trees, or labelled disjoint unions of trees. For trees S and T , the universe of the structure (S, T ) is the disjoint union of S and T ; the parent function is defined on both parts; and a unary predicate defines S in the structure.
Definition 2.10. For nonzero α < δ * , let S α,0 = (T ωα , T ωα+1 ), and S α,1 = (T ωα+1 , T ωα ).
Proposition 2.11. For α, β ∈ δ * \ ω CK 1 , S α,0 ∼ = S β,0 ∼ = S β,1 . Proof. All three structures are isomorphic to (T ∞ , T ∞ ).
The following proposition states that the isomorphism problem for the pair (S α,0 , S α,1 ) is ∅ (2α) -computable, uniformly in α, in a relativisable way. Note that this problem is not trivial: for α < ω CK 1 , S α,0 ≇ S α,1 , because T ωα ≇ T ωα+1 . This relies on the fact that a standard ordinal cannot be embedded into a smaller ordinal. This shows that the isomorphism between say S α,0 and S α,1 for nonstandard α cannot belong to H.
Let Φ e be an effective sequence of all Turing functionals.
Proposition 2.12. There is a Turing functional Θ such that for all Z ∈ 2 ω , for all nonzero α < ω CK 1 , and all e < ω,
Proof. We analyse the complexity, for α < ω CK 1 , of the class of well-founded trees whose rank is bounded by α. We need to work in relativised form. For any Z ∈ 2 ω and α < ω CK 1 , let R α (Z) be the collection of indices e < ω such that Φ e (Z) is total and is a tree whose rank is smaller than α.
We show that for all computable α 1 and Z ∈ 2 ω :
(1) R ωα (Z) T Z (2α) ; and (2) for all n < ω, R ωα+n (Z) is co-c.e. in Z (2α) .
These are proved simultaneously by effective transfinite recursion on ω CK 1
(that is, on the well-founded initial segment of the computable well-ordering δ * ). That is, by recursion on α < ω CK 1 , we define Turing functionals which given Z, α and n, produce a Z (2α) -index for R ωα (Z) (an index e such that Φ e (Z (2α) ) = R ωα (Z)), and a Π 0 2α+1 (Z)-index for R ωα+n (Z) (an index e such that W e,2α+1 (Z) = ω\R ωα+n (Z)), recalling that a set is co-c.e. in Z (2α) if and only if it is Π 0 2α+1 (Z). Since a tree has a finite rank if and only if it has finite height, R ω (Z) is Z (2) = Z ′′ -computable, as the condition that Φ e (Z) is total is Π 0 2 (Z), and the condition that Φ e (Z) has finite height is Σ 0 2 (Z). For α > 1, given (2) for β < α, we in fact see that R ωα (Z) is Σ 0 2α , because for any tree T , rk(T ) < ωα if and only if there is some β < α and n < ω such that rk(T ) < ωβ + n. We then use the fact that Z (2α) is Σ 0 2α -complete to see that Z (2α) computes R ωα (Z). Now for any α 1, we see that for any n < ω, R ωα+n (Z) is co-c.e. in R ωα (Z), and then use (1). This is because for any tree T , rk(T ) < ωα + n if and only if for every x ∈ T of height n, rk(T x ) < ωα. Now we define Θ as follows. Given Z ∈ 2 ω , α < δ * and e < ω, if Φ e (Z) = (S, T ), then we run the co-enumeration of R ωα+1 (Z) with oracle Z (2α) . We let Θ(Z (2α) , α, e) = 1 if we first notice that rk(S) > ωα, and output 0 if we first notice that rk(T ) > ωα. Note, of course, that given Z (2α) and α, we can effectively find Z; and that from a Z-index for (S, T ) we can effectively find Z-indices for S and for T .
Hardness of the isomorphism problem.
We want to code any ∆ 0 2α+1 set into an isomorphism problem for the pair S α,0 and S α,1 . We start with a recursive definition of the sets ∅ (α) for α < δ * .
Recall that we also consider δ * as a notation in O H . This means that for limit α < δ * we uniformly obtain a computable and increasing sequence α s s<ω which is cofinal in α. We may assume that for all s, α s is odd.
For a successor α < δ * , we let α s = α − 1 for all s.
Lemma 2.13. There is a computable function f such that for all α < δ * \ {0, 1} and all m ∈ N, m ∈ ∅ (α) if and only if for some s < ω, f (α, m, s) / ∈ ∅ (αs) . Furthermore, we may assume that if f (α, m, s) / ∈ ∅ (αs) , then for all t s, f (α, m, t) / ∈ ∅ (αt) ; and that f (α, m, s) s.
Hence, either m / ∈ ∅ (α) , and for all s, f (α, m, s) ∈ ∅ (αs) ; or m ∈ ∅ (α) , and for all but finitely many s, f (α, m, s) / ∈ ∅ (αs) .
Proof. Let α 1. Since ∅ (α) is Σ 0 α , we can find, effectively in α and m, a sequence e(t), β(t) (where β(t) < α) such that m ∈ ∅ (α) if and only if there is some t < ω such that m / ∈ W e(t),β(t) . For all t we can effectively find some s = s(α, m, t) such that α s β(t ′ ) for all t ′ t. Since ∅ (αs) is Σ 0 αs -complete, this means that we can find a function f such that f (α, m, s) ∈ ∅ (αs) if and only if for all t ′ t, m ∈ W e(t ′ ),β(t ′ ) . We get f (α, m, s) s by using the padding lemma.
Using the fattening operation we discussed in Subsection 2.4.1, we define two operations on countable sequences trees, mapping (indices of) uniformly computable sequences of trees to (indices of) computable trees. Let T i i<ω be a sequence of trees. We let
• sup i T i = fat(S), where S is obtained from the disjoint union of the trees T i and identifying their roots into a single root. We also let • min i T i = fat(S), where S is the collection of all nonempty strings of the form
where for each j k and i j, x j,i ∈ T i , x i,i = root(T i ), and
Lemma 2.14. Suppose that T i ∈ H and that every T i is well-founded in H. Then
Proof. Work in H.
If sup i T i = fat(S) with S defined as above, then for all i and x ∈ T i \{root(T i )}, rk S (x) = rk Ti (x). So
Let min i T i = fat(S) with S defined as above. Suppose thatσ = σ 0 , σ 2 , . . . , σ k ∈ S. Let σ k = x 0 , x 1 , . . . , x k ; so x k = root(T k ). Then rk S (σ) rk(T k ). To see this, consider the (non-injective) homomorphism f from Sσ to T k , mapping σ 1 , σ 2 , . . . , σ m−1 , y 0 , y 1 , . . . , y m to y k . We see by induction on rk(τ ) that for all τ ∈ Sσ, rk S (τ ) rk T k (f (τ ))). So for allσ ∈ S of height k, we have rk S (s) rk(T k ). If S contains elements of height k, this shows that rk(S) rk(T k ) + k. Otherwise, rk(S) k, so certainly rk(S) rk(T k ) + k. Now let k < ω such that for all i < ω, rk(T k ) + k rk(T i ) + i. We show that T k is embeddable into Sσ for someσ ∈ S of height k in S, whence we get that rk(S) rk(T k ) + k.
For i < k, since rk(T i ) rk(T k ) + (k − i), we can find a sequence root(
and set f (root(T k )) =σ. By induction on the height of y ∈ T k , we define f (y) so that f : T k → Sσ is an embedding. Let x ∈ T k have height m in T k . Suppose that f (x) has been defined, and that f (x) = τ 0 , τ 1 , . . . , τ k+m with τ k+m = x 0 , x 1 , . . . , x k+m such that
, and x k = x. Let y be a child of x on T k . For all i k + m, we can find some y i > Ti x i such that rk Ti (y i ) rk T k (y); we also choose y k = y.
Putting these together, we get rk T k (y) rk(T i ), so rk Ti (root(T i )) rk T k (y); we choose y i = root(T i ). We then let f (y) = τ 0 , τ 1 , . . . , τ k+m , y 0 , y 1 , . . . , y k+m+1 .
We define computable trees T (1) If γ = 2δ is even, then for all β ωδ, If m / ∈ ∅ (γ) , then for all s, f (m, γ, s) ∈ ∅ (γs) , so for all s, rk(S s ) = β. Then rk(T β γ (m)) = min s m (β + (s − m)) = β. If m ∈ ∅ (γ) , then there is some t < ω such that for all s < t, f (γ, m, s) ∈ ∅ (γs) , and for all s t, f (γ, m, s) / ∈ ∅ (γs) . Hence, for all s < t, rk(S s ) = β, and for all s t, rk(S s ) = ωδ s . Since δ s < δ, we have ωδ s + s < ωδ β. It follows that rk(T β γ (m)) = ωδ max{t,m} + max{t, m} − m < ωδ. Before we check the odd case, we note that rk(T β γ (m)) ωδ m ; this, because δ s is non-decreasing. Now let γ = 2δ + 1 be odd, so γ − 1 = 2δ, and for all s, γ s = γ − 1. Again let S s = T β γs (f (γ, m, s) ). In this case T β γ (m) = sup s<ω S s , and so rk(T β γ )(m) = sup s<ω rk(S s ). Noting that γ−1 is even, induction shows that if f (γ, m, s) / ∈ ∅ (γ−1) , then rk(S s ) = β(s), and if f (γ, m, s) ∈ ∅ (γ−1) , then rk(S s ) < ωδ.
If m ∈ ∅ (γ) , then for all but finitely many s < ω we have f (γ, m, s) / ∈ ∅ (γ−1) ; so for all but finitely many s, rk(S s ) = β; for other s, we have rk(S s ) < ωδ β. In this case, rk(T
ωδ. However, we checked that rk(S s ) ωδ f (γ,m,s) , where
We can now finally show the ∆ 0 2α+1 -hardness of the isomorphism problem for the pair (S α,0 , S α,1 ).
, then there is a uniformly computable sequence of structures N n n<ω such that for all n,
• if n ∈ A, then N n ∼ = S α,1 ; and
Proof. Let g : ω → ω be a many-one reduction of A to ∅ (2α+1) , and h be a many-one reduction of ω \ A to ∅ (2α+1) . We then let
In fact, this hardness is uniform, given α and the many-one reductions of A and its complement to ∅ (2α+1) . Moreover, it can be relativised.
Proposition 2.17. For any total Turing functional Φ there is a Turing functional Ψ such that for any set X and any nonzero α < δ * , for all n,
Proof. We may assume that for all X, Y and n, Φ(X, Y, n) ∈ {0, 1}. The compactness of 2 ω shows that we can regard Φ as a truth-table functional (this is Nerode's theorem [Ner57] ). There is a computable sequence of pairs of (canonical indices for) clopen subsets C n and D n of 2 ω , such that for all X and Y , Φ(X, Y, n) = 1 if and only if X ∈ C n and Y ∈ D n ; otherwise Φ(X, Y, n) = 0.
The set of n < ω such that ∅ (2α) ∈ D n is computable in ∅ (2α) , uniformly in α. By the uniform version of Lemma 2.16, there is a uniformly computable array N α,n α<δ * ,n<ω of structures such that for all nonzero α < δ * and all n < ω,
. The functional Ψ is now defined as follows: given X, α > 0 and n, if X / ∈ C n , then we output S α,0 ; if X ∈ C n , then we output N α,n .
2.4.5. The proof of Theorem 2.2. Let α < δ * , and let G be a graph. If α = 0, then we let G −0 = G. If α > 0, then we let G −α be the structure obtained from G by replacing every edge by a copy of S α,1 , and every non-edge by a copy of S α,0 . As we mentioned above, a similar construction in [GHK + 05] uses pairs built from linear orderings of the form Z α instead of S α,0 and S α,1 . Formally, a unary predicate V defines in G −α the set of vertices of G. A ternary predicate D defines a partition of G −α \ V , the classes of which are indexed by pairs of elements of V . Adding the language of S α,i , for a, b ∈ V , D(a, b, −) is the domain of either S α,0 or S α,1 , depending on whether the edge (a, b) is in G or not.
To prove part (1) of Theorem 2.2, we need to show, for all nonzero α < ω CK 1 , that if a set X computes a copy of G −α , then X (2α) computes a copy of G. The isomorphic copies of G −α are the structures H −α for H ∼ = G; so it suffices to show that if a set X computes G −α , then X (2α) computes G. Say X computes G −α . Then X computes the set of vertices V of G. To recover the edges of G, for a, b ∈ V , X (2α) examines the structure M a,b in G −α whose domain is D(a, b, −); an X-computable index for M a,b is effectively obtained. Using the functional given by Proposition 2.12, X (2α) can tell if M a,b is isomorphic to S α,0 or S α,1 , and so decide if (a, b) is an edge of G or not.
We note that this process can be reversed; say X (2α) computes G. Then using a relativisation of Lemma 2.16 to X, which is possible for standard α < ω CK 1 , we see that we can indeed X-computably replace the edges of G by the correct copies of either S α,0 or S α,1 . We noted, though, that this direction is not needed for the proof of Theorem 1.2.
Part (2) of Theorem 2.2 follows from Proposition 2.11. For any countable graphs G and H, for any nonstandard α, β ∈ δ * \ω CK 1 , we have G −α ∼ = H −β ; this is because S α,0 ∼ = S α,1 ∼ = S β,0 ∼ = S β,1 . Note that this structure, G −∞ , has a computable copy.
We turn to the last part of the theorem. Given a total Turing functional Φ, we need to construct a Turing functional Ψ such that for all X ∈ 2 ω , α < δ * , and
We use Proposition 2.17. Given X and α, let v n n<ω be an X ⊕ ∅ (2α) -computable enumeration of the vertices of Φ(X, ∅ (2α) ). For any n, m < ω we can ask X ⊕ ∅ (2α) whether the edge (v n , v m ) belongs to the graph Φ(X, ∅ (2α) ); this is uniform in X, α, n and m, and by assumption we always get an answer. Proposition 2.17 gives us a functional such that for all n, m < ω, X ∈ 2 ω and nonzero α < δ * , outputs a copy of S α,1 if the edge (v n , v m ) is in the graph G = Φ(X, ∅ (2α) ), and otherwise gives a copy of S α,0 . From this functional we can easily build a copy of G −α .
A Linear ordering
We prove the following extension of Theorem 1.2:
Theorem 3.1. There is a countable linear ordering L whose degree spectrum consists of the non-hyperarithmetic degrees.
Using the notation of the previous section, we make use of the following relativisation of a uniform version of a Theorem of Ash's (this is Theorem 18.15 of [AK00] ). Below, for X ∈ 2 ω and an X-computable ordinal δ, we again identify δ with some X-notation for δ, from which we also derive an X-computable well-ordering of ω of order-type δ. We also make use of a result of Frolov, Harizanov, Kalimullin, Kudinov and Miller from [?] . They combined coding families of sets in a shuffle sum of linear orderings with a result of Wehner's (similar to the one we used above) to show that there is a linear ordering whose degree spectrum is the collection of nonlow 2 degrees. 
Because adding an extremal point does not change the degree spectrum of a linear ordering, we may assume that every linear ordering L Y has a least element.
The "ill-founded limit" of the linear orderings ω α · L is ω CK 1 · Q, the linear ordering which contains densely many copies of ω CK 1 . To see this, we need to use a generalisation of ordinal exponentiation ω α to ill-founded linear orders. For any linear order L, the linear ordering ω L is the collection of all functions f : L → ω which take the value 0 on all but finitely many inputs, ordered by a "lexicographic" ordering: f < ω L g if for the L-least x such that f (x) = g(x) we have f (x) < g(x) (in ω, of course). That this is indeed a generalisation of taking ordinal powers of ω can be seen by considering an inductive definition of a linear ordering (of order-type) ω β for ordinals β, using a directed system of linear orderings. At the successor step we let ω β+1 = ω β · ω, with the embedding taking ω β to the leftmost copy ω β × {0} of ω β in ω β · ω; at limit stages we take direct limits. The direct construction of the linear ordering ω L shows that a power rule holds: for linear orderings L and K, Proof. Let C be the maximal well-founded initial segment of δ; so δ − C has no least element. This means that ω δ−C is dense (with no endpoints). This, in turn, means that ω δ−C · L is also dense, and so is isomorphic to the rationals. Since ω
Armed with Theorems 3.2 and 3.3, we give a proof of Theorem 3.1. The linear ordering in question is the sum
Because L ∅ (2α) has a least element, so does ω α · L ∅ (2α) . This means that if a set X computes a copy of K, then it computes a copy of ω α · L ∅ (2α) for all α < ω CK 1 . In turn, this means that for all α < ω CK 1 , X (2α) computes a copy of L ∅ (2α) , which means that X (2α+2) > T ∅ (2α+2) . As we have seen in the previous section, it follows that X cannot be hyperarithmetic: if X T ∅ (β) , then for all α > β · ω we get
It remains to show, then, that any nonhyperarithmetic set can compute a copy of K. This is done slightly differently to the way we argued in the previous section. Here we will see that it is important that the sum K is unlabelled. In the previous section it was not important that for nonstandard α, the graph G −α did not depend on α; it was just important that it did not depend on G. Here it is important that for nonstandard α, the linear ordering ω α · L depends on neither L nor α. The reason for this is that we cannot argue, as we did in the previous section, for all nonhyperarithmetic sets at once. We do not produce a single functional which outputs a copy of K given any nonhyperarithmetic set. This is because we use a stronger form of overspill to stretch Ash's theorem beyond ω CK 1 . We cannot obtain it for all sets X at once, as that is a Π 1 1 statement. We stretch Ash's theorem for each X separately, and this means that we have to treat two distinct cases: ω • For all Y T X there are sets Y (α) for α < δ * which obey the recursive definition of a transfinite iteration of the Turing jump; and • If Φ is a Turing functional such that for all α < δ * , Φ(X (2α) , α) is a linear ordering L α , then there is a Turing functional Ψ such that for all α < δ * ,
In our application, we use L α = Θ(X (2α) , ∅ (2α) ), where Θ is given by Theorem 3.3. For standard α < ω CK 1 , because X is not hyperarithmetic, X (2α+2) > T ∅ (2α+2) , and so for standard α we get L α ∼ = L ∅ (2α) . Because ∅ (2α) is computable from X (2α) (even for nonstandard α), uniformly in α, we see that there is indeed a Turing functional Φ such that for all α < δ * , Φ(X (2α) , α) = L α . Using the functional Φ obtained from Ψ, we get, uniformly in α < δ with oracle X, a copy Ψ(X, α) of ω α · L α . In this way,
is computable from X. It is easy to show that K(X) is isomorphic to K: for standard α < ω
we have Ψ(X, α) ∼ = ω Hence there is a co-meagre degree spectrum contained in the array non-computable degrees. The theorem follows from the fact that the collection of array noncomputable degrees is null.
In the rest of this section, we prove the following: Theorem 4.2. There is a structure whose degree spectrum is meagre and co-null. Theorem 4.2 follows from applying Lemma 2.6 to the family S given by the following theorem: Theorem 4.3. There is a countable family S of subsets of N such that every 1-random set can enumerate X, but no 2-generic set can enumerate S.
To prove Theorem 4.3, let ǫ e,σ e<ω,σ∈2 <ω be a computable array of positive rational numbers whose sum e,σ ǫ e,σ is smaller than 1. For every e < ω and σ ∈ 2 <ω we define a countable family S e,σ and uniformly, a c.e. operator Λ e,σ and a Π 0 1 class P e,σ whose measure is at least 1 − ǫ e,σ such that for all X ∈ P e,σ , Λ e,σ (X) is an enumeration of S e,σ . We then let S = e,σ S e,σ = {(e, σ)} ⊕ A : A ∈ S e,σ .
The uniformity of the array Λ e,σ shows that every X in the Π 0 1 class P = e,σ P e,σ can enumerate S. The measure of P is at least 1 − e,σ ǫ e,σ , and so P is non-null. By Kučera's [Kuč85] , every 1-random set is Turing equivalent to some element of P, and so every 1-random set can enumerate S.
Fix some e. We use the families S e,σ to ensure that if G is 2-generic, then Φ e (G) is not an enumeration of S; here Φ e is the e th c.e. operator. From Φ e and σ we can find a c.e. operator Ψ e,σ such that for any X, if Φ e (X) is an enumeration of S, then Ψ e,σ (X) is an element of S e,σ . We would like it to be the case that if G is a generic set which extends σ, then Ψ e,σ (G) is not an element of S e,σ . We will not always be able to achieve this aim. We will be able to ensure that there is some τ extending σ such that for a sufficiently generic set G (1-generic will be enough), if G extends τ then Ψ e,σ (G) / ∈ S e,σ . As we do this for each σ, the collection of τ which force that Ψ e,σ (G) / ∈ S e,σ for some σ is dense, and so if G is sufficiently generic (2-generic will suffice), Φ e (G) cannot be an enumeration of S. Hence the collection of oracles X that can enumerate S is meagre.
Fixing e and σ, let τ k k<ω be an enumeration of all extensions of σ. Let δ k = δ k (e, σ) be positive binary rational numbers such that k<ω δ k < ǫ e,σ ; let n k = 1/δ k , so n k is a power of 2. Partition ω computably into sets I k such that |I k | = n k .
At step k, working on τ k , we first tempt a generic set G extending τ k to enumerate an element of I k into Ψ e,σ (G). We will need to ensure that if G does not oblige, that is, if we find no extension ρ of τ k for which there is some x k ∈ I k ∩ Ψ e,σ (ρ), then we will have already ensured that Ψ e,σ (G) / ∈ S e,σ . We do this by enumerating elements of I k into each set in S e,σ . If we can find such an extension for every τ k , then a 1-generic set G will contain x k for infinitely many k. We then ensure that no set in S e,σ contains infinitely many of the numbers x k . To ensure this, we will need to "throw away" sets X which enumerate too many x k 's into sets in Λ e,σ (X); we need to make sure that we do not get rid of too many (in the sense of measure) such sets X.
Note that while we are waiting for x k to be defined (which may not happen), that is, while we are waiting for an extension ρ of τ k which enumerates an element of I k into Ψ e,σ (ρ), we need to enumerate various elements of I k , among them x k , into sets in Λ e,σ (X). In advance, we cannot ensure that any particular element of I k is enumerated by only few oracles, because if x k is never defined, we still need to ensure that Λ e,σ (X) enumerates the same family S e,σ for most oracles X. Thus x k will be an elements of some sets in S e,σ . But by passing to new sets (in a sense using some kind of priority between the "old" and the "new" parts of S e,σ ) we can ensure that each element of S e,σ contains only finitely many x k . So for k < ω, let x k be the first number discovered such that there is some ρ ⊇ τ k with x k ∈ I k ∩ Ψ e,σ (ρ). If there is some k for which x k is not defined (for all ρ ⊇ τ k , I k ∩ Ψ e,σ (ρ) is empty), let k * = k * (e, σ) be the least such k. Otherwise, let k * = ω. We can now define S e,σ :
• If k * = ω, then A ∈ S e,σ if for some k < ω, I k ∩ A is a singleton, and for all j > k, A ∩ I j = I j \ {x j }.
• If k * < ω, then A ∈ S e,σ if A ∩ I k * is a singleton, and for all j > k * , A ∩ I j is empty. The family S e,σ is indeed countable. (1) If k * = ω and G ⊃ σ is 1-generic, then Ψ e,σ (G) / ∈ S e,σ . (2) If k * < ω and G ⊃ τ k * , then Ψ e,σ (G) / ∈ S e,σ .
Proof. If k * < ω, then for all G ⊃ τ k * , I k * ∩ Ψ e,σ (G) is empty. On the other hand, for all A ∈ S e,σ , I k * ∩ A is nonempty.
Suppose that k * = ω, and that G ⊃ σ is 1-generic. Then for infinitely many k, x k ∈ Ψ e,σ (G), whereas for all A ∈ S e,σ , x k ∈ A for only finitely many k.
see that I k * ∩ A k,x,F (X) is a singleton; and that for all j > k * , no element of I j is ever enumerated into A k,x,F (X).
A short examination of the definition of G e,σ now shows that for all X ∈ P e,σ , G e,σ (X) = S e,σ . This completes the proof of Theorem 4.3.
