Abstract. This paper investigates the empirical association between stock market volatility and investor mood-proxies related to the weather (cloudiness, temperature and precipitation) and the environment (nighttime length). Overall, our results suggest that cloudiness and length of nighttime are inversely related to historical, implied and realized measures of volatility. The strength of association seems to vary with the location of an exchange on Earth with respect to the equator. Weather deviations from seasonal norms and dummies representing extreme weather conditions do not offer additional explanatory power in our datasets.
Introduction
Investment professionals appear to have been well aware of the behavioral effects of the weather for over a century now. Characteristically, Samuel A. Nelson (1902, p. 163) reports:
"During normal markets, brokers have observed that the psychological factor is so strong that speculators are not disposed to trade as freely and confidently in wet and stormy weather as they are during the dry days when the sun is shining, and mankind is cheerful and optimistic".
1 More recently, several papers have investigated in depth the links between stock market returns and prevailing weather conditions. The main empirical finding in this literature is the so-called 'sunshine effect' according to which cloudiness, as measured by cloud cover, has a significant negative correlation with daily equity index returns (see Saunders, 1993; Hirshleifer and Shumway, 2003 and Chang et al., 2008 among others) . This relationship has been explained using arguments from psychology on the basis of "mood misattribution".
Simply put, sunny weather is thought to influence the mood of some investors making them more optimistic and thus more willing to enter into long positions, which in turn leads to higher returns. Other weather and environmental variables which have been considered in the financial literature as mood-proxies include, among others, temperature (e.g., Cao and Wei, 2005) , daylight savings time changes (see, e.g., Kamstra et al., 2000) and the 'Seasonal Affective Disorder' (SAD, see, e.g., Kamstra et al., 2003; Garrett et al., 2005) .
Rather than concentrating on expected returns, a recent strand of research has examined the effect of weather and environmental factors on volatility. This is of great academic and practical interest since volatility underlies a variety of key financial decisions, problems and applications in asset valuation, portfolio theory, derivatives pricing, risk management, etc.
The main obstacle in this research is that volatility is largely unobservable. In the present paper, we consider all three of the most widely used proxies: historical, implied and realized volatility (for a detailed description of these and relevant references see Poon and Granger, 1 Finally, we analyze realized volatility which is constructed on the basis of high-frequency returns for the S&P 500 index. Realized volatility offers a great advantage in that it is considered as the most accurate representation of the unobserved volatility process.
Empirical evidence is mixed between the existing studies that have investigated the effects of weather and environmental conditions on volatility. Chang et al. (2008) show that New York City cloudiness has a significant positive effect on intraday volatility of NYSE 4 firms over the entire trading day. Two volatility proxies are used by these authors: one based on the range of the intraday prices and the other on the basis of the standard deviation of the bid-ask mid-point returns. Both of these proxies are uncommon in the literature and their accuracy is unknown. Dowling and Lucey (2008) Kliger and Levy (2003) . These authors find using S&P 500 index options data that bad mood, as proxied by total cloud cover and precipitation, make investors place higher-than-usual probabilities on adverse events.
At a theoretical level, our research effort is motivated by Mehra and Sah (2002) who show that even small fluctuations in investors' attitudes towards risk, which could result from weather-related shifts in their mood states, can have a non-negligible impact on market volatility. Chang et al. (2008) , mention two competing, but not mutually exclusive, explanations with contradictory empirical implications for the relationship between weather and volatility. On the one hand, since poorer social moods can be associated with more disagreement in valuation opinions among investors, bad weather can be expected to be inversely related to market volatility (see Harris and Raviv, 1993; Shalen, 1993; Baker and Stein, 2004; Lucey and Dowling, 2005 , among others for a thorough discussion). On the other hand, studies such as Brown (1999) , Gervais and Odean (2001) , and Statman et al. (2006) , suggest that when investors are in a good mood, which can be associated with fair weather, then they tend to trade more, which in turn increases volatility. Α third explanation has been given by Kaplanski and Levy (2009) , who argue that if SAD induces seasonality in returns, and returns are negatively correlated with volatility, then SAD can indirectly create seasonality in volatility in the opposite direction. We can assume that a similar indirect effect on volatility holds also for other weather and environmental conditions which may affect returns. Finally, another explanation of a positive association between bad weather and volatility could be based on psychological studies which link poor mood with an increase in the subjective probability of undesired outcomes (see Kliger and Levy, 2003 and the references therein).
Empirical Application
We use three weather and one environmental variable sampled at daily intervals: sky cover 
Historical Volatility
In order to model the historical volatility with respect to weather conditions, we select the socalled GJR-GARCH(1,1) process (Glosten et al., 1993) : (1) through the Maximum Likelihood (ML) approach.
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The GJR-GARCH(1,1) estimation results are presented in Table 1 Motivated by Parker and Tavassoli (2000) , who show that the effect of weather on economic behavior depends on the location of a place on Earth with respect to the equator, we investigate now if latitude can explain variations in the effect of weather on volatility across countries. In a relevant paper, Keef and Roush (2007) show that in the Hirshleifer and Shumway (2003) dataset, the influence of cloud cover on stock returns becomes more negative as absolute latitude increases. In order to study the potential effect of location, we calculate the absolute latitude (i.e., ignoring if it is north or south of the equator) for each city and transform it to a decimal. We then separate our sample of cities in two groups: those with above average absolute latitude ( : 0
In all cases except one, the test statistics reject the null hypothesis that the coefficients of the mood-proxies considered are jointly insignificant. This uniform evidence of mood-proxy effects on stock market volatility is indeed quite impressive.
However, it should be pointed out that these joint tests are not independent to each other due to the covariance between the different stock market indices considered. Finally, as in Chang et al. (2008) , in order to assess the stability of the estimates, we repeat the analysis across various subsamples. The results, not reported here due to space limitations, are similar to those presented in Table 1 and our conclusions remain the same.
Implied Volatility
Implied volatility is obtained by inverting financial option pricing formulae using observed option prices. The vast majority of empirical evidence shows that implied volatility provides better forecasts compared to historical volatility models and GARCH in particular (see Poon and Granger, 2003) . Volatility indices (V ) can be constructed by taking weighted averages of implied volatilities from options with different configurations in terms of maturity and 9 moneyness. For the purposes of the present paper, each implied volatility index is related to our mood-proxies according to the following regression framework: 4 Thus, the focus from a weather perspective is in the area of Chicago. The VXO is estimated following Whaley (1993), and represents the implied volatility of a synthetic at-the-money option on the S&P 100 which has a constant 30 calendar days to expiry. The VIX is calculated in a model-free manner as a weighted sum of out-of-the-money S&P 500 call and put option prices at two nearby maturities across all available strikes. Carr and Wu (2006) show that squared values of 4 While implied volatility indices have been recently developed for a variety of other countries (e.g., the VDAX-NEW in Germany, the VX1 and VX6 in France, the VSTOXX in the Eurex, the VSMI in Switzerland, the MVX in Canada, etc.), these have a rather limited number of observations and are thinly traded.
the VIX approximate the 30-day conditional risk-neutral expectation of the return variance or, in other words, the 30-day variance swap rate. Employing the same methodology used for the VIX, the VXN is estimated as a proxy for the volatility of near-term NASDAQ-100 options.
Finally, the VXD is based on real-time prices of options on the Dow Jones Industrial Average (DJIA) with a 30-day expiration. In estimating (2) The regression coefficients for the variables under study against the volatility indices are summarized in Table 2 . Although most of the coefficients are not statistically significant, the negative sign for SAD and SKC is in line with the results obtained for historical volatility.
However, statistically significant negative coefficients for both the SAD and SKC are obtained if they are estimated with the pooled OLS model and the fixed effects model for the four implied volatility indices. Coefficients for TEMP and PRECIP are mostly positive. Moreover, in this case we also find some statistically significant coefficients. The results for the absolute values and dummies allow similar conclusions. The only exception is that when magnitudes of extreme positive temperatures are used, we obtain several statistically significant negative coefficients.
Realized Volatility
A recent development in the financial literature is the emergence of the so-called integrated or realized variance (RV) estimator (for a review see Andersen et al., 2009 ). This nonpametric estimator measures the quadratic variation of the underlying diffusion process in continuous time. It can be simply approximated in discrete time by taking the sum of squared returns within a fixed time interval. The popularity of realized variance has to do with the fact that it allows us, in the continuous time limit, to approximate the, ex post, instantaneous variance over any time interval, to any desired degree of accuracy, by just sampling at sufficiently high-frequencies. Under certain assumptions it can be proven that RV is a uniformly consistent and unbiased estimator of the unobserved, true variability of the process. However, it has been shown that microstructures pose a natural limit to the accuracy of the estimator.
In the present paper we use RV estimates constructed from high-frequency S&P 500 
The regression results are contained in Table 2 and are roughly in line with those previously obtained for implied volatility. Specifically, coefficient estimates for SAD, SKC and PRECIP are insignificant at the 95% level. The coefficients for SAD, SKC and TEMP are negative.
When absolute values and extreme weather dummies are used, the coefficients for both cloudiness and variation in the hours of night (precipitation) are consistently negative (positive). Statistically significant positive coefficients are obtained only for TEMP and for |PRECIP|. However, these results should be deemed preliminary since the period employed for the realized volatility is particularly short. Thus, there is a realistic chance of not being able to capture the annual seasonalities investigated in the present paper.
Discussion of Results and Conclusions
The empirical results in this paper suggest that SAD and cloudiness are negatively associated with various measures of stock market volatility. In line with Dowling and Lucey (2008) , we find that historical volatility according to a GJR-GARCH(1,1) model is significantly inversely related to the mood-proxies associated with cloudiness and variation in nighttime hours for 26 stock exchanges and cities internationally between 1982 and 1997. Despite the fact that we use a latitude-corrected SAD-proxy, we find that the effect of this variable depends on the location of a city on Earth with respect to the equator. Our results concerning implied volatility and realized volatility offer some additional support. Specifically, implied volatility indices for the CBOE and realized S&P 500 index returns tend to be negatively related with cloudiness and variation in nighttime hours. However, the underlying coefficients are statistically significant only in a pooled sample of four implied volatility indices. The direction of association for the SAD-proxy and the VIX implied volatility index is consistent with that reported by Kaplanski and Levy (2009). Our disparity with respect to statistical significance is possibly due to the adoption of a different sample. In general, our analysis suggests that absolute deviations of weather variables from seasonal norms and dummies related to extreme weather conditions do not offer additional explanatory power in attempts to model volatility.
Our results are consistent with the explanation that good mood is associated with increased trading and volatility, respectively. As mentioned, it could also be the case that we are simply observing the indirect result of the 'leverage effect'. Our results are unlikely to be influenced by data-snooping since we use several different but comparable volatility datasets to evaluate our hypothesis and we validate our results, when possible, using subsamples of our original data. It would be useful to evaluate also the economic significance of our results, as in Hirshleifer and Shumway (2003) . However, building volatility trading strategies is far from straightforward since it requires combined derivative positions.
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This note adds to the empirical literature but does not extend our theoretical understanding of the relationship between weather and financial markets. The psychological effects involved in weather are both interesting and complex and deserve further research. A potentially useful direction could consider the heterogeneity in trade responsiveness to weather and environmental-related changes in mood. For example, Levy and Galili (2008) show that males, low income, and young individuals tend to be net buyers on cloudy days. To the extent that these groups have differences in characteristics such as risk aversion, the variations in investor mix could affect intertemporal market returns and volatility. We believe that it would also be interesting to explore rational causes in addition to the behavioral explanations that have been discussed. For example, extending the arguments by Goetzmann and Zhu (2005), if market participants tend to leave early on rainy days in order to beat the rush, then we can expect a negative impact of cloudiness on liquidity and volatility, respectively. Indeed, as Loughran and Schultz (2004) demonstrate, trading volume is significantly lower during blizzards in a city, since investors may take longer to get to work as a result of, for example, the need to shovel snow or dig out cars. This leaves less time for trading. In general, during bad weather it can be expected that commuting times of investors will also be significantly longer. Alternative explanations could be based on the effect of weather on the cognitive behaviors of market participants (see Keller et al., 2005, inter alia) .
It could be that volatility increases due to weather-related shifts in information consumption by investors. It is well known that social interaction has a significant effect on stock prices (Hong et al., 2004) . It could be that during sunny weather investors tend to socialize and communicate more which increases the amount of effective information and volatility. Note: A star (dagger) denotes statistical significance of a coefficient at the 95% (90%) level using a twotailed test.
