We consider the extension of the Gutzwiller trace formula to systems of two or more identical particles. We first study the case of two noninteracting particles. Important considerations are the structure of the periodic orbits, which come in families and the symmetry decomposition of the density of states. Interactions cause the periodic orbit families to degenerate to a discrete set of isolated orbits. We explore the effect of weak interactions which can be analysed using classical perturbation theory. We then generalise the analysis to multi-particle systems.
Introduction
In the semiclassical limit of quantum mechanics, the periodic orbits of the corresponding classical system play a special role in determining the spectral properties of the quantum system. This fundamental fact has been a dominant theme in modern semiclassics and was pioneered by Gutzwiller [1] , Balian and Bloch [2] , Strutinsky and Magner [3] and Berry and Tabor [4] . One of the central results which emerged from this work is the representation of the density of states in terms of classical periodic orbits. Such representations are referred to as trace formulas. Semiclassical analysis based on the use of trace formulas is now common in many areas of physics [5, 6, 7] . Besides providing a natural framework for studying the quantum manifestations of classical chaos [5, 8, 9] , such analysis has been used in the study of nuclei [3, 10, 11] , atoms [12, 13] , metal clusters [14, 15] , molecules [16] , chemical systems [17] , spins [18] , Casimir effects [19] and tunneling [20] . Trace formulas have also become a prominent analytical tool in the study of mesoscopic systems [21] . New directions continue to be explored [22] Despite the great utility of trace formulas, their use in the few-body or many-body context has received little attention. Although trace formulas are applicable to interacting many-body systems, more effort has gone into developing semiclassical descriptions of single-particle dynamics in an appropriate mean field. One impressive exception is the successful application of the Gutzwiller trace formula to the study of two-electron atoms and related three-body systems [23, 24] . The main difficulty of applying the theory is that periodic orbits must be found for the interacting many-body system. One approach to this problem has been proposed in [25] which develops a particle number expansion of the trace formula.
In this paper, we consider the extension of the Gutzwiller theory to systems of noninteracting and weakly interacting identical particles. The situation of a multi-particle system in which there are no interactions between the particles is quite subtle. As we shall discuss, when the particles are noninteracting, there is a continuous symmetry. (Discrete symmetries in semiclassical trace formulas are discussed in [26, 27, 28] and continuous symmetries in [3, 29, 30] .) This symmetry has a profound consequence; although an N -particle problem in d dimensions can be thought of as a single-particle problem in N d dimensions, one cannot simply apply the Gutzwiller trace formula since the symmetry of the noninteracting problem implies the periodic orbits of the full phase space are not isolated, but rather come in continuous families.
Recently, we presented a semiclassical formalism for the density of states of two noninteracting identical particles based on an asymptotic analysis of various convolution integrals arising in the semiclassical decomposition of the two-particle density of states [31] . In principle, this approach can be extended to more than two identical particles. In this paper, we pursue a different approach which considers the problem in the full phase space rather than the individual phase spaces of each particle. We show that the formalism of [29] can be used to find the appropriate many-body trace formulas. This full phase space approach recovers our previous results, but can also be easily generalised to arbitrary particle numbers. In addition, it is conceptually cleaner than the convolution method since spurious end-point contributions from convolution integrals [31] do not arise and therefore need not be explained away. Moreover, this kind of analysis is necessary if interactions are to be included. The convolution method cannot be used when there are interactions between the particles since it is no longer true that the full density of states is the convolution of the single-particle level densities.
For the noninteracting problem, we can use the formalism of continuous symmetries. Interactions destroy the continuous symmetry and therefore break up the periodic orbit families into a discrete set of isolated orbits. We can use the standard Gutzwiller theory if the interaction is sufficiently strong. However, there is an intermediate regime of interaction strength where a different treatment is required. In this regime, we can think of the interaction as a perturbation and apply the ideas of [32] which describe the effect of symmetry-breaking on trace formulas using classical perturbation theory. The essential idea is that a calculation to first order in perturbation theory of the actions should be adequate to describe the regime where the periodic orbits are not isolated enough so that the standard Gutzwiller trace formula applies. The situation of a null-result at first order has also been studied [33] .
One expects this perturbative approach to become invalid for large perturbations. However, there are uniform calculations that are valid for arbitrarily large values of the perturbation parameter. Such calculations have been developed in [34] and [35] . The appeal of uniform approximations is that the usual Gutzwiller expression is recovered exactly in the limit of moderate to large perturbations. In this paper, we do not consider uniform calculations for the transition from noninteracting → stronglyinteracting identical particles, but rather focus on how the first-order perturbation theory can be used to study the initial part of the transition when the interaction is first turned on.
The effect of particle symmetry on the semiclassical structure of trace formulas is an important problem in its own right. We discuss the symmetry decomposition of the density of states for N noninteracting identical particles. This is especially interesting since it is a situation in which there are coexisting discrete and continuous symmetries. While Ref. [36] considers the symmetry-reduced trace formula due to the discrete permutational symmetry, it is assumed the periodic orbits are isolated, which is only true if the particles are strongly interacting (although there is a brief discussion of the noninteracting problem.) This paper is organised as follows. In section 2, we provide the necessary background material for the rest of the paper. In section 3, we present the semiclassical formulation of the two-body problem in the full phase space assuming no interactions between the particles while in section 4 we explore the effect of interactions and how they can be incorporated into the formalism. Section 5 considers the extension to N identical noninteracting particles. The symmetry decomposition of the N -particle density of states is presented in section 6. A more general discussion of interactions in the N -body situation is given in section 7. We close with a conclusion and several appendices.
Background Theory

Quantum two-particle density of states
We start with a review of the problem of two identical particles. The quantum Hamiltonian for two identical noninteracting particles, a and b, iŝ
whereẑ a/b denote the set of operators (x a/b ,p a/b ) andĥ is the single-particle Hamiltonian. The Hamiltonian (1) is invariant under the unitary transformationÛ which interchanges a and b. We define the single-particle energies and eigenstates bŷ h|n = ε n |n .
Then, the two-particle energies and eigenstates are E mn = ε m + ε n and |mn so that
Accordingly, the one and two-particle densities of states are
and they are related by the identity ρ 2 (E) = ρ 1 * ρ 1 (E).
Another useful result is the relation between the density of states and the trace of the energy Green function or resolvent. We define g(E) = Tr Ĝ (E) , whereĜ(E) = 1/ E −Ĥ is the one-sided Fourier transform of the quantum propagator. In terms of the resolvent,
which applies for either the one or two-particle density of states as long as we use the appropriate resolvent on the right-hand side. In the limit ǫ → 0 + , the exact density of states is recovered [2] . Henceforth, the iǫ will be implicit.
Review of semiclassical formulation
It is common to decompose the density of states into smooth and fluctuating components. For the one-particle density ρ 1 (ε) =ρ 1 (ε) +ρ 1 (ε),
whereρ andρ denote the smooth and fluctuating components, respectively. For a potential system in n dimensions, the leading-order term for the smooth density of states is
where z collectively denotes the 2n classical phase space coordinates and h(z) is the classical Hamiltonian (for an exception to this general result, see [37] ). There are corrections to (8) involving derivatives of the delta function in the integrand; the first of these is O(h 2 ). For a two-dimensional billiard, the analogous expression isρ
where α = 2m/h 2 , A and L refer to the area and perimeter, respectively and the ± refers to Neumann and Dirichlet boundary conditions, respectively. There are also corrections involving the curvature and powers and derivatives of the curvature (see [38, 39] for more exhaustive studies) as well as contributions from sharp corners when they exist. Similar results hold for higher dimensional billiards (see [6] ). The oscillating component can be expressed as [1] 
where γ labels the periodic orbits of the system, S γ is the classical action integral along the orbit and σ γ is a topological index [40] counting the caustics in phase space encountered by the orbit. A γ is the amplitude of the periodic orbit and depends on the specific nature of the system, for example, whether the orbit is isolated or not and if so on its stability. For the case of isolated periodic orbits,
where T 0 γ is the primitive period of the orbit andm γ is the 2(n − 1) × 2(n − 1) symplectic stability matrix on any Poincaré section to which the orbit is transverse. Its eigenvalues give the stability exponents of the orbit.
Substituting (7) into (5), we concludē
We have identified the cross term 2ρ 1 * ρ 1 (E) as belonging to the fluctuating component of the twoparticle density of states. This is because the end-point analysis of the convolution integral results in a fluctuating function as shown in [31] where the various components have been given explicit semiclassical interpretations in terms of one and two-particle dynamics which support this decomposition.
Symmetry decomposition
The most interesting aspect of the existence of identical particles is the fact that only certain states are occupied, the fully symmetric ones if the particles are bosons or the fully antisymmetric ones if the particles are fermions. It is important to understand how the above discussion decomposes when we consider the separate densities of symmetric and antisymmetric states. Although not absolutely necessary for the present discussion, it will be useful for later to introduce the projection operator as follows. As mentioned, the Hamiltonian (1) is invariant under an interchange of the particles a and b, an operation we denote by σ; leaving the particles unchanged we denote by e. There is a two-element discrete group comprised of these two operations and these have representations as quantum operators,Î andÛ . Both of these operators commute withĤ. This is a simple group with two irreducible representations which we identify as the bosonic (symmetric) representation and the fermionic (antisymmetric) representation. Given an arbitrary state with components belonging to both representations, we can project out the portion belonging to either of the two representations through the use of the projection operator [41]
where the ± refer to the bosonic and fermionic representations, respectively. In terms of this projection operator, the bosonic and fermionic densities of states are given as
The sum of the bosonic and fermionic densities is just the complete two-particle density of states, ρ 2 (E). The difference is given by Tr Û δ(E −Ĥ) and expressing the trace in the energy eigenbasis, this leads to
where we have used the fact thatÛ interchanges the state labels in the second line and the fact that E nn = 2ε n in the third. The final line we recognise as ρ 1 (E/2)/2 and thereby conclude
As will be shown below, this identity also holds if we replace ρ byρ orρ on both sides of the equality.
Two Noninteracting Identical Particles
As we have discussed in [31] , the density of states for two noninteracting particles can be understood as the autoconvolution of the one-particle density of states. Furthermore, we showed above how the difference between the bosonic and fermionic densities is given by the one-particle density of states. In this section, we explore how these two-particle densities can be obtained from semiclassical calculations in the full two-particle phase space. This type of analysis is necessary if we want to add some form of interparticle interaction. In that event, the particle dynamics become coupled and we can no longer make use of calculations using the one-particle phase spaces. The two noninteracting identical particles, a and b, evolve independently in their own one-particle configuration space which we denote as having dimension d so that the one-particle phase spaces are of dimension 2d. The full two-particle configuration space has dimension 2d and the corresponding phase space is of dimension 4d. We reserve the symbol z to collectively denote these 4d phase space coordinates and will often use z = (z a , z b ) where z a/b denote the 2d-dimensional one-particle phase space coordinates of each particle. The two-particle Hamiltonian is H(z) = h(z a ) + h(z b ), where h(z a/b ) is a one-particle Hamiltonian. We will mostly focus on smooth potentials in this section since they are somewhat simpler to analyse. However, the general conclusions apply to billiards as well, with one important exception which we describe when it arises.
Dynamics in the full phase space
Since we are mainly concerned with the extension of the Gutzwiller theory we focus on the fluctuating part of the density of states. However, since the smooth part is important in constructing the full density of states, we have provided a discussion of the two-particle Thomas-Fermi calculation (and the associated symmetry decomposition based on the theory of [42] ) in appendix A. To calculate the fluctuating part of the density of states, we need to find all periodic orbits in the full phase space at a specified energy E. We recall that dynamics in the full phase space consists of each particle evolving separately in its own phase space. The dynamics of z are easily defined through one-particle dynamics by Φ t z = (φ t z a , φ t z b ), where φ t is the flow for one particle.
We seek periodic orbits with phase space coordinates z ′ such that Φ T z ′ = z ′ for some period T . This is possible if the two particles are on (generally distinct) one-particle periodic orbits with the same period. In general, two arbitrary one-particle periodic orbits will have different periods. However, there is a parameter which we can vary, namely the way in which the total energy is partitioned between the two particles. Generally, we can find an energy E a (and E b = E − E a ) such that the two periods are the same. We will assume henceforth that there is only one energy E a for which there is a solution. (This assumption can be relaxed at the cost of heavier notation.) There is another way to have a periodic orbit in the full phase space; one particle can evolve dynamically on a periodic orbit with all of the energy while the other is stationary at a fixed point of the potential. We discuss this later.
To analyse the first possibility, we note that such two-particle orbits come in continuous families. To see this, imagine that a full phase space periodic orbit consists of one particle on a one-particle periodic orbit γ a and the other particle on a distinct one-particle periodic orbit γ b (see Fig. 1 ) and Two single-particle periodic orbits γ a and γ b which constitute a full two-particle periodic orbit of the full phase space. The full Hamiltonian H(z a , z b ) generates time translations for both particles (as denoted by the single-particle flow φ t acting on both particles) while the single-particle Hamiltonian J = h(z a ) generates time translations for particle a while leaving particle b fixed (as denoted by the single-particle flow φ θ acting on particle a only). The flows generated by H and J are Φ t and Ψ θ , respectively. A combination of such flows (cf. Eq. (17)) is shown here. that the energy partition is such that they have the same period T . We have complete freedom in specifying which points on the respective orbits we choose as initial conditions. Given that we define t = 0 to be when particle b is at some specified point on γ b , we can vary the position of particle a on γ a . By changing its initial position along the orbit, we map out a continuous family of congruent periodic orbits.
This can be formalised as follows. We note that in addition to the total Hamiltonian H, there is a second constant of motion J = h(z a ) in involution with H. It generates time translations of particle a while leaving particle b fixed. (One could equally well specify J as any linear combination of h(z a ) and h(z b ); as long as it is independent of H the choice is arbitrary.) Flows in J which we denote by Ψ θ are mapped in the full phase space as follows: Ψ θ z = (φ θ z a , z b ). The symmetry parameter θ is conjugate to J and has the dimension and interpretation of time. However, since it measures the evolution of particle a while leaving particle b fixed, it is not time in the usual sense and we will follow the notation of [29] in calling it θ. A combination of flows in H and J is
Since Ψ θ and Φ t commute and separately conserve both H and J, the surface mapped out by these flows has constant H and J (i.e. H = E and J = E a ) . Starting at some point on the full phase space periodic orbit, flows in H and J map out a two-dimensional torus. This means there is a 1-parameter degenerate family of periodic orbits (the other dimension is parameterised by time and is present even in the case of isolated orbits). Therefore, we cannot use the Gutzwiller trace formula for isolated orbits since it will give a spurious infinity. Due to the continuous family, there is one fewer stationary phase integrals to be done in evaluating the trace so that this family of orbits contributes O(1/ √h ) more strongly than an isolated orbit and the calculation of its amplitude must be performed with care. For the present, we assume that there are no symmetries other than J so that all of the oneparticle periodic orbits are isolated. The flow directions generated by H and J are stable as are the two directions transverse to the constant H and J surfaces. Thus, there are four directions of neutral stability in phase space. The remaining (4d − 4) directions decompose into separate subspaces of dimension (2d − 2) within each of which there are the standard symplectic possibilities for stability.
In general, the contribution of one f -parameter family of orbits generated by Abelian symmetry to the resolvent is [29] 
This contribution is O(1/h f /2 ) stronger than an isolated periodic orbit. As mentioned above, every constant of motion implies one fewer stationary phase integrals and therefore f fewer powers of √h in the prefactor. For a similar reason, there is an additional phase factor of −f π/4. The total contribution to the resolvent is a sum over all families of periodic orbits, the capital Γ indicating that these are indeed families and not isolated orbits as in the more familiar Gutzwiller trace formula. In our case, the sum over Γ can be expressed as a double sum over γ a and γ b indicating the (one-particle) periodic orbits on which the particles are evolving. We now describe the various factors in (18) and explain what they are in the present problem for which f = 1. The volume term, T 0 Γ V 0 Γ is the integral over the flows generated by H and J, Γ dtdθ, integrated over the periodic orbit family. The time integral gives the period of the family T Γ = T γa (E a ) = T γ b (E b = E − E a ) ≡ T while the θ integral gives V Γ = T γa (E a ) since a flow in J by that amount will return the final phase space point to where it began. However, there can be discrete symmetries such that a combination of flows in H and J for less than T will return the final phase space point to where it began. This situation occurs when one or both particles is on a repetition of some primitive periodic orbit. To see this, suppose that particle a is on the n a 'th repetition of its orbit while particle b is on the n b 'th repetition of its orbit. Then, the torus is partitioned into n a n b equivalent segments and the volume term becomes T Γ V Γ /n a n b . However, defining the primitive periods through T γa (E a ) = n a T 0 γa (E a ) and similarly for particle b, we observe that
, which is the product of the primitive periods.
M Γ is a (4d − 4) × (4d − 4) matrix linearising motion on a reduced surface of section. Specifically, it is the section at constant (H, J, x a , x b ) where x a/b are chosen so that the dynamics are transverse to the surface on which they are both constant. In our case, this section is simply the direct product of the normal Poincaré surfaces of section for each of the two motions (where one would specify the one-particle energy and some fixed coordinate in each case). As a result,M Γ has a block diagonal structure since there is no coupling between the two particle spaces. We conclude that det M Γ − I = det (m γa − I) det (m γ b − I), wherem γa/γ b are the stability matrices of the separate one-particle periodic orbits and I is the appropriately dimensioned unit matrix on both sides of the equality.
The anholonomy term (∂Θ/∂J ) Γ measures the amount by which orbits that are periodic in the symmetry-reduced dynamics fail to be periodic in the full phase space. Suppose we vary the value of J infinitesmally while keeping the total energy fixed; in our case this amounts to a slight change of the energy partition between the two particles. The periodic orbit is launched as before with the same initial conditions except for p (the momentum conjugate to x ) which must be changed appropriately to effect the change in J. After the original period T , the final phase space point will not be where it began, but infinitesmally close. A flow in H for some extra amount of time ∆t and a flow in J by an extra amount ∆θ (or the other way around since the flows commute) closes the orbit in the full phase space. The factor ∂Θ/∂J is simply the ratio ∆θ/∆J (in the limit that ∆J → 0). (Θ is capitalised to stress that J and θ can also be used as labels of families of surfaces, in which case, this factor can be interpreted as a Jacobian for a change of label from J to θ.) Recall that the value of J = h(z a ) is just the energy of particle a. If J a → J a + ∆J a , then E b → E b − ∆J a , since the total energy is fixed. γ a now has a perturbed period, T + ∆T γa = T + T ′ γa ∆J a while γ b now has a perturbed period
∆J a , where the primes denote differentiation with respect to energy:
Let z ′ = (z ′ a , z ′ b ) and z denote the initial and final phase space points, respectively. Then, after the original period T ,
We need to find (∆t, ∆θ) which map z back to z ′ . Using Eq. (17), the condition for a periodic orbit Φ ∆t Ψ ∆θ z = z ′ implies ∆t = ∆T γ b and ∆θ = ∆T γa − ∆T γ b so that
The action
is the action of the periodic orbits in the family (all orbits in Γ have the same action because of symmetry). Finally, we discuss the phase indices. µ Γ is determined from the dynamics in the symmetry-reduced surface of section in the same way as for isolated orbits in the usual Gutzwiller trace formula and following the same logic as above, µ Γ = σ γa + σ γ b . δ Γ is defined as the number of positive eigenvalues of (∂Θ/∂J ) Γ [43] . In this case, the anholonomy term is simply a scalar and therefore δ Γ = 1 if the Jacobian is positive and δ Γ = 0 when the Jacobian is negative. We conclude that
We assumed that there is only one energy partition such that both particles have the same period. This will be the case when the period is a monotonic function of energy, which is a typical situation. If the period is a more complicated function of energy, there may be further solutions and if so then one must have a sum over (γ a , γ b ) for each possible solution of this condition, but we suppress this possibility for notational simplicity.
We obtained this expression in [31] by doing a stationary phase analysis of the direct convolution of Eq. (10) with itself. (The phase index ν in Eq. (18) of [31] has a different definition than δ Γ in Eq. (22), but the overall phase is consistent in the two formulas.) The condition of stationary phase immediately implied that the energy must be partitioned so that the periods of the two one-particle orbits are the same. The stationary phase integral then introduces a factor of √h as well as the sum of the second derivatives of the actions with respect to energy evaluated at the stationary phase energy. This is precisely the first derivatives of the periods with energy. Thus, we have shown how these two different approaches yield consistent results.
Either particle can execute any number of repetitions of its single-particle orbit. If particle a executes l γa repetitions and particle b executes l γ b repetitions, then the energy must be partitioned so that l γa T γa (E a ) = l γ b T γ b (E b ). As discussed above, the volume term remains unchanged as the square of the primitive periods due to the discrete symmetry in the family of orbits. The action of this orbit is l γa S γa + l γ b S γ b , and similarly for the phase index. The separate monodromy matrices are raised to the appropriate power. The anholonomy term follows from the discussion above Eq. (21) as
. Assuming that the periods are monotonic in the energy, the index δ Γ is unchanged. Otherwise, it is given by the sign of
. Therefore, the previous expression continues to apply, but the actions, phase indices and periods are multiplied by the appropriate value of l γa/γ b and the separate monodromy matrices are raised to the appropriate power. This dependence can also be understood to be already contained in the definition of the various orbit properties.
We observe that the amplitude of (22) is proportional to the product of the amplitudes for the single-particle dynamics. The trace formula for two noninteracting particles contains an additional prefactor of ih/ √ 2πh, a factor involving the derivatives of the periods with respect to energy (and the associated phase index δ) and an additional phase factor of π/4. This result generalises to cases where the amplitudes are not given by (11) . We simply replace the single-particle amplitudes in large brackets by the equivalent ones for the system under consideration. This can be understood by noting that the only coupling between the particles is as we have described and any further symmetry can be handled within the single-particle phase spaces. This conclusion can also be understood in the convolution picture by simply using the appropriate single-particle amplitudes when doing the stationary phase analysis [31] .
Symmetry decomposition of the dynamical term
As discussed initially by Gutzwiller [1] and later in more generality by Robbins [27] , in the presence of a discrete symmetry, the fluctuating density of states can be decomposed among the various irreducible representations. For our problem, this is simply the symmetric (bosonic) and antisymmetric (fermionic) cases. To evaluate the separate densities of states, one must calculate g ± (E) = Tr P ±Ĝ (E) using the projection operators in (13) . The first term of the projection operator results in the standard sum over (two-particle) periodic orbits (22) . There is a factor of 1/2 which indicates that this contribution is simply divided evenly between the symmetric and antisymmetric spectra. It is the second term of the projection operator which requires careful analysis.
The combination Tr ÛĜ (E) is expressible in terms of orbits involving particles which begin at a point in phase space, evolve for some time T , are then exchanged using the classical analogue ofÛ and then find themselves back where they began. We call these orbits pseudo-periodic to distinguish them from the standard two-particle periodic orbits discussed earlier. We first define the symplectic mapping u corresponding to classical particle exchange as u(z a , z b ) = (z b , z a ). It has the property that u 2 is the identity mapping. Symbolically, the combination of flowing for time t and particle exchange is to map a phase space point
To find orbits which are periodic under these combined operations, we require phase space coordinates z ′ and periods T such that z ′ = uΦ T z ′ . Applying this combined operation twice, we find that z ′ = Φ 2T z ′ . This is just the condition for a periodic orbit of period 2T in the full phase space without particle exchange. So we conclude that our initial condition z ′ must be on a periodic orbit of the full phase space. However, our condition is still more restrictive since the above considerations imply that after time T , particle a must be where particle b began and vice-versa. This is only possible if the two particles are traversing the same periodic orbit, with the same energy and furthermore are exactly half a period out of phase. There is also the degenerate case where both particles begin and evolve together. This is discussed below. Figure 2 : A pseudo-periodic orbit of the two-particle phase space is constructed by placing the two particles on the same single-particle periodic orbit. If E a = E b and the particles are half a period out of phase, then after the combined operations of time evolution and particle exchange, the original configuration is restored. Therefore, the set of possible pseudo-periodic orbits is much more restricted than the set of standard periodic orbits since we have only contributions when both particles are executing the same dynamics. Furthermore, these orbits are isolated and do not come in a 1-parameter family. The existence of families for the standard periodic orbits is due to the freedom in specifying the relative phases of the two motions. We no longer have this freedom. This immediately implies that the pseudo-periodic orbits will be weaker by O( √h ) because there is one more stationary phase integral to do than for the standard periodic orbits. (This can also be understood from the fact that particle exchange does not conserve the separate energies and so does not commute with J.) Therefore, the usual Gutzwiller trace formula applies and we use it to determine the actions, periods and stabilities of these isolated pseudo-periodic orbits.
Consider an arbitrary periodic orbit γ of the one-particle phase space with period T γ and choose some arbitrary initial condition on it which we shall call z ′ a . To have a pseudo-periodic orbit in the full phase space, we can begin at
If we flow for a time T γ /2 and then exchange the particles, we map z ′ onto itself (see Fig. 2 ). Therefore, the set of pseudo-periodic orbits in the full two-particle phase space is one-to-one with the set of standard periodic orbits in the one-particle phase space. The periods of the pseudo-periodic orbits in the full phase space are one-half of the periods of the corresponding standard periodic orbits in the one-particle phase space. Nevertheless, when evaluating the trace integral we must integrate over all initial conditions on the orbit and this gives a full factor of T 0 γ in the amplitude. The actions and phase indices for the pseudo-periodic orbit are the same as for the standard one-particle orbit; although we integrate for only half the time, both particles are in motion and between them, they execute one full motion of the periodic orbit. The stability matrix in the full phase space requires careful analysis. Letm γ be the stability matrix of the full periodic orbit γ of the one-particle phase space andM γ ′ be the stability matrix of the pseudoperiodic orbit γ ′ in the full phase space. It is shown in Appendix C that det(M γ ′ − I) = 4 det(m γ − I), where on each side of the equation I is understood to be an appropriately dimensioned unit matrix. We conclude that the contribution of this orbit to Tr ÛĜ (E) is
where all classical quantities are evaluated at the single-particle energy E/2. Apart from the factor of two in the denominator, this is the same as the corresponding primitive orbit in the single-particle density of states [Eqs. (10) and (11)]. As mentioned above, there is also the situation where both particles start at the same point on the orbit and evolve together. Interchanging them at the end trivially returns them to the same position. This orbit has action 2S, but should not be confused with the situation where the two particles start at independent positions on the orbit and therefore come in a 1-parameter family. The fact that we interchange the particles at the end ensures that the two-particle orbit described here is isolated and does not come in a family. The two orbits share the same action, but the family has a larger amplitude due to the differenth prefactor and will tend to dominate. This situation of coexisting contributions with the same action is analogous to a potential problem with a reflection symmetry where there is a boundary orbit which contributes to both the identity term in the density of states and also to the reflection term. The only difference here is that the two orbits contribute with different powers ofh.
The analysis of the contribution of this double orbit is similar to above. We state without proof that its amplitude is simply the same as the double repetition of the single-particle orbit, again divided by an overall factor of two as discussed in Appendix C. This pattern continues for higher repetitions, where for odd multiples of the single-particle action the particles start T γ /2 out of phase while for even multiples they start in phase and interfere with stronger (in anh sense) contributions from the identity term. Apart from the factor of two in the denominator, the sum over repetitions is the same as for the single-particle density of states.
Thus, we see that the contribution to the bosonic and fermionic densities of states of the pseudoperiodic orbits is precisely the same as the fluctuating density of states of the one-particle spectrum except that it is to be evaluated at half the energy because the total energy is partitioned equally between the two particles and should also be divided by an overall factor of two. In conclusion,
consistent with (16).
Heterogeneous periodic orbits
We now discuss contributions to the resolvent from periodic orbits in the full phase space arising from the physical situation where one particle executes dynamics while the other particle remains stationary. In particular, suppose that particle a is stationary at some point in phase space while particle b evolves dynamically on a one-particle periodic orbit. The resulting phase space object we call a heterogeneous periodic orbit. The structure of such orbits in systems with analytic potentials is qualitatively different from the structure in billiards.
For systems with analytic potentials, the stationary particle must be at some extremum of the potential with zero momentum. In this case, the full heterogeneous orbit is isolated in phase space since a flow in J = h(z a ) does not map an initial phase space point z ′ to a new phase space point z. Therefore, we can use the Gutzwiller trace formula for isolated orbits. In billiards, the stationary particle has zero momentum, but it can be anywhere in the billiard. So rather than being isolated, the heterogeneous orbits appear as d-dimensional families. This means that we can use the formalism of [29] to calculate the amplitude of these orbits. We first present the full phase space calculation for systems with analytic potentials and then derive the analogous results for billiards.
Analytic potentials
Consider particle b traversing a one-particle periodic orbit γ with action S γ , primitive period T 0 γ , stability matrixm γ and topological index σ γ . Particle a is assumed to be stationary at a potential minimum with energy E a = 0. At the minimum, the potential is locally harmonic with d frequencies ω j . As we have mentioned, the full heterogeneous orbit is isolated and so we can simply use the Gutzwiller trace formula for isolated orbits. The only other required information is the monodromy matrix in the phase space of particle a since det (M Γ − I) = det (m a − I) det (m γ − I), whereM Γ is the (4d − 2) × (4d − 2) stability matrix of the full heterogeneous orbit and m a is the 2d × 2d monodromy matrix of particle a. Since the dynamics are locally harmonic, we can use the result for a d-dimensional
. The phase index of this motion is simply d, one for each transverse harmonic degree of freedom. Thus, the contribution of one heterogeneous orbit to the resolvent is
where we have retained the symbol Γ to denote the full two-particle heterogeneous orbit and γ to stress that this is the contribution from the situation where only one particle is evolving dynamically. There is also an identical contribution from the situation where particle b is fixed while particle a evolves dynamically. As before, repetitions can be understood to be implicit in the definitions of the action, period, phase index and stability matrix.
One can also consider extrema other than potential minima, such as saddles or potential maxima. We can expand the d-dimensional potential around an extremum x 0 as
where the ξ measure the deviations of x from x 0 . In general, there are d + stable directions and
Then, the expression (25) is still valid, but the energy of the dynamically evolving particle is replaced by E − V (x 0 ), the phase factor dπ/2 replaced by d + π/2 and the sin (ω j T γ /2) replaced by sinh (ω j T γ /2) for the unstable directions. We would also like to understand how (25) can be obtained from the convolution picture. This is pursued in Appendix E where we demonstrate that this term actually comes from the combination of two distinct end-point contributions.
The symmetry decomposition for heterogeneous orbits is trivial. Since the two particles are executing completely different dynamics, the combination of time evolution and particle exchange, as above, can never map a phase space point to itself. This requires an equivalence of the two motions. Thus, the contribution from heterogeneous orbits is simply divided evenly between the symmetric and antisymmetric representations and belongs to theρ 2 (E) term of Eq. (24).
Billiard systems
As mentioned above, heterogeneous orbits in a d-dimensional billiard come in d-dimensional families and we may therefore use Eq. (18) with f = d to determine the appropriate trace formula. We first consider a two-dimensional billiard (i.e. d = 2), although the result is easily generalised. For this case, the orbits do not appear as three-tori, but rather have the topology of B × S 1 , where B denotes the billiard domain and S 1 is the one-torus associated with the dynamics of the evolving particle b on the one-particle periodic orbit γ. There are two constants of the motion: J 1 = p xa and J 2 = p ya and Θ is the flow generated by these generators which are x a and y a , respectively. Clearly,
since the off-diagonal elements vanish due to the fact that the x and y motions are uncoupled. After particle b has traversed the primitive orbit n γ times, ∂x a /∂p xa = ∂y a /∂p ya = −n γ T 0 γ (E), where T 0 γ (E) is the primitive period of the orbit. (The minus sign indicates that a backwards flow is required to close the orbits in the full phase space.) This immediately implies that the phase index δ ≡ 0. The stability matrix defined in (18) in this case is simply the stability matrix of the motion of particle b (see the earlier discussion of heterogeneous orbits for a more explicit discussion). The volume for a family of such orbits is the area of the billiard and combining all of the factors, the leading-order contribution of a family of heterogeneous orbits Γ to the two-particle density of states is
We obtained this expression previously by doing a direct energy convolution integral of the first term of Eq. (9) with Eq. (10) [31] . This once again underlines the equivalence of the two methods which yield consistent results. This naturally extends to the higher order terms of (9) through a more careful analysis of the surface corrections, but we do not pursue this analysis here. Also, this result generalises to d dimensions asρ
where Ω d is the d-dimensional volume of the billiard. We stress that this is O(1/h d/2 ) stronger than an isolated orbit, this factor arising from the fact that this class of orbits appear in d-dimensional families.
Two Weakly Interacting Identical Particles
Classically, any interaction between the two particles destroys the 1-parameter torus of orbits and replaces it with a discrete set of isolated orbits. This transition happens discontinuously as soon as the interaction is turned on. By contrast, the actual quantum behaviour is smooth and continuous. Therefore, we seek a semiclassical picture which captures this smooth behaviour. We apply the ideas of [32] although similar ideas can be found in [44, 34] . The main point is that all members of the continuous family of periodic orbits remain approximately periodic if the interaction is weak enough. The basic procedure is that for a family of unperturbed orbits, one should determine the perturbed action after the interaction is turned on. In the derivation of the general trace formula for systems with continuous symmetries, one has to perform an integral over the group measure. To study the effects of symmetry-breaking perturbations, the main step is to expand the action in the exponent to linear order in the perturbation parameter and assume that all other prefactors retain their unperturbed values. The remaining integral over the group measure leads to a multiplicative "modulation factor" in the amplitude of the trace formula. The resulting expression for the resolvent interpolates between the noninteracting case studied above and the situation of isolated periodic orbits.
Suppose that a perturbative term like ǫV (z a , z b ) is added to the Hamiltonian. Unlike before, this can not be decomposed into a sum of identical functions of z a and z b . If we look at a typical member of a periodic orbit family Γ labelled by the symmetry parameter θ, it will still be approximately periodic, but with a modified action. To first order in perturbation theory, the change in action at fixed energy E is [44, 45, 32] 
This formula indicates that we integrate over one period of the periodic orbit. The orbit labelled by the parameter θ involves a shift of the initial condition of particle a relative to particle b, that is, z a (t; θ) = z b (t + θ). The amplitude of the trace formula (22) is now modified by the "modulation factor" which is given by [32] 
Clearly, if the interaction is absent, then ∆S is zero and the modulation factor is unity, which returns the previous result. On the other hand, if the interaction is sufficiently strong so that ∆S ≫h, then the above integral can be done by stationary phase. Each stationary phase point corresponds to an isolated periodic orbit (by Birkhoff's theorem, any smooth perturbation leads to an even number of isolated orbits, of alternating stability). The resulting analysis reproduces the Gutzwiller expression for isolated orbits. For this to be a complete picture, we imagine that there exists a range of interaction strengths where the perturbation is small enough to justify the use of classical perturbation theory while nevertheless ∆S ≫h. We would then use the analysis outlined above for small interaction strengths and use the isolated orbit analysis for larger interaction strengths and expect that there is an intermediate regime where they are both valid. Consider the two-dimensional single-particle potential
The motion along the x-axis (y = 0) is harmonic and unstable since slight deviations in the y direction get amplified. As an example, we populate this potential with two particles and consider an initial condition where both particles start on the x-axis. The noninteracting problem consists of both particles executing independent single-particle motions on the periodic orbit x(t) = A cos ωt, where the amplitude A is energy dependent and ω is the frequency of the motion. In general, the particles are out of phase. Next, we add a small harmonic attraction between them
where x a and x b denote the positions of the two particles and ǫ is a measure of the interaction strength. Taking x a (t) = A cos ω(t + θ) and x b (t) = A cos ωt, we find
where T = 2π/ω. The modulation factor is found by integrating over θ:
where J 0 is the zeroth-order Bessel function. In the limit ǫT A 2 /2 ≫h, we can analyse the integral representation by stationary phase and get two contributions. (The stationary phase analysis is equivalent to using the asymptotic expansion of the Bessel function.) These have phases of ±π/4 relative to the noninteracting case and have relative amplitudes of order √h . The two stationary phase points θ = 0 and θ = π/ω = T /2 correspond physically to the situations where the two particles are in phase and half-a-period out of phase, respectively (see Fig. 3 ). For the latter situation, there is also a shift in the action by the amount −ǫT A 2 . As stated above, the contributions reproduce the Gutzwiller formula appropriate for isolated orbits.
We remark that the analysis performed here depends crucially on understanding the geometry of the orbit families in the full phase space and would not have been possible using the formalism of convolutions used in [31] . This clearly demonstrates the advantages in using the formalism of this paper for situations which include interactions. In the left well, we have displayed particles a and b beside each other, however it should be understood that they are at the same position and actually overlap.
The heterogeneous orbits are isolated even in the absence of interactions and the usual Gutzwiller formula applies to them. Upon adding an interaction, this fact does not change, however the orbit does change its action smoothly as is usual for any periodic orbit under a perturbation. The specific property that one of the particles is stationary while the other evolves with all of the energy will no longer be true, but the validity of the Gutzwiller formula does not change.
Several Noninteracting Identical Particles
We now consider the extension to N identical particles. We start with the situation in which there are no interactions. The smooth term can be written as an (N − 1)-fold convolution integral of the single-particle smooth terms and can also be understood as a single integral in the N -particle phase space. At this point, we say no more about the smooth term and refer the reader to [6] for further discussions. For the oscillating term, there are again two possibilities. Either all of the particles are evolving dynamically, or a subset of them is stationary at various potential extrema. (We do not consider heterogeneous billiard orbits in this section.) For the first situation, the discussion closely parallels the two-particle case. The only nontrivial quantity to determine is the matrix (∂Θ/∂J) Γ . We consider the case N = 3, but this result readily generalises.
In an obvious extension of the notation, there are three single-particle phase spaces with coordinates z a , z b and z c so that the full three-particle phase space has coordinates z = (z a , z b , z c ) and the total Hamiltonian H(z) = h(z a )+ h(z b )+ h(z c ). Two other constants of motion which are in involution with H are J a = h(z a ) and J b = h(z b ) and they generate time translations of particles a and b, respectively, while having no effect on the other particles. Flows in H, J a and J b are denoted by Φ t , Λ θa and Ψ θ b , respectively. If φ is a single-particle flow, then flows in the full phase space are mapped as follows:
The periodic orbits of the full phase space (at a given total energy E) can be found from the one-particle periodic orbits by balancing the energy partition among the three particles (i.e. varying J a and J b while holding H fixed) so that all the one-particle periodic orbits have the same period. (The result is a three-particle periodic orbit in the full phase space.) Imagine a slight departure from this equilibrium situation so that J a → J a + ∆J a while holding J b and H fixed. Then,
where ∆T a = T ′ a ∆J a and ∆T c = −T ′ c ∆J a , the primes denoting differentiation with respect to energy. The initial condition z ′ = (z ′ a , z ′ b , z ′ c ) with these modified energies (but each particle still on its oneparticle periodic orbit at that modified energy) is not on a periodic orbit of the full system. However, it is on a generalised periodic orbit. That is, the trajectory can be made to close with additional flows in (H, J a , J b ). Imagine a flow in H for the original period T . The orbits of particles a and c will fail to close by the amount by which their period is longer (or shorter) due to the changed energy:
Additional flows in (H, J a , J b ) close the trajectory. First, a flow in H by the amount ∆T c returns particle c to z ′ c :
We get a similar result from a deviation in J b (holding J a and H fixed) and conclude that
The determinant is
and is invariant under a permutation of the indices. Note that we could have chosen the two generators J a and J c and followed through the analogous calculation. In that calculation, the anholonomy matrix would be modified by permuting b and c in Eq. (39). Therefore, the eigenvalues of ∂Θ/∂J are not invariant. But, since the determinant is invariant, so too is the number of positive eigenvalues which determines the phase index δ. Therefore, the final result is invariant. For N > 1 particles, this generalises to
where T p is the period of the one-particle orbit on which particle p is residing. This can be shown by induction. The other factors which go into the trace formula are simple to determine; the discussion is very similar to the two-particle case and so we refrain from going into great detail. For N particles, flows in H and J = (J 1 , ..., J N −1 ) map out an N -dimensional torus. This means there are (N − 1)-parameter families of periodic orbits in the full phase space. The total action is the sum of all the single-particle actions and similarly for the total phase index µ. The monodromy matrix is defined holding all of the single-particle energies constant in such a way that it is block diagonal among the various singleparticle motions. The volume of the periodic orbit family is the product of the primitive one-particle periods. (To see this, recall that the volume term T Γ V Γ = Γ dtdθ 1 dθ 2 · · · dθ N −1 and that the primitive volume should only count distinct configurations.) Using Eq. (18) with f = (N − 1), we conclude that the contribution from one such N -particle periodic orbit family to the resolvent is
In Eq. (41), we have used the label p rather than the more cumbersome γ p to refer to the (one-particle) periodic orbit on which particle p resides. We will continue to do this for the remainder of the section. The phase factor δ Γ is the number of positive eigenvalues of the (N − 1)
If all of the particles are on distinct one-particle orbits, then there are N ! congruent but distinct full phase space orbits, corresponding to the choice of which particle to assign to which one-particle orbit.
If there is more than one particle on the same one-particle orbit, then the number of combinatoric possibilities is accordingly modified. We take this combinatoric factor to be implicit in the sum over orbits and do not explicitly account for it here. The other possibility is that some of the particles are not evolving dynamically, but rather are stationary at potential extrema. Imagine that M > 1 particles are evolving dynamically and (N − M ) are fixed at extrema. Then, these heterogeneous orbits come in (M − 1)-fold families. In the special case where the nonevolving particles are stationary at potential minima,
(42) In this formula, T is the global period (recall that the energies of all the dynamically evolving particles have been partitioned so that all of the corresponding single-particle periodic orbits have a common period). The evolving particles share the energy E − N p=M +1 V (x p ), where x p denote the positions of the stationary particles. We recall that d is the dimension of the one-particle dynamics and the ω jp denote the d local harmonic frequencies around the minimum at which particle p resides. As in the two-particle case, if a particle is at a saddle or maximum, we replace the phase dπ/2 by d + π/2, where d + denotes the number of stable directions and replace the sin in the amplitude by sinh for the unstable directions. Again, there are distinct but congruent heterogeneous orbits in which different particles are chosen to be on different one-particle orbits or extrema, but we refrain from an explicit discussion of the combinatoric possibilities.
The above expressions apply for any of the particles executing multiple repetitions of its orbit provided the energy is partitioned among the dynamically evolving particles so that all single-particle periodic orbits have a common period. Then, the various orbit properties which appear in the formulas are understood to be those for the repeated orbit. The formulas written above only account for the contribution of a single family of orbits. The oscillatory part of the resolvent is a sum over all families: g(E) = Γg Γ (E). The multi-particle trace formulas involve only properties of single-particle periodic orbits. Thus, after one studies the single-particle problem, one can immediately work out the details of the multi-particle problem. This parallels the situation in quantum mechanics where the problem of N noninteracting particles in a potential is a simple extension of the single-particle problem.
Finally, we mention that Eqs. (41) and (42) can also be obtained from convolution integrals by doing a stationary phase analysis of the N -particle dynamical term and taking appropriate combinations of saddle-point and end-point contributions from the various cross-term integrals. However, the approach outlined above is more illuminating since it reveals the underlying structure of the periodic orbit families.
6 Symmetry decomposition of the N -particle density of states
We now consider the decomposition of the N -particle density of states into bosonic and fermionic irreps. First, we introduce the projection operators [41] 
The sum is over the group elements τ which denote particular permutations of the particles.Û τ is the quantum operator which interchanges the particles. n τ is the number of 2-particle exchanges required to obtain τ and the factor (±1) nτ is a group character. For fermions, the sign of the character depends on the number of times two particles must be interchanged. As before, we need to evaluate g ± (E) = Tr(P ±Ĝ (E)) and therefore Tr(Û τĜ (E)) for each τ . This is a class function, only depending on the cyclic structure of τ . Consider one such permutation and break it up into cycles [41] . For N particles, τ can be decomposed uniquely into mutually commuting cycles; in each of these cycles, a subset of the particles is being permuted. An n-cycle is a permutation in which only n of the particles are being permuted. In particular, a 1-cycle corresponds to an individual particle being left alone, a 2-cycle corresponds to two particles being exchanged with each other and so on. A general permutation τ may consist of cycles of various sizes and also may have several cycles of the same size. In general, for a given τ , there are ν 1 1-cycles, ν 2 2-cycles and so on. Then, the cycle structure of a class of permutations can be given as a set of integers (ν 1 , ν 2 , . . . , ν N ). This set (ν) labels the conjugacy classes. Two permutations with the same (ν) belong to the same class and thus have the same value of Tr(Û τĜ ). The analysis of the previous section can be understood as being the special case of the identity element.
To decompose the full density of states, one needs to determine both the smooth and oscillating contributions to Tr(Û τĜ ). The smooth contribution is discussed in Appendix B. In this section, we examine the oscillating contribution.
Symmetrised dynamical term
Consider the case in which all particles are evolving dynamically. A group element τ consists of m τ cycles, a given cycle k consisting of interchanging n k particles. As in the two-particle problem, the act of particle interchange does not commute with all of the single-particle energies and so we do not expect periodic orbit families of dimension (N − 1). However, for each cycle, there is a generator J k which is the sum of the single-particle Hamiltonians of the particles involved in that cycle and is preserved under the action of the group element τ . These generators commute with each other and with the total Hamiltonian H. However, this is not an independent set since k J k = H. There are (m τ − 1) independent commuting generators other than the full Hamiltonian and so we expect periodic orbit families of this dimensionality contributing to Tr(Û τĜ ).
We seek structures in the full phase space which are invariant under the combined operations of flowing for time T with the Hamiltonian H and permuting the particles as specified by τ . Clearly, this is only possible if all particles of a given cycle k are on the same periodic orbit, γ k . They must all have the same energy, which we shall call E k and then J k = n k E k . For example, imagine that particles a, b and c constitute a 3-cycle. Starting with particle a at some arbitrary point on the periodic orbit γ, particle b an amount T γ /3 ahead of it and particle c an amount T γ /3 behind. Then, after a time T = T γ /3, a → b, b → c and c → a. However, the group element, mapping a → c, c → b and b → a simply undoes this change and the original configuration is restored. Such a cycle is shown at the left of Fig. 4 . We then imagine that for every cycle comprising τ , there is a train of particles with identical energies traversing some periodic orbit. Each particle undergoes (1/n k )th of the full periodic orbit. A specific permutation of 6 particles is decomposed into three cycles. Each of the particles belonging to a particular cycle are on the same periodic orbit with
The logic then is as follows. We assign each cycle a periodic orbit γ k . (We will henceforth label the orbit properties using the subscript k rather than the more cumbersome γ k .) We partition the energy (i.e. the values of J k ) so that the values of the periods T k /n k are all the same; this quantity we denote by T . After time T and permutation τ , the resulting structure is guaranteed to be globally periodic in the full phase space. Such an orbit comes in an (m τ − 1) degenerate family which can be understood as follows. For each cycle, it is enough to specify the initial condition of one particle after which we know the initial conditions of all the other particles. We choose the initial condition of the first particle arbitrarily for the first cycle. The first particle of the other (m τ − 1) cycles can then begin anywhere on their respective orbits (this constituting the dimensionality of the family). We also understand this from the fact that starting at the arbitrary initial condition and flowing with any of the (m τ − 1) generators J k maps out a surface of this dimensionality. Together with a flow in H, the periodic orbit surface is a torus of dimension m τ .
For the symmetry decomposition of the dynamical term of the two-particle problem, it was noted that there were contributions from higher multiples. For instance, one could start both particles at the same point on a single-particle orbit, let them evolve for a full period and then interchange them. There is an analogous structure in the N -particle problem. We can allow the particles to execute a fraction l k /n k of an orbit as depicted in Fig. 5 . As before, the additional factor l k can be absorbed into the definitions of the various classical parameters. The same periodic orbit of the one-particle phase space, but each particle executes two-thirds of the complete motion; the net action is 2S. (Right) Each particle executes one complete motion and the net action is 3S.
The contribution of an m τ -torus of orbits is easily inferred from our previous work. The only detail is in the determination of (∂Θ/∂J). It is as in (40) , but with the understanding that the sum/product over particles should be replaced by a sum/product over cycles. These become equivalent in the identity contribution which was considered there. Also, since the anholonomy term measures deviations away from global periodicity arising from a change in the energy partition (now among the cycles), T ′ p should be replaced by T ′ k /n 2 k . A factor of 1/n k comes from the fact that the energy of the cycle must be divided evenly among the n k particles belonging to that cycle. A second factor of 1/n k comes from the fact that the orbit has time T k /n k for the anholonomy to evolve. (Note that if this orbit is a multiple repeat, then it is understood that T ′ k = l k T 0 ′ k , where T 0 k is the primitive period.) The entire contribution should also be divided by k n k arising from the monodromy matrix as discussed in Appendix C. This last fact is the generalisation of the factor of 1/2 appearing as a prefactor in the second term of Eq. (24) for the two-particle case. Therefore, the contribution from a family of orbits to Tr(Û τĜ ) can be written as
wherem k is the stability matrix for a full cycle k (cf. Appendix C). It is also possible that Tr(Û τĜ ) has a contribution from orbits where some particles are fixed at extrema of the potential while others are evolving dynamically. Let s denote the number of cycles that are stationary and e the number of cycles that are evolving dynamically. Then, s + e = m τ . To have such a contribution to the oscillating component, we require at least one cycle to involve particles which are evolving dynamically ( e ≥ 1). The dimension of a family of orbits is then (e − 1) since only the generators associated with evolving cycles generate new orbits. The stationary cycles simply contribute their monodromy matrices and phase indices and otherwise play no essential role. The previous relation holds for the particles which are evolving dynamically, but the m τ is replaced by e and the energy associated with the e dynamical cycles is the total energy minus the sum of the potential energies of the stationary particles. For a potential minimum, the contribution of one such family of heterogeneous orbits to Tr(Û τĜ ) is
(45) Once again the ω j k denote the local frequencies around the potential minimum at which the particles of cycle k reside. If this cycle of particles is actually at a saddle or a maximum, the final factor is modified as in the discussion below (26) . This is the most general formula of the paper. We allow for any amount of particle permutation and any number of particles can be evolving while the rest are stationary. Each cycle can involve an arbitrary repetition of the single-particle motion. In principle, there is still an issue of combinatorics to be considered. There are many possible elements in any given class. The classes with longer cycles tend to be suppressed by powers ofh. However, N may also be large so that it may not be immediately obvious which effect dominates. For a given class, there is an analogous consideration. The most significant structures in anh sense are those for which all of the cycles are evolving dynamically. However, the combinatorics of how one distributes the various classes of particles among the orbits and the potential extrema may very well compensate this, depending onh and N .
Several Weakly Interacting Identical Particles
A perturbation will generically transform families of orbits to a discrete set of isolated orbits as it is turned on. However, for large particle numbers, there are very high-order families and the modulation factor must be like a generalised Bessel function of appropriate dimension. The asymptotic behaviour of these functions will then be such as to absorb the 1/h f /2 prefactor in the amplitude (where f is the dimensionality of the periodic orbit family) and give all orbits the same generic 1/h prefactor. We revisit the discussion of section 4 with N = 3 particles. For the classical Hamiltonian,
where H 0 is the Hamiltonian in the absence of interactions, the leading-order change in the action is
The periodic orbit family Γ labelled by the symmetry parameters θ a and θ b involves a shift of the initial conditions of particles a and b relative to particle c, that is, z a (t; θ a ) = z c (t+θ a ) and z b (t; θ b ) = z c (t+θ b ). We reconsider the single-particle potential (32) and now populate it with three particles, placing them all on the x-axis. In this case, Γ is a family of three-particle periodic orbits consisting of all three particles independently executing the same single-particle motion on the same unstable harmonic periodic orbit, but with a phase difference between them. Let x a (t) = A cos ω(t+θ a ), x b (t) = A cos ω(t+θ b ) and x c (t) = A cos ωt denote the positions of the three particles. Adding a weak harmonic interaction among the particles
changes the action by the amount
The modulation factor for this family of orbits becomes
where we have defined Θ a/b = ωθ a/b .
In the limit ǫT A 2 /2 ≫h, we can once again analyse the integral by stationary phase and get six contributions. These have phases of ±π/2 relative to the noninteracting case and have relative amplitudes of orderh since we are doing a two-dimensional stationary phase analysis. For the following discussion, it is helpful to consider the function F (Θ a , Θ b ) = cos Θ a + cos(Θ a − Θ b ) + cos Θ b on the two-torus. Let H F (Θ a , Θ b ) denote the Hessian matrix of F . The first stationary phase point (Θ a , Θ b ) = (0, 0) corresponds to the three particles being in phase and is a maximum of F such that det (H F (0, 0)) = 3. The three stationary phase points (Θ a , Θ b ) = (0, π), (π, 0), (π, π) correspond to two of the particles being half a period out of phase with the third (see Fig. 6 ). These are saddle points of F at which det (H F ) = −1. The last two stationary phase points (Θ a , Θ b ) = (2π/3, 4π/3), (4π/3, 2π/3) correspond to all three particles being a third of a period out of phase (Fig. 6 ) and are minima of F at which det (H F ) = 3/4 (see also Fig. 7) . Notice the parallel with the group elements of S 3 , the permutation group of three identical particles; this is due to all three particles executing identical motions.
The study of critical points of a function on a manifold is an important part of Morse theory [46] . A continuous function on a two-torus has at least one minimum, one maximum, and two saddle points. In general, we expect at least this much structure for the three-particle problem. In the particular example presented here, there is somewhat more structure due to the fact that we are considering all three particles to be on the same one-particle orbit. When all three particles are in phase, there is no shift in the action, while there is a shift in the action by the amount −2ǫT A 2 whenever any subset of the particles is half a period out of phase with the remaining particle(s), that is, ∆S(0, 0) = 0 and ∆S(0, π) = ∆S(π, 0) = ∆S(π, π) = −2ǫT A 2 . When all three particles are one third of a period out of phase with each other, there is a corresponding shift ∆S(2π/3, 4π/3) = ∆S(4π/3, 2π/3) = −9ǫT A 2 /4.
In general, we will have orbit families of arbitrary dimensionality. The highest dimensional ones will be those for which each particle is executing its own independent motion and the periodic orbit family is of dimensionality (N − 1). The dimensionality is reduced if the orbit is heterogeneous, with some of the particles at potential extrema or for a pseudo-orbit where various particles belong to the same cycle. Regardless, the prescription is the same: we integrate the perturbed action over the family manifold to determine the perturbed contribution. 
Conclusion
We began with the case of two noninteracting identical particles evolving dynamically on single-particle periodic orbits and explained how the time-translational symmetry leads to families of two-particle periodic orbits in the full phase space. Using the trace formula for continuous symmetries [29] , we obtained a trace formula for the two-particle resolvent consistent with the dynamical term of the semiclassical two-particle density of states [31] . We also proved identities for the symmetry-reduced densities of states (see also Appendix A.1) which were stated without proof in our previous work [31] . We then introduced two-particle heterogeneous periodic orbits in the full phase space. We discussed how the structure of these orbits is different in billiards and in analytic potentials and the explicit contribution of such orbits to the two-particle resolvent was determined.
We have shown the consistency between the convolution method [31] and the full phase space method (see also Appendix E and section 3.3.1). In the convolution picture, one is faced with the asymptotic analysis of a large number of convolution integrals and the further issue of spurious contributions from them. As well, the convolution formalism does not accomodate interactions. As shown above, the full phase space method easily generalises to arbitrary particle numbers and can accomodate interactions quite naturally. For sufficiently weak interactions, the only modification to the trace formulas occur in the amplitude which is modulated by a simple factor. For sufficiently strong interactions, we use the Gutzwiller trace formula for isolated orbits. For interaction strengths in the intermediate regime, we expect that our formalism and that based on an isolated orbit analysis will yield consistent results. Extensions of this idea can be found in [34] . The symmetry decomposition into bosonic and fermionic sectors for the case of noninteracting particles is determined using a projection operator (43) which results in the resolvent of a periodic orbit family for a particular permutation being expressed as a product over the cycles of that permutation.
One future goal is to apply the theory to specific systems. This will be important in establishing the utility and accuracy of the formalism. Depending on the specific application, it may also be valuable to develop uniform calculations to continuously interpolate between the noninteracting and stronglyinteracting limits. Beyond this, there are other directions in which the theory may be developed. First, there is the important zeroth-order problem of harmonic oscillator potentials. The harmonic oscillator has a higher degree of symmetry than we are accounting for here (SU (d) in d dimensions.) This project would require using the theory of [30] which derives a trace formula for systems with more general symmetries including non-Abelian cases. This would extend the work of [33] .
We have assumed that the single-particle dynamics is free of any continuous symmetry. If this is not the case, then these symmetries must also be properly accounted for in the theory. If we restrict ourselves to the noninteracting problem, then essentially the only difference from what we have presented above is that J and Θ become higher dimensional. If we do consider interactions, then there is a further complication; as explained above, interactions will break the time-translational symmetries. Typically, they destroy other symmetries as well. Our formalism assumes that all of the continuous symmetries are destroyed. In other words, as the interaction is turned on, degenerate n-parameter families of orbits become isolated (0-parameter families). In the event that continuous symmetries persist after the interaction is turned on, we are faced with the situation where families of orbits reduce to lower dimensional families as the interaction is turned on. While the formalism of [29] works in the two limiting cases (with the appropriate family dimensions), one requires a theory to interpolate between them. For example, consider the two-particle disk problem. If there are no interactions, there are four constants of the motion: E, E a (or E b ), L za and L z b . Thus, there are 3-parameter families of orbits, and the formalism of [29] applies. After we introduce an interparticle interaction, there is only one constant of the motion in addition to E, namely (L za + L z b ). The system is no longer integrable, but the orbits still come in 1-parameter families.
In this paper, we considered weak interactions. We could also consider purely local interactions such as delta-function potentials. In two dimensions, this interaction has been used to describe the behaviour of electrons in mesoscopic systems and in three dimensions to describe effective internucleon interactions. Semiclassically, point-interactions can be understood using the formalism of diffractive orbits [47] . One can imagine that such an interaction leaves the periodic orbit families (of the noninteracting problem) largely unchanged, but introduces qualitatively new diffractive orbits. A related problem is how to handle Coulombic interactions or others for which the modulation integrals (30) and (31) diverge. A somewhat different analysis is required which treats the interaction locally in an exact quantum manner analogous to the treatment of channels in [37] . A further question of interest is whether this formalism can be profitably translated to the language of zeta functions [9] and in particular if the question of counting orbits is simpler in that formalism. We plan to explore these problems in future publications.
A Two-particle Thomas-Fermi calculation
We first discuss the smooth two-particle density of states and its symmetry decomposition into bosonic and fermionic densities. The smooth (average) density of states is given by Eq. (8) . We now apply this to the noninteracting two-particle problem. Using δ(E−h(z a )−h(z b )) = dεδ(ε−h(z a ))δ(E−ε−h(z b )), we see thatρ 2 (E) is the autoconvolution of the one-particle densitȳ
Thus, we have verified that the leading-order Thomas-Fermi term for the two-particle density of states is the autoconvolution of the leading-order smooth term of the one-particle density of states. We could verify this term-by-term in the expansion ofρ 2 (E), but we can do it more efficiently for all terms as follows.
We work with the partition function Z(β) = Tr exp (−βĤ) which is the Laplace transform of the density of states. It is convenient to work with the Wigner function which is defined for an arbitrary operatorÂ asÂ
in terms of which the trace is
The trace of a product of two (but not more) operators is given by
One can write exp (−βĤ) W (z) as an asymptotic expansion in powers ofh, the first few terms of which are typically retained and used as the smooth approximation to the partition function. Taking the inverse Laplace transform then leads to the smooth density of states. In particular, the leading-order term of exp (−βĤ) W (z) is exp (−βĤ W (z)), where the Wigner transform of the quantum Hamiltonian H W (z) is simply the classical Hamiltonian which we have denoted by H(z). (There are corrections to this if the Hamiltonian is not of the kinetic plus potential form.) The inverse Laplace transform of this expression yields the leading-order expression (51). For two independent particles, the full quantum Hamiltonian is the sum of one-particle Hamiltonians. Since these are functions of independent phase space variables,
Thus, the smoothed two-particle partition function is simply the product of smooth one-particle partition functions. By the Laplace convolution theorem, this implies that the corresponding smoothed two-particle density of states is the autoconvolution of the smoothed one-particle density of states. In fact, this same argument can be made for the exact density of states as an alternate proof of (5).
A.1 Symmetrised 2-particle Thomas-Fermi term
The bosonic and fermionic partition functions are Z ± (β) = Tr P ± exp (−βĤ) , whereP ± are the projection operators defined in Eq. (13). We begin by findingÛ W (z). It is shown in [42] that for a one-particle problem with a symmetry axis through the coordinate y, the Wigner transform of the reflection operator is
where p y is the momentum conjugate to y. We map our problem onto that one. First, suppose that the one-particle problem is one-dimensional and define the center-of-mass coordinates:
Then, exchanging a and b is equivalent to reflecting in x so that the variable y in the above equation is replaced by x a − x b and p y is replaced by the conjugate momentum (
. If the one-particle problem is higher dimensional, thenÛ is the product of one such inversion in every component. All of them are independent so that the final result is the product of the individual ones (for the same reason that Eq. (55) is multiplicative). The final result iŝ
where the delta function in Eq. (57) represents the product of all 2d delta functions involved (two for each component). Equivalent results can be found in [48] . Then,
where we have used the delta functions fromÛ W (z) in Eq. (57) to do the integrals over the z b variables and the multiplicative property of the Wigner functions as in (55). We identify this as the smoothed one-particle partition function evaluated at 2β. Under the inverse Laplace transform, this becomes ρ 1 (E/2)/2 and we concludeρ
consistent with (16) .
B Symmetrised N -particle Thomas-Fermi term
We now discuss the smooth contribution to Tr(Û τĜ ). Since each group element can be decomposed into independent cycles,
where k indicates the different cycles comprising the group element τ and f k is a function we discuss below. z k denotes the phase space coordinates of the n k particles being permuted by that cycle. (For each group element, the unique decomposition into cycles also provides a unique decomposition of the phase space into the subspaces corresponding to the cycles.) f k can be specified, without loss of generality, by choosing to label the particles being permuted by the cycle as 1, 2, · · · n k (i.e. 1 → 2, 2 → 3, . . . , n k → 1). The Wigner transform of this is discussed in [48, 42] and to leading order inh
There are corrections to this of higher order inh. The leading-order term of the expansion g ± (E) = Tr(P ±Ĝ (E)) is given by the identity element for which the decomposition into cycles is the trivial one where each particle is in a cycle by itself so that all of the f k are identically unity. Integrating this with the Wigner function of e −βĤ as in (54) and identifying n in that formula as N d, we observe that the leading-order term is just the (N − 1)-fold convolution integral of the N th power of the single-particle smooth density of states
There is a prefactor of 1/N ! from the projection operator (43) and thus we conclude that this term is O(1/N !h N d ). The first correction to this will come from the group elements which consist of one 2-cycle and (N − 2) 1-cycles. Its Laplace transform will be Z 1 (β) N −2 Z 1 (2β). Compared to the leading-order term, this class contributes to the density of states with relative order O(N 2hd /2). The factor of N is due to the fact that this class has N (N − 1)/2 members and they all contribute identically. The factor of 2 arises in the inverse Laplace transform from the fact that the argument of one of the single-particle partition functions is 2β. The general structure then emerges. For an arbitrary group element, the contribution to the partition function is k Z 1 (n k β). It contributes to the density of states with a relative order O(
where m τ is the number of independent cycles in the decomposition of τ . The factor g τ is the product of the size of the class (a combinatoric factor which can be found from Eq. (1-27) of Ref. [41] ) divided by a factor arising from the inverse Laplace transform which equals k n k . As a formal expansion in powers ofh, this may be inconsistent since some of the neglected corrections to the first few group element contributions may be of more significant order than the leadingorder contributions of later group elements. However, for large N , one could easily imagine that the combinatoric factor g τ offsets this effect. Keeping the leading-orderh term of all the group elements then guarantees that one has a good approximation regardless of the relative size ofh and N .
C Stability matrix of pseudo-periodic orbits
We first prove that det M γ ′ − I = 4 det (m γ − I), whereM γ ′ is the stability matrix of the pseudoperiodic orbit γ ′ of the full two-particle phase space andm γ is the stability matrix of the full periodic orbit γ in the one-particle phase space. This admits various generalisations which are used in the main discussion. The pseudo-periodic orbit consists of both particles evolving for half of the single-particle period T γ /2 followed by the symplectic mapping u which exchanges the two particles.
We define coordinates as follows (cf. Fig. 8 ). For particle a, we define an initial section Σ a such that the phase space flow is transverse to it and all points on the section are at equal energy. We define a coordinate pointing along the orbit which we call η a . Without loss of generality, we can take ∂η a /∂t ≡ 1. We also define a coordinate transverse to the constant h a surface (but in the phase space of particle a) which we call κ a . If we consider it to take the values of the h a , then it is canonically conjugate to η a and has zero time derivative under the flow since h a is conserved. The remaining (2d − 2) coordinates for particle a lie on the section Σ a and will be collectively denoted by ξ a . As the flow evolves, changes in the ξ a coordinates are described by the (2d − 2) × (2d − 2) symplectic stability matrix (for the one-particle dynamics)Ñ a . Similarly, we define Σ b , η b , κ b , ξ b andÑ b for particle b. We also need a way to connect coordinates on Σ a to those on Σ b ; we will take them to be such that they are connected by parallel transport so that, for example, the stable and unstable manifolds are mapped onto each other. The coordinates of particles a and b on a pseudo-periodic orbit γ ′ of the full phase space (which can be mapped one-to-one to an orbit γ of the one-particle phase space). Σ a denotes an initial section for particle a, η a is the coordinate along the orbit (the coordinate transverse to the h a surface denoted by κ a is not shown) and ξ a are the (2d − 2) remaining coordinates for particle a which lie on Σ a . (All points on Σ a are at equal energy.) Similarly, for particle b.
We start by defining the symplectic transformation
The monodromy matrix M γ ′ describes the linearised motion of small perturbations around a pseudoperiodic orbit γ ′ of the full phase space. In particular, if Υ = (κ, η, υ, ζ, ξ a , ξ b ), then δΥ = M γ ′ δΥ 0 . Consider an initial slight change in η by the amount δη 0 while keeping all other coordinates constant. This implies that both η a and η b increase by δη 0 . After time evolution T γ /2 and particle exchange, δη = δη 0 while all other coordinates are unchanged (in particular, the transverse coordinates are unaffected). Now consider an initial small change in κ by the amount δκ 0 . This implies that κ a and κ b change by δκ 0 /2. After integrating for time T γ /2 and interchanging the particles, we observe that δκ = δκ 0 . However, this change of value in κ does affect the η coordinate. Under this change, the period of the underlying orbit γ also changes; let T ′ γ denote the derivative of this period with respect to the single-particle energy. Since we are only integrating for half of the period, and the single-particle energies are changed by δκ 0 /2, we find that δη = −T ′ γ δκ 0 /4. (The minus sign indicates that if the period increases and we integrate for the same amount of time as before, then the particles will fail to execute a complete loop, corresponding to a negative value of η.) Thus, the monodromy matrix of the pseudo-periodic orbit γ ′ in the full phase space has the form
We are interested in calculating det(M γ ′ − I) to evaluate the Gutzwiller amplitude. Note that the matrixM γ ′ involves only the (4d − 2) phase space coordinates other than η and κ. We can understand the calculation up to now as follows. The relation (62) can be thought of as a transformation to centerof-mass coordinates. We have removed the center-of-mass coordinates η and κ from consideration and are only left with the relative coordinates υ and ζ (as well as all the transverse coordinates ξ a and ξ b .) It is intuitively reasonable that only the relative coordinates are important for determining the stability.
The next two coordinates we consider are υ and ζ. Let us start with υ. A small initial change in υ by the amount δυ 0 implies that η a changes by δυ 0 /2 while η b changes by −δυ 0 /2. After integrating for time T γ /2, this remains unchanged, but after particle exchange, the final values of δη a and δη b are changed in sign so that the corresponding diagonal matrix element ofM γ ′ is −1. Similarly, the diagonal matrix element corresponding to the ζ coordinate is also −1. As before, an infinitesmal change in ζ implies an infinitesmal change in υ. In this case, the corresponding matrix element is T ′ γ . Therefore, we can writeM
Then, det(M γ ′ − I) = 4 det(Ñ − I), where we use appropriately dimensioned identity matrices on each side of the equality. It remains to calculate the determinant of the (4d − 4) × (4d − 4) matrix N . The matrixÑ involves only the coordinates ξ a and ξ b . Since these two sets of coordinates live on different sections, we cannot immediately define a mapping between them. To do so, we note that we have defined coordinates on the two sections so that the exchange operation is a simple mapping of the formẼ
where I is a (2d − 2) × (2d − 2) identity matrix. In terms of these coordinates, the one-particle stability matricesÑ a andÑ b are such thatÑ aÑb =m γ , which is the stability matrix of the full periodic orbit for the one-particle dynamics. The combined operations of flow and exchange givẽ 
where in the second line we interchanged rows to put the matrix into a more useful form. (The matrix has even dimension so there is no sign introduced as a result of this interchange.) The third line of Eq. (67) requires the following identity. If a matrix C has the form
then detC = det(AB − I). This can be shown by multiplying C by the matrix
After multiplying them together, the product is block-diagonal with (AB−I) in one block and (BA−I) in the other. These have equal determinants. Since C ′ has the same determinant as C, it follows that (detC) 2 = [det(AB − I)] 2 and thus we have identified the two determinants within a sign. The sign follows from the fact that the contribution to the determinant of the fully diagonal term A ii B ii should be positive. Thus, we conclude that det(M γ ′ − I) = 4 det(m γ − I). It is a straightforward extension to generalise this result to a cycle with n particles on an orbit. We first have to find some appropriate set of variables so that we may isolate an upper-left block of the monodromy matrix in analogy to Eq. (64). This comes from the 2n coordinates η and κ. As for the previous case, we separate the variables into center-of-mass coordinates (which subsequently play no role) and a set of relative or Jacobi coordinates. The determinant of the upper-left block is then n 2 . The contribution from the rest of the matrix (i.e. the lower-right block) comes from the transverse coordinates. In terms of these transverse coordinates, the single-particle stability matrices N a ,Ñ b , . . . ,Ñ n are such thatÑ aÑb · · ·Ñ n =m γ , which is the stability matrix of the full periodic orbit for the one-particle dynamics. Through a sequence of manipulations and transpositions similar to the n = 2 case, the determinant of this lower-right block (i.e. det (Ñ − I)) can then be put into the form 
which is a generalisation of the n = 2 case. It can be shown that det (Ñ − I) = det (m γ − I). Thus, det (M γ ′ − I) = n 2 det (m γ − I). If the orbit is not primitive but is a repetition of some simpler orbit, then we can absorb this into the definitions of the single-particle stability matrices and carry through all of the manipulations as before. The result is unchanged.
D Monodromy matrix of a harmonic oscillator
It is shown in [6] that the monodromy matrix for the primitive orbit along the x-axis is M = cos(ω y T ) 1 ωy sin(ω y T ) −ω y sin(ω y T ) cos(ω y T ) ,
where ω y is the frequency of the y-motion and T = 2π/ω x is the period of the x-motion. This is derived by integrating the harmonic oscillator equations of motion for time T . Then, det (M − I) = 2 sin(ω y T /2). In higher dimensions, the monodromy matrix is simply block diagonal so that det (M − I) = j 2 sin(ω j T /2), where the product is over the directions other than x. The only role played by the x variable above was to specify the time of evolution in the determination of the arguments of the sinusoids. It was not important that it be a harmonic motion, it is enough that it be periodic. These results apply for any periodic orbit with period T as long as the transverse motion is harmonic. This exactly describes a heterogeneous orbit. This justifies the amplitude factor in the denominator of (25) for d = 1. In higher dimensions, the stability is given by both the single-particle monodromy matrix of the evolving particle and by the harmonic motion of the stationary particle about its potential minimum. But these motions are uncoupled and so are simply multiplicative in their combined contribution to the amplitude.
The phase factor can be read off in an analogous manner from the exact harmonic oscillator trace formula. For the primitive orbit along the x-axis, the phase index is 3. A factor of 2 arises from the two turning points experienced by the periodic orbit in traversing the x-motion independent of the harmonic motion transverse to the orbit. The remaining factor of 1 can be attributed to the harmonic y-motion and is related to the sign of the determinant of the monodromy matrix. For heterogeneous orbits, this means that we should simply include a phase factor of −π/2 for the transverse harmonic motion in addition to any phase factors from the single-particle motion along the periodic orbit. In higher dimensions, each transverse direction is independent and the phase index is additive. This accounts for the phase factor of −dπ/2 in (25). The fact that each transverse direction is uncoupled from all the rest as well as from the single-particle dynamics transverse to the periodic orbit allows us to simply multiply the amplitudes and add the phase factors.
Finally, if the potential is a local maximum in one of the directions, this corresponds to the case of an unstable harmonic oscillator. It is straightforward to show that its contribution to det (M − I) is 2 sinh(ω y T /2). Furthermore, its phase index is trivially zero since an unstable periodic orbit running along a ridge does not fold back on itself and introduces no caustics in phase space. This fact is also consistent with the trace formula for an unstable harmonic oscillator as described in [6] . In higher dimensions with a mixture of stable and unstable directions, we continue to multiply the amplitude factors and add the phase indices of the separate directions. This fully accounts for the modifications described immediately below (26) .
contributions from theρ h * ρ γ integral and theρ h * ρ γ integral. Note that there is a factor of 2 in front of the cross term in Eq. (12) so that the contribution from heterogeneous orbits in the convolution picture comes with an additional factor of 2. This fact is implicit in Eq. (25) since either particle a or particle b can be stationary. This convolution analysis can be extended to more particles but we forego such a discussion.
