Many photovoltaic technologies are shifting toward thin-film devices to simultaneously reduce costs and improve carrier collection efficiencies; however, the need for nearly complete light absorption within the semiconductor to achieve large short-circuit currents constrains this thickness reduction. Light trapping strategies can be employed to increase absorption in thinner devices. Random scattering coatings offer a simple, cost-effective way to increase solar cell absorption without the drawback of increased surface recombination or reduced bandwidth that occurs when using surface texturing or gratings. However, coatings that show excellent performance as scatterers in free space generally do not enhance device absorption as much as an ideal Lambertian scatterer. Here, we present an experimental technique and theoretical model that accurately describes the absorption improvement that is achievable with coatings based on random ensembles of dielectric scatterers. We find that the ideal Lambertian model substantially overestimates the experimental scattering results, but significant path length enhancements are still achievable. The experimental techniques presented here should enable the testing of various optical models that attempt to surpass the ray optics light trapping limit, which have in many cases been hindered by the experimental difficulty of coupling the incident light into the optical modes of the absorber. V C 2016 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Minimization of the device thickness is an important goal in photovoltaic designs as it generally lowers costs and reduces bulk recombination losses. The drawback of thinner devices is lowered absorption; however, by employing light trapping, this fundamental trade-off can be circumvented. An enormous variety of strategies have been experimentally and theoretically investigated. These approaches include texturing, 1 plasmonic nanoparticles, 2,3 gratings, [4] [5] [6] nanowires, 7, 8 nanocones, 9-11 dielectric particle arrays, 5 etc. Many of these techniques require lithography, high temperature processing, or hazardous chemicals and are hampered by high surface recombination. 12 A cost effective and simple alternative is the addition of random dielectric nano-or micro-scatterers. These may be easily applied as a back-side reflector/scatterer and have been shown to be effective for light trapping. [13] [14] [15] [16] To properly design and optimize cells using these random dielectric nanoparticle reflectors, a detailed understanding of their scattering properties is required. There is a large body of literature on scattering in diffuse materials. 17, 18 Much of it is concerned with calculating the fractions of scattered and directly transmitted light in the diffuse medium rather than its angular distribution and it is usually assumed that the mean free path is much greater than the wavelength of light, which is not the case for densely packed wavelength-sized particles. Calculations have also been done outside of this low density regime using Monte Carlo simulations, 19 N-flux radiative transfer method, 20 a 1-D semicoherent method, 16 and more recently rigorous coupled wave analysis 21 in order to determine the fractions of scattered and direct light in diffuse media. However, often the scattering material is dense, randomization is assured, and the internal scattering of the diffuse media is not the primary concern. In such cases two models are generally used to describe or compare the absorption due to these scatterers: either the material is taken to produce Lambertian scattering from the back side of the absorber or it is assumed that within the scattering material the light is fully randomized but is limited by a critical angle as it enters the absorber. 22 Neither of these models accurately describes the actual scattering in the cell. One way to improve the modeling would be to measure the scattering distribution inside the absorber, but this measurement is not in general possible with planar structures due to a portion of the light experiencing total internal reflection.
Here we present an improved characterization method that uses a hemispheric lens and reflectometry to extract information about the internal scattering distribution. With the scattering distribution known, we are able to reassess the scattering models. We use this method and improved modeling to demonstrate the importance of the interface between the scatterer and absorber in determining the resulting absorption. We find that the scattering distribution is best described by an ensemble of effective indices at the absorber/scatterer boundary. Finally, we demonstrate the accuracy of this technique by comparing its predictions to several experimental configurations. We find that our procedure allows for high accuracy predictions of absorption based on our measured scattering data.
II. MODELING OF RANDOM DIELECTRIC SCATTERERS
One of the simplest approaches to model scattering inside a slab or film is to assume perfect reflection off the back surface and complete randomization of the incident light ( Fig. 1(a) ). This model results is the well-known Lambertian scattering intensity distribution of I o cosðhÞ in units of power per unit area per steradian, where h is the angle from the surface normal. This expression is derived from simple geometric considerations assuming photons are equally likely to be reflected in any direction. If the sample has a back reflector and can support a large number of modes (approaching a continuum), the Lambertian distribution results in absorption given by 23 A ffi
where a is the absorption coefficient, h is the thickness of the absorbing layer, n abs is the index of refraction of the absorbing layer, and T in is the incident transmitted fraction at the top interface. T esc is the weighted transmitted fraction of light exiting from the slab through the escape cone (defined as
T esc ðhÞ cosðhÞ sinðhÞdh, where T esc is the transmission coefficient). For an ideal antireflection coating, we can also make the approximation T in ¼ T esc % 1 to further simplify Eq. (1). For a thick material (i.e., h ) k) with weak absorption (ah ( 1), e.g., in bulk silicon near the bandgap, the absorbed fraction reduces to the wellknown 4n 2 limit 24, 25 A % 4n abs 2 ah:
The Lambertian model however is only a simple model for scattering and poorly describes real dielectric scatterers. New models are needed in order to determine the scattering properties, and hence the absorption, that result from real dielectric back scatterers. An improved model assumes that light inside the scattering material is fully randomized but can only emit into the absorber through a fraction of the full 2p steradians. This fraction is determined by the critical angle defined by the index contrast between the sample, n abs , and the binder or filler of the dielectric scatterer, n b . 13, 22 This scattering distribution is sometimes referred to as a focused Lambertian distribution and is given, again in units of power per unit area per steradian, by
This equation is derived from the assumptions above by mapping angles from inside the scatterer to inside the absorber using Snell's law. Note that this formula is only valid when n b < n abs . If this condition is not satisfied, further scattering into evanescent and surface modes may occur and further increase the absorption. For n b < n abs , this distribution results in absorption less than the 4n 2 limit. Under the same assumptions used to derive the 4n 2 limit, the absorption can be approximated as
where K is the effective absorption coefficient defined by
where
Here, A is a weighted average of the absorption due to different ray optic paths. 22 When the absorption cannot be calculated under these simplifying equations, a more complex system of equations must be solved. This calculation is typically performed using the so-called four flux method. 20, 22 In Section IV, we present a modified version of this method. While the focused Lambertian model described above offers improvements over the Lambertian scattering model, neither is able to reproduce the scattering profile of real dielectric scatterers (Fig. 1) . The Lambertian distribution is often used because it leads to simple closed form solutions 23, 24 and serves as a common benchmark. Further, the scattering distribution of high quality dielectric scatterers can be very nearly Lambertian when light is incident on the coating from air. 16, 26 However, for real dielectric scatterers attached to the back of an absorbing slab, the scattering profile deviates from the Lambertian distribution because the scattering actually occurs partially outside of the absorbing slab. This situation also implies that there is a critical angle beyond which scattering cannot occur, which leads to the focused Lambertian model ( Fig. 1(b) ). This model assumes that the light is impinging on the absorbing slab from a material of refractive index n b . In reality, a fraction of the light will be impinging on the absorbing material directly from the scattering particles (see, for example, the inset in Fig. 2(a) ), which have an index of refraction that is different from n b . Although only a small fraction of the absorber's surface is touching the scattering particles, it can have a large impact on the total absorption because light incident on the absorber from the high index scatterer will have longer path lengths on average, which are more likely to lead to absorption. 27 Figure 2 compares the absorption resulting from both a Lambertian scattering model and a focused Lambertian scattering model to experimental results (absorption is directly measured with an integrating sphere; details in Section IV) from a GaP slab with barium sulfate scattering particles attached to the backside to illustrate the importance of accounting for the scattering into these larger angles. Here, the Lambertian distribution greatly overestimates the actual absorption, while the focused Lambertian greatly underestimates the actual absorption. It should be noted that the focused Lambertian may be modified by using n b as a fitting parameter to describe an effective index; however, our goal is to accurately predict the measured absorption a priori. Furthermore, if n b is used as a fitting parameter, different values of n b may be obtained for different absorber/ substrate configurations, offering minimal physical insight into the scattering and absorption phenomena.
III. MEASUREMENT OF THE SCATTERING PROFILE WITHIN A MATERIAL
There are several common approaches to measuring angularly resolved reflection from a scattering surface. The simplest method is to deposit the scattering material on a substrate and illuminate the air/scatterer interface. The scattering distribution is then obtained by measuring the scattered light as a function of angle. This measurement can accurately describe light reflected at the interface of the scattering surface and the air; however, it does not provide information about how light would scatter into an absorbing slab placed on top of the scattering surface. The scattering of light into an absorbing slab is different than the scattering into free-space. If the same technique was applied to an absorbing slab with a back scatterer, the measured scattering distribution would only detect the radiation modes (i.e., light that exits the slab through the critical angle, h c ¼ arcsin(1/n abs )) and would neglect the trapped modes (i.e., modes that correspond to ray-optic paths that lay outside of the critical angle), as demonstrated in Fig. 3(a) . Because only light within the critical angle of the slab can escape, no information is obtained by the photo-detector about light that was scattered into larger angles. A simple solution is to replace the slab with a hemisphere that allows for all scattered angles to exit the material and be collected by the detector (Fig. 3(b) ). The two main limitations of this experimental method are that (i) a hemisphere with low absorption is required for the index of refraction and wavelength of interest, and (ii) the scattering layer should not generate significant surface waves, because they will not propagate to the far field and will thus not be detected.
To completely characterize the scattering distribution, detection of all scattered light is required. This can be accomplished with the use of a hemispheric lens (Fig. 3(b) ). The minimum hemisphere radius required to ensure sampling of all scattering angles is where R is the radius of the half sphere and r is the radius of the illuminated spot size. 28 However, in practice R should be significantly larger than the product rn to avoid lensing effects. In the ideal case, multiple scattering events would be eliminated with an appropriate anti-reflection coating.
Scattering measurements are made using a custom gonioreflectometer with sample illumination by a HeNe laser (Fig. 3(c) ). For a given laser beam polarization, the detector is rotated about the sample and the signal is measured by a silicon photodiode using a Keithley 2400 Sourcemeter. A polarizer is placed in front of the detector and is either aligned or anti-aligned with the laser to separate diffuse and specular reflection/scattering. The polarizing filter has an extinction ratio of $10 000. When the specular intensity per unit solid angle is less than 10 000 times the diffuse intensity per unit solid angle, the specular portion is effectively removed by the polarizer. This condition holds true for most of the data of interest but is easily violated when very little scattering occurs such as when the angle of the incident light exceeds the critical angle between the glass/scatterer (see further discussion below). Measurements are made for both polarizations and are similar in all scattering measurements. Samples are prepared by depositing scattering materials onto BK7 (n ¼ 1.51) or S-LAH79 (n ¼ 2.0) glass hemispheres. The scattering coatings were prepared using a commercially available barium sulfate micro-particle solution (Avian B) per the manufacturer's instructions. These coatings were made $1 mm thick to eliminate transmission. Particle size, determined by SEM (see Fig. 2(a) ), was found to range from 100 s of nanometers to a few microns.
Measurements of optical scattering by white paint (randomly packed barium sulfate particles) at the air/paint interface show equal scattering in all directions and is well described as a Lambertian scattering material (Fig. 4(a) ). When this same diffuse reflector is applied to the back interface of a BK7 glass hemisphere, the measured angular distribution is significantly different. Specifically, less light is scattered at large angles, which results in insufficient light trapping and hence reduced absorption compared to what would have been predicted based on a Lambertian scattering profile.
In order to better understand the scattering produced by the white paint when the interface is not air, we measure and analyze the scattering distribution for two different glass hemispheres (BK7 and LAH79) as a function of incident illumination angle (Fig. 5(a) ). Light is scattered efficiently up to an effective critical angle ($42 in BK7 and $30 in S-LAH79), beyond which a reduced amount of scattering extends to nearly 90 ( Fig. 5(b) ). Scattering into a high index hemisphere (S-LAH79 with n ¼ 2.0) has many of the same general features demonstrated with the low index hemisphere (BK7 with n ¼ 1.51), but there is a much smaller critical angle ($30 ) due to the increased refractive index contrast between the hemisphere and the scattering material. In addition, while the scattering in the BK7 hemispheres extends to nearly 90 , the scattering into the S-LAH79 glass approaches zero much more quickly. (Note that the scattering distribution appears to narrow in Figure 5 (a) beyond the critical angle mentioned above ($42 ). This apparent narrowing is simply due to the finite extinction ratio of the polarizer (the specular reflection becomes very large) and is not due to an increase in the diffuse scattering).
A focused Lambertian model would predict the observance of a critical angle defined by the effective index of the scatterer and the glass hemisphere, but not the extended tail shown in Fig. 4(a) for any effective index. In fact if an effective index is used to fit the data from Fig. 2(b) (found to be 1.29 for a best fit to the absorption data) the resultant focused Lambertian distribution (shown in Fig. 4(a) ) poorly matches the scattering data. A possible explanation for the observed scattering distribution is that the light entering the scatterer is not fully randomized. However, Fig. 4(b) plots overlapping normalized scattering distributions for incident illumination angles from 5 to 35 . If light were not randomized within the scattering layer, the resulting scattering profile would depend on the incident angle. Instead the scattering is nearly independent of incident angle, having a relative standard deviation of less 4% over this angular range. We thus posit that the measured data are best described by an ensemble or mixture of effective indices at the dielectric/scatterer interface. This interpretation is also suggested by the SEM images in Fig. 2 . While much of the interface on the microscopic scale is occupied by interstitial air, some areas are contacted by the barium sulfate particles directly. This heterogeneity leads to variety of effective indices of the scattering material and each index allows for scattering into a subset of angles in the dielectric half sphere.
To test this hypothesis, we first calculate what this index ensemble would be in order to correctly describe the scattering into the BK7. Here we allow the effective index to be randomly chosen from a generating function bounded by 1 (index of air) and 1.63 (index barium sulfate). The resultant scattering distribution given in units of intensity per unit solid angle is
where h refers to the angle from normal inside the dielectric, n ef f is the effective index ensemble of the scattering material, TðhÞ is the transmission coefficient into the dielectric, Pðn ef f Þ is the probability of scattering from a given effective index, and hi n ef f indicates the average over the ensemble. The fit is determined by minimizing the root mean squared (RMS) error between the measured scattering data and IðhÞ. Note that the scattering intensity defined above is valid under the assumptions that the scattering layer completely randomizes the light, does not contribute significantly to the absorption, and the scatterer has a negligible imaginary part of the refractive index. Thus, the model is independent of the size (microscale or macroscale) of the individual index domains, so long as the light is randomized. The scattering may also be wavelength dependent due to particle size or dispersion in the refractive index of the materials; however, both of these effects are accounted for by a wavelength dependent transmission coefficient and scattering probability. For cases where the index contrast between the particles and the surrounding medium is low or the particles are large, thicker films may be necessary to ensure randomization. Once the index ensemble is determined from the measured scattering into the BK7 half sphere, as described above, the model is compared to the measured data obtained using a S-LAH79 hemisphere, which as a different index of refraction. Figure 5 (b) compares the measured data to this model. The index ensemble model is in good agreement with the measured result correctly predicting the sharp roll-off at the air/glass critical angle (30 ), the extended tail, and the lack of scattering beyond the air/barium sulfate critical angle ($55 ). This agreement strongly suggests that the index ensemble interpretation can be used to accurately model the scattering. Further, the agreement of our model with measured data from a hemisphere with a different index of refraction supports the interpretation of the index ensemble model as a physically meaningful description of the scattering layer. To ensure the most accurate index ensemble model, the measured intensity data should be obtained using a hemisphere whose index of refraction is equal to or larger than the maximum index used in the model (n ¼ 1.63 in our case). However, this requirement is often not necessary, as the model obtained from the BK7 (n ¼ 1.51) hemisphere shows that our model agrees well with the experimental data for both BK7 and S-LAH79 samples. Here, the model was fit for the BK7 sample and confirmed by the measurement using the S-LAH79 sample.
scattering profile was able to accurately describe the scattering within the S-LAH79 material (n ¼ 2.0). In Sec. IV, this conclusion is tested further with a greater range of structures.
IV. MEASURED AND CALCULATED ABSORPTION
To further validate this model and demonstrate its utility, we make absorption measurements for a variety of samples with random barium sulfate nanoparticle back reflectors. These measurements are made using an integrating sphere (Labsphere RTC-060) with incident illumination at 13 from normal. Samples are placed in the center of the sphere and are directly illuminated. This technique allows for a direct measurement of absorption by simultaneously collecting all reflected and transmitted light (both direct and scattered) and subtracting it from the total incident light. Second order diffuse absorption in the sample (light reflected from the sample then absorbed after scattering from the wall of sphere) is corrected for by measuring diffuse absorption through a secondary port. ITO is used as a low index absorber, GaP as a high index absorber, and glass as a minimally absorbing substrate. Measurements of samples using a GaP substrate are made at wavelengths greater than the bandgap of GaP to avoid complete absorption in the GaP prior to scattering off the back reflector. Measurements for ITO on glass are made at shorter wavelengths to ensure sufficient absorption (ITO absorption typically peaks in the near UV). Film thicknesses are measured by AFM (Asylum Research, Cypher) and confirmed by ellipsometry (J.A. Woollam M-2000D). The refractive index of the films and substrates is measured by ellipsometry. We note that ellipsometry cannot accurately determine the very small imaginary parts of the refractive index for glass and GaP samples. These small values (10 À6 -10
À8
) are calculated based on separate absorption measurements of those materials alone (no back-scatterers) using the integrating sphere setup. The dielectric scatterers are applied to the absorbers in the same manner as in the scattering measurements. The absorption loss per reflection of the scattering layer is characterized by absorption measurements with illumination on the air/scattering interface. Note that the transmission through these scattering layers is found to be much less than 1% so that any reflection less than unity can be attributed to absorption in the scattering layer.
Absorption measurements for the full structures (scattering material on film/substrate) are compared to the calculated absorption based on the index ensemble model. Absorption is calculated by a modified version of the four flux method following Cotter. 22 Here, based on the measurements shown in Figure 4 (b), we assume that all light entering the scattering material is completely randomized. Thus, in contrast to the typical implementation of the four-flux method, the fraction of light scattered (not specular reflection) at the absorber/scatterer interface is simply determined by Fresnel coefficients (using an index ensemble). All transmission and reflection coefficients are calculated by the matrix transfer method including coherent (thin films) and incoherent (thick substrates) reflections/transmissions following Katsidis and Siapkas. 29 All such coefficients were found for light passing through the entire film/substrate stack. Thus, the multiple reflections inside of the film/substrate are automatically accounted for using this method. The total absorption is calculated as the fraction of light that does not escape from the front surface of the sample and is given by
where hi n ef f ;s=p denotes averaging over the index ensemble (as determined from the scattering data) and both polarizations (note: while we assume the polarization is randomized by the scattering, the transmission and reflection coefficients are still polarization dependent). q int is the absorption loss per reflection of the scattering material itself. R dir;in (T dir;in ) is the reflection (transmission) coefficient of direct illumination passing through the sample to the scatterer. R diff ;out (T diff ;out ) is the total integrated diffuse reflection (transmission) coefficient for light traveling from the scatterer through the sample to air. These values can be calculated from the angularly dependent reflection (transmission) coefficient, R out ðhÞ (T out ðhÞ), by
Here, h scat is the angle from the normal in the scattering material (not the angle of the light escaping the surface). Note that determining the effective index ensemble is critical for our calculation in two ways. First, it allows for accurate modeling of the scattering profile. Second, it allows for calculation of the appropriate Fresnel coefficients. As a result, the increase in absorption due to light trapping can be fully modeled, even in thin-films.
Figures 6(a)-6(c) show that the measured absorption is well described by the ensemble model. For all of the measurements, the models have an RMS error of <1.5% (with 0.9%, 1.4%, and 1.4% for the GaP (6a), the dual-layer GaP/ ITO (6b), and the dual-layer Glass/ITO (6c) samples, respectively). We attribute the greater error in the ITO samples to the large variability in ITO index, resulting in less accurate fits to the ellipsometry data. In all cases, the Lambertian model greatly overestimates the absorption and the focused Lambertian greatly underestimates the absorption. These results demonstrate the utility and versatility of the index ensemble model and further support our interpretation of the underlying physics.
These measurements also illustrate some important points about scattering and absorption in general. First note that there is significant absorption in the GaP (6a) sample despite the miniscule intrinsic absorptivity of this material (in this wavelength range). This absorption is primarily due to the high refractive index of the GaP. The large index results in high reflection for light attempting to escape the GaP (increased path length) and in high reflection for light entering the GaP from the scatterer (high loss in the scatterer; $1/3 the total loss in this case). Also note the relatively small difference in absorption measured for the GaP and GaP/ITO samples despite the addition of the much more absorptive ITO in the later. In this case, the ITO layer reduces the index contrast between the scattering layer and the GaP. This reduced index contrast results in only $1/6 of the loss occurring in the scattering material. Continuing with the comparison between the GaP and GaP/ITO samples, notice the large difference in the predicted Lambertian absorption for the GaP and GaP/ITO. Lambertian scattering is defined by complete randomization in the material into which the scattering occurs; either GaP or ITO in these examples. For the GaP/ITO sample, light is scattered in a full 2p steradians in the low index ITO but this is reduced to a critical angle inside the GaP. This reduction in angle results in a much shorter average path length in the GaP and less trapped light. In contrast, for the sample with GaP alone, light is scattered in a full 2p steradians in the high index GaP resulting in a longer average path length and a greater fraction of trapped light. Finally, note the large absorption in the Glass/ITO sample compared to the GaP/ITO sample, despite a thicker ITO layer on the GaP/ITO sample. This effect is simply due to greater intrinsic absorptivity of the ITO at short wavelengths.
V. CONCLUSIONS
Here, we have demonstrated an accurate method for measuring scattering from random dielectric nanoparticles. This technique was required to evaluate the scattering into guided modes of planar structures, which would normally be inaccessible. This method was further motivated by large discrepancies between measured absorption and predictions based on typical light trapping theories for dielectric scatterers (i.e., the Lambertian and focused Lambertian models). We found that the measured scattering distribution could not be explained by the typical focused Lambertian distribution despite the fact that angle-integrated absorption data could be fit using this model. We instead proposed that the underlying cause of this distribution was the scattering from an ensemble of indices. We found that by using this model, we could accurately explain our new scattering data and precisely predict the measured absorption data.
This work has several broader implications. First, we note that this technique for the measurement of scattering distributions is not limited to dielectric scatterers. In fact, as long as near field scattering and surface modes do not play a major role, and as long as an appropriate weakly absorbing hemisphere is available for the wavelength and index range of interest, this technique can be implemented to fully characterize any scattering surface including textured surfaces or gratings by applying these structures to a suitable hemisphere. Near field scattering (including evanescent fields from surface modes) will contribute to absorption but, by definition, cannot be detected directly in the far field, and thus this scattering is outside the reach of measurements using this method. While surface modes may still refract into free-space at the edge of the hemisphere, the experiment presented here is not designed to distinguish these rays. These techniques are completely agnostic to the nature of the scattering object (size, shape, and origin) all that is required is that the hemisphere can support all the wave vectors (modes) available to the scatterer. Second, our model demonstrates the need for careful consideration of the interface between the scattering material and absorber. Even if the remainder of the scattering layer has a lower packing fraction, significant gains can be achieved by ensuring a high effective index profile near the surface. An interstatial ITO layer is added to manipulate the scattering rate and increase the absorption. Here the RMS error is 1.0%. Note the reduced absorption for the Lambertian model is due to the lower index ITO. The lower index material limits the scattering angles in the GaP. (c) The GaP substrate is replaced with glass so that the ITO is the main absorber. In this case, the RMS error is 1.4%. These results demonstrate the accuracy of this method over a wide range of absorption conditions.
