As speckle seriously restricts the applications of remote sensing images in many fields, the ability to efficiently and effectively suppress speckle in a coherent imaging system is indispensable. In order to overcome the over-smoothing problem caused by the speckle suppression algorithm based on classical sparse representation, we propose a non-local speckle suppression algorithm that combines the non-local prior knowledge of the image into the sparse representation. The proposed algorithm first applies shearlet to sparsely represent the input image. We then incorporate the non-local priors as constraints into the image sparse representation de-noising problem. The denoised image is obtained by utilizing an alternating minimization algorithm to solve the corresponding constrained de-noising problem. The experimental results show that the proposed algorithm can not only significantly remove speckle noise, but also improve the visual effect and retain the texture information of the image better.
Introduction
The ability to efficiently and effectively suppress speckle is indispensable, since speckle noise is generally serious. It causes difficulties for subsequent processing in coherent imaging systems, such as synthetic aperture radar (SAR) images and infrared target detection in remote sensing [1, 2] . Generally, we can divide speckle noise reduction into two categories: (i) multi-look processing by averaging several looks (images) to suppress speckle during imaging process, and (ii) image filtering approach after imaging process [3, 4] . The first method was widely used in the last century since it is straightforward and also has good noise reduction performance. However, one of its main drawbacks is that it seriously reduces azimuth resolution. Therefore, image filtering after imaging process has been utilized as an alternative approach to overcome this drawback.
One of the most commonly used filtering approaches to speckle suppression is via the wavelet transform [5, 6] . The corresponding method decomposes images into different scale components by using wavelet transform. Then, it removes the high-frequency components generated by noise, and reconstructs the image to suppress noise. In order to obtain better de-noising methods, we should consider the effect of speckle on wavelet coefficients. Since wavelet technology has better time-frequency characteristics compared with Fourier analysis, it can effectively suppress noise and has better edge preservation. The frequency intervals that are supported by the wavelet are of different sizes of squares. With decreasing resolution, it can only use spots to approach a singular curve, and thus cannot optimally represent high-dimensional functions with a line or surface that contains singularity, which means the wavelet transform cannot represent images more sparsely. Furthermore, the 2D wavelet has limited directions [7] , and it cannot effectively capture the direction information.
A potential approach to addressing the problems mentioned above is to utilize the multiscale geometric transforms. The dual-tree complex wavelet transform (DTCWT), contourlet, and curvelet transforms [8] [9] [10] have been commonly used in speckle noise reduction. However, these multiscale geometric transforms also have certain shortcomings. For example, DTCWT does not provide optimal sparse representations; contourlet is not a shift-invariant system; and curvelet is not constructed by a single base function, causing incompatibility with the multi-resolution framework and problems with discretization [11] . Therefore, there are some problems (e.g., blurred edge and texture, as well as artificial texture) when using the above transforms to suppress speckle.
In order to overcome the shortcomings mentioned above, Glenn et al. derived the shearlet transform based on the supported tight wavelet frames and strict logic mathematics. The image approximation order of this transform is the same as that of curvelet, but the implementation is simpler and more flexible [11, 12] . Therefore, shearlet has been rapidly applied to general image de-noising, such as hard threshold de-noising in the shearlet domain [12] and total variation de-noising algorithm in the shearlet domain [13] . Moreover, the bivariate model has been applied in the wavelet to shearlet domain to de-noise [14] . Speckle suppression is also widely used in the shearlet transform. For example, the speckle suppression algorithm in a non-subsampled shearlet domain was proposed to avoid translation variability [15] , and it achieved good results. In [16] , we also proposed a speckle reduction method based on the context model in a shearlet domain by combining the statistical properties of speckles. Although these algorithms achieved a good de-noising effect, we realize that these algorithms based on statistical characteristics in shearlet domain would virtually limit the de-noising effect.
Recently, sparse representation has been widely adopted for signal processing [17, 18] , and results in excellent de-noising performance [19, 20] . However, these methods need an optimal complete sparse dictionary, the construction of which is difficult and time-consuming. Consequently, Zhao et al. [21] proposed a new wavelet de-noising framework based on sparse representation, among which the de-noising problem was transformed into an optimization problem using steepest descent to iteratively recover the wavelet coefficients of the contaminated signals. Moreover, he also proved the uniqueness and unbiased estimation of the optimization problem. Therefore, the de-noising algorithm is efficient and works well. However, using the steepest descent method in this method leads to a limitation of the measurement matrix, increasing the difficulty of constructing the measurement matrix.
The previous analysis shows that the 2D discrete wavelet cannot provide an optimal sparse representation. Therefore, in [22] , we replace wavelet transform by shearlet to implement image sparse decomposition. This can represent the image optimally. Since speckle is multiplicative noise, the coherent noise is usually converted into additive noise before using the de-noising algorithm. To reduce the speckle with the sparse model, it is popular [23, 24] to directly transfer the multiplicative noise model into the additive noise model (see Equation (4) in Section 2.2) rather than by taking the logarithm transform, since after taking the logarithm transform, the image is probably not sparse in the conventional transforms (e.g., the wavelet transform). More importantly, the mean of the resulted additive noise model by taking the logarithm is not zero [23, 24] . In order to adapt the noise reducing algorithm based on sparse representation, we adopt the noise model in [23, 24] to turn the multiplicative noise into additive noise of zero mean. Then, the unconstrained optimization problem constructed by the sparse de-noising model can satisfy the convergence condition of the conjugate gradient method. Therefore, the conjugate gradient method is used to solve the optimal model, which can reduce the restrictions for the measurement matrix. The improved method has the same unbiased estimation as the original one, and its optimal solution is also a local minimum. Moreover, the convergence of the conjugate gradient method is better than the steepest descent method. We improve the selection of the threshold, the solution of noise variance, and the selection of the iterative initial value. Then, we propose a sparse de-noising model based on Bayesian in shearlet domain. The algorithm achieved good results.
It can be seen that all the de-noising algorithms mentioned above use the local prior knowledge of the image to suppress coherent noise, which largely limits the effect of speckle reduction of the natural image. The non-local means (NLM) image de-noising algorithm [25] can suppress noise by using a large amount of redundant information and non-local self-similarity of the natural image itself. There are many patches similar to each patch in a natural image. NLM can determine weighted coefficients by comparing the similarity of the neighborhood patches of each pixel. The estimated central pixels of the current window can be replaced by a weighted sum of the central pixels in the similar patches. NLM depends on the similarity between two patches rather than just relying on the relationship between pixels to estimate the image pixel gray values. Thus, the local neighborhood framework is broken by the weighted average process of each pixel. Instead, the similarity of the patch structure in the whole image has been taken into account, and the redundant information provided by the image is fully utilized. Thus, NLM can get a better filtering effect [25] .
Although NLM has received extensive recognition and attention due to its excellent de-noising performance, the high computational complexity caused by weight calculation limits the application and development of NLM. Liu et al. proposed a fast non-local de-noising algorithm [26] which can partly address this problem. Although NLM achieved a good de-noising effect, the protection of the structural information of the original image is still insufficient. The authors of [27] proposed a block method of 3-dimension (BM3D) algorithm based on the similarity between blocks of the image. In BM3D, the image is first divided into blocks of a certain size. According to the similarity between blocks, the 2D image blocks with similar structure are combined to form a 3D array, and then the 3D array is processed by joint filtering method. Finally, the processed image is returned to the original image by inverse transform, and then the de-noised image is obtained. This method not only has a high signal-to-noise ratio, but also has a good visual effect. However, both the shape of the block and the joint filtering algorithm can be improved, such as the method in [28] which uses a polygon as the block shape and uses principal component analysis (PCA) to reduce the dimension to find the optimal sparse block. This can achieve better results. In addition, the de-noising algorithms based on NLM have also been rapidly used for speckle reduction. For example, Ref. [29] put forward a non-local speckle suppression algorithm based on variance stabilization transformation; Ref. [30] proposed a non-local speckle suppression algorithm based on the Bayesian theory; and Ref. [24] applied the BM3D framework to speckle suppression and proposed a block matching algorithm for coherent noise by using linear minimum-mean-square-error (LMMSE) filtering. According to the special distribution of coherent noise, Ref. [31] proposed a fast adaptive speckle suppression algorithm and achieved good results.
Although the non-local de-noising algorithm can be well applied to the speckle suppression, it is easy to produce artificial texture with the non-local de-noising algorithm due to the block effect, causing visual discomfort. The de-noising algorithm based on sparse representation can fix this problem by using sparse information. However, the sparse de-noising algorithm proposed in [22] did not use the non-local information of an image. It can be seen that if the non-local prior condition of the image is added into the speckle suppression by using the sparse representation, the ability of noise suppression and the visual effect of the de-noised image will be greatly improved. The main contributions of this paper are as follows. Firstly, the non-local prior information of an image is applied to the de-noising model based on sparse representation, and we can obtain a new speckle suppression algorithm in a sparse domain with non-local priors. Secondly, the alternating iterative algorithm is used to solve the de-noising model. The new algorithm can not only utilize the advantage of sparse representation, but also takes advantage of the non-local de-noising, which can provide a new idea for a de-noising algorithm based on sparse representation. Therefore, in order to overcome the disadvantages of the de-noising model based on sparse representation in shearlet domain, we propose a new speckle suppression model based on sparse representation combined with non-local image structure, and we transform the noise suppression into an optimization problem and propose an algorithm to solve it.
Speckle Suppression Model in Sparse Domain

Shearlet Transform
The shearlet transform overcomes the disadvantages that the wavelet cannot represent the image optimally and the difficulty of discretizing the curvelet. It also overcomes the flaw that contourlet does not conform to the multiscale geometric analysis (MGA) theory [11] . The approximation order of shearlet is the same as that of the Curvelet [11, 12] , but the implementation of shearlet is simpler and more flexible. When the dimension n = 2, the affine transformation system of the shearlet function is:
where ψ ∈ L 2 (R 2 ), A and B denote two-dimensional invertible square matrices, and |det B| = 1. Z is the the set of all integer numbers and R is the set of all real numbers. Let 
Then, a set of wavelet functions can be obtained:
Therefore, the shearlet transform of f is defined as:
where
The frequency supporting region ofψ
j,l,k is a pair of trapezoid regions with a size of about 2 2j × 2 j and gradient about l2 −j . In this paper, we use the shift-invariant shearlet transform mentioned in [12] to implement SAR image de-noising based on sparse representation. This discretization scheme is implemented by cascading non-sampling Laplace transform and shear transform. Because of the high redundancy, the sparse representation of the image is better; thus, the de-noising effect is better.
Noise Suppression Model in the Sparse Domain
Coherent speckle is generally assumed to obey the multiplicative noise model [22] [23] [24] :
where f (k) and s(k) represent the observed noisy image and the noise-free signal, respectively, andñ(k) is the multiplicative noise and is assumed to be distributed with a Gamma distribution with mean equal to one [23] . Here k is the pixel position.
To remove the multiplicative noise in Equation (4), a natural method is to transfer the multiplicative noise model into the additive noise model by taking the logarithm of f (k). Logarithmic transformation attempts to turn multiplicative noise to familiar white Gaussian noise. After de-noising, index transform is used to turn the de-noised image into original statistical model. However, after logarithmic transform, the mean of the additive noise is not equal to zero. Additionally, in the scheme of solving the speckle suppression model with sparse representation method in [22] , we need the mean of the additive noise model is zero. Moreover, in the case of a low number of looks, the de-noising error by logarithmic SAR image is very large. Thus, to reduce the speckle with the sparse representation method, it has been widely utilized [23, 24] to directly transfer the multiplicative noise model into the additive noise model as
where nowñ(k) − 1 is a random variable with zero mean [23] and can be considered as additive noise.
For a better description, we rewrite the above additive noise model as
where n(k) = s(k)(ñ(k) − 1) can be viewed as the additive noise. Though now n(k) is the re-scaled noise that also depends on the image s(k), it is expected that the shearlet transform of the noise n is not sparse, while the shearlet transform of s is sparse, which is important in speckle suppression method based on sparse representation in [22] . Figure 1h shows the shearlet transform of the noise n.
As we explained before, for most natural images without noise, the shearlet coefficients obtained by shearlet transform are sparse [11] . That is, most of the coefficients after the shearlet transform are very small and almost close to zero. If the natural image is contaminated by noise, the sparsity of the shearlet coefficients will be greatly reduced, so the de-noising target is converted to recover the sparsity of the shearlet coefficients. Therefore, the de-noising process comes down to the optimization problem of recovering the sparsity of the shearlet coefficients [22] . Figure 1c,d give the noise images based on this noise model. This noise model can help to estimate the noise parameters to recover the signal by sparse representation, and the details can be found in [22] . Therefore, let the above shearlet transform coefficient be w i,j,k (see the schematic diagram in Figure 1e ), where l represents the different directions of shearlet decomposition, j represents different scales, and k represents different positions. For convenience, w is used to represent the shearlet transform coefficient matrix of one direction in a scale (the size is N × N ), and Φ M×N ( M less than N ) is a random measurement matrix of sparse representation ( Φ should satisfy the uniform uncertainty principle (UUP) [20] ). If y = Φw , the optimal sparse coefficient matrixẑ can be obtained by solving the following problems:
where z is the variable in this optimization problem according to the coefficients of shearlet w.ẑ is the optimum solution.
For the convenience of the solution, Equation (7) can be converted to Equation (8) to solve.
where 0 is a zero norm (i.e., the number of non-zero elements). Although Formula (7) is an NP hard problem in numerical solution, it can also be solved by orthogonal matching pursuit (OMP), the steepest descent method, or conjugate gradient algorithm under certain conditions. The authors of [22] used the conjugate gradient algorithm to solve the optimal solution of Formula (8).
The Speckle Suppression Model Based on Non-Local Priors in a Sparse Domain
Non-Local De-Noising
Non-local-means filtering is a superior image de-noising algorithm. Its basic idea is to suppress noise by using the characteristic of repeated structure in images, overcome the over-smoothness of traditional algorithms, and improve the quality of images. The non-local self similarity of images is often described as a strong correlation between pixels or blocks in different positions, such as long edge, texture, and image with periodic structure. For a certain pixel k in a noisy image sequence v(i) = {v(i), i ∈ f } (where f represents a noisy image and i represents the pixel position), we define P k as a rectangular neighborhood centered at f (generally, the length and width are all set to be M). Then, the weight of the similarity between pixel i and pixel j in image f can be calculated as follows [25] :
is the normalized coefficient of weight and h is the smooth parameter of non-local smooth filtering. Parameter h controls the magnitude of the weight by controlling the attenuation of the exponential function so as to control the degree of smoothing noise. If h is small, the attenuation effect of the power function is significant, and the level of detail retention is relatively high, so the details of the image itself will be maintained. Since the similarity between pixel i and pixel j depend on the similarity degree of rectangle neighborhoods v(P i ) and v(P j ), the rectangle neighborhood of the image is more similar when the weight is larger. At the same time, the weight α(i, j) satisfies the following conditions: 0 ≤ α (i, j) ≤ 1 and ∑ α(i, j) = 1 [25, 31] .
Although the non-local de-noising algorithm can be applied well to speckle suppression, the non-local de-noising algorithm easily produces artificial texture due to the block effect, causing visual discomfort (Figure 2c ,e show that artificial texture is drawn into the de-noised image by the de-noised method based on NLM). However, the de-noising methods based on sparse representation can make good use of the sparse information of the image to solve this problem. Therefore, we combine two methods to suppress speckle.
The Speckle Suppression Model
Let W T represent the shearlet transform, then w k = W T f (k). For convenience, the noise reduction process in the sparse domain is simplified asŵ = f W (z), and f W is used to represent the noise suppression model. z is the variable in the function according to an image. By only applying non-local de-noising to Equation (6), we get
where NL( f (k 1 )) is the result after image de-noising and Ω is a search window in non-local de-noising. α(k 1 , k 2 ) is the weight of two similar pixels, which is related to the location of two pixels and the definition of similarity function, and it can be designed according to the specific application. In order to incorporate the non-local prior knowledge into the sparse noise suppression model, it is necessary to convert Equation (11) to the following:
This is the non-local prior information of the image in sparse domain. Next, we add the non-local prior knowledge represented by Equation (12) to the sparse noise reduction model.
The speckle suppression method based on sparse representation only uses the local prior knowledge of the image to reduce noise. This largely limits the effect of speckle reduction. To overcome this weakness, the simplest method is to use Formula (12) as the constraints condition of model (7) . That is,ẑ
where z is the variable in this optimization problem, according to the coefficients of shearlet. For a better solution, the Lagrange multiplier method can be used to turn Equation (13) into Equation (14) . We then defined (ŵ,ẑ,μ) = arg miñ w,z,µ y − Φz
wherew is the optimal solution derived previously (see the schematic diagram in Figure 1f ). Note that the γ here is a constant factor, which can be determined experimentally.w is the variable based on the non-local mean filtering of the coefficients of shearlet.
Since the condition of unconstrained optimization can be solved, it is clear that Formula (14) can be solved by using the Karush-Kuhn-Tucker (KKT) condition. The most direct algorithm is the fast alternating iterative algorithm.
The Alternating Algorithm for Speckle Suppression
The alternating iterative algorithm is used to solve the de-noising model mentioned above. There are three unknown parametersw, z, and µ in Equation (14) . A practical strategy for solving this problem is the alternating iterative algorithm. The main idea is to keep one of the variables constant and optimize it over the other variables.
At the first step, we fix µ = 0 based on the definition ofw, and then the Formula (14) is converted into Equation (8) . This is the same as the de-noising model proposed in [22] , which can be solved by using the conjugate gradient method. The detailed solution algorithm can be seen in [22] .
Then,w is updated as the optimal solution ofz, defined asẑ 0 in the last step, which is converted into the following problem:
It can be seen that the form of Equation (15) is similar to the optimization model obtained in [32] . Thus, the optimal solution of this formula can be solved by the fast bivariate iteration algorithm shown in the literature [32] .
Next, we can fixw first and solve z and µ. Then, fix µ and to solvew and z. Finally, the solution of the whole optimization problem is obtained. In our methods, we set the number of iterations to 50. The whole algorithm is presented in Algorithm 1.
In this processing, the windows of patches and the searches windows around the defined patches in NLM have an influence on the de-noising performance. In our paper, we first fix the windows of the patches, and then find the best search windows around the defined patches. Then we get the best windows of the patches by fixing the search windows in the experiment. Finally, the windows of the patches are 7 × 7, while the search windows are 21 × 21.
Algorithm 1: The proposed SAR image de-noising method
Input : the noisy SAR image f
Step 1 : calculate w by applying shearlet transform to image f
Step 2 : obtain y by y = Φw
Step 3 : calculate α(k 1 , k 2 ) and w k 2 by Equation (9)- (12) Step 4 : solve Equation (14) by alternating iterative algorithm Initialize: let µ = 0, the number of iterations N can be set to 50 getẑ 0 =ẑ by Equation (8) [22] for i = 1 to N 1: setw i =ẑ i−1 , update z and µ as (z,μ) = arg min
getz andμ by using fast bivariate iteration algorithm in [32] 2: fix µ i =μ, update z andw as (ẑ,ŵ) = arg min
getẑ andŵ by using fast bivariate iteration algorithm in [32] setẑ i =ẑ end obtain de-noised image by applying inverse shearlet transform toẑ N Output : the de-noised image
Experimental Results and Analysis
In order to verify the reliability and validity of the proposed algorithm, multiplicative noise was added to an original image, and each denoising method was used in the de-noising process. The de-noising algorithms were, respectively: Lee filter [4] , the Bayesian threshold shrinkage de-noising algorithm in shearlet domain based on sparse representation in [22] (BSS-SR), the nonlocal SAR image denoising algorithm based on local LMMSE wavelet shrinkage in [24] (SAR-BM3D), the Bayesian shrinkage de-noising algorithm in shearlet domain based on continuous cycle spinning in [33] (CS-BSR), the blind de-noising algorithm based on weighted nuclear norm in [34] (BWNNM), and the speckle suppression algorithm based on sparse domain with non-local priors (NL-SR) proposed in this paper. Experimental results were obtained by using the authors' own code, available online or run by the authors themselves on our test images. The window size of the Lee filter was 5 × 5. The decomposition levels of shearlet in BSS-SR, CS-BSR, and NL-SR were all two. There were four direction high-pass bands in the first level, and eight direction high-pass bands in the second level. In SAR-BM3D, we used the default parameters selected by the authors; that is, Daubechies-8 undecimated discrete wavelet transform with a three-level decomposition had fixed groups of dimension 8 × 8 × 16, the search area was 39 × 39. In BWNNM, the size of patches was 8 × 8. Figure 1a is the original image and Figure 1b is the noise image that added multiplicative noise with the number of observations L = 4. Figure 1c is the noise in our model, and Figure 1d is the speckle noise. Comparing Figure 1c to Figure 1d , we can find that they are different. The additive noise in our paper is zero mean, and its variance depends on signal. Figure 1e shows the four-direction shearlet coefficients at scale 2 of the noise image. Figure 1f shows the four-direction shearlet coefficients at scale 2 of the de-noised image by our method. Figure 1g shows the shearlet coefficients of noise by subtracting (e) from (f). Figure 1h shows the shearlet coefficients of noise in our model; we can easily see that it is not sparse. From Figure 1e -g, we can see that our method can hold back the edge information and effectively reduce the speckle. Figure 2 shows the experimental results. From the experimental results, it can be seen that the image filtered by the Lee filter in Figure 2a still contains a lot of speckle noise. In Figure 2b , there is some blurring at the edges of the image de-noised by BSS-SR. Although the noise suppression performance of SAR-BM3D in Figure 2c shows that the speckle is effectively suppressed, a lot of details of the original image are lost. Although Figure 2d shows that CS-BSR can effectively suppress the blurring of the edge of the image in the process of de-noising, suppression noise ability is weakened. In Figure 2e , although BWNNM can further suppress the noise and retain the edge of the image better, there are still some residual noises. From Figure 2f , we can find that NL-SR has better visual effects than the BWNNM and SAR-BM3D. Compared with BSS-SR and the CS-BSR, the speckle noise is effectively suppressed, so it shows the best de-noising effect. This fully demonstrates the advantages of the combination of non-local priors and the de-noising model based on a sparse domain.
In order to better demonstrate the superiority of the algorithm proposed in this paper, four objective evaluation criteria were used to reveal the advantages of the NL-SR algorithm. These four objective evaluation criteria are: peak signal-to-noise ratio (PSNR) [22] , equivalent numbers of looks (ENL) [22] , edge preservation index (EPI) [22] and unassisted measure of quality based on first-and second-order descriptors of the ratio of the de-noised image of the natural image (UM) [35] . A larger PSNR indicates that the de-noising ability of the algorithm is stronger. A larger ENL shows that the visual effect of the algorithm is better. A larger EPI indicates that the edge-preserving ability of the algorithm is stronger. UM does not rely on the original image to evaluate the de-noised image, and a smaller UM shows that the performance of the speckle suppression algorithm is better. Table 1 shows the objective evaluation values of each de-noising algorithm for noisy images containing different quantities of noise. To show the performance of each method clearly, we highlight the best result in the table with bold font.
From the objective evaluation criteria shown in Table 1 , it can be proved that the non-local priors preserve the structure information of the image better than the simple noise suppression algorithm based on sparse domain, which makes the EPI of NL-SR and BWNNM algorithms better than that of BSS-SR and CS-BSR. The noise suppression based on the sparse domain can better suppress speckle, which is why PSNR of CS-BSR is higher than that of BWNNM and PSNR of BSS-SR is higher than that of SAR-BM3D. It can be seen that the NL-SR combined with non-local priors and sparse domain de-noising achieves the best de-noising effect, and it also shows that the combination of the two methods is suitable for speckle suppression. Table 1 . Objective evaluation of different de-noising methods. ENL: equivalent numbers of looks; EPI: edge preservation index; PSNR: peak signal-to-noise ratio; UM: unassisted measure of quality based on first-and second-order descriptors of the ratio of the de-noised image of the natural image. Of course, we also test the proposed algorithm in actual coherent imaging. The test images we used are the SAR images of TerraSar-X, which are provided on the website of Federico II University in Naples, Italy. The test SAR images are shown in Figure 3 . Figure 3a shows a SAR image of woods. Figure 3b shows a SAR image of an urban area. Figure 3c shows a SAR image of a lake. They are de-noised by using the above noise suppression algorithms. Figure 4 shows the de-noised images of Figure 3a .
ENL
(a) (b) (c) From Figure 4 , it can be seen that the effect is the worst by using Lee filter. BSS-SR and CS-BSR algorithms remove some edge texture when de-noising. BWNNM and SAR-BM3D de-noising algorithms produce some artificial textures. The proposed NL-SR algorithm can keep the edge and texture information better, and suppresses the artificial texture. When the image located in the white rectangular box is enlarged, we find that the de-noising effect of our method is best in the areas around the ditch. The de-noised images of other SAR images are shown in Figures 5 and 6 , respectively, in which Figure 5 is the de-noising result of the urban area SAR image in Figure 3b , and Figure 6 is the de-noising result of the lake SAR image in Figure 3c . From Figures 5 and 6 , it can be seen that the de-noising effect for both SAR images by using the six de-noising algorithms listed above are similar to those shown in Figure 4 , and the de-noising effect of the proposed algorithm is the best. However, with neither a noiseless image nor an expert interpreter, it is difficult to decide whether such artifacts and edge blurring imply any loss of detail. Some help comes from the analysis of ratio images obtained, as mentioned in [24] , as the pointwise ratio between the original SAR image and de-noised SAR images. Given a perfect de-noising, the ratio image should contain only speckle. On the contrary, the presence of geometric structures or details correlated to the original image indicates that the algorithm has removed not only noise, but also some information of interest. To highlight the better visual effect of our methods, we give the ratio images in Figures 7-10 . Figure 8 shows the large ratio images in the black box in Figure 7 . Figure 8 . The large ratio images in the black box in Figure 7 .
From Figure 8 , we can see that the ratio image of our method is more close to speckle. Figure 9 shows the ratio images from Figure 5 . From the ratio images in Figures 7-10 , we can find that the ratio image of our method has the least residual signal of the original images, and close to speckle. From this view, it can be seen that our method can achieve a better visual effect. In order to demonstrate the superiority of the proposed algorithm fully, we calculated several commonly-used noise suppression performance parameters of all the de-noising algorithms, including ENL, EPI, and UM. Table 2 demonstrates the experimental results of de-noising performance parameters for all three SAR images. From the performance parameters of all the de-noising methods shown in Table 2 , the objective evaluation criteria of the proposed algorithm are better than that of other algorithms. Therefore, the speckle suppression algorithm proposed in this paper is also a good de-noising algorithm for the SAR image. Compared with the de-noising effect of forest SAR images with less texture, the values of the objective evaluation criteria of CS-BSR, BWNNM, and the proposed algorithm were much better than those of the other algorithms. Comparing the proposed algorithm to BWNNM, we can see that the proposed algorithm has the same edge-preserving ability as BWNNM from EPI in Table 2 . However, the ENL of the proposed algorithm was 1.5 higher than BWNNM, and the UM of the proposed algorithm was 0.5 lower than BWNNM, which fully demonstrates the effectiveness of the de-noising framework based on a sparse domain. Comparing the proposed algorithm to CS-BSR, we can see that the algorithm improved on ENL and EPI, and reduced UM, which fully illustrates the importance of the non-local priors of the images. For urban areas (which require SAR image de-noising with more textures), from Table 2 we can see that the visual effects of the proposed algorithm were far better than the other algorithms. For the lake SAR images, with rich textures between woods and urban SAR images, the proposed algorithm also had the highest ENL and EPI, and the UM was smaller. Through the above analysis, we can see that the proposed algorithm not only has a strong ability to suppress speckle, but also has good visual effect after de-noising. It has strong edge preserving ability, and can better retain the texture information of the image.
In order to further verify the ability of the proposed algorithm to suppress speckle, the infrared images of power equipment monitoring provided by North China Electric Power University were used to test the above algorithms again. Figure 11 is the infrared monitoring image of power equipment provided by the North China Electric Power University. Figure 12 is the result of speckle suppression. Then, Figure 8 was used to analyze the effectiveness of the proposed algorithm in the suppression of speckle in infrared images of power equipment monitoring. From the experimental results shown in Figure 8 , the effect of Figure 8a is the worst. This also shows that the Lee filter has a poor effect in suppressing the speckle of the infrared image, and there is still much noise in the de-noised image. Similarly, the de-noised image by SAR-BM3D shown in Figure 8c retains more image texture information, but the effect of speckle suppression becomes worse. The de-noised image by BWNNM in Figure 8d shows that BWNNM can suppress speckle effectively, while the edge and some details of the de-noised image are blurred. For example, the texture of the insulator above the transformer is very fuzzy, and we almost cannot see the shape of the insulator. In contrast to Figure 8b ,e,f, the visual effect of Figure 8f is obviously better; that is, the NL-SR has better visual effect. Table 3 gives the values of the objective evaluation criteria of each de-noising algorithm. It can be seen that the proposed algorithm was the best in every objective index, which fully demonstrates that the proposed algorithm can effectively suppress the speckle of the infrared image of the power equipment monitoring. By de-noising the actual images of coherent imaging, the results show that the proposed algorithm has strong speckle suppression ability and better edge preserving ability. Therefore, it is a better speckle suppression algorithm.
Conclusions
This paper first reviewed the history of speckle suppression and the framework of de-noising based on a sparse domain. In image de-noising, texture loss and edge blur may be caused by the de-noising model based on sparse representation, while the artificial texture may be produced by the non-local de-noising algorithm. To overcome the above problems, we proposed a new speckle suppression method based on sparse representation with non-local priors. In this new method, we added the non-local priors as the constraint to the de-noising model based on sparse representation, which can make full use of the advantages of both types of de-noising algorithms. The new method can turn speckle suppression into an optimization problem, which can be solved by the alternating minimization algorithm. Experiments on SAR images and infrared images show that the proposed algorithm has a good noise suppression effect. However, the algorithm in this paper does not experiment on other kinds of coherent images. Therefore, we will study the universality of the algorithm in our next research.
