We introduce a new method for estimating the parameter α of the bivariate Clayton copulas within the framework of Algorithmic Inference. The method consists of a variant of the standard bootstrapping procedure for inferring random parameters, which we expressly devise to bypass the two pitfalls of this specific instance: the non independence of the Kendall statistics, customarily at the basis of this inference task, and the absence of a sufficient statistic w.r.t. α. 
Introduction
Copulas are the atoms of the stochastic dependency between variables. For short, the Sklar Theorem (Sklar 1973 ) states that we may split the joint cumulative distribution function (CDF) F X 1 ,...,Xn of variables X 1 , . . . , X n into the composition of their marginal CDF F X i , i = 1, . . . , n through their copula C X 1 ,...,Xn . Namely 1 :
F X 1 ,...,Xn (x 1 , . . . , x n ) = C X 1 ,...,Xn (F X 1 (x 1 ), . . . , F Xn (x n ))
While the random variable F X i (X i ) is a uniform variable U in [0, 1] for whatever continuous F X i thanks to the Probability Integral Transform Theorem (Rohatgi 1976 ) (with obvious extension to the discrete case), C X 1 ,...,Xn (F X 1 (X 1 ),
. . . , F Xn (X n )), hence C X 1 ,...,Xn (U 1 , . . . , U n ), has a specific distribution law which characterizes the dependence between the variables.
For the former we rely on a statistical framework, called Algorithmic Inference (AI) (Apolloni et al. 2006) , allowing to infer parameters of the X i distribution law with a given confidence. In principle, we may infer parameters for whatever F X i , provided that we have statistics with specific 1 By default, capital letters (such as U , X) will denote random variables and small letters (u, x) their corresponding realizations; bold-faced characters will denote vectorial quantities.
properties re questioned parameters -which qualify them as well-behaving statistics (Apolloni and Bassis 2011) and are generally owned by the sufficient statistics.
For the copulas things are more difficult, essentially because of two drawbacks:
1. The experimental data we refer to lead to a so called pseudo sample. Namely, in force of (1) our basic statistics to infer copula parameters are the vectors (U 1 , . . . , U m ), where U j = (U j1 , . . . , U jn ) = ( F X 1 (x j1 ), . . . , F Xn (x jn )) and F X i (x ji ) estimate of the marginals. Starting from X 1 , . . . , X m ), we use the above U s to compute the scalar statistics {T 1 , . . . , T m }, where t i reckons the number of elements of the sample {(x 11 , . . . , x 1n ), . . . , (x 1m , . . . , x mn )} whose coordinates are all less than those of (x i1 , . . . , x in ), namely
where #{A} denotes the cardinality of the set A. In essence, the set {T 1 , . . . , T m } represents the lookup table of the empirical cumulative distribution function (ECDF) of the (F X 1 (X 1 ), . . . , F Xn (X n )) and of (X 1 , . . . , X n ), as well, so that each T i is not independent of the others. This is why we denote this set as a pseudo sample.
2. We generally do not have well-behaving statistics available. Namely, the distribution law of C may assume a vast variety of shapes. In view of some symmetries we may expect in the phenomena we are studying, we generally focus on Archimedean copulas (McNeil and Neslehova 2009), defined as:
where φ, the copula generator, is a decreasing convex function which is defined in [0, 1] such that φ(1) = 0. In none of these cases we have well-behaving statistics available (in the acceptation of (Apolloni et al. 2006 )) on which to base our inference of the copulas' distribution law.
In this paper we propose statistical methods and numerical strategies to bypass these drawbacks in the special case of bivariate copulas with known margins. In particular, we focus on the Clayton subfamily (Genest and Rivest 1993) , which has both relatively elementary generators and corresponding distribution of T s. Per se, this inference may represent a base level problem both as to the parametrization, in contrast with non parametric instances (Bcher and Volgushev 2013; Coolen-Maturi et al. 2016 ) and unknown margins instances (Genest and Segers 2009) , and as to the dimensionality (Hofert et al. 2012) . However, on the one hand, bivariate copulas are at the basis of many multidimensional copulas modelings, such as in (Brechmann and Schepsmeier 2013) . On the other hand, the computation complexity functions of the solving algorithms maintain rather the same shapes (Hofert et al. 2012 ).
An early idea of our method was posted on the blog (blog copulas 2011) some years ago in a followup to a NIPS poster session. Since then, the statistical framework has grown with extension to the multivariate random variables and parameters Bassis 2011, 2018) . Thus, we think now is the proper time to explore this idea in greater depth and to enhance its presentation with a completer numerical analysis and methodological considerations.
As a result, we obtain a bootstrap population of values of the parameter under estimation that are compatible with the observed sample (Apolloni et al. 2009) . From this population we compute a point estimator that is insensitive to the non-independence of the Kendall statistics and outperforming. We also compute confidence intervals that are not biased by asymptotic assumptions, whose coverages comply with the planned confidence levels. As a notational remark, "AI" -in our case the acronym for Algorithmic Inference -coincides with the one for Artificial Intelligence. While this paper provides statistical tools with obvious applications in the latter, to avoid confusion we declare that throughout the text the AI acronym refers exclusively to Algorithmic
Inference.
The paper is organized as follows. In Section 2 we introduce the bootstrap AI procedure to infer distribution parameters, describing in particular the special expedients we use to implement a proper variant which infers the unique parameter of Clayton Copulas. In Section 3 we describe the implementation of the corresponding numerical procedure. In Section 4 we discuss the numerical results and the extensibility of the procedure to other families of copulas. Conclusions and forewords are the subject of Section 5.
2 Bootstrapping the parameter of the Clayton copulas
The basic bootstrapping instance:
The standard bootstrapping procedure for estimating parameters within the AI framework is the following.
By modeling the questioned parameter of a random variable X as a random variable Θ in turn (hence a random parameter for short), on the light of an observed sample {x 1 , . . . , x m }, we:
and Z, denoted as the seed, is a completely known variable. For instance the unitary uniform random variable U so that
for X continuous and analogous function for X discrete (Apolloni et al. 2008) ). Accordingly, for X negative exponential variable,we have
ingfulness is characterized by well behaving properties in the AI framework. These properties are owned by sufficient statistic S = m i=1 X i for the above negative exponential instance. More in general, well behavingness represents a local variant of the sufficiency conditions, hence a relaxation of them, as detailed in (Apolloni and Bassis 2011). 3. derive the master equation by equating the leftmost and rightmost terms of the following chain:
where (z 1 , . . . , z m ) are the unknown seeds of (x 1 , . . . , x m ). The chain
, in the lead case.
4. draw samples ( z 1 , . . . , z m ) from Z and solve the master equation on θ.
Continuing the example, we see that its solution is
Referring to (Apolloni and Bassis 2011) for the theoretical proofs, by repeating the last step for a huge number n of times we have data for building up the Θ ECDF. From this distribution we may compute both central values such as mean or median to obtain a point estimator and confidence intervals of Θ.
Our bootstrapping instance
Coming to copulas, we must further elaborate the algorithm. For the Clayton family we may exploit the tool suite in Table 1 .
The target is the parameter α. Of the copula distribution we will exploit the conditional cumulative distribution of U 2 given a value u 1 of U 1 , namely C α (u2|u1), so that from a pair of seeds {v 1 , v 2 } drawn from the independent [0, 1]-uniform seeds {V 1 , V 2 }, we obtain a {U 1 , U 2 } sample by inverting the hence
We exploit Kendall's function K(t), i.e. the CDF of T , hence of C(X 1 , X 2 ), thanks to the one-to-one correspondence with its Archimedean copula (Genest et al. 2011) ).
In Figure 1 , by composing a pair of variables {X 1 , X 2 } -respectively following a Negative Exponential distribution with parameter λ = 44 and a
Gaussian distribution with parameters µ = 0.5, σ = 0.15 -through a Clayton copula with parameter α = 0.8, we obtain: a) the plot of the bivariate CDF via ( 1) jointly with a sample of these variables via (6); b) the plot of Kendall distribution CDF as detailed in Table 1 and its empirical companion drawn on the basis of a subsample of size 100 of the above sample and their mapping in T i through (2). In order to identify the sampling mechanism (step 1 of our procedure) we consider its expression (Genest and Rivest 1993) :
Our strategy is to infer α from a sample of T derived from a sample of {X 1 , X 2 }. However, notwithstanding the simplicity of the expression (8) which depends uniquely on α, no sufficient statistic exists for it. Hence to fulfill step 2, we decided to partition the CDF expressions so as to have two dummy distributions separately allowing a sufficient statistic whose expression is scarcely affected by the dependence between the sampled T i s. Namely, we consider the two dummy CDFs:
so that s 1 = m i=1 t i and s 2 = m i=1 log t i are respectively the sufficient statistics for α. The instantiation of the Integral Transform Theorem to identify g 1 α and g 2 α reads as follows.
where we split the seed in two with the overall aim of having the original seed U facing (8) in order to accomplish step 1. From these equations we derive:
Equating the two right members of (11), for any sample t i we find the value of the second seed w 1 as a solution of the equation:
as a function of u.
Now that the function g α has been identified, at least in an implicit way, let us consider its seed. As previously mentioned, we are not working with independent t i s. Thus we sample U from the ECDF of T CDF evaluated on the sampled t i s. This entails a circular procedure where, starting from a tentative α -for instance its maximum likelihood estimate (MLE) -we evaluate the w 1i s so as to be able to implement steps 3 and 4 of our procedure by deriving α from the above sufficient statistics as:
Using their mean ( α 1 + α 2 )/2 as a new instance of α we may recompute w 1i s until convergence.
Remark: In another paper (Apolloni and Bassis 2018) we acquainted a rather complementary inference problem on many parameters of a scalar variable distribution. In both cases we face a lack of independence on the involved statistics. The chainability property, invoked there as an antidote on the many parameters, here has a counterpart on the CDF split as in (9).
3 Implementing the bootstrap procedure
The variant of the standard procedure we discussed in the previous section presents two distinguishing features as to the identification of the seeds and to their bootstrapping. Both entail computational problems that we solved using standard tools available in a common mathematical package (Mathermatica 11.0 -Wolfram(Mathematica 2018)). We are not interested in rescaling twin CDFs in (9) to reach exactly 1 at their right extreme, since this does not affect the sufficiency of the statistics s 1 and s 2 , given the strictly monotone relationships between them and the parameter for common values of seeds and parameter. Rather, the crucial point of the procedure is the search for a fixed point for α. This passes through a mean-field process consisting of iterative solutions of (12) and a rough averaging of the two separate currently estimates of α.
To identify the problems involved, we did a set of intermediate experiments. The experimental environment is represented by the pairs {α, m} in Table 2 , tossed with samples of size 50. 
The parameter distribution
First, we use exactly α and m to generate both:
1. the 50 samples ({u 1,i , u 2 , i with i ∈ {1, . . . , m})from CDF |u 1 in Table   1 , t i s from (2) and related statistics (s 1 = t i , s 2 = log(t i ), and 2. for each sample a bootstrap population of 300 replicas of m seeds {w 1 , u − w 1 } from(12) .
From these exact seeds we compute on each sample the estimateα = (α 1 + α 2 )/2, so as to have 50 parameter populations of 300 estimates on each cell of Table 2 . While Figure 2 reports a short excerpt of them, Table 3 reports for each experimental cell the mean and standard deviation of the distribution central values. We contrast these values with the MLEs on the same 50 samples on each cell, where MLE is directly computed by numerically maximizing the product of thet i instantiations of Kendall PDF reported in 
The estimator distribution
As mentioned before, we have no true α to draw the seeds {w 1 , u−w 1 }, hence we must replay it with an estimator within a circular procedure. We devote the first 300 steps of the procedure to approach a fixed point α and another 300 steps to collect a local distribution ofα, whose median is used as the final estimator. Like the previous experiment, we compute this estimator on 50 samples ({u 1,i , u 2,i with i ∈ {1, . . . , m}). On these vales we compute the Table 3 .
Discussion
Willing to explore the capability of our approach on the base problem of estimating the parameter α of the bivariate Clayton copulas, we leave to other papers (Apolloni et al. (2006 (Apolloni et al. ( , 2009 Apolloni and Bassis (2011) ) the task of showing the comparative benefits and different semantics of AI approach re more assessed ones in the literature. Rather, in this section we constrain the discussion inside the AI approach itself to appreciate the gain of further elaborations on data beyond the computation of the maximum likelihood, as for point estimators. We also show our own implementation of the confidence intervals for α and make considerations on the generality of the proposed method. 
Point Estimates
A comparison between Tables 3 and 4 highlights the drawback deriving from using an estimate of α in place of its true value during the generation of the pairs {w 1 , u − w1}. This, in turn, derives from the bias ofα. Actually, there is no great spread between α 1 and α 2 (see Figure 3 for a typical example of joint trajectories along a cycle).
Rather, the trajectories are banding, notwithstanding a low-coefficientexponential smoothing adopted to constrain the oscillations, with the chance of being attracted by local minima, especially for high vales of m. 
Interval Estimates
Looking at the distribution of theα replicas of our estimators we see non trivial empirical distributions (see Figure 6 -left for instance) that can be used To gain details, the estimate values are multiplied by 100.
to compute confidence intervals for α, yet avoiding to enforce an asymptotic distribution approximation (normal, χ 2 , etc.) (Chen et al. 2009; Peng and Ruodu 2014; Hofert et al. 2012) . Namely, in the Algorithmic Inference framework we draw replicas of parameter estimates from replicas of their random seeds. By transferring the probability masses from the latter to the former, we obtain an empirical distribution of the random parameter that is compatible with the observed sample (Apolloni et al. 2009 ), as in Figure 6 -right.
Two expedients are necessary in order to get satisfactory intervals bypassing two drawbacks in the statistic, respectively.
1. Actually, assumingα to be stabilized after a certain number of iterations, we could use the further tail of the mean-field process to draw α distribution. However, the continuousα updating, and plus using the exponential smoothing, make the statistics highly correlated. Hence our strategy has been to exploit the tail to compute a reliable estimateα as the median of the tail values, to obtain a population of new estimates puttingα in (6) in analogy to what we did in section 3.1.
2. Once the parameter distribution has been obtained, any confidence interval may be delimited by the proper quantiles of this distribution.
However, in turn, the population of the new estimates suffers from the fact that the seeds {w 1,i , u i − w 1,i } are based onα that is an approximation of the original value α. This may entail hard shifts among the confidence intervals, which we reduce simply by computing the quantiles on the merging of three consecutive empirical distributions (within the 50 ones available on each cell). Figure 7 shows the good coverage of the 48 intervals that are obtained in this way for each cell, where the adopted quantiles are at levels (0.05, 0.95).
Procedure Extendability
In conclusion, we may establish a clear benefit deriving from our procedure.
However, looking at the expressions of T CDFs in Table 5 we realize that only the Clayton and Gumbel copulas are easily separable as in (9). Thus we expect to find some difficulties in extending this procedure to other families of copulas.
Conclusions
In this paper we use Algorithmic inference methods to solve the crucial problem of estimating the parameter α of the bivariate Clayton copulas. This task is relevant in two respects:
• from a functional perspective it is the gateway for dealing with many dependency estimates. • from a statistical perspective, the solution requires the engagement of non trivial algorithms to compute the estimators.
The second aspect frequently occurs in Computational Intelligence in- stances. The Algorithmic Inference framework faces it by explicitly exploiting the connections between the computational and probabilistic properties of statistics. In this way, we don't elude the computational burden of other inference methods such as MLE. Rather, we better finalize it to obtain functions that suitably transfer the statistical features of a sample to the statistical properties of an unknown parameter. This passes through the identification of an ECDF of α that allows for suitable both point and by interval estimators. Thanks to the numerical strategies discussed in this paper, the numerical results show that this approach provides comparative benefits that are tangible in both kinds of estimates.
