Sound statistical methodology for assessing environmental justice is clearly needed, but has been slow to develop. In this paper, we investigate the use of hierarchical Bayesian methods for combining disparate sources of environmental data featuring complex correlations over both space and time. After a brief review of the Bayesian approach and its specific application to disease mapping problems, we illustrate two case studies. The first of these investigates the effect of a certain nuclear fuel reprocessing facility in Ohio on the lung cancer rates in the counties that surround it, while the second Ž . concerns the relation between air quality especially in terms of ambient ozone levels and pediatric emergency room visits due to asthma in the Atlanta metro area. We close by summarizing the method's implications for environmental justice, as well as future methodological and applied work.
Introduction
Recent years have seen statisticians pay increasing atten-Ž tion to the issue of environmental justice i.e., the equitable distribution of exposures to and adverse outcomes from environmental hazards among various sociodemographic . subgroups . Statistical investigations of environmental justice must determine whether specified subpopulations ex-Ž . perience a higher rate of disease or harmful exposure than others. Geographic patterns in the resulting maps are likely to reflect some unknown combinations of true trends in underlying risk and random variation caused by the instability of observed rates in regions having small numbers of persons at risk. Methods for obtaining stable and accurate estimated rates in areas with both small populations and small geographic size are critical for effective analysis.
Unfortunately, traditional statistical disease mapping methods have at least two key implementational difficulties. First, summaries of the model parameters using classical frequentist methods are often restricted to crude point estimates and associated asymptotic standard error estimates. Confidence intervals and hypothesis tests associated with these statistics will be inaccurate if their distributions Ž . are not sufficiently close to normal Gaussian distribu-tions, as would be the case when the data are sparse and their underlying distribution is not already approximately normal. Second, the choice of an appropriate measure of disease incidence or mortality to map is problematic. Atlases usually have displayed either measures of relative risk in each district as measured by the district-specific Ž . standardized mortality ratios SMRs , which are maximum likelihood estimates of relative risk under a Poisson model of the disease event counts, or the statistical significance level for a test of the difference between the rates in that district and some reference standard. Neither of these conventional approaches is fully satisfactory. When the disease is rare or the population size is small, Poisson variation in the area-specific counts causes maps based directly on the raw SMRs to show a misleading picture of the true underlying relative risks. This is because the least Ž . reliable estimates in the most thinly populated areas will often be the most extreme, and hence, dominate the map's visual pattern. Moreover, this approach also fails to account for the anticipated similarity of relative risks in adjacent or nearby regions. On the other hand, coding maps by statistical significance of deviation from the norm completely ignores the size of the corresponding effect. This is the disease mapping analogue of a familiar difficulty in statistical practice: the confusion of statistical significance with practical importance.
As an alternative, one might consider the use of Bayesian methods to obtain stable small-area estimates and smooth regional estimates of disease rates while retaining geographic and demographic resolution. This approach typically yields a more plausible map of disease risk, facilitating the investigation of environmental justice ŽClayton and Kaldor, 1987; Besag et al., 1991; Waller et . al., 1997a,b . Furthermore, using Markov chain Monte Ž . Ž . Carlo MCMC approaches Gelfand and Smith, 1990 , we can obtain a random sample from the entire distribution of the parameters of interest, and hence, estimate virtually any parametric summary of interest directly from these simulations. This flexibility and generality contrasts with the traditional approach of finding a mere point estimate Žusually via maximum likelihood or the method of mo-. ments and an associated asymptotic standard error esti-Ž mate which as mentioned above may or may not lead to hypothesis tests and confidence intervals with valid Type I . error levels and confidence coefficients .
The hierarchical nature of the Bayesian modeling framework also allows and properly accounts for multiple levels of uncertainty inherent in the complex data structures encountered in environmental justice studies. Hierarchically structured data are common in such studies; for instance, we might have a dataset on ambient radon levels Ž . X in homes indexed by l grouped into census block i jk l Ž . groups k , which are themselves grouped into census Ž . Ž . tracts j , which can be united to form counties i . We might suspect that every home within a single block group would have similar radon levels, and so postulate the first-stage model:
Ž . where N a,b denotes the normal distribution with mean a and variance b, so that u is the mean radon level for i jk homes in block group k of tract j in county i. But now, we might further speculate that these mean levels are themselves similar within a given tract, leading to the second-stage model:
where now h is the overall mean radon level in tract j of i j county i. This process can obviously be continued until we 'run out of subscripts' or until we no longer suspect Ž similarity across subgroups e.g., as might be the case if the uppermost level of the hierarchy indexed not counties but entirely different indoor pollutants, for which no simi-. larity in level was expected .
As in many epidemiological investigations, the evaluation of environmental justice includes the assessment of both inequities in environmental exposure, and the exposee's capacity to cope with the health effects of expo-Ž . sure. Wagener and Williams 1993 identify the three Ž . primary components of environmental justice as: a characterization of the distribution of the environmental factor Ž . or toxicant, b characterization of the population at risk Ž . Ž . i.e., sociodemographic profile of the population , and c disease incidence or mortality information. Speaking statistically, these three components correspond to the coÕari-ates, and the denominators and numerators of the observed disease rates, respectively. The two case studies we consider concern all three of these aspects.
Unfortunately, the data associated with these three components are often available in differing formats. Exposure data over large regions are obtained from either monitoring stations or reported releases, such as the United States Environmental Protection Agency's Toxic Chemical Re-Ž . lease Inventory Stockwell et al., 1993 . But while such exposure data may be point-specific, disease incidence data in the United States most often are available only as summary counts or rates over a grid of geographic regions, due to confidentiality concerns. Finally, demographic data are typically also available as regional summaries, but Ž these summaries may be over a different grid say, census . tracts instead of zip codes . The different data types require different types of analysis, and past work on the various components of environmental justice revolves around methods appropriate for the data at hand. Geo-Ž . graphic Information Systems GISs have revolutionized the handling of spatially misaligned data, but still generally Ž lack formal tools for statistical inference e.g., to determine whether an identified 'hot spot' is truly 'hot,' or merely . the result of random variation . Here, hierarchical Bayesian methods hold promise for 'realigning' the misaligned data Ž and simultaneously allowing inferences to be drawn Mug-. glin . This flexibility in dealing with Ž complicated data structures and models as well as good performance over a broad range of true, underlying param-. eter arrangements is a key advantage of the Bayesian paradigm.
In this article, we use a fully Bayesian approach to construct spatiotemporal hierarchical models for mapping disease rates and addressing related issues in assessing environmental justice. First, we provide a brief review of general Bayesian methodology, followed by a more careful explication of its application to spatiotemporal modeling. We then present background material, modeling and analysis for two case studies. Case study number 1 considers county-specific lung cancer mortality rates in the state of Ohio during the period 1968-1988, while case study number 2 analyses zip code level pediatric asthma emergency Ž . room ER visit rates in Atlanta, GA over each of the 92-day summer periods during 1993-1995. In addition to being substantively important in their own right, these two case studies are interesting since they differ markedly in several dimensions important for environmental justice Ž assessment e.g., in the lag period from exposure to disease, in the number of exposure variables measured, and in . the level of aggregation of the observations . Finally, we present our conclusions, further discussion, and suggest areas for future work.
Methods
Most statistical models begin by adopting a particular Ž < . likelihood function f y c , where y is a vector of observed data values and c is a vector of unknown parameters to be estimated. Traditional statistical techniques assume that c is fixed target, while Bayesian methods suppose that c is itself random, varying according to Ž . some distribution p c . Since this distribution captures our beliefs about c before having seen the data y, p is typically called a prior distribution. The joint distribution Ž . Ž < . Ž . of y and c is then p y,c s f y c p c , and thus by the definition of conditional probability, we have: independently and identically distributed according to the Ž < . prior p c l , where l is a another vector of unknown i parameters. To avoid confusion between the likelihood Ä 4 parameters c s c and the prior parameters l, these i latter second-stage parameters are sometimes referred to as hyperparameters. We then quantify our prior uncertainty Ž regarding l by specifying a second-stage prior some-. Ž . times similarly referred to as a hyperprior , h l , and compute the posterior distribution for c by marginalizing over l, obtaining:
This general approach can be extended to a hierarchy having any number of levels, depending on the complexity of the dataset and the particular model we wish to fit. While the Bayesian approach is quite simple in principle and has a long history in the statistical literature, the heavy integration burden required to evaluate posteriors Ž . like 2 precluded its use for all but the smallest problems until roughly 10 years ago. At that point, however, the marriage of MCMC methods and modern computer power enabled such integration for problems involving the hundreds or even thousands of parameters common in the Ž hierarchical models arising in practice here again, our . case studies are no exception . In a nutshell, MCMC Ä Ž g . 4 methods allow us to draw a sample c , g s 1, . . . ,G from the posterior distribution, which can then be summarized empirically in a fashion analogous to the theoretical summary calculations mentioned above. For instance, the
sample mean 1rG Ý c would be a MCMC esti-
Ž < . mate of the posterior mean E c y , and one that can be 1 made arbitrarily exact simply by increasing the Monte Carlo sample size G.
In our work, we use a combination of two popular MCMC algorithms, the Gibbs sampler and the Metropolis algorithm. In the notation of the simple non-hierarchical Ž . model 1 , the Gibbs sampler sequentially samples from Ž . the collection of full or complete conditional distribu-Ž < . tions p c c , y , which, under fairly broad conditions,
produces a Markov chain having the true joint posterior Ž < . density p c y as its stationary distribution. In the Metropolis algorithm, we instead simulate from a prespeci-Ž fied candidate distribution for each parameter or group of . parameters , and subsequently use an accept-reject step to modify the chain so that its stationary distribution is again equal to the posterior. The required selection of an appropriate candidate density makes the Metropolis algorithm more involved than the Gibbs sampler, but it is also more general since it requires only the unnormalized posterior Ž < . Ž . Ž density f y c p c and not any full conditional densi-. ties . Both approaches can also be combined in a single algorithm; for instance, we might use Gibbs updating steps for those parameters having closed, easily recognizable forms for their full conditional distributions, and Metropolis steps for those that do not. Excellent recent tutorials Ž . were given by Casella and George 1992 for the Gibbs Ž . sampler and by Chib and Greenberg 1995 for the Ž . Ž Metropolis algorithm; see Carlin and Louis 1996 Sec-. tion 5.4 for full implementational details for each.
Returning to the specific context of spatiotemporal disease mapping models, suppose our study area is partitioned Ž into I non-overlapping regions. Let C denote the ran- create a fitted disease map; its uncertainty can also be described by a corresponding map of posterior variances. Note that a traditional analysis would depart from ours Ž . after step 1 above, instead obtaining maximum likelihood Ž . estimates MLEs for the relative risks, and then simply Ž . mapping these unsmoothed values, and perhaps some corresponding approximate standard errors.
In the past decade, many authors used the above hierarchical modeling technique to stabilize crude disease rela-Ž . tive risk maps. Clayton and Kaldor 1987 propose the likelihood model:
. Often the E 's are assumed to be known, either externally i standardized using an independent set of reference rates, or internally standardized using the overall observed disease rate for the entire study area. Stabilized rate maps are based on the posterior distributions of the log relative Ž < . risks, p m C . Typically, one creates a choropleth map i using a set of colors or greyscales to represent ranges of rates.
Ž . Besag et al. 1991 provide a fully hierarchical Bayesian Ž . formulation of the approach of Clayton and Kaldor 1987 by considering two random effects for each region. That is, they consider the model:
The above model includes two random effect terms. The u 's are assumed a priori to be independently normally i distributed about a common mean, and thus, model excess unstructured heterogeneity in the observed log relative risks. Each f is also assigned a normal distribution, but i one having mean equal to the weighted average of the f j values in those regions that are 'neighbors' of region i, using a prespecified weight function. Such a prior is called Ž . a conditionally autoregressiÕe CAR prior, and serves to model local spatial clustering in the risks. Various forms of this prior are possible depending on how we define the 'neighbors'; in our work, we typically simply include as neighbors only those regions which are physically adjacent Ž . to the region in question, and use a simple unweighted average. Thus, via the Bayesian approach, fluctuations in the relative risk estimates are reduced, resulting in a smoothed map having clearer implications for environmental justice assessment. Ž . Waller et al. 1997b extend the framework of Besag et Ž . al. 1991 to allow for spatiotemporally varying data. The random effects are specific to regions within each time Ž . period e.g., year or day with the spatial structure allowed to evolve over time. The resulting model is:
where x denotes a vector of non-spatially varying covari- Ž . risks arising in our two case studies. In practice, 3 might well include more effects than we really need, and we might prefer more parsimonious reduced models. The family of hierarchical spatiotemporal models offers a wide variety of model choices and great flexibility for data analysis. Complete details of the models and computational methods used in this analysis are given by Xia Ž .
.
Case study number 1: Ohio lung cancer data Ž . Our first dataset was originally studied by Devine 1992 , who noted that its collection was motivated both by public concern and empirical evidence that lung cancer mortality rates tended to be elevated in the vicinity of the U.S. Department of Energy Fernald Materials Processing Center, located in the southwest corner of Ohio about 25 miles northwest of Cincinnati. The Fernald plant recycled depleted uranium fuel from U.S. Department of Energy and Department of Defense nuclear facilities, a process which creates a large amount of uranium dust. During peak Ž . production years roughly 1951 through the early 1960s , some radioactive dust particles were released into the air due to inadequate filtration and ventilation systems. Lung cancer is, therefore, of interest because inhalation is believed to be the major exposure pathway for off-site populations, and because it is the most prevalent form of cancer potentially associated with exposure to uranium. We use reported lung cancer rates for the years 1968-1988 Ž . to allow an appropriate 10-20 years temporal lag between exposure and disease development.
The dataset consists of C , the numbers of lung i jk t Ž cancer deaths in county i for gender j and race k white . and non-white during year t, and n , the corresponding i jk t population counts, where i s 1, . . . , I, j s 1,2, k s 1,2, and t s 1, . . . ,T. These data were originally taken from the Ž . National Center for Health Statistics NCHS Compressed Ž . Mortality File Centers for Disease Control, 1988 , which provides age-specific death counts by underlying cause and population estimates for every county in the U.S. Our subset of lung cancer data is recorded for each of the Ž I s 88 Ohio counties over the period 1968-1988 i.e., . T s 21 . In addition, lung cancer deaths in each category are partitioned into 11 age classes: -5, 5-9, 10-14, 15-24, 25-34, 35-44, 45-54, 55-64, 65-74, 75-84, and G 85 years. It is well-known that smoking is a salient risk factor for lung cancer. Other factors, such as gender, race, age, urban Ž . living, and socioeconomic status SES , may also be involved. Gender, race and age information is available directly from our dataset, but for the remaining covariates, we must rely on other sources. Our cigarette smoking data from the Ohio Behavioral Risk Factor Surveillance System, a total of 9525 observations, were collected by telephone for persons 18 years of age and older from 1988 through 1994. The summary data include county-level counts of current smokers, former smokers and nonsmokers. Aggregating the survey data over the 7-year survey period, we use the survey proportion of current smokers in county i as a surrogate for the true smoking proportion in this county. For the two other important potential covariates, we find total resident population per square mile in 1992 as a proxy for urban living, and income per capita in 1989 as a proxy for SES, both recorded at the county level from the Southwest Ohio Regional Data Center website.
Model DeÕelopment
For the Ohio lung cancer data, we study the risk patterns in space and time to explore underlying causes of the disease and address the corresponding environmental justice issues. In this context, we assume C ) ; Pois- 
where a , b, and j denote the fixed effects for sex, race, and sex-race interaction, respectively. The model also includes the smoking effect r, the temporal effect g , and the spatiotemporal random effects f , wherein the precise it form of spatial clustering is allowed to vary over time. We include an errors in covariates component, and thus account for both sampling error and spatial correlation in the observed smoking covariate q . In the name of parsimony, i we do not include the heterogeneity terms u here, since it in a preliminary analysis, their posterior distributions emerged as tightly centered around zero. We also exclude the effects of urban living and SES because of low significance in this preliminary analysis, as well as their high collinearity with the smoking covariate. Certainly other forms of model specification are available, and we could investigate formal model selection techniques to decide on Ž the final 'best' model Waller et al., 1997b; Xia and . Carlin, 1998 . 
Results
Summarizing the output of our MCMC algorithm, we w obtained the 95% posterior confidence intervals y1.14,y
x w x w x 0.98 , 0.07,0.28 , and y0.37,y 0.01 for a, b and j , respectively. Note that all three fixed effects are significantly different from zero. The corresponding point estimates are translated into the fitted relative risks for the four sociodemographic subgroups in Table 1 . Non-white males experience the highest risk, followed by white males, with females of both races having much lower risks. Figure 1 shows the fitted age-adjusted lung cancer death rates per 1000 population for one of our demographic Ž . subgroups non-white females for the years 1968, 1978 and 1988. Since lung cancer death rates are increasing over time, we use three distinct rate scales for the three maps. Regarding the spatial trend, for 1968, we see a strong spatial pattern of increasing rates as we move from northwest to southeast, perhaps the result of an unmeasured Ž . occupational covariate farming vs. mining . Except for persistent low rates in the northwest corner; however, this trend largely disappears over time-perhaps due to increased mixing of the population or improved access to quality health care and health education.
Turning to the impact of the Fernald facility and the environmental equity issues it generates, recall that the Ž . plant and the city of Cincinnati is located in Hamilton county, in the southwest corner of the state. Figure 2 shows the fitted lung cancer death rates per 1000 popula-Ž tion by year for white males the demographic subgroup most likely to have been working at the facility during the . high-risk period in Hamilton county, as well as Butler, Warren and Clermont counties, which are adjacent to Hamilton. The statewide age-adjusted death rate is also plotted by year for comparison. We observe substantially increased lung cancer death rates in Hamilton county over the whole time period, and rates in all four plotted counties that appear to be rising more rapidly than the statewide average. Also, while the rates in the three 'collar counties' are similar to the statewide rate for most of the observation period, there is a dramatic departure during the last 5 years Ž . of the study [1984] [1985] [1986] [1987] [1988] . This departure is perhaps the result of urban flight to the suburbs or some new environmental factor, but it could also be the effect of plant exposure, since a 20-30 year lag between uranium dust inhalation and death from lung cancer is consistent with known disease etiology. Our results suggest continued monitoring of cancer rates in the area, to determine whether or not this period of elevated rates is transient.
Before continuing, we should mention some limitations of this analysis. First, the high level of aggregation in the Ž . data to counties means that true 'clusters' of disease may be difficult to see, since they may well be smaller than the scale of aggregation. It would be instructive to see a plot like Figure 2 for much smaller areas closer to the plant. On a related note, this dataset contains no direct estimate of exposure; only distance to the plant is available. Ongoing work at the Centers for Disease Control and Prevention Ž . Devine, 1998 seeks to obtain risk estimates of this sort. Finally, true smoking behavior is no doubt poorly estimated by our survey data, especially in rural areas due to small survey sample sizes.
Case study number 2: Atlanta pediatric asthma data
The goal of this study is to evaluate a possible association between a geographically and temporally coded measure of rate of presentation at hospital emergency rooms for pediatric asthma, and similarly coded measures of environmental pollution. In particular, the correlation between childhood asthma and ozone level, an index of air quality, is of primary interest.
The study is a historic, records-based investigation of pediatric asthma ER visits to the seven major emergency care centers in the Atlanta metropolitan statistical area Ž . MSA during the summers of 1993, 1994, and 1995. ER visit counts were recorded for each of the I s 162 zip Ž codes in the MSA over each of 92 summer days from . June 1 through August 31 during 1993-1995, i.e., the total time period includes T s 92 = 3 s 276 days. The ER data consist of C , the number of pediatric ER asthma it visits in zip code i on day t, and n , the corresponding it total number of pediatric ER visits. In addition, the sociodemographic variables age, gender, race, zip code of Ž residence, and Medicaid payment indicator a crude surro-. gate for SES were obtained for each case from hospital billing records. Multiple ER visits by a single patient on a single day were counted only once.
The following air quality indices were assessed: ozone, Ž . particulate matter less than 10 mm in diameter PM-10 , Ž . total oxides of nitrogen NO , pollen, mold, and various x meteorological variables including temperature and humidity. With the exception of ozone, data on the exposure variables were insufficient for their spatial resolution. The daily ozone measurements at the various monitoring sta-Ž . tions eight in 1993 and 1994, and 10 in 1995 were converted to zip-specific estimates in the following way. First, daily values for the maximum 1-h average and Ž . maximum 8-h consecutive average were calculated for each station. Values for these two variables were then interpolated to zip centroids using the universal kriging procedure in the GIS ARCrINFO. Estimated variances for these spatial point estimates were also calculated.
PreÕious Work Using Frequentist Approaches
Ž . Tolbert et al. 1997 recently performed a spatiotemporal investigation of air quality using this same dataset, but using traditional methods. They applied a Poisson regression model at the aggregate level, and a case-control logistic regression model at the individual level to investigate the association between ozone and childhood asthma, controlling for temporal and demographic covariates. Both analyses estimated the relative risk per standard deviation Ž . 20 ppb increase in the maximum 8-h ozone level to be Ž 1.04, with both findings significant at the 0.01 level Pois-Ž . son: 95% CI 1.01,1.07 , p s 0.008; logistic: 95% CI Ž . . 1.02, 1.07 , p s 0.001 . A similar exposure-response relationship was observed for PM-10; however, when both ozone and PM-10 were fit in a single model, the signifi-Ž cance of both predictors was compromised ozone p s . 0.27, PM-10 p s 0.32 , likely due to the high collinearity of the two pollutant variables.
The Poisson regression model used by Tolbert et al. Ž . 1997 accounted for long-term temporal trends, but not for temporal autocorrelation, nor the spatial correlation in visit rates in nearby geographic regions. The logistic regression analysis incorporated spatially resolved ozone Ž . observations obtained via the kriging procedure , but did not account for the prediction error associated with these kriged estimates, nor the fact that they too are spatially correlated. In what follows, we report our findings based on Bayesian hierarchical models which attempt to overcome these limitations.
Ž
. Ž .
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Model DeÕelopment Due to high collinearity among our predictors, a preliminary MCMC algorithm could not identify the effects of PM-10, temperature, pollen, mold, age, and gender. This is consistent with the lack of classical statistical significance previously found in the study of these data by Tolbert et al. Ž . 1997 . We also found that the posterior medians of the heterogeneity parameters u were tightly centered around i zero, indicating no significant additional heterogeneity in the data beyond that explained by the CAR priors. As a result, for the log-relative risks, we assume the following model:
where Z is the true ozone level in zip i on day t. Note it that ozone is lagged one day in our model, since it is most plausible that the level on a particular day would impact the asthma ER visit rate on the following day. Day t Ž . indexes day of summer from 1 to 92 ; we include both linear and quadratic terms here since our earlier exploratory data analysis suggested that asthma ER visit rates follow a rough U-shape over the course of each summer Ž . with June and August higher than July . Year94 and high socioeconomic status and percent black race of those ER visitors from zip i, respectively. Also, the ozone, SES, and race covariates have been centered around rough midpoint values to ease collinearity with the grand intercept m. Finally, the f are again random effects designed i to capture spatial clustering in the fitted rates. Besides being the only spatiotemporally resolved covariate, the ozone variable is unique in that it is subject to prediction error introduced by the kriging process used to produce zip-specific estimates from the original point process observations. Hence, we introduce both prediction error and spatial correlation into the ozone covariate, completing the model specification. Table 2 shows the posterior medians, 95% credible sets, and the fitted relative risks corresponding to the posterior Ž . medians for the parameters of interest in model 4 . We see that there is a positive association between ozone level and asthma ER visits, with an increase of approximately Ž . 2.6% for every 20 ppb increase in ozone level 8 h max , which is consistent with the frequentist findings. The lower endpoint of the associated 95% posterior credible set is zero to four decimal places, showing this finding to be Ž . significant two-sided at precisely the 0.05 level. This result is roughly comparable to that of the simpler, fre-Ž . quentist analysis by Tolbert et al. 1997 , which obtained a point estimate of a 3.9% increase in relative risk, with a Ž 95% confidence interval having lower endpoint 1.0% p . s 0.008 . The Bayesian method's acknowledgement of spatial structure in the residuals as well as possible errors in the ozone covariate has apparently led to an overall increase in uncertainty in the model, moderating the estimated ozone effect somewhat.
Results
Turning to the other covariates, the significant temporal variables are the regression coefficients for Day, Day 2 , and Year95, confirming the U-shape of asthma rates over any given summer and an overall increase in asthma rates during the final summer in our study. Regarding the demographic covariates, the association between pediatric asthma ER visits and the percent black in a zip is significant and positive; the fitted relative risk shows that a theoretical all-black zip would have relative risk nearly three times that of a comparable all-non-black zip. As might be expected, the point estimate for a is negative, S but its corresponding credible set is quite wide, suggesting no effect of SES on pediatric ER asthma visits in the presence of the other predictors. We suspect this is perhaps an indication of some instability in the model introduced by the correlated race variable.
Figures 3-5 present fitted log relative risk maps for 3 representative days during the summer of 1995: June 2, July 17, and August 31. We see that the late August date experiences the highest risk, followed by early June, with mid July having lowest risk, consistent with the U-shape of the asthma rate fit by our model. These three maps have several features in common. First, the spatial clustering of high risk in the southern part of the city of Atlanta is quite apparent, with a second, less dramatic cluster evident in the northwestern corner of the metro area. Conversely, the southern metro area has persistently lower risk. The elevated risk clusters to the northwest and northeast seem primarily to reflect the spatial variation in baseline risk, independent of ozone and the various sociodemographic covariates measured in our study. The clustering of rates in adjacent zips is due partly to the spatial random effects in our model, and partly to the similarity of the ozone and sociodemographic variables in these neighboring areas. That is, the f 'soak up' spatial i correlation not explained by the spatially varying covari-Ž . ates already in the model here, ozone, race, and SES , and hence, can be viewed as surrogates for underlying unobserved covariates. Figure 6 shows a map of the posterior medians of these 'spatial residuals,' which reveals a fairly random pattern in the central city, but a very clear northto-south pattern for the remainder of the metro area. Apparently after adjusting for our covariates, the northern metro has consistently higher risk than the south. Possible explanations for this pattern include local variations in ER usage patterns, inadequacy of our SES surrogate outside the metro area, or the presence of some other unmeasured spatially varying risk factor, such as PM-10 or pollen.
To investigate the sensitivity of our results to the vari-Ž . ous elements of model 4 , we repeated our analysis under three alternative models: Ž . Ø Model A: all fixed effects except ozone deleted; Ž . Ø Model B: all random effects the f 's deleted; i Ž . Ø Model C: same as 4 , but doubling the prior standard deviation for all random effects. The first two changes are in fact much more extreme than any we would seriously entertain, but serve to give bounds on how much our answers could change in the face of drastic model misspecification. The third change is much more plausible, and investigates the effect of a weaker belief in the presence of residual spatial correlation in our data. The resulting point and 95% interval estimates for ozone relative risk under the three models are as follows:
Ž . Model A: 3.9% and 1.2%,6.2% ; Model B: 2.4% and Ž . Ž . 0.2%,4.9% ; and Model C: 2.4% and 0.2%,5.1% . These results suggest a high degree of robustness to model specification. In particular, the point estimates are all quite close to the original value of 2.6%, and all remain significantly different from 0 at the 0.05 level.
Again, we close by mentioning some limitations of our analysis. First, the variances used for the errors in covariates aspect of our model were those produced by the universal kriging procedure applied to the daily ozone measurements at the various monitoring sites. Error in the actual measurement of ozone was not included; however, this error is likely to be insignificant compared with the error inherent in the kriging procedure. Perhaps more worrisome is that the ozone measurements may or may not translate to the exposures of indiÕiduals living in the area. For example, indoor air that is air-conditioned is likely to have very low ozone levels. Children who spend most of the day in air-conditioned buildings would be expected to have much lower ozone exposure than children who do not. Unfortunately, no data on air conditioner usage or child activity patterns were available in our study area.
Other limitations of our data set include a lack of personal exposure to confounders such as cigarette smoke, cockroaches, and indoor mold. Also, our study population was limited to the seven ERs which agreed to participate, comprising only 80% of the total ER visits in the Atlanta MSA. Besides missing this 20% of ER visits, we are also missing all of the patients who present at facilities other than ERs. Patients with better healthcare coverage are likely to have family doctors who can help manage their asthma better, hence, present less often in ER settings. It is for this reason that we defined our population sizes n as it the total number of pediatric ER visits from zip i on day t, rather than the total number of children residing in the given zip on the given day. As such, we must emphasize that our results pertain only to children who present for asthma at ERs, not all pediatric asthma in the metro area.
We should remark that techniques similar to ours have been applied by other authors investigating the connection between air pollution and asthma incidence. Using datasets Ž . from Ontario, Canada, Duddek et al. 1995 show that a cross-sectional approach that properly imputes missing exposure values fails to turn up any association between air pollution and respiratory morbidity, while Zidek et al. Ž . Ž 1998 show an association between both sulfate lagged 1 . Ž . day and ozone lagged 2 and 3 days and daily hospital admissions for respiratory distress.
Discussion
Our two case studies illustrate many of the benefits of the hierarchical Bayesian approach, including accurate and easily interpretable confidence intervals, clear summaries of spatial and temporal correlation, easier model checking, Ž and accurate accounting of all sources of uncertainty in-. cluding errors in observed covariates . The method also offers the ability to easily organize the modeling and analysis of complex multidimensional spatiotemporally correlated data, as well as obtain stabilized observed disease rates in low-population areas while maintaining geographic resolution, thereby providing a more plausible map of disease risk and facilitating the investigation of environmental justice issues. However, one might well ask if the substantial extra effort involved in the MCMC computer implementation was worth it in terms of added insight in the results. After all, classical statistical analyses are easier Ž to carry out, using standard software say, Proc LOGISTIC or Proc GENMOD in SAS, instead of our 'from scratch' . MCMC programming effort and require no expert input in Ž making a convergence assessment for the algorithm again in contrast to MCMC approaches; see, e.g., Carlin and . Louis, 1996, Section 5.4.5 . High collinearity among predictor variables is also somewhat easier to diagnose and handle using a traditional approach.
In general, our overall view is consistent with that found in many Bayesrclassical comparisons, namely that the former technology requires a bit more on the input side Žprimarily the prior distribution specification, plus the . advanced computing methods , but also produces more on Ž the output side the advantages listed above, plus full posterior inference on model parameters instead of just point estimates and associated approximate standard er-. rors . Moreover, for sufficiently complicated data structures, the Bayesian approach may well offer the only feasible alternative. The aforementioned SAS procedures Ž all involve simplifications e.g., distributional approxima-. tions and possibly ignoring of residual spatial correlation that may be hard to accept. By contrast, the Bayesian approach permits exact model and prior specification, including easy implementation of the CAR spatial smoothing Ž . prior. This in turn enables maps like Figure 6 of fitted spatial random effects f , which can be helpful in identifyi ing regions where important spatially varying covariates may be missing from the model. Bayesian answers are also more easily interpretable by non-statisticians; e.g., a Bayesian 95% confidence interval really can be said to have a 95% chance of containing the true value of the parameter in question, while a traditional confidence interval guarantees only that in repeated use, the procedure Ž . will trap the true but fixed value 95% of the time. Finally, once the posterior distribution is obtained, all analyses follow directly from it; no separate theories of estimation, testing, multiple comparisons, etc., are needed. These advantages appear to offer worthwhile benefits to epidemiologists, environmental scientists, and public health policy makers working on advanced environmental justice investigations.
A related issue concerns the goals of the analysis at hand, and whether the model selected allows them to be met. For instance, if our goal is obtaining a smoothed risk map, the CAR prior for the random effects is perfectly plausible. However, if our goal is to cull out interesting Ž . predictors of disease e.g., race or SES , such a prior might not be indicated, since this might 'smooth away' the very effects we hope to uncover. Still, we would argue the Bayesian approach has the best flexibility to handle such changing inferential goals. Even if only the fixed effects are of interest to the policy maker, the random effects account for unallocated small-scale variation, and allow a clearer picture of the fixed effects to emerge.
The striking differences between our two datasets illustrate the features and flexibilities of our methods, as well as several causes for concern. First, in the Ohio dataset, lung cancer takes roughly 20 years to develop following radon exposure, raising concerns about migration in and out of our study areas. On the contrary, the Atlanta data regard asthma reaction, which should manifest itself in just 1 day or less, eliminating concerns about migration. Secondly, the Ohio data contains only two exposure variables: Ž . the smoking surrogate which is fairly rough and distance to the Fernald plant. Conversely, the Atlanta data have a collection of many exposure variables with relatively accurate measurements in all zips, but with occasionally high Ž collinearity among them including ozone, the exposure . variable of interest . Finally, the Ohio data is collected at Ž . the county-level high aggregation , while the Atlanta data Ž . is zip-level low aggregation , so that the Atlanta data maps would appear to have more to gain from smoothing and so get more benefit from our methodology. On the other hand, the Ohio county data show more regularly defined geographic areas, which should be less sensitive to the choice of weight functions in our CAR model.
Areas for Future Work
The CAR prior structure offers possibilities for more complex spatiotemporal modeling. For instance, one could define neighborhood structures across space and time, so that a region's neighbor set would be expanded to include not just its spatial neighbors but also its own value in the previous and following time periods. Separate degrees of smoothing for space and time could be employed. Such a structure would require careful implementation, but could potentially help account for migration effects, or offer insight into dynamic patterns of infectious disease.
Our models capture spatial similarity using relatively simple CAR models based solely on adjacency of regions. This might be reasonable for data with regular geographic structure and population density, but questionable for smaller, irregular areas such as census tracts, or when Ž areas differ greatly in size a large rural region should . perhaps have fewer neighbors than a small urban one . More complex neighborhood models might involve distances between regional centroids, or even account for discontinuities in the spatial structure, as could be induced by natural borders such as lakes and mountains. Conlon Ž . and Waller 1998 offer a promising step in this direction.
Finally, the aforementioned problem of compatibility of Ž the various data components exposure, disease, and demo-. graphic subgroup information offers a challenge for statistical modeling. Again, Bayesian methods hold promise for allowing formal statistical inference in such settings, working within a GIS framework. For the Ohio dataset, one of us is currently involved in estimating population counts within the 160 cells of an exposure windrose, created by intersecting the 16 compass directions with ten concentric circles centered at the Fernald plant in 1 km radial increments. The misalignment here arises since population counts are known not for the windrose cells, but for census block groups in the region. A fully Bayesian approach should improve on the crude population estimates previ-Ž . ously obtained by Rogers and Killough 1997 . We also hope to obtain lung cancer counts and possibly a smoking Ž . surrogate say, chronic obstructive pulmonary disease rates on one of these two grids, so that a full spatial hierarchical risk model can be constructed, and thus estimate more clearly the impact of the plant on the persons residing near it.
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