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2Kurzfassung
Die vorliegende Arbeit entwickelt Verfahren zur numerischen Simulation von
Systemen mit stochastischen Parametern, welche durch stochastische partielle
Differentialgleichungen (SPDGLn) beschrieben werden. Nach einer Behandlung
der Theorie linearer und nichtlinearer elliptischer SPDGLn werden Diskretisie-
rungsverfahren für diese beschrieben. Während für die räumliche Diskretisierung
eine existierende Simulationssoftware verwendet wird, erfolgt die stochastische
Diskretisierung entweder durch die direkte numerische Integration von Statistiken
unter Verwendung von Monte Carlo und Smolyak Quadraturverfahren oder durch
eine Reihenentwicklung der Systemantwort in Tensorprodukten finiter Elemen-
te und stochastischer Ansatzfunktionen. Die Koeffizienten in der Reihenentwick-
lung werden dabei entweder durch orthogonale Projektionen oder durch Galerkin-
verfahren in den stochastischen Dimensionen bestimmt.
Stochastische Galerkinvervahren sind der Hauptaugenmerk dieser Arbeit. Bei
ihrer Anwendung entstehen große Systeme gekoppelter Blockgleichungssysteme,
welche hier durch iterative Verfahren gelöst werden. Zur Lösung linearer SPDGln
werden effiziente Darstellungen der Gleichungssysteme und iterative Löser ent-
wickelt. Aufgrund der Größe der entstehenden Gleichungssysteme wird ein paral-
leler Löser bereitgestellt. Zur Lösung nichtlinearer SPDGLn werden modifizierte
Newtonverfahren und Quasi-Newtonverfahren eingesetzt. Die adaptive Verfeine-
rung der Lösung wird durch ein duales Verfahren ermöglicht.
Diese neu entwickelten numerischen Verfahren werden in einer Allzwecksoft-
ware für stochastische finite Elemente implementiert, welche es erlaubt, in existie-
renden Simulationscodes stochastische Unsicherheiten zu quantifizieren und ihre
Auswirkung auf die Systemantwort zu bestimmen.
3Abstract
The present thesis develops numerical techniques for the simulation of systems
with stochastic parameters, modelled by stochastic partial differential equations
(SPDEs). After treating the theory of linear and nonlinear elliptic SPDEs, dis-
cretisation techniques are presented. The spatial discretisation is performed by
existing simulation software and the stochastic discretisation is carried out by di-
rectly integrating statistics or by expanding the solution in tensor products of finite
element shape functions times stochastic ansatz functions.
Monte Carlo and Smolyak integration techniques are employed for the direct
integration of statistics, whereas the discretisation by series expansions is realised
either by orthogonal projections or by Galerkin methods in the stochastic dimen-
sions.
Stochastic Galerkin methods are the focus of this thesis. They yield large
systems of coupled block equations. For the solution of linear SPDEs, efficient
representations of the linear block equations are developed and utilised in iterative
solvers. Due to the size of the resulting systems of equations, a parallel solver is
supplied. The solution of nonlinear SPDEs is performed by approximate Newton
methods and by quasi-Newton methods. An adaptive refinement of the stochastic
ansatz-spaces is implemented by a goal-oriented approach based on the solution
of dual problems.
The numerical techniques described here are implemented in a general pur-
pose software for stochastic finite elements that allows to introduce stochastic un-
certainties into existing simulation codes and that permits to propagate the input
uncertainties to the system response.
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Numerical simulations of engineering systems require mathematical models for
the problems of interest. These models are usually affected by uncertainties,
which are either caused by a lack of information (epistemic uncertainties) or by
intrinsic variabilities of the system parameters (aleatoric uncertainties).
Due to the always remaining uncertainties it is usually not clear to what degree
the prognoses of numerical simulations match with reality. Computing power and
numerical techniques are ever improving. It is hence more and more likely that
the quality of prognoses obtainable by numerical simulations is no longer limited
by the discretisation error but by the uncertainties about the system. If prognoses
are computed with accuracies higher than merited by the uncertainties, then part
of the available computing power does not contribute to obtaining more reliable
results and is wasted.
More reliable prognoses may be obtained by quantifying the input uncertain-
ties and by propagating these input uncertainties to the response. If a stochastic
model is used for the uncertainty quantification, then the system is modelled by a
stochastic partial differential equation (SPDE) and the uncertainty propagation is
computed by solving the SPDE.
This thesis treats the theory, the discretisation, and the numerical solution of
SPDEs. It focuses on numerical techniques for the discretisation by stochastic
finite element methods and presents a general purpose software framework imple-
menting these techniques.
12 CHAPTER 1. INTRODUCTION
1.1 The Relation to Previous Works
Previous works and their relation to this thesis are discussed next. Following
this, Section 1.2 gives an overview of this thesis. Note that parts of this thesis
were already published [80–87, 109–113, 187, 188]; see the commented list on
page 192.
1.1.1 Stochastic Models of Uncertainties
The simulation of systems with stochastic uncertainties is a fast growing area of
research. Stochastic models were employed in several applications, for example,
in the engineering sciences [e.g. 19, 38, 56, 58, 67, 94, 97, 169, 176], or in the
earth sciences [e.g. 26, 33, 150, 158]. For comprehensive overviews of the field
see the reviews [80, 107, 156, 169] and the references therein.
Uncertainties in physical quantities that vary in time or in space may be mod-
elled by stochastic processes [e.g. 14, 36, 93, 133] or by random fields [e.g.
1, 26, 62, 63, 173, 174]. As this thesis focuses on randomness in space, the
term random fields is used.
The modelling of system parameters by random fields requires information
about their statistics, which is sometimes seen as a disadvantage [37] as these
are hard to obtain. But even if few statistical data are available, it may be better
to make ad-hoc assumptions than to ignore the uncertainties. Statistics of sys-
tem parameters may be obtained by sampling [11, 26, 102, 150, 162, 164] or
by simulating random microstructures in stochastic homogenisation techniques
[73, 74, 78, 79, 164, 172]; see the review [80] for a brief discussion.
Whether stochastic models are valid for describing uncertainties may be an-
swered either by philosophical reasoning [26, 37, 119] or by comparing their prog-
noses with reality [99]. Stochastic models are not the only approach to uncertainty
quantification. Examples of other approaches are fuzzy set techniques [189] and
fuzzy finite element techniques [118, 146], interval analysis [e.g. 3], its generali-
sations to ellipsoidal and convex modelling [e.g. 37], and anti-optimisation proce-
dures [e.g. 37]. A related issue are intrinsic heterogeneities on microscopic length
scales treated by homogenisation techniques [e.g. 172, 191].
1.1.2 Stochastic Partial Differential Equations
Describing uncertainties in a physical system by stochastic models results in the
system response being a random field or a stochastic process. The governing
mathematical model is a stochastic partial differential equation (SPDE).
This thesis is concerned with randomness in space and hence does not consider
stochastic differential equations (SDEs) [e.g. 91, 129], nor does it explicitly treat
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partial differential equations with white noise forcing [e.g. 93, 141, 152, 175].
Publications on stochastic finite elements (SFEM) [e.g. 12, 57, 80, 107, 156,
169, 181] mostly consider SPDEs with ordinary random fields as parameters. This
thesis focuses on this case and only briefly discusses SPDEs with generalised
random fields [15, 16, 26, 44, 71, 93, 171].
A variational theory for elliptic linear SPDEs with ordinary or generalised
fields was given by Benth and Gjerde [15]. Theories for linear SPDEs with or-
dinary random fields were discussed by Babuška, Tempone, Deb, Zouaris, and
Chatzipantelidis [8, 11, 12, 34]. Theories for linear and nonlinear SPDEs were
given in [84, 113] and will be presented in Section 2.3.
This thesis neither considers the instationary case—for results on ordinary
differential equations with stochastic coefficients, see Babuška and Liu [10]—nor
does it consider uncertain spatial domains—see Babuška and Chleboun [9] for
results on the latter case for a non-stochastic model of uncertainty.
1.1.3 The Discretisation of
Stochastic Partial Differential Equations
The ultimate goal in solving an SPDE is the computation of response statistics,
like the mean of the solution, its variance, or the probability that it exceeds some
threshold. To compute such statistics it is necessary to discretise the SPDE both
in the spatial and in the stochastic dimensions. The spatial discretisation is per-
formed here by finite element techniques. This is combined with stochastic dis-
cretisation methods, resulting in a discretisation of the SPDE by stochastic finite
element methods (SFEM).
The stochastic discretisation requires the evaluation of high-dimensional inte-
grals. Which techniques are efficient for the quadrature depends on properties of
the system, like the coefficient of variance or the correlation length of the system
parameters, and on the statistics being computed.
Monte Carlo methods [e.g. 22] may be utilised for the high-dimensional inte-
gration, but they require a high computational effort and they are badly suited if
small probabilities are computed or if high accuracies are required. Hence, var-
ious alternatives were devised. Quasi-Monte Carlo methods [22] may be more
efficient than Monte Carlo methods and the first and second order reliability tech-
niques FORM and SORM [e.g. 67, 116] may be used to compute small failure
probabilities. Smolyak quadrature methods [163] will be used here and it will be
seen that they may be an efficient alternative to Monte Carlo methods for solving
SPDEs.
Techniques based on the direct integration of statistics require to solve many
realisations of the SPDE. As an alternative, the solution may be expanded in a
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series of tensor products of spatial times random functions. Once the coefficients
of the series expansion are obtained, statistics may either be computed analytically
or by sampling from the series expansion.
Examples of series expansion techniques are certain response surface methods
[e.g. 18, 88], perturbation methods [e.g. 67, 90, 131], methods based on Neumann-
series [e.g. 8, 57, 132], non-intrusive methods based on orthogonal projections
[58, 84, 113] and Galerkin methods in the stochastic dimensions [12, 15, 57, 113,
181]. An overview of such techniques is given in the reviews [80, 107, 156, 169].
Here, series expansion techniques based on orthogonal projections and Galer-
kin methods in the stochastic dimensions will be used, where the focus will be
on Galerkin methods. These were devised by Ghanem and Spanos who termed
their method the spectral stochastic finite element-method. Since their influen-
tial work [57], stochastic Galerkin methods have been applied to various linear
stationary problems [e.g. 46, 49, 51, 52, 54, 86, 110, 135] and to various linear
instationary problems [47, 48, 55, 76, 96, 176, 183]. Here, they will be applied to
stationary linear and nonlinear SPDEs.
1.1.4 Solvers and Numerical Techniques
The direct integration techniques require to solve many statistically independent
realisations of the SPDE. Each realisation is a partial differential equation that may
be solved by existing software, e.g. by a finite element software. This simulation
software will be called the deterministic code or the deterministic solver.
While direct integration techniques compute the solution of the SPDE by solv-
ing many uncoupled systems of equations, stochastic Galerkin methods require
solving large systems of coupled block-equations. For each stochastic ansatz-
function, these block-equations contain one block of equations having the size of
the spatial discretisation.
Numerical techniques for solving these block-equations were presented in [52,
135]. These were based on classical block-iterative methods and on expanding
the block-system matrix in the stochastic ansatz. A criterion for choosing the
expansion block-system matrix was given in [113] and is presented in Section 4.1.
A more efficient representation of the block-matrix and additional iterative solvers
were developed in [109–111]. The latter works are presented here in sections 4.1
and 4.2.
The resulting system of block-equations is very large. Hence, parallel solvers
were developed. Earlier versions of the parallel solver for linear SPDEs discussed
in Section 4.3 were published in [83, 85, 86].
Few works solving nonlinear SPDEs by series expansions were published so
far. Non-intrusive solvers based on orthogonal projections were presented in [58]
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and in [84, 113]. The latter works use Smolyak quadrature to evaluate the pro-
jections and are presented in Section 3.4.2. Solvers for Galerkin discretisations
of nonlinear SPDEs were first published in [81, 87, 112, 113] and are discussed
in Section 4.4. Here, the resulting nonlinear system of block-equations is solved
by quasi-Newton methods and the deterministic solver is used to precondition the
BFGS-solver. A problem in solving nonlinear SPDEs by Galerkin methods is
the integration of the residual. This problem is solved here and in [87, 112] by
employing Smolyak quadrature.
Various techniques for the à posteriori error estimation, for a refinement of
the solution, or for the computation of sensitivities of SPDE solutions were pro-
posed and implemented; see [53, 96] and in particular [136] and the references
therein. These techniques usually employ heuristic arguments or compute deriva-
tives of the answer with respect to independent random variables. A goal-oriented
approach based on dual techniques [89, 101, 145] was published in [82] and is
presented here in Section 4.5.
1.1.5 General Purpose Software Framework
Various general purpose implementations for the computation of failure probabili-
ties exist; see e.g. [19] and the references therein or [17, 20, 21, 59, 98]. However,
these do not support the stochastic Galerkin methods employed here.
Chapter 5 discusses the general purpose software for stochastic finite elem-
ents StoFEL (“Stochastic Finite Element Library”), which implements the numer-
ical techniques of this thesis. A general purpose implementation is obtained by
coupling to an existing finite element software for the spatial discretisation in a
black-box fashion and by running the deterministic solver as a preconditioner. To
show the generality of the approach and to allow the solution of general SPDEs,
the commercial finite element software systems FEMLAB [31] and ANSYS [4]
were integrated within the StoFEL software [187, 188]; see Section 5.2.
1.2 Thesis Outline
This thesis is structured as follows: The second chapter discusses the modelling
and the theory of stochastic partial differential equations (SPDEs). These are
introduced in Section 2.1 by a simple stochastic groundwater-flow example. The
discussion of this example also gives a more detailed overview of the problems
solved in this thesis.
Section 2.2 reviews the modelling of Gaussian and non-Gaussian random
fields. Following this, theories for linear and nonlinear elliptic stochastic partial
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differential equations are presented in Section 2.3. A brief review of the theory of
linear SPDEs with generalised random fields is given in Section 2.3.2.
Discretisation techniques for random fields and for SPDEs are discussed in the
third chapter. Random fields are discretised by the Karhunen–Loève expansion
(see Section 3.1.1). This requires the numerical solution of eigenvalue problems
(Section 3.1.2) and existing finite element (FE) software is employed for this. Ex-
plicit estimates for the errors introduced by this FE approximation are computed
in Section 3.1.4. By discretising all random fields in the SPDE, a representation
of the SPDE in a countable number of mutually independent random variables is
obtained (see Section 3.1.5).
The discretisation of the SPDE is performed first in the spatial and then in the
stochastic dimensions. The spatial discretisation (see Section 3.2) yields a semi-
discretisation of the SPDE to which a stochastic discretisation technique is ap-
plied. Two types of techniques are employed for the stochastic discretisation: di-
rect integration methods (see Section 3.3) and series expansions (see Section 3.4).
Direct integration methods compute statistics by numerical integration (see
Section 3.3.2). They require to approximate the SPDE in a finite number of inde-
pendent random variables and the stability of this perturbation is investigated in
Section 3.3.1. The numerical integration is performed here by Monte Carlo meth-
ods and by Smolyak quadrature (see sections 3.3.3 and 3.3.4). Other techniques
for the evaluation of high-dimensional integrals are discussed in the Appendix B.
Series expansion methods for SPDEs are discussed in Section 3.4. These ex-
pand the solution in a series of random fields. Here, a series expansion in tensor
products of spatial times stochastic functions is used (see Section 3.4.1). Two
series expansion discretisations are considered: One is based on orthogonal pro-
jections (Section 3.4.2) and the other is a Galerkin method (Section 3.4.3). Steps
towards obtaining convergence rates are discussed in Section 3.4.4.
The Galerkin methods require to solve large systems of coupled block-equa-
tions. Solution techniques for this are dealt with in Chapter 4. For linear SPDEs,
two efficient representations for the block-equations are developed and analysed
in Section 4.1. These are used to implement iterative solvers for linear SPDEs
(see Section 4.2). Here, block-versions of the classical iterative solvers, precondi-
tioned Krylov subspace methods, and multilevel techniques are presented, where
the preconditioning is performed by calling the deterministic solver in a black-box
fashion. Due to the size of the resulting systems of equations, a parallel solver is
supplied, which is used to solve linear SPDEs in several millions of unknowns;
see Section 4.3.
Nonlinear SPDEs are also discretised here by stochastic Galerkin methods.
Modified Newton methods and quasi-Newton methods are used to solve the result-
ing system of nonlinear block-equations (Section 4.4). A problem in doing so is
the evaluation of the residual. It is found in Section 4.4.1 that Monte Carlo meth-
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ods may be badly-suited for integrating the residual, whereas high-dimensional
quadrature methods are found to be an efficient alternative.
An adaptive solver for linear SPDEs is implemented in Section 4.5, which
utilises a goal-oriented approach based on the solution of dual problems.
All these numerical techniques are implemented in a general purpose software
for stochastic finite elements (see Chapter 5). This software allows to introduce
stochastic uncertainties into existing simulation codes by calling them in a black-
box manner. As an example of its versatility, Section 5.2 presents the coupling
with the commercial finite element codes FEMLAB [31] and ANSYS [4].
The main body of the thesis ends in Chapter 6 with conclusions and directions
for further research. This is followed by some appendices: Basics of stochas-
tic analysis and of polynomial chaos expansions are summarised in Appendix A.
Techniques for the evaluation of high-dimensional integrals are reviewed in Ap-
pendix B. A code example for the software framework is shown in Appendix C.
Notational conventions and used symbols are summarised in Appendix D.
An alphabetical index is given on page 170, just before the bibliography. The
thesis concludes with a commented list of publications written in its course; see
page 192.




Equations and Random Fields
To introduce stochastic partial differential equations (SPDEs), Section 2.1 dis-
cusses a simple stochastic groundwater-flow example. Following this, random
fields are introduced in Section 2.2. The theory of stochastic partial differential
equations is presented in Section 2.3.
2.1 An Example for Modelling and Solving a
Stochastic Partial Differential Equation
To give an impression of the problems aimed at in the present thesis, a simple
example is discussed that exhibits all features of interest.
Partial Differential Equation: Consider a simple stationary groundwater flow
example on the two-dimensional domain R ⊂ R2 shown in Fig. 2.1(a), where at
first all parameters are deterministic. If the fluxes are related to the hydraulic head
gradients by Darcy’s law, then the hydraulic head u(x) satisfies the elliptic partial
differential equation (PDE) [68]
−∇· (κ(x)∇u(x)) = fR(x), x ∈ R,
n(x) · (κ(x)∇u(x)) = fN(x), x ∈ BN , BN ∪ BD = ∂R,
u(x) = fD(x), x ∈ BD.
(2.1)
Here, κ(x) is the hydraulic conductivity and fR(x) accounts for the sources and
sinks. The terms fN and fD are prescribed flows and hydraulic heads on the Neu-
mann and Dirichlet boundaries BD and BN . The unit normal on BN is n(x). An
outflow is prescribed on the green boundary in Fig. 2.1(a), no-flow conditions on
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(b) Realisation of κ(x,ω)
Figure 2.1: Domain of groundwater flow example, realisation of conductivity.
the blue borders, a fixed hydraulic head on the red borders, and sources in all of
the domain.
It is assumed here that a software—for example a finite element code—is
available for solving the PDE of interest. This software will be called the de-
terministic code or the deterministic solver.
Stochastic Partial Differential Equation: It is difficult to measure soil param-
eters for real-world problems. Hence, they are often described by random models
in the earth sciences [e.g. 26, 33, 48, 131, 158, 176].
Let us demonstrate this for the hydraulic conductivity (see Appendix A.1 for
some basics of stochastics): A random model is obtained by defining κ(x) for
each x ∈ R to be a random variable κ(x) : Ω→ R on a suitable probability space
(Ω,B,P). Consequently, κ : R×Ω→R is a random field (see Section 2.2), where
any elementary event ω ∈ Ω gives a realisation κ(·,ω) : R→ R of the hydraulic
conductivity.
An example of a realisation of the hydraulic conductivity used here is shown in
Fig. 2.1(b). Uncertainties in the other parameters may also be modelled as random
fields. In this example, the Dirichlet boundary conditions are also modelled as a
random field; see the realisation in Fig. 2.2(a).
In combination with Eq. (2.1) the random system parameters yield the sto-
chastic partial differential equation (SPDE)
−∇· (κ(x,ω)∇u(x,ω)) = fR(x,ω), x ∈ R,
n(x) · (κ(x,ω)∇u(x,ω)) = fN(x,ω), x ∈ BN , BN ∪ BD = ∂R,
u(x,ω) = fD(x,ω), x ∈ BD,
(2.2)
which will be understood in a variational sense. A theory of linear and non-
linear elliptic SPDEs is discussed in Section 2.3.


































(b) Realisation of u(x,ω).
Figure 2.2: Realisation of fD and of u
Although SPDEs will not be interpreted in a strong sense, a realisation-wise
interpretation is instructive: Realisations of the random fields yield as realisations
of the SPDE usual partial differential equations. These may be solved by the de-
terministic solver, yielding realisations of the solution of the SPDE. For example,
Fig. 2.2(b) shows the realisation of the hydraulic head obtained for the realisations
of κ and fD shown in Fig. 2.1(b) and in Fig. 2.2(a).
The ultimate goal is to compute statistics of the solution. For example, prop-
erties of interest may be the expected hydraulic head µu(x) = E (u(x, ·)) , the




, or the probability that u exceeds some




. All these statistics are
integrals over Ω with respect to the probability measure and may be written as
su(x) := E(s(u(x))) =
R
Ω s(u(x,ω)) dP(ω), where s is an appropriate function
and where P is the probability measure. A brief overview of these basic facts is
given in the Appendix A.1.
Spatial Discretisation: The numerical evaluation of such statistics requires
a stochastic and a spatial discretisation. The spatial discretisation is performed
here by employing the deterministic code. If the deterministic code is a finite
element software, then the solution is expanded as u(x,ω) = N (x)u(ω), where
N(x) = (N1(x), . . . ,Nn(x)) is the vector of finite element shape functions and
where u(ω) = (u1(ω), . . . ,un(ω))T is the vector of random unknowns. As Sec-
tion 3.2 will show, the spatial discretisation yields a set of linear equations with
stochastic coefficients K (ω)u(ω) = f (ω) to be solved for u(ω). Here, f (ω) is a
random vector and K(ω) is a usual stiffness matrix, but with random elements.
Direct Integration of Statistics: The statistics may be evaluated directly by
numerical integration, for example by Monte Carlo simulations [e.g. 22]. A nu-
merically tractable representation for this is obtained by expanding all parameters
in a countable number of independent random variables θ = (θ1,θ2, . . .) (see Sec-
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tion 3.1). All random fields in the SPDE may then be written as functions of these
random variables. For example, κ is then written as κ(x,ω) = κ(x,θ(ω)), which
is abbreviated as κ = κ(x,θ) = κ(x,(θ1,θ2, . . .)).
To make the numerical integration feasible, the SPDE needs to be approxi-
mated in a finite subset θ = (θ1, . . . ,θm) of these basic random variables. This is a
perturbation of the original SPDE and stability with respect to such perturbations
is investigated in Section 3.3.1.
For example, the realisations of κ and of fD shown in Fig. 2.1(b) and in
Fig. 2.2(a) were computed by Karhunen–Loève expansions (see Section 3.1.1)
in 24 and in 16 independent Gaussian random variables. The corresponding real-
isation of the solution shown in Fig. 2.2(b) was computed by approximating the
SPDE in these 40 = 24+16 random variables.
The approximation of the semi-discretisation in this finite number of random
variables is K(θ)u(θ) = f (θ), where u(θ) denotes the approximation of u(θ) in
the finite vector of random variables θ. Statistics may be evaluated as su(x) ≈







s(u(x,(ω1, . . . ,ωm))) dPθ1(ω1) · · ·dPθm(ωm), (2.3)
where Ωi = θi(Ω) and where Pθi is the probability distribution of θi, i = 1, . . . ,m.
In principle, Eq. (2.3) may be evaluated by any integration technique, but the
high dimensions make this difficult in practice. High-dimensional integrals are
evaluated here by Monte Carlo integration [e.g. 22] and by Smolyak quadrature
[163] (see Section 3.3 and Appendix B).
These integration techniques evaluate the integrand in Z integration points
ω(1), . . . ,ω(Z) ∈ Ω1× ·· ·×Ωm. Each integration point gives a realisation of the
SPDE (a usual PDE), and each of these realisations is solved by calling the deter-
ministic solver. Hence, Z uncoupled systems of equations need to be solved, each
with the size of the spatial discretisation. The solutions give realisations of the in-
tegrand s(u(x,ω(i))), i = 1, . . . ,Z, which are combined according to the integration
rule to approximate the integral Eq. (2.3).
Series Expansions: The direct integration of statistics is expensive and hence
various alternatives were proposed; see the reviews [80, 107, 156, 169]. This
thesis focuses on discretisation techniques that expand the solution as a series
u(θ) = ∑
α





where the Hα(θ) are appropriate functions in the basic independent random vari-
ables θ = (θ1,θ2, . . .); see Section 3.4 for a discussion of these discretisation tech-
niques.





































Figure 2.3: Mean and standard deviation of the hydraulic head.
In principle, any set of admissible linearly independent functions Hα may be
used for the ansatz, but the high dimensions complicate this in practice. This thesis
uses polynomial expansions in the stochastic dimensions. In particular, the Hα are
chosen as orthogonal multivariate polynomials spanning the so-called polynomial
chaos (see Appendix A.2.3).
Together with the spatial discretisation, u is thus expanded in tensor-products
of finite element shape functions times multivariate polynomials in the stochas-
tic dimensions. Once all coefficients u(α)i are known, realisations of u may be
generated at negligible costs and statistics of interest may be computed either an-
alytically or by sampling from the response surface (see Example 2.1 on the next
page).
Various techniques may be used to compute the coefficients u(α); see the re-
views [80, 107, 156, 169]. This thesis concentrates on the solution by Galerkin
methods in the stochastic dimensions (see Section 3.4.3). The application of Ga-








( f (θ)Hβ(θ)) , for all β, (2.5)
which is to be solved for all vectors u(α). In contrast to the direct integration in
Eq. (2.3), the Galerkin method does not require to perturb the operator by explic-
itly approximating it in a finite number of independent random variables. Instead,
the solution is obtained here as a projection and the representation in a finite num-
ber of random variables is obtained by choosing an appropriate stochastic ansatz.
Another difference to the direct integration methods is that these yield many
uncoupled systems of equations, while the Galerkin method yields one coupled
system of block-equations. The number of equations in this block-system is large
and grows fast with the stochastic dimensions and with the degree of the stochastic
ansatz.
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(b) The probability P{u(x)≥ 5}.
Figure 2.4: Statistics obtained by sampling the hydraulic head
Iterative solvers for the resulting block-equations will be discussed in Chap-
ter 4, both for linear SPDEs and for nonlinear SPDEs. A general purpose software
framework for the solution of SPDEs will be presented in Chapter 5.
Example 2.1: The SPDE Eq. (2.2) was solved by a stochastic Galerkin method in
polynomial chaos of degree 2 in 40 independent random variables (861 stochas-
tic ansatz functions). With a spatial discretisation in 326 degrees of freedom, the
resulting system had approximately 280.000 equations. It was solved by the soft-
ware framework discussed in Chapter 5 using the preconditioned conjugate gra-
dients solver presented in Section 4.2.1 (the solution took approximately ninety
minutes on a 2 GHz Pentium).
A realisation of the solution u(x,θ) that was obtained by sampling from the
resulting expansion is shown in Fig. 2.2(b). The mean and standard-deviation
were computed analytically from the resulting response surface and are shown in
Fig. 2.3.
The series expansion was used to obtain 200.000 samples of the approximate
hydraulic head. Kernel density estimation techniques [e.g. 102] were applied to
the samples to compute the probability density function (PDF) of the approximate
solution shown in Fig. 2.4(a). The red curve shows the PDF of u(x,θ) at x = (0,0)
and the blue curve shows the PDF at x = (−1/2,1/2). The respective means and
standard deviations are shown as horizontal lines.
Additionally, the samples of the response surface were used to approximate
the probability that the hydraulic head exceeds some threshold; see Fig. 2.4(b).
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2.2 Random Fields
This section gives a brief overview of random fields and introduces the random
field models used here.
For introductions to the theory of random fields see [1, 14, 36, 93, 129]; more
practically oriented expositions are [26, 62, 63, 133, 173, 174]; for discussions
of generalised random fields see [26, 44, 71, 93]. A more detailed overview of
random fields and of their discretisation is also given in the reviews [80, 107, 156,
169] and the references therein.
2.2.1 Characterisations of Random Fields
A random field κ on a region R⊂ Rd and on a probability space (Ω,B,P) may be
interpreted as a set of random variables indexed by x ∈ R or as a function-valued
random variable. In both interpretations, a random field is a measurable function
κ : R×Ω−→ R.
Probabilistic Characterisation: The first interpretation regards a random field
κ as a set of random variables κ(x, ·) : Ω −→ R indexed by x ∈ R. It is defined
by all its finite-dimensional (“fi-di”) distribution functions Fx1...xn(xˆ1, . . . , xˆn) =
P{κ(x1)≤ xˆ1∧ . . .∧κ(xn)≤ xˆn}, with x1, . . . ,xn ∈ R and xˆ1, . . . , xˆn ∈R; see [1, 36]
for details. The probability space needs not to be specified explicitly as it may
be constructed from the fi-di distributions under weak consistency conditions by
Kolmogorov’s extension theorem [e.g. 129, Theorem 2.1.5].
Measure Theoretic Characterisation: Alternatively, a random field κ may be
interpreted as a random variable that has functions on a region R⊂ Rd as values.
Any elementary event ω yields a realisation κ(·,ω) : R−→ R (see Fig. 3.2). The
set of elementary events Ω may hence be identified with the set of all possible
realisations. Thus, one may identify the sample space with a function space Ω⊂
{ω |ω : R→ R} and defining κ amounts to specifying a probability measure Pκ
on this function space Ω. This may in principle be done in conformance with
given fi-di probability distributions [e.g. 129]. However, the interaction of the
topological structure with the measure-space structure complicates this as it may
not be possible to define the measure on the Borel-σ-algebra. For example, one
cannot define a Gaussian measure on an infinite-dimensional Hilbert-space [e.g.
75, Example 1.25]. For nuclear spaces, the measure on the topological space may
be defined using the Bochner-Minlos Theorem A.1 (see Appendix A.2.2).
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2.2.2 Generalised Random Fields
A description by generalised random fields [44, 93] may be required for highly
erratic random fields, e.g. for the white noise process [70], for soil properties
[26], or for responses of elastic structures under white noise wind loads [93, 175].
Generalised Functions as Realisations: A generalised random field κ may be
defined [44, 93] as a random variable that has generalised functions as realisations
(e.g. tempered distributions). As above, the probability space may be identified
with the space of realisations, and if the space is nuclear then the probability mea-
sure may be defined via the characteristic functional using the Bochner-Minlos
Theorem A.1. Details and the construction of the white noise process are pre-
sented in the Appendix A.2.2.
Fields of Kondratiev Distributions: If a stochastic partial differential equa-
tions involves multiplicative noise, then it may be necessary to define products
of generalised random fields. It is not obvious how to do this, and this problem
was overcome by Holden et al. [71] by defining random fields as stochastic dis-
tributions (Hida- or Kondratiev-distributions), and interpreting products as Wick
products (see Section 2.3.2); stochastic distributions are discussed in the Appen-
dix A.3.
2.2.3 Gaussian Random Fields
A Gaussian random field γ(x,ω) is a random field, for which all fi-di distributions
are jointly Gaussian. To define a Gaussian random field on a region R⊂ Rd, it is
sufficient [e.g. 1, 62] to specify its second order statistics, i.e. its mean µγ(x) and
its covariance function covγ(x,y) for x,y ∈ R (see Appendix A.1 for details).
Gaussian random fields are used frequently to model system parameters. This
is partly due to their convenient properties: Uncorrelated Gaussian random vari-
ables are independent, and linear combinations of Gaussian random variables are
also Gaussian. Their use is also often justified from a theoretical point of view:
Gaussian fields occur naturally due to the central limit theorem [14]. Further, there
is often only second order statistical information available in applications [150],
and then Gaussian random fields are the maximum entropy model [133].
However, Gaussian random variables have a positive probability of being neg-
ative and may hence be inappropriate for describing material properties. For ex-
ample, the hydraulic conductivity in groundwater-flow problems needs to be posi-
tive. Modelling it as Gaussian may result in an ill-posed problem (see Section 2.3).
Thus, non-Gaussian models are required for describing physical properties.
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2.2.4 Non-Gaussian Random Fields
To define a random field, all its fi-di distributions must be specified. As this is not
feasible for general non-Gaussian random fields, a particular random field model
must be chosen in practice.
Most techniques of this thesis may be applied to general random fields. But
to obtain a feasible representation, non-Gaussian random fields will be defined
in the numerical experiments either as transformations of Gaussian fields (see
Section 2.2.4.1) or as series expansions (see Section 2.2.4.2). For overviews of
other random field models used in practice see [62, 63, 128, 144].
2.2.4.1 Transformations of Gaussian Random Fields
It is well-known [e.g. 133] that any standard Gaussian random variable N (0,1)
may be mapped to a random variable with distribution function Fκ by the transfor-
mation F−1κ (erf(N (0,1))), where erf is the Gaussian distribution function. If γ is
a Gaussian random field with zero mean and with unit variance and if Fκ(x), x ∈ R,
are given marginal distribution functions, then the transformation
κ(x,ω) := φ(x,γ(x,ω)) := F−1
κ(x)
◦ erf(γ(x,ω)), (2.6)
defines a non-Gaussian random field with marginal distributions Fκ(x),x ∈ R.
Usually, the second order statistics of κ are given and covγ(x,y) must be cho-
sen accordingly. This requires to compute the inverse of the relation between the
correlation function ρκ(x,y) of κ (see Appendix D.3) and covγ. Analytical formu-
las for various special cases are given in [62, 128].
A method to compute covγ for given combinations of given marginal dis-
tributions Fκ(x) and given correlation functions ρκ(x,y) is the so-called NORTA
(“NORmal To Anything”) method [24]: Note that ρκ(x,y) = Φx,y(covγ(x,y)) with
a function Φx,y depending only on Fκ(x) and on Fκ(y). As γ is assumed to have unit
variance, this is a map Φx,y : [0,1]→ [0,1]. It is shown in [24] that the function
Φx,y is nondecreasing and that it is continuous under mild conditions. Due to these
properties, the inverse mapping covγ(x,y) = Φ−1x,y (ρκ(x,y)) may be computed by
unconditionally convergent numerical methods [e.g. 143, 160].
Example 2.2: Here are some examples (with c1,c2 : R→ R).
• If κ(x,γ(x,ω)) = c1(x), then κ degenerates to a deterministic field.
• If κ(x,γ(x,ω)) = exp(c1(x)γ(x,ω)), then κ is lognormally distributed.
• If φ(x,γ) = erf(γ(x,ω)), then κ is uniformly distributed.
• If κ(x,γ(x,ω)) = γ(x,ω)2, then κ is χ2-distributed.
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• If κ(x,γ(x,ω)) = c1(x)+ c2(x)arccos(erf(γ(x,ω))), then the marginal dis-
tributions of κ are β(1/2,1/2)-distributions.
2.2.4.2 Representation in non-Gaussian Random Variables
It is sometimes proposed [e.g. 8, 34, 97] to represent a non-Gaussian random field






where the θi(ω) are mutually independent (non-Gaussian) random variables and
where the κi are appropriate functions, e.g. κi ∈ L2(R). This representation is a
special case of the Karhunen–Loève expansion (see Section 3.1.1) and may be
obtained from experimental data by a principal component analysis [11].
As the field is described in a finite number of independent random variables,
the approximations discussed in Section 3.1 are not needed. As a drawback of
this model, the marginal distributions of κ are in general unknown if the θi are
non-Gaussian.
2.2.5 Correlation Models
The definition of a random field requires to specify its spatial correlation structure.
At least, its second order statistics (its mean and covariance) need to be known.
Gaussian random fields are completely defined by this, but the following also
applies to non-Gaussian random fields.
The mean is chosen here as µκ ∈ L∞(R). The covariance function covκ :
R×R→ R must be positive semi-definite and symmetric [e.g. 26, Ch. 3.1]. The
positive semi-definiteness is not easy to check in general, but for weakly homoge-
neous random fields the covariance function is of the form covκ(x,y) = c(x− y)
[1, 174] and then Bochner’s theorem [e.g. 147, Theorem IX.9] may be used to
check it for positive semi-definiteness.
To model real world phenomena by random fields, sufficient statistical infor-
mation needs to be obtained experimentally. As this may be difficult [150, 162],
experiments are usually supplemented by expert knowledge and theoretical rea-
soning [26]. Alternatively, statistical models may be computed by assuming a
random microstructure and by computing effective stochastic material parame-
ters by homogenisation techniques [74, 78, 79]. The review [80] discusses the
modelling of random fields in more detail.
The covariance of a homogeneous field is often modelled [e.g. 26] as
covκ(x,y) = c(r) = c(∆xT G∆x), ∆x := y− x, x,y ∈ Rd (2.8)
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or as
covκ(x,y) = c(r) = c(
√
∆xT G∆x). (2.9)
Here, G is a non-negative matrix. Its eigenvectors denote the directions of aniso-
tropies. If G is the identity matrix, then an isotropic field is obtained.
Most publications in the field of stochastic mechanics do not incorporate data
from measurements. Instead, it is common practice to use the models Eqs. (2.9)
and (2.8), where c is one of the functions discussed below. To adapt these models
to real-world data, one may fit their parameters to measurements [178].
First order autoregression models: The exponential function
c(r) = σ2 exp
(−r/α), r ≥ 0 (2.10)
is the covariance of a random process on R1 with correlation length α > 0 and
variance σ2 satisfying the Langevin equation of Brownian motion [174, 178]. Us-
ing this function in Eq. (2.9) or Eq. (2.8) yields an admissible covariance function
on a region R⊂ Rd,d = 1,2,3 [26]. This model is often used in the literature.
However, it was argued [178, 181] that it is difficult to visualise a physical
process causing such a covariance in two or three spatial dimensions. The gen-
eralisation of the first-order autoregressive process driven by white noise to two
dimensions was shown [178] to have the covariance function





where K1 is the modified first order Bessel function of the second kind.
Smooth Model: The “Gaussian” type covariance
c(r) = σ2 exp
(−α−2 r2), r ∈ R, (2.12)
is another frequently used model. The associated process is mean-square differ-
entiable of any order. If this covariance is used with Eq. (2.9) for R ⊂ Rd, then
a valid covariance function is obtained for arbitrary dimensions d, as can directly
be seen from Bochner’s theorem [e.g. 147, Theorem IX.9].
Example 2.3: Figures 2.5(a,b) show the above functions c(r) for two correlation
lengths. Figures 2.5(c–h) display representative realisations for centred Gaussian
random fields on the rectangular domain R = [0,1]2 with covariance functions
covκ(x,y) = c(‖x− y‖) = c(r), where c(r) is stated in the captions. The real-
isations were obtained by Karhunen–Loève expansions in 500 terms (see Sec-
tion 3.1.1) discretised by triangular finite elements with piecewise linear shape
functions in 1,148 degrees of freedom (see Section 3.1.2).
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(a) Various c(r) for α = 1

































































































(h) Realisation, c(r) = exp(−r2/42)
Figure 2.5: Functions c(r) and realisations of random fields.
2.3. ELLIPTIC STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS 31
The realisations demonstrate that the regularity of the realisations depends
on the smoothness of c(r) in r = 0: The covariance given by Eq. (2.10) is not
differentiable in r = 0 and the according realisations 2.5(b,c) are continuous but
nowhere differentiable [26]. The covariance Eq. (2.12) is smooth in r = 0, and the
according realisations also look smooth. The plots demonstrate further that the
correlation length controls the characteristic length of fluctuations (compare the
plots on the left to the plots on the right).
2.3 Elliptic Stochastic Partial Differential Equations
This section discusses variational theories for linear and nonlinear elliptic SPDEs.
A variational theory for linear SPDEs with ordinary or generalised fields was
given earlier by Benth and Gjerde [15] and by Besold [16]. A more detailed theory
for linear SPDEs with ordinary random fields was presented later by Babuška,
Tempone, Deb, Zouaris, and Chatzipantelidis [8, 11, 12, 34]. The theory for
nonlinear elliptic SPDEs discussed here was published in [84, 113].
2.3.1 Linear Elliptic Stochastic Partial Differential Equations
In Section 2.1, it was shown how a stochastic partial differential equation (SPDE)
is obtained by modelling the parameters of a partial differential equation (PDE)
as random fields. The usual PDE theory [e.g. 27, 39, 126, 127] is now extended
to linear elliptic stochastic partial differential equations.
The theory is presented here for a simple example, but it can be generalised to
more general SPDEs that can be cast into variational form with coercive bounded
bilinear form. The linear elliptic SPDE considered here is similar to the example
used in Section 2.1. It is
−∇x · (κ(x,ω)∇x u(x,ω)) = f (x,ω), x ∈ R,ω ∈Ω
u(x,ω) = 0, x ∈ ∂R,ω ∈Ω, (2.13)
where R ⊂ Rd is an admissible bounded set for the spatial domain with bound-
ary ∂R and where ω denotes an elementary element from the probability space
(Ω,B,P). The operator ∇x denotes the gradient with respect to x.
Eq. (2.13) is the strong form of the SPDE and as it is usual for PDEs, the
SPDE will not be understood in this strong sense but in a variational sense. A
strong interpretation would require Eq. (2.13) to hold for almost all ω ∈ Ω. This
interpretation is only possible if all random fields in the SPDE are ordinary ran-
dom fields. Then each realisation is a linear elliptic PDE, for which standard
theory holds. If generalised random fields occur in the SPDE, then realisations
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may be meaningless and then the strong form is inadequate. As for the determin-
istic case, the variational form of SPDEs is more general than the strong form and
hence SPDEs will be interpreted here in a variational sense.
As a first step in generalising the theory of PDEs to SPDEs, the admissible
vector space for u needs to be found. For the deterministic PDE analogon of
Eq. (2.13), the solution would be in V := ˚H1(R), where ˚H1(R) is the completion
of C∞c (R) in the Sobolev space H1(R). According to [8, 11, 12, 15, 16, 34, 171] it
is natural to assume that the solution of the SPDE is an element of a tensor product
space
u ∈V ⊗ (S) = ˚H1(R)⊗ (S)∼= ˚H1(R,(S)), (2.14)
where (S) is an appropriate separable Hilbert space of random variables. The
function space V on which the PDE analogon of the SPDE is defined on will be
called the space of admissible spatial functions. The space of random variables
(S) will be called the space of admissible stochastic functions.
The choice of (S) and hence the stochastic regularity of the solution depends
on the stochastic regularity of f and of κ. Here, it will usually be assumed that
(S) = L2(Ω) and that this space is separable. According to [15, 16, 171], the
following results still hold if (S) is a more general space, e.g. a separable space of
stochastic distributions (see Section A.3).
More general spaces (S) may be required if κ(x, ·), x ∈ R, is a stochastic dis-
tribution. But then special care must be taken to make the SPDE well-defined:
If u(x, ·) is also a stochastic distribution, then it is not obvious how the product
κ(x,ω)∇x u(x,ω) [71, 171] may be defined; this will be discussed in Section 2.3.2.
For now, it is assumed that κ ∈ L∞(R)⊗L∞(Ω) and that (S) = L2(Ω). Hence,
u and κ may be multiplied realisation-wise by the usual product.
Before introducing the variational form, let us define the extension ∇x of
the gradient operator to V ⊗ (S) (as usual, differentials are interpreted in a weak
sense). For a single tensor product u1(x)u2(ω) ∈V ⊗ (S), let
∇x : u1(x)u2(ω) 7→ (∇u1(x))u2(ω). (2.15)
By linearity and continuity, this may be extended to a linear bounded operator
∇x : ˚H1(R)⊗ (S)→ L2(R)⊗ (S). (2.16)
For v ∈ V ⊗ (S), define `(v) := 〈〈 f ,v〉〉, where 〈〈·, ·〉〉 is the duality paring be-
tween (V ⊗ (S))∗ = V ∗⊗ (S)∗ and V ⊗ (S). With ` ∈ V ∗⊗ (S)∗, the variational
formulation is to
find u ∈V ⊗ (S), such that
a(u,v) = `(v), for all v ∈V ⊗ (S), (2.17)
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where the bilinear form a = aκ is defined as





(∇x v(x,ω))T κ(x,ω)∇x u(x,ω) dx dP(ω). (2.18)
As extension of the deterministic case, the following result holds [8, 12, 15, 34]:
Theorem 2.1: If κ ∈ L∞(R)⊗ L∞(Ω) with κ(x,ω) ≥ κ− > 0 a.e. in R×Ω and
if ` ∈ (V ⊗ (S))∗, then the variational form Eq. (2.17) has a unique solution u ∈
V ⊗ (S). The solution depends continuously on ` in (V ⊗ (S))∗.
PROOF: Standard arguments show the continuity and coerciveness of aκ(v,u).
The Lax-Milgram lemma [e.g. 27, 126] proves existence, uniqueness, and the
continuous dependence on `. 2
The numerical algorithms will approximate f and κ by random fields ˆf and κˆ.
Stability with respect to perturbations of κ in L∞(R)⊗L∞(Ω) was shown in [12,
Cor. 2.1]. However, the approximations of κ usually converge in L∞(R)⊗L2(Ω)
and the following theorem shows stability with respect to such perturbations:
Theorem 2.2: Let f , ˆf ∈ L2(R)⊗L2(Ω) and let κ, κˆ∈ L∞(R)⊗L∞(Ω), with both
κ(x,ω), κˆ(x,ω) ≥ κ− > 0 a.e. in R×Ω. Denote by u, uˆ ∈ V ⊗ L2(Ω) the so-
lutions of aκ(u,v) = ( f ,v)L2(R)⊗L2(Ω) and aκˆ(uˆ,v) =
(
ˆf ,v)L2(R)⊗L2(Ω) for all v ∈
V ∗⊗L2(Ω).
Then there exists a constant C > 0, independent of ˆf and κˆ, such that
‖u− uˆ‖V⊗L2(Ω) ≤C‖ f − ˆf ‖L2(R)⊗L2(Ω) +C‖κ− κˆ‖L∞(R)⊗L2(Ω).
PROOF: Note that κ, κˆ ∈ L∞(R)⊗L2(Ω) as probability measures are finite. The
continuous dependence on ‖ f − ˆf ‖ follows from Theorem 2.1. To show the con-
tinuous dependence on κ, the second Strang lemma (see [165] or [27, p. 186]) may
be employed as its proof relies only on the coercivity and on the boundedness of


























≤C′‖κ− κˆ‖L∞(R)⊗L2(Ω) by the Cauchy-Schwarz inequality in L2(Ω).
2
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The bilinear form aκ defines a continuous, self-adjoint, positive definite opera-
tor Aκ : V ⊗(S)→V ⊗(S)∗ with continuous inverse and the SPDE may be written
as Aκu = f . As both the operator and its inverse depend continuously on the data,
the problem is well-posed.
Note that the boundedness of the material parameter away from zero is es-
sential: It was shown in [8] that no solution of the linear SPDE Eq. (2.17) ex-
ists, if there is for every ε > 0 a region Rε ⊂ R with positive measure such that
P{|κ(x,ω)|< ε}> 0 for all x ∈ Rε.
A large number of publications solving engineering problems described by
elliptic SPDEs choose Gaussian random fields as material. These are not bounded
away from zero and hence results of such publications must be considered with
care. If Monte Carlo methods are used for the solution, then small or negative κ are
usually rejected, but then the materials are not Gaussian. This rejection of small
realisations is usually not possible if other discretisation methods are used, like
perturbation methods or stochastic Galerkin schemes (see Chapter 3). It is thus
problematical how one should interpret such results, even though the numerical
results often match with the results obtained by Monte Carlo simulations.
The boundedness of κ from above is required for the application of the Lax-
Milgram lemma to make Aκ bounded. For non-bounded κ, e.g. for lognormally
distributed κ−E(κ) , the variational formulation may be written as a minimisation
problem [e.g. 27] and a solution may still be well-defined. However, the operator
Aκ is in this case unbounded. Just as for deterministic PDEs, where this situation
is frequently encountered (e.g. in electrostatic problems with the Coulomb poten-
tial), the unboundedness of the operator may be remedied by restricting it to an
appropriate subspace of ˚H1(R)× (S), but this will not be discussed here further.
Note that the example for the SPDE Eq. (2.17) was kept simple for the sake of
exposition; an extension to general linear SPDEs with bounded coercive bilinear
form is straightforward.
2.3.2 Linear Stochastic Partial Differential Equations
with Generalised Random Fields
It may be necessary to model system parameters as generalised random fields
[26, 71, 93, 175]. If the right hand side is a generalised function, then it may
be necessary to impose stronger regularity requirements on the material κ. More
severe complications arise if the material parameter κ is a generalised random
field. For instance, this may be necessary for the modelling of soil variabilities
[26, 71].
If the material κ is a random field and if u is also a generalised random field,
then it is not obvious how to interpret the product κ(x,ω)∇x u(x,ω). One possible
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interpretation is to regard products between random fields as Wick products [71].
Alternatively, one may impose conditions on κ that make the usual product well-
defined [16].
Wick SPDEs: Holden, Øksendal, Ubøe, and Zhang [71] model random fields
as stochastic (Kondratiev) distributions and interpret products between gener-
alised random fields as Wick products [179]. The Wick product will be denoted
here as  and the resulting SPDEs will be called Wick SPDEs. The Wick version
of the SPDE Eq. (2.13) is
−∇x · (κ(x,ω)∇x u(x,ω)) = f (x,ω), x ∈ R
u(x,ω) = 0, x ∈ BD. (2.19)
It may be solved by transforming it to a sequence of usual PDEs [71]. The strong
formulation in [71] results in restrictions on the boundary conditions and source
terms that may be relaxed by a variational formulation [108, 171].
Wick SPDEs have a different interpretation than SPDEs with pointwise mul-
tiplication of random fields, as E(u v) = E(u)E(v) for (generalised) random
variables u,v. As a consequence, for (e.g. linear) Wick SPDEs the mean of the so-
lution is not influenced by higher statistical moments of the material parameters.
This behaviour does not agree with the results of homogenisation theory [e.g.
28, 120]. Neither does it agree with the usual interpretation of a stochastic system
as a set of possible worlds across which statistics are taken. Of course, realisations
cannot be obtained in the usual way if generalised random fields are involved, but
even if SPDEs with ordinary random fields are interpreted in the Wick sense, the
results do not agree with Monte Carlo simulations. The Wick product seems there-
fore not to be the right model for the problems aimed at here; see [71, pp.128ff.]
for a comparison of Wick SPDEs and SPDEs with usual product.
A method for the numerical solution of Wick SPDEs by a stochastic Galerkin
method (see Section 3.4.3) was presented by Theting [171]. The discretisation
yields an upper block-triangular system of block equations. In contrast to this,
Galerkin discretisations of SPDEs with usual product lead to coupled systems of
block equations with less favourable structure. Hence, the numerical solution of
Wick SPDEs requires less effort than the solution of SPDEs with usual product if
the same ansatz space is used.
SPDEs with Generalised Random Fields and Normal Product: Benth and
Gjerde [15] present a variational theory for linear SPDEs. Here, (S) in Eq. (2.14)
may be a space of stochastic distributions, (S) = (S)−ρ,−q (see Section A.3). As-
suming that the weak form associated with the SPDE is coercive and bounded on
H10 (R)⊗ (S)−ρ,−q, they apply the Lax-Milgram lemma to show the existence and
uniqueness of solutions. Their results hold both for SPDEs with usual product and
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for Wick SPDEs. The focus of their work are the convergence rates Eq. (A.21) for
approximations in polynomial chaos.
How one can make the usual product between generalised random fields well-
defined is investigated by Besold [16]. He shows that the pointwise multiplication
may be well-defined if the generalised random field κ satisfies certain stochastic
regularity requirements. In particular, it is required that κ ∈C∞(R)⊗ (E)∞ with
an appropriate space of stochastic distributions (E)∞ (see [16] for details). Impos-
ing additional conditions guaranteeing coercivity and boundedness, Besold shows
that a unique solution u ∈ ˚H1(R)⊗ (S)p of the elliptic SPDE exists, where (S)p is
a Kondratiev distribution space (see [70, 71]).
The case (S) = L2(Ω) is included in this theory. However, the requirement that
κ is smooth in the spatial dimensions restricts the applicability somewhat. From
the usual theory of PDEs, one would hope that one may choose κ ∈ L∞(R)⊗
(E)∞, but the theory in [16] cannot be extended to this case in a straightforward
manner.
2.3.3 Nonlinear Stochastic Partial Differential Equations
The theory of nonlinear elliptic SPDEs devised in [84, 113] is presented here.
As an example for a nonlinear SPDE, it is assumed here that the material
κ depends on the hydraulic head. For example, if the original SPDE models a
groundwater problem, then the hydraulic conductivity might depend on the hy-
draulic head due to saturation effects. The resulting SPDE is then
−∇x · (κˆ(x,u(x,ω),ω)∇x u(x,ω)) = f (x,ω), x ∈ R,
u(x,ω) = 0, x ∈ ∂R. (2.20)
The further developments may be applied to more general material laws, but to
make the setting concrete, it is assumed here that
κˆ(x,u(x,ω),ω) = κ(x,ω)+ c(x,ω)u(x,ω)2, (2.21)
where κ(x,ω) and c(x,ω) model the soil properties with 0 < κ−≤ κ(x,ω) < κ+ <
∞ and with 0 < c− ≤ c(x,ω) < c+ <∞ for almost every x ∈ R,ω ∈Ω.
Just as for the linear case, solutions of the nonlinear SPDE will be sought here
in tensor product spaces. Because of the nonlinearity, the spatial and the stochastic
part of the solution are no more the Sobolev space ˚H1(R) and the Hilbert space
L2(Ω), but they are the Sobolev space V := ˚W 1p (R) and the Banach space (S) :=
Lp(Ω) with p = 4. The space for the solutions is V ⊗ (S) := V ⊗ (S) ∼= Lp(Ω,V ),
and the right hand side is required to be an element of V ⊗ (S)∗ ∼= Lq(Ω,V∗),
where V ∗ = W−1q (R), with 1/p + 1/q = 1. As in the linear case, more general
spaces may be used for (S).
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The gradient operator ∇x is defined analogous to Eqs. (2.15) and (2.16) as a
linear and continuous map from V ⊗ (S) into Lp(R,Rd)⊗ (S). With the stochastic
Nemicky operator
G : V ⊗ (S)→ Lq(R,Rd)⊗ (S)∗ (2.22)







∇x v ·G(u)dxdP(ω) u,v ∈V ⊗ (S) (2.24)
defines a nonlinear, strictly monotone, hemicontinuous, coercive operator A from
V ⊗ (S) into its dual. The variational form of the nonlinear SPDE requires to
find u ∈V ⊗ (S), such that
a(u,v) =: 〈〈A(u),v〉〉= 〈〈 f ,v〉〉, for all v ∈V ⊗ (S), (2.25)
where 〈〈·, ·〉〉 is the duality paring between V ⊗ (S) and its dual. The same ar-
guments as in the deterministic case [27, 39, 77] may be used to ascertain the
existence and uniqueness of a solution. Summarising the above, we obtain the
following result [84, 113]:
Theorem 2.3: The problem Eq. (2.25) has a unique solution for f ∈V ∗⊗ (S)∗.
The example for the nonlinear SPDE Eq. (2.20) is deliberately kept simple. A
generalisation to more general nonlinear SPDEs with strictly monotone, hemi-
continuous, coercive operator is straightforward.
38 SPDES AND RANDOM FIELDS
39
Chapter 3
Discretisation of Stochastic Partial
Differential Equations
The first step in discretising a stochastic partial differential equation (SPDE) is to
obtain a tractable representation in a countable number of mutually independent
random variables; this is discussed in Section 3.1. Following this, the spatial semi-
discretisation is presented (Section 3.2), which yields a system of equations with
stochastic coefficients.
Two classes of techniques for the stochastic discretisation are considered:
Methods based on a direct integration of statistics (Section 3.3) and methods
based on series expansions in the stochastic dimensions (Section 3.4). The di-
rect integration methods employ Monte Carlo integration and high-dimensional
quadrature techniques. Series expansion discretisations are performed by orthog-
onal projections and by Galerkin methods in the stochastic dimensions, the latter
of which are the focus of this thesis.
3.1 Representation in a Countable Number of
Independent Random Variables
So far, all random properties have been expressed as functions on the abstract
probability space (Ω,B,P). A tractable representation is obtained by expressing
all random fields in the SPDE in a countable number of mutually independent
random variables. For details on such representations see the textbooks [62, 63,
174] or the reviews [80, 107, 156, 169].
Because of its favourable properties, the Karhunen–Loève expansion (KL-
expansion) is used here for the random field discretisation (Section 3.1.1). The
KL-expansion is computed by solving an eigenvalue problem and, in general, nu-
merical techniques are required for this (see Section 3.1.2). Existing finite element
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software will be used to discretise the eigenvalue problem (Section 3.1.3) and the
error introduced by the FE discretisation will be discussed in Section 3.1.4. The
resulting representation of the SPDE will be shown in Section 3.1.5.
3.1.1 The Karhunen–Loève expansion
The Karhunen–Loève expansion (KL-expansion) is discussed briefly. For more
details see [1, 26, 57, 133, 174].
The KL-eigenvalue problem: Let κ : R×Ω −→ R be a random field with
bounded covariance function covκ(x,y). Define the operator





As covκ is bounded and symmetric, T is a compact and selfadjoint Fredholm
operator [177]. As the covariance function covκ is positive semi-definite, so is T .
Hence, solutions of the eigenvalue problem
T κi = λiκi, κi ∈ L2(R), i ∈ N, (3.2)
which is a Fredholm integral equation of the second kind, have the following
properties [e.g. 177]: The eigenvalues λi are real and may be ordered as ‖T‖ =




R |covκ(x,y)|2 dxdy = ∑i λ2i
(T is a Hilbert-Schmidt operator). The eigenfunctions κi(x) are mutually L2(R)-
orthogonal. If the covariance function is positive definite, then so is T and then
the eigenfunctions are a basis of L2(R).
Usually, the KL-eigenmodes κi are oscillating functions, with finer and finer
spatial fluctuations for growing i. This is demonstrated by Fig. 3.1: Plots (a–d)
show eigenmodes of a random field on an L-shaped domain, where the covariance
was chosen as in Eq. (2.11) with correlation length α = 1/4. Plots (e,f) show two-
dimensional slices of eigenmodes of a random field on a torus-shaped domain R⊂
R3, where the covariance function was chosen as covκ(x,y) = exp(−‖x− y‖2).





































































































(d) 20-th KL-mode, L-shaped domain
(e) First KL-mode, torus domain (f) 10-th KL-mode, torus domain
Figure 3.1: Examples of some Karhunen–Loève modes.
The random variables ξi are mutually uncorrelated and centred with unit variance







If covκ is continuous, then covκm(x,y) = ∑mi=1 λiκi(x)κi(y) converges abso-
lutely and uniformly to covκ(x,y) on R× R by Mercer’s Theorem [e.g. 177].


















































































Figure 3.2: Realisations of κm(x,ω) for m = 5,10,20,100.












λiκi(x)2 −→ 0, as m−→∞. (3.6)
The KL-expansion is an optimal linear approximation of κ in the sense that the
error ‖κ− µκ−∑mi=1
√
λiξiκi‖L2(Ω×R) is larger, if the functions
√
λiξi or the ran-
dom variables κi are chosen differently [173]. However, nonlinear approximations
may yield better approximations [30].
Finer and finer scales of spatial fluctuations are resolved by the approximation
as more and more eigenfunctions are used in the truncated KL series. This is
demonstrated in Fig. 3.2 by showing realisations of truncated KL-expansions of a
Gaussian random field on an L-shaped region with covariance function Eq. (2.11)
with correlation length α = 1/4.
Our ultimate goal is to obtain a representation in mutually independent ran-
dom variables. For Gaussian random fields κ(x,ω), the KL-expansion directly
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yields such a representation: if κ(x,ω) is Gaussian, then the uncorrelated random
variables ξi(ω) are Gaussian and hence mutually independent.
For non-Gaussian κ(x,ω), the random variables ξi are uncorrelated but not
mutually independent. Section 3.1.5 discusses how to obtain a representation in
independent random variables in this case.
Another complication arises for non-Gaussian κ(x,ω): the probability distri-
butions of the ξi are then usually not analytically known. However, they may be
obtained numerically from Eq. (3.4). This will be exploited in Section 4.1.1 to
compute expansions of the non-Gaussian ξi in multivariate polynomials of inde-
pendent Gaussian random variables (so-called polynomial chaos expansions).
3.1.2 The Discrete Karhunen–Loève expansion
Exact solutions of the Karhunen–Loève eigenvalue problem Eq. (3.2) are known
only for special cases. Some exact solutions for R ⊂ R1 are given in [57, 173].
In general, the eigenvalue problem Eq. (3.2) needs to be solved numerically and
standard techniques [e.g. 7, 66, 143, 165] may be used for this.
The Rayleigh-Ritz method may be used to discretise the Karhunen–Loève
eigenvalue problem [e.g. 57, 148, 165] by projecting it onto a finite-dimensional
subspace: Let PV h be the projection onto the n-dimensional space V h ⊂ L2(R).
By the Max-Min principle [e.g. 148], the largest eigenvalues of P∗V h TPV h are
lower bounds for the largest eigenvalues of T . Given a basis N1, . . . ,Nn ∈ V h of
V h and defining N(x) = (N1(x), . . . ,Nn(x)), one may compute the eigenfunctions
κhi (x) = ∑nj=1 N j(x)κhji = N(x)κhi and the eigenvalues λhi of the symmetric operator
P∗V h T PV h by the generalised matrix eigenproblem



















Ni(x)N j(x)dx, i, j = 1, . . . ,n. (3.9)
Standard iterative techniques [134, 153] may be employed to solve the generalised
matrix eigenvalue problem Eq. (3.7). Here, it is computationally advantageous
that the matrix W is symmetric positive semi-definite and that the Gram matrix M
is symmetric positive definite.
For the numerical procedures discussed later, random fields will be repre-
sented by their truncated KL-expansion Eq. (3.5). For this, only the largest eigen-
values and the associated eigenfunctions need to be computed. Krylov subspace
methods of Lanczos type may be employed for this.
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An advantage of the Krylov subspace methods is that they do not require the
matrices W and M in assembled form. This is especially advantageous as the
matrix W is a dense matrix (the matrix M is usually sparse). Only routines for
computing the matrix-vector products with W and with M and a facility for solv-
ing linear equations involving the matrix M are needed. Efficient implementations
of Krylov subspace methods are readily available: the numerical examples of this
thesis were computed using the software library ARPACK [95, 104].
3.1.3 Finite Element Discretisation
of the Karhunen–Loève Expansion
In the further presentation, the space V h will be chosen as a space of finite element
shape functions on the region R⊂ Rd . A discussion of finite element procedures
for eigenvalue problems may be found in [e.g. 165].
Throughout the thesis, it will be assumed that some finite element (FE) soft-
ware is available that will be called the deterministic code. This software may be
used in a black-box fashion to obtain the matrices W and M .
Writing the FE shape functions as a vector N (x) = (N1(x), . . . ,Nn(x)), with








Ni(x)Ci j N j(y) = N(x)C N(y)T , (3.10)
where the matrix C is chosen such that covhκ interpolates covκ.
The Gram matrix M is a special case of the “mass matrix”, which most FE-












N T (x)N(x)C N(y)T N(y)dxdy (3.12)
= M C M. (3.13)
Instead of the discrete eigenproblem Eq. (3.7), the eigenvalue problem
M C M κhi = λhi Mκhi . (3.14)
is solved; the error introduced by this is discussed in the next section.
As M is regular, Eq. (3.14) may be rewritten as the unsymmetric standard
eigenvalue problem C M κi = λiκi. It may be computationally advantageous [153]
to rewrite this as a symmetric eigenvalue problem: Using the Cholesky decom-
position of the symmetric positive definite matrix M = LLT , one may rewrite
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Eq. (3.14) as the symmetric eigenvalue problem LT C L yi = λiyi with κi = L−T yi;
see [153].
An existing finite element code may thus be used in a black-box fashion to
discretise the KL-eigenvalue problem if it provides a routine for the matrix-vector
product with the mass matrix. If a routine for factoring the mass-matrix is avail-
able, then the eigenvalue problem Eq. (3.14) may be solved as a symmetric stan-
dard eigenvalue problem. Otherwise, an unsymmetric standard eigenvalue prob-
lem needs to be computed.
Solving Eq. (3.14), e.g. by the Krylov subspace methods discussed in the pre-
vious section, yields an approximation of the truncated KL-series





λhi N(x)κhi ξi(ω), (3.15)
where µhκ(x) is the interpolant of the mean function µκ(x) in the FE basis.
Example 3.1: The KL-eigenmodes shown in Fig. 3.1 (a–d) and the realisations
of the truncated KL-expansions shown in Fig. 3.2 (a–d) were computed by a fi-
nite element discretisation of an L-shaped domain by triangular elements using
piecewise linear shape functions with approximately 1.000 degrees of freedom.
The KL-eigenmodes shown in Fig. 3.1 (e–f) were computed by a finite element
discretisation of a torus-shaped domain R ⊂ R3 by tetrahedron elements using
piecewise linear shape functions with approximately 4.000 degrees of freedom.
3.1.4 The Error Introduced by the Finite Element
Discretisation of the Karhunen–Loève Expansion
Let us now analyse the error introduced in the previous section. For simplicity,
assume that the N1, . . . ,Nn are a nodal basis [127, 165] in the nodes x1, . . . ,xn ∈ R.
Particularly, assume that the ansatz functions Ni ∈ L2(R) are a partition of unity
with Ni(x)≥ 0, i = 1, . . . ,n, and that
Ni(x j) = δi j, i, j = 1, . . . ,n. (3.16)





Ni(x)ζi(ω) = N(x)ζ(ω), (3.17)
where ζi(ω) := κ(xi,ω), i = 1, . . . ,n. The superscript h > 0 denotes the largest
finite element diameter, i.e. h = maxi diam(suppNi). Apparently, the covariance
function of κh is
covκh(x,y) = N(x)C N(y)T , (3.18)
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with Ci j = covκ(xi,x j), i, j = 1, . . . ,n. As the FE shape functions are now assumed
to be a nodal basis, the interpolant of the covariance function defined in the previ-
ous section is covhκ(x,y) = covκh(x,y). Hence, computing the FE discretisation of
the KL-expansion as in the previous section is equivalent to computing the exact
KL-expansion of κh if the Ni are a nodal basis. The error introduced by the ap-
proximation Eq. (3.11) for W may hence be analysed by investigating how well
κh approximates κ.
Standard results [127] hold for the approximation of the mean µκ(x) in the
finite element ansatz. To concentrate on the error of the stochastic part, assume
that µκ(x) = µκh(x) = 0 for x ∈ R and thus covκ(x,y) = E(κ(x,ω)κ(y,ω)).










































Observe that e1(x) ≤ ∑ni=1 Ni(x)sup|x−y|<h |covκ(x,x)− covκ(x,y)|, as Ni(x) = 0





measures the rate of decay of the covariance function. Similarly, one may see that




To illustrate this estimate, assume that κ is homogeneous and isotropic and hence
C(x,y) = c(‖x−y‖) with an appropriate function c : R→R. Then ∆(h) = c(0)−
c(h) and for a given h, the approximation is the better the slower the covariance
function decays. This estimate may be employed to choose the appropriate mesh
size for the discretisation of a random field, e.g. by selecting h such that ∆(h) is
smaller than some threshold.
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The KL-expansion of κ is approximated here by computing the exact KL-
expansion of κh(x,ω). It is sometimes noted [e.g. 72, 169] that doing so reduces
the KL-expansion technique to the interpolation method [e.g. 80, 108, 169], thus
losing the optimality of the KL-expansion. But as shown here, the numerical solu-
tion converges to the analytical solution for finer and finer spatial discretisations.
Analogous to the standard theory of finite element interpolations, exploiting the
smoothness of the covariance function might lead to more refined estimates.
The KL-expansion yields an optimal linear approximation and the quality of
the discretised KL-expansion increases for a decreasing mesh size h. It may thus
be advantageous to perform the random field discretisation and the spatial discreti-
sation of the stochastic partial differential equation (see Section 3.2) on different
meshes. The mesh for the KL-discretisation should be chosen as fine as required
for the random field and after solving the KL-eigenproblem the result may be
interpolated to the mesh for the spatial discretisation of the SPDE.
It is sometimes stated that the costs in numerically solving the eigenvalue-
problem are a disadvantage of the KL-expansion. But in the author’s experience,
these costs are not the limiting factor in stochastic finite element simulations. Ac-
cording to Section 3.1.1, the KL-expansion minimises (for a Gaussian random
field) the number of independent random variables required for an approximation
with a given error. Each independent random variable will be seen to introduce
one dimension into the discretised problem and the minimisation of the dimen-
sions outweighs the costs of solving the KL-eigenproblem by far.
Only the FE discretisation error was analysed here. In practice, the number
of FE shape functions is larger than the number of terms kept in the truncated
KL-expansion. The resulting truncation error is usually larger than the FE dis-
cretisation error, but this is not investigated here. If only m terms of the KL-
expansion are kept, then var(κh(x)−κhm) = ∑ni=m+1 λhi (N(x)κhi )2. This truncation
error may be evaluated by computing all eigenvalues of Eq. (3.14) and together
with Eq. (3.22) this would give an à posteriori bound for the total truncation error.
Also note that the best obtainable truncation error for any m-term discretisation of
the KL-expansion is ∑∞i=m+1 λ2 = ‖covκ ‖22−∑mi=0 λ2i because ‖covκ ‖22 = ∑∞i=0 λ2i .
To obtain à priori estimates for the truncation error, the decay of the eigenval-
ues λi for growing i needs to be analysed depending on the domain R and on the
covariance function covκ, but the author is not aware of theoretical results on this.
Numerical tests [72] and analogies with the Fourier transform indicate that the
number of KL-terms to be kept for a given error is the smaller the smoother the
covariance function is and the slower the covariance function covκ(x,y) decays
with growing ‖x− y‖, as then λn decays quickly as n→∞.
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3.1.5 Representation in Independent Random Variables
The stochastic partial differential equation will now be represented in a count-
able number of mutually independent random variables θ1,θ2,θ3, . . . ∈ L2(Ω).
The sequence of these mutually independent random variables will be called θ =
(θ1,θ2, . . .).
In general, it is difficult to compute a representation of non-Gaussian ran-
dom fields κ(x,ω) in independent random variables. A standard technique is the
Rosenblatt transform [116, 151]. It might be used to represent the uncorrelated
non-Gaussian random variables ξ1,ξ2, . . . as transformations ξi = ξi(θ1, . . . ,θi),
i = 1, . . . ,m of independent Gaussian random variables θ1,θ2, . . .. While this is a
general technique, it requires a representation of the joint probability distributions
of the ξ1,ξ2, . . . as products of conditional probability distributions.
A representation in mutually independent random variables may be easily ob-
tained for random fields modelled as in Section 2.2:
• Let γ(x,ω) be a Gaussian random field and denote by νi and γi(x), i =
1,2, . . . , its KL-eigenvalues and KL-eigenmodes. Then its KL-expansion is
γ(x,ω) = µγ(x) + ∑∞i=1
√
νiγi(x)θi(ω) with mutually independent standard
Gaussian random variables θ = (θ1,θ2, . . .). The dependence on ω is omit-
ted and the random field is written as γ(x,θ) = µγ(x)+∑∞i=1
√
νiγi(x)θi.
• Let κ be a transformation κ(x,ω) = φ(x,γ(x,ω)) of a Gaussian random field
γ(x,ω) with KL-expansion as above. It may be represented in the inde-
pendent random variables as κ(x,θ) = φ(x,µγ(x)+∑∞i=1
√
νiγi(x)θi), where
again the dependence on ω is omitted. This representation will be used in
Section 4.1.1.2 to expand the uncorrelated κi in multivariate polynomials of
Gaussian random variables (the so-called polynomial chaos).
• For a random field defined by Eq. (2.7) a representation in mutually inde-
pendent random variables is given by the definition.
It will be assumed from now on that all random fields are represented as functions
κ(x,ω) = κ(x,θ(ω)) of mutually independent random variables θ = (θ1,θ2, . . .)∈
(L2(Ω))N. For the random field models of Section 2.2 it has been shown here how
such representations may be obtained. For other types of random fields, other
techniques must be used, e.g. the Rosenblatt transform mentioned above.
For convenience, the dependence on ω will be omitted and κ(x,θ) will be writ-
ten for a random field. If its variance varκ is finite, then κ(x,θ) is a random field
on the probability space L2(Ω,Σ(θ),P), where Σ(θ) denotes the σ-algebra gener-
ated by θ = (θ1,θ2, . . .). By representing all random fields in the SPDE as func-
tions of the sequence of mutually independent random variables θ = (θ1,θ2, . . .),
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the probability space of the SPDE formulation may be replaced by the proba-
bility space (Ω,Σ(θ),P) and the space (S) of admissible stochastic functions is
(S) = L2(Ω,Σ(θ),P) (recall that (S) was assumed to be separable). The solution
is then also a random field on this probability space and may be written as a func-
tion u = u(x,θ) of the mutually independent random variables θ = (θ1,θ2, . . .).
The representation in a countable number of independent random variables
developed here will be employed by some of the stochastic discretisation tech-
niques (see sections 3.3 and 3.4.2) to approximate the SPDE in a finite number of
independent random variables θ = (θ1, . . . ,θm).
3.2 Spatial Discretisation
Almost any technique may be used for the spatial discretisation, for example fi-
nite differences or finite elements. It is assumed that some existing simulation
software, named the deterministic code or the deterministic solver, performs the
spatial discretisation or the solution of the deterministic analogon of the SPDE.
For simplicity, a spatial discretisation by finite elements is assumed; the gen-
eralisation to other discretisation techniques is straightforward. For introductions
to the finite element method (FEM) see e.g. [27, 127, 165, 190].
The spatial domain R ⊂ Rd is discretised by finite elements with shape func-
tions N1(x), . . . ,Nn(x) ∈ V h ⊂ V, where V h is a finite element ansatz space with
maximum element diameter h > 0, which is contained in the space V of admis-
sible spatial functions. For example, the space of admissible spatial functions is
V = ˚H1(R) for the second-order linear elliptic SPDE Eq. (2.13) and V = ˚W 14 (R)
for the second-order nonlinear elliptic SPDE Eq. (2.21). Note that the FE ansatz
space V h may be different from the finite element space used in Section 3.1.3 for
the random field discretisation.
Collecting the shape functions in the vector N (x) = (N1(x), . . . ,Nn(x)) and
the stochastic degrees of freedom in the vector u(θ) = (u1(θ), . . . ,un(θ))T with





ui(θ)Ni(x) = N(x)u(θ). (3.23)
This is similar to the method of lines for instationary boundary value problems,
where the degrees of freedom would be time-dependent.
Inserting Eq. (3.23) into the SPDE and applying Galerkin conditions in the
space V h⊗ (S) yields the semi-discretisation of the SPDE, which requires to
find uh ∈V h⊗ (S) such that
a(uh,vh) = f (vh) for all vh ∈V h⊗ (S). (3.24)
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This is the weak formulation of the system of equations
r(u(θ),θ) = 0, (3.25)
where the residual r(u(θ),θ) is a function with random coefficients. If the SPDE
is linear, then the residual may be written as
r(u(θ),θ) := K(θ)u(θ)− f (θ) = 0, (3.26)
with a random matrix K and a random vector f .









f (x,θ)(N(x))T dx. (3.28)





where G is the Nemicky operator defined in Eq. (2.23) and where f (θ) is given
by Eq. (3.28).
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3.3 Direct Integration of Statistics
From the solution of an SPDE one usually wants to compute statistics. Numerical
integration techniques may be used for this if the SPDE is approximated in a finite
number of independent random variables. This approximation and the stability of
the resulting perturbation are discussed in Section 3.3.1.
Statistics and their direct integration are discussed in Section 3.3.2. The result-
ing integrals are high-dimensional and appropriate numerical integration meth-
ods are discussed in Section 3.3.3 and in more detail in the Appendix B. The
techniques for high-dimensional integration presented there will also be used as
workhorses for other stochastic discretisation techniques.
3.3.1 Approximation in a Finite Number of
Independent Random Variables
The direct computation of statistics, e.g. by Monte Carlo methods, requires to
approximate the SPDE in a finite number of independent random variables. This
approximation is performed here by keeping only a finite subset θ = (θ1, . . . ,θm)
of the mutually independent random variables obtained in Section 3.1.5.
The approximation of a random field κ(x,θ) in these m random variables
will be called κ(x,θ). Random fields modelled as a transformation κ(x,θ) =
φ(x,γ(x,θ)) of a Gaussian random field γ will be approximated either by their
KL-approximation or as κ(x,θ) := φ(x,γ(x,θ)), where γ(x,θ) is the truncated KL-
expansion of γ. Other approximation-techniques for non-Gaussian random fields
may also be used, but these will not be considered here; see [e.g. 62].
A random field in m independent random variables may be identified [8, 12,
34] with a random field on the probability space (Ω(m),B(m),Pm), where Ω(m) =
Ω1× ·· ·×Ωm ⊂ Rm with Ωi := range(θi) = θi(Ω), where B(m) is the Borel σ-
algebra of Ω(m), and where Pm is the probability distribution of the random vec-
tor θ (the measure induced on its range). One may identify L2(Ω,Σ(θ),P) ∼=
L2(Ω(m),B(m),Pm) and regard the approximated random fields as maps from R×
Ω(m) ⊂ Rd+m to the real numbers. Each of the independent random variables
θ1, . . . ,θm may thus be seen as an axis of a coordinate system of this d + m-
dimensional space [8, 12, 34]. Elementary events from this finite-dimensional
sample space will be written as ω = (ω1, . . . ,ωm) ∈ Ω(m), where ωi ∈ Ωi, i =
1, . . . ,m.
Replacing all random fields in the SPDE by their approximations in the m
independent random variables θ = (θ1, . . . ,θm) yields an approximation of the
SPDE on the probability space (Ω,Σ(θ),P). This perturbed SPDE has as solution
a random field u(x,θ) from the space V⊗L2(Ω,Σ(θ),P) [8, 12, 34], where V is the
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space of admissible spatial functions (see Section 2.3.1). Note that this perturbed
SPDE may be identified with a PDE on the domain R×Ω(m) ⊂Rd+m and that the
solution may be identified with a function u : R×Ω(m)→ R [8, 12, 34].
The stability of this approximation is discussed here exemplary for the linear
SPDE Eq. (2.13) with associated bilinear form aκ(u,v) defined in Eq. (2.17).
Stability with respect to perturbations of the right hand side f in L2(R)⊗L2(Ω)
was shown in Theorem 2.2. The approximation process is stable if the truncated
KL-expansion of f is used as the KL-expansion converges in L2(R)⊗L2(Ω) (see
Section 3.1.1),
According to Theorem 2.2, the solution depends continuously on perturbations
of κ in L∞(R)⊗L2(Ω) if the perturbed bilinear form is coercive and bounded. If
the covariance function covκ is continuous, then the KL-expansion of κ converges
in L∞(R)⊗ L2(Ω) (see Section 3.1.1). Hence, approximating κ by its truncated
KL-expansion is stable if additionally the truncated KL-expansion is uniformly
bounded away from zero and from above.
Care must be taken if the material κ is approximated by its truncated KL-ex-
pansion: Babuška and Chatzipantelides [8] analyse the case where κ is a random
field with covariance function covκ(x,y) = exp(−c‖x− y‖) and where aκ(u,v) is
coercive. Approximating κ by its m-term truncated KL-expansion κm, they show
that the bilinear form aκm(u,v) is not coercive if m is sufficiently large and that the
perturbed SPDE is unsolvable. Thus, one should check numerically whether the
coercivity conditions are violated after computing the truncated KL-expansion.
The approximation of the SPDE may be guaranteed to be stable if the ran-
dom field model of Section 2.2.4.1 is used. Let κ be defined as a transforma-
tion κ(x,θ) = φ(x,γ(x,θ)) of a Gaussian random field γ. If κ is approximated
as κm(x,θ) := φ(x,γm(x,θ)), where γm is the truncated KL-expansion of γ, then
the perturbed bilinear form may be guaranteed to be coercive and bounded by
an appropriate choice of the transformation φ. Additionally, one may guarantee
that κm converges to κ in L∞(R)⊗L2(Ω); the following Lemma shows pointwise
convergence:
Lemma 3.1: Let γ(x,θ) be a centred Gaussian random field on a region R ⊂
R
d with continuous covariance function covγ and with unit variance. Let γm be
its m-term truncated KL-expansion. Let Fκ(x),x ∈ R, be continuous probability
distribution functions, let κ(x,θ) := φ(x,γ(x,θ)) := F−1x ◦ erfγ(x,θ), and let
κm(x,θ) := φ(x,γm(x,θ)).






(|κ(x,θ)κm(x,θ)|1+ε)<∞ for all x ∈ R and for all m > 0. Then for each x ∈ R
‖κ(x,θ)−κm(x,θ)‖L2(Ω)→ 0, m→∞.
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PROOF: The mean µκ(x,θ) may be chosen by adding a deterministic function
to φ, hence one may assume without loss of generality that µκ(x) = 0 and that
µκm(x) = 0 for all m.
The pointwise convergence is shown in [24, Lemma 3], according to which the
covariance of two random variables defined as transformation of two Gaussian
random variables depends continuosly on the covariance of these two Gaussian









)−2E(κκm(x,θ))+E(κm(x,θ))→ 0 for m→∞. 2
The previous Lemma shows pointwise convergence. To obtain convergence
in L∞(R)⊗L2(Ω) requires that the convergence is independent of x. As the con-
vergence speed depends on the particular choice of the transformation φ, this will
not be investigated here in detail. In the experiments used here, the material is de-
fined as κ(x,γ(x,θ))= φ(x,γ) = µ(x)+φ′(γ(x,θ)), where µ(x) denotes the mean of
κ(x,θ) and where φ′(γ(x,θ)) is a centred random variable with a probability dis-
tribution that is independent of x ∈ R. Then κm converges to κ in L∞(R)⊗L2(Ω).
Hence, replacing κ by κm yields a stable approximation of the SPDE in a finite
number of independent random variables.
3.3.2 Direct Integration of Statistics
The representation in a finite number of independent random variables is now used
to compute statistics of the solution. For simplicity, only univariate statistics are
considered; the generalisation to multivariate statistics is straightforward.
Properties of interest may be, for example, the mean of the response µu(x) =




, or its probability to ex-





appropriate functionals s(x, ·), these univariate statistics may be written as inte-









As shown in Section 3.3.1, the SPDE may be approximated in a finite number of
mutually independent random variables θ = (θ1, . . . ,θm). Thus, one may compute
















dPθ1(ω1) · · ·dPθm(ωm), (3.30)
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where Ωi := θi(Ω) is the range of θi, ω = (ω1, . . . ,ωm) ∈ Ω(m), and dPθi(ωi) is
the probability distribution of θi (see Section 3.3.1).










ψ(ω)dPθ1(ω1) · · · dPθm(ωm). (3.31)
Numerical techniques for evaluating this high-dimensional integral are discussed
in Section 3.3.3 and in more detail in the Appendix B. The numerical integration
techniques compute an approximation sZ of the integral by evaluating the inte-
grand in Z integration points ω(1), . . . ,ω(Z) ∈Ω(m) and by linearly combining the






The evaluation of Eq. (3.32) may be performed as follows:
(1) Select the integration points ω(1), . . . ,ω(Z) ∈Ω(m) and weights w1, . . . ,wZ ac-
cording to the integration rule. As example, for a Monte Carlo integration the
ω(i) are chosen as randomly distributed according to the probability distribu-
tion of the θ and all weights are chosen as wi = 1/Z.
(2) Each integration point ω(z) yields a realisation of the SPDE. After solving it,
the integrand ψ(ω(z)) can be evaluated.
Note that these computations may be sped up by a simple technique: If the
distance in Ω(m) between two integration points is small, then the corresponding
realisations of the SPDE are similar. For non-linear SPDEs or for linear SPDEs
solved by iterative methods, it may be observed in numerical experiments that the
computation times can be reduced by taking the solution at an integration point as
initial guess when solving realisations of the SPDE at close-by integration points.
3.3.3 High-Dimensional Integration
What integration rule one should use for the evaluation of the high-dimensional
integral Eq. (3.42) depends on the dimensions m and on the integrand. This section
briefly sketches Monte Carlo methods [e.g. 22], quasi-Monte Carlo methods [e.g.
22, 121], full tensor quadrature and expands somewhat on sparse (Smolyak) tensor
quadrature [163]; for more details see Appendix B and Caflish’s review [22] and
the references therein.
Monte Carlo methods (MC-methods) choose the integration points as Z inde-
pendent realisations ω1, . . . ,ωZ ∈Ω(m) of the random variables θ and use constant
weights wi = Z−1.
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As the integration points are chosen randomly, MC-methods are probabilistic:
both sZ and the error s− sZ are random variables. For large Z, the error is ap-
proximately σψ Z−1/2N (0,1), where N (0,1) is a standard-distributed Gaussian
random variable, and where σψ is the standard deviation of the integrand. As the
error is of order O(σψ Z−1/2), MC-methods converge slowly: for instance, the er-
ror is reduced by one order of magnitude if the number of evaluations is increased
by two orders.
MC-methods are well suited for integrands with small variance and low accu-
racy requirements. In applications, their efficiency is usually increased somewhat
by variance reduction and importance sampling; see e.g. [22, 156, 157] and the
references therein. The significant advantage of MC-methods is their dimension
independent convergence rate; the efficiency of the other integration techniques
decreases with increasing dimensions.
An alternative are quasi-Monte Carlo methods (QMC-methods); e.g. see the
review by Caflish [22] and Niederreiter’s monograph [121]. Informally speak-
ing, quasi-Monte Carlo methods choose the sequence of integration points such
that “for any number of points the integral E(1) is approximated well by the se-
quence”. Such sequences are called quasi-random numbers or low discrepancy
sequences [121]; for how to generate quasi-random numbers for arbitrary random
vectors θ see e.g. [69] and the references therein. The usual QMC-methods have
an error of O
(‖ψ‖BV Z−1(log Z)m), where ‖ψ‖BV denotes the bounded variation
norm. If the dimension is not too large and if the integrand is smooth, then the
term Z−1 may dominate the error and then QMC-methods may be more efficient
than MC-methods; see e.g. [22] and the references therein.
The efficiency of MC-methods depends on the standard deviation σψ and the
efficiency of QMC-methods depends on the first partial derivatives of the inte-
grand. Higher-order smoothness is not exploited. In contrast to this, the efficiency
of usual quadrature formulas depends strongly on the smoothness of the integrand.
Quadrature formulas for the high-dimensional integral Eq. (3.42) may be con-
structed as tensor products of one-dimensional quadrature formulas. Here, ten-
sor products of Gauss formulas Q` with ` ∈ N integration points ω(`, j) ∈ R and
weights w`, j, j = 1, . . . , ` are used. These integrate polynomials of degree less
than 2` exactly and yield an error of order O(`−(2r−1)) for r-times continuously
differentiable integrands. For example, if the θi are Gaussian, then Gauss-Hermite
quadrature is used. If the θi are uniformly distributed, then Gauss-Legendre for-
mulas are employed.
The evaluation of Eq. (3.42) may be performed by the “full” tensor product of
56 DISCRETISATION OF SPDES
the one-dimensional formulas








wl, j1 · · ·wl, jmψ(ω(l, j1), . . . ,ω(l, jm)).
(3.33)
This “full” tensor-product formula evaluates the integrand on a regular mesh of
Z = lm points and yields an error of order O(Z−(2r−1)/m). The exponential growth
of the effort with dimensions makes the application to high-dimensional problems
impractical. This has been termed the “curse of dimensions” [e.g. 122, 124].
Smolyak quadrature and “sparse” quadrature [163] may be applied in much
higher dimensions—for recent works see [e.g. 123, 125, 137] and the references
therein. A software package is also available [138].
Smolyak and sparse quadrature are discussed in detail in the Appendix B.4.
Here, let us only note briefly that Smolyak quadrature formulas are constructed as
sums of tensor products of one-dimensional quadrature formulas. Each term in the
sum is constructed such that quadrature formulas of high order are used in only
few dimensions, while formulas of low order are used in the other dimensions.








·Q`1⊗·· ·⊗Q`m , (3.34)
where |`|= ∑mi=1 `i for ` ∈ Nm.
For a fixed `, the number of evaluations grows significantly slower with di-
mensions than for full quadrature. The price is a larger error: full quadrature
Qm` integrates polynomials ωk11 · · ·ωkmN exactly if their partial polynomial degree
maxi ki does not exceed 2`−1. Smolyak formulas Sm` integrate multivariate poly-
nomials exactly only if their total polynomial degree ∑mi=1 ki is at most 2`−1.
As in [125], Gauss formulas chosen according to the probability distributions
of the θi are used in the numerical examples of this thesis to construct Smolyak
quadrature formulas. Their advantage is a high exactness for smooth integrands.
However, usually nested integration formulas are used in the literature, i.e. for-
mulas where the integration points of the low-order formulas are subsets of the
integration points of the high-order formulas. The integration points of such for-
mulas, e.g. of certain Clenshaw-Curtis formulas, form a sparse grid for which the
number of integration points grows slowly with dimensions; this is discussed in
detail in Appendix B.4 or in [139].
3.3.4 Numerical Tests
As a numerical example (taken from [84]), the mean and the standard deviation
for a nonlinear groundwater flow problem similar to Eq. (2.20) were computed by
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(d) Std. deviation of reference solution.
Figure 3.3: Nonlinear SPDE: Geometry and Material Realisation
naive Monte Carlo integration and by Smolyak quadrature.
The solved SPDE is −∇x · (κˆ(x,u(x,ω),ω)∇x u(x,ω)) = f (x,ω),x ∈ R, with
R ⊂ R2 shown in Fig. 3.3(a). No-flow conditions were chosen as boundary con-
ditions, except on the red and blue boundary, where Dirichlet-conditions and a
flow-out condition were applied. The right hand side was chosen zero except on
the gray part of the domain, where sources were defined.
The material was chosen as κˆ(x,u(x,ω),ω) = κ(x,ω) + c(x,ω)u(x,ω)2 (cf.







































































(d) Error in std. deviation for Monte Carlo
Figure 3.4: Errors for the Solution by direct integration
Eq. (2.21)), where the soil parameter κ(x,ω) was chosen beta-distributed with
mean µκ(x) = 2 and with standard deviation σκ(x) = 0.43.
Six KL-terms of the underlying Gaussian field were kept; see Fig. 3.3(b) for
a realisation. The mean and standard deviation of the reference solution shown
in Fig. 3.3(c,d) were computed by Smolyak quadrature S66 in altogether Z = 6188
integration points.
Smolyak quadrature S64 with 451 integration points and Monte Carlo with 500
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integration points were used for the solution. The resulting errors in the mean
and in the standard deviation with respect to the reference solution are shown in
Fig. 3.4. The errors for the naive Monte Carlo simulation are significantly larger
than for the Smolyak integration—about forty times larger for the mean and six
times larger for the standard deviation. Thus, a naive Monte Carlo simulation
would require an approximately 1600 times higher effort for the same accuracy.
These experiments indicate that Smolyak quadrature may be an efficient alter-
native to Monte Carlo methods in stochastic mechanics, even though it was only
compared to a naive Monte Carlo methods without variance reduction. Smolyak
and sparse quadrature certainly merit more attention, especially as they can easily
be integrated in existing Monte Carlo codes.
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3.4 Series Expansions in the Stochastic Dimensions
The computation of statistics by direct integration may be expensive and hence
various other techniques have been devised for the stochastic discretisation. The
following text concentrates on techniques that obtain the solution by a series ex-
pansion in stochastic functions.
According to Section 2.3, solutions of SPDEs are elements of tensor product
spaces V⊗(S), where V is the space of admissible functions on the spatial domain
R⊂Rd and where (S) is the space of admissible stochastic functions; for example,
V = ˚H1(R) and (S) = L2(Ω,Σ(Θ),P) for the linear SPDE Eq. (2.13).
In Section 3.2, a semi-discretisation of the SPDE was obtained by an ansatz
uh ∈ V h⊗ (S), where V h ⊂ V is a finite-dimensional vector space of admissible
spatial functions. The stochastic discretisation may be performed similarly by
an ansatz uh,I ∈ V h⊗ (S)I , where I is a finite set of indices identifying a basis
of the finite dimensional ansatz-space (S)I ⊂ (S). Function spaces (S)I for the
stochastic discretisation will be discussed in Section 3.4.1 with a focus on spaces
of multivariate polynomials, the so-called Wiener polynomial chaos.
To obtain the solution uh,I , its coefficients in a basis of the ansatz space V h⊗
(S)I need to be computed. Various discretisation techniques were devised for this,
e.g. certain response surface techniques [e.g. 88], Neumann expansion methods [8,
57, 132, 186], perturbation methods [e.g. 90], stochastic Galerkin techniques [8,
12, 38, 57, 84, 97, 113, 159, 176], and techniques based on orthogonal projections
[58, 84, 113]. The review [80] gives an overview of these techniques and interprets
all of them as series expansions.
Here, orthogonal projections (see Section 3.4.2) and stochastic Galerkin meth-
ods will be used (see Section 3.4.3) for the discretisation.
3.4.1 Polynomial Chaos Ansatz Spaces
In principle, any finite dimensional space (S)I ⊂ (S) may be used for the sto-
chastic ansatz, but the stochastic discretisation is challenging due to the high di-
mensions. Ghanem and Spanos [57] and many later works [e.g. 181] have chosen
approximations in multivariate polynomials. Other works [e.g. 12, 34] have cho-
sen (S)I as a space of tensor products of piecewise polynomials, the supports of
which form a regular mesh. Such generalisations of usual finite element spaces
to stochastic ansatz spaces have been successfully used in m = 10 dimensions
[38]. However, the vector-space dimension of piecewise polynomials on regular
meshes grows exponentially with the stochastic dimensions, which makes their
application impractical in much higher dimensions. A way to realise piecewise
polynomial ansatz spaces in high dimensions may be sparse tensor product ansatz
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spaces [61, 159], but the author is not aware of application to series expansions
for SPDEs. See the review [80] for a more detailed discussion of ansatz spaces.
Expansions in global multivariate polynomials have found much attention in
the literature and this thesis will focus on such expansions. The stochastic ansatz
(S)I is chosen as a space of multivariate polynomials in the mutually indepen-
dent random variables θ = (θ1,θ2, . . .); see Section 3.1.5. Consequently, if the
θ1,θ2, . . . are Gaussian, then (S)I is a subspace of Wiener’s polynomial chaos
[180], which is discussed in detail in Appendix A.2.3.
If some of the θ1,θ2, . . . are non-Gaussian, then the space of multivariate poly-
nomials is sometimes called the generalised polynomial chaos [181, 182, 185].
Nonetheless, here all spaces of multivariate polynomials in independent random
variables are denoted as polynomial chaos subspaces.
Stochastic ansatz spaces of polynomials are discussed in Appendix A.2.3:
Throughout, α,β, ι ∈ (N0)Nc will denote multi-indices (cf. the notational conven-
tions in Appendix D), where the set (N0)Nc is defined in Eq. (A.10). If the θ1,θ2, . . .
are Gaussian, then an orthogonal basis of the separable space (S) = L2(Ω,Σ(θ),P)
is given by the set {Hα(θ)}α∈(N0)Nc , where Hα(θ) is defined in Eq. (A.11) as a
product of Hermite-polynomials in the mutually independent Gaussian random
variables θ = (θ1,θ2, . . .).
Analogous results hold if some or all of the θ1,θ2, . . . are non-Gaussian (see
[181, 182, 185] and the references therein. It will hence be assumed that the Hα(θ)
are multivariate polynomials in the independent random variables θ = (θ1,θ2, . . .)
and that they are an orthogonal basis of (S) = L2(Ω,Σ(θ),P).
The subspace (S)I ⊂ (S) for the stochastic discretisation will be identified
by a finite set I ⊂ (N0)Nc as (S)I := {Hα(θ)|α ∈ I} ⊂ (S). The stochastic dis-
cretisation is performed by expanding the random coefficient vector of the spatial
semi-discretisation Eq. (3.25) as
u(θ)≈ uI(θ) := ∑
α∈I
u(α)Hα(θ) ∈ ((S)I)n. (3.35)




1 , . . . ,u
(α)
n
)T in this expansion is a nodal vector for
the finite element ansatz and all unknowns will be collected in the block-vector
u = (. . . ;u(α); . . .). Together with the spatial ansatz Eq. (3.23), this yields the
tensor product ansatz








Note that the set I is finite and that each Hα(θ) depends on only a finite num-
ber of the random variables θ1,θ2, . . . by definition. Hence, uI(θ) also depends
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on only a finite set θ = (θ1, . . . ,θm) of the independent random variables. If this
needs to be emphasised, uI(θ) will be written instead of uI(θ).
Once the block-vector u of coefficients is computed, statistics of uh,I(x,θ)
may be evaluated either analytically or by the integration methods discussed in
Section 3.3 and in Appendix B. As realisations of uh,I(x,θ) may be obtained at
negligible costs, the application of numerical integration techniques is cheap.
The stochastic ansatz space (S)I will usually be chosen as the m-dimensional
polynomial chaos of degree k. This is the vector space of all multivariate polyno-
mials in the m random variables θ = (θ1, . . . ,θm) with total degree not exceeding
k (the total degree of a monomial ∏i θαii is equal to ∑i αi). An orthogonal basis
of this space is given by the set of all Hα(θ) with α ∈ (N0)m≤k, where (N0)m≤k is
defined in Eq. (A.12) as
(N0)
m
≤k := {α ∈ Nm0 |∑
i
αi ≤ k}. (3.38)
According to Eq. (A.13), the vector-space dimension of the m-dimensional poly-







Hence, the size of the ansatz does not grow exponentially but only polynomially
with the stochastic dimensions m for a fixed k. This may therefore be a feasible
ansatz space for high-dimensional problems. Still, as Table A.3 illustrates, the
size of the ansatz grows fast with k and/or with stochastic dimensions m. A way
to overcome this may be adaptive techniques (see Section 4.5).
3.4.2 Solution by Orthogonal Projections
With the orthogonal basis {Hα(θ)}α∈(N0)Nc of the space of admissible stochastic




where uα(x) = ‖Hα‖−2(S) (u(x,θ)Hα(θ))(S). The coefficients in Eq. (3.35) may
hence be computed for general spaces (S) of admissible stochastic functions as
u(α) = ‖Hα‖−2(S) (u(θ),Hα(θ))(S) . (3.41)
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The coefficients in Eq. (3.41) may be evaluated as in Section 3.3 by approx-
imating the SPDE in a finite number of independent RVs θ = (θ1, . . . ,θm) (the
stability of this approximation was discussed in Section 3.3.1) and by comput-
ing the expectations as high-dimensional integrals. Using a similar notation as in







u(θ)Hα(θ)dPθ1(ω1) · · · dPθm(ωm). (3.42)
These integrals may be evaluated by any technique discussed in Section 3.3.3 or







over Z integration points ω(1), . . . ,ω(Z) ∈ Ω(m) (see Eq. (3.32) for the notation).
For every integration point the corresponding realisation of u(ω(z)) needs to be
computed, which requires to solve the corresponding realisation of the finite-
dimensional approximation of the SPDE.
Thus, the block-vector u is obtained here by solving many uncoupled prob-
lems. This is similar to the original Monte Carlo ideas, but in contrast to these, a
response surface is obtained directly. Ghiocel and Ghanem [58] name this tech-
nique the non-intrusive stochastic finite element method and compute the coeffi-
cients by Monte Carlo integration, whereas in [84] methods based on Smolyak
integration are used. For numerical experiments see Section 4.4.3.
3.4.3 Galerkin Methods in the Stochastic Dimensions
Just as in usual finite element methods, Galerkin conditions may also be imposed
in the stochastic dimensions to compute the coefficients u of the expansion. This
was first proposed for stochastic finite elements by Ghanem and Spanos [57].
By inserting the tensor product ansatz Eq. (3.37) into the SPDE and by apply-
ing Galerkin conditions, a discretisation is obtained that requires to
find uh,I ∈V h⊗ (S)I such that
a(uh,I ,vh,I) = f (vh,I) for all vh,I ∈V h⊗ (S)I. (3.44)
Here, a is the bilinear form defined in Eq. (2.17) or the semilinear form defined
in Eq. (2.25). With the basis {Ni(x)Hα(θ)}i,α of V h⊗ (S)I and the spatial semi-












= 0, ∀β ∈ I. (3.45)
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The residual may be written as the block-vector r(u) = (. . . ,r(β)(u), . . .)T , where
each sub-vector r(β)(u) is a coefficient vector for the spatial ansatz. Numerical
techniques for the solution are discussed in the next chapter.
In contrast to the direct integration techniques of Section 3.3 this discretisa-
tion does not require an explicit approximation of the SPDE in a finite number
of independent random variables. Instead, a finite-dimensional representation of
the solution is obtained by the choice of the stochastic ansatz and by the Galer-
kin projection. In contrast to the other discretisation techniques discussed here,
the Galerkin method does not require to perturb the SPDE. For linear SPDEs,
even the practical implementation of the discretisation can be performed without
approximating the random fields; see Section 4.1.1.
The convergence of the Galerkin approximation follows from the usual theory:
Theorem 3.2: Denote by u the solution of the linear elliptic SPDE Eq. (2.17)
or of the nonlinear elliptic SPDE Eq. (2.25), and denote by uh,I the respective
Galerkin-approximation obtained in Eq. (3.44). Both in the linear and in the




PROOF: For the linear SPDE this follows from Cèa’s Lemma [27, Theorem 2.4.1,
p. 104]. In the nonlinear case this follows from a generalisation of Cèa’s Lemma
for monotone nonlinear operators [27, Theorem 5.3.4, p. 322]. 2








u(α)−E( f (θ)Hβ(θ))︸ ︷︷ ︸
=: f (β)
, β ∈ I. (3.46)
With the block matrix K = (K α,β)α,β and with the block vector f = (. . . ; f (β); . . .),





, α,β ∈ I, (3.47)
f (β) = E( f (θ)Hβ(θ)) , β ∈ I, (3.48)
this may be written as the linear block system with n · |I| equations
Ku = f. (3.49)
Theorem 3.3: The block-matrix K in Eq. (3.49) is symmetric iff the bilinear form
in Eq. (2.17), Eq. (3.44) is symmetric. It is positive definite if this bilinear is
coercive.
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PROOF: Eq. (3.49) is the representation of Eq. (3.44) in a basis of V h⊗ (S)I . The
theorem holds as a is a symmetric elliptic bilinear form. 2
Example 3.3: As an example, the discretisation of the linear SPDE Eq. (2.13)









( f (x,θ)Hβ(θ))(N(x))T dx. (3.51)
The discretisation of the nonlinear SPDE Eq. (2.20) with the spatial discretisation













where f (β) is defined as in Eq. (3.51).
3.4.4 Convergence Rates
Convergence rates for the stochastic Galerkin method are discussed now. Ac-
cording to Cèa’s Lemma 3.2, the error of the Galerkin method is ‖u− uh,I‖ ≤
C infvh,I∈V h⊗(S)I ‖u− vh,I‖V⊗(S).
À priori errors for the stochastic Galerkin methods may hence be obtained if
it is known how well u is approximated by the ansatz space. Two ingredients are
required for this: the regularity of u needs to be known, where the regularity is
expressed by specifying a suitable subspace of V ⊗ (S) in which u is contained.
Additionally, the error in polynomial chaos approximations for functions from
this space must be specified. This is analogous to the usual finite element theory
[27, 65, 127, 165], where à priori errors are obtained by combining Cèa’s Lemma
with approximation results for piecewise polynomial interpolations in Sobolev
spaces.
Two convergence results are reviewed below. The first holds only if the SPDE
depends on a finite number of independent random variables, whereas the second
also holds for general SPDEs.
Finite-Dimensional Probability Spaces: À priori convergence results for lin-
ear SPDEs depending on a finite number of independent random variables were
given by Babuška, Tempone and Zouaris [12] who assumed the solution to be
smooth in the stochastic parameters.
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This assumption of smoothness is often justifiable if the SPDE depends on
only a finite number of independent random variables: consider the SPDE
−∇· (κ(x,θ)∇u(x,θ)) = f (x,θ), (3.52)
which depends on only a finite number of mutually independent random variables
θ = (θ1, . . . ,θm). The derivative of u w.r.t. the random variable θi satisfies the el-
liptic SPDE−∇·(κ(x,θ)∇(∂θiu(x,θ))) = ∂θi f (x,θ)+∇·((∂θiκ(x,θ))∇u(x,θ)).
Higher-order derivatives may be computed similarly. Thus, if κ is smooth in θ,
then u(x,θ) is also smooth in θ.
This smoothness is exploited in [12] to state convergence rates for the stochas-
tic Galerkin-method. Assume that the stochastic ansatz consists of all multivariate
polynomials Hβ(θ) with 0≤ βi ≤ pi, i = 1, . . . ,m. Denote by uh,p the Galerkin ap-
proximation in the tensor product of this stochastic ansatz space with a spatial
ansatz space of piecewise linear polynomials on triangular finite elements with
maximum diameter h > 0. With constants c,c1, . . . ,cm > 0, the following result











This theorem gives à priori convergence rates for fixed m, but convergence cannot
be concluded from Eq. (3.53) for m→∞.
General Probability Spaces: For general probability spaces, the smoothness
of u in the basic independent random variables is not an appropriate concept for
characterising the stochastic regularity: On one hand, an infinite-dimensional dif-
ferential calculus is required in general probability spaces, e.g. the Malliavin cal-
culus [100]. On the other hand, the classical concept of smoothness does not force
the polynomial chaos coefficients u(β)(x) to decrease with growing dimensions
(with growing length of β).
The stochastic regularity of random parameters is usually expressed by stating
in which Hida- or Kondratiev-spaces of stochastic distributions or of stochastic
test functions (see Appendix A.3) they are contained in. Variational theories for
the convergence rates of stochastic finite element solutions of SPDEs in these
spaces were presented by Benth and Gjerde [15] and applied by Theting [171].
Results on the error of polynomial chaos approximations for stochastic distri-
butions from the space (S)−ρ,−q with ρ ∈ (0,1] and q ∈ R (see Appendix A.3 for
the definition) were given in [15]. These results are summarised in Appendix A.3,
and the estimate in Eq. (A.23) can immediately be used to obtain à priori errors
for the stochastic Galerkin method.
Assume that the solution u of the linear elliptic SPDE Eq. (2.18) is an ele-
ment of the space
(
˚H1(R)∩H2(R))⊗ (S)−ρ,−q. Let uh,m≤k be the approximation
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obtained by the Galerkin method of Section 3.4, where the spatial discretisation
is performed by triangular finite elements with maximum diameter h > 0 with
piecewise linear ansatz functions and where the m-dimensional polynomial chaos
of degree k is used for the stochastic ansatz. Choose r ≥ r∗ as in Theorem A.2








where H1 = H1(R) and H2 = H2(R) denote the usual Sobolev spaces, where









Note that Galerkin solutions of Wick SPDEs are considered in [15, 171]. None-
theless, the above results are also valid for the SPDEs considered here, because the
à priori error Eq. (3.54) depends only on the assumption u ∈ ( ˚H1(R)∩H2(R))⊗
(S)−ρ,−q and on the approximation properties of the polynomial chaos spaces.
The estimate Eq. (3.54) yields a useful estimate for m→∞ as c(m,k,r)→ 0
for m→∞. However, these requirements are different from these in Eq. (3.53).
To apply this estimate requires information about the regularity of the solution and
a theory for this still needs to be devised.
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Chapter 4
Numerical Solution of Stochastic
Partial Differential Equations
This chapter discusses solvers for the large system of equations Eq. (3.44) ob-
tained by the polynomial chaos Galerkin discretisation.
Solvers for linear SPDEs are discussed in sections 4.1–4.3. The tensor product
structure of the Galerkin discretisation leads to a large system of block equations
Ku = f, which may be stored and solved with less effort than its size suggests.
Efficient Kronecker product representations for the block matrix K are developed
in Section 4.1. There, it is also discussed how K may be evaluated in practice.
These Kronecker product representations allow the efficient execution of the
block matrix-vector product Ku. It is hence advantageous to solve the linear block
system by iterative solvers. Solution techniques that exploit this structure are dis-
cussed in Section 4.2. The block matrix representation developed in Section 4.1.2
further permits to parallelise the iterative solvers; this is discussed in Section 4.3.
The solution of nonlinear SPDEs is addressed in Section 4.4. This requires to
evaluate the residual, which is discussed in Section 4.4.1. Iterative solvers for the
resulting nonlinear block system of equations are covered in Section 4.4.2. An
adaptive solver is presented in Section 4.5.
4.1 Representation of Discretised
Linear Stochastic Partial Differential Equations
The discretisation of a linear elliptic SPDE by the stochastic Galerkin method of
Section 3.4.3 yields Eq. (3.49), a linear system of block equations
Ku = f, (4.1)
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α,β∈I and the block vector f = (. . . , f (β), . . .)T
are given by Eqs. (3.47) and (3.48). Recall that the block matrix K is symmetric
positive definite according to Theorem 3.3.
It is now discussed how to compute and represent the block matrix K: The
linear system Eq. (4.1) comprises n · |I| equations. As this number is usually
large, storing K in full form would lead to high memory requirements and to
high costs for the matrix-vector product with K. Sections 4.1.1 and 4.1.2 discuss
two Kronecker product representations of the block matrix K with small memory
demands and with small costs for computing the matrix-vector product with K.
For simplicity, the computation and representation of the system matrix K
are developed here for the linear SPDE Eq. (2.13); the generalisation is straight-
forward. This SPDE, represented in the mutually independent random variables
θ = (θ1,θ2, . . .), is
−∇· (κ(x,θ)∇u(x,θ)) = f (x,θ), x ∈ R
u(x,θ) = 0, x ∈ ∂R. (4.2)
For the practical evaluation of K it will be assumed that a code is available that
discretises and solves the deterministic analogon of our SPDE. As before, this
software will be called the deterministic code or the deterministic solver.
4.1.1 Polynomial Chaos Expansion of the System Matrix
As was proposed by Ghanem and his co-workers [49, 50, 52, 57, 135], the block
matrix K may be represented efficiently by expanding the semi-discretisation of
the system matrix in polynomial chaos. Recall that this semi-discretisation in the





It was required in Section 2.3.1 that κ ∈ L∞(R)⊗L∞(Ω). Hence, κ ∈ L∞(R)⊗
L2(Ω) and thus K(θ) ∈ (L2(Ω))n×n. The semi-discretisation may therefore be




where K (ι) := ‖Hι(θ)‖−2 E(K(θ)Hι(θ))).
The matrices K (ι), ι ∈ (N0)Nc , may be computed by calling the deterministic
code with κ(ι)(x) = ‖Hι(θ)‖−2 E(κ(x,θ)Hι(θ))) as material parameter. If the
deterministic code is a finite element software, this usually requires the values of
κ(ι)(x) at the integration points of the finite elements.
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Note that the iterative solvers discussed later will not require that the ma-
trices K (ι) are stored explicitly. They only require a routine that computes the
matrix-vector product of K (ι) with a finite element nodal vector. Whether it is ad-
vantageous to retrieve the stiffness matrices from the deterministic code and store
them, or whether it is better to call the matrix-vector product of the deterministic
code depends on the problem size and on the communication costs. The following
text will not always distinguish between obtaining a matrix from the deterministic
code and calling the matrix-vector-product routine of the deterministic code: if
the text speaks of “obtaining” a stiffness matrix, then the actual implementation
may also use the matrix-vector-product.
4.1.1.1 Practical Computation of the Expansion
The projection κ(ι)(x) = ‖Hι(θ)‖−2 E(κ(x,θ)Hι(θ))) may be computed by evalu-
ating the expectation operator numerically, e.g. by the techniques for high-dimen-
sional integration discussed in Section 3.3.
For a random field κ that is specified as a transformation κ(x,θ) = φ(x,γ(x,θ))
of a Gaussian field γ (see Section 2.2.4.1) it is shown now how the projection
may be computed analytically for certain types of marginal distributions. Denote
the Karhunen–Loève expansion of γ by γ(x,θ) = ∑∞i=1
√
νiγi(x)θi. Here, the νi and
the γi are the eigenvalues and the eigenfunctions of the KL-eigenvalue problem for
γ, whereas the θi are mutually independent standard Gaussian random variables
(see Section 3.1). The projection onto Hι may be evaluated by Eq. (A.16) if the
transformation φ(x,γ) is smooth in γ:





























To apply this formula, one needs to evaluate the expectation in Eq. (4.8). For
various marginal distributions this expression may be used with success to obtain
an analytical expression for κ(ι).
4.1.1.2 Using the Exact Expansion in Practice
In practice, the expansion of K (θ) needs to be truncated after a finite number
of terms. The approximation used for the semi-discretisation is then K (θ) ≈
72 NUMERICAL SOLUTION OF SPDES









(a) Block sparsity, J = (N0)m≤1









(b) Block sparsity, J = (N0)m≤4









(c) Block sparsity, J = (N0)m≤2









(d) Block sparsity, J = (N0)m≤5
Figure 4.1: Block sparsity structure of K for I = (N0)m≤4. Every dot denotes a non-zero
matrix K α,β.
∑ι∈J K (ι)Hι(θ), where J ⊂ (N0)Nc is a finite set, which must be chosen in ac-
cordance with the stochastic ansatz (S)I . It is shown now that J may be chosen
such that an exact representation of the system matrix K is obtained.
As shown in [57], the sub-matrix Kα,β,α,β ∈ I, of the system matrix K may








The following theorem [113] shows that the sum over ι is finite:





= 0, if ιi > αi +βi for all i = 1,2, . . . . (4.10)
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order α order α order α
0 α = (0,0,0,0) 5 α = (0,2,0,0) 10 α = (0,0,0,1)
1 α = (1,0,0,0) 6 α = (0,0,1,0) 11 α = (1,0,0,1)
2 α = (2,0,0,0) 7 α = (1,0,1,0) 12 α = (0,1,0,1)
3 α = (0,1,0,0) 8 α = (0,1,1,0) 13 α = (0,0,1,1)
4 α = (1,1,0,0) 9 α = (0,0,2,0) 14 α = (0,0,0,2)
Table 4.1: The order assigned to α ∈ (N0)m≤2.
PROOF: The product Hα(θ)Hβ(θ) is a multivariate polynomial in the random
variables θ = (θ1,θ2, . . .), in which θi appears with maximum exponent αi + βi.
Hence, Hα(θ)Hβ(θ) = ∑{η|ηi≤αi+βi,i ∈ N} h(η)Hη(θ). If ιi > αi + βi for all i ∈ N,
then Hι is orthogonal to all Hη in the sum by definition of the polynomial chaos
(see Section A.2.3). Thus, E(HαHβHι)= ∑{η|ηi≤αi+βi,i ∈ N} h(η)E(HηHι) = 0. 2
With the set
J (I) := {ι | ιi ≤ αi +βi for all i and all α,β ∈ I} (4.11)





, α,β ∈ I, (4.12)




In the experiments, the stochastic ansatz space is usually chosen as the polynomial
chaos of degree k in m random variables. Then I = (N0)m≤k (see Eq. (A.12)) and
then J (I) = (N0)m≤2k is the polynomial chaos of twice this degree.
However, choosing J = J (I) according to Theorem 4.1 results in K being a
full block matrix (K still has the sparsity structure of the individual K (i), i.e. of a
typical FE stiffness matrix). It may therefore be advantageous to choose a smaller
setJ for the expansion of the operator. This is demonstrated in Fig. 4.1, where the
block sparsity structure of K for different choices of J is shown. The stochastic
ansatz is chosen as the four-dimensional polynomial chaos of degree four, hence
I = (N0)m≤4. According to Theorem 4.1, J should be chosen as J = (N0)m≤8.
This case is not shown in Fig. 4.1 as it leads to a full block matrix K.
Some order needs to be introduced on the sets of multi-indices for practical
computations. In the following, the multi-indices are ordered ascending from
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right to left (see Table 4.1 for an example) and the set I is identified with the set
{1, . . . , |I|}.
To visualise the structure of Eq. (4.13), the system of block equations Eq. (4.1)













































The iterative solvers discussed later will require block matrix-vector products with
K. It is hence not necessary to store K. Nonetheless, storing the matrix may
be advantageous for efficiency reasons, e.g. if the communication costs with the
deterministic code are high. The following example shows that the Kronecker
product representation reduces the memory requirements and demonstrates that
a naive implementation of the block matrix-vector product increases the effort
considerably compared to a full representation.
Example 4.1: Assume that the stochastic ansatz is the 10-dimensional polyno-
mial chaos of degree 4. Then |I| = |(N0)m≤4| = 1001. Due to symmetry, to
store K in full form requires to retrieve about half a million stiffness matrices
Kα,β,α,β ∈ I, from the deterministic code and to store them. The block matrix-
vector product with K needs to perform approximately half a million matrix-
vector products with the finite element stiffness matrices K α,β.
To store K in the Kronecker product representation Eq. (4.14) requires to re-
trieve only |J (I)| = |I10,8| = 43,758 stiffness matrices K (ι) from the determin-
istic code and to store them. A direct implementation of the block matrix-vector
product as (Ku)α = ∑ι ∑β ∆(ι)α,βK (ι)u(β) requires |J (I)| · |I| ≈ 44 million matrix-
vector products K(ι)u(β). This is a much larger number than before and the block
matrix-vector product will hence be implemented differently.
The block matrix-vector product may be implemented more efficiently by ex-
ploiting the block sparsity pattern of the matrix K shown in Fig. 4.1. This pat-





sorted list. Each Kα,β may then be computed from Eq. (4.9) and the block matrix-
vector product may be performed using the thus computed matrices K α,β.
The number of matrix-vector products used in the block matrix-vector product
does then not exceed the number that was originally required. If the set J is cho-
sen according to Theorem 4.1, then the number of required matrix-vector products
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is the same as for the full representation. But if a smaller set J is chosen, then
the known block sparsity may be exploited and less matrix-vector products are
needed.
4.1.2 Karhunen–Loève Expansion of the System Matrix
A representation that is more advantageous than the one discussed in the previous
section is obtained by expanding the material parameter in its Karhunen–Loève
expansion. As noted in the previous section, κ ∈ L∞(R)⊗L2(Ω,Σ(θ),P). Hence,
its KL-series κ(x,θ) = µκ(x)+ ∑∞i=1
√
λiκi(x)ξi(θ) is L2(R)⊗L2(Ω)-convergent.
Here, λi and κi are the eigenvalues and eigenfunctions of the KL-eigenvalue
problem for the covariance function covκ and the ξi(θ) are uncorrelated centred
random variables with unit variance (see Section 3.1). For convenience, define
λ0 := 1, θ0(θ) := 1, and κ0(x) := µκ(x).
As ξi ∈ L2(Ω,Σ(θ),P), i = 0,1, . . . , the polynomial chaos expansion ξi(θ) =









is L2(R)⊗L2(Ω)-convergent. Hence, the spatial semi-discretisation of the system








λi ξ(ι)i K i Hι(θ). (4.18)
Here, K i =
R
R∇N(x)κi(x)(∇N(x))T dx for i = 0,1,2, . . . (note that K 0 is the mean
system matrix).
As before, the matrices K i may be computed by calling the deterministic code
with κi(x) as material parameter. Again, the iterative solvers discussed later will
not require to store the matrices K i. Only a routine that computes matrix-vector
products of the K i with finite element nodal vectors will be needed.
4.1.2.1 Practical Computation of the Expansion
It is now discussed how the parameters in the expansion may be computed. For
non-Gaussian random fields κ(x,θ) the probability distributions of the uncorre-
lated random variables ξ1,ξ2, . . . in Eq. (4.17) are not analytically known. Ac-
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If the polynomial chaos-expansion of κ(x,θ) = ∑ι κ(ι)(x)Hι(θ) is known (see Sec-
tion 4.1.1.2 on how to compute it), then the polynomial chaos expansion of the ξi
may be computed numerically as
ξi(θ) = ∑
ι∈(N0)Nc




4.1.2.2 Using the Expansion in Practice












for the sub-matrices K α,β of the block matrix K, where α,β ∈ I. According to
Theorem 4.1, the sum over ι is unchanged if the infinite set (N0)Nc is replaced
by the finite set J (I) defined in Eq. (4.11). In the implementation the series is
truncated after the l-th KL eigenmode and instead of the original block matrix









λiξ(ι)i ∆(ι)⊗K i. (4.22)
Truncating the series in i after l terms is equivalent to replacing the original SPDE
by an approximation, where κ(x) is replaced by its l-term KL-expansion. The sta-
bility of such approximations was discussed in Section 3.3.1, where also the find-
ings in [8] were mentioned according to which the approximated SPDE operator
may become non-coercive. Whether this is the case may be checked numerically
and is thus not considered here further.
As the operator K acts on a finite-dimensional space, stability can be more eas-
ily achieved than for the approximations of the SPDE discussed in Section 3.3.1.
The KL-expansion converges in general only in L2(R)⊗L2(Ω), but the following
theorem [113] shows that even then the approximation Eq. (4.22) is stable:
Theorem 4.2: A finite number of terms suffices to keep the operators Kl uniformly
positive definite and thus their inverses uniformly bounded.
PROOF: As linear operators on Rn·|I| ∼=V h⊗(S)I , the K,K0,K1, . . . are elements
of the finite-dimensional space Rn·|I|×n·|I| . All norms on a finite-dimensional
space are equivalent. Thus, the convergence in L2 implies uniform convergence
and the truncation may be chosen such that the K l are uniformly positive. 2
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It is now assumed that l is chosen such that Kl is positive definite. As was dis-
cussed in Section 3.1, the number of terms required for a good KL-approximation
depends on how fast the covariance function covκ decays around the diagonal—
the slower it decays, the less terms are needed.
Usually, l  |I| and the memory demands of this representation are hence
significantly smaller than for the representation discussed in the previous section.
Additionally, the execution of the block matrix-vector product is cheaper: it may
be performed by computing l · |I| matrix-vector products K iuβ and this number is
usually a much smaller number than for the other representations. The following
example illustrates this.
Example 4.2: As in Example 4.1, assume that the solution is expanded in 10-
dimensional polynomial chaos of degree 4 and thus again |I| = |I10,4| = 1001.
Assume that l = 50 terms are kept in the KL-expansion of the operator.
To store K requires to store the l · |J (I)|= |I10,8| ≈ 2 million coefficients ξ(ι)i
and the fifty matrices K 1, . . . ,K l . Compared to the 43,785 matrices required to
be stored before the memory requirements are much smaller. The block matrix-
vector product may be computed by l · |I| ≈ 50,000 matrix-vector products, which
requires significantly less effort than the half million matrix vector products re-
quired at least in the previous section.
Note that this representation is well-suited for a parallelisation. For example,
Eq. (4.22) is a sum (in i) of linear operators that may be executed in parallel. This
and other parallelisation aspects are discussed in Section 4.3.
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4.2 Solvers for linear SPDEs
The block system of equations Ku = f will be solved by iterative methods which
require only the matrix-vector product with the block matrix K. The block matrix
K is never constructed explicitly.
4.2.1 Block Iterative Solvers
The Kronecker product representations of the previous sections are well-suited for
an iterative solution of the linear block system: they allow to perform the vector
product Ku efficiently and they allow to store the representation of K efficiently.
The tensor product structure of the equations suggests to use block versions of
the iterative solvers where the sub-vectors u(β) of the block vector u are treated as
smallest units. Here, block versions of the classical iterative procedures are used,
e.g. variants of block Jacobi- and SSOR-methods and Krylov space techniques.
Their use and implementation has been described in [52, 135] and in [109–111].
Preconditioned block conjugate gradient solvers are also used here to solve
linear elliptic SPDEs. These require preconditioners for a good convergence and
variants of the above mentioned block versions of the classical iterative solvers
are employed for this.
Let M0 be an approximate inverse of K 0 = E(K(ω)). For example, M0 may
represent the execution of a few iterations of an iterative solver for the determin-
istic analogon of the SPDE.
This approximate inverse is used to implement an inexact block Jacobi-pre-
conditioner that may be written as the block diagonal matrix
P = I ⊗M0 =

M0 . . . 0... . . . ...
0 . . . M0

 . (4.23)
The inexact block JOR and block SOR solvers may be implemented similarly.
The preconditioning involves the solution of linear equations with the matrix P
and this requires to solve |I| uncoupled systems of equations involving the matrix
M0 ∈ Rn×n. Each of these linear systems has the size of the spatial discretisation
and may be performed by calling the deterministic solver with the mean of κ as
material. The numerical experiments in Section 4.2.3 will show that an approxi-
mate inverse M0 of the mean system matrix may be used in practice.
4.2.2 Multilevel Solution
The polynomial chaos is a hierarchical basis and it provides a natural multilevel
structure to the equations. Solvers exploiting this structure are discussed now.
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In particular, the multilevel method [115, 168] is implemented as follows: let
Kcc be the block system matrix when using a “coarse” polynomial chaos ansatz.
As the system matrix has a hierarchical structure, adding some additional “fine”




K f c K f f
)
.
In the following, block iterative methods will be used as smoothers, e.g. block
JOR or block SSOR smoothers. The effect of one iteration of the smoother on the
matrix K will be denoted by S. For example, one may choose S = I ⊗M0, just as
the preconditioner in Eq. (4.23).
A two level scheme may then be constructed like this, where u f is the current
approximation:
u f := Sν1u f (apply smoother ν1 ∈ N times),
r f := f−Ku f (compute residual),
rc := Icf r f (project residual into coarse space),
∆uc := K−1cc rc (solve coarse problem to obtain coarse correction),
u f := u f + I fc ∆uc (prolongate coarse correction into fine level).














This scheme may recursively be extended into a multilevel scheme by replacing
K−1cc by a similar two-level scheme. Apart from the smoothers that are chosen
here as block iterative methods, the following ingredients are needed:
Restriction and Prolongation: The prolongation I fc defines the transfer from
a coarse to a fine level. The restriction Icf is chosen as its transpose. A natural




−K−1f f K f c
)
,
but then the computation of the matrix I fc K−1cc Icf would be expensive and the ad-
vantages of the hierarchical structure would be lost. Tests with this prolongation
showed poor overall performance in the multilevel scheme: the number of itera-
tions was reduced, but the overall work was increased.
Because of the hierarchical structure, Kcc is the system matrix on the coarser
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Level Structure: The level structure is a sequence of nested subspaces of the
ansatz space V h ⊗ (S)I . To allow using the deterministic code for the spatial
discretisation and for the smoother, the levels are constructed here only in the
stochastic dimensions.
Levels are chosen here as spaces V h⊗ (S)I1,V h⊗ (S)I2, . . .V h⊗ (S)IL, where
each (S)Il is the subspace of (S) with the basis {Hα,α ∈ Il}. Here, I1 := I
denotes the finest and IL the coarsest level.
As a p-method in the stochastic dimensions is used, it is natural to choose
a level as the polynomial chaos of a given degree in a subset of the stochastic
dimensions. Here, the coarsest level is chosen as I1 := {0}. As V h⊗ (S)IL =
V h⊗{H0} ∼= V h, the coarsest level corresponds to the deterministic analogon of
the SPDE. The prolongation and restriction are defined as above as injection and
orthogonal projection.
Hence, a multilevel algorithm is used where the levels are defined by the de-
grees and dimensions of the polynomial chaos and where the prolongation is cho-
sen as injection.
4.2.3 Numerical Tests
Various numerical experiments were performed for varying parameters of the
SPDE and of the discretisation. If not stated otherwise, then the parameters were
the following in each experiment: The KL-eigenproblem was discretised on an
8× 8 regular grid using six Gaussian mutually independent basic random vari-
ables. The operator was expanded in polynomial chaos of order 4. The ansatz
space was constructed by discretising the unit rectangle by a 4× 4 grid and by
polynomial chaos spaces of degrees up to 4.
The solvers used were block JOR, preconditioned conjugate gradients (PCG),
and the V -cycle multilevel solver. The preconditioner for the conjugate gradients
solver was I ⊗M0, where the matrix M0 was obtained from the deterministic
solver using the mean µκ as material. The smoother for the multilevel solver was
block JOR. As the goal is here to investigate the growth of the effort per equation
and hence with the number of unknowns, the ordinates show the number of flops
divided by the number of equations—here denoted as “relative flops”—and the
abscissae show the total number of equations.
In Fig. 4.2 the degree of the polynomial chaos is varied from 1 to 4. The
multilevel scheme performs a bit better than the block JOR scheme, while the
PCG scheme shows the best performance.
The number of stochastic dimensions was varied for Fig. 4.3 while keeping the
degree of the polynomial chaos constant. Here, the multilevel scheme converged
worse than PCG and block JOR.






















































(b) Six-dimensional polynomial chaos
Figure 4.2: Degree of polynomial chaos varied from 1 to 4.
The stochastic discretisation was kept constant in Fig. 4.4, but the coefficient
of variance of the stochastic heat conductivity was varied. This plot illustrates
that the numerical costs increase with the coefficient of variance of the underly-
ing fields and that a higher order approximation of the stochastic field leads to
higher costs. The reason may be that with a higher coefficient of variation the
SPDE varies stronger about its mean, which diminishes the quality of the mean as


























































(b) Polynomial chaos of degree 4
Figure 4.3: Stochastic dimension varied from 2 to 8.
preconditioner.
Fig. 4.5 demonstrates that increasing the number of spatial ansatz function has
only a small effect on the relative effort of the preconditioned conjugate gradients
scheme. As the inverse of the mean matrix was used as preconditioner, this was
to be expected.
In all plots, the relative effort for solving the system grows slowly with the





























































(b) Thermal conductivity expanded in polynomial chaos of
degree 4
Figure 4.4: Coefficient of variance is varied from 0 to 0.9
number of unknowns. It may be concluded from the behaviour of the block JOR
solver that the matrices stay well-conditioned, when the stochastic ansatz space
is enlarged. In all plots, the preconditioned conjugate gradients solver performs
best.



























Figure 4.5: Spatial discretisation varied from 1 to 100.
4.2.4 Conclusions
The classical iterative and semi-iterative are well-suited to solve linear elliptic
SPDEs efficiently. These methods work well as the main contribution on the
diagonal blocks of the block equations is the deterministic matrix K 0.
The multilevel schemes also show good converge-behaviour, but they do not
show the hoped for behaviour, i.e. costs growing linearly in the number of un-
knowns. While the plots shown here were not obtained using a full multigrid-
algorithm, the same qualitative behaviour was observed for full multigrid.
The multilevel scheme for stochastic PDEs may be obtained by discretising
the stochastic dimensions of the stochastic PDE before the spatial dimensions.
This yields a partial differential equation for every stochastic ansatz function and
all these partial differential equations are coupled by the stochastic discretisation.
Hence, although it is not obvious, discretised systems of many coupled partial
differential equations are solved and implementing efficient multigrid algorithms
for systems of PDEs is still an active area of research.
As the convergence speed of the iterative solvers is not affected strongly by
enlarging the ansatz space it may be concluded that the condition number of the
system matrices grows slowly. This hints at the polynomial chaos being a good
basis for discretising the type of stochastic PDEs considered here.
It was shown that the solution may be sped up by reusing an existing solver
for the deterministic problem as preconditioner. The black-box integration of an
existing software is possible and simplifies the development of SPDE software
considerably; see Chapter 5 for a discussion of software aspects.
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4.3 A Parallel Solver for Linear SPDEs
The simulation of realistic problems [158] requires large ansatz-spaces. Hence,
parallel techniques are needed. This section discusses a parallel solver for the sys-
tem of linear block equations Eq. (4.1), earlier versions of which are described in
[83, 85, 86]. The parallel solver is based on a conjugate gradients solver precon-
ditioned by a block Jacobi method (see Section 4.2.1). The parallelisation of the
solver is performed by parallelising the block matrix-vector product v := Ku and
by parallelising the preconditioner.
For the parallelisation of the block matrix-vector product, the tensor product
structure of the representation discussed in Section 4.1.2 is exploited. The par-
allelisation is performed in a hierarchical manner and allows to exploit different
kinds of parallelism to adapt the parallelisation to the problem at hand.
4.3.1 Parallel Block Matrix-Vector Product: Data Distribution
First, the parallelisation of the block matrix-vector product v := Ku ≈ Klu is
discussed, where Kl is given by Eq. (4.22). The sub-vectors of the result are









λiξ(ι)i ∆(ι)α,βK i u(β), α ∈ I. (4.24)
The parallelisation is performed on different levels:
Parallel deterministic code: Remember that the discretisation of the spatial
domain is performed by some existing software that is called the deterministic
code. Each matrix K i may be identified with an instance of this deterministic
code, with the material set to κi(x), the i-th KL-eigenfunction of κ(x,ω).
The deterministic code may be a parallel program, for example based on a
domain decomposition of the spatial domain. A set of processors running one
instance of the deterministic code will be called a “processor group” (p-group)
and the available processors will be divided into NP “processor groups” labelled
pg1, . . . , pgNP . Every p-group stores one or more of the matrices K i and a set of
sub-vectors of the block vectors u and v.
Every matrix K i is distributed over the processors in the p-group as required
by the deterministic code. The sub-vectors u(β) and v(α) are coefficient vectors for
the spatial discretisation and their arrangement is left to the deterministic code.
The processor groups are the smallest building blocks of the parallel algorithm
upon which coarser levels of parallelism are built. This results in a hierarchical
parallel execution. What matrices K i and what sub-vectors u and v are stored on
what processor group depends on the coarser levels of the parallelisation.
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Simultaneous execution of deterministic codes: According to Eq. (4.22), the
block matrix Kl is a sum (over i) of tensor products. Apparently, the block matrix-
vector products in this sum may be computed in parallel by parallelising the sum
over i. For this, the matrices K i are distributed as evenly as possible over the
processor groups.
It may be favourable for efficiency reasons to run identical instances of the
K i simultaneously on more than on one processor group. The matrices are then
replicated NK times and redundant copies of each matrix are stored on Nk differ-
ent p-groups. In the following, the number of matrix replications NK is used to
characterise how the matrices are distributed over the p-groups.
The matrices ∆(ι) are stored as a sorted list of non-zero entries on every pro-
cessor. If a matrix K i is stored on a processor, then this processor holds a copy
of all ξ(ι)i , ι ∈ J (I). Every set of processor groups that holds all K 0, . . . ,K l can
therefore apply the whole block matrix-vector product to the part of the block
vector u stored there and can add it to the appropriate parts of the right hand side.
Such a set of processor groups will be called an operator group.
As more than one K i may be stored on a processor group, it may be neces-
sary to exchange the material parameter in the deterministic code, just as in the
sequential case. For this, the deterministic code may either be requested to set
the material by calling an appropriate function, or it may be restarted with another
material parameter.
Distributed block vectors: To allow large ansatz spaces, the sub-vectors of u
and v are distributed as evenly as possible over the processor groups, thus paral-
lelising both the sum in β and the loop over α in Eq. (4.24).
It will be seen that it may be advantageous to store every block vector more
than once (to replicate it). This increases the memory requirements but reduces
the execution time. Hence, copies of each block vector are stored on NV different
sets of p-groups. In the following, the number of block vector replications NV
characterises their distribution.
Before and after the block matrix-vector product, all block vectors are ar-
ranged in the same manner. During the block matrix-vector multiplication, parts
of them need to be exchanged between the processor groups; this is discussed in
the next section.
4.3.2 Hierarchical Parallel Matrix-Vector Product
It is now discussed what communication is necessary and how much work is re-
quired on each processor if the Algorithm 4.1 for the block matrix-vector product
Eq. (4.24) is parallelised.
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1: for all α ∈ I do
2: v(α)← 0
3: end for
4: for all i = 0, . . . , l do
5: Activate deterministic solver K i (set material)
6: for all β ∈ I do
7: wi,β := Kiu(β)
8: for all α ∈ I do
9: ci,β,α := ∑ι∈J (I)
√
λiξ(ι)i ∆(ι)α,β




Algorithm 4.1: Sequential Block Matrix-Vector Product
Every product K iu(β) contributes to every v(α). Hence, data must be ex-
changed between the processors if the matrices K i or the block vectors u and
v are stored in a distributed manner. Most communication may be performed as
cyclical shifts of the block vectors u and v across subsets of the processor groups
(the first p-group in the set sends its part of the block vector to the second, the
second sends to the third, and so on. The last p-group sends its part to the first
p-group):
p-group block vector shift after Shift
pg1 u(1) ↘ u(Npg)













pgNpg u(Npg) ↘ u(Npg−1)
Table 4.2: Cyclical Shift over all Processor Groups
The algorithm for the parallel multiplication will be discussed in Section 4.3.3.
Before this, the communication requirements are visualised by examples. For
simplicity, all examples use four processor groups, four matrices K 0, . . . ,K3, and
block vectors u and v with 12 sub-vectors.
4.3.2.1 No Redundancy
For the most efficient distribution of the data in terms of memory demands, every
matrix and every vector is stored only once.
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p-group K i u v
pg1 K 0 u(1) · · ·u(3) v(1) · · ·v(3)
pg2 K 1 u(4) · · ·u(6) v(4) · · ·v(6)
pg3 K 2 u(7) · · ·u(9) v(7) · · ·v(9)
pg4 K 3 u(10) · · ·u(12) v(10) · · ·v(12)
Table 4.3: Memory layout for parallel matrix-vector-product, most efficient memory usage
Example 4.3: Table 4.3 illustrates this case. As every combination K iu(β) con-
tributes to every v(α), four cyclical shifts of u across all p-groups are necessary.
For every configuration of u it is necessary to shift v four times cyclically across
all p-groups. In total, 16 cyclical shifts of v are needed.
In general, if there is no redundancy as in the above example, then Npg cyclical
shifts of u and N2pg cyclical shifts of v across all processor groups are required.
According to Algorithm 4.1, every processor group must perform the follow-
ing work for every configuration of u and v: The vectors w i,β := K iu(β) must be
computed for all local K i and for all local u(β) and ci,β,αwi,β must be added to each
local v(α) (this is called an axpy operation, see Algorithm 4.1, line 10).
Note that it is assumed here that no auxiliary block vector is used that stores
the products wi,β := K iu(β). In contrast to the sequential Algorithm 4.1, the vector
K iu(β) is added only to the sub-vectors of v that are locally available. Hence, after
shifting the block vector v, the products w i,β := K iu(β) must be computed again
to obtain the contributions to the parts of v that were stored on other processors
before the shift was performed.
Every processor group stores (l +1)/Npg of the matrices K i and |I|/Npg sub-
vectors of u and v (roundoff errors are ignored for simplicity). Hence, (l+1)/Npg ·
|I|/Npg matrix vector multiplications and (l+1)/Npg ·(|I|/Npg)2 axpy operations
are executed for every configuration of u and v. In total, there are N2pg such con-
figurations. Hence, the execution time of the block-matrix vector product on each
processor is
Tbmv,1 = (l +1)|I|Tmv +(l +1)|I|2 Taxpy +(Npg +N2pg)Tshi f t , (4.25)
where Tmv denotes the time required to perform one matrix-vector product K iu(β),
where Taxpy is the duration of one axpy operation v(α) ← v(α) + ci,β,αwi,β, and
where Tshi f t is the duration of a cyclical shift of a block vector across all processor
groups.
According to Eq. (4.25) increasing the number of processors does not reduce
the execution time, but increases it by the communication overhead. It may sur-
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p-group K i u v
pg1 K0 K1 u(1) · · ·u(3) v(1) · · ·v(3)
pg2 K2 K3 u(4) · · ·u(6) v(4) · · ·v(6)
pg3 K0 K1 u(7) · · ·u(9) v(7) · · ·v(9)
pg4 K2 K3 u(10) · · ·u(12) v(10) · · ·v(12)
Table 4.4: Memory layout for parallel matrix-vector-product, replicated operator
prise that no speedup is obtained. However, parallelisations of matrix-vector prod-
ucts usually store the matrix in full form and then a good speedup may be obtained
by distributing the rows of the matrix over the processors. Here the matrix is stored
in the Kronecker product form Eq. (4.22). As every possible combination K iu(β)
is required to compute the effect of any sub-matrix of K, no speedup is obtained
here.
This type of parallelisation may still be advantageous as the available mem-
ory for the block vectors u and v scales linearly with the numbers of processors.
Hence, this form of parallelisation allows large ansatz spaces. The block diagonal
preconditioner will be parallelised with almost perfect speedup. Hence, accept-
able efficiencies are obtained in toto (see Section 4.3.6).
4.3.2.2 Replication of the Operator
To increase the parallel efficiency, redundancies are introduced. First, the replica-
tion of the matrices K i is considered. This type of redundancy is needed anyway
as the number of p-groups may be larger than the number of matrices K i.
Example 4.4: Table 4.4 shows the memory layout if two copies of each K i are
stored and if the block vectors are stored without redundancy. Again, u must be
shifted cyclically four times across all processor groups. For every configuration
of u, only two cyclical shifts of v inside the p-group set {pg1, pg2} and inside the
p-group set {pg3, pg4} are required as each of these p-group sets holds a complete
operator.
Let NK be a divisor of Npg and divide the processor groups into NK sets that
will be called operator groups. Every operator group comprises Sog := Npg/NK
p-groups and holds one copy of every K i, i = 0, . . . , l. For example, Table 4.4
contains the two operator groups {pg1, pg2} and {pg3, pg4}, each having the size
Sog = 2. Let the matrices be distributed as evenly as possible across the p-groups.
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Then every p-group stores at most d(l +1)/Soge of the matrices. If the total num-
ber of matrices l +1 is not a multiple of Sog, then some p-groups hold one matrix
more than the others, resulting in a slightly unevenly distributed work load.
The parallel block matrix-vector product requires Npg shifts of u across all
processor groups. For every configuration of u it is necessary to perform Sog
cyclical shifts of v inside every operator group. The shifts inside the operator
groups are independent of each other. Hence, the effort of shifting v once inside
every operator group is comparable to the effort of shifting v once across all p-
groups. In total this amounts to NpgSog = N2pg/NK cyclical shifts of v.
The following work must be performed on every processor group for every
configuration of v and u: Every ci,β,α ·K iu(β) (see Algorithm 4.1, line 10) must
be added to every local v(α) for every local K i and for every local u(β). Hence,
(l +1)/Sog · |I|/Npg matrix-vector products and (l +1)/Sog · (|I|/Npg)2 axpy op-
erations must be performed for every configuration of v and u.
As Npg cyclical shifts of u and Sog cyclical shifts of v are required for every
configuration of u, the total work required on each processor is
Tbmv,2 = (l +1)|I|Tmv +(l +1)|I|2 Taxpy +Npg Sog Tshi f t , (4.26)
where the same symbols as in Eq. (4.25) are used.
The communication requirements are smaller than for the redundancy-free
case. But again, no speedup results. Nonetheless, as for the redundancy-free
case, this type of parallelisation may still be advantageous as it allows large ansatz
spaces and as the combination with the parallelised block diagonal preconditioner
yields acceptable parallel efficiencies.
4.3.2.3 Replication of the Block Vectors
For efficiency reasons it may be advantageous to hold more than one copy of every
block vector. For example, the exchange of the material parameter may require a
restart of the deterministic solver. In this case it may be advantageous to assign
only one material parameter to each p-group, i.e. to run each deterministic solver
instance with a fixed material parameter.
Example 4.5: Table 4.5 demonstrates this. The required communication may
be performed in the following manner: u is cycled twice inside both p-group
sets {pg1, pg2} and {pg3, pg4}. For every configuration of u, the block vector
v is shifted twice within the sets {pg1, pg2} and {pg3, pg4}. After this, the v(α)
on {pg1, pg2} are added to their counterparts on {pg3, pg4} by a parallel prefix
operation. Finally, the results are redistributed over the processors.
Let Nvec be a divisor of Npg and let the processors be arranged in Nvec sets of
processor groups that will be called vector groups. Every vector group comprises
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p-group K i u v
pg1 K 0 u(1) · · ·u(6) v(1) · · ·v(6)
pg2 K 1 u(7) · · ·u(12) v(7) · · ·v(12)
pg3 K 2 u(1) · · ·u(6) v(1) · · ·v(6)
pg4 K 3 u(7) · · ·u(12) v(7) · · ·v(12)
Table 4.5: Memory layout for parallel matrix-vector-productwithout redundancy in operator
and with two copies of block vectors.
Svg := Npg/Nvec processor groups and holds one copy of u and of v. For example,
Table 4.5 contains the two vector groups {pg1, pg2} and {pg3, pg4} of size Svg =
2. Let the sub-vectors of the block vectors be distributed as evenly as possible.
Then every p-group holds at most d|I|/Svge sub-vectors of every block vector. If
Svg is not a divisor of |I|, then some of the p-groups hold one sub-vector less than
the others. This leads to a slightly unevenly distributed work load, but the effects
are negligible if the number of sub-vectors stored on every p-group is large.
Assume that the operators are not replicated. The communication require-
ments in the parallel block matrix-vector product are then Svg cyclical shifts of u
inside every vector group. As the shifts inside the vector groups are independent
of each other, the effort of shifting u once inside every vector group is comparable
to the effort of shifting u once across all p-groups. For every configuration of u it
is necessary to perform Svg cyclical shifts of v inside every vector group. Thus, in
total, Svg = Npg/Nvec cyclical shifts of u and S2vg = (Npg/Nvec)2 cyclical shifts of
v are executed.
These steps exchange sub-vectors only within each vector group. It is there-
fore necessary to add up the v from all vector groups afterwards and redistribute
the result to all processors. This is implemented by a parallel prefix operation (in
the communication library MPI [117] this is called an “Allreduce”-operation).
The effort required on every processor for every configuration of u and of v is
the following: (l +1)/Npg · |I|/Svg matrix-vector multiplications K iu(β) and (l +
1)/Npg · (|I|/Svg)2 axpy operations v(α) ← ci,β,αwi,β + v(α) (see Algorithm 4.1,
line 10) are required.





|I|Tmv + l +1Npg |I|
2 Taxpy +(Svg +S2vg)Tshi f t +Taddup, (4.27)
where the same symbols as in Eq. (4.25) are used. The symbol Taddup denotes the
execution time of the parallel prefix operation.
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As Eq. (4.27) indicates and as the experiments in Section 4.3.6 show, this
parallelisation may yield good speedups.
If the block vectors are stored with highest redundancy, then every processor
group stores the complete block vectors and the only required communication is
a parallel prefix operation (Tshi f t is then equal to zero). Accordingly, the mea-
surements for this parallelisation in Section 4.3.6 show almost perfect efficiency
for this case. However, the available memory does not scale with the number of
p-groups in this case as it requires the number of block vector replications to be
equal to the number of processor groups. If the number of block vector replica-
tions is instead kept constant for a growing number of p-groups, then the memory
scales linearly with the number of p-groups and good speedups are possible ac-
cording to Eq. (4.27). The available memory may also be increased by enlarging
the processor groups, i.e. by increasing the parallelism in the deterministic solver.
4.3.3 Parallel Matrix-Vector Product, Algorithm
Every processor runs the pseudocode shown in algorithm 4.2 to execute the
parallel block matrix-vector product. The following notation is used:
Npg is the number of processor groups, a divisor of the number of processors.
localdof denotes the part of a sub-vector u(β) or v(α) stored locally on a processor.
For example, v(α)(local_dof) is the part of the vector v(α) stored on the
processor executing the algorithm.
NK is the number of operator replications. It is a divisor of Npg and if NK > 1
then Nvec = 1.
localK is a set of integers. It denotes the matrices K i stored locally on the pro-
cessor executing the algorithm.
Nvec is the number of block vector replications. It is a divisor of Npg and if
Nvec > 1 then NK = 1.
Svg is the number of p-groups in every vector group, Svg = Npg/Nvec.
localu denotes the set of sub-vectors of the block vector u stored locally on the
executing processor at the moment of execution. Analogously, localv
does this for v.
4.3.4 Parallel Solver
To solve the linear block system, a preconditioned conjugate gradients algorithm
with the parallel block matrix-vector product discussed above is used. The pre-
conditioner is a parallel version of the block diagonal preconditioner discussed in
Section 4.2.1.
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1: for all α ∈ localv do
2: v(α)(localdof)← 0
3: end for
4: for all i ∈ localK do
5: Activate deterministic solver K i (set material)
6: for Svg times do {cycle u}
7: for all β ∈ localu do
8: perform collective operation in processor group
9: w := Kiu(β)
10: end collective operation
11: for Svg/NK times do
12: for all α ∈ localv do
13: ci,β,α := ∑ι∈J (I)
√
λiξ(ι)i ∆(ι)α,β
14: v(α)(localdof)← ci,β,αw(localdof)+ v(α)(localdof)
15: end for
16: perform collective operation in operator group
17: perform cyclical shift of v inside operator group
18: obtain new localv
19: end collective operation
20: end for
21: end for
22: perform collective operation in intersection of vector & matrix group
23: perform cyclical shift of u in intersection of vector & matrix group
24: obtain new localu
25: end collective operation
26: end for
27: end for
28: perform collective operation in all processors {Allreduce operation}
29: sum up all the v(α) from all vector groups
30: redistribute the sum to all vector groups
31: end collective operation
Algorithm 4.2: Parallel Block Matrix-Vector Product. Note that comments are set in braces.
The block diagonal preconditioner applies the (maybe parallel) deterministic
solver to every component of a block vector. Its parallelisation is straightforward:
The deterministic solver is applied to the local parts of the block vector on the
respective processor group. If the block vectors are stored redundantly, then ev-
ery component of the result is computed on only one processor group and the
results are distributed over the processors, afterwards. This yields a good parallel
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efficiency for the block preconditioning stage.
4.3.5 Implementation
The parallel solver was implemented in portable C++ [167] using the portable com-
munication library MPI (Message Passing Interface) [64, 117]. It was tested on a
Linux cluster and on a CRAY T3E at the John von Neumann Institute for Comput-
ing at the Jülich research center [42]. Care was taken to make the solver portable
and it was compiled with the GNU compilers [41] and with the Cray system com-
piler CC [32].
The deterministic solver is currently parallel preconditioned conjugate gradi-
ents solver based on the parallel software libray PetSC [13]. The computation of
the matrices K 0, . . . ,K l and of the coefficients ξ(ι)i is at the moment performed by
the Matlab [106] part of the StoFEL library. The matrices ∆(ι)α,β are computed in
parallel by a subroutine of the C++ module.
The Matlab-part and the parallel solver may communicate interactively via
TCP/IP or via files. After its start, the parallel solver either reads a batch-file or
opens a socket. The Matlab-part may connect to the socket and send commands to
the parallel solver and receive results from it. Alternatively, the Matlab-part may
write a batch file for the parallel solver. The TCP/IP communication was imple-
mented by extending Matlab with MEX-files [105]. As Matlab and the parallel
computer may run on different computer architectures, the External Data Repre-
sentation standard XDR [170] is used for the data exchange.
4.3.6 Experiments and Parallel Efficiency
Several experiments were performed to test the parallel solver. All experiments
were performed on a CRAY T3E at the John von Neumann Institute for Comput-
ing at the Jülich research centre [42]. This support by the Jülich research centre is
gratefully acknowledged.
As a model problem, the linear elliptic SPDE presented in Section 2.1 was
solved (this is a groundwater flow model on an L-shaped domain; see Eq. (2.2)).
Three different spatial discretisations with 118, with 539, and with 2088 degrees
of freedom were used. The stochastic ansatz was chosen as the polynomial chaos
of second degree in 64 Gaussian random variables (2145 stochastic degrees of
freedom). Hence, the discretisations had 254110, 1156155, and 4478760 degrees
of freedom.
The operator was expanded in 63 KL-terms and together with the mean matrix
K0, 64 matrices K0, . . . ,K63 were used in the sum in Eq. (4.24). The set J (I) for
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the polynomial chaos expansion of the truncated KL-expansion was chosen as the
polynomial chaos of second degree in the 64 basic Gaussian random variables.
The measurements in this section show the times and the parallel efficiencies
for solving this problem on varying numbers of processors. First, a fixed problem
size is used, but later experiments are discussed that scale the problem size with
the number of processors.
As the focus is here on the parallelisation of the stochastic part of the dis-
cretisation, the parallel efficiency on N processors is defined in the following with
respect to the execution time on one processor group. That is, it is defined as
parallel efficiency = T (1)
T (N)N
,
where T (1) is the time required for the solution on one processor group and where
T (N) is the time required for solving the problem on N processor groups.
Solving the problem with the finest spatial discretisation to working preci-
sion required 13 iterations of the preconditioned block conjugate gradients solver.
However, the following measurements show only the time required for one itera-
tion of the parallel solver.
No Redundancy: First, the redundancy-free case discussed in Section 4.3.2.1
was investigated. The matrices K 0, . . . ,K63 and the block vectors were distributed
over the processors as evenly as possible. The time without the communica-
tion overhead for the execution of the block matrix-vector product was seen in
Eq. (4.25) to be independent of the number of processors, while the communica-
tion overhead was seen to increase quadratically with the number of processors.
The time required for the preconditioning is inversely proportional to the number
of processors. Hence, the parallel efficiency decreases for a growing number of
processors.
This is reflected in the timings. Fig. 4.6(a) shows the time (in seconds) that
is required for one iteration of the parallel solver (one conjugate gradients itera-
tion, including preconditioning). The parallel efficiency is shown in Fig. 4.6(b)
and, as expected, the parallel efficiency decreases with an increasing number of
processors for all problem sizes. The smaller spatial discretisations show a better
efficiency than the finer spatial discretisations. A reason may be that for a given
number of processors the communication overhead grows stronger with the size
of the spatial discretisation (and hence with the amount of data being exchanged)
than the savings in the preconditioner.
Distributed Block Vectors: Next, the parallelisation of Section 4.3.2.2 was
applied. The block vectors were distributed redundancy-free over the proces-
sors, while all matrices K 0, . . . ,K63 were copied to each processor. According
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Figure 4.7: Execution time and parallel efficiency, distributed block-vectors, replicated op-
erator
to Eq. (4.26), the time for the execution of the block matrix-vector product (ig-
noring the communication overhead) is again independent of the number of pro-
cessors, while the communication overhead increases linearly with the number of
processors. The time required for the preconditioning is inversely proportional to
the number of processors. Again, the parallel efficiency decreases for a growing
number of processors.
The time (in seconds) required for one iteration of the parallel solver for this
parallelisation is shown in Fig. 4.7(a). As Fig. 4.7(b) shows, the parallel efficiency
decreases for a growing number of processors. As expected from Eq. (4.26), the
graphs are almost identical to the graphs in Fig. 4.6(a) and in Fig. 4.6(b).








































































(b) Efficiency with respect to the execution
on one processor group
Figure 4.9: Execution time and parallel efficiency, distributed operator, replicated block-
vectors, influence of parallel deterministic code
Distributed Operator: Finally, only the operator was distributed redundancy-
free over the processors, while all block-vectors were replicated on each processor.
This case was discussed in Section 4.3.2.3. According to Eq. (4.27), the total
execution time without the communication overhead of the matrix vector product
is inversely proportional to the number of processors, while the communication
overhead increases quadratically with the number of processors.
The time required for one iteration of the parallel solver is shown in Fig. 4.8(a).
As expected, an almost perfect efficiency is obtained for all spatial discretisations;
see Fig. 4.8(b).
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To demonstrate the influence of the size of the processor groups and of running
a parallel deterministic solver, the distribution of the operator was combined with
running the deterministic solver in parallel. Every instance of the deterministic
solver was run on 1, 2, or 4 processor groups, and upon this fine level of paral-
lelisation a coarser level of parallelism was added. As before, the operator was
distributed and the block vectors were replicated. The resulting execution times
are shown in Fig. 4.9(a) for running the problem on 1 to 128 processors.
It may be concluded from Fig. 4.9(a) that the parallel efficiency of the deter-
ministic solver is poor. However, the development of parallel deterministic solvers
is not the intent of this thesis. Hence, a simple code based on a conjugate gradi-
ents algorithm with parallel matrix-vector products was used here as deterministic
code. If a better parallel solver and a spatial discretisation with more degrees of
freedom are used, then the parallel efficiency of this code would be fully exploited.
As the goal here is not to investigate the efficiency of the deterministic solver
and as the deterministic solver is seen as the smallest building block for the coarser
levels of parallelism, the parallel efficiencies in Fig. 4.9(b) are given with respect
to the solution of the SPDE when only one processor group is (consisting of 1,
2, or 4 processors) present. It is demonstrated in Fig. 4.9(b) that the coarser level
of parallelism introduced by the parallel block matrix vector product and by the
parallel block preconditioner have an almost optimal efficiency.
Scaled Problem Size: The measurements shown above were obtained for a
fixed problem size. Timings where the problem size is scaled with the number of
processors are discussed now.
The following experiments were performed: The same spatial discretisation in
2088 degrees of freedom as above was used. For an experiment on N processors
the stochastic ansatz was chosen as a N · 200-dimensional subspace of the poly-
nomial chaos in 32 Gaussian random variables of degree four. The problem was
solved on 1, 2, 4, 8, 16, 32, 64, and on 128 processors. Hence, the size of the
linear problem being solved was increased from 417 600 linear equations on one
processor to 53 452 800 linear equations on 128 processors.
The parallelisation was performed by replicating the operator on each proces-
sor group and by distributing the block vectors. 200 sub-vectors of each block
vector were stored on each processor group. The total execution time for this
problem is shown in Fig. 4.10.
Apparently, the execution time grows almost linearly with the number of pro-
cessors. But to obtain the total computing time, this time must be multiplied by the
number of processors. Hence, the amount of computation increases quadratically
with the number of processors and with the problem size.
No statement about the efficiency of this parallelisation is made here. The
reason is that statements about the parallel efficiency require to know the effort


















Figure 4.10: Execution time, problem size scaled with number of processors
for performing the block matrix-vector product. However, it is not clear how this
effort increases with the number of unknowns. From Eq. (4.24) one might deduce
that the effort for computing the block matrix-vector product grows quadratically
with the number of unknowns and then this parallelisation would have a good
parallel efficiency. But the block sparsity structure of the block matrix is exploited
by the parallel solver and hence the effort grows slower than quadratically with
the number of unknowns. As Fig. 4.1 demonstrates, the block matrix is not sparse.
Hence, the effort grows faster than linearly with the number of unknowns, but it
is not known how.
While no statements about the efficiency can be made for this problem, this
experiment demonstrates that the parallel solver may be applied to solve problems
with many millions of degrees of freedom.
4.3.7 Conclusions
Various parallelisation techniques were presented and tested. They allow to con-
figure the parallelisation such that it is appropriate for the problem at hand: To
work with problems that have a high number of spatial degrees of freedom the
deterministic solvers may be a parallel program of which different instances are
run in parallel on each processor group. The coarser level of parallelism use these
processor groups as smallest building blocks and thus allow to use large stochastic
ansatz spaces and to speed up the solution.
Because of the representation of the block matrix as a sum of tensor products,
the parallel efficiency decreases if the block vectors are distributed over the pro-
cessor groups. This was discussed in Section 4.3.2 and is demonstrated by the
efficiency measurements in Fig. 4.6(b) and in Fig. 4.7(b). To obtain a better par-
allel efficiency, execution time may be traded for memory demands and the block
vectors may be replicated. It was shown that almost perfect speedup is obtained if
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the maximum redundancy is used for the block vectors.
It is also possible to distribute the matrices K 0, . . . ,K l over the processor
groups and to replicate the block vectors only a small number of times. This
results in a hierarchical parallel execution: At the finest level runs a parallel de-
terministic code. On a coarser level each block vector group stores a copy of
the block vectors and a subset of the KL-matrices K 0, . . . ,K l . Each block vector
group computes all contributions of this subset of the KL-matrices. On an even
coarser level, these block vector groups run in parallel.
The efficiency measurements shown here were computed for a fixed problem
size. For a problem size scaled with the number of processors only the timings
were shown as it is not clear how the effort of the block matrix-vector product
increases with the number of unknowns.
It was shown that the parallel solver allows to tackle very large problems.
Depending on the type of parallelisation, very good parallel efficiencies were ob-
tained and the hierarchical parallelism permits to adapt the solver to the properties
of the discretisation at hand.
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4.4 Solution of Nonlinear
Stochastic Partial Differential Equations
This section presents solvers for nonlinear SPDEs that stem from minimisations












= 0, ∀β ∈ I, (4.28)
where r(u(θ),θ) denotes the spatial semi-discretisation Eq. (3.25). Each sub-
vector r(α)(u) has the size of the spatially discretised problem, and with the resid-
ual block vector r(u) = (. . . ,r(α)(u)T , . . .)T this is written as the system of equa-
tions
r(u) = 0. (4.29)
The evaluation of the residual and of the solution are considerable more expensive
than for linear SPDEs. The block system of nonlinear equations will be solved by
approximate Newton and quasi Newton methods in Section 4.4.2.
4.4.1 Evaluating the Residual
Solving Eq. (4.29) requires to evaluate the residual. The residual may be evaluated
for linear SPDEs by the Kronecker product representation Eq. (4.22), but this is
not directly applicable to general nonlinear SPDEs.
In [81] the residual was computed by evaluating E(r(u(ω),ω)Hα(ω)) for dif-


















The residual was then evaluated just as shown for the linear case in Section 4.1.
However, this technique cannot be used for general nonlinear SPDEs.
In principle, any high-dimensional integration technique from Section 3.3 may
be used to evaluate the expectations in Eq. (4.28). The first technique that comes
to mind is Monte Carlo integration. However, the following example shows that a
naive Monte Carlo integration is usually not a good choice for this:
Example 4.6: As a representative example, the residual Eq. (4.28) is evaluated
for a simple case with only one spatial degree of freedom. It models a spring
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where the reaction force depends nonlinearly on the displacement u ∈ R and is
given by the equation
r(u) = 0, r(u) := κ(u)u−1, u ∈ R, (4.31)
where κ(u) = a + bu2 with random variables a and b. These are specified as
nonlinear transformations a = a(θ1), b = b(θ2) of independent standard Gaussian
random variables θ = (θ1,θ2), such that both a and b are β(1/2,1/2)-distributed.
The displacement u = u(θ) is now a random variable satisfying
0 = r(u,θ) = κ(u(θ),θ)u(θ)−1. (4.32)
The stochastic discretisation is performed by a polynomial chaos expansion of
total degree 4 in θ1 and θ2. Galerkin conditions are applied and the residual
Eq. (3.45) is computed for a typical coefficient vector u by Monte Carlo inte-
gration and by quadrature. Table 4.6 shows the accuracy obtained depending









0 0.26 0.5 ≈ 0
1 0.27 0.2 0.008
2 0.61 1.2 ≈ 0
3 0.77 1.5 0.07
4 2.29 4.5 ≈ 0
Table 4.6: Evaluation of the residual for the nonlinear stochastic spring example.
on the integration method by displaying the standard deviation of the residuum
rα(ω) = r(∑α u(α)Hβ(ω),ω)Hα(ω) for selected α. It also shows the absolute
errors for the residual components E(rα) for Monte Carlo integration and for
Gauss-Hermite quadrature with partial polynomial exactness of order 11 (see Ap-
pendix B.3). Z is the number of integration points.
According to Table 4.6, the standard deviation of the residual components
rα(ω) := r(∑α u(β)Hβ(ω),ω)Hα(ω) grows with increasing |α|. The reason may
be that the orthogonal polynomials Hα oscillate for large |α|, as Fig. 4.11 demon-
strates. The nonlinear transformation of the oscillating ansatz r(∑β u(β)Hβ(ω),ω)
combined with the multiplication by an oscillating function Hα results in an in-
tegrand with high variance. As a consequence, a significant error for E(rα(ω))
remains in this example even for a million Monte Carlo simulations. In contrast,
the quadrature errors are negligible for only few evaluations as the residual is
smooth in θ.










































































Figure 4.11: Some Hermite Polynomials in two random variables
The same qualitative behaviour as in the previous example is observed in the
numerical solution of SPDEs. Of course, the “naive” Monte Carlo method may be
enhanced, for example by variance reduction techniques, but the principal prob-
lem remains.
When computing the residual for an SPDE, the numerical evaluation of the
expectation in Eq. (4.28) in Z integration points requires Z evaluations of r(ω) =





, where ω ∈ Ω(m) denotes an integration point. This re-
quires to evaluate many realisations r(ω) of the residual of the spatial semi-dis-
cretisation. The deterministic code may be utilised for this in a black-box fashion.
Usually, the evaluation of r(ω) for a given ω ∈Ω(m) involves a numerical integra-
tion over the spatial domain R ⊂ Rd and the effort for this is not negligible. It is
hence important to use an efficient integration rule with few integrations points.
High-dimensional quadrature techniques are used here to evaluate the residual
for nonlinear SPDEs. In small stochastic dimensions, full tensor product quad-
rature is used, and in higher stochastic dimensions the residuals are evaluated by
Smolyak quadrature; see the Appendix B.4 and the discussion in Section 3.3.3.
4.4.2 Iterative Solvers for the Nonlinear System
To solve the nonlinear system Eq. (4.29), approximate Newton or quasi-Newton
methods are used [e.g. 35, 130].
Let u j, j ∈ N0 be the current guess for the solution and u0 the initial guess.
The next approximation is obtained as u j+1 := u j + ∆u j with a correction ∆u j.
Newton-like methods compute in every iteration a matrix J j. They differ in how
they compute the matrix J j used to obtain the correction as
J j ∆u j =−r(u j). (4.33)
Newton method: For the Newton method, J j is the Jacobian of the residual,
J j := Dur(u j). This is a block matrix (Dur(un))α,β∈I, where every block has the
size of the spatial discretisation.
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Each term in the Jacobian looks exactly like a normal finite element stiffness ma-
trix with material properties given by expectations. The Jacobian may hence be
computed by the deterministic code.
Every iteration of the Newton method involves the large system of block equa-
tions Eq. (4.33). The solvers for linear block systems that were developed in Sec-
tion 4.2 expect the block matrix to be represented as in Eq. (4.13) as a sum of
Kronecker products ∑γ ∆(γ)⊗K (γ) with appropriate matrices K (γ), where ∆(γ) is
defined in Eq. (4.12). By expanding κα,β′,u(x) in polynomial chaos, the first part
of the Jacobian, Eq. (4.36), may be written in this form, but not the second part,
Eq. (4.37).
The second part is therefore neglected, resulting in an approximate Newton
method with inexact Jacobian, where any of the linear solvers of Section 4.2 may
be used to compute the correction.
Quasi-Newton Method: This nested iteration (a Newton method with an iter-
ative linear solver) may be avoided by employing a quasi-Newton method with
line-searches [114, 166].
The nonlinear elliptic SPDE of Section 2.3.3 may be seen as minimisation
problem. Hence, the BFGS method (named after Broyden, Fletcher, Goldfarb and
Shannon) may be a good choice [see e.g. 35, 114, 130, 166].
The BFGS method computes the inverse iteration matrix J−1j as a rank-two
update of the previous inverse iteration matrix J−1j−1. This allows to compute the
correction of the current block-vector iterate u j as
u j+1−u j =−J−1j r(u j), (4.38)
where













The vectors v1, . . . ,v j and w1, . . . ,w j are obtained as by-products of the previous
iterations [35, 114, 130, 166] and the updates in Eq. (4.38) are stored as single
vectors without actually computing the tensor products.
The inverse of an initial matrix J0 is required, which may be seen as a pre-
conditioner [35, 130]. It should be chosen such that J0 ≈ Dur(u0) and such that
linear equations involving J0 may easily be solved. Both goals are achieved here
by selecting J0 = P, where P is defined in Eq. (4.23). It is the same precondi-
tioner that was used for the linear solvers. The preconditioner is block-diagonal
and each block in the diagonal is the Jacobian of the deterministic system obtained
by replacing the stochastic fields by their mean values.


































































































(d) Error ·104 in u(α)galerk
Figure 4.12: Solutions and errors, direct projection method and Galerkin method
Numerical experiments were performed to test the nonlinear solver. These
results were published in [81, 84, 87].
For the same groundwater-flow problem that was solved in Section 3.3.4 by
direct numerical integration, the solution was also obtained by the stochastic Ga-
lerkin method of Section 3.4.2 and by the orthogonal projection method of Sec-
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tion 3.4.3. See Section 3.3.4 for a description of the parameters and of the bound-
ary conditions that were used.
The stochastic ansatz was chosen as the 6-dimensional polynomial chaos of
degree 2 (28 stochastic functions). A spatial discretisation in 170 degrees of free-
dom was performed, totalling 4,760 nonlinear equations. The BFGS solver re-
quired 19 iterations, and as the first iterations required line-searches, the residual
had to be evaluated 24 times. The residual was integrated by the 5-stage Smolyak
quadrature S65 in Z = 1,820 integration points. As the evaluation in each integra-
tion point required one integration in the spatial dimension, 43,680 integrations
over the spatial domain were performed.
For the BFGS-solver, it was important to choose a good preconditioner H0 for
the nonlinear system. Here the Block-Jacobi solver for the linear system Dur(0)
was used. As the BFGS-solver required 19 iterations and as 28 stochastic degrees
of freedom were used, 532 linear systems with the size of the spatial discretisation
were solved.
To assess the validity of the results, the mean of the solution obtained by the
Galerkin scheme was compared to the results computed in Section 3.3.4 by direct
Monte Carlo and by direct Smolyak integration. The error is shown in Fig. 4.12(b)
and it is small in the “eye-ball” norm.
To compare the orthogonal projection method of Section 3.4.2 to the Galerkin
method, a reference solution for the block-vector u was computed by orthogonal
projection. The orthogonal projections were evaluated by the 6-stage Smolyak
quadrature formula S66 requiring 6,188 integration points. In each integration point
the deterministic problem was solved for the material parameters associated with
that point. Fig. 4.12(c) shows the component for α = (0,0,0,1,0,0) of the ref-
erence solution and Fig. 4.12(d) shows the error of the Galerkin approximation
with respect to this component. Again, the error is small and the error of the other
components that are not shown here is of the same order of magnitude.
Note that the orthogonal projection method required significantly more effort
for the solution than the BFGS-solver: While the orthogonal projection method
required to solve 6,188 nonlinear systems, each with the size of the spatial dis-
cretisation, the BFGS-solver required to solve only 532 linear systems, each with
the size of the spatial discretisation. The most significant part of work for the
BFGS-solver were the 43,680 integrations over the spatial domain required in
evaluating the residual.
To demonstrate the advantages of the resulting response surface representa-
tion, the probability pu0(x) = Prob{uh,I(x) > 3.25} was computed. For this, a
naive Monte Carlo simulation with 100,000 samples was used. As realisations
of the solution can be obtained at negligible costs from the response surface
ugalerk(x,ω), this computation is much cheaper than a direct application of Monte
Carlo techniques. The result is shown in Fig. 4.12(b).
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Residual for Newton method
(a) Newton with inexact Jacobian
























Residual for BFGS solver
(b) BFGS-method with line-searches
Figure 4.13: Nonlinear SPDE, Decrease of residual, semi-logarithmic plots.
A comparison of the approximate Newton solver and of the BFGS solver was
also performed [81]. The following results were obtained for the same SPDE but
with slightly different parameters: approximately twice the number of equations
were solved and the hydraulic conductivity was lognormally distributed.
The behaviour of both nonlinear solvers is shown in Fig. 4.13, where the
decrease of ‖r(u j)‖ is plotted over the number of iterations j. The approxi-
mate Newton method shows the expected linear convergence behaviour. Quasi-
Newton-methods are super-linearly convergent close to the solution, but the con-
vergence of the BFGS-method that was observed here seems linear, so the region
of super-linear convergence was not reached. The approximate Newton method
used less iterations than the BFGS solver, but in toto, the latter was faster as it did
not require to run the linear solver in each iteration.
Both nonlinear iterative solvers were applied with line searches with a loose
tolerance [114, 166].
In the approximate Newton method with the Jacobian replaced by Eq. (4.36),
the linear system arising in each step was solved by a conjugate gradient method
preconditioned by a block JOR solver. The solution of the linear system Dur(0)
was used as initial guess. This choice was in many experiments found to be a
good initial guess.
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4.4.4 Conclusions
As the numerical experiments show, the solution computed by the orthogonal
(non-intrusive) projection method of Section 3.4.2 and the solution obtained by
the stochastic Galerkin-method of Section 3.4.3 agree well. Further, these results
match with the results obtained by the direct numerical integration methods of
Section 3.3 where Monte Carlo and Smolyak integration methods were used.
According to this and according to experiences made with other numerical
experiments, both the stochastic Galerkin method with a BFGS-solver and the or-
thogonal projection method are promising techniques for the solution of nonlinear
elliptic SPDEs that stem from minimisation problems.
The Galerkin method obtains the solution as a large coupled system of nonlin-
ear block-equations while the orthogonal projection obtains the solution by solv-
ing many uncoupled problems and by integrating the realisations of the solution
over the stochastic space. It may hence be expected that the orthogonal projection
method is more robust than the Galerkin method.
In the experiments performed here, the Galerkin method obtained the solution
significantly faster than the orthogonal projection technique: the latter technique
requires to solve a nonlinear PDE for every integration point, while the Galer-
kin method employs high-dimensional integration-methods only to integrate the
residual. The stochastic Galerkin method solves a nonlinear PDE only to obtain
an initial guess and employs a (constant) block-diagonal linear solver for the pre-
conditioning.
Which of the considered techniques (direct integration method, orthogonal
projection method, Galerkin method) is the most efficient depends on the stochas-
tic dimensions, on the spatial discretisation, and on properties of the solution, like
its variance and its smoothness in the stochastic space. A systematic analysis of
this would be desirable, but has not been performed yet.
Solving nonlinear SPDEs requires a high effort. The solution of the resulting
large system of nonlinear equations may be performed by a approximate Newton
method using the linear block-solvers discussed in Section 4.1, thus exploiting the
special structure of the resulting linear equations.
This nested iteration was avoided by employing quasi-Newton methods for
the solution. If the problem at hand stems from a minimisation problem, then
the BFGS method may be a good choice. It was shown that the BFGS-method
can be applied more easily than the approximate Newton method as it does not
require the Jacobian. In the numerical experiments the BFGS-technique showed
good convergence and it was faster than the Newton method.
By employing the BFGS-method with line searches, general nonlinear ellip-
tic SPDEs of gradient type may be solved. Only a routine for evaluating the
residual of the SPDE and the deterministic solver are required. It was shown that
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Monte Carlo methods may not be well-suited for evaluating the residual, and high-
dimensional quadrature routines were proposed and implemented as an efficient
alternative.
As a conclusion, in combining the BFGS-method with efficient high-dimen-
sional integration routines for computing the residual, a general-purpose solver is
obtained that may be used to solve general gradient type nonlinear elliptic SPDEs.
4.5 An Adaptive Solver
Solutions of SPDEs were obtained in the previous sections in given ansatz-spaces.
This section discusses an adaptive solver.
Various techniques for the à posteriori error estimation, for the refinement
of solutions, or for the computation of sensitivities of the system were proposed
and implemented; see [53, 96] and in particular [136] and the references therein.
These techniques usually employ heuristic arguments or compute sensitivities as
derivatives of the answer with respect to the independent random variables θ =
(θ1, . . . ,θm). These sensitivities are valid in finite-dimensional stochastic spaces,
but in general stochastic spaces an infinite-dimensional calculus must be used,
e.g. the Malliavin-calculus [100]. It is hence not obvious whether sensitivities
computed by taking derivatives with respect to the independent random variables
are stable approximations of sensitivities of the original SPDE.
This section discusses a goal-oriented approach for the adaptive solution that
may also by used for an à posteriori error estimation and for the computation of
sensitivities. It is based on the observation that usually not the complete solu-
tion of the SPDE is of interest but properties like its mean, its variance, or its
probability to satisfy some property. Thus, usually functionals of the solution are
computed. This permits a goal-oriented approach: the solution of a problem dual
to the original one may be interpreted as the sensitivity of the functional [89, 101]
and this may be utilised to refine the ansatz space [145].
This is presented here for a linear stationary SPDE Au = f on the domain
R⊂Rd . As in Section 2.3.1, A is a linear elliptic operator A : V⊗(S)→ (V⊗(S))∗
on a Hilbert space V ⊗ (S). For example, for the SPDE Eq. (2.13), one would
choose V = ˚H1(R) and (S) = L2(Ω).
As in Section 3.3, the functional of interest is called s : V ⊗ (S)→ R. Only
continuous linear functionals are considered. For example, to compute the mean





The technique is applied here successfully to a linear SPDE, but the solution
of the dual problem introduces a considerable overhead. Hence, this approach
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would make more sense for an instationary problem or for a nonlinear problem.
In principle, this technique may also be used for such problems and for nonlinear
functionals [101], but this was not tested here.
4.5.1 Linear Adaptivity
It is assumed here that the SPDE of interest is solved as in Section 3.4.3 by a
Galerkin approximation in a space V h⊗ (S)I ⊂V ⊗ (S). Recall that V h denotes a
space of finite element shape functions with mesh-size h > 0 and that (S)I denotes
a set of stochastic ansatz functions identified by the finite set of multi-indices I.







, for all vh,I ∈V h⊗ (S)I ,
where 〈〈·, ·〉〉 is the duality paring between (V ⊗ (S))∗ = V ∗⊗ (S)∗ and V ⊗ (S).
An approximate value for the functional of interest can now be computed from
the approximate solution as s(uh,I). As the functional considered is bounded and
linear and as V h⊗ (S)I is a Hilbert space, the functional may be represented by
an element ψ ∈V h⊗ (S)I as
s(v) = (v,ψ) ∀v ∈V ⊗ (S). (4.40)
For example, the functional in Eq. (4.39) is represented by
ψ(x,ω) := χM(x), (4.41)
where χM denotes the characteristic function of the region M ⊂ R⊂ Rd .
From Eq. (4.40) and from solving a problem dual to the original one, the
sensitivity of the function with respect to the SPDE may be computed. For this,
consider the adjoint operator A∗ defined as
〈〈Au,v∗〉〉= 〈〈u,A∗v∗〉〉, ∀u ∈V ⊗ (S),v∗ ∈ (V ⊗ (S))∗. (4.42)
By solving the dual problem
A∗u∗ = ψ, (4.43)
a dual solution u∗ ∈ (V⊗(S))∗ is obtained that may be interpreted as the sensitivity
of the functional with respect to the operator; see Marchuk’s monograph [101] for
details.
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With this dual solution the error of the functional can be estimated: If u is the
exact solution, then the error in the functional value is





( f −Auh,I ,u∗) (4.46)
= (r,u∗) , (4.47)
where r = f −Auh,I is the residual.
By evaluating the residual, Eq. (4.47) may be used to compute an à posteriori
error estimate of the functional value, e.g. as |s(u)− s(uh,I)| ≤ ‖r‖ · ‖u∗‖. How-
ever, while Pierce and Giles [140] applied this approach with success to PDEs,
experiments performed for SPDEs were not successful here as the error estimates
that were obtained had the same order of magnitude as the value of the functional.
This sensitivity was successfully utilised in structural and fluid problems to
estimate the error of the functional and to implement an adaptive scheme; e.g. see
[89, 101, 140, 145] and the references therein. The same ideas may be applied to
our SPDE. To allow the use of the deterministic code for the spatial discretisation,
the refinement and coarsening is performed only in the stochastic dimensions. The
adaptive scheme for refining the ansatz space is implemented here as follows:
• An approximate solution uh,I of the SPDE and an approximate solution
uh
′,I′,∗ of the dual problem are computed by the stochastic Galerkin method
using the solvers discussed in the previous sections. Here, uh,I and uh′,I′,∗
need to be taken from different same ansatz spaces to obtain a meaningful




= 0 due to the
Galerkin orthogonality.
• The stochastic coarsening is performed by projecting the sensitivity uh′,I′,∗
onto the one-dimensional subspaces spanned by each stochastic ansatz func-
tion and by then taking the scalar product with the residual. Only stochastic
ansatz functions are retained for which this product is large.





Pα denotes the projection onto Hα. If the result is small, then Hα is removed
from the stochastic ansatz space. Experiments show that this procedure is
successful at detecting unimportant ansatz functions.
• In contrast to the situation for PDEs, where adaptive refinement strategies
may be based on geometrical considerations and where local error indica-
tors inside the finite elements may be employed, it is not obvious how to
































(b) Realisation of κ








































(b) Mean of the reference solution.
Figure 4.15: Realisation and Mean of the Reference Solution.
refine our orthogonal stochastic ansatz. A heuristic approach is taken here:
To test whether or not to include a stochastic function Hα in the ansatz, the
projection of the residual onto Hα is considered. If this projection is large,
then Hα is added to the stochastic ansatz.



































(b) C.O.V. of reference solution.
Figure 4.16: Variance and C.O.V. of reference solution.
4.5.2 Experiments
To test the adaptive scheme, the linear stochastic groundwater flow problem −∇·
(κ(x,ω)∇u(x,ω)) = f (x,ω) was solved [82] on the spatial domain shown in
Fig. 4.14. The green boundary denotes a flow-out condition, the blue boundary vi-
sualises no-flow conditions, and Dirichlet condition are applied at the red bound-
ary. The reddish area shows the sources. The stochastic conductivity κ(x,ω)
was modelled as a lognormal field, κ(x,ω) = exp(γ(x,ω)), where the covari-
ance function of the underlying Gaussian κ field was chosen as covκ(x,y) =
c1exp(−‖x− y‖/λ), where λ = 0.2 and where c1 was chosen such that the co-
efficient of variance of κ was 30%. A realisation of κ is shown in Fig. 4.14.
The realisation of the solution u belonging to this realisation of κ is shown
in Fig. 4.15. Even though the realisation of the stochastic conductivity varies
strongly, the realisation of the hydraulic head is smooth. This is because the SPDE
is elliptic and models an equilibrium problem. Other realisations are also smooth,
but the individual realisations differ strongly, as may be concluded from the vari-
ance of the solution shown in Fig. 4.16.
A reference solution was computed and the errors were evaluated with respect
to this reference solution. For the reference solution, 254 spatial ansatz functions
and 495 stochastic ansatz functions (polynomial chaos of degree four in eight
mutually independent Gaussian random variables) were used, resulting in a total
of 125.730 degrees of freedom. The mean, the variance, and the coefficient of
variance of this reference solution are displayed in Fig. 4.15 and Fig. 4.16.
The region M over which the mean hydraulic head in the definition of the
functional Eq. (4.39) is integrated is shown in blue in Fig. 4.17. The same figure
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(b) Region M (in blue).







Relative error of functional J(u)
# Stochastic ansatz functions
(b) Relative error plotted against number of
stochastic ansatz functions.
Figure 4.17: The region M and relative errors.
shows the relative errors of the functional with respect to the reference solution.
For the computation of these errors, the spatial ansatz was kept constant; only the
stochastic ansatz space was modified (the number of independent random vari-
ables used in the ansatz was varied). The abscissa shows the number of stochastic
ansatz functions and the ordinate shows the relative error. The blue crosses dis-
play the relative error with respect to the reference solution before the adaptation
and the red crosses give the (always smaller) error obtained for the same num-
ber of stochastic ansatz functions after executing the refinement algorithm once.
The relative error of the rightmost measurement is zero as it denotes the reference
solution.
4.5.3 Conclusions
By solving a problem dual to the original one, a measure of sensitivity was ob-
tained for the functional. This was used in an adaptive method to coarsen and
refine the stochastic ansatz space.
The results in Fig. 4.17 show that the adaptive scheme was successful for the
chosen example. For every experiment that was performed, the refinement tech-
nique obtained an ansatz space that decreased the error but had the same size as
the original ansatz space. A dual problem had to be solved for the refinement and
hence the method outlined here is about three times as expensive than the direct
solution of the SPDE (it requires to solve the SPDE, to solve the dual problem,
and then to solve the SPDE with the refined ansatz).
The experience with other experiments shows that this technique is good at
coarsening the ansatz space. However, in contrast to refinement strategies for
finite element spaces, there is no geometrical structure in the probability space
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and there are no obvious neighbourhood relations between the polynomial chaos
ansatz functions. Hence, the refinement strategy is more or less heuristic.
This approach may be better suited for nonlinear and instationary problems as
the effort of solving the SPDE is much higher there. An extension of this approach
to instationary and nonlinear SPDEs and to nonlinear functions may be performed
similarly as for deterministic PDEs [101], but this was not implemented here.
Adaptivity was implemented here only in the stochastic dimensions, but it
seems straightforward to use these ideas for space-stochastic adaptivity where
both the spatial and stochastic ansatz space are refined.
117
Chapter 5
A General Purpose Software for
Stochastic Finite Elements
The numerical techniques discussed in the previous chapters were implemented
in a general-purpose software for stochastic finite elements, StoFEL (“Stochastic
Finite Element Library”). This chapter discusses design aspects and the coupling
with existing simulation codes.
5.1 Design and Implementation
The following exposition does not discuss all aspects of StoFEL. The focus is on
the coupling with solvers for the spatial discretisation.
5.1.1 Design Goals and Code Coupling Considerations
The StoFEL library was designed to be a general-purpose framework for stochas-
tic finite elements. A key design-goal was to allow the introduction of stochastic
uncertainties into existing simulation codes without modifying these. These sim-
ulation codes will be called the deterministic code or the deterministic solver in
the following.
Most simulation codes that are in use today were developed for physical mod-
els with deterministic parameters. StoFEL reuses this software for the spatial
discretisation. Reusing existing software has many benefits: it allows to use state-
of-the-art software for the spatial discretisation and for the solution and it reduces
maintenance and development costs.
A disadvantage of interfacing to existing software is that this may result in
a significant communication overhead. Similar problems occur in general pur-
pose software for reliability computations. An overview of such approaches for
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Figure 5.1: Module structure of the StoFEL-library.
stochastic structural analysis is given in [19]. There it is argued that probability
integrators interfacing to external software [e.g. 17, 98] are suited only for systems
with few random parameters because of the involved communication overhead. It
is further argued in [19] that systems with many random parameters, e.g. systems
in which random fields occur, usually need to be solved by integrated structural
stochastic analysis software [e.g. 20, 21, 59] providing its own routines for the
spatial discretisations to reduce the communication overhead.
The same situation is encountered here: Much communication with the deter-
ministic code is required by most numerical techniques presented in the previous
chapters. While the communication required for solving a linear SPDE may be
reduced significantly by the techniques developed in Chapter 4, no such reduction
seems to be possible for general nonlinear SPDEs.
Hence, coupling to an external deterministic code with non-negligible com-
munication costs may be feasible for linear SPDEs, but it may be unfavourable
for nonlinear SPDEs. For example, the coupling with ANSYS discussed in Sec-
tion 5.2.2 leads to significant communication costs.
The solution techniques presented here perform better if the coupling with
the deterministic code leads to negligible communication costs. This may be the
case if the deterministic code resides in the same address space as StoFEL. For
example, this is the case for the coupling with FEMLAB (see Section 5.2.3).
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Figure 5.2: Interactions with the Deterministic Code.
5.1.2 The Overall Design
With no special application in mind, the StoFEL library had to be general, mod-
ular and extensible. Hence, an object-oriented design and implementation were
chosen. Fig. 5.1 shows the overall module structure of StoFEL, which consists of
three modules for the stochastic discretisation, and of one module for the spatial
discretisation.
The three modules for the stochastic discretisation implement the random field
discretisation, the direct integration methods, and the stochastic Galerkin methods
discussed in the previous chapters. They are discussed briefly in Section 5.1.4.
The spatial discretisation module is the focus of this chapter and will be dis-
cussed in Section 5.1.3. It implements the semi-discretisation of Section 3.2 by
interfacing to the deterministic code. The interface for the spatial discretisation is
contained in a few abstract classes that may be sub-classed to integrate existing
simulation software. Communications with the deterministic code are performed
only via these classes in a way that is transparent to the other modules. Hence,
any communication technique may be used for the coupling. This is indicated
in Fig. 5.1 by distinguishing between internal deterministic codes (residing in the
same address space as StoFEL), and external deterministic codes that may be con-
nected, e.g. via file exchange or via network communication.
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5.1.3 The Spatial Discretisation
Only few assumptions were made about the spatial discretisation to obtain a gen-
erally applicable library. The arrows in Figure 5.2 show what features of the
deterministic solver are required by the numerical techniques. The arrows also
visualise how the spatial discretisation module collaborates with the modules for
the stochastic discretisation.
Figure 5.2 shows that the random field discretisation needs to obtain the nodal
coordinates from the deterministic code and that it requires products with the mass
matrix. The nodal coordinates are required for interpolating functions on the spa-
tial domain in the FE base, for example, the mean and the covariance function
of random fields. Matrix-vector products with the mass matrix are used in the
discrete Karhunen–Loève expansion (see Section 3.1.3). If the deterministic code
is not an FE code, then the concept of a mass matrix may not be appropriate and
then the identity matrix may be used instead. In this case, the random field dis-
cretisation yields not the KL-expansion, but a principal component analysis of the
random field.
The direct integration techniques (see Section 3.3) and the orthogonal pro-
jection method (see Section 3.4.2) integrate functionals of the solution over the
probability space. Many different realisations of the solution must be computed
for this. Solving a realisation of the SPDE is visualised in Fig. 5.2 as two steps:
First, a realisation of the SPDE is obtained by assigning realisations to its param-
eters in the “set parameters” routine. Then the deterministic solver is called in the
“solve” method.
Linear SPDEs discretised by Galerkin methods are solved by the iterative
solvers of Section 4.2. These require the computation of matrix-vector products
with the block system matrix, where the efficient representations for the block
system matrix of Section 4.1 are exploited. Evaluating the block matrix-vector
product requires to compute matrix-vector products with the system matrices for
the KL-eigenmodes. These matrix-vector products may be performed by the de-
terministic code by setting a KL-eigenmode as system parameter (indicated by
“set parameters” in Fig. 5.2) and executing the matrix-vector multiplication with
the system matrices in the deterministic code (indicated by “products with Ja-
cobian” in Fig. 5.2). The solution of linear SPDEs further requires to run the
block-preconditioners presented in Section 4.2. These rely on executing the de-
terministic solver with the mean system parameters (set by the “set parameters”
method). Calling the deterministic solver is indicated in Fig. 5.2 by the “solve”
method.
If nonlinear SPDEs are solved by the stochastic Galerkin method, realisations
of the residual must be computed (see Section 4.4.1). This is indicated in Fig. 5.2
by the “residual” method. Further, the deterministic solver (indicated here by
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“solve”) needs to be called to precondition the BFGS-solver (see Section 4.4).
These interactions are realised in StoFEL by representing the deterministic
code by two abstract classes shown in Fig. 5.3. These classes must be sub-classed
to interface to a simulation software for the spatial discretisation.
Figure 5.3: Classes for interfacing to the deterministic code
The Mesh-class: The mesh-class is an abstract class that represents a discre-
tised geometry R ⊂ Rd . Its get_points method returns an array of points that are
used to evaluate functions on the spatial domain. Matrix-vector products with the
Gram matrix of the spatial ansatz are performed by calling the mult_gram_matrix
method. As already noted, if the concept of a Gram matrix does not apply, then
products with the identity matrix may be performed instead.
Random fields are defined in StoFEL on meshes given by concrete subclasses
of the Mesh-class. It may be necessary to implement more than one Mesh-class
for a deterministic code. For example, it may be required to implement one Mesh-
subclass representing random fields on the domain R and an additional subclass
representing random fields on its boundary ∂R.
While this class is called Mesh, it is used in a more general manner: it is seen
as a vector of values, where the Mesh-subclass assigns a special meaning to the
vector components. The Mesh-class also allows to define random fields without
an underlying mesh, for example, vectors of random variables, or nodal vectors
for a spectral finite element method.
The PDE-class: A subclass of the abstract class PDE must be implemented
to interface to a deterministic code. The PDE class will be interpreted here as a
semi-discretisation of an SPDE, but StoFEL uses it in a more general manner: it
may represent any system r(u(θ),θ) = 0 of stochastic equations; cf. Eq. (3.25).
In addition to the routines shown in Fig. 5.2, the method get_dof_info() must
be implemented, which returns information about the spatial degrees of freedom.
For example, it reports what degrees of freedom correspond to the essential bound-
ary conditions.
A realisation of an SPDE is obtained by assigning values to all relevant pa-
rameters of the deterministic code. For this, the set_params()-method of the PDE-
object is called. For example, in the SPDE −∇· (κ∇u) = f the realisations of the
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fields κ and f would be specified by calling this method. How the realisations
of the fields are specified depends on the deterministic code. For example, if the
deterministic code is an FE code, then it may be necessary to specify the values
of a field in the operator at the Gauss points of the finite elements (for κ in the
above example). It may further be necessary to specify the values of a field on the
right hand side for all FE nodes (for f in the above example). Also, fields on the
boundary may require special treatment.
For a given nodal vector of solution coefficients of the spatial discretisation
and for a given realisation of the SPDE, the get_resid computes the coefficients of
the residual in the spatial ansatz. Products with the Jacobian are computed by the
mult_jacobian-method.
The solve()-method runs the deterministic solver to obtain the solution of the
current SPDE realisation. This routine is used to precondition the linear and the
nonlinear solvers. According to Section 4.2 it is not necessary that an exact so-
lution is returned. Convergence of the solvers for the block-system may still be
obtained if an inexact block-Jacobi preconditioner is used. For example, if the
deterministic solver is an iterative solver, then it may be sufficient to perform only
few iterations of the deterministic solver.
How PDE-subclasses are implemented and how the deterministic code is cou-
pled is transparent to the other parts of StoFEL. The deterministic code may reside
in the same address space as StoFEL and then communications may be performed
at small costs. Alternatively, it may be connected to StoFEL by network commu-
nication or by other means, resulting in higher communication costs.
Other implementation aspects of the PDE-subclass may depend on the costs
of communicating with the deterministic code. For example, for linear SPDEs the
mult_jacobian-routine might be implemented by calling the deterministic code,
resulting in high communication demands. Alternatively, the Jacobians (one for
each KL-eigenmode of the material parameters) may be retrieved from the de-
terministic code and stored inside StoFEL, which allows to perform the block-
matrix-vector product of Section 4.1 without further communication.
Concrete examples of how deterministic codes were coupled with StoFEL are
presented in Section 5.2.
5.1.4 Further Design Aspects
The other modules shown in Fig. 5.1 are addressed only briefly:
The Random Field Discretisation Module: The random field discretisation
module comprises classes for the representation and for the discretisation of ran-
dom fields. It contains classes defining covariance functions, classes defining
fields on Mesh-objects, a class representing random fields as functions of a finite
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number of random variables (as in Section 2.2.4.2), and a class representing ran-
dom fields as transformations of Gaussian random fields (as in Section 2.2.4.1).
The marginal distributions of transformations of Gaussian random fields are
encapsulated in a class hierarchy. New sub-classes may be added to support new
marginal distributions for random fields. These sub-classes perform the computa-
tion of the second order statistics of the transformed random field and compute its
projection onto the polynomial chaos.
For the handling of functions on the spatial domain, the classes in the ran-
dom field module rely on sub-classes of the Mesh-class. This allows to interface
transparently to the deterministic code and permits to define random fields on any
type of geometry for which a Mesh-class is implemented. The random field dis-
cretisation module further contains routines that implement the Karhunen–Loève
expansion and that obtain a representation in independent random variables.
The Direct Integration Module: Classes for the representation and handling
of random variables and for the integration on the resulting probability space are
implemented in the Direct Integration module (it is called the Direct Integration
and Orthogonal Projection module in Fig. 5.1).
One responsibility of this module is to provide integration formulas for var-
ious types of random variables. This module further contains high-dimensional
integration routines for the integration of functions on the corresponding proba-
bility space, which are constructed from the integration formulas for the individ-
ual random variables (see Section B). Monte Carlo methods, full-tensor product
quadrature, and Smolyak quadrature formulas based on Gauss formulas and on
Clenshaw-Curtis formulas are included in the current implementation.
Additionally, the direct integration module contains routines for the represen-
tation of random fields in (generalised) polynomial chaos. To obtain polynomial
chaos ansatz spaces, routines are contained which return polynomials that are or-
thogonal with respect to the probability measure of the basic independent random
variables.
Currently, Gaussian and uniformly distributed random variables are imple-
mented. Adding new types of random variables and mixing different types of
random variables in one model is simple as the ansatz functions for the stochastic
Galerkin method and the integration methods are encapsulated in classes repre-
senting the random variables.
Routines for the direct integration of statistics (see Section 3.3) and routines
for obtaining a polynomial chaos expansion by orthogonal projection (see Sec-
tion 3.4.2) are also provided in this module. These routines are versatile and may
use any of the high-dimensional integration routines for the SPDE solution.
The Stochastic Galerkin Solver Module: This module contains classes that
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perform the stochastic Galerkin-discretisation of an SPDE. These classes rely on a
PDE-object to obtain the spatial semi-discretisation of the SPDE. As PDE-classes
may represent any set of equations r(u(θ),θ) = 0, StoFEL may represent and
discretise any stationary system of stochastic equations (but, of course, the solvers
discussed in Chapter 4 may not converge for every thinkable system of equations).
Further, the solver module contains classes implementing the solvers for the
stochastic Galerkin methods that were discussed in Chapter 4. The classes for
the solution of linear SPDEs are arranged in an object-oriented hierarchy, which
simplifies the addition of new solvers and which allows to use any solver class as
a preconditioner for the Krylov subspace methods. An exception is the parallel
solver, which is an external program that was already described in Section 4.3.5.
The classes for the solution of nonlinear SPDEs may use any of the linear
solvers as preconditioner. Further, any of the high-dimensional integration rou-
tines may be chosen for evaluating the residual.
Apart from these modules, routines for the visualisation of random fields and
various utility functions are part of StoFEL.
5.1.5 Implementation
The StoFEL library is a research code. To test new numerical methods quickly
it is good to use an interactive programming environment, which allows a rapid
prototyping, debugging and the visualisation of intermediate results. The major
part of StoFEL was therefore written in MATLAB [106]. This was supplemented
by Fortran routines (for coupling to ANSYS) and MEX [105] routines for the
communication with the parallel solver. The parallel solver was also implemented
using an object-oriented design and was written in C++. The current implementa-
tion consists of approximately 30.000 lines of MATLAB code and 10.000 lines
of C++ code (including comment lines); see Section 4.3.5 for details on the imple-
mentation of the parallel solver.
While more work is required on the solution of large nonlinear SPDEs, the
combination of StoFEL with the parallel solver allows to tackle large problems:
see Section 4.3, where the parallel solver was applied to SPDEs discretised in
many million degrees of freedom.
5.2 Coupling with Existing Solvers
This section presents examples for the coupling of existing simulation software
with StoFEL. As discussed in Section 5.1, a deterministic code is coupled with
StoFEL by implementing a subclass of the PDE class that acts as a wrapper for
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the deterministic code. Additionally, it is usually necessary to inherit one or more
classes from the Mesh-class.
A very simple example of coupling a deterministic code with StoFEL is dis-
cussed in Section 5.2.1 and the implementation of this example is shown in Ap-
pendix C. The integration of the commercial finite element software ANSYS
[4] with StoFEL is described in Section 5.2.2. Finally, Section 5.2.2 discusses
briefly the coupling of the commercial finite element software FEMLAB [31] with
StoFEL.
5.2.1 A Simple Example
To give an impression of the steps that are required to couple an existing code
with StoFEL, the nonlinear spring example of Section 4.4.1 is considered. This is
not an SPDE but a simple nonlinear equation with random coefficients
a(θ)u(θ)+b(θ)u(θ)3 = f (θ). (5.1)
Here, f and a,b > 0 may be constants or random variables and θ = (θ1,θ2) is
a vector of two mutually independent random variables. The equation is to be
solved for the random displacement u(θ) of the spring.
To show how simple it is to implement wrappers for deterministic codes in
StoFEL, the complete implementation of Eq. (5.1) in StoFEL is presented and
explained in the Appendix C.
Here, solutions of Eq. (5.1) are shown that were computed by the code shown
in the Appendix C. The probability densities of a(θ1) and b(θ2) are shown in
Fig. 5.4. They were chosen a bit differently than in Appendix C. By sampling
a million times from the solution, its mean µu = 1.0515, its standard-deviation
σu = 0.14, and its probability density function shown in Fig. 5.4(c) were obtained.
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(c) PDF of u(θ1,θ2)
Figure 5.4: Probability densities for Eq. (5.1).




















































(b) Approximation in Polynomial
Chaos of Degree 4




















































(b) Approximation in Polynomial
Chaos of Degree 4
Figure 5.6: Response surface u(θ1,θ2) for uniformly distributed θ1,θ2.
To give an example of generalised polynomial chaos expansions, the same
problem was modelled and solved both in Gaussian random variables θ1,θ2 and
in uniformly distributed random variables θ1,θ2.
First, the random variables a and b were modelled as transformations of inde-
pendent Gaussian random variables θ1 and θ2. The resulting nonlinear stochastic
equation Eq. (5.1) was solved by the stochastic Galerkin method of Section 3.4.3
in a polynomial chaos ansatz in θ1 and θ2 of degree 4. The resulting
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(a) For Gaussian θ
























(b) For uniformly distributed θ
Figure 5.7: Decrease of the residual in the BFGS-solver.
ear system was solved by the BFGS-solver of Section 4.4.2. The mean and the
standard-deviation were computed analytically from the response surface. They
match well with the above results (with an absolute error of 1.1 ·10−4 for the mean
and an absolute error of 2.2 ·10−2 for the standard-deviation).
It was mentioned that the polynomial chaos expansion yields a response sur-
face. As this problem depends on only two independent random variables, the re-
sponse surface may be visualised as a graph: the exact response surface u(θ1,θ2)
plotted as a function of θ1,θ2 and its approximation in the polynomial chaos an-
satz are shown in Fig. 5.5. When judging their difference, note that the error
must be weighted with the Gaussian density exp(−(θ21 +θ22)/2). Taking this into
account, they match well (the L2-error is 2.2 ·10−2).
The same problem was also modelled in uniformly distributed random vari-
ables to show an application of approximations in generalised polynomial chaos.
The random variables a and b were also modelled as transformations of inde-
pendent uniformly distributed random variables θ1 and θ2 (the same statistics as
above were chosen for a and b). Again, the nonlinear stochastic equation was
solved by the stochastic Galerkin scheme of Section 3.4.3, but the ansatz was
now a generalised polynomial chaos space spanned by multivariate Legendre-
polynomials. Again, the nonlinear system was solved by the BFGS-solver and,
again, the computed mean and standard-deviation match well with the previously
computed results (with an absolute error of 2 · 10−4 in the mean and an absolute
error of 3 · 10−2 for the standard deviation). As expected, the resulting response
surface now looks different than before. Both the exact and the approximated
response surface are shown in Fig. 5.5.
It is interesting to note that the BFGS solver shows comparable convergence
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behaviour for both cases. This is visualised by the decrease of the residual during
the solution of the nonlinear system in Fig. 5.7. In the first case the solver required
12 iterations. In the second case, it required 10 iterations. However, the expansion
in Legendre polynomials gave a slightly larger error than the expansion in Hermite
polynomials.
This example demonstrates that the same problem may be modelled in dif-
ferent types of independent random variables. Both representations resulted in
similar convergence behaviour of the (generalised) polynomial chaos. Nonethe-
less, this needs not always to be the case and it may be worthwhile to contemplate
on the best representation for a given problem. More work in this direction is
required; some discussions in this directions can be found in [76, 181, 182, 184,
185].
5.2.2 Coupling with ANSYS
To extend StoFEL’s applicability to a large range of problems, the commercial
finite element software ANSYS [4] was coupled with StoFEL in [187, 188]. This
section describes how the coupling was performed and discusses techniques for
visualising the results.
The coupling was implemented for static elastic linear problems, but the exten-
sion to other linear stationary problems supported by ANSYS is straightforward.






(∇u(x,ω)+(∇u)T))= fR(x,ω), x ∈ R,
u(x,ω) = u0(x,ω), x ∈ ∂R,(
E(x,ω)∇u(x)) ·n(x) = fN(x,ω), x ∈ ∂R.
(5.2)
Here, E is the tensor of elastic moduli, u is the displacement vector, fR is the body
force, and n(x) is the unit normal. Boundary conditions are prescribed in terms of
displacements u0 and in terms of boundary tractions fN .
The modelling, the meshing, and the definition of loads and boundary condi-
tions are performed in ANSYS, e.g. with its graphical user interface. Following
this, the model description is exported to StoFEL, where parameters of the model
are defined as random fields. Afterwards, StoFEL discretises the resulting SPDE,
where ANSYS is used to obtain the spatial discretisation. In solving the discre-
tised SPDE, the ANSYS solver may be run to precondition the block linear system
or to obtain realisations of the solution.
Implementation: The coupling of ANSYS to StoFEL was performed by im-
plementing two subclasses of the Mesh-class and a subclass of the PDE-subclass.
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Hence, any of the discretisation techniques discussed here may be used for solving
ANSYS based SPDEs. However, the further exposition concentrates on the sto-
chastic Galerkin-method, where the matrix representation of Section 4.1 is used.
The communication with ANSYS is performed by routines implemented in
ANSYS as User Programmable Features (UPFs) [6] and by accessing the binary
files that are written when ANSYS performs an analysis [5]; see [187, 188] for
details.
Two subclasses of the Mesh-class were implemented in StoFEL. After the
model has been defined in ANSYS, these Mesh-classes retrieve the geometry from
ANSYS. Instances of these classes may then be used to define random fields on
the spatial domain of the model. For the KL-expansion (see Section 3.1.3), these
classes obtain the mass matrix associated with the finite element ansatz from AN-
SYS.
The current implementation of the Mesh-subclasses allows to define random
material parameters, random loads, and random Dirichlet conditions. Random
Neumann boundary conditions are not supported but might be implemented by an
additional Mesh-subclass.
For representing ANSYS models in StoFEL, a subclass of the Pde-class was
implemented (see Section 5.1.3). For the multiplication with the block system
matrix and for the computation of the residual it retrieves the stiffness matrices
K i (see Section 4.18) for each KL-eigenmode from ANSYS and stores them in
StoFEL. Hence, matrix vector products with the block system matrix and residuals
may be computed without further communicating with ANSYS.
Two techniques were implemented for retrieving the stiffness matrices (see
[188] for details): one technique retrieves all element stiffness matrices for a
unit material parameter from ANSYS. The global stiffness matrices for each KL-
eigenmode are then assembled from the element stiffness matrices inside StoFEL
without further communication with ANSYS. The other technique calls ANSYS
for each KL-eigenmode and retrieves the according stiffness matrices. In all per-
formed experiments, the latter method was significantly slower than the first as it
requires more communication.
The preconditioner for the linear solvers was also implemented in two differ-
ent ways: One implementation of the preconditioner retrieves the mean stiffness
matrix from ANSYS and uses MATLAB’s linear solver for the preconditioning.
The other implementation sets the mean system parameters in ANSYS and
runs the ANSYS solver as preconditioner. This was implemented as a user pro-
grammable feature in ANSYS: A user routine was developed that creates the ac-
cording material models, sets their properties according to the material data, ap-
plies the nodal loads as required in the preconditioning stage, solves the problem,
and retrieves the corresponding nodal solution. In every iteration of the block lin-
ear solver, ANSYS is called for each stochastic degree of freedom to perform the
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preconditioning.
In the performed experiments, calling ANSYS was significantly slower than
using MATLAB’s solver due to the required communication and due to the over-
head for setting up the problem in ANSYS. One may expect that using an external
FEM software as preconditioner is more advantageous if a finer spatial discreti-
sation is used or if the problem is so complex that specialised solution techniques
are required.
As the coupling is performed in a PDE-subclass, all discretisation techniques
discussed previously may be applied to solve ANSYS based SPDEs. Further, all
discussed solvers, including the parallel solver, may be used to solve the block
system of equations resulting from the stochastic Galerkin discretisation.
Post-processing: Random fields are functions on a high-dimensional space.
Hence, special visualisation techniques are required; see the review [80] for an
overview.
Usually, random fields are visualised by displaying statistics. Techniques for
the visualisation of the second order statistics and of the cumulative density func-
tions of a random field were implemented in [187, 188]. These techniques may
be used to visualise any random field expanded in polynomial chaos, but they
are used here only for results that were computed by the coupling of StoFEL and
ANSYS.
Statistics of the solution are visualised here using the software AVS (Appli-
cation Visualisation System) [2]. The mesh of the spatial domain is converted to
unstructured cell data (UCD), and all univariate statistics are treated as nodal data.
Such statistics are, for example, the mean, the variance, or the covariance between
a fixed node and all other nodes. These statistics are represented as unstructured
cell data, which allows to use standard techniques for their visualisation.
Further, techniques for the visualisation of the cumulative distribution func-
tions (CDFs) of random fields on two-dimensional domains R ⊂ R2 were imple-
mented. The CDF at a point x ∈ R is defined as Fu(x)(uˆ) := P{u(x) ≤ uˆ}. It is a
function Fu : R×R→ R with (x, uˆ) 7→ Fu(x)(uˆ) and may hence be visualised as
volume data in R×R. Note that the marginal probability density function (PDF)
of a random field is also a function fu : R×R→ R. Hence, the same techniques
used here to visualise the CDF may be used to visualise the PDF of a random
field.
The visualisation of the CDF as volume data requires to convert the informa-
tion in the CDF into a three-dimensional UCD structure. This UCD structure is
constructed of several layers (see Fig. 5.10). The middle layer is given by the
mesh corresponding to the mean response. It consists of the FE mesh in the points
(xi,E(u(xi))), i = 1, . . . ,n. Here, xi ∈ R are the nodal positions of the finite elem-
ents and E(u(xi)) are the mean values of the solution in this nodal value.
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(a) Geometry of Plate (b) Mean horizontal displacement (en-
larged by 7)
Figure 5.8: Geometry and mean horizontal Displacement
In every node of this mean surface an axis in the z-direction is constructed
(see Fig. 5.10), which is cut into two halves by the mean surface. This axis ex-
tends from the mean minus a multiple of the standard deviation to the mean plus
a multiple of the standard deviation. Each of these axes is divided into equidistant
points and copies of the mean surface are constructed in these points. The result-
ing surfaces are then connected to form a three-dimensional UCD structure (see
the grids in Fig. 5.10). The CDF (or the PDF) is represented as nodal data on this
UCD structure and standard volume visualisation techniques are used to display
the CDF (or the PDF) of the random field.
Examples: As examples, a plate and a three-dimensional elastic structure with
random Young’s modulus were solved. The following results were published in
[187, 188].
The structure, the constraints, and the loads of the first example are shown in
Fig. 5.8(a). The Young’s modulus of this plate is defined as the lognormally dis-
tributed random field E(x,ω) = exp(7.5959+0.0998γ(x,ω)), where γ is a centred
Gaussian random field with covγ(x,y) = exp(−‖x− y‖2/0.22),x,y ∈ R.
The resulting SPDE Eq. (5.2) was solved by StoFEL coupled with ANSYS,
where the three-dimensional polynomial chaos of degree three was used for the
stochastic discretisation. The mean of the horizontal component of the displace-
ment is shown in Fig. 5.8(b). The mean vertical displacement and its standard
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(a) Mean of vertical displacement (en-
larged by 2)
(b) Standard Deviation of vertical dis-
placement (enlarged by 100)
Figure 5.9: Examples computed by ANSYS
deviation are shown in Fig. 5.9.
The cumulative density function Fux(x)(uˆ) of the horizontal component is vi-
sualised in Fig. 5.10 by showing the iso-surfaces of all (x, uˆ),x ∈ R, uˆ ∈ R with
Fux(x)(uˆ) = 0.5 (the median) and with Fux(x)(uˆ) = 0.99 (the 99% quantile). The
z-coordinates in Fig. 5.10 correspond to the possible values of ux(x) and the grid
extends from the mean minus three times the standard deviation up to the mean
plus three times the standard deviation.
The result of a three-dimensional stochastic structural analysis is shown in
Fig. 5.11. The geometry is shown in Fig. 5.11(a). Young’s modulus was chosen
as E(x,ω) = exp(14.489+0.198γ(x,ω)), where γ is a standard Gaussian random
field with covariance function covγ(x1,x2)= exp(−‖x1−x2‖/0.52). The displace-
ments are now volume data. They are visualised in Fig. 5.11(b) and in Fig. 5.11(c)
by showing them as surfaces over two-dimensional intersections with the struc-
ture. The standard-deviation is visualised as a graph over a two-dimensional sec-
tion and as an iso-surface in Fig. 5.11(c).
5.2.3 Coupling with FEMLAB
Additionally to the solvers discussed above, the MATLAB [106] based commer-
cial finite element program FEMLAB [31] was coupled with StoFEL. FEMLAB
is a general purpose tool for the modelling and for the simulation of physical
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(a) Iso-surface Fu(x)( uˆ) = 50% (Median) (b) Iso-surface Fu(x)( uˆ) = 99%, (99%
quantile)
Figure 5.10: Examples computed by ANSYS
systems described by arbitrary partial differential equations. Models may be con-
structed interactively in the FEMLAB graphical user interface. Afterwards, the
parameters of these models may be defined as random fields in StoFEL.
The interface between StoFEL to FEMLAB allows to define and to discretise
SPDEs on one-, two-, or three-dimensional spatial domains R⊂ Rd,d = 1, . . . ,3,
that correspond to all types of stationary linear or nonlinear PDEs supported by
FEMLAB.
A significant advantage compared to the coupling with ANSYS is that both
FEMLAB and StoFEL are MATLAB [106] based. Hence, the communication
overhead is negligible. This makes the solution of nonlinear SPDEs feasible,
which requires much communication with the deterministic code.
Most examples of this thesis were solved using the FEMLAB interface. There-
fore, no additional examples are shown here. An example of a linear FEMLAB
based SPDE was shown in Section 2.1. Examples for nonlinear SPDEs discretised
by FEMLAB were shown in Section 3.3.4 and in Section 4.4.3. Also, the models
solved by the parallel solver Section 4.3 were FEMLAB based.
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(a) Geometry and Loads of three-
dimensional elastic problem
(b) Mean of horizontal displacement on
grey section
(c) Mean of vertical displacement on grey
section
(d) Standard Deviation of mean displace-
ment shown as Iso-surface




The present work develops numerical techniques for the solution of systems with
stochastic uncertainties. These numerical techniques were implemented in a general-
purpose software that utilises existing simulation codes (called here the determin-
istic code or the deterministic solver) for the spatial discretisation.
The findings and contributions of the present thesis are summarised below
together with recommendations for further research.
SPDE Theory: Existence and uniqueness proofs for solutions of linear ellip-
tic SPDEs and of nonlinear, strictly monotone, hemicontinuous, coercive SPDEs
were given in Section 2.3.
An open problem in the theory of SPDEs is the regularity of the solution. As
discussed in Section 3.4.4, there are simple results for SPDEs depending on only
a finite number of random variables, but these cannot be generalised to general
probability spaces as an infinite-dimensional calculus is required there. It is not
clear how the stochastic regularity (e.g. expressed in Hida- or Kondratiev-spaces
of stochastic distributions or test functions) of the solution depends on the regu-
larity of the random fields.
Random Field Discretisation: A representation of the SPDE in a countable
number of mutually independent random variables θ1,θ2, . . . was obtained in Sec-
tion 3.1.1 by Karhunen–Loève expansions. One goal was to perform the spatial
discretisation by existing simulation software used in a black-box fashion. Hence,
a technique was developed for discretising the KL-eigenproblem by existing finite
element software (see Section 3.1.3). Explicit estimates for the introduced error
were derived (Section 3.1.4). In principle, these allow to compute à posteriori
errors for the truncated KL-expansion, but this may be too costly in practice. The
specification of à priori estimates for the error of the truncated KL-expansion is
an open problem.
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Direct Integration Methods: These methods approximate the SPDE in a finite
number of independent random variables and compute statistics by numerically
integrating functionals of the solution of this perturbed SPDE. Stability with re-
spect to these perturbations was shown in Section 3.3.1 for the types of random
field approximations used here.
Monte Carlo integration and Smolyak quadrature were used for the integra-
tion. Other techniques for high-dimensional integration were reviewed in Sec-
tion 3.3.3 and in Appendix B. In the experiments performed in Section 3.3.4
Smolyak quadrature was superior to Monte Carlo methods for the direct compu-
tation of statistics.
Series Expansion Methods: The series expansion methods discussed in Sec-
tion 3.4 expand the solution in an ansatz of tensor products of spatial times sto-
chastic functions. Here, orthogonal projections (Section 3.4.2) and Galerkin meth-
ods (Section 3.4.3) were used for the stochastic discretisation.
It was remarked that, in contrast to the direct integration methods, the Galerkin
methods do not require to perturb the SPDE by approximating it in a finite number
of random variables. Section 4.1 showed how this may be done in practice.
Some steps towards obtaining à priori convergence rates were reviewed (Sec-
tion 3.4.4). However, to apply them, a regularity theory for SPDEs is required,
which has not yet been devised.
High-Dimensional Problems: The stochastic dimension is the number of the
independent random variables used in discretising the SPDE. It is determined by
properties of the random fields used in the SPDE, like the smoothness and the
correlation length of their covariance functions (see Section 3.1.1).
The stochastic dimensions influence both the direct integration methods and
the series expansions methods. It is the high dimension and not per se the exis-
tence of stochastic uncertainties that makes the numerical solution of SPDEs diffi-
cult. It is therefore surprising that high-dimensional problems are seldom tackled
when stochastic discretisation methods are presented or compared in the literature
(cf. the review [80]).
The influence of the dimensions in the context of direct integration methods
was discussed in Section 3.3 and in the Appendix B. An abundant literature on
high-dimensional integration (see Appendix B) is available and their findings are
often directly applicable to the solution of SDPEs. Surprisingly, this research area
has so far hardly been taken into account in stochastic mechanics.
In the context of series expansion methods, the stochastic dimensions affect
the choice of the stochastic ansatz: In principle, the stochastic Galerkin methods
permit to use any finite-dimensional space of admissible functions as ansatz (see
Section 3.4 and the review [80] for details). However, the high dimensions compli-
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cate this in practice. For example, it was discussed in Section 3.4 that piecewise
polynomials on regular meshes are not tractable, as they result in a number of
equations growing exponentially with stochastic dimensions.
This thesis, as many previous works, uses spaces of global polynomials with
a given maximum total degree (so-called generalised polynomial chaos spaces).
Here, the ansatz size grows only polynomially with the stochastic dimensions.
The size of the discretisation still grows fast with the stochastic dimensions, hence
these ansatz spaces are feasible for the discretisation of SPDEs in low to medium
dimensions. For example, stochastic Galerkin methods were applied here to poly-
nomial chaos expansions in up to 64 stochastic dimensions.
Remedies for the resulting high numerical effort may be adaptive techniques
(see below) and alternative ansatz spaces. For example, sparse tensor product
ansatz spaces [61, 159] merit attention in stochastic mechanics.
Choice of the Discretisation Method: How to choose an appropriate technique
for the discretisation of a given SPDE is not sufficiently understood. As well as
one may construct experiments where stochastic Galerkin methods are superior to
Monte Carlo and other integration techniques (small stochastic dimensions, high
variance), one may also construct experiments where Monte Carlo techniques are
favourable (high stochastic dimensions, low variance).
Comparisons found in the literature are often unfair (cf. the review [80]): Of-
ten, series expansion techniques in small stochastic dimensions are compared to
Monte Carlo methods and not to numerical integration methods appropriate for
the small stochastic dimensions. Moreover, comparisons between series expan-
sion techniques (e.g. stochastic Galerkin methods or perturbation methods) and
direct integration techniques (e.g. Monte Carlo) must always be considered with
care as they are only meaningful with respect to the stochastic dimensions used
and with respect to the statistics being computed.
Section 3.3.3 and Appendix B discussed how the efficiency of integration tech-
niques depends on the stochastic dimensions and on properties of the integrand.
Similarly, the efficiency of series expansion methods was seen in Section 3.4.4
to depend on approximation properties of the ansatz spaces with respect to the
stochastic regularity of the response.
The following qualitative guidelines may be given (cf. the discussions in Sec-
tion 3.3.3, Section 3.4.4 and Appendix B): If the functional (the statistics) of
interest has an integrand with large variance, then Monte Carlo methods perform
badly. If the integrand is smooth, then polynomial expansions and Smolyak quad-
rature methods based on Gauss or Clenshaw-Curtis rules may be well-suited. If a
high accuracy is required, then Monte Carlo methods are usually a bad choice. If
small failure probabilities are to be computed, then specialised integration tech-
niques should be used, like the first or second order reliability methods.
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The method of choice is further determined by properties of the SPDE: the in-
put random fields determine the required stochastic dimensions. If the stochastic
dimensions are large, then it is hard to beat Monte Carlo methods. If the stochas-
tic dimensions are small to medium, then (interpolatory) quadrature techniques or
polynomial series expansion techniques may be good choices. For linear SPDEs,
the stochastic Galerkin solvers presented in Chapter 4 may be highly effective.
Also, the solvers for nonlinear SPDEs presented in Section 4.4 were more effec-
tive than the direct integration methods in the experiments performed here.
The above discussion is of a qualitative nature. More investigations are re-
quired to give explicit guidelines on how to choose an appropriate discretisation
method for computing statistics of SPDEs.
Galerkin Solvers for Linear SPDEs: This work concentrates on stochastic
Galerkin methods. These yield large systems of coupled block equations. Solvers
for these equations are the focus of this thesis.
For linear SPDEs, these block equations are highly structured. An efficient
representation for the resulting block matrix was obtained in Section 4.1.1 by
expanding the stochastic operator in polynomial chaos. The expansion was shown
to be a finite sum, which allows to work with unperturbed SPDEs in practice and
which yields a practical criterion for choosing the operator expansion.
A more advantageous representation of the block matrix was developed in
Section 4.1.2: the Karhunen–Loève expansion of the (non-Gaussian) material pa-
rameters in the operator was computed and the thus obtained uncorrelated random
variables were expanded in polynomial chaos. The resulting approximation of the
operator allows to compute matrix-vector products with the system block matrix
at small costs. It is well-suited for a parallelisation of the block matrix-vector
product and it allows to couple to the deterministic codes with less computational
effort than the first representation.
Both representations allow the efficient execution of the block matrix-vector
product, hence the linear block system was solved here by iterative methods.
Block versions of the classical iterative methods, preconditioned Krylov subspace
methods, and multi-level methods were developed, where the preconditioning was
performed by repeatedly calling the deterministic solver in a black-box fashion.
Parallel Solver for Linear SPDEs: Due to the size of the resulting system
of equations, a parallel solver was implemented for the solution of linear SPDEs
discretised by stochastic Galerkin methods. The parallelisation was performed in
a configurable manner, exploiting various hierarchies of parallelism.
The experiments in Section 4.3.6 show that the parallel solvers allows to dis-
cretise and to solve linear SPDEs in many millions of degrees of freedom. De-
pending on the type of the parallelisation, good to almost perfect speedups were
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obtained.
An aspect of the parallel solvers that requires more work is the coupling with
existing simulation software. The parallel solver already now allows the determin-
istic code to be a parallel program: Processors groups running the deterministic
code are the smallest building blocks for the coarser levels of parallelism. How-
ever, the deterministic solver is currently a simple self-written parallel conjugate
gradient method (see Section 4.3.5). More work is required to couple the parallel
solvers transparently with specialised parallel codes.
Galerkin Solvers for Nonlinear SPDEs: Numerical methods for nonlinear
SPDEs were developed in Section 4.4, where the discretisation was performed by
stochastic Galerkin methods and by orthogonal projection techniques. Again, the
deterministic code was used in a black-box fashion for the spatial discretisation.
The systems of nonlinear block equations resulting in the stochastic Galer-
kin methods were solved by approximate Newton methods and by quasi-Newton
methods. Both nonlinear solvers rely on the solvers for the linear SPDEs: the
approximate Newton method in each iteration runs a solver for linear SPDEs to
obtain the next correction. The quasi-Newton method avoids this nested iteration
and is preconditioned by one or more iterations of a block-diagonal precondi-
tioner.
A problem in solving nonlinear SPDEs by Galerkin methods was the evalua-
tion of the residual. It was found (see Section 4.4.1) that Monte Carlo methods
may be badly suited for this, because the oscillating nature of the stochastic ansatz
causes the integrands of the residual to have a high variance. Hence, alternative
quadrature rules were used and high-dimensional quadrature methods were shown
to be an efficient alternative.
Adaptivity and Sensitivity: It was discussed in Section 4.5 that several tech-
niques used in the literature for the adaptive refinement or for the computation
of sensitivities are based on employing derivatives with respect to the basic inde-
pendent random variables. However, an infinite-dimensional calculus is required
in general stochastic spaces. It is therefore not clear whether sensitivities com-
puted by these techniques are stable approximations of sensitivities of the original
SPDE.
The adaptive method implemented here (Section 4.5) does not employ such
derivatives: It uses a goal-oriented approach based on solving a problem dual
to the original one. The solution of the dual problem may be interpreted as a
sensitivity, but this was not investigated here further.
Adaptivity was implemented here only for linear SPDEs and only by refining
the stochastic ansatz, but by generalising the techniques used for PDES [101,
140, 145], the same ideas might also be applied to nonlinear SPDEs, to nonlinear
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functionals, or to implement space-stochastic adaptivity.
General Purpose Software Framework: The numerical techniques developed
here were implemented in the general purpose software for stochastic finite elem-
ents StoFEL (“Stochastic Finite Element Library”); see Chapter 5.
StoFEL permits to introduce stochastic uncertainties into existing simulation
codes without changing these. It allows much versatility in defining random fields
and SPDEs: Random fields may be defined on any type of geometry supported
by the deterministic code. An arbitrary number of random fields may be used
in the operator, in the right hand side, or in the boundary conditions; discretised
random fields are represented as functions of independent random variables; dif-
ferent types of random variables (e.g. Gaussian and uniformly distributed random
variables) may be mixed in one model. The object-oriented design simplifies the
addition of new types of random fields and random variables.
Its modular, object-oriented architecture allows to apply StoFEL to a wide
range of applications. The spatial semi-discretisation of the SPDE is encapsulated
in a class, which may also represent systems of stochastic equations that do not
stem from SPDEs. Examples for the coupling with the commercial finite element
codes FEMLAB [31] and ANSYS [4] demonstrate the generality of this approach
(see Section 5.2). The applicability of StoFEL to large problems was demon-




Some basics of probability theory (see e.g. [14, 63, 133]) and of stochastic analysis
are presented here.
A.1 Basics of Probability Theory
In the following, (Ω,B,P) denotes a probability space, where Ω is the set of ele-
mentary events, B is the σ-algebra of events and P is the probability measure. The
symbol ω always specifies an elementary event ω ∈Ω.
Random variables (RVs) are measurable functions κ : Ω→ V, where V is a
measure space and they are written here in Greek letters. If V = Rd , then κ is
a random vector and this is emphasised by bold Greek letters. The σ-algebra
generated by a set of random-variables {κi}i∈I with an index set I is denoted
Σ({κi}i∈I).
Every random variable κ with values in V induces a probability measure on V
that is called Pκ. The distribution function of a real valued random variable κ is
called Fκ(k) = Pκ(−∞,k) = P{κ < k} and—if it exist—its probability density is
denoted by pκ(k) = dFκ(k)dk .
Random variables are often characterised by their statistics given by function-








where g is an appropriate function. Some important statistics are the mean µκ =
E(κ) , the variance varκ = E
(
κ2
)− µ2κ, and the standard deviation σκ = √varκ.
The probability that κ takes values in a P-measurable set B⊂V may also be writ-
ten in this way as P{κ ∈ B}= E(χB(κ)) , where χB is the characteristic function
of B.
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The covariance is a bivariate statistics of two random variables κ1 and κ2,
cov(κ1,κ2) = E((κ1−µκ1)(κ2−µκ2)). In general, multivariate statistics are ex-
pectations of functions g(κ1, . . . ,κm) in more than one random variable and may
be written for real-valued κ1, . . . ,κm as






g(k1, . . . ,km) dFκ1,...,κm(k1, . . . ,km), (A.2)
where Fκ1,...,κm is the joint distribution function of κ1, . . . ,κm.
A connection to numerical procedures is made clear in Section 3.3: When
stochastic problems are discretised, one usually starts with an abstract probability
space (Ω,B,P). Then the problem is represented in a finite number of independent
random variables θ(ω) = (θ1(ω), . . . ,θm(ω))T . Practical computations may then
be performed on the probability space induced by Pθ on the range of the random
vector θ. If the θ1, . . . ,θm are independent, then Fubini’s lemma may be used to
compute a multivariate statistics of the type given in Eq. (A.2) as






g(θ1, . . . ,θm) dFθ1(θ1) · · ·dFθm(θm). (A.3)
Such “coordinate systems” of independent RVs will usually be given by vec-
tors of independent Gaussian RVs. The reasons for this are that two Gaussian
RVs θ1,θ2 are independent if they are uncorrelated, i.e. if cov(θ1,θ2) = 0, and
that their linear combinations are also Gaussian. Hence, Gaussian RVs may be
transformed to independent RVs by linear algebra.
A Gaussian RV γ with mean µ and standard deviation σ will be denoted by










A centred Gaussian random variable with unit variance, N (0,1), is called stan-
dard Gaussian. The probability distribution function of a standard Gaussian ran-
dom variable will be called erf(x) := FN (0,1)(x).
Stochastic properties will often be specified as nonlinear transformations of
Gaussian random variables. For this, the well-known fact will be employed that a
standard Gaussian random variable is mapped to a random variable with distribu-
tion function Fκ by the transformation F−1κ (erf(N (0,1))) [e.g. 133].
A.2 Spaces of Random Variables
Some basics of stochastic analysis are needed; for introductions see e.g. [75, 100].
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A.2.1 Gaussian Banach and Hilbert Spaces
The Lp norms for random variables are defined as usual, ‖κ‖p = E(κp)1/p for
0 < p <∞ and ‖κ‖∞ = esssup |κ|. The space Lp = Lp(Ω,B,P) is the space of all
random variables on (Ω,B,P) that satisfy ‖κ‖p <∞. Just as in the deterministic
case, L2 is a Hilbert space, and Lp is a Banach space for 1≤ p≤∞. For 1≤ p <
∞, the dual is (Lp)′ = Lq with q−1 + p−1 = 1. Furthermore, Lr is a dense subset
of Lp whenever 0 < p≤ r ≤∞.
For centred variables γ1,γ2 ∈ L2, the expression (γ1,γ2)L2 := cov(γ1,γ2) defines
a scalar product with norm ‖γ‖22 := varγ. A Gaussian Hilbert space [e.g. 75]
Θ is a subspace Θ of L2(Ω,B,P) that only contains centred Gaussian random
variables and that is complete when equipped with this scalar product. Note that
the σ-algebra Σ(Θ) may be smaller than B; this is the usual case when stochastic
quantities are approximated in a finite number of independent random variables.
An important example of a Gaussian Hilbert space is the linear span of m
independent standard Gaussian random variables θ = (θ1, . . . ,θm). This space
may be identified with (Rm,Bm,Pθ), where Pθ is the Gauss measure, dPθ(x) =
(2pi)−m/2 exp(−|x|2/2)dx and where Bm is the Borel σ-algebra on Rm.
A.2.2 Measures on Topological Vector Spaces
Random fields are discussed in Section 2.2. They are collections of random vari-
ables κ(x) indexed by x ∈ R⊂Rd, but they may also be interpreted as RVs κ with
values in a function space V . Let us hence discuss how a probability measure may
be constructed on a topological vector space V, which will be assumed to be Ba-
nach or locally convex. For clearness, Gaussian measures [see 75, example 1.13]
are discussed first and general measures afterwards.
(a) A Borel probability measure P on V (with the Borel σ-algebra B) is said to
be Gaussian, if each continuous linear functional v′ ∈V ′ regarded as a ran-
dom variable on (V,B,P) is Gaussian. If each v′ ∈ V ′ is centred Gaussian,
then the completion of V ′ ⊆ L2(V,B,P) is a Gaussian Hilbert space.
(b) A random variable κ with values in V is Gaussian if ω 7→ 〈v′,κ(ω)〉 is a
Gaussian random variable for each v′ ∈V ′, where 〈·, ·〉 is the duality paring
on V ′×V . If κ is centred, then the set of all 〈v′,κ(·)〉,v′ ∈ V ′, is a linear
space isomorphic to the space V ′ considered in (a).
In general, measures are specified on the dual V ′ of a given topological vector
space V by their Fourier transform: A V ′-valued random variable κ is specified by
a generalisation of the characteristic function for real valued variables [e.g. 133],
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For a given functional Φκ on a nuclear space V, the following theorem states
conditions for the existence of a measure Pκ on V ′:
Theorem A.1: (Bochner-Minlos, see [44, Theorem 2, p. 350]) Any continuous,
positive definite functional Φκ on a nuclear space V with Φκ(0) = 1 is the Fourier
transform Eq. (A.5) of a countably additive positive normalised measure Pκ on V ′.
For example, the functional Φγ(v) := e−1/2‖v‖
2
L2 on the space of rapidly de-
creasing functions V = S(Rd) satisfies the conditions of the Bochner-Minlos the-
orem. It thus defines a Gaussian probability measure Pγ on the space of tempered
distributions V ′ = (S(Rd))′ with the Borel σ-algebra B of S′(Rd) equipped with
the weak-∗-topology. The measure Pγ is called the d-parameter white noise mea-
sure, and the corresponding V ′-valued random variable γ is called the d-parameter
white noise process [70].
The requirement in Theorem A.1 that V is nuclear is important—for example,
it is not possible to define a Gaussian measure on an infinite-dimensional Hilbert
space [e.g. 25, Chapter VII]—a Gaussian measure may instead be found on a
larger topological vector space into which the Hilbert space is densely embedded
[e.g. 75, Example 1.25].
For more examples of spaces with Gaussian probability measure, see [70].
A.2.3 Polynomial Chaos
The polynomial chaos is also called the Wiener polynomial chaos, the Wiener
chaos, or the Wiener-Itô Chaos. The name may be misleading: the polynomial
chaos is a space of orthogonal polynomials and the name was termed by its inven-
tor Norbert Wiener [180] long before the modern meaning of the word “chaos”
was established.
In the following, let Θ ⊆ L2(Ω,B,P) be a separable Gaussian Hilbert space.
The space of all multivariate polynomials of degree k is denoted by
Pk(Θ) := {p(θ1, . . . ,θm) | p is polynomial of degree k;θ1, . . . ,θm ∈Θ,m <∞}.
(A.6)
The space of all polynomials will be called P(Θ) := ∪∞k=0 Pk(Θ). Denote by ¯Pk
the closure with respect to L2 and define
H=0 := ¯P0, (the space of constants) (A.7)
H=k := ¯Pk	 ¯Pk−1, k ∈ N. (A.8)
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h0(x) = 1 h3(x) = x3−3x
h1(x) = x h4(x) = x4−6x2 +3
h2(x) = x2−1 h5(x) = x5−10x3 +15x
Table A.1: Hermite polynomials (unnormalised)
The vector space H=k is called the homogeneous chaos of order k and the vector
spaceH≤k := ∪kl=0 H=k is called the polynomial chaos of order k.
The space of polynomialsP(Θ) is dense in Lp(Ω,σ(Θ),P) for 0 < p <∞ [e.g.





is called the polynomial chaos decomposition or the Wiener chaos decomposition
of L2(Ω,Σ(Θ),P) [180].
An orthogonal basis of the polynomial chaos may explicitly be constructed
by multivariate Hermite polynomials. These are tensor-products of (univariate)
Hermite polynomials hk, where k ∈N0 specifies their degree; see Table A.1. Note
that the hk are orthogonal with respect to the Gaussian measure.
The construction of the polynomial chaos uses multi-indices. These are se-
quences α = (αi)i∈N of non-negative integers with only finitely many non-zero
elements. The set of all multi-indices will be denoted by
(N0)
N
c := {(α ∈ N0)N|only finitely many αi are nonzero}. (A.10)
The modulus and factorial of α ∈ (N0)Nc are defined as |α|= ∑i∈N αi and as α! :=
∏i∈N(αi!). The length of a multi-index is the largest i with αi 6= 0.
As Θ was assumed to be separable, it has a countable orthonormal basis of
random variables θ = {θi}i∈N. The multivariate Hermite polynomial for a multi-




This yields an explicit representation of the Wiener chaos: The set of all Hα(θ)
with |α| = k is an orthogonal basis of H=k. Hence, owing to the decomposition
Eq. (A.9), any Σ(θ)-measurable random variable on Ω with finite variance has an
L2 convergent approximation in the multivariate Hermite polynomials; this was
shown by Cameron and Martin [23].
In numerical applications, stochastic quantities may be approximated in the
polynomial chaos of order k over a finite-dimensional Gaussian Hilbert space
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H[0,0](θ1,θ2) = 1 H[1,0](θ1,θ2) = h1(θ1)
H[0,1](θ1,θ2) = h1(θ2) H[1,1](θ1,θ2) = h1(θ1)h1(θ2)
H[2,0](θ1,θ2) = h2(θ1) H[0,2](θ1,θ2) = h2(θ2)
Table A.2: Two-dimensional polynomial chaos of order 2.
Θ(m) with orthonormal basis θ = (θ1, . . . ,θm). The computations may then be per-
formed using the orthogonal basis ofH≤k that consists of all Hα(θ) with |α| ≤ k,
e.g. see Table A.2. Consequently, the m-dimensional polynomial chaos of degree
k is identified by the multi-index set
(N0)
m
≤k := {α ∈ Nm | |α| ≤ k}. (A.12)
For convenience, some properties of the polynomial chaos are collected below:
1. The vector space dimension of the polynomial chaos in m stochastic inde-







As Table A.3 shows, this number grows rapidly in the number of Gaussian
random variables and in the polynomial degree.





= α! δαβ, in particular ‖Hα‖2L2 = α! (A.14)
3. As the polynomial chaos is an orthogonal basis of L2 := L2(Ω,Σ(Θ),P), any




where f (α) = 1
‖Hα‖2L2
E( f Hα) = (α!)−1E( f Hα).
4. The projection f (α) may be computed analytically for smooth random vari-
ables. Let θ = (θ1, . . . ,θm) be an orthonormal basis of Θ and let a random
variable f ∈ L2(Ω,Σ(Θ),P) be given as a function f (θ1, . . . ,θm). If all its
partial derivatives belong to L2, then
f (α) = (α!)−1 E(Dα f ) , (A.16)
where Dα is the partial derivative with respect to the multi-index [e.g. 100,
Theorem 3.1].














20 3 1 771
5 ≈ 53 000
100 3 ≈ 177 000
5 ≈ 96 000 000
Table A.3: Vector space dimensions of the polynomial chaos of degree k in m independent
random variables.
A.3 Stochastic Distributions
Just as generalised functions (distributions) are continuous functionals on test
spaces of smooth functions [43], generalised random variables (stochastic distri-
butions) are functionals on test spaces of smooth random variables [70, 71]. The
distribution spaces considered here are called the Hida and Kondratiev distribution
spaces [15, 70, 71].
Analogous to the characterisation of tempered distributions by the Fourier co-
efficients of their Hermite expansion [e.g. 149, p.143], generalised random vari-
ables may be constructed as formal polynomial chaos expansions [70, 71]: Let
the multivariate Hermite polynomials Hα on a separable Gaussian Hilbert space
Θ be defined as in Eq. (A.11). Let V be a separable Hilbert space, let ρ ∈ [−1,1]
and r ∈ R. For any (formal) expansion f = ∑α f (α)Hα, with f (α) ∈ V for all
multi-indices α, define
‖ f‖2ρ,r := ∑
α
‖ f (α)‖2V (α!)1+ρ (2N)rα, where (2N)rα := ∏
j∈N
(2 j)rα j, (A.17)
and define (S)ρ,r as the vector space of all such f with ‖ f‖ρ,r <∞. Then ‖·‖ρ,r is
a norm and the spaces (S)ρ,r are separable Hilbert spaces [70, 71] equipped with
the scalar product
( f ,g)ρ,r := ∑
α
( f (α),g(α))V (α!)1+ρ (2N)rα. (A.18)
The dual of (S)ρ,r may be identified with (S)−ρ,−r and the duality pairing on
(S)−ρ,−r× (S)ρ,r is
〈F, f 〉 := ∑
α
(F(α),g(α))V α!. (A.19)
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It is obvious that (S)0,0 = L2(Ω). For ρ > 0,r > 0, the random variables (RVs)
f ∈ (S)ρ,r have coefficients ‖ f (α)‖ that decrease rapidly when the degree |α| grows
or when the length of α (the maximum index i of non-zero elements αi) grows.
For ρ,r > 0 the spaces therefore contain RVs that have faster decreasing coeffi-
cients than required for finite variance. By analogy to the Fourier transform of
deterministic functions, one may say that the larger ρ or the larger r, the more
regular are the random variables in (S)ρ,r. These spaces are test function spaces,
similar to the space of rapidly decreasing functions. Their duals (S)−ρ,−r are the
spaces of stochastic distributions or of generalised random variables. Members
of (S)−ρ,−r are generalised RVs or stochastic distributions, i.e. linear functionals
acting on the random test functions. For ρ ∈ [0,1] the (S)ρ := ∩k≥0(S)ρ,k (with
the projective limit topology) and their duals, the Kondratiev distribution spaces
(S)−ρ := ∪k≥0(S)−ρ,−k, may defined [71].
Now, approximations of RVs and generalised RVs in the polynomial chaos are
considered. Let f ∈ (S)ρ,q, and let f m≤k be its projection onto the m-dimensional
polynomial chaos of degree k, i.e.




An estimate for the error of this approximation was given by Benth and Gjerde
[15]:
Theorem A.2: (Benth and Gjerde [15, Theorem 3.1])
Choose p > 0 and q ∈ R such that r := p− q > r∗, where r∗ ≈ 1.53 solves
the equation r∗ = 2r∗(r∗− 1). Let ρ ∈ [−1,1]. Then for any f ∈ (S)−ρ,−q and










and where c1(r) = (2r(r−1)− r)−1 and c2(r) = 2r(r−1) · c1(r).
Remark A.1: An inspection of the proof given in [15, Theorem 3.1] reveals that
the estimate depends on r := p−q being greater than r∗, and still holds for p ∈R.
The proof concludes Eq. (A.22) from the inequality
‖ f − f m≤k‖−ρ,−p ≤ ‖ f‖−ρ,−q · c(m,k, p−q). (A.23)
A.3. STOCHASTIC DISTRIBUTIONS 149
Example A.1: The following example is given in [15, Example 3.4]: If p = q+2,
then r = 2 and c(m,k,r)2 = 1/2(m−1 +(1/2)k−1). Hence,
‖ f − f m≤k‖−ρ,−p ≤
1
2
‖ f‖−ρ,−p+2 · (m−1 +2−k+1). (A.24)




This appendix extends the brief discussion on high-dimensional integration of
Section 3.3.
The numerical techniques of this work require to evaluate high-dimensional
integrals. For instance, random fields are discretised in Section 3.4.2 by orthogo-
nal projection as κ(α) = E(κHα) and the Galerkin projections for nonlinear prob-
lems in Section 3.3 involve integrals E
( f (κ,u)Hβ). In general, integrals










ψ(ω1,ω2, . . . ,ωm)dPθ1(ω1) · · ·dPθm(ωm)
(B.1)
need to be evaluated. Several methods may be used for this and the following
integration techniques are presented here: Monte Carlo methods, Quasi-Monte
Carlo methods, full tensor product quadrature formulas, and Smolyak quadrature
algorithms [163].
Each of these techniques computes an approximation QZ( f ) of Eq. (B.1) by
evaluating the integrand in Z integration points ω(1), . . . ,ω(Z) ∈ Ω(m) and by lin-






B.1 Monte Carlo Methods
For introductions to Monte Carlo methods see e.g. [40, 155] or Caflish’s overview
article [22] and the references therein.
Monte Carlo methods choose the integration points {ω(i)} as Z independent
realisations of the random vector θ = (θ1, . . . ,θm)t and use wi = 1/Z. The integral
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and the estimate QZ(ψ) is a random variable converging almost surely to Q(ψ)
due to Kolmogorov’s strong law of large numbers. For large Z, the error εZ :=
|E(ψ)−QZ(ψ)| (a random variable) is
εZ ≈ σZ−1/2N (0,1), (B.4)
where N (0,1) is a standard Gaussian RV and where σ is the standard deviation
of ψ. The error is probabilistic and hence predictions can only be made with
some confidence level. An alternative convergence estimate based on the Koksma-
Hlawka theorem is discussed in the next section.
Due to the slow convergence rate of order O(σZ−1/2) evaluations with high
accuracy require a high computational effort and a reduction of σ is important.
Monte Carlo methods may be sped up by various techniques for variance reduc-
tion. Some common techniques [22] are briefly mentioned here: Antithetic Vari-
ables add integration points at−ω(i), which reduces the variance as the linear term
of the Taylor expansion of ψ(ω(i))+ ψ(−ω(i)) around zero has zero expectation.
Control Variates compute QZ(ψ− φ), where φ is a function with known E(φ).
Matching Moment Methods modify the sequence ω(1), . . . ,ω(Z) so that their sta-
tistical moments match the moments of the underlying distribution. Stratification
computes the integral over Ω(m) as the sum of integrals over disjoint sets parti-
tioning Ω(m) and may be enhanced by recursive application [142]. Importance
Sampling writes the integral as E(ψ) =
R
Ω(m)[ψ(ω)/p(ω)]p(ω)dPω(ω), where p
is a probability density similar to ψ. This is then interpreted as integration of
ψ(ω)/p(ω) with respect to the probability density p(ω)dPω(ω), and the integra-
tion points are generated accordingly.
Monte Carlo simulations require reliable pseudo-random number generators,
e.g. see [92] for an introduction. Inadequate random number generators produce
biased results (e.g. due to artificial correlations in tuples of pseudo-random num-
bers). As a finite state machine, every pseudo-random number generator repeats
itself after some number of iterations. Then the approximation error ceases to de-
crease. Hence, a random number generator must produce independent tuples and
have a large cycle length. On a parallel computer, the sequences in the individual
processes also need to be mutually independent.
According to Caflish [22], the pseudo-random number generators in [143,
chapter 7] are reliable. In a review of parallel random generators [29] some pack-
ages are recommended for parallel random number generation, e.g. the SPRNG
(Scalable Parallel Pseudo Random Number Generators) library [103] which per-
mits long sequences and which is also recommended in [22].
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B.2 Quasi-Monte Carlo Methods
Quasi-Monte Carlo methods evaluate the integrand in correlated points generated
from so-called low discrepancy series. An important estimate for the upper bound
in the error of an approximation of Q(ψ) = R[0,1]m ψ(ω)dω computed by QZ(ψ) =
Z−1 ∑Zi=1 ψ(ω(i)) from a series ω(1), . . . ,ω(Z) ∈ [0,1]m is the Koksma-Hlawka the-
orem [e.g. 22, Theorem 5.1]. It states that the integration error ε = |Im−QZ| is
ε≤V (ψ)DZ, (B.5)
where V (ψ) is the total variation of the integrand and DZ is the discrepancy of
the series {ω(i)}, see e.g. [22] for the exact definitions. Intuitively speaking, the
discrepancy is the maximal error in approximating volumes of rectangular sets
inside [0,1]m by using samples from the series. Caflish [22] states that the total
variation usually overestimates the error, while the discrepancy of the series is
usually a good indicator for the actual error. A sequence ω(1), . . . ,ω(Z) is called
quasi-random if its discrepancy obeys
DZ ≤ c(logZ)n Z−1, (B.6)
where c,n are constants. They are independent of Z but usually depend on the
dimension m. Often, n = m, and then the typical quasi-Monte Carlo error is ob-
tained as O(Z−1 · (logZ)m). For high dimensions, the term (logZ)m dominates,
but for many integrands a convergence rate of O(Z−1) is obtained [161].
Various quasi-random sequences have been developed, e.g. Halton’s [143,
Chapter 7.7] or Sobol sequences; see Niederreiter’s monograph [121].
According to Caflish [22], quasi-Monte Carlo algorithms often converge faster
compared to Monte Carlo in low dimensions, while their effectiveness reduces for
large dimensions. For non-smooth integrands, they may become less effective,
but their applicability may be increased by dimension reduction techniques. A
comparison with quadrature is given by Schürer [161].
B.3 Quadrature by Full Tensor Products
Quadrature methods for high dimensions may be constructed as tensor products
of one-dimensional quadrature formulas—e.g. of Gaussian, Clenshaw-Curtis, or
Simpson quadrature formulas [e.g. 143, 160]. Assume that in each dimension Ωi
a quadrature formula Q(i) is given (i = 1, . . . ,m), each with the same number of
nodes Z and each exactly integrating polynomials of degree k with respect to the
measure dPθi(ωi). The expectation E(ψi(θi)) of a function ψi : Ωi→ R may be











where w(z)i are the weights and ω
(z)
i ∈Ωi are the nodes of the quadrature formula
Q(i),z = 1, . . . ,Z.
A quadrature formula Qm on Ω(m) may be constructed as tensor product of
the one-dimensional quadrature formulas, Qm := Q(1)⊗ ·· ·⊗Q(m). The integral























This formula is exact for multivariate polynomials with (partial) degree up to k,
where a multinomial ωα11 · · · · ·ωαmm has (partial) degree k if αi ≤ k for all i.
The computation of Eq. (B.8) requires Zm evaluations of the integrand. This
is not feasible for high dimensions: for example, in m = 30 dimensions it requires
more than a billion function evaluations if z > 1.
B.4 Smolyak Quadrature and Sparse Grids
Quadrature formulas based on Smolyak type combinations [163] of one-dimen-
sional quadrature rules were applied successfully to high-dimensional integration,
e.g. to 360-dimensional problems [137, 139]. Other names for such construc-
tions are sparse grid methods, Biermann interpolation, Boolean methods, discrete
blending methods, or hyperbolic cross points; see [45, 123, 125] and the refer-
ences therein. The following exposition is based on [45, 125].
The Smolyak Construction: The Smolyak quadrature formula requires quad-




3 , . . . in each dimension Ωi, i = 1, . . . ,m. Assume that
every method Q(i)l of level l exactly integrates polynomials of degree not exceed-
ing kl (independent of i) with respect to the measure Pθi, with kl+1 ≥ kl . Addi-
tionally, assume that each Q(i)l has the same number of nodes Zl, where all lowest
order methods use only one node, Z1 = 1. The set of nodes used by Q(i)l will be
called Ξ(i)l = {ω(i)l,1, . . . ,ω(i)l,Zl} and the weights will be denoted by w
(i)
l,1, . . . ,w
(i)
l,Zl .
As discussed in the previous section, tensor products of quadrature formulas
are not practical in high dimensions if they all use more than one node. But if the
tensor product combines high order formulas in few dimensions with low order
formulas in the other dimensions, then the resulting formula may be feasible in
high dimensions.
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For an l = (l, . . . , lm)t ∈ Nm, a quadrature formula for functions ψ : Ω(m)→ R
may be constructed as
Ql := Q(1)l1 ⊗·· ·⊗Q
(m)
lm




















As the lowest order quadrature formula uses Z1 = 1 points, the evaluation of Ql(ψ)
is feasible even in high dimensions if li 6= 1 for only few i.
The Smolyak construction combines such formulas. Let Q(i)0 := 0 for all i and
∆(i)l := Q
(i)
l −Q(i)l−1, l ∈ N, i = 1, . . . ,m. (B.9)















Sparse Grids: Every tensor product formula Ql evaluates the integrand on a




lm . The Smolyak formula evaluates the










If the one-dimensional quadrature formulas are nested, i.e. if Ξ(i)l+1 ⊆ Ξ(i)l , then
Ξl ⊂ Ξl ′ whenever li ≤ l′i , i = 1, . . . ,m. This results in a smaller number of points
compared to the non-nested formulas and hence in a reduced numerical effort.
The resulting set of points Ξml may then be a sparse grid; see the examples dis-
cussed below and the plots for the Clenshaw-Curtis formulas in Fig. B.1. Explicit
formulas for the number of nodes in such a sparse grid, and efficient algorithms
for constructing it have been presented by Petras [139].
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Figure B.1: Grids for Smolyak quadrature.
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If the univariate quadrature formulas Q(i)l , i = 1, . . . ,m, exactly integrate func-
tions from spaces Vl, with Vl ⊂Vl+1 for all l, then [123, Theorem 2] the Smolyak




Example B.1: To integrate smooth functions ψ, a good choice may be to select
Q(i)l as the l-point Gauss formula corresponding to the measure Pθi [125].
For example, if θ is uniformly distributed, then Gauss-Legendre formulas may
be used (see the first row of Fig. B.1). If θ is Gaussian, then Gauss-Hermite
formulas may be used (see the second row of Fig. B.1).
As l-point Gauss formulas are exact for polynomials of degree at most 2l−1,
the resulting Smolyak formula Sml is exact for polynomials of total degree 2l−
1 according to Eq. (B.13), where a monomial ωα11 · · ·ωαmm has total degree k if
∑i αi = k.
Example B.2: Another common choice for the one-dimensional formulas are
Clenshaw-Curtis formulas. The Z-point Clenshaw-Curtis (CC) formula is exact
for polynomials of degree not exceeding Z.
CC formulas have lower integration order than Gauss formulas. Nonetheless,
they are often used [e.g. 123, 139] as their nodes may be nested: If Q(i)l is the CC
formula in Zl := 2l−1 + 1 points and if Q(i)1 is the 1-point CC formula, then their
nodes are nested and a sparse grid results for the Smolyak formulas Sml (see the
last row in Fig. B.1). The resulting formulas have a total polynomial exactness of
2l−1 + 1. The costs in computing the weights may be reduced by storing them in
a tree structure [137].
Schürer [161] compares adaptive and non-adaptive interpolatory quadrature
rules to Monte Carlo and quasi-Monte Carlo methods for dimensions up to m =
100. He shows by various experiments how the dimensions and the integrand’s
regularity determine, which integration method performs best.
Smolyak constructions may not only be used for quadrature, but also for the
interpolation of functions [60, 163], for the construction of finite element ansatz
spaces [61, 159, 192], and for finite difference discretisations [154].
B.5 Conclusions
Of the discussed integration methods, Monte Carlo methods are suitable for low
accuracy requirements and for integrands with small variance. They do not exploit
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the integrand smoothness, and their advantage is their dimension independence.
For efficiency, they need to be combined with variance reduction techniques.
Quasi-Monte Carlo methods may often have a better convergence rate than
MC methods and they take low order smoothness into account. As Gerstner and
Griebel [45] state, quasi-Monte Carlo methods may be advantageous compared to
Smolyak integration if the integrands are not smooth.
Smolyak constructions are well suited for smooth integrands, and Gerstner
and Griebel [45] state that they outperform both Monte Carlo and quasi-Monte
Carlo for smooth functions, except for very high-dimensional problems.
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Appendix C
A Simple Code Coupling Example
for StoFEL
This appendix shows the complete code that is necessary to solve the nonlinear
equation Eq. (5.1) in StoFEL. The equation to be solved is
a(θ)u(θ)+b(θ)u(θ)3 = f (θ). (C.1)
Its interpretation and examples of solutions were discussed in Section 5.2.1.
C.1 The PDE-Class for the Nonlinear Spring
The code that implements this example in the StoFEL framework is simple. None-
theless, it demonstrates all aspects of coupling a deterministic code with StoFEL,
apart from implementing a Mesh-subclass. All code examples are MATLAB [106]
programs.
The constructor creates an object of the class cpde_0dnl1, which implements
Eq. (C.1) in StoFEL. It is shown in Program C.1 on the next page. The lines 2–
3 decide that a nonlinear stationary SPDE is defined. There is only one spatial
degree of freedom. Hence, the underlying mesh for the geometry is defined in
line 5 as a vector of length 1 by creating an instance of the cmesharr-class, which
represents random vectors. In line 7, the names of the parameters are defined.
These will later allow to assign values to the parameters comfortably. The variable
pde.fields in line 8 will be used to store realisations of the parameters. The variable
pde.bc in line 9 is unused here; it is used when implementing a class for an SPDE
to represent realisations of fields on the boundaries.
set_params(): This method is called to assign a realisation of the stochastic
equation to the PDE-object. Its source code is simple for this example and is
160 APPENDIX C. A SIMPLE CODE COUPLING EXAMPLE FOR STOFEL
1 function pde = cpde_0dnl1(params)
2 pde.is_nonlinear = 1; % classification
3 pde.is_stationary = 1; % classification
4 pde.spatial_dim = 1; % spatial dimensions
5 pde.mesh = cmesharr( 1 ); % Mesh with one DOF
6 pde.spatial_dof = 1; % spatial DOF number
7 pde.field_names={’c’,’a’,’f’}; % Field-names
8 pde.fields = {};
9 pde.bc = {};
10 pde = class(pde,’cpde_0dnl1’,cpde);% return PDE-object
Program C.1: The constructor for the nonlinear spring example
1 function pde = set_params( pde, field_vals, bc_vals )
2 pde.fields = field_vals;
3 pde.bc = bc_vals;
Program C.2: The set_params()-method for the nonlinear spring example
shown in Program C.2. This method sets the values of the parameters and thus
yields a realisation of the SPDE. The bc_vals-member variable in line 3 is required
for compatibility with StoFEL and is not used in this simple example.
get_resid(): The get_resid()-method may be used only after the set_params()-
method was called. It computes the residual and is implemented in a straightfor-
ward manner in Program C.3:
1 function [pde,r] = get_resid( pde, u );
2 r = (pde.fields.a.*u+pde.fields.b.*u.^3)-pde.fields.f;
Program C.3: The get_resid()-method for the nonlinear spring example
solve(): This method computes a realisation of the solution of the SPDE and
may be called only after calling set_params(). It is shown in Program C.4. The
solution is computed in lines 3–6 by a formula for cubic equations.
jacobian() The jacobian()-method computes the derivative with respect to u
and is shown in Program C.5.
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1 function [pde,u] = solve( pde )
2 a=pde.fields.a; b=pde.fields.b; f=pde.fields.f;
3 expr2=(9*sqrt(b).*f+sqrt(3).* ...
4 sqrt(4*a.^3+27.*b.*f.^2)).^(1/3);
5 u = -(2/3)^(1/3)*a./(sqrt(b).*expr2)+...
6 expr2./(2^(1/3)*3^(2/3).*sqrt(b));
Program C.4: The solve()-method for the nonlinear spring example
1 function [pde,jac] = jacobian( pde, u )
2 jac = pde.fields.a + 3.* pde.fields.b.*u.^2;
Program C.5: The jacobian()-method for the nonlinear spring example
C.2 Using the Nonlinear Spring Class
Above, the MATLAB-code implementing the PDE-class for the nonlinear spring
example in StoFEL was presented. It is shown now, how Eq. (C.1) may be solved
using this class.
The code-examples below are simple. Nonetheless, SPDEs are defined and
solved in StoFELin the same manner. The main difference between solving this
simple example and SPDEs in StoFEL is that SPDEs require more data in their
definition and that more parameters affect their discretisation. Apart from this, the
commands used to solve and to define SPDEs are the same as shown here.
Defining an SPDE-instance: The cpde_0dnl1-class presented above is used in
Program C.6 on the next page to define an SPDE-object representing Eq. (C.1).
The PDE-object is instantiated in line 2. Following this, two random variables
named sfa and sfb are defined in lines 5–11. Both are chosen as β(1/2,1/2)-
distributed. Their distributions are defined by the cdistrib_gauss_beta-object cre-
ated on line 7 and by the type of the underlying random variables, which are
defined as Gaussian in line 8. If one would set here base_rvtype=1, then the un-
derlying random variables would be uniformly distributed. As a and b are random
variables, the covariance is set to a constant (line 9). Lines 10 and 11 use the
parameters set above to define the random variables. Random fields and random
variables are always defined on Mesh-objects. As the mesh-object of the PDE was
chosen as a vector of length 1, lines 10 and 11 define random variables.
In line 14, a csfield_list-object is created. Objects of this class hold all random
fields of the SPDE and are used later to discretise these random fields. In lines
15–16, the random variables sfa and sfa are added to this list. Lines 17–19 define
the parameters a and b of Eq. (C.1) as references to the random variables sfa and
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1 function spde = def_spde0d_nl1
2 pde = cpde_0dnl1; % The PDE object
3
4 % define random variables a and b
5 params.add = .1;
6 params.scale = 0.5;
7 distrib = cdistrib_gauss_beta( params );
8 base_rvtype = 0; % Gaussian RV
9 cov = ’1’;
10 sfa = csfield(’a’,pde.mesh,cov,base_rvtype,distrib);
11 sfb = csfield(’b’,pde.mesh,cov,base_rvtype,distrib);
12
13 % Add random variables to the list of random fields
14 sf_list = csfield_list;
15 [sf_list, sfa_ref] = add( sf_list, sfa );
16 [sf_list, sfb_ref] = add( sf_list, sfb );
17 fields.a = sfa_ref;
18 fields.b = sfb_ref;
19 fields.f = cfield( ’f’, pde.mesh, 1); %deterministic
20
21 % Define SPDE
22 spde.pde = pde;
23 spde.fields = fields;
24 spde.bc = {}; % no boundary conditions
25 spde.sf_list = sf_list;
Program C.6: Definition of an SPDE object for the nonlinear spring example
sfa. Line 19 sets the parameter ‘f‘ of Eq. (C.1) to be a deterministic constant with
value 1. Finally, lines 22–25 store all these data in the SPDE-object.
Using the SPDE-object: It is shown below how this SPDE-object may be used:
1 spde = def_spde0d_nl1;
2 [spde.omega,spde.sf_list]=discretise(spde.sf_list);
On line 1, the SPDE-object is instantiated by calling def_spde0d_nl1 defined
in Program C.6. In line 2, the stochastic space is discretised using the default
settings and the object spde.omega is obtained, which describes the probability
space. For a real SPDE, one would beforehand configure in an options-database
how many terms of the Karhunen–Loève expansions to keep for each random
field, but this is not necessary for this simple example.
Solving the SPDE in a Monte Carlo Fashion: Once the random fields are
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discretised, the mean and the variance of the solution may be computed in a Monte
Carlo fashion. The following code fragment is used for this:
3 quad_opts.type = ’SM’;
4 quad_opts.quad_rule = ’GS’;
5 quad_opts.quad_stages = 7;
6 quadu=omega_quad( spde.omega, quad_opts, ...
7 ’spde_eval_solution’, {spde} );
8 u_mean = quadu.mean
9 u_var = quadu.var
Lines 3–5 choose the integration method. The ‘SM’ in line 3 stands for
Smolyak quadrature. One might instead also specify ‘FT’ for full tensor prod-
uct quadrature, or ‘MC’ for Monte Carlo integration.
Line 4 selects the one-dimensional quadrature rule used to compose the high-
dimensional quadrature rule. Here, ’GS’ indicates that a Gauss quadrature rule
is used. By specifying ‘CC‘ instead, one might also use nested Clenshaw-Curtis
quadrature rules. Line 5 chooses the order of integration and lines 6–7 perform the
high-dimensional integration: the command omega_quad integrates the results of
the function given in its third argument. The function that is integrated over the
probability space is here spde_eval_solution. It computes realisations of solutions
for the SPDE-object. Lines 8–9 retrieve the mean and the variance of the solution.
Polynomial Chaos solution: A Galerkin solution in generalised polynomial
chaos requires more configuration steps:
10 spde.ansatz = ansatz_pcss_create( spde.omega, 4);
11 bfgs.max_iter = 20;
12 bfgs.tolerance = sqrt(eps);
13 pde = set_params( pde, qsf.mean, {}, 1 );
14 qJ = omega_quad( spde.omega, quad_opts, ...
15 ’spde_eval_bdiag’, {spde,u});
16 bfgs.H0 = diag(qJ.mean)




21 u_mean = get_mean(u);
22 u_var = get_var(u);
In line 10, a generalised polynomial chaos ansatz of degree 4 is created. Here,
the orthogonal ansatz functions are automatically chosen according to the types
of the independent random variables θ1,θ2 used in the SPDE-definition.
164 APPENDIX C. A SIMPLE CODE COUPLING EXAMPLE FOR STOFEL
Lines 11–16 configure the BFGS-solver. Lines 14-15 compute the block-
diagonal preconditioner by integrating the Jacobian over the probability space.
Storing the preconditioner as a matrix is possible for this simple example. For
true SPDEs with many spatial degrees of freedom it is usually not possible to
store the preconditioner as a matrix. Instead, the BFGS-solver may be configured
to call the deterministic solver as a preconditioner when solving SPDEs.
The BFGS-solver is executed in lines 17–19. It computes the response surface
u. The mean and the variance of u are computed in lines 21–22. Other statistics
of the solution may now be computed by sampling from the response surface.





A consistent notation is used in the text. A glossary may be found in Appen-
dix D.1, notational conventions are discussed in Appendix D.2 and a commented
list of symbols is shown in Appendix D.3. See also the index on page 170.
D.1 Glossary
The following abbreviations are used:
CC Clenshaw-Curtis (quadrature rule)
CDF Cumulative distribution function (of a random variable)
Deterministic Code See deterministic solver
Deterministic Solver It is assumed that the spatial discretisation is performed
by some existing simulation software, which is called the
deterministic solver or the deterministic code
DOF Degree of freedom
FE Finite element
FEM Finite element method
FORM First order reliability method
KL Karhunen–Loève (e.g. KL-expansion, KL-series)
PDE Partial differential equation
PDF Probability density function
RF Random field
RV Random variable
SFEM Stochastic finite element method
SORM Second order reliability method
SPDE Stochastic partial differential equation
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D.2 Notation and Conventions
The following general conventions are used:
u Vectors are written in small bold italic letters.
u Block vectors are written in small bold upright letters.
K Matrices are written in capital bold italic letters.
K Block matrices are written in capital bold upright letters.
γ,κ,ξ Random variables and random fields are written in Greek letters.
γ,κ,ξ Random vectors are written in bold Greek letters.
α,β, ι These Greek letters denote multi-indices.
κ(α) A superscript multi-index denotes the coefficient of a random variable in
its polynomial chaos expansion.
κm≤k This is the projection of a random variable onto the m-dimensional poly-
nomial chaos of degree k.
The following conventions are used for random variables and random fields:
u(ω) This is the random variable u expressed as a map on the space of elemen-
tary events, u : Ω→ R.
u(θ) This is the random variable u expressed as a function of the mutually in-
dependent basic random variables θ = (θ1,θ2, . . .), with θi : Ω→ R. This
is a short form for u(θ(ω)).
u(θ) Approximations of the random variable u in a finite subset θ = (θ1, . . . ,θm)
of the mutually independent basic random variables θ = (rv1,θ2, . . .) are
written as u(θ).
u(ω) A realisation of the random variable u, where ω = (ω1, . . . ,ωm) ∈ Ω(m)
denotes a realisation of the random vector θ = (θ1, . . . ,θm).
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D.3 Symbols
The following symbols are used in the text:
‖ · ‖p Standard Lp-norm (Appendix A.2.1)
‖ · ‖∞ Standard L∞-norm, essential supremum (Appendix A.2.1)
‖ · ‖ρ,r Hida distribution and test function norms (Appendix A.3)
‖ · ‖ρ Kondratiev distribution and test function norms (Appendix A.3)
〈·, ·〉 Duality pairing (Appendix A.2.2)
(·, ·) Scalar product (Appendix A.2.2)
|α| Modulus of a multi-index, |α|= ∑i∈N αi (Appendix A.2.3)
α! Factorial of a multi-index, α! := ∏i∈N αi! (Appendix A.2.3)
 The Wick product (Section 2.3.2)
α,β, ι Multi-indices (Appendix A.2.3)
B σ-algebra of events of the probability space (Appendix A.1)
χB Characteristic function of a set B
C∞c (R) Smooth functions with compact support in R⊂ Rd
covκ Covariance function of RF (Section 2.2)
Cκ The covariance matrix of a random vector κ(ω)
d Dimension of the spatial domain R⊂ Rd (Section 2.2.1)
∆ The Laplace operator




,α,β ∈ I (Section 4.1)
erf(x) Distribution function of a standard Gaussian RV (Appendix A.1)
E(·) Expectation operator, E(g(κ)) = RΩ g(κ(ω)) dP(ω) (Appendix A.1)
fκ(x) Probability density function of real-valued RV (Appendix A.1)
Fκ(k) Probability distribution function of real-valued RV (Appendix A.1)
γ Gaussian RV or Gaussian RF γ(x,ω),x ∈ R,ω ∈Ω (Section 2.2.3)
hi(x) Hermite-polynomial of degree i (Appendix A.2.3)
Hα(ω) Multivariate Hermite-polynomial for multi-index α (Appendix A.2.3)
˚H1(R) Sobolev Hilbert space of weakly differentiable functions
H=p Homogeneous chaos of degree p (Appendix A.2.3)
Hm=p m-dimensional homogeneous chaos of degree p (Appendix A.2.3)
H≤p Polynomial chaos of degree p (Appendix A.2.3)
Hm≤p m-dimensional polynomial chaos of degree p (Appendix A.2.3)
I Identifies the stochastic ansatz, I ⊂ (N0)Nc (Section 3.4)
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J (I) Identifies expansion of operator, J (I)⊂ (N0)Nc (Section 4.1)
κ Random field κ(x,ω),x ∈ R,ω ∈Ω (Section 2.2.1)
κ(α) Projection of RF onto Hα (Section 3.4)
κ1,κ2, . . . Karhunen–Loève eigenfunctions, κi ∈ L2(R) (Section 3.1)
K(θ) Stochastic system matrix (Section 3.2)
K (ι) Polynomial chaos projection of system matrix (Section 4.1.1)
K i System matrix for i-th KL-eigenmode as material (Section 4.1.2)
Kl The l-term truncated KL-expansion of system matrix (Section 4.1.2)




α,β∈I of Galerkin method (Section 3.4.3)
λi KL-eigenvalues, λ1 ≥ λ2 ≥ ·· · ≥ 0 (Section 4.1.2)
µκ Mean of RV or RF κ (Appendix A.1)
µκ Mean vector of the random vector κ
m Number of independent random variables
n Size of spatial ansatz (Section 3.2)
N(x) Spatial ansatz functions, N (x) = (N1(x), . . . ,Nn(x)) (Section 3.2)
N (µ,σ2) Gaussian RV with mean µ and variance σ2) (Appendix A.1)
(N0)
N
c Space of multi-indices (α ∈ N0)N (Appendix A.2.3)
(N0)
m
≤p Set of multi-indices α ∈ Nm with |α| ≤ p (Appendix A.2.3)
(Ω,B,P) A probability space (Appendix A.1)
ω Elementary event ω ∈Ω
Ω Set of elementary events (Appendix A.1)
ω An element ω = (ω1, . . . ,ωm) ∈Ω(m) (Section 3.1.5)
ωi An element ωi ∈Ωi, where Ωi is the range of θi (Section 3.1.5)
Ω(m) Image of the RVs θ, Ω(m) = Ω1×·· ·×Ωm, (Section 3.1.5)
Ωi Range of θi, Ωi := range(θi) = θi(Ω) (Section 3.1.5)
ω(i) Integration point for the integration in Ω(m) (Appendix B)
P Probability measure (Appendix A.1)
Pm Probability distribution of θ = (θ1, . . . ,θm) (Section 3.1.5)
Pκ Probability distribution of RV κ (Appendix A.1)
Pn(G) Vector space of polynomials on Hilbert space G (Appendix A.2.3)
QZ(ψ) Integration formula in Z integration points (Section 3.3)
ρκ(x,y) Correlation function of RF, ρκ(x,y) := covκ(x,y)√
varκ(x)varκ(y)
r(u(θ) Residual of semi-discretised SPDE (Section 3.2)
R Spatial domain, R⊂ Rd (Section 2.2.1)
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σκ Standard deviation of RV κ (Appendix A.1)
Σ(θ) σ-algebra generated by the θ = (θ1,θ2, . . .)
(S) Space of admissible stochastic functions (Chapter 2)
(S)ρ,r Hida distribution and test function spaces (Appendix A.3)
(S)ρ Kondratiev distribution and test function spaces (Appendix A.3)
(S)I Space of stochastic ansatz functions (Section 3.4)
S(Rd) Space of rapidly decreasing functions (Appendix A.2.2)
S(Rd)′ Space of tempered distributions (Appendix A.2.2)
Sml Smolyak formula of level l in m dimensions (Eq. (B.4))
θ Sequence of independent RVs, θ = (θ1,θ2, . . .) (Section 3.1.5)
θ Vector of independent RVs, θ = (θ1, . . . ,θm) (Section 3.1.5)
u SPDE solution (Chapter 2)
uh Solution of semi-discretised SPDE, uh ∈V h⊗ (S) (Section 3.2)
uh,I Series ansatz for SPDE solution, uh ∈V h⊗ (S)I (Section 3.4)
u(θ) Coefficient vector of semi-discretisation (Section 3.2)
u Coefficient block vector of Galerkin discretisation (Section 3.4)
varκ Variance of RV κ
V Admissible space of spatial functions (Chapter 2)
V h Space of finite element shape functions V h ⊂V (Section 3.2)
wi Weights w1, . . . ,wZ in an integration rule (Appendix B)
ξi Uncorrelated RVs in Karhunen–Loève expansion (Section 3.1)
ξ(ι)i Projection of ξi(θ) onto Hι, ξi(θ) = ∑ι xi(ι)i Hι(θ) (Section 3.4)
x Point in spatial domain, x ∈ R⊂ Rd
y Point in spatial domain, y ∈ R⊂ Rd
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Publications Written in the Course of This Thesis
Parts of the results of this thesis were already published or submitted for publica-
tion. For the reader’s convenience, they are summarised and commented below.
Overview of Publications
First versions of the iterative solvers for linear SPDEs were presented in [109–
111] and the first version of the solver for nonlinear SPDEs was described in [81].
Later versions of the nonlinear solver, a solver based on orthogonal projection, and
techniques for high-dimensional integration were published in [84, 87, 112, 113].
An older and less efficient version of the parallel solver was presented in [83,
86]. A newer description of the parallel solver is [85]. First results on adaptive
techniques based on dual methods were published in [82].
A review of the theory of SPDEs and an overview over various discretisation
techniques for linear and nonlinear SPDEs was given in the review [80]. A uni-
fied presentation of the discretisation of various types of SPDEs was submitted
for publication [113]. Aspects of the software framework and of visualisation
techniques were described in the master’s thesis [187] and were submitted for
publication [188].
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tic problems. In Proceedings of the Fifth World Congress on Computa-
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tion 4.5.
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[83] KEESE, A. and H. G. MATTHIES: Hierarchical parallel solution of sto-
chastic systems. In K. J. BATHE (editor), Computational Fluid and Solid
Mechanics 2003, volume 2, 2023–2025, Elsevier, Amsterdam, 2003.
Comment: Here, multilevel methods for linear SPDEs are described; see
Section 4.2.2.
[84] KEESE, A. and H. G. MATTHIES: Numerical methods and Smolyak quad-
rature for nonlinear stochastic partial differential equations. submitted,
2003.
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Proceedings in Applied Mathematics and Mechanics, 2:485–486, 2003.
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presented.
[87] KEESE, A. and H. G. MATTHIES: Sparse quadrature as an alternative to
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Comment: This article presents the direct integration technique of Sec-
tion 3.3.
[109] MATTHIES, H. G. and A. KEESE: Multilevel methods for stochastic sys-
tems. In ECCM-2001, Proceedings of the Second European Conference on
Computational Mechanics, Cracow, Poland, 2001.
Comment: This paper gives an account of the block-iterative methods and
of the multilevel solvers for linear SPDEs of Section 4.2.
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