We consider linear nite element operators de ned on rough functions in a bounded polyhedron in R N . Insisting on preserving positivity in the approximations, we discover an intriguing and, it appears, fundamental di erence between approximating functions which vanish on the boundary of the domain and approximating general functions. We also show (following Korovkin) that linear positive approximation operators are always limited to second order accuracy irrespective of the polynomial degree.
Introduction
We start with an informal description of our results. Precise formulations will be given in the rest of the paper.
Let be a bounded polyhedral domain in R N , N 2, with a simplicial edge-to-edge partition T with (variable) meshsize h. Let The needs of numerical analysis of nite element methods for partial di erential equations has led to the construction of approximation operators de ned on functions without pointvalues, such as those in W s p ( ) for ps N. Such operators typically involve averaging; we refer to Cl ement 3], Hilbert 5 ], Scott and
Zhang 8], and Strang 9] . The operator S k of Scott-Zhang into the Lagrange nite elements has the following properties:
(a) S k satis es (1.1) provided ps 1, which Of course, if we do have pointvalues, then the piecewise linear pointwise interpolation operator L 1 is such a positive operator (but L k is not for k 2). For rougher functions without pointvalues, one such operator I has been in- This error estimate is optimal in both order and regularity requirements, and it is valid for s; t integer; a more general result for s; t real will appear elsewhere.
The basic underlying idea is to de ne interior nodal values via averaging over a small ball and set boundary values equal to zero. Averaging preserves positivity and the symmetry of balls guarantees that a ne functions are locally preserved, thereby mantaining the second order approximation inherent to piecewise linear interpolation. It is easy to give a positive operator into the piecewise linears for general rough functions which is rst order accurate on smooth functions; see Remark 2.3 below. However, constructing second order positive operators with natural and desirable properties in the case of general rough functions (without zero trace on @ ) is impossible. This discloses a fundamental di erence between approximating functions with vanishing boundary values and approximating general functions. In support of this striking assertion, we present the following two results, Claims 2 and 3.
Claim 2 Let I : C( ) ! C( ) be a linear, bounded and positive operator which reproduces all a ne functions. Then I(u;x) = u(x) whenever x is an extreme point of .
This claim is proven in Corollary 1 of x3, and it hints at the possibility that more than rst order accurate positive operators will always require pointvalues. We note that every corner is an extreme point for a convex polyhedron , and that there are always several extreme corners for any . Since Throughout this paper, C will denote a positive constant, not necessarily the same at each occurrence. It will always be independent of h unless speci ed otherwise.
Positivity Preserving Operator into S 1 ( ; h)
In this section we assume that T is shape regular: for each element T 2 T the ratio of the largest ball contained in T to the smallest ball containing T is uniformly bounded. By convention, we let all elements T 2 T be closed.
Let B(x; r) denote the ball of center x and radius r. C is proportional to meas(T )meas(B i ) ?1 . Moreover, in the limit C 0 ! 0, the operator I reduces to L 1 which is not stable in any L p with p < 1.
Remark 2.2 Let us consider a plane polygonal domain (N = 2). We may de ne piecewise linear nodal values at interior nodes as before by averaging over centered discs. For a boundary node which is interior to a one-dimensional edge, we may de ne the nodal value as the average over a small symmetric interval on the boundary around that node (assuming the function has a trace). This preserves local second order accuracy. Similarly, at a reentrant corner, we may employ a centered line segment inside . However, at a convex corner, there is no similar construction. We show in the next two sections that this is no accident. Proof. We rst observe that it su ces to demonstrate the assertion for functions which vanish at x 0 . In fact, let w = u ? u(x 0 )f 0 2Ĉ(^ ) which satis es w(x 0 ) = 0 and I(w;x 0 ) = I(u;x 0 ) ? u(x 0 ) because of (3.1).
We next see by standard density (approximation) arguments that it is enough to consider functions w whose support avoids x 0 (and avoids @ in case of functions which vanish on @ ), i.e., supp(w) is a compact set in the set^ nfx 0 g. Since is polyhedral and x 0 is an extreme point, there exists a constant K > 0 such that the a ne function a of (3.4) satis es a(x) Kjx ? x 0 j; 8 x 2 :
We now set 0 (x) = " + " a(x) and realize that 0 v 0 in provided " is su ciently large. Since 0 is a ne, we arrive at the contradiction 0 I(v;0) I( 0 ; 0) = 0 (0) = ": Consequently, there is no such operator I.
It is our intention to exploit such an idea for operators I which are just almost-invariant on the a ne or piecewise linear functions. We give a general construction in Theorem 3, and we then apply it to speci c cases in Corollaries 4-6.
We assume that the nite element space S( ; h) satis We now choose and then h 0 su ciently small and use This is a contradiction which proves the assertion. We now give three applications of Theorem 3. We start with the simplest case p < N, which reveals the main idea. j log "j 1?1=N ; where ! 0 < is the interior angle of at x = x 0 and C depends only on N. This shows that (4.3) holds for " h 0 su ciently small since L will be chosen independently of " (see (4.9) below). 2. We now construct the barrier function 0 . We have for r " 0 (r) = Lj log "j L j log rj L+1 r ; 00 (r) = Lj log "j L r 2 j log rj L+2 ? L + 1 ? j log rj ; whence 00 (r) < 0 if r < e ?(L+1) . Therefore, for " small, is concave and 0 (r) (r 1 ) + 0 (r 1 )(r ? r 1 ) =: '(r) for 0 < r 1 < ". In view of (4.1), we set
3. With h 0 su ciently small, let "; r 1 , and L be given by " := h0 j log h0j ; r 1 := " 1+s=2 ; This shows that (4.6) holds with an exponent < s=2. Finally, applying Theorem 3, we conclude the proof.
Having shown that it is impossible to construct a linear positive operator more accurate than rst order with general nonvanishing boundary values, we turn our attention to the issue of quasi-invariance of S 1 ( ; h). We note that the operator I of x2 does not approximate the canonical basis functions i of S 1 ( ; h) with any order, namely, I( i ; x i ) ? 1 C > 0:
Our last result in this section demonstrates that it is impossible to improve upon this property. For notational convenience we introduce the following error functions e 0 (x) = I(1;x) ? 1; e 1;n (x) = I(y n ; x) ? x n ; e 2 (x) = I(jyj 2 ; x) ? jxj 2 ; where 1 n N. Korovkin This proves the assertion. The following three lemmas will enable us to prove Theorem 4 without any shape regularity assumption on the mesh T. Lemma 5.4 For any simplex T in R N let P be a parallelipiped with a vertex at a vertex V of T and edges given by 1=N times the edges of T meeting at V . Then P T.
Proof. This is clear using barycentric coordinates. Proof. We may assume for ease of notation that t = 0. One edge of P is on one of the longest edges of T, of size h(t); we let S 1 and S 2 be two parallel faces of P separated by h(t)=N. Let P 1 and P 2 denote the two pyramids formed by S 1 and t, and S 2 and t, respectively. Then meas(P 1 P 2 ) is a xed fraction of meas(T ), depending only on N, namely, meas(P 1 P 2 ) = N! 2N N meas(T ):
Introducing polar coordinates on P 1 P 2 we can write This proves the lemma.
Proof of Theorem 4. We recall that 0 is a cut-o function which is 1 in a neighborhood of 0 , and that we write I(f;x) for x 2 0 to mean I( 0 f; x). Since I is a local operator, that is I satis es (5.2), we infer that the de nitions of I(jyj 2 ; x); I(y n ; x) and I(1;x) are una ected by the choice of 0 if x 2 0 for H su ciently small. We thus conclude that (5.7) is valid provided both x; t 2 0 . Let T be a simplex in T contained in 0 , and let t be as in Lemma The range of I is all the piecewise quadratics, I reproduces the piecewise linears, and I is positive since I(u;x) = u(0)(1 ? x) 2 + u(1)x 2 + 2u(1=2)x(1 ? x):
Obviously, such an operator cannot also preserve quadratics locally as this would violate Theorem 4. In fact, x 2 is not preserved in this example.
