Abstract. Stability and control derivatives of Skywalker X8 flying wing from flight-test data are estimated by using the combination of the output error and least square methods in the presence of the wind. Data is collected from closed loop flight tests with a proportional-integral-derivative (PID) controller that caused data co-linearity problems for the identification of the unmanned aerial vehicle (UAV) dynamic system. The data co-linearity problem is solved with a biased estimation via priori information, parameter fixing and constrained optimization, which uses analytical values of aerodynamic parameters, the level of the identifiability and sensitivity of the measurement vector to the parameters. Estimated aerodynamic parameters are compared with the theoretically calculated coefficients of the UAV, moreover, the dynamic model is validated with additional flight-test data and small covariances of the estimated parameters.
Introduction
A system identification can be used to characterize forces and moments acting on a UAV. The UAV dynamic system identification is applied to find the functional dependence of aerodynamic forces and moments for the UAV motion and control variables based on flight-test data.
The aerodynamic characteristics of a UAV can be obtained by these methods:
(1.) computational methods, (2.) wind-tunnel testing (3.) UAV dynamic system identification from flight test data.
There are several advantages to perform the UAV dynamic system identification from flight-test data [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] :
• To verify and interpret theoretical, numerical and experimental (wind-tunnel test) predictions and results of the UAV dynamic characteristics;
• To find more accurate and realistic uncertain mathematical models of the UAV dynamics, used in the flight control systems design;
• To develop flight simulators, which require accurate representation of the UAV dynamic model in different flight regimes. Many UAV manoeuvres and flight conditions cannot be conducted simply in wind tunnel nor by analytical or numerical computations with sufficient accuracy or efficiency;
• To expand the flight envelope for a new UAV, which can include the stability quantification and control the impact of UAV modifications, configuration changes, or special flight conditions;
• To verify the UAV specification complied with the flight conditions.
There are four important principles known as Quad-M that must be considered in the identification of the flight vehicle ( Figure 1 ): good Manoeuvres or a persistent excitation, sufficient Measurements, a selection of suitable Model and Method [5, 12] . In general, an estimation of the aerodynamic coefficients can be performed in two ways:
(1.) Estimation after modelling, some methods include: equation error method, least square method (LSM), output error method (OEM), optimization methods (such as genetic algorithm, simulated annealing, pattern search), Kalman filter, filter error method or maximum likelihood method (Kalman filter+OEM), model error estimation; (2.) Estimation before modelling: singular system approach for unknown inputs estimation, GaussMarkov stochastic models for unknown inputs, combination of the Kalman filter and neural network, combination of stochastic models and an optimization methods [3-7, 9, 11-15] .
Particular application of the dynamic model determines its accuracy requirements and estimation or identification methods of the UAV dynamic model [1, 16] . A high accuracy level is required to process the parameter monitoring and failure detection. A medium to high level of accuracy is required for the verification of the theoretical model (off-line). A low to medium level of accuracy is required for the tuning of the control system parameters (off-line), adaptive control (on-line) and digital control system design (on-line and off-line) [1] .
Usually, optimal persistent exciting inputs (manoeuvres) are designed so that an assumed aerodynamic model structure (usually linear) would be adequate to characterize the data for estimating the aerodynamic coefficients of the flight vehicles [3, [5] [6] [7] . Flight tests are performed for the open loop conditions in the calm weather [3] . This eliminates the need to include the process noise in the model so that a simpler output-error method can be used in the data analysis and modelling. However, it is not always possible to fulfil all these conditions. Usually, wind is present in the flight tests and persistent exciting manoeuvres cannot be designed. In addition, in some models, feedback presence can lead to completely incorrect results of system identification [5, 6, 13] . Therefore, parameters estimates diverge from actual values or are multivalued. However, sometimes it is necessary to perform the identification in the presence of a feedback due to the instability of the object itself, the economy, the presence of inherent feedback, safety, production considerations, etc. Therefore, it is necessary to estimate the unknown parameters for weakly excited inputs in wind presence. Persistent excited parts of the data must be chosen in order to identify the unknown parameters based on the optimization criterion such as the sensitivity of the system output to the unknown parameters [6, 11] . In this paper, the combination of the OEM, LSM, and constrained optimization will be used in the presence of the wind and weakly exciting manoeuvres.
It must be considered that the time history match is always a necessity, but not a sufficient condition for the system identification [5] . An unrealistic value or sign for some parameters can occur due to an inadequate model or existence of some un-excited modes of the system. Inclusion of physical signs and bounds on parameters, fixing some parameters to priori values and interval estimation due to uncertainties must be taken into consideration in the practical application of parameter estimation methods based on the plant dynamics and the allowable range of parameters [5, 13] . These problems lead to a correlation or a lack of identifiability, singularity of information matrix, unrealizable parameters or large error covariances. It means that all parameters cannot be estimated separately while some of their linear combinations can be estimated. Identifiability problems can be solved by fixing parameters, a priori weighting, constraint optimization, rank deficient solutions, input design and model structure selection [5, 7] . Simulated Annealing optimization algorithm (SAOA) (which imitates the annealing process of metals) is used for the constrained optimization algorithm [17] . By using the SAOA, the probability of getting trapped in local optimums is avoided by adding randomness to the acceptance of a better direction in optimization procedure and initial acceptance of direction with worse value of the cost function. The optimization procedure can be restarted from the obtained minimum with a high probability of accepting worse values of the cost function.
Modelling the UAV's dynamics of motion can be performed on the basis of benchmark models, i.e. the model, that has passed multilevel checks and refinement of the physical experiments results in wind tunnels and flight tests. Since conducting a flight experiment is costly, for the development of identification algorithms, it is necessary to perform the simulation of the motion and take into account the noise and displacements of all sensors [3] . Then, the identification algorithms that have been tested for such models are recognized as reliable and suitable for a practical application. Therefore, linear models are generated for the nonlinear simulation of the Aerosonde, Skywalker X8 and a Zagi UAVs [18, 19] . The suggested methods are implemented and validated for the linear standard models to estimate the aerodynamic parameters. Next, the combination of these methods are applied for estimating the aerodynamic coefficients of Skywalker X8 flying wing (SX8FW) from real flight-test data.
Aerodynamics coefficients of the SX8FW were calculated theoretically in [19] . In this paper, its aerodynamic coefficients are estimated based on flight-test data and compared with theoretical coefficients of the 
SX8FW and the Zagi flying wing (ZFW).
A special case of a parametric identification is a so-called stiff system identification [3] . The presence of the fast and slow modes in such systems creates this feature, which leads to a divergence of identification algorithms. In [3] , aerodynamic parameters for a longitudinal motion of the DHC-2 "Beaver" aircraft were estimated with the LSM and Kalman filter in the computer simulation environment. Practically, it is not possible to use the LSM due to the measurement and process noise. In addition, it is difficult to tune the Kalman filter. Therefore, this study proposes a practical approach to apply deterministic equations for the FW motion and OEM for estimating aerodynamic parameters from real flight-test data. The problem is defined in the second section. OEM and identifiability problems of aerodynamic coefficients are discussed in the third section. Fourth section presents data co-linearity and its solutions for a lateral acceleration regression. All aerodynamic coefficients for the lateral dynamics are estimated with five different approaches in the fifth section. The conclusion and some suggestions for future work are given in the last section.
Problem statement
It is necessary to develop an identification procedure to estimate aerodynamic parameters of the SX8FW. This procedure needs to rely on the results of the flight experiments in the presence of wind and measurement noises. The measurements of Angular rates and lin- Table 1 respectively [18, 19] . These FW belong to mini UAVs [20] . The SX8FW uses the mini autopilot AP-AVIA, which was developed at the National Aerospace University named after N. Zhukovsky (KhAI) [21, 22] .
The errors of the AP-AVIA autopilot sensors are presented in work [22] . The frequency of the data recording can be 20 Hz (saved to an SD card by the autopilot) or 5 Hz (saved to a log file by the ground control station).
The study of the influence of the sensors accuracy on the UAV dynamic model identification is not carried out in detail since the accuracy of angles, angular velocities, and linear velocities seems to be sufficient for solving this problem. However, the standard deviations of these parameters were higher in flight due to the vibrations of the UAV engine and structure.
Body-axis and wind-axis reference frames for the UAV are shown in Figure 4 . The motion of the FW is controlled by elevons, which are moved by the automatic control system. A differentially angular deflection of the right (δ er ) and left (δ el ) elevons has the same effect as aileron (δ A ) and a commonly angular deflection of them has the same effect as elevator (δ E ) [18] :
Nonlinear dynamical equations of a motion in the presence of the wind can be written as [23] :
where 
where W is the wind vector in the inertial frame. The linearized lateral equations of motion, including the effect of the wind gusts, are:
no. / Estimation of Lateral Aerodynamic Coefficients for Skywalker X8
and matrices C Lat , D Lat F Lat are
It must be taken into account that the velocity components u, v, w in the state equations are computed at the centre of gravity. Therefore, all quantities in the state as well as observation equations should be defined with respect to the centre of gravity. Although the aircraft rates and the roll and pitch attitudes are not affected by the location of the centre of gravity, the measurements of linear accelerations and velocity components are influenced by the distance between the centre of gravity and the sensor position. The airspeed is measured at the pivot location which is installed in front of the UAV. It must be considered that the airspeed is measured almost along the x-axis, so the normal and lateral components of the wind are not observable and these components only affect the measured normal and lateral accelerations. However, the amplitude and angle of the wind in inertial frame are not changed rapidly; therefore, the UAV flies in four directions at the beginning of the flight to estimate the amplitude and angle of the wind. The amplitude and angle of the wind are practically used during the flight to compensate the effect of the wind. In other words, the lateral wind is estimated in advance. The airspeed components along the body frame axis at the sensor location are given by [5] 
where x s y s z s T is the sensor location in the body frame. In addition, sometimes, linear accelerometers are not mounted exactly at the centre of gravity. The accelerations at the centre of gravity can be derived from the measured accelerations at the sensor location using the following equations:
where a x , a y , a z are the accelerations at the centre of gravity, a xs , a ys , a zs the accelerations at the accelerometer location and x s y s y s T the accelerometer location in the body frame. Therefore
It must be noted that there is no rudder control surface in the FW and in most cases, Y p amd Y r are assumed to be zero.
OEM and identifiability problem
For a practical use in the aircraft parameter estimation, no process noise is considered in the maximum-likelihood algorithm. Therefore, the practical maximum-likelihood estimation algorithm can be developed for the state space model with a discrete measurement model in a discrete form. In case of no process noise, the negative log-likelihood function is formulated as follows [7] :
where
is the innovation error between measurements and model outputs. In the expression for J(Θ), it is assumed that the unknowns are the aircraft aerodynamic parameters. Elements of the R matrix and the initial conditions could also be included among the unknowns, but it is preferred to estimate them a priori as part of the data compatibility checking in order to minimize the number of unknown parameters [24] . If the measurement noise is assumed to be Gaussian with zero mean, then
The unknown R can be estimated by minimizing the likelihood function with respect to R:
After substituting the estimated R, the cost function for the output error is obtained in the following way:
Using the approximation for the second-order gradient of the cost function for the i-th iteration, the estimate vectorΘ i+1 is obtained from
where where m is the number of output signals and p is the number of unknown parameters, and matrix M is the approximation of the Fisher information matrix:
In order to have stable estimates with respect to a small deviation in the measurement data, it is necessary for the sensitivity coefficients ∂Θ ∂y to be nil or very small. Therefore, one criterion for the stability of the estimations can be written as [6] :
The elements of the sensitivity matrix H can be computed by solving sensitivity equations
Another way is to compute the sensitivities by a numerical method. The simplest one is to use a finite difference approximation. The accuracy of the parameters is given by the inverse of the information matrix. As it was pointed out, the diagonal elements of the matrix M form the Cramer-Rao lower bound of the parameter variance.
Cramer-Rao bound sometimes does not accurately reflect the true parameter variance. Incorrect assumptions about the measurement and process noise, modelling errors and non-linearity can cause a the lower bound and the actual parameter variance to differ [7] . This shows the importance of the accuracy and adequacy of the mathematical dynamic model.
The maximum likelihood parameter estimation method can be simplified when applied to a deterministic linear dynamic system. In this case, there is no process noise. The block diagram for the output-error parameter estimator is shown in Figure 5 . Close-toconstant wind disturbance and high frequency propeller noise practically acts on the UAV in the flight. It is possible to estimate the amplitude and direction of the near-to-constant wind in the inertial frame with the output error estimation algorithm ( Figure 6 ). It is worth noting that in this case, the actuator angular deviation is not measured. Therefore, the dynamic model of the UAV along with the actuator are identified together. Due to the rapidity of the actuator dynamics relative to the UAV, this approximation is acceptable ( Figure 7 ).
The mathematical model in the state space,
is identifiable if and only if the rank of the Jacobian vol.
∂Q(Θ) ∂Θ
equals p [6] , where:
where n is the length of the state vector and p is the length of the parameter vector Θ. Based on (19) and by using the OEM, all aerodynamic coefficients of the lateral dynamics for the FW are identifiable and the identifiability matrix is a 50 × 12 full rank matrix. It is possible to determine the quantity of the identifiability for these parameters based on the analysis of the singular values of the identifiability matrix. Singular values of the identifiability matrix for the lateral dynamics of the ZFW have a very wide range from 0.14 to 1.7 · 10 10 . The parameters, which correspond to the small singular values of the identifiability matrix, are called poorly identifiable parameters:
The set of singular values is divided in two subsets of small and large values. It can be said that the parameters C l β , C n δ A , C nr , C Y δ A , C lr and C Yr are the poorly identifiable ones. Therefore, it is difficult to guarantee the convergence of the parameter identification algorithm even in the presence of the persistent exciting input. However, there are usually co-linearity and poorly exciting inputs in the closed loop flight tests that further complicate the identification algorithm.
Co-linearity analysis for lateral acceleration regression
In order to demonstrate the detection of a co-linearity and the biased estimation techniques to solve it, the lateral data of the SX8FW were used. Part of the UAV lateral response is illustrated in Figure 8 . Time histories of the control surface δ A , and four response variables v − v w , p, r and −a Y after removing their mean values are shown. They show that a Y depends mainly on δ A and r terms, whereas the contribution of the remaining parameters is very small. In addition to the co-linearity, a low sensitivity of several terms in the aerodynamic model equation could also aggravate the estimation procedure and the accuracy of the estimates. Because of small changes in the input and output variables, the equation for the lateral force is formulated as
where u 0 and w 0 are longitudinal and vertical velocities in the body frame for trim conditions. Aerodynamic parameters Y 0 , Y v , Y p , Y r and Y δ A can be estimated by using the LSM instead of the OEM.
The singular values of the information matrix and the correlation matrix are investigated to detect and assist the co-linearity. The singular values, condition indexes and correlation matrix of the measured variables (without normalization) are presented in Table 2 . The singular values vary between 3.22 and 604.95 and there is one condition index greater than 50 that belongs to C Y δ A . But from the correlation matrix, it is possible to obtain three linear dependencies involving C Y β , C Yp and C Yr because elements of the correlation matrix for these parameters are greater than 0.7. Without a normalization, the condition number, with respect to the inversion for the information matrix (the ratio of the largest singular value of the matrix to the smallest), equals to 187.8. Large condition numbers indicate a nearly singular matrix [5, 7, 25] .
For further discussion and analysis, it will be more convenient and necessary to deal with regressor variables, which are centred and scaled to a unit length. Therefore, it is suitable to calculate singular values, condition indexes and a correlation matrix for normalized measured variables ( Table 2 . Detection and assessment of data co-linearity (without normalization). Based on the condition index analysis, the relative quality of estimation for these aerodynamic parameters are as follows:
Singular value σ j

Condition index σmax σj
Correlation Matrix
Equations (21) and (23) C Y δ A has the worst condition index, but there is a strong correlation between the lateral acceleration and this parameter. Therefore, the fit error is increased more than twice with removing C Y δ A from the regression. The parameter estimates for the lateral-force coefficient from an ordinary linear regression, principal components regression and mixed estimation are summarized in Table 4 . These estimates are compared with the theoretically calculated aerodynamic parameters of the ZFW and SX8FW in the first and second rows of Table 4 . The use of the ordinary LSM can result in non-physical values for parameter C Yp and a small value for C Y β . The principal components estimates of these parameters are close to the separately estimated parameters for C Y β and C Y δ A . The mixed estimation with a priori values for C Yp and C Yr also improves the parameter values. The estimate of C Y δ A has approximately the same value for all three techniques, which is the result of the very high sensitivity of this parameter despite of its small vol. Table 4 . Estimated aerodynamic coefficients and their 3σ deviations. singular value. However, there is a high correlation between the lateral acceleration and the aileron control signal.
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As indicated by the last column in Table 4 , the root mean square fit error, given as the estimation error of the lateral acceleration, is not significantly degraded by the principal components estimates and mixed estimation methods compared with the ordinary LSM.
It is concluded that it is possible to reduce the colinearity by removing the dependent parameters. In order to obtain some feel for the importance of parameters in (22) , the estimated parameters in this equation for the SX8FW are compared with the data for the aerodynamic parameters of the ZFW and SX8FW in Table 4 . Parameters estimation errors are three times larger than the standard deviation (3σ) shown in Ta The time history match of the lateral acceleration and prediction of its regressor, Figure 9 .
Estimation of aerodynamic coefficients of the lateral dynamics
Theoretical and Numerical values for the aerodynamic parameters of the ZFW and SX8FW were given in [18, 19] .These values are used as initial values for the parameters in the optimization algorithms. With an expert, it is possible to determine the accuracy and range of the uncertainty of the theoretical value for each parameter. Aerodynamic parameters C l β and C n β , which determine the static stability of the UAV, are more accurate than the other parameters can be theoretically calculated. However, there is a strong correlation between the roll angular rate p and aileron control signal δ A that makes the co-linearity problem. Therefore, it is preferable to cancel the co-linearity problem because it negatively affects the estimates of other parameters. These problems must be solved:
• To find physically acceptable estimates for parameters (a constrained optimization based on the accuracy of theoretical values of the aerodynamic parameters from expert).
• To solve the co-linearity problem by removing some dependent variables with the principle component estimate and mixed estimate methods in the constrained optimization algorithm. Table 5 . Aerodynamic parameters estimates and their deviations for SX8FW.
These approaches are used to apply the optimization methods for estimating the lateral aerodynamic parameters:
• OEM with only Modified Newton-Raphson or Gauss-Newton method with Initial Analytical Values from SX8FW (OEM-IAV): Analytical values of the aerodynamic parameters are used as initial conditions and the Gauss-Newton method is used to minimize the cost function for the unconstrained optimization. There are two shortcomings of this approach: 1. It is not able to find the global optimum with the Gauss-Newton method. 2. It leads to a large and unacceptable linear and angular accelerations. This means that absolute values for the time history of the right side of the dynamic equations are larger than the ones of the left side (for example, absolute values of L p p and N r r greater than the absolute values of p and r ). In this case, covariances for all estimated parameters are lower than 20 %.
• The LSM for the lateral acceleration and the OEM for lateral dynamic equations of motion with Analytic Constraints (LSM-OEM-AC): Analytical values of the aerodynamic parameters and their a priori analytical uncertainties based on an expert evaluation are used for the SAOA in constrained optimization. For removing the co-linearity, C lr and C n δ A are assigned zero and for the order reduction, estimated values for C Y β and C Y δ A in lateral acceleration regression are used in the constrained optimization stage. Then Gauss-Newton method is used to finalize the optimum values and covariances of the estimated parameters.
• The OEM with the SAOA and Gauss-Newton Table 6 . Aerodynamic parameters estimates and their deviations for SX8FW.
erations is an effective rule to validate the estimated parameters. It is possible to find an upper limit for absolute values of the parameters. Then, the SAOA for constrained optimization is used with bounds of this approach. And finally, Gauss-Newton method is applied to find final optimum parameters and their covariances.
• The LSM for the lateral acceleration and the OEM for the lateral dynamic equations of motion with Measured Constraints (LMS+OEM+MC): In this case, early estimated values for C r β and C r δ A by the LSM from the lateral acceleration are used in the OEM at the second stage. In this case, for the optimization, at first, the parameters C n δ A , C np and C lp are also fixed to remove the data co-linearity. Then, the parameters C np and C lp are made free in the optimization algorithm. And finally, GaussNewton method is applied to find final optimum parameters and their covariances. It can be seen that in this case, covariances of the parameters C n δ A , C Y β , C l β and C n β are very large and they are not estimated accurately.
• The OEM with the only Gauss-Newton method with Initial Analytical Values from the ZFW (OEM-IAV). From (21), for weakly identifiable parameters, C Y δ A and C n δ A are put to zero. These parameters have small contributions on outputs and it is possible to use zero value for them. The weakly identifiable parameters C lv and C lr are set to values between analytical ones for the ZFW and SX8FW. IAV-OEM is used with these conditions and initial conditions based on analytical values for other parameters of the ZFW.
In Tables 5 and 6 , estimation parameters with different suggested approaches are given. Output signals for mathematical models with estimated parameters of all of the approaches are given in Figures 10-14 . Identification quality indicators and properties of estimated aerodynamic parameters with five different approaches are discussed below:
• The largest value for the cost function is obtained with the OEM-IAV (ZFW) approach. For this approach, the time history match, especially for the yaw angular rate and roll angle, is reduced. The estimated aerodynamic coefficients with this approach are the most similar to the ZFW analytical ones.
• There is a tendency to increase the parameter C lp in the optimization process due to the correlation between the roll angular rate, p(t) and the aileron control signals, δ A (t). This tendency can be seen especially in the LSM-OEM-AC approach. Table 5 .
• Due to the slight change of the amplitude and direction of the wind in the inertial frame and disturbances due to the actuator (because the actuator worked without the position feedback), there is not a complete history matching between mathematical models' outputs to control signals and real flighttest measurements.
• A long time history of flight-test data can be used for an estimation of the parameters, which produce the DC gains of the different transfer functions.
• It must be noticed that due to the lack of the identifiability and the linear dependency between some flight variables, it is not possible to estimate all of the aerodynamic parameters. Depending on the degree of identifiability, the linear dependency between the variables is eliminated in the constrained optimization step and then the other aerodynamic parameters are estimated.
• It is suggested to use analytical values for some parameters, which make the DC gains, to remove the co-linearity problem and estimate the remaining parameters. Because, theoretically, these static stability derivatives are calculated more accurately than the damping and primary control derivatives. However, there are significant differences between estimated and theoretical ones regarding the LSM and OEM.
• It is visible that the roll rate is very noisy due to vibrations, especially from the propeller thrust.
• It is worth mentioning that the linear model predicts the dynamic behaviour of the SX8FW acceptably. In order to determine the structure and the number of parameters for the mathematical model, it must be considered that usually fitting error is decreased monotonically with the number of the parameters, but prediction quality of the model is not increased monotonically ( Figure 15 ) [27] .
• For the purposes of the prediction, the co-linearity does not cause a serious problem. It must be mentioned that mathematical models with different groups of estimated parameters have a good prediction capability. This shows the accuracy and adequacy of the mathematical dynamic model. However, there are differences between estimated parameters and analytical ones for the LSM-OEM-AC and LSM-OEM-MC and covariances of estimated parameters are large in comparison with the OEM-IAV approaches. However, it is possible to achieve physically meaningful estimations and low estimation covariances by allowing a tolerance to some increase of the cost function.
• Physical meaning, small estimation covariances and the dynamic model prediction capability are used for the model validation as effective indicators. In Figure 16 , the accepted prediction capability of the model using the estimated parameters with the OEM-IAV case (initial condition from analytical aerodynamic parameters of SX8FW) is shown.
• The OEM is a nonlinear optimization method. It is not possible to prove the achievement of the global minimum for it especially when there are many parameters. Therefore, it is helpful to use the LSM in the first stage for the lateral acceleration to decrease the number of parameters in the optimization stage (use of the OEM). However, LSM did not give estimates close to analytical parameters due to noisy measurements.
• In the OEM-IAV approach (with the initial condition from analytical aerodynamic parameters of SX8FW) estimated values of C Y β , C Y δ A and C n δ A are close to the ZFW aerodynamics and there are significant differences between estimated values from the LSM for the lateral acceleration. The OEM gave better results than the LSM, because it uses the multi-dimensional equations of motion and more effectively estimates parameters in the presence of the measurements noise. Aerodynamic coefficients, C l β , C lp , C n β and C nr are estimated close to the SX8FW analytical ones. Estimated values for C np and C n δ A are not matched with analytical ones for the SX8FW and ZFW. Estimated parameter, C lr has the value between the SX8FW and ZFW one.
• In the OEM-IAV approach (with the initial condition from analytical aerodynamic parameters of the ZFW), estimated values except for C l β and C lr are very close to the ZFW aerodynamic parameters with small covariances. For this approach, there are also significant differences between estimated values from the LSM for the lateral acceleration .Based on a singular value analysis, it is expected that parameters C Y δ A , C l β , C n δ A and C lr are badly estimated.
• The LSM-OEM-AC approach could find the smallest value for the cost function, because for this approach, large bound limits are used for the constraint optimization.
As it is previously stated, for the purposes of prediction, the co-linearity does not cause a serious problem. However, for the purposes of the estimation of the parameters, biased estimation methods can be used. The increase in the number of flights alone does not lead to a significant increase in accuracy, since flights are similar in manoeuvre and, accordingly, in the nature of the input signal. The number of measurements in the experiments depends on the frequency of the data recording (20 Hz) and flight time (10-40 minutes). According to statistical properties, the amount of data is sufficient for an identification, but the spectral properties of the input signals depend little on the flight time.
Conclusion
The Aerodynamic coefficients of the lateral dynamics for the SX8FW were estimated from flight-test data with a co-linearity problem based on the combination of constrained optimization, LSM, and OEM. And several approaches, such as parameter fixing, principle components estimation and a mixed estimation with the LSM and the OEM in constrained optimization, were applied to solve the co-linearity problem for estimating aerodynamic parameters. The data colinearity leads to a not repeated and unstable estimation of the parameters with large covariances. Therefore, it is necessary to accept some biased estimations and remove the correlation between some variables by fixing or omitting the corresponding parameters to solve the co-linearity problem and estimate the other aerodynamic parameters correctly. As a quality indicator of the estimation to validate the estimated parameters, the physical meanings for aerodynamics parameters, theoretical values of the parameters for the FW being studied and a similar one, small covariances for the estimates, repeated and stable estimates for parameters, and prediction capabilities of the estimated dynamic model for other flight-test data were used. With additional and persistent flight-test data; it is possible to remove the data co-linearity and nearsingularity problems. In addition, the time-varying model for the wind in an inertial frame can be used to improve the model adequacy. The approaches considered for the SX8FW have shown satisfactory results and in the future, we propose to use them for other types of aircrafts, including vertical take off and landing vehicles. The work will continue in the direction of developing a real-time identification and control system tuning methods for such UAVs and designing a safe and optimal persistent exciting manoeuvre to remove the co-linearity problem in the UAV system identification. The developed models will later be used to synthesize a robust control and testing in real flights. The modification of the criterion function in the identification process based on the a priori information is suggested to solve the linear dependency problem.
