We show that log-periodic power-law (LPPL) functions are intrinsically very hard to fit to time series. This comes from their sloppiness, the squared residuals depending very much on some combinations of parameters and very little on other ones. The time of singularity that is supposed to give an estimate of the day of the crash belongs to the latter category. We discuss in detail why and how the fitting procedure must take into account the sloppy nature of this kind of model. We then test the reliability of LPPLs on synthetic AR(1) data replicating the Hang Seng 1987 crash and show that even this case is borderline regarding predictability of divergence time. We finally argue that current methods used to estimate a probabilistic time window for the divergence time are likely to be over-optimistic.
INTRODUCTION
Log-periodic functions have received much attention because of the claim that they could be used to predict the times of singularities. While they are known to occur in hierarchical discrete scale-free networks [36] , they have been claimed to have been observed in many types of natural time/size series: earthquakes [5, 23, 29, 37] , icequakes [13] , forest fires [27] as well as evolutionary trees [30] , although such claims have not gone unchallenged [18] . But the most noticed application of such functions is to speculative bubbles of stock indices [4, 21, [32] [33] [34] , foreign exchange rates [28] , real estate [42] and commodity prices [11, 12] as well as downward spirals during the burst of the bubble [22, 25] . Given the importance of such phenomena, and the possibly important consequences of finding a universal model that could be applied to this remarkable variety of bubbles, it is of course necessary to assess the statistical signifiance of LPPLs regarding crashes, i.e., the predictive power of log-periodic functions in this context. The question is still unsettled as of yet [10, 14, 16, 24, 35, 38] . Problems are indeed numerous: what definition of a bubble and a crash to adopt [19, 26] [1]? should the price in a bubble always be increasing [6] ?, should one impose contraints on the fitted parameters [22] ? where to start a fit of a bubble [2] ? what test of goodness of fit to use [3] ? why having different lengths of the data window greatly affects the parameters of the best fit of the LPPL to the data [14] ? why leaving out a few data points can alter the parameters of the best fit sufficiently to change a no/bubble decision (see e.g. [26, footnote 4] )? why is the fitting error very sensitive to small (but not large!) changes in one of the parameters of the model [7] ?
What contributes to most if not all of these difficulties is that a stable best fit of an LPPL to the data is very hard to determine. Here we aim to show that this comes from the fact LPPLs belong to the family of sloppy functions, a terminology introduced in a series of papers by Sethna et al [8, 15, 17, 40] ; we will discuss in details what this means when applying LPPLs to noisy time series.
SLOPPINESS
Let us denote by p(t) the time series to be fitted, f the fitting function and Φ the set of parameters. Least-
where t 1 < t c , the time when the singularity (crash) occurs, and n is the number of free parameters. The best fitΦ to some given data corresponds by definition to the minimum of S, therefore, close toΦ,
. Assuming that Φ does not sit on a boundary of the parameter space, the curvature of S in a neighborhood ofΦ is positive; as a consequence, the Hessian ∂ 2 S ∂x∂y | Φ=Φ is positive-definite, thus all its eigenvalues are positive.
As shown recently in a series of papers (e.g. [8, 15, 17, 40] ), sloppy models are characterized by a separation of Hessian eigenvalues by orders of magnitude, which is all the more likely and evident when the models have many parameters. Combinations of parameters corresponding to larger eigenvalues are called stiff, while those corresponding to small eigenvalues are called sloppy. In other arXiv:1006.2010v1 [q-fin.GN] 10 Jun 2010
1.11·10 9 -0.00004 -0.00022 0.03198 0.00012 0.99943 0.01085 0.00158 1.21·10 7 0.00001 0.00005 0.99949 -0.00016 -0.03200 0.00176 0.00060 1.49·10 6 -0.00009 -0.00018 -0.00219 -0.00146 -0.01090 -0.98737 -0.15804 2.89·10 2 0.00862 0.01599 0.00025 -0.27339 -0.00012 0.15239 -0.94958 3.13·10 1 0.03973 0.08183 -0.00024 -0.95699 0.00017 -0.04192 0.27063 2.48·10 −1 0.39153 0.91509 -0.00003 0.09615 0.00020 0.00102 -0.00855 6.50·10 −3 -0.91915 0.39367 -0.00001 -0.01353 0.00005 -0.00031 0.00213 Table I . Eigenvalues, λ, and associated eigenvectors of the best fit of real price for the 1987 crash. Components of absolute value larger than 0.1 are in bold face. words, varying slightly a stiff parameter combination has a large influence on S, while changing sloppy combinations of parameters does not modify substantially S. This has two consequences, discussed in detail in the following sections: first, fitting sloppy functions must be done carefully; second, out of sample predictions from the best-fit values of sloppy parameters may be imprecise: as the noise from sample to sample changes, the fitted values of sloppy parameters are likely to change greatly. Let us apply this reasoning to the fitting of financial index prices p(t) with log-periodic functions, as used originally in this context in [34] ,
This is a seven-parameter fit, but as already noted in the original paper, minimizing S with respect to A, B, and C yields linear equations, which reduces the non-linear part of the fitting problem to four parameters. However, sloppiness concerns a priori all seven parameters. This is why we shall keep them all, i.e. Φ = {Â,B,t c ,α,Ĉ,ω,φ}, in order to give a fuller account of sloppiness. Once we understand what respective importance A, B, and C have in S, we will be able to focus on the other parameters.
It turns out that log-periodic functions are very sloppy: every crash we fitted resulted in a clear separation of eigenvalues by orders of magnitude. Let us take for example the 1987 crash in the Hang Seng index. The eigenvalues and eigenvectors of the Hessian of the best fit obtained by using the Levenberg-Marquardt algorithm to fit the 834 days preceding the crash, and retaining the best of a set of 20000 initial conditions, are shown for the best fit to real prices in Table I and to log prices in  Table II .
These tables contain several relevant pieces of information. First, the largest eigenvalue is at least 9 orders of magnitude larger than the smallest one, a definite signature of sloppiness; in addition, the eigenvalues are well spread over these orders of magnitudes. The associated eigenvectors confirm the wisdom that the stiffer a direction, the more likely that it is close to an axis, and reveresely for sloppy eigenvalues [17] . Next, the eigenvectors vary from crash to crash and can be quite different between real and log-prices: for the 1987 crash, the linear-fit parameters (A, B, and C) are completely disconnected from the other ones only in the case of real prices; curiously, this is not systematic, as both log and real prices of the 1997 crash lead to disconnected eigenvectors, for instance. When the eigenvectors associted to A, B, and C are not completely disconnected from the other four parameters, one should not fit them separately when estimating the error associated with t c , for instance (see section Discussion below and [8, 15] ).
We are of course chiefly interested in the role of t c : this crucial parameter turns out to be one of the most sloppy parameters and, as a consequence, its associated eigenvector is not along the t c axis but also comprises the phase φ and the frequency ω, meaning that in order to fit t c precisely, one should take this inter-dependency into account properly, which is not the case in the state- of-the-art papers on the topic that all rely on Levenberg-Marquart algorithm (see below for remedies). We also note that it seems slightly less sloppy for real prices than for log prices for the 1987 crash.
Sloppiness is intrisic to the LPPL equation, not only to the 1987 crash, nor just to dangerous times just before a crash. In order to convince oneself of this important point, Figure 1 plots the four eigenvalues associated with the parameters requiring a non-linear fit as a function of time in the 150 days preceding the 1987, 2000, and 2007 crashes on the Hang Seng, chosen randomly; it is obvious that the eigenvalues are well-spaced and that their typical spacing stays very large in the whole time series; their structure is also constant, with no crossing of eigenvalues. We have found the same behaviour for all the crashes investigated. Note, however, that some crashes lead to more sloppy fits than others, i.e., with an even larger eigenvalue separation.
It should be noted that in principle, some sloppy models can be unsloppied by a suitable change of fitting functions. For instance, fitting a function in [0, 1] with a sum of exponentials is known to be ill-posed [39] . However, using Hermite's polynoms lifts the sloppiness of exponentials [40] . Unfortunately, this approach relies on a symmetry assumption between the parameters that does not hold for LPPL.
Sloppiness has important consequences and, despite its negative connotation, these are not only negative. However, being aware that LPPLs are sloppy models helps understand several important aspects of making predictions with an LPPL, in particular with respect to the uncertainty associated to the most sloppy parameters; this will be discussed in the next few sections.
CONSEQUENCES OF SLOPPINESS

Sensitivity of tc
The main result of the previous section is that not only are LPPL functions sloppy, but that varying t c together with φ has little influence on square residuals. Reversely, changing slightly the input will vary tremendously t c . This explains first why the diagnostic of a bubble is sometimes sensitive to the addition or deletion of a single data point. By extension, the sensitivity of t c to noise must be investigated and one must understand how reliable can the fits of LPPL to noisy data be.
Quite tellingly, early papers using LPPL to predict various kinds of crashes used only a single fit, which, of course, is problematic in the light of sloppiness. Recent papers try to build a probabilistic window for t c [4, 20, 34, 41] . The problem one faces is to estimate a probability distribution for t c from a single noisy time series. The methods consists essentially in varying the beginning and end of the time series, thereby obtaining a distribution of fitted values for t c . But this only happens because LPPLs are sloppy and because t c is one of the least relevant variables in the fit. Thus, this new method uses the intrisic imprecision of LPPL regarding t c . This is the positive side of sloppiness. The negative side is of course that the imprecision on t c is a priori very large. In addition, there is no real guarantee that the distribution of t c thus obtained corresponds to anything meaningful. As we shall explain below, special methods have been devised for sloppy functions that are able to give reliable probability distributions for fitted variables from a single time series.
Fitting LPPL
First, using simple fitting algorithms is bound to be problematic for sloppy functions (see e.g. the discussion in [8] ) as most of them approximate to a first order the cost function variation when trying to find the next move in the parameter space. In the case of sloppy functions, however, one needs to take into account not only the gradient, but also the curvature of the cost landscape by computing the eigenvectors and following them, which is computationally more costly. A computational compromise is the Levenberg-Marquart method (used by people studying LPPL ever since the original paper) which approximates the Hessian with a product of gradients, thus implicitely assuming that the eigenvectors do not deviate much from the axes. While this is a reasonable approximation as regards some eigenvalues, as seen in Tables I  and II , it breaks down in particular for t c : this means that reaching a correct estimate of t c requires more sophisticated methods, such as the Rosebroch method [31] or the trust region algorithm [9] , at the cost of computional time. In this paper, we will restrict our attention to the performance and pitfalls of Levenberg-Marquart, hence applying such methods is beyond the scope of this paper.
Fitting full log-periodic functions with AR(1) noise
Among the recent progresses, the residuals were shown to be AR(1) [16, 26] . It makes sense, therefore, to create artificial data with AR(1) noise. Let us consider the very simple case where one adds some noise to a pure log-periodic function and applies a fitting procedure. More specifically, we fit f LP (t) + ση(t) where η follows an auto-regressive process η(t) = η(t − 1)(1 − λ) + (t), where ∼ N (0, 1), λ is the memory loss and σ tunes the strength of the fluctuations. AR(1) noise that mimicks the fit of LPPL functions to the 1987 crash is obtained with λ = 0.06 and σ = 25. A natural test of the predicting power of the fit to f LP is to consider a time series that starts at t = 1 and keeps expanding until t c . We created 1000 such samples and computed averages of fitted parameters for increasing time series length. The average estimates of the parameters, quite remarkably including t c , do converge to the true value at about 60 time steps (2.7 trading months) before the crash itself ( Figure 2) . Thus it turns out that fitting an LPPL to synthetic data generated by an LPPL with a level of noise comparable to that of real markets is possible and that the average estimate of t c behaves very well ahead of t c . Therefore, one concludes that Levenberg-Marquart works well for estimating average parameter values for synthetic data with many samples. Then a natural crash warning is obtained when the average of t c stabilises.
However, when given a single run, predicting t c is much more difficult: the standard deviation on t c is about a half of t c − t. Hence, since the residuals are Gaussian distributed (we have checked that it is the case), the 80% confidence window, as chosen in recent papers on pre-dictions with LPPL [4, 20, 41] , corresponds to a width of about 2 3 (t c − t), hence ranges from t c − (t c − t)/3 to t c + (t c − t)/3, while the 95% confidence ranges from t to t c + (t c − t). So when a crash warning is issued, the crash can occur any day at 95% confidence. Hence, predicting the date of a divergence is hard, even when the underlying time series is a real LPPL. The 1987 crash was chosen because LPPL fits it better than other ones. Hence, the above results yield worse results for the parameters associated with other crashes.
DISCUSSION
Given the attention devoted to LPPL and despite recent technical developments, it is important to realise how sloppy this kind of function is. The sloppiness of LPPLs implies that special care must be given when estimating the uncertainty on t c . The leap of faith of LPPL regarding bubbles is not the log-periodic nature of oscillations, but to try to fit data with functions that contain a divergence. Thus the discussion on t c is largely disconnected with the nature of the oscillations, as it is only related to a way to describe super-exponential growth. Obviously one can fit real data with a function that does not contain oscillations by setting C = 0, thus focusing on the super-exponential growth. We tried it on real data and while the precision on t c is slightly worse than that obtained with a LPPL, it is a simpler method of obtaining an estimate for t c .
The fit of synthetic data with AR(1) noise is most revealing for several reasons: it first shows that Levenberg-Marquart algorithm is adequate for noisy synthetic data, that is, when the underlying function is of LPPL type. Next, the uncertainty associated with t c in a realistic but nice case is quite large and is at the frontier of being exploitable. This strongly suggests that making predictions with real data is likely to yield worse uncertainties, since there is a priori no reason for the oscillations of real data to be systematically LPPL-based. Recent work that tries to estimate a probabilistic 80% confidence time window for t c is certainly a step in the right direction. But since the time windows usually proposed are more optimistic than the reference case considered here, it is very likely that the method used underestimates the uncertainty on t c . This is but an example of the problem of estimating parameter uncertainty from a single realisation of noise. As explained above, t c may fluctuate very much when the time series given in input is changed slightly because it is a sloppy parameter; hence, the mere fact that it does fluctuate is not an indication per se that the variance of the fluctuations approximates correctly its real uncertainty. Obtaining trustworthy predictions for sloppy parameters from a single time series is possible by Bayesian estimation [8, 15] . Further work will look further in this direction. [26] recently claim that the LPPL model has few false positives on the grounds that all five of the bubbles that they identified on the S&P500 between 3 January 1950 and 21 November 2008 "preceded wellknow crashes." Using a criterion for a crash of a drop by > 15% within 12 weeks identifies 12 crashes in this period, but only two of these (25/8/1987, 17/7/1998) were among the five claimed by [26, Table 3 ]; the other three "well-known crashes" (in 1994, 1997 and 1999) do not meet these quite lenient crash criteria.
[2] While the beginning of a bubble is supposed to be given by the lowest value since the previous crash, it may be moved from this minimum to some later date; in [22] the beginnings of half of the eight bubbles on the Hang Seng up to 1998 were thus moved [7] .
