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Kurzfassung
Auf viele in der Praxis anzutreffende Problemstellungen ist eine der quasistatischen Nä-
herungen der Maxwellschen Gleichungen anwendbar. Beispiele ergeben sich innerhalb der
Beschleunigertechnik im Rahmen der Auslegung zur Strahlführung benötigter Magnete
sowie in der Energietechnik bei der Bestimmung von Betriebsparametern elektrischer Ma-
schinen und der Vorhersage der Hochspannungsfestigkeit von Transformatoren. Während
der Design- und Entwicklungsphase derartiger Geräte bietet ein numerisches Modell ei-
ne komfortable Alternative zum vergleichsweise teuren Aufbau von Prototypen. Größe-
re Skalenunterschiede in den Materialparametern, den Zeitkonstanten und den geometri-
schen Abmessungen führen bei klassischen Modellierungsansätzen zu inakzeptabel hohem
Speicherbedarf oder unangemessen langen Rechenzeiten. Im Extremfall wird dadurch die
Simulation und mitunter auch die erwünschte technische Verbesserung an dem Entwurf
unmöglich. In der vorliegenden Arbeit werden zwei Ansätze zur Erweiterung des Ein-
satzgebietes elektromagnetischer Feldberechnungen verfolgt. Durch die Parallelisierung
der Algorithmen und der Simulationswerkzeuge erschließt sich ein Anwendungsgebiet für
weitaus größere Finite-Elemente-Modelle als bisher. Dies wird anhand der Berechnung der
elektromagnetischen Felder in einem supraleitenden Beschleunigermagneten, der am GSI
Helmholtzzentrum für Schwerionenforschung im Rahmen des Projektes FAIR entwickelt
wurde, veranschaulicht. Im zweiten Abschnitt dieser Arbeit führen die im zu untersuchen-
den Gerät vorhandenen räumlichen Symmetrien zu einem problemangepassten, effizienten
und eine hohe Genauigkeit erzielenden Diskretisierungsansatz. Falls sich die räumliche
Ausdehnung in einer oder mehreren ausgezeichneten Richtungen als wesentlich größer als
in den verbleibenden erweist, reicht ein Modell mit einer geringeren räumlichen Dimen-
sion aus. Bei tatsächlich dreidimensionalen Feldverteilungen kann eine solche räumliche
Reduktion nicht ohne weiteres durchgeführt werden. Wenn jedoch Teile der Geometrie
bestimmte Symmetrien aufweisen, ergibt sich in diesen Bereichen ein glatter räumlicher
Verlauf der elektromagnetischen Felder. Unter Verwendung orthogonaler Polynome ent-
lang der glatten Richtung in Kombination mit Finite-Elemente-Ansatzfunktionen in den
dazu senkrechten Ebenen, wird eine Diskretisierung mit niedriger Unbekanntenzahl und
hoher Genauigkeit erreicht. Die Verbindung zu Bereichen, welche keine Symmetrie aufwei-
sen, erfolgt in Form einer starken Kopplung über einen Gebietszerlegungsansatz. Durch
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die Verwendung dieser Strategie wird für bestimmte Beispiele mit einigen hunderttausend
Freiheitsgraden ein Genauigkeitsniveau erreicht, für das beim Einsatz klassischer Finite-
Elemente-Verfahren mitunter mehrere Millionen Freiheitsgrade erforderlich sind. Dies wird
anhand verschiedener Beispiele, wie einem zylindrischen Transformator sowie dem bereits
erwähnten Beschleunigermagneten, aufgezeigt.
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1 Einleitung
1.1 Motivation
Im Prozess des Entwurfs und der Optimierung von Schaltungen, Bauteilen wie auch kom-
plexen technischen Geräten gewinnt die numerische Simulation dank der rasanten Entwick-
lung in der Prozessor- und Speichertechnologie immer mehr an Bedeutung. So ist es heute
bereits möglich, teilweise auf eine aufwendige und vor allem kostenintensive Herstellung
von Vorserienprodukten zu Versuchs- und Optimierungszwecken zu verzichten. Mit Hilfe
von standardisierten Schnittstellen zu CAD-Programmen (engl. „computer aided design“)
ist die numerische Simulation, auch in frühen Stadien, leicht in den Entwicklungszyklus
integrierbar. So können fehlgeleitete Entwicklungen früh erkannt und vermieden werden.
Neben mechanischen Simulationen können auf der Basis der vorhandenen CAD-Modelle
auch die elektromagnetischen Eigenschaften des zu konstruierenden Bauteils oder Gerätes
bestimmt werden. Hierbei kann häufig auf etablierte Simulationsverfahren zurückgegriffen
werden, die mit Hilfe von Parallelisierungsstrategien und der hohen und kostengünstigen
Verfügbarkeit von Rechenleistung und Arbeitsspeicher effizient eingesetzt werden können.
So ist es heutzutage möglich, nicht nur einzelne Komponenten eines komplexen Gerätes
zu analysieren, sondern, falls erforderlich, die gesamte Anordnung einschließlich der Be-
schaltungen und Anschlussleitungen innerhalb einer Simulation zu berücksichtigen.
Neben der industriellen Anwendung der numerischen Feldsimulation ergeben sich auch
im Rahmen großer Grundlagenforschungsprojekte, insbesondere bei der Auslegung und
der Konstruktion von Komponenten neuer Teilchenbeschleuniger, vielseitige Herausforde-
rungen. Diese betreffen sowohl die grundsätzliche physikalische Machbarkeit hinsichtlich
der mechanischen Stabilität und der erforderlichen Werkstoffe als auch die elektromagne-
tischen Eigenschaften. So erfordern beispielsweise einige Experimente eine extrem hohe
Teilchenenergie, die nur mit sehr großen Anlagen erreichbar ist. Gleichzeitig besteht eine
sehr hohe Anforderung an die Genauigkeit der Ausführung, da bereits kleinste Abwei-
chungen schwerwiegende Konsequenzen haben können, die bis zu einem Ausfall oder der
Zerstörung einzelner Bauteile reichen können. In der Folge ergeben sich in gleichem Ma-
ße hohe Anforderungen an die zugehörigen numerischen Feldsimulationen. Sie müssen in
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der Lage sein, elektromagnetische Phänomene in sehr großen Strukturen sowohl räumlich
als auch zeitlich fein aufzulösen, um die von der Anwendung geforderte hohe Genauigkeit
zu erreichen. Die Erfüllung dieser Bedingungen führt im allgemeinen zu sehr komplexen
und großen numerischen Modellen. Mitunter ist es überhaupt nicht möglich, oder aber
sehr zeitaufwendig, eine hinreichend genaue diskrete Darstellung des physikalischen Ob-
jektes mittels einer Volumendiskretisierung zu erzeugen, insbesondere im Fall krummlinig
berandeter Körper. Auch in diesem Fall besteht in der Parallelisierung klassischer Be-
rechnungsverfahren eine Möglichkeit, den steigenden Anforderungen gerecht zu werden,
vorausgesetzt, dass eine gültige räumliche Diskretisierung gefunden werden kann. Die aus
Anwendungssicht notwendige Erweiterung des Einsatzbereiches numerischer Simulationen
stellt die Motivation für die im Rahmen dieser Arbeit durchgeführten Untersuchungen dar.
Im Vordergrund steht dabei ein supraleitender Beschleunigermagnet, der am GSI Helm-
holtzzentrum für Schwerionenforschung im Rahmen des Projektes FAIR zum Einsatz in
der Strahlführung innerhalb des Synchrotrons SIS-100 entwickelt wurde.
1.2 Überblick
1.2.1 Zielsetzung
Aufgrund der Komplexität sowie der meist gegebenen erheblichen Unterschiede in den Ab-
messungen einzelner Baugruppen im Verhältnis zur Größe der gesamten Anordnung sind
aufwendige numerische Simulationen erforderlich, um eine vorgegebene Genauigkeit hin-
sichtlich der Modellierung sowie der Lösung der Maxwellschen Gleichungen zu erreichen.
Dabei bezieht sich der erhöhte Aufwand einerseits auf den Speicherbedarf der Simulationen
und andererseits auf die benötigte Rechenleistung, welche sich auf die Simulationsdauer
auswirkt. Beide Faktoren können im Extremfall separat oder zugleich eine erfolgreiche
Durchführung der gewünschten Berechnung verhindern.
Ziel dieser Arbeit ist es daher, Verfahren zu untersuchen und zu entwickeln, unter deren
Verwendung eine effiziente Simulation komplexer elektrotechnischer Bauteile und Geräte
möglich ist. Konkrete Beispiele ergeben sich aus der Beschleunigertechnik sowie im Rahmen
der industriellen Anwendung im Bereich der Hochspannungstechnik.
1.2.2 Vorgehensweise
Im folgenden werden zwei unterschiedliche Ansätze zur Erweiterung des Einsatzgebietes
numerischer Simulationen verfolgt. Da die Steigerungsrate in der Anzahl der von einem
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einzelnen Prozessor zu bewältigenden Rechenoperationen pro Zeiteinheit derzeit eine Sät-
tigung erfährt, können Parallelisierungsstrategien eingesetzt werden, welche das zu lösende
Problem auf mehrere Rechenkerne verteilen und simultan lösen, um eine Verkürzung der
Simulationsdauer zu erreichen. Mit der auf diese Weise durch die Verwendung einer größe-
ren Anzahl einzelner unabhängiger Rechner gesteigerten Rechenleistung steigt gleichzeitig
auch der für die Simulationsdaten zur Verfügung stehende Arbeitsspeicher. Dieser Strate-
gie folgend, erschließt sich ein erheblich größeres Anwendbarkeitsgebiet klassischer numeri-
scher Verfahren wie der Methode der Finiten Elemente sowohl hinsichtlich der Modellgröße
als auch der Simulationsdauer.
Ein weiterer Ansatz besteht in der Verwendung spezieller, auf den jeweiligen Anwendungs-
bereich zugeschnittener Verfahren, welche die Eigenschaften der zu simulierenden Struktur
ausnutzen, um numerische Modelle geringerer Größe und in der Folge kürzere Simulati-
onszeiten zu ermöglichen. Eine solche Klasse bilden hybride Verfahren, welche über einen
Gebietszerlegungsansatz die Vorteile verschiedener Methoden in voneinander abgegrenz-
ten Teilgebieten kombinieren. Unter bestimmten Umständen kann auf diese Weise eine
deutliche Verbesserung im Vergleich zu klassischen Methoden erzielt werden. Derartige
hybride Diskretisierungsverfahren werden im Rahmen dieser Arbeit mit dem Ziel der Be-
rechnung statischer sowie quasistatischer elektromagnetischer Felder entwickelt. Anhand
praxisrelevanter Beispiele erfolgt eine Untersuchung der Leistungsfähigkeit der hybriden
Verfahren sowie eine Verifikation durch den Vergleich mit den Ergebnissen konventioneller
Berechnungsmethoden.
1.2.3 Aufbau der Arbeit
Die vorliegende Arbeit befasst sich mit der numerischen Berechnung elektromagnetischer
Felder. Daher werden in Kapitel 2 zunächst die klassischen Grundlagen zur Beschreibung
der Wechselwirkung zwischen elektrischen und magnetischen Phänomenen in Form der
Maxwellschen Gleichungen behandelt. Im Hinblick auf die Zeitskala sowie die räumliche
Ausdehnung der zu untersuchenden Struktur ergibt sich eine Unterteilung in einzelne An-
wendungsgebiete, innerhalb derer unterschiedliche Vereinfachungen zulässig sind, welche
zu einer teilweisen Entkopplung des Systems von Differentialgleichungen führen. In Ab-
schnitt 2.2 werden Kriterien für deren Anwendbarkeit angegeben. Für den im Rahmen
dieser Arbeit relevanten Bereich der statischen und quasistatischen Näherung existieren
verschiedene Formulierungen auf der Basis von Potentialen, die in Abschnitt 2.3 vorge-
stellt werden. Zu einer gültigen Problemstellung gehören zudem Randbedingungen, deren
Einprägung über die jeweiligen Potentiale erfolgt. Die unterschiedlichen Arten der Model-
lierung der Begrenzung des betrachteten Gebietes werden in Abschnitt 2.4 erläutert.
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Da nur in seltenen Fällen analytische Methoden zur Lösung des Systems von Differential-
gleichungen in Frage kommen, wird auf numerische Verfahren zurückgegriffen. In Kapitel 3
erfolgt eine Aufstellung der im weiteren eingesetzten numerischen Ansätze, die auf einer
Zerlegung des betrachteten Gebietes in kleine Teilvolumen basieren. Diese Übersicht um-
fasst im einzelnen:
• Die Methode der Finiten Integration
• Die Methode der Finiten Elemente
• Spektralelementverfahren sowie die Methode der spektralen Kollokation
Dabei liegt der Schwerpunkt auf der Behandlung der im Rahmen der Methode der Fini-
ten Elemente eingesetzten Approximation physikalischer Größen über Ansatzfunktionen
mit einem kompakten Träger. Abschließend erfolgt eine kurze Betrachtung der zur Be-
schreibung zeitlich langsam veränderlicher Phänomene auf diskreter Basis eingesetzten
Verfahren.
In Kapitel 4 werden die genannten numerischen Verfahren zur Simulation der elektro-
magnetischen Felder innerhalb des SIS-100-Magneten eingesetzt. Es handelt sich dabei
um einen Dipolmagneten, der in mehrfacher Ausfertigung zur Führung der beschleunig-
ten Teilchen auf einer Kreisbahn entlang des Synchrotrons SIS-100 vorgesehen ist. Nach
der Vorstellung des zugrundeliegenden vereinfachten Modells in Abschnitt 4.1 erfolgt ei-
ne Beschreibung des verwendeten Simulationsverfahrens einschließlich der erforderlichen
Modellierung der spezifischen Eigenschaften der beteiligten Materialien in Abschnitt 4.2.
Den Hauptteil dieses Kapitels bildet Abschnitt 4.3 mit der Zusammenstellung der bei
der Berechnung von Wirbelstromeffekten im SIS-100-Magneten unter Verwendung der
verschiedenen Simulations- und Modellierungsmethoden erzielten Ergebnisse. Desweiteren
wird in Abschnitt 4.4 eine Auswertung der magnetischen Flussdichte im Öffnungsbereich
des Magneten anhand der Ergebnisse der numerischen Simulationen vorgenommen. Deren
Homogenität ist maßgeblich für einen fehlerfreien Betrieb des Beschleunigerrings.
Kapitel 5 befasst sich mit der Konstruktion eines effizienten Diskretisierungsverfahrens un-
ter besonderer Berücksichtigung räumlicher Symmetrien. Der Ausgangspunkt einer sym-
metriebasierten Reduktion des betrachteten Volumens wird in Abschnitt 5.1 dargelegt. Im
folgenden Abschnitt 5.2 erfolgt die Herleitung eines hybriden Verfahrens, welches innerhalb
von Symmetriegebieten die Vorteile der Modellierung über Finite Elemente mit den Vor-
zügen von Spektralelementen verbindet. Die Anwendbarkeit des entwickelten Verfahrens
wird anhand der Simulation des Isolationsverhaltens eines Hochspannungstransformators
sowie der magnetischen Eigenschaften des supraleitenden Dipolmagneten in Abschnitt 5.3
aufgezeigt.
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2.1 Die Maxwellschen Gleichungen
Die fundamentalen Zusammenhänge der Wechselwirkung zwischen elektrischen und ma-
gnetischen Feldern werden durch die Maxwellschen Gleichungen beschrieben. James Clerk
Maxwell fasste im 19. Jahrhundert die bis zu diesem Zeitpunkt erzielten Erkenntnisse zu-
sammen und führte eine geschlossene Theorie ein, die bis heute die Basis der Beschreibung
elektromagnetischer Phänomene bildet. Die ursprüngliche Notation [1, 2] erfolgte in Dif-
ferentialschreibweise und lautet unter der Annahme ruhender Medien unter Verwendung
der heute üblichen Differentialoperatoren
∇× ~E (~r, t) = − ∂
∂t
~B (~r, t), (2.1)
∇× ~H (~r, t) = ∂
∂t
~D (~r, t) + ~J (~r, t), (2.2)
∇· ~D (~r, t) = ̺ (~r, t) , (2.3)
∇· ~B (~r, t) = 0. (2.4)
Dabei bezeichnet ~E die elektrische Feldstärke, ~D die elektrische Flussdichte, ~H die magne-
tische Feldstärke, ~B die magnetische Flussdichte, ~J die elektrische Stromdichte sowie ̺ die
elektrische Raumladungsdichte. Die Gleichungen gelten für jeden Ortsvektor ~r ∈ R3 und
für alle Zeitpunkte t ∈ R+0 . Vervollständigt wird dieses System von Differentialgleichungen
durch die fundamentalen Zusammenhänge zwischen den Feld- und Flussgrößen. Sie lauten,
wiederum unter der Annahme ruhender Medien,
~D (~r, t) = ε( ~E (~r)) ~E (~r, t) + ~Pe (~r, t), (2.5)
~B (~r, t) = µ( ~H (~r)) ~H (~r, t) + ~Br (~r, t), (2.6)
~J (~r, t) = σ( ~E (~r)) ~E (~r, t) + ~Je (~r, t), (2.7)
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wobei ε die elektrische Permittivität, µ die magnetische Permeabilität und σ die elektrische
Leitfähigkeit beschreibt. Weiterhin bezeichnet ~Pe die elektrische Polarisation, ~Br die ma-
gnetische Remanenz und ~Je eine eingeprägte, feldunabhängige Stromdichte. Die Material-
koeffizienten haben im allgemeinen tensoriellen Charakter, der mikroskopischen Ursprungs
sein kann [3] oder durch spezielle Fertigungsverfahren entsteht. In vielen Fällen, beispiels-
weise bei niedriger Feldstärke und entsprechenden Werkstoffen, kann die Abhängigkeit
des Materialparameters von der Feldstärke vernachlässigt werden. Unter diesen Umstän-
den erfolgt eine näherungsweise Modellierung über einen konstanten Koeffizienten. Es gibt
jedoch auch ein großes Anwendungsgebiet, insbesondere beim Einsatz ferromagnetischer
Werkstoffe, in dem diese Vereinfachung nicht zulässig ist.
Zusätzlich zu dem beschriebenen Verhalten sind die Werte der Materialkoeffizienten mit-
unter stark temperaturabhängig. Da im Rahmen dieser Arbeit jedoch weder Temperatur-
änderungen noch deren Einfluss auf die elektromagnetischen Felder von Bedeutung sind,
wird im folgenden nicht weiter auf diesen Parameter eingegangen. Dennoch müssen die für
den relevanten Temperaturbereich gültigen Werte der Materialkoeffizienten anhand von
Kennlinien ausgewertet und innerhalb der zugehörigen Materialgesetze verwendet werden.
Durch Einsetzen des Materialgesetzes in Gleichung (2.7) in das Ampèresche Gesetz in
Gleichung (2.2) ergibt sich durch Divergenzbildung auf beiden Seiten zusammen mit Glei-
chung (2.3) die implizit in den Maxwellschen Gleichungen enthaltene Kontinuitätsglei-
chung
∂
∂t
̺ (~r, t) +∇·
(
σ( ~E (~r)) ~E (~r, t)
)
+∇· ~Je (~r, t) = 0. (2.8)
Sie beschreibt den Zusammenhang zwischen der Ladungsänderung und den Quellen der
Stromdichte und somit den physikalischen Sachverhalt der Ladungserhaltung [4]. Dabei
wurde an dieser Stelle in der Notation zugunsten der Übersichtlichkeit auf die Berück-
sichtigung der unter Umständen nichtlinearen Abhängigkeit der Leitfähigkeit von der
elektrischen Feldstärke verzichtet. Der feldabhängige Anteil der Stromdichte ~Jl (~r, t) =
σ( ~E (~r)) ~E (~r, t) wird häufig als Leitungsstromdichte bezeichnet.
Eine äquivalente Darstellung der Gleichungen (2.1) bis (2.4) entsteht durch Integration
über allgemeine Volumen und Flächen unter Anwendung der Integralsätze von Stokes
und Gauß. Dazu wird im Fall der Gleichungen (2.1) und (2.2) über eine beliebige Fläche
S ⊂ R3 integriert. Nach Anwendung des Integralsatzes von Stokes gehen die jeweiligen
linken Seiten in Linienintegrale über die geschlossene Berandung ∂S der Fläche S über.
Integriert wird dabei über Liniensegmente d~s. Für den Fall der Gleichungen (2.3) und
(2.4) wird über ein Teilvolumen V ⊆ R3 integriert, wobei nun durch die Anwendung des
Integralsatzes von Gauß die linken Seiten in Oberflächenintegrale über die geschlossene
Berandung ∂V des Integrationsvolumens in Form von Flächensegmenten d ~A übergehen.
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Somit lauten die Maxwellschen Gleichungen in Integralform∫
∂S
~E (~r, t) · d~s = −
∫
S
∂
∂t
~B (~r, t) · d ~A, (2.9)
∫
∂S
~H (~r, t) · d~s =
∫
S
(
∂
∂t
~D (~r, t) + ~J (~r, t)
)
· d ~A, (2.10)
∫
∂V
~D (~r, t) · d ~A =
∫
V
̺ (~r, t) dV , (2.11)
∫
∂V
~B (~r, t) · d ~A = 0, (2.12)
für alle Flächen S ⊂ R3 und Volumen V ⊆ R3 sowie t ∈ R+0 . Analog folgt für die Konti-
nuitätsgleichung (2.8) in integraler Schreibweise∫
V
∂
∂t
̺ (~r, t) dV +
∫
∂V
(
σ( ~E (~r)) ~E (~r, t) + ~Je (~r, t)
)
· d ~A = 0. (2.13)
Die bereits definierten Materialbeziehungen gelten unverändert. Da die aufgeführten Dar-
stellungen der Maxwellschen Gleichungen in Differential- beziehungsweise Integralform
wechselseitig ineinander überführbar sind, können beide gleichermaßen zur Beschreibung
beliebiger elektromagnetischer Phänomene herangezogen werden.
Aus den Maxwellschen Gleichungen in Integralform folgen unmittelbar Bedingungen für
das Verhalten der elektromagnetischen Größen an Materialübergängen [5, 6]. An der
Grenzfläche zwischen zwei Raumteilen 1 und 2 mit unterschiedlichen Permittivitäten ε1
und ε2 verhalten sich die Komponenten der elektrischen Feld- und Flussgrößen nach An-
wendung der Gleichungen (2.9) und (2.11) auf eine den Materialübergang einschließende
Fläche beziehungsweise ein entsprechendes Volumen gemäß
~E2 × ~n− ~E1 × ~n = 0, (2.14)
~D2 · ~n− ~D1 · ~n = ̺F. (2.15)
Dabei beschreibt ~n einen Vektor, der senkrecht auf dem Materialübergang steht und in
Richtung des Raumteils 2 weist. In Abwesenheit einer Flächenladungsdichte ̺F ist die Nor-
malkomponente der elektrischen Flussdichte stetig an der Grenzfläche. Anderenfalls weist
die Normalkomponente der elektrischen Flussdichte einen Sprung um den Betrag der Flä-
chenladungsdichte auf. Die tangentiale Komponente der elektrischen Feldstärke ist nach
Gleichung (2.14) grundsätzlich stetig. Wird analog Gleichung (2.10) auf eine Fläche, die
einen Übergang zwischen zwei Halbräumen mit unterschiedlichen Permeabilitäten µ1 und
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µ2 abdeckt, angewandt, ergibt sich die Stetigkeitsbedingung für die magnetische Feldstär-
ke. Zur Untersuchung des Verhaltens der magnetischen Flussdichte wird Gleichung (2.12)
für ein entsprechendes Volumen ausgewertet. Damit ergeben sich die Stetigkeitsbeziehun-
gen für die magnetischen Feld- und Flussgrößen zu
~H2 × ~n− ~H1 × ~n = ~JF, (2.16)
~B2 · ~n− ~B1 · ~n = 0. (2.17)
Die tangentiale Komponente der magnetischen Feldstärke an der Grenzfläche springt um
den Betrag der eventuell vorhandenen Flächenstromdichte ~JF am Materialübergang, wäh-
rend die Normalkomponente der magnetischen Flussdichte aufgrund der Nicht-Existenz
magnetischer Ladungen gemäß Gleichung (2.12) grundsätzlich stetig bleibt. Im Fall eines
Übergangs zwischen zwei Raumteilen unterschiedlicher Leitfähigkeiten σ1 und σ2 folgt aus
der Kontinuitätsgleichung (2.13) nach [5] für die Stetigkeit der Normalkomponente der
Stromdichte der Zusammenhang
~J2 · ~n− ~J1 · ~n = −∇F· ~JF − ∂
∂t
̺F. (2.18)
Das Skalarprodukt mit dem Operator ∇F auf der rechten Seite von Gleichung (2.18) ent-
spricht der Bildung der sogenannten Oberflächendivergenz und charakterisiert somit die
Quellen eines Oberflächenflusses [5, 7]. Anschaulich bedeutet dies, dass ein Unterschied in
der Normalkomponente der elektrischen Stromdichte entweder durch eine Flächenstrom-
dichte hervorgerufen wird, im zeitabhängigen Fall aus einer zeitlichen Veränderung der
Flächenladungsdichte resultiert oder eine Kombination beider Szenarien gegeben ist. Liegt
weder eine Flächenstromdichte noch eine zeitliche Änderung der Flächenladungsdichte vor,
so ist die Normalkomponente der Stromdichte stetig an der Grenzfläche.
2.2 Klassifizierung elektromagnetischer
Problemstellungen
Die im vorangegangenen Abschnitt vorgestellte Beschreibung elektromagnetischer Feld-
erscheinungen ist zunächst in dieser Form auf allgemeine Problemstellungen anwendbar.
In bestimmten Fällen sind jedoch Vereinfachungen zulässig, die einerseits zwar die Kom-
plexität der Beschreibung reduzieren, jedoch auf der anderen Seite auch das physikalische
Verhalten der Lösung entscheidend verändern.
Allgemein weisen die Lösungen der vollständigen Maxwellschen Gleichungen einen Wel-
lencharakter auf [4]. Die Ausbreitungsgeschwindigkeit |~v| der Wellen hängt von den Ei-
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genschaften des durchquerten Mediums gemäß
|~v| = 1√
ε0εrµ0µr
= c0
1√
εrµr
(2.19)
ab. Dabei bezeichnet c0 = 1/
√
ε0µ0 die Vakuum-Lichtgeschwindigkeit, wobei εr und µr die
relativen Materialkoeffizienten des Mediums bezüglich der im Vakuum gültigen Werte ε0
und µ0 angeben. Im Fall einer inhomogenen räumlichen Materialverteilung kann über
|vmin| = c0 1√
maxΩ εr
1√
maxΩ µr
≤ min
Ω
|~v| (2.20)
eine grobe Abschätzung über die kleinste im betrachteten Volumen Ω vorkommende Aus-
breitungsgeschwindigkeit getroffen werden. Unter der Annahme eines beliebigen Volumens
mit der Raumdiagonalen der Länge lΩ kann über
τem =
lΩ
vmin
(2.21)
die elektromagnetische Durchgangszeit τem definiert werden, die angibt, wie lange eine
elektromagnetische Welle höchstens benötigt, um das Gebiet zu durchqueren [7]. Die so de-
finierte Größe kann nun zum Vergleich mit anderen Zeitkonstanten herangezogen werden,
um Vereinfachungen ausgehend vom vollständigen Satz der Maxwellschen Gleichungen zu
motivieren.
Eine isolierte Betrachtung der Quellen des elektrischen Feldes führt zu einer weiteren
charakteristischen Zeitkonstante. In einem Gebiet mit einer bestimmten räumlichen Ver-
teilung der Permittivität ε und einer überall von Null verschiedenen Leitfähigkeit σ lässt
sich unter Verwendung von Gleichung (2.3) zusammen mit Gleichung (2.8) eine Differenti-
algleichung finden, die das Relaxationsverhalten freier Ladungen beschreibt. Daraus folgt
die Definition der charakteristischen Ladungsrelaxationszeit
τe =
ε
σ
. (2.22)
Sie beschreibt die Zeitspanne, innerhalb derer ein stationärer Zustand nach einer anfangs
herrschenden Ladungsverteilung im Raum erreicht wird. Eine ausführliche Herleitung der
Zusammenhänge ist in [7] verfügbar. Für den Fall einer inhomogenen Materialverteilung
kann nur eine Abschätzung des minimalen und maximalen Wertes für τe angegeben werden.
Dabei muss die Untersuchung auf das Untergebiet Ωσ ⊆ Ω beschränkt werden, in dem
die Leitfähigkeit von Null verschieden ist. Damit gilt für die Grenzen des Intervalls der
möglichen Werte [τe,min, τe,max] für die Ladungsrelaxationszeit
τe,min =
minΩ ε
maxΩσ σ
≤ min
Ω,Ωσ
τe, τe,max =
maxΩ ε
minΩσ σ
≥ max
Ω,Ωσ
τe. (2.23)
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Werden analog die Quellen des magnetischen Feldes betrachtet, ergibt sich eine weitere
Kenngröße, die zur Charakterisierung des zeitabhängigen Verhaltens herangezogen werden
kann. In einem leitfähigen Gebiet mit einer beliebigen Verteilung der Permeabilität folgt
für die magnetische Diffusionszeit
τm = σµl
2
Ω (2.24)
unter Verwendung der oben eingeführten charakteristischen Länge lΩ. Eine ausführliche
Herleitung dieses Ergebnisses ist in [7] zu finden. Auch hier ist im Fall einer inhomoge-
nen räumlichen Verteilung der Leitfähigkeit σ zu beachten, dass sich die Zeitkonstante τm
nur auf ein bestimmtes Intervall eingrenzen lässt. Die Grenzen des entsprechenden Inter-
valls, wiederum unter Beschränkung auf Gebiete Ωσ, in denen die Leitfähigkeit von Null
verschieden ist, lauten
τm,min = l
2
Ωmin
Ωσ
σmin
Ω
µ ≤ min
Ω,Ωσ
τm, τm,max = l
2
Ωmax
Ωσ
σmax
Ω
µ ≤ min
Ω,Ωσ
τm. (2.25)
Für die gewünschte Klassifizierung elektromagnetischer Feldprobleme ist zunächst eine
Unterteilung in dissipative und nicht dissipative Probleme erforderlich. In Abwesenheit
einer elektrischen Leitfähigkeit σ können keine Diffusionsprozesse stattfinden und es exis-
tiert keine sinnvolle Definition für die Zeitkonstanten τe und τm. Insofern kann das zeitliche
Verhalten des Systems nur durch die elektromagnetische Durchgangszeit τem charakteri-
siert werden. Liegt die charakteristische Zeitkonstante der Anregung τ weit oberhalb von
τem, so kann eine separate statische Approximation der dann voneinander entkoppelten
elektrischen oder magnetischen Phänomene erfolgen. Die entsprechend diesem Fall durch
Vernachlässigung der zeitlichen Ableitungen modifizierten Maxwellschen Gleichungen lau-
ten für die Elektrostatik
∇× ~E (~r) = 0, (2.26)
∇· ~D (~r) = ̺ (~r) . (2.27)
Die nun von den übrigen Gleichungen entkoppelten magnetischen Felder werden in der
statischen Näherung, der Magnetostatik , durch
∇× ~H (~r) = ~J (~r), (2.28)
∇· ~B (~r) = 0 (2.29)
beschrieben. Liegt hingegen die charakteristische Zeitkonstante der Anregung τ in der glei-
chen Größenordnung wie τem, so muss der vollständige Satz der Maxwellschen Gleichungen
gemäß der Gleichungen (2.1) bis (2.4) berücksichtigt werden.
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Als zweite Klasse zu betrachtender Problemstellungen ergeben sich dissipationsbehaftete
Anordnungen. Hier können verschiedene Situationen entstehen, wobei die Art der mög-
licherweise anzuwendenden Näherung bestimmt wird durch den Geometriefaktor lΩ, die
Zeitkonstante der Anregung τ sowie die Größe der Materialparameter ε, µ und σ. Über
die oben eingeführten charakteristischen Zeitkonstanten besteht die Möglichkeit, Anhalts-
punkte für die Anwendung entsprechender Vereinfachungen zu finden. Übersichtliche gra-
phische Darstellungen der Zusammenhänge zwischen den Zeitkonstanten sind in [8] und [9]
zu finden. Die Ergebnisse und die sich daraus ergebenden Sätze von Gleichungen werden im
folgenden kurz zusammengefasst. Für den Fall τe,min > τ ≫ τem ist die elektroquasista-
tische Näherung anwendbar [10]. Dabei wird die im Induktionsgesetz (2.1) vorkommende
zeitliche Ableitung der magnetischen Flussdichte vernachlässigt. Somit lauten die für die-
sen Fall relevanten Gleichungen
∇× ~E (~r, t) = 0, (2.30)
∂
∂t
̺ (~r, t) +∇·
(
σ( ~E (~r)) ~E (~r, t)
)
+∇· ~Je (~r, t) = 0, (2.31)
∇· ~D (~r, t) = ̺ (~r, t) . (2.32)
Welleneffekte werden in diesem Gleichungssatz nicht modelliert. Der entstehende Model-
lierungsfehler ist klein, wenn die auftretenden Erscheinungen im wesentlichen durch die
Ladungsrelaxation bestimmt sind. Gilt hingegen τ > τe,max ≫ τem, so kann wiederum die
elektrostatische Approximation eingesetzt werden. Im Fall τ < τem muss auch hier der
vollständige Satz der Maxwellschen Gleichungen gemäß der Gleichungen (2.1) bis (2.4)
zur Beschreibung herangezogen werden. Eine weitere Klasse von Problemstellungen bil-
den Systeme, in denen induktive Diffusionsprozesse maßgeblich sind. Dies ist insbesondere
gegeben wenn τm,min > τ ≫ τem gilt. In diesem Fall kann die magnetoquasistatische
Approximation eingesetzt werden um das System der Maxwellschen Gleichungen zu ver-
einfachen. Unter Voraussetzung dieser Näherung lauten die relevanten Gleichungen nach
Vernachlässigung der zeitlichen Änderung der elektrischen Flussdichte
∇× ~E (~r, t) = − ∂
∂t
~B (~r, t), (2.33)
∇× ~H (~r, t) = σ( ~E (~r)) ~E (~r, t) + ~Je (~r, t), (2.34)
∇· ~B (~r, t) = 0. (2.35)
Hierbei wird die Rückwirkung der gemäß des Induktionsgesetzes erzeugten elektrischen
Feldstärke auf die magnetische Flussdichte über die Verschiebungsstromdichte ∂ ~D (~r, t)/∂t
nicht modelliert. Somit treten bei der Verwendung dieser Approximation wiederum keine
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Wellenerscheinungen auf. Eine mathematische Untermauerung der Zulässigkeit der appro-
ximativen Modellierung ist in [11] gegeben. Das magnetoquasistatische System kann für
τ > τm,max ≫ τem durch ein magnetostatisches System gemäß (2.28)-(2.29) angenähert
werden. Falls τ < τem gilt, sind die genannten Vereinfachungen nicht zulässig und in der
Folge muss das vollständige System der Maxwellschen Gleichungen betrachtet werden.
Zusätzlich zu den bereits angesprochenen Vereinfachungen der Maxwellschen Gleichungen
auf der Basis der Zeitskala der ablaufenden Vorgänge wird häufig eine weitere Approxima-
tion, insbesondere im Fall schnell veränderlicher Felder bei τ < τem, getroffen. In diesem
Anwendungsbereich treten meist Materialien sehr hoher Leitfähigkeit auf. Diese werden
entweder als ideal elektrisch leitend angenommen oder, aufgrund der geringen Transpa-
renz für elektromagnetische Felder, über Impedanzrandbedingungen modelliert. In beiden
Fällen wird jedoch die Rückwirkung der erzeugten Verluste auf die Lösung vernachläs-
sigt. Insofern stellt auch die Betrachtung der Wellengleichung ohne Berücksichtigung des
dämpfenden Leitfähigkeitsterms eine, wenngleich weithin zulässige, Abstraktion von dem
vollständigen Satz der Maxwellschen Gleichungen dar.
Anzumerken ist, dass eine Qualifizierung einzelner Problemstellungen in eine der vorge-
stellten Klassen schon von Natur aus nicht exakt möglich ist. Grundsätzlich ändern die
interessierende Zeitskala, die vorkommende Materie oder die Abmessungen der betrach-
teten Objekte nichts am grundlegenden Wellencharakter der Lösungen der Maxwellschen
Gleichungen. Darüber hinaus basieren die Herleitungen der zur Klassifizierung herange-
zogenen Zeitkonstanten bereits auf dem möglichen Ergebnis, elektrische und magnetische
Phänomene getrennt betrachten zu können. Dennoch ist es sinnvoll, mithilfe der cha-
rakteristischen Zeitkonstanten eine Unterteilung in die genannten Bereiche vorzunehmen.
Dabei muss jedoch der zusätzlich eingeführte systematische Modellierungsfehler in Kauf
genommen werden. Für praktische Problemstellungen existiert jedoch eine Vielzahl wei-
terer Fehlerquellen und Unsicherheiten, deren Größe den genannten Modellierungsfehler
idealerweise weit übersteigt. In diesen Fällen sind die angesprochenen Vereinfachungen
zulässig, da die Genauigkeit der Lösung nicht weiter beeinträchtigt wird.
2.3 Statische und quasistatische Formulierungen
Für die einzelnen, im vorangegangenen Abschnitt eingeführten Bereiche, existieren ver-
schiedene Formulierungen, die meist mit der Einführung zusätzlicher Hilfsgrößen, wel-
che in diesem Kontext zunächst keine unmittelbare physikalische Bedeutung aufweisen,
einhergehen. Unter Verwendung dieser Hilfsgrößen wird die im Rahmen der zugehörigen
Approximation relevante Untermenge der Maxwellschen Gleichungen zu einer Differential-
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Vektorfeld ~K wirbelfrei divergenzfrei
~K
totales Skalarpotential ξ totales Vektorpotential ~L
~K = −∇ξ ~K = ∇×~L
~K = ~K1 + ~K2
reduziertes Skalarpotential ξr reduziertes Vektorpotential ~Lr
~K = ~K1 −∇ξr ~K = ~K1 +∇×~Lr
Tabelle 2.1: Anhand der gegebenen Wirbel- oder Divergenzfreiheit des darzustellenden Vek-
torfeldes ~K definierte Potentiale. Dabei bieten die totalen Potentiale ξ, ~L eine
vollständige Darstellung des zugehörigen Vektorfeldes, während die mit dem
Index r gekennzeichneten reduzierten Potentiale ξr, ~Lr nur für den Anteil ~K2
innerhalb der Zerlegung ~K = ~K1 + ~K2 gelten.
gleichung zusammengefasst. Die Einführung von sogenannten Potentialen als Hilfsgrößen
basiert auf den folgenden Eigenschaften von Vektorfeldern:
• Ein Vektorfeld ~K wird als wirbelfrei bezeichnet, falls ∇× ~K = 0 gilt. Wirbelfreie
Vektorfelder können durch den Gradienten einer skalaren Funktion ξ beschrieben
werden. Unter dieser Voraussetzung gilt somit ~K = ∇ξ.
• Erfüllt ein Vektorfeld ~K hingegen die Bedingung ∇· ~K = 0, so bezeichnet man ~K als
divergenzfrei . In diesem Fall kann ~K durch die Rotation eines beliebligen Vektor-
feldes ~L über ~K = ∇×~L ausgedrückt werden.
Abhängig von der jeweiligen statischen oder quasistatischen Approximation können so-
mit entsprechende Potentiale für einzelne Feldgrößen eingeführt werden. Treten die obigen
homogenen Beziehungen innerhalb der gewählten Approximation der Maxwellschen Glei-
chungen nicht unmittelbar auf, kann eine partielle Helmholtz-Zerlegung nach ~K = ~K1+ ~K2
in die Anteile ~K1 und ~K2 vorgenommen werden. Dabei soll ~K2 eine der homogenen Bedin-
gungen ∇× ~K2 = 0 oder ∇· ~K2 = 0 erfüllen. Damit ist die Einführung des entsprechenden
Potentials für einen reduzierten Anteil des eigentlichen Vektorfeldes möglich. Die verschie-
denen möglichen Konstellationen sind der Tabelle 2.1 zusammen mit den in der Literatur
gebräuchlichen Bezeichnungen zu entnehmen. Im allgemeinen sind die auf diese Weise ein-
geführten Potentiale jedoch nicht eindeutig bestimmt. So kann im Fall skalarer Potentiale
ξ stets eine Konstante C1 addiert werden ohne eine Änderung des Vektorfeldes ~K zu ver-
ursachen. Bei vektoriellen Potentialen ~L führt die Addition des Gradienten einer skalaren
Funktion χ aufgrund der Wirbelfreiheit von Gradientenfeldern zu einem unveränderten
Ergebnis für das darzustellende Vektorfeld ~K. Zusammengefasst resultiert daraus die als
Eichfreiheit bezeichnete Unbestimmtheit der Potentialdarstellung für die Maxwellschen
Gleichungen. Die verwendeten Eichungen werden in den Abschnitten zu den verschie-
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denen Formulierungen explizit aufgeführt. Anzumerken ist, dass eine explizite Eichung
nicht immer erforderlich sein muss, da die physikalisch relevanten und messbaren Größen
durch die Potentiale durchaus eindeutig bestimmt sind. Eine weitere Variante stellen hy-
bride Formulierungen dar, welche das betrachtete Gebiet in Untergebiete unterteilen, um
jeweils unabhängige Potentialdarstellungen zu finden. Bei der Verwendung dieser Möglich-
keit müssen die Teilgebiete unter Verwendung der entsprechenden Stetigkeitsbedingungen
gekoppelt werden, um die Eindeutigkeit der Feldlösung zu garantieren. Aus der Menge an
möglichen Formulierungen werden im folgenden nur diejenigen vorgestellt, die im Rahmen
der Arbeit eingesetzt werden. Desweiteren wird in der Notation auf die explizite Darstel-
lung der räumlichen und gegebenenfalls zeitlichen Abhängigkeit der Feld- und Flussgrößen
zugunsten der Übersichtlichkeit verzichtet.
Elektrostatik
Da die elektrische Feldstärke ~E im elektrostatischen Fall die Bedingung der Wirbelfrei-
heit uneingeschränkt im gesamten Raum erfüllt, kann das (totale) elektrische Skalar-
potential φ eingeführt werden gemäß
~E = −∇φ′. (2.36)
Dabei ist die skalare Funktion φ′ = φ+C1 nur bis auf die additive Konstante C1 eindeutig
bestimmt. Mit dieser Definition gilt (2.26) unabhängig vom Ort und von der Wahl der
Funktion φ. Einsetzen von (2.36) in (2.27) unter Verwendung der Materialbeziehung (2.5)
liefert die Poisson-Gleichung
−∇· (ε∇φ′) = ̺ (2.37)
für das elektrische Skalarpotential. Zur eindeutigen Bestimmung von φ′ muß ein Bezugs-
potential an einem beliebigen Ort als Wert der Konstanten C1 gewählt werden. Für diese
Art von Problemstellungen sind bei vergleichsweise einfachen Anordnungen analytische
Lösungsverfahren, unter anderen die Spiegelungsmethode oder der Separationsansatz an-
wendbar [4].
Elektroquasistatik
Im Fall der Zulässigkeit der elektroquasistatischen Näherung ist die Lösung der Kontinui-
tätsgleichung (2.31) maßgeblich zur Beschreibung der elektromagnetischen Felder. Analog
zur Elektrostatik kann auch hier die Wirbelfreiheit der elektrischen Feldstärke (2.30) zur
Definition des (totalen) elektrischen Skalarpotentials herangezogen werden. Nach Elimi-
nation der Raumladungsdichte ̺ ergibt sich die Differentialgleichung
− ∂
∂t
∇· (ε∇φ)−∇· (σ∇φ) = 0. (2.38)
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Sie beschreibt elektrische Diffusionsvorgänge und ist unter den im vorangegangenen Ab-
schnitt eingeführten Bedingungen anwendbar.
Stationäres Strömungsfeld
Eine weitere Klasse statischer Problemstellungen folgt aus dem Grenzfall lim ∂/∂t → 0,
in welchem die zeitliche Änderung der Ladungsverteilung zu vernachlässigen ist. Unter
Bildung des Grenzwertes geht Gleichung (2.38) in die Form
−∇· (σ∇φ) = 0 (2.39)
über, die eine starke Ähnlichkeit mit der elektrostatischen Formulierung (2.37) im ladungs-
freien Fall aufweist. Dementsprechend können dieselben Lösungsmethoden wie im elektro-
statischen Fall eingesetzt werden. Gleichung (2.39) charakterisiert die stationäre Verteilung
der Stromdichte in einem leitfähigen Medium. Die Herleitung dieser Formulierung kann
auch über die unmittelbare Betrachtung der Kontinuitätsgleichung im statischen Fall in
Verbindung mit der Bedingung der Wirbelfreiheit der elektrischen Feldstärke erfolgen.
Magnetostatik
Im Fall der magnetostatischen Approximation ist die Einführung eines Skalarpotentials
analog zur Elektrostatik zunächst nicht möglich, da die magnetische Feldstärke durch die
Stromdichteverteilung ~J auf der rechten Seite von Gleichung (2.28) bestimmt wird und so-
mit nicht wirbelfrei ist. Daher erfolgt eine partielle Helmholtz-Zerlegung der magnetischen
Feldstärke ~H gemäß
~H = ~Hs + ~Hw (2.40)
in einen wirbelbehafteten Teil ~Hs und einen wirbelfreien Anteil ~Hw [12]. So kann ~Hw
als Gradient des reduzierten magnetischen Skalarpotentials ψm dargestellt werden
[12, 13]. Da hier das Potential lediglich als Hilfsgröße fungiert und zudem bei der Bestim-
mung der magnetischen Feldstärke immer in Form seines Gradienten auftritt, wird auf die
Einbeziehung einer additiven Konstante verzichtet. Somit gilt
~H = ~Hs −∇ψm. (2.41)
Durch Einsetzen in Gleichung (2.29) unter Verwendung der Materialbeziehung (2.6) folgt
mit
−∇· (µ∇ψm) = −∇·
(
µ ~Hs
)
(2.42)
die Poisson-Gleichung für das reduzierte magnetische Skalarpotential. Im Gegensatz zur
Elektrostatik ist jedoch die rechte Seite zunächst unbekannt und muß aus der Verteilung
der Stromdichte ~J bestimmt werden. Zu diesem Zweck existieren verschiedene Ansätze.
So kann mittels des Gesetzes von Biot-Savart [4] eine Darstellung für das Hilfsfeld ~Hs ge-
funden werden. Dabei ist es nicht erforderlich, die räumliche Verteilung der Permeabilität
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zu berücksichtigen. Ein für den freien Raum gültiges Ergebnis ist hier ausreichend, da
die Wirkung des permeablen Materials durch die Lösung von Gleichung (2.42) bestimmt
wird [14]. Die resultierende magnetische Feldstärke folgt aus Gleichung (2.41). Bei dieser
Auswertung können jedoch in der Praxis, insbesondere in Gebieten hoher Permeabilität,
numerische Probleme auftreten, falls die beiden voneinander zu subtrahierenden Anteile
in derselben Größenordnung liegen. Dieses Problem kann bei der Anwendung eines nu-
merischen Verfahrens durch eine Modifikation der Iteration zur Lösung des resultierenden
Gleichungssystems oder durch eine Skalierung mit dem Wert der relativen Permeabilität
gelöst werden.
Eine weitere Möglichkeit zur Umgehung des genannten numerischen Problems besteht
in der Zerlegung in Teilgebiete in Verbindung mit der Einführung einer hybriden For-
mulierung. In Gebieten mit verschwindender Stromdichte wird das totale magnetische
Skalarpotential φm angesetzt, da die magnetische Feldstärke nach Voraussetzung wir-
belfrei ist. In den übrigen Gebieten kommt das reduzierte magnetische Skalarpotential ψm
zum Einsatz. An den Grenzflächen erfolgt eine Kopplung unter Verwendung der Stetig-
keitsbeziehungen (2.16) und (2.17) für die Feld- und Flussgrößen [13]. Bei der Verwendung
dieser Formulierung treten jedoch in Gegenwart nicht einfach zusammenhängender Gebie-
te topologische Probleme auf, welche die Einführung von Schnitten erforderlich machen,
um die Wohldefiniertheit der Potentiale zu sichern [15].
Unter Ausnutzung der Quellenfreiheit der magnetischen Flussdichte über die Definition
eines entsprechenden Vektorpotentials entsteht eine weitere alternative Formulierung für
magnetostatische Problemstellungen. Im gesamten betrachteten Raum kann das totale
magnetische Vektorpotential ~A eingeführt werden. Die magnetische Flussdichte wird
damit durch
~B = ∇×
(
~A+∇ξ
)
(2.43)
unter Berücksichtigung der Wirbelfreiheit von Gradientenfeldern dargestellt. Die Wahl der
skalaren Funktion ξ hat keinen Einfluss auf die magnetische Flussdichte. Sie kann stets so
bestimmt werden, dass die Coulomb-Eichung ∇· ~A = −∆ξ = 0 gilt. Damit ergibt sich die
Differentialgleichung in dieser Formulierung zu
∇×
(
1
µ
∇× ~A
)
= ~Je. (2.44)
Nur für den Fall einer homogenen Verteilung der Permeabilität vereinfacht sich Gleichung
(2.44) aufgrund der Coulomb-Eichung unmittelbar zu einem entkoppelten System dreier
Poisson-Gleichungen in den Komponenten des magnetischen Vektorpotentials [16, 17].
Alle beschriebenen Formulierungen bieten eine exakte Erfüllung der Maxwellschen Glei-
chungen in der magnetostatischen Näherung unter Voraussetzung der Gültigkeit derselben
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Skalarpotential Vektorpotential
elektrisches φ ~T
magnetisches
φm, ψm ~A, ~Ar(total, reduziert)
Tabelle 2.2: Verwendete Formelzeichen für die unterschiedlichen totalen und reduzierten
Potentiale innerhalb der elektrischen und magnetischen Formulierungen in der
Magnetoquasistatik.
hinsichtlich der weiter oben definierten charakteristischen Zeitkonstanten des betrachteten
Systems. Die Auswahl einer spezifischen Formulierung kann daher anwendungsorientiert
erfolgen.
Magnetoquasistatik
Für die Maxwellschen Gleichungen in der magnetoquasistatischen Approximation existiert
eine Vielzahl verschiedener Formulierungen. Gemeinsam ist diesen, wie schon im Fall der
übrigen möglichen Approximationen, die Einführung von Potentialgrößen, zuweilen unter
Aufteilung des betrachteten Gebietes in Untergebiete mit verschiedenen Eigenschaften.
Dabei kommen sowohl elektrische wie auch magnetische Potentiale zum Einsatz, deren
verwendete Formelzeichen in Tabelle 2.2 aufgelistet sind. Das totale magnetische Vektor-
potential ist zunächst nicht mehr allein ausreichend zur Erfüllung der in der magnetoqua-
sistatischen Näherung relevanten Teilmenge der Maxwellschen Gleichungen. Dennoch wird
Gleichung (2.43) wiederum genutzt, um die Quellenfreiheit der magnetischen Flussdichte
zu modellieren. Durch Einsetzen in Gleichung (2.33) folgt jedoch
∇×
(
~E +
∂
∂t
~A
)
= 0 (2.45)
und damit die Notwendigkeit der Einführung des elektrischen Skalarpotentials φ. Daher
gilt für die elektrische Feldstärke im magnetoquasistatischen Fall
~E = − ∂
∂t
~A−∇φ. (2.46)
Durch Einsetzen in Gleichung (2.34) ergibt sich die Differentialgleichung für die Magneto-
quasistatik unter Verwendung des (totalen) magnetischen Vektorpotentials und des (tota-
len) elektrischen Skalarpotentials in der ( ~A, φ)-Formulierung
∇×
(
1
µ
∇× ~A
)
+ σ
∂
∂t
~A+ σ∇φ = ~Je. (2.47)
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Diese Darstellung wird in der Literatur häufig auch als ( ~A, V )-Formulierung bezeichnet,
wobei V das elektrische Skalarpotential symbolisiert [18]. Um die Unbestimmtheit der
Gleichung einzuschränken, wird eine Eichung für das magnetische Vektorpotential vorge-
nommen. Dazu kann zum einen die in der Magnetostatik eingeführte Coulomb-Eichung
verwendet werden. Eine andere Möglichkeit stellt die in der Literatur zu Wirbelstrompro-
blemen häufig als Lorenz-Eichung bezeichnete Form
∇· ~A = −µσφ (2.48)
dar [19]. Diese Bezeichnung ist jedoch nicht korrekt, da die vorliegende Form der Ei-
chung lediglich an die Lorenz-Eichung für den vollständigen Satz der Maxwellschen Glei-
chungen angelehnt ist [20]. Zudem entspricht sie nicht dem quasistatischen Grenzfall der
ursprünglichen Lorenz-Eichung [21]. Die Berücksichtigung von Gleichung (2.48) führt zu
einer Entkopplung von Gleichung (2.47) in jeweils eine Gleichung für das magnetische Vek-
torpotential und das elektrische Skalarpotential, die getrennt voneinander gelöst werden
können.
Eine weitere mögliche Formulierung entsteht mit der Einführung desmodifizierten mag-
netischen Vektorpotentials ~A∗ unter Ausnutzung der in Gleichung (2.43) ersichtlichen
Eichfreiheit als
~A∗ = A+
∫ t
0
∇φ dt′. (2.49)
Mithilfe dieser, einer Eichung ähnlichen, Transformation wird das elektrische Skalarpoten-
tial aus Gleichung (2.47) eliminiert [22]. Die resultierende Gleichung lautet somit
∇×
(
1
µ
∇× ~A∗
)
+ σ
∂
∂t
~A∗ = ~Je. (2.50)
Sie ist in dieser Form zunächst ungeeicht, erfüllt füllt jedoch implizit eine modifizierte
Coulomb-Eichung ∇·(σ ~A∗) = 0 in leitfähigen Gebieten unter der Voraussetzung der Di-
vergenzfreiheit der Stromdichte ~Je [22].
Die bisher beschriebenen Ansätze werden gemeinhin als elektrische Formulierungen be-
zeichnet, da die elektrische Feldstärke gemäß Gleichung (2.46) direkt aus den eingeführten
Potentialen hervorgeht. Eine weitere Klasse magnetoquasistatischer Formulierungen er-
schließt sich über die Einführung des elektrischen Vektorpotentials ~T auf der Basis der
Kontinuitätsgleichung (2.8) unter Vernachlässigung zeitlicher Ladungsänderungen als
~J = ∇×~T . (2.51)
Diese werden als magnetische Formulierungen bezeichnet, da die magnetische Feldstärke
in Analogie zu Gleichung (2.46) über
~H = ~T −∇φm (2.52)
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Bezeichnung elektrische Formulierung magnetische Formulierung
Potentiale ~A,φ ~T ,φm
Vektorpotential ~B = ∇× ~A ~J = ∇×~T
Skalarpotential −∇φ = ~E + ∂
∂t
~A −∇φm = ~H − ~T
Feldstärke ~E = − ∂
∂t
~A−∇φ ~H = ~T −∇φm
Gleichung 1
∇×
(
1
µ
∇× ~A
)
+ ∇×
(
1
σ
∇×~T
)
+
σ
(
∂
∂t
~A+∇φ
)
= ~Je µ
∂
∂t
(
~T −∇φm
)
= 0
Gleichung 2 ∇·
(
σ ∂
∂t
~A
)
+∇· (σ∇φ) = 0 ∇·
(
µ~T
)
−∇· (µ∇φm) = 0
„Lorenz“-Eichung ∇· ~A = −µσφ ∇·~T = µσ ∂
∂t
φm
Modifikation ~A∗ = ~A+
∫ t
0
∇φ dt′ ~T ∗ = ~T −∇φm = ~H∗
Tabelle 2.3: Gegenüberstellung der elektrischen und magnetischen Formulierungen inner-
halb der Magnetoquasistatik hinsichtlich der skalaren und vektoriellen Poten-
tiale sowie der zugehörigen Eichungen.
aus dem (totalen) elektrischen Vektorpotential und dem totalen magnetischen Ska-
larpotential hervorgeht [23]. Neben der daraus herzuleitenden (~T , φm)-Formulierung, die in
der Literatur meist als (~T ,Ω)-Formulierung bezeichnet wird, lässt sich auch hier eine mo-
difizierte Variante unter Elimination des magnetischen Skalarpotentials finden. Dabei geht
das elektrische Vektorpotential in die magnetische Feldstärke über, da durch die Voraus-
setzung ∇φm = 0 neben der Rotation auch die Divergenz von ~T und ~H identisch sind [24].
Die entsprechenden Analogien zwischen elektrischen und magnetischen Formulierungen
sind in Tabelle 2.3 aufgeführt.
Beide Klassen von Formulierungen beschreiben die zugrundeliegende Untermenge der Max-
wellschen Gleichungen äquivalent. Je nach Anwendungsgebiet erweist sich unter Umstän-
den eine Variante als vorteilhafter. Mögliche Kriterien sind die Modellierbarkeit von einge-
prägten Strömen, externen Feldern oder Permanentmagneten. Gemeinsam ist beiden Ty-
pen von Formulierungen die Schwierigkeit im Fall des Auftretens von Gebieten, in welchen
die Leitfähigkeit verschwindet. Diese manifestieren sich jedoch auf unterschiedliche Weise.
Während bei der magnetischen Formulierung, wie bereits im statischen Fall, topologische
Probleme auftreten können, entstehen bei elektrischen Formulierungen Schwierigkeiten
bei der Eichung der nicht leitfähigen Regionen. Weiterhin muss bei der vorgestellten ma-
gnetischen Formulierung unter allen Umständen eine Unterteilung hinsichtlich leitfähiger
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Bezeichnung Beschreibung Literatur
( ~A, φ) vektorieller und skalarer Ansatz im gesamten Gebiet [26]
( ~A, φ− ~A) skalarer Ansatz im nicht leitfähigen Gebiet [27]
( ~A∗) vektorieller Ansatz im gesamten Gebiet [22]
( ~A, φ− ψm) getrennte Modellierung von Wirbel- und Anregungsstrom [28]
( ~A, φ− φm) magnetisches Skalarpotential im nicht leitfähigen Gebiet [29]
(~T , φm) magnetische Formulierung dual zu ( ~A, φ) [30]
(~T , φm − φm) Reduktion auf Skalarpotential im nicht leitfähigen Gebiet [31]
( ~H, ψm − ψm) Wirbelstrommodellierung über magnetische Feldstärke [25]
Tabelle 2.4: Auswahl gebräuchlicher hybrider sowie globaler Formulierungen für Problem-
stellungen innerhalb der Wirbelstromberechnung.
und nicht leitfähiger Gebiete unternommen werden, da der Term ∇×( 1
σ
∇×~T ) in letzteren
Regionen nicht definiert ist.
Alle bisher genannten magnetoquasistatischen Formulierungen basieren auf den totalen
Potentialgrößen. Diese sind daher, unter der oben getroffenen Einschränkung, zunächst im
gesamten betrachteten Gebiet definiert. In bestimmten Fällen ist es jedoch möglich, das
zu untersuchenden Gebiet anhand verschiedener Kriterien so zu unterteilen, dass in Teil-
bereichen weiter vereinfachte Ansätze verwendet werden können. Auf diese Weise entsteht
eine sehr große Zahl verschiedener Hybridformulierungen. Neben den bisher betrachte-
ten Potentialformulierungen existieren auch Beschreibungen unter Verwendung einzelner
Feldgrößen, die sich als Spezialfälle aus den Potentialformulierungen ergeben [24].
In der Notation für hybride Formulierungen werden die verwendeten Ansätze im leitfähigen
Gebiet an erster Stelle genannt und durch einen Bindestrich von den Ansätzen im restli-
chen Gebiet getrennt. Als Beispiel sei die ( ~H, ψm − ψm)-Formulierung unter Verwendung
des reduzierten magnetischen Skalarpotentials ψm in Verbindung mit der magnetischen
Feldstärke ~H als Unbekannte innerhalb des leitfähigen Materials genannt. Das reduzierte
magnetische Skalarpotential ist allein nicht ausreichend, um den Effekt der Leitungsstrom-
dichte ~Jl zu modellieren, da die rechte Seite von Gleichung (2.34) nicht im voraus bekannt
ist und zur Bestimmung des Hilfsfeldes ~Hs herangezogen werden kann. Wird jedoch die zu
den Wirbelströmen im leitfähigen Gebiet gehörige magnetische Feldstärke als zusätzliche
Variable eingeführt, kann die Problemstellung zusammen mit dem reduzierten magneti-
schen Skalarpotential gelöst werden [25]. Bei allen hybriden Formulierungen müssen die
eingeführten Potentiale aus den Feld- und Flussgrößen abgeleitete Stetigkeitsbedingungen
am Übergang zwischen den entsprechend unterteilten Gebieten erfüllen. In Tabelle 2.4 sind
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die bereits beschriebenen Formulierungen zusammen mit einigen weiteren Möglichkeiten
der Kombination der einzelnen Potentiale angegeben. Bereits seit geraumer Zeit werden
die Vor- und Nachteile der verschiedenen Formulierungen untersucht und gegeneinander
abgewogen, meist auf der Basis einer numerischen Lösung des zugrundeliegenden Systems
von Differentialgleichungen [32, 33, 34]. Auf einen solchen Vergleich wird daher an dieser
Stelle verzichtet. Aufgrund der vielseitigen Anwendbarkeit und Kompaktheit der zugehö-
rigen Formulierung wird im folgenden stets das modifizierte magnetische Vektorpotential
~A∗ zur Lösung magnetoquasistatischer Problemstellungen eingesetzt. So erfolgt die Be-
schreibung mittels eines einzelnen Potentials ohne die Notwendigkeit der Unterscheidung
nach leitfähigen, nicht leitfähigen sowie einen eingeprägten Strom enthaltenden Gebieten.
2.4 Modellierung des Problemvolumens
Die Maxwellschen Gleichungen und ihre äquivalenten Darstellungen über verschiedene Po-
tentiale beschreiben zunächst die Wechselwirkungen zwischen elektrischen und magneti-
schen Feldern im gesamten Raum. Im allgemeinen führt dies im Grenzfall zu einem unend-
lich ausgedehnten Betrachtungsvolumen. Um Anforderungen zur Lösbarkeit der beschrie-
benen Problemstellungen zu formulieren, wird der Typ der entsprechenden Differentialglei-
chung untersucht. Im Fall der statischen Formulierungen handelt es sich um elliptische
partielle Differentialgleichungen zweiter Ordnung [35]. Diese werden als Randwertprobleme
bezeichnet, da durch die Vorgabe entsprechender Bedingungen am Rand eines zu betrach-
tenden Gebietes die Existenz einer eindeutigen Lösung gesichert ist [36]. Für den Grenzfall
des unendlich ausgedehnten Raumes bedeutet dies die Vorgabe von Werten für Potentiale
beziehungsweise Felder im Unendlichen. Im Gegensatz dazu beschreiben die quasistati-
schen Formulierungen Diffusionsprozesse elektrischer oder magnetischer Natur und stellen
parabolische partielle Differentialgleichungen zweiter Ordnung dar. Zusätzlich zu den be-
reits erwähnten Randwerten müssen in diesem Fall auch zeitliche Anfangswerte festgelegt
werden. Daher wird diese Art von Problemstellung auch als Anfangs-/Randwertaufgabe
bezeichnet [36]. Randbedingungen für die betrachteten Differentialgleichungen folgen aus
physikalischen Überlegungen. Bei der Lösung der Differentialgleichungen auftretende, frei
wählbare Konstanten werden so bestimmt, dass alle Felder endlich bleiben sowie mit der
Entfernung von ihren Quellen zu Null abklingen. Diese Vorgehensweise folgt aus dem
Prinzip der Energieerhaltung.
In zahlreichen praktischen Anwendungsfällen in der Quasistatik bietet sich die Beschrän-
kung des betrachteten Volumens auf einen Teilbereich des gesamten Raumes an. Dabei
muss die Beschränkung des Gebietes so erfolgen, dass der resultierende Modellierungsfeh-
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Bezeichnung Vorschrift Beschreibung
Dirichlet u(a) = α Vorgabe eines festen Wertes für u
Neumann ~Mυu(a) = β Vorgabe der räumlichen Ableitung von u
Robin k1u(a) + k2 ~Mυu(a) = γ Linearkombination Dirichlet und Neumann
periodisch
u(a) = k3u(b) Feste Relation zwischen separierten Rändern~Mυu(a) = k3 ~Mυu(b)
Tabelle 2.5: Randbedingungen für elliptische Differentialgleichungen im Intervall [a, b] mit
beliebig wählbaren Konstanten α, β, γ, ki und dem Operator ~Mυ, der eine Dif-
ferentiation in Verbindung mit der Multiplikation mit einem Materialparameter
υ repräsentiert.
ler möglichst klein ist und zumindest weitere bekannte systematische Fehlerquellen nicht
übersteigt. Zur Wahl eines entsprechenden Volumens können verschiedene Kriterien her-
angezogen werden:
1. Kenntnis des Feld- beziehungsweise Potentialverlaufs in großem Abstand von der zu
betrachtenden Anordnung;
2. bekanntes Verhalten der Feldgrößen an der Grenzfläche bestimmter Materialien;
3. vorhandene, a priori bekannte Symmetrieeigenschaften der Feldverteilung.
Während aus dem ersten Kriterium „offene“ Randbedingungen für bestimmte Anordnun-
gen hergeleitet werden können [37], folgen aus den weiteren Kriterien elektrisch bezie-
hungsweise magnetisch abgeschlossene Bedingungen. In allen Fällen wird das Verhalten
der Felder im Außenraum durch die Randbedingung approximiert.
Mathematisch gesehen wird zwischen mehreren Arten von Randbedingungen für Differen-
tialgleichungen unterschieden, die jedoch hinsichtlich der getroffenen Aussage zur Existenz
einer Lösung äqivalent sind. Für eine eindimensionale elliptische Differentialgleichung in
der skalaren Variablen u(x) im Intervall [a, b] sind die verschiedenen Arten von Rand-
bedingungen in Tabelle 2.5 aufgeführt [36]. Sie lassen sich unmittelbar auf den höherdi-
mensionalen beziehungsweise den parabolischen Fall übertragen. Falls die entsprechenden
Konstanten α, β oder γ den Wert Null aufweisen, spricht man von der zugehörigen ho-
mogenen Randbedingung. Im hier zunächst betrachteten eindimensionalen Fall impliziert
der Operator ~Mυ stets die erste Ableitung bezüglich der Koordinatenrichtung x. Im hö-
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Formulierung Et = 0 Ht = 0 Dn(Jn) = 0 Bn = 0
Elektrostatik φ = C1 - ε dd~nφ = 0 -
Magnetostatik φm - φm = C1 - µ
d
d~n
φm = 0
Magnetostatik ~A - 1
µ
∇× ~A× ~n = 0 - At = 0
Magnetoquasistatik ~A∗ ∂
∂t
~A∗t = 0
1
µ
∇× ~A∗ × ~n = 0 - ~A∗t = 0
Magnetoquasistatik ~T , φm -
Tt = 0,
(Tt = 0)
µ d
d~n
~T = 0
φm = C1 µ
d
d~n
φm = 0
Tabelle 2.6: Randbedingungen an die verschiedenen Potentiale innerhalb statischer und qua-
sistatischer Formulierungen zur Erfüllung der physikalisch motivierten Restrik-
tionen an Feld- und Flussgrößen. Der Operator ~Mυ wird dabei gegenüber Tabel-
le 2.5 durch die entsprechend der Formulierung gültigen Differentiationsopera-
toren und Materialkoeffizienten ersetzt. Konstante skalare Werte bei Dirichlet-
Randbedingungen werden durch C1 symbolisiert.
herdimensionalen Fall kommt hingegen, abhängig von der gewählten Formulierung, auch
der Gradienten- beziehungsweise Rotationsoperator zum Einsatz. Der Index υ steht dabei,
ebenfalls auf die Formulierung bezogen, entweder für die Permittivität ε, die Permeabilität
µ oder die Reluktivität ν = 1/µ.
Physikalisch motivierte Definitionen möglicher Randbedingungen ergeben sich für die tan-
gentialen Komponenten der Feldstärken Et und Ht sowie für die normalen Komponenten
der Flussgrößen Dn, Bn und Jn. Diese korrespondieren, je nach verwendeter Formulierung,
zu Randbedingungen vom Dirichlet- oder Neumann-Typ an die zugehörigen Potentiale.
Für die Ableitung in Richtung des senkrecht auf der Randfläche stehenden Vektors ~n ergibt
sich im Fall ~Mυ = ∇ der Ausdruck ∇u · ~n = dd~n . Eine Übersicht über die Randbedingun-
gen in Verbindung mit unterschiedlichen Formulierungen bietet Tabelle 2.6. Diejenigen
Bedingungen, welche zu einer Vorgabe der Normalkomponente der elektrischen Strom-
dichte führen, sind in der Tabelle in Klammern angegeben. Zu beachten ist, dass auch bei
der Einprägung der Randbedingungen noch eine gewisse Freiheit besteht. Die Forderung
Bn = 0 führt genau genommen zu der Bedingung ∇× ~A = 0, die zwar durch die Wahl
At = 0 definitiv erfüllt wird, jedoch können auch von Null verschiedene Werte der tangen-
tialen Komponente des magnetischen Vektorpotentials zu einer verschwindenden magneti-
schen Flussdichte senkrecht zu dem entsprechenden Rand führen. Dies betrifft hauptsäch-
lich statische Formulierungen unter Verwendung des magnetischen Vektorpotentials, da
im quasistatischen Fall die Forderung Bn = 0 meist mit Et = 0 einhergeht. In der besag-
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ten magnetostatischen Formulierung kann über eine inhomogene Dirichlet-Randbedingung
an das magnetische Vektorpotential auf diese Weise eine konstante externe magnetische
Flussdichte über einzelne Randflächen eingeprägt werden.
Ist auf der gesamten Berandung des Teilvolumens eine der genannten Bedingungen vorge-
schrieben, so sind zwar die elektromagnetischen Felder eindeutig bestimmt, jedoch nicht
zwangsweise die Potentiale. Dies ist im physikalischen Sinne zunächst ohne Bedeutung,
da durch eine geeignete Eichung unter Ausnutzung der aus der Definition der Potentiale
folgenden Freiheitsgrade eine eindeutige Bestimmung erfolgen kann [33].
Zur Modellierung des Teilvolumens, welches die zu untersuchende geometrische Anordnung
enthält, werden im folgenden lediglich Dirichlet- und Neumann-Randbedingungen betrach-
tet. Die Position der Berandung kann anhand verschiedener Kriterien bestimmt werden.
Da in der Quasistatik keine Welleneigenschaften modelliert werden, kann in ausreichend
großem Abstand von den Quellen der elektromagnetischen Felder stets äquivalent eine ho-
mogene Randbedingung angelegt werden. Vorauszusetzen ist hierbei, dass die Felder am
Ort der Einprägung bereits näherungsweise abgeklungen sind. Insbesondere im Fall freier
Ladungen oder unabgeschirmter Spulenanordnungen führt dies jedoch unter Umständen zu
einem sehr großen zu betrachtenden Volumen, so dass der Einsatz offener Randbedingun-
gen erforderlich wird. Häufig sind derartige Anordnungen jedoch von Materialien umgeben,
die zu einer teilweisen Abschirmung der Felder gegenüber dem Außenraum führen und so-
mit ein schnelleres Abklingen bewirken oder sogar eine unmittelbare Verkürzung auf die
Grenzfläche des entsprechenden Materials erlauben. Im folgenden werden zwei idealisierte
derartige Konzepte vorgestellt:
• Die elektrische Feldstärke steht annähernd senkrecht auf den Randflächen von Kör-
pern sehr hoher Leitfähigkeit. Daher kann diese Eigenschaft in einer Randbedingung
an entsprechenden Stellen des eingeschränkten Problemvolumens formuliert werden.
In einem solchen Fall wird die tangentiale Komponente der elektrischen Feldstärke
explizit zu Null gesetzt. Als Grenzfall werden sogenannte perfekt elektrisch leiten-
de Materialien (engl. „perfect electric conductors“, PEC), bei welchen asymptotisch
σ → ∞ gilt, zu Modellierungszwecken, insbesondere in der Elektrostatik und der
Elektroquastistatik, eingesetzt. Hier entsprechen diese in der Formulierung unter
Verwendung des elektrischen Skalarpotentials einer Randbedingung vom Dirichlet-
Typ. Festgelegte Potentiale innerhalb des interessierenden Gebietes werden ebenfalls
auf diese Weise modelliert. Abhängig von den Zeitkonstanten des zugrundeliegenden
Problems ist die Annahme Et = 0 für metallische Leiter wie Silber oder Kupfer ge-
rechtfertigt. Zusätzlich kann die Bedingung Et = 0 an Flächen angelegt werden, auf
welchen die elektrischen Feldlinien aufgrund einer a priori bekannten geometrischen
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Symmetrie senkrecht stehen. Diese Symmetriebedingung dient als einseitige Begren-
zung des betrachteten Volumens. In der Folge ergibt sich, dass an derartigen Ebenen
auch die tangentiale Komponente der elektrischen Stromdichte verschwinden muss.
Daher muss eine eventuell im Gebiet vorhandene eingeprägte Stromdichte senkrecht
auf einer solchen Ebene stehen. Gegebenenfalls wird die Stromdichte mit negativem
Vorzeichen an der Ebene gespiegelt.
• Analog steht die magnetische Feldstärke an Grenzflächen von Körpern sehr hoher
Permeabilität annähernd senkrecht. Im Grenzfall µ → ∞ verschwindet die tangen-
tiale Komponente der magnetischen Feldstärke und legt die Einführung perfekt ma-
gnetisch leitfähiger Materialien ((engl. „perfect magnetic conductors“, PMC)) analog
zur vorherigen Betrachtung nahe. Im Gegensatz dazu existieren jedoch in der Rea-
lität nicht viele Materialien für welche diese Annahme zutreffend ist. Eine weitere
Anwendung ergibt sich dennoch in Form einer Symmetriebedingung. Wenn aufgrund
einer Symmetrie im Aufbau der Anordnung evident ist, dass die magnetischen Feldli-
nien senkrecht auf einer bestimmten Fläche stehen, so kann diese unter Verwendung
der Randbedingung Ht = 0 in Form einer Symmetrieebene zur Begrenzung des
betrachteten Volumens herangezogen werden. Innerhalb des Volumens parallel zur
Ebene verlaufende Ströme werden in diesem Fall mit positivem Vorzeichen gespie-
gelt, so dass sich die tangentialen Komponenten der magnetischen Feldstärke an der
Grenzfläche aufheben.
Nach der eventuellen Einschränkung des gesamten Raumes auf ein Teilgebiet mit Hilfe von
Rand- und Symmetriebedingungen ist das elektromagnetische Feldproblem auf der Basis
einer entsprechenden Formulierung charakterisiert und kann mit geeigneten Verfahren ge-
löst werden.
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Aufgrund der Komplexität in Bezug auf Größenverhältnisse und den häufig auftretenden,
hochgradig inhomogenen Materialverteilungen sind analytische Lösungsverfahren für die
Maxwellschen Gleichungen nur in seltenen Fällen auf praktische Probleme in der Elektro-
technik anwendbar. Eine Alternative bieten numerische Ansätze, die von einer Zerlegung
des zu untersuchenden Gebietes in zahlreiche kleine Volumen Gebrauch machen. Auf der
Basis solcher Teilvolumen und der zugehörigen geometrischen Untereinheiten erfolgt ei-
ne lokale Approximation der räumlich kontinuierlichen elektromagnetischen Felder. Unter
Verwendung einer endlichen Anzahl der aus dieser Diskretisierung der kontinuierlichen
Größen resultierenden numerischen Freiheitsgrade wird die gesamte Verteilung der elek-
tromagnetischen Felder im betrachteten Volumen dargestellt. Derartige volumenbasierte
Diskretisierungsverfahren in Verbindung mit Integrationsverfahren zur Approximation der
zeitlichen Abhängigkeit ablaufender Vorgänge bilden den Inhalt dieses Kapitels.
3.1 Methode der Finiten Integration
Ein volumenbasiertes Verfahren zur räumlichen Diskretisierung elektromagnetischer Fel-
der stellt die Methode der Finiten Integration (engl. „finite integration technique“, FIT)
dar. Sie wurde zunächst zur Berechnung hochfrequenter zeitharmonischer Felder vorge-
stellt [38]. Ebenso können schnell veränderliche Felder mit beliebiger Zeitabhängigkeit
besonders effizient beschrieben werden [39]. Auch für Anwendungen in der Berechnung
von Wirbelströmen sowie für allgemeine quasistatische Problemstellungen ist die Methode
der Finiten Integration geeignet [25, 40].
Die Methode basiert auf einer räumlichen Zerlegung des zu betrachtenden Gebietes. Zum
Zweck der Aufteilung in Teilvolumen kommen verschiedene geometrische Grundformen
in Frage. Als besonders vorteilhaft erweist sich die Verwendung kartesischer hexagonaler
Gitter, wobei jedoch auch Verallgemeinerungen auf nicht orthogonale Gitter [41] oder all-
gemein polyhedrale Gitterformen vorgeschlagen wurden [42]. Weiterhin sind die Konzepte
der Methode grundsätzlich auch auf Dreiecksgitter im Rahmen einer zweidimensionalen
geometrischen Approximation anwendbar [43]. In den letztgenannten verallgemeinerten
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Abbildung 3.1: (a) Volumendiskretisierung und Indizierung der enthaltenen Knoten Pi,j,k
mit 1 ≤ i ≤ I, 1 ≤ j ≤ J und 1 ≤ k ≤ K; (b) beliebige Zelle Vi,j,k aus
G zusammen mit den entsprechenden Elementarkanten und -flächen, deren
Indizierung anhand des zugehörigen Knotens Pi,j,k erfolgt.
Fällen geht jedoch ein Teil der Effizienz bei der praktischen Berechnung verloren. Die fol-
genden Abschnitte dieses Unterkapitels geben einen Überblick über die im Rahmen der
Methode der Finiten Integration eingeführten und verwendeten Konzepte zur numerischen
Beschreibung der Maxwellschen Gleichungen für den Spezialfall rechtwinkliger kartesischer
Gitter.
3.1.1 Die Gitter-Maxwellgleichungen
Mit dem Ziel einer räumlich diskreten Beschreibung der elektromagnetischen Felder wird
das zu betrachtende Volumen Ω in quaderförmige Teilbereiche zerlegt. Eine solche Form
G der Zerlegung ist in Abbildung 3.1(a) dargestellt. Sie entsteht durch die Definition ei-
ner Punkteschar Pi,j,k(xi, yj , zk) entlang der Koordinatenrichtungen. Dabei werden jeweils
I, J,K Punkte in x-, y- und z-Richtung angeordnet. Insgesamt beträgt die Anzahl von
Punkten somit Np = IJK. Die Indizierung der entstehenden Elementarvolumina erfolgt
anhand des Indexsatzes, der die jeweils kleinsten Indizes der das Volumen aufspannenden
Knoten in den drei Raumrichtungen enthält. Ein solches Elementarvolumen Vi,j,k zeigt
Abbildung 3.1(b) zusammen mit weiteren geometrischen Elementarfiguren, Strecken L
und Flächen A, geringerer Dimension. Zu jedem Punkt Pi,j,k in G gehören somit nach
Konvention drei, in positiver Koordinatenrichtung und somit auch positiver Indexrichtung
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gezählte Elementarstrecken L, die über die Punkteschar P gemäß
L
(x)
i,j,k = xi+1 − xi für 1 ≤ i ≤ I − 1, (3.1)
L
(y)
i,j,k = yj+1 − yj für 1 ≤ j ≤ J − 1, (3.2)
L
(z)
i,j,k = zk+1 − zk für 1 ≤ k ≤ K − 1, (3.3)
definiert sind. Als Index erhalten sie den ihres jeweiligen Startpunktes. Dabei ist zu beach-
ten, dass an den positiven Rändern von Ω Kanten der Länge Null entstehen, die jedoch aus
formalen Gründen dennoch in die Notation aufgenommen werden. Die Elementarflächen
A bestimmen sich analog über
A
(x)
i,j,k = L
(y)
i,j,kL
(z)
i,j,k für j 6= J, k 6= K, (3.4)
A
(y)
i,j,k = L
(x)
i,j,kL
(z)
i,j,k für i 6= I, k 6= K, (3.5)
A
(z)
i,j,k = L
(x)
i,j,kL
(y)
i,j,k für i 6= I, j 6= J. (3.6)
Dabei weisen die Flächennormalen der entstehenden Elementarflächen in die zugehörigen
positiven Koordinatenrichtungen. Ähnlich wie im Fall der Elementarstrecken entstehen
hier für i = I, j = J sowie k = K degenerierte Flächen, deren Inhalt Null ist. Auch diese
werden formal in der weiteren Notation mitgeführt. Die Elementarvolumen sind gemäß
Vi,j,k = L
(x)
i,j,kL
(y)
i,j,kL
(z)
i,j,k für i 6= I, j 6= J, k 6= K (3.7)
bestimmt, wobei auch hier die Fälle der Randindizes I, J,K über virtuelle Zellen des
Volumeninhalts Null in der Beschreibung des Gitters G berücksichtigt werden.
Zur Vereinfachung der Notation wird im folgenden eine kanonische Indizierung über nur
einen Index n verwendet, der gemäß
n = 1 + (i− 1)Mx + (j − 1)My + (k − 1)Mz (3.8)
mit Mx = 1, My = I, Mz = IJ aus den drei räumlichen Indizes I, J,K hervorgeht.
Gleichung (3.8) gilt aufgrund der zuvor getroffenen Annahmen über Randkanten, -flächen
und -volumen für alle Indizes 1 ≤ i ≤ I, 1 ≤ j ≤ J , 1 ≤ k ≤ K, so dass die Anzahl
an Knoten und Volumen in G formal Np sowie die Anzahl zu G gehöriger Kanten und
Flächen 3Np beträgt.
Anhand des so definierten Gitters wird aus der Integralform der kontinuierlichen Max-
wellschen Gleichungen gemäß der Gleichungen (2.9) bis (2.12) eine diskrete Darstellung
hergeleitet. Dies geschieht anschaulich zunächst für den Fall des Induktionsgesetzes, das
durch Gleichung (2.9) gegeben ist. Zur Herleitung dient eine beliebige Fläche SΩ, die mit
der Berandungsfläche A(z)n der Zelle Vn zusammenfällt. Die Begrenzungslinie dieser Fläche
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Abbildung 3.2: Veranschaulichung des diskreten Induktionsgesetzes: Definition der Orien-
tierung der Gitterspannungen; Darstellung einer einzelnen Gitterfläche und
des zugehörigen Linienintegrals entlang der Kurve C.
∂SΩ wird durch eine geschlossene Kurve C charakterisiert. Das entsprechende Linienin-
tegral wird in vier Teilintegrale entlang der zugehörigen Gitterkanten aufgespalten und
lautet somit ∫
C
~E · d~s =
∫
C1
~E · d~s+
∫
C2
~E · d~s+
∫
C3
~E · d~s+
∫
C4
~E · d~s. (3.9)
Die Wegelemente d~s werden parallel zur Richtung der Teilstrecken Cα mit α ∈ {1, 2, 3, 4}
gewählt, so dass sich die Integration unter der Annahme einer konstanten tangentialen
Komponente des elektrischen Feldes auf dem entsprechenden Teilstück zu einer skalaren
Multiplikation vereinfacht. Dies gibt Anlass zur Definition der Größen
⌢e
(χ)
ξ =
∫
Cα
~E · d~s ≈ EχL(χ)ξ , (3.10)
wobei χ jeweils für die x-, y- oder z-Richtung steht und ξ einen beliebigen kanonischen
Gitterindex bezeichnet. Aufgrund ihrer Definition in Form eines Integrals über die elektri-
sche Feldstärke werden sie als elektrische Gitterspannungen bezeichnet. Anzumerken
ist, dass die angegebene Approximation an dieser Stelle keine Notwendigkeit darstellt und
die Definition der Gitterspannungen über die Integrale zunächst exakt ist. In Verbindung
mit der aus Abbildung 3.2 ersichtlichen Konvention zur Benennung und Orientierung der
einzelnen Größen kann Gleichung (3.9) in die Form∫
C
~E · d~s = ⌢e (x)n + ⌢e (y)n+1 − ⌢e (x)n+My − ⌢e (y)n (3.11)
überführt werden. Zum Zweck der diskreten Darstellung der rechten Seite des Indukti-
onsgesetzes muss die magnetische Flussdichte über die Fläche SΩ integriert werden. Auch
hier vereinfacht sich die Integration unter der Annahme eines über die Fläche konstanten
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Wertes der Normalkomponente zu einer skalaren Multiplikation. Die sogenanntenmagne-
tischen Gitterflüsse sind somit über
⌢
b
(χ)
ξ =
∫
S
~B · d ~A ≈ BχA(χ)ξ , (3.12)
definiert. Auch hier stellen die Gitterflüsse an sich noch keine Näherung dar, sondern
fungieren lediglich als eine formale Darstellung des zugehörigen Integrals. Somit lautet die
diskrete Form des Induktionsgesetzes für die ausgewählte Integrationsfläche
⌢e (x)n +
⌢e
(y)
n+1 − ⌢e (x)n+My − ⌢e (y)n = −
d
dt
⌢
b
(z)
n . (3.13)
Die eingeführten Gitterspannungen und Flüsse werden unter Verwendung der kanonischen
Indizierung in algebraischen Vektoren
⌢e =

⌢e(x)
⌢e(y)
⌢e(z)
 (3.14)
⌢
b =

⌢
b(x)
⌢
b(y)
⌢
b(z)
 (3.15)
der Länge 3Np angeordnet. Zusätzlich werden die in Gleichung (3.13) vorkommenden
Vorzeichen vor den Gitterspannungen als Koeffizienten einer Matrix C (engl. „curl “) der
Dimension 3Np × 3Np gesammelt. Somit kann das diskrete Induktionsgesetz für alle Git-
terkanten und -flächen in kompakter Matrixnotation
C⌢e = − d
dt
⌢
b (3.16)
geschrieben werden. Diese Gleichung wird auch als erste Gitter-Maxwellgleichung bezeich-
net. Aufgrund der formalen Ähnlichkeit zum Induktionsgesetz in Differentialform in Glei-
chung (2.1) kann die Matrix C auch als diskretes Analogon zum kontinuierlichen Rotati-
onsoperator gesehen werden. Sie ist quadratisch, dünnbesetzt (engl. „sparse“) und enthält
in jeder Zeile vier von Null verschiedene Einträge. Diese nehmen nur die Werte 1 und −1
an. Folglich ist sie rein topologischer Natur und im Gegensatz zum analytischen Operator
frei von Metrikkoeffizienten.
In analoger Vorgehensweise wird das durch Gleichung (2.12) beschriebene Gesetz zur Quel-
lenfreiheit der magnetischen Flussdichte in Integralform behandelt. Die Normalkomponen-
te der magnetische Flussdichte kann, wie weiter oben bereits beschrieben, über die ma-
gnetischen Gitterflüsse
⌢
b dargestellt werden. Aus Gleichung (2.12) folgt, dass die Summe
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Abbildung 3.3: Veranschaulichung der Diskretisierung des Gesetzes zur Nicht-Existenz ma-
gnetischer Ladungen: Zur Zelle Vn sowie zu angrenzenden Zellen gehörige
magnetische Gitterflüsse zusammen mit ihrer Orientierung.
aller aus einem Volumen heraustretender magnetischer Flüsse verschwinden muss. Gemäß
Abbildung 3.3 kann diese Forderung durch eine vorzeichenrichtige Addition der zu der Zel-
le Vn und den angrenzenden Zellen gehörigen magnetischen Gitterflüsse auf Gitterebene
nachgebildet werden. Für die betrachtete Zelle Vn lautet die betreffende Gleichung somit
− ⌢bn +
⌢
bn+1 −
⌢
bn+Np +
⌢
bn+My+Np −
⌢
bn+2Np +
⌢
bn+Mz+2Np = 0. (3.17)
Die gemäß der Konvention zur Wahl der Richtung der Flächennormalen auftretenden
Vorzeichen werden wiederum in einer topologischen Matrix S (engl. „source“) zusammen-
gefasst. Diese enthält in jeder Zeile sechs von Null verschiedene Einträge und kann als
diskretes Analogon zum kontinuierlichen Divergenzoperator in Gleichung (2.4) gesehen
werden. Zusammengefasst für alle Gitterflächen und -zellen lautet somit das diskrete Ge-
setz zur Nicht-Existenz magnetischer Ladungen
S
⌢
b = 0. (3.18)
Die Diskretisierung der weiteren Maxwellschen Gleichungen kann prinzipiell ebenfalls auf
der Basis des Gitters G erfolgen. Dabei treten jedoch Probleme bei der Verknüpfung der
gitterbasierten physikalischen Größen über die Materialkoeffizienten auf. Mit Hilfe zu-
sätzlicher Interpolationen auf dem Gitter ist eine solche Diskretisierung jedoch dennoch
möglich. Eine elegantere und insbesondere numerisch effizientere Lösung besteht in der
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Abbildung 3.4: Veranschaulichung der Konstruktion des dualen Gitters G˜ aus (a) Punkten
P˜ξ, (b) Kanten L˜ξ und (c) Flächen A˜ξ. Die dualen Zellen V˜ξ ergeben sich
aus der Verbindung der entsprechenden dualen Punkte.
Einführung eines zusätzlichen dualen Gitters G˜. Daher wird das bereits eingeführte Git-
ter G im folgenden als primäres Gitter bezeichnet. Ein duales Gitter wird gemäß der
folgenden Anforderungen konstruiert:
1. Die dualen Gitterpunkte liegen in den Zentren der primären Volumen.
2. Jede primäre Fläche wird in ihrem Mittelpunkt von genau einer dualen Kante durch-
stoßen.
3. Jede primäre Kante schneidet genau eine duale Fläche im Winkel von 90◦ in deren
Mittelpunkt.
4. Der Schnittwinkel zwischen primären Flächen und dualen Kanten beträgt 90◦.
Grundsätzlich kann ein solches duales Gitter unter den ersten drei Anforderungen zu je-
dem beliebigen Gitter G konstruiert werden. Die vierte Bedingung ist jedoch nicht immer
erfüllbar. Falls alle vier Kriterien erfüllt werden können, spricht man von einem dual-
orthogonalen Gitter. Ein solches ist für den hier betrachteten Fall kartesischer Koordina-
ten durch eine Verschiebung der primären Gitterzellen um jeweils eine halbe Kantenlänge
in allen drei Raumrichtungen gemäß Abbildung 3.4 konstruierbar. Die Indizierung wird
dabei so gewählt, dass jede primäre Kante Lξ die duale Fläche A˜ξ mit demselben Index ξ
durchstößt. Ebenso schneidet jede duale Kante L˜ξ die primäre Fläche Aξ. Am Rand des
dualen Gitters G˜ werden die Kanten auf die Hälfte verkürzt, so dass die Grenzen von G˜
und G übereinstimmen. Daher treten, anders als im primären Gitter, im dualen Gitter
keine im Sinne verschwindender Längen, Flächen oder Volumen entarteten Größen auf.
Die Diskretisierung des durch Gleichung (2.10) charakterisierten Durchflutungsgesetzes
wird auf der Basis des dualen Gitters G˜ durchgeführt. Für das Linienintegral der magneti-
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schen Feldstärke auf der linken Seite der Gleichung kann wie im Fall des Induktionsgesetzes
vorgegangen werden. Ein Unterschied besteht lediglich in dem verwendeten Integrations-
pfad. Wie in Abbildung 3.2 wird eine Orientierung der Kanten vorgegeben, aus der sich
die Vorzeichen der analog zu Gleichung (3.10) definierten magnetischen Gitterspan-
nungen
⌢
h
(χ)
ξ =
∫
Cα
~H · d~s ≈ HχL˜(χ)ξ (3.19)
ergeben. Dabei verläuft die Integration hier entlang der dualen Kanten, die zu der Beran-
dung C einer dualen Gitterfläche A˜n gehören. Zur Beschreibung der Flächenintegrale über
die elektrische Flussdichte sowie über die verschiedenen Anteile der elektrischen Stromdich-
te auf der rechten Seite von Gleichung (2.12) werden ebenfalls integrale Zustandsgrößen
⌢
d
und
⌢
j , die elektrischen Gitterflüsse sowie die elektrischen Gitterströme , gemäß
⌢
d
(χ)
ξ =
∫
S
~D · d ~A ≈ DχA˜(χ)ξ (3.20)
⌢
j
(χ)
ξ =
∫
S
~J · d ~A ≈ JχA˜(χ)ξ (3.21)
eingeführt. Diese entstehen durch Integration über die zu dem gewählten Umlauf gehörige
duale Gitterfläche. Somit lautet die diskrete Form des Durchflutungsgesetzes für die Fläche
A˜
(z)
n unter Zusammenfassung der Leitungsstromdichte und der eingeprägten Stromdichte
⌢
h
(x)
n +
⌢
h
(y)
n+1 −
⌢
h
(x)
n+My −
⌢
h
(y)
n =
d
dt
⌢
d
(z)
n +
⌢
j
(z)
n . (3.22)
Die auftretenden Vorzeichen werden in einer Matrix C˜ für das duale Gitter zusammen-
gefasst, welche die duale Entsprechung der Matrix C auf dem primären Gitter darstellt.
Somit lautet das diskrete Durchflutungsgesetz für alle dualen Gitterkanten und -flächen
in Matrixschreibweise
C˜
⌢
h =
d
dt
⌢
d+
⌢
j . (3.23)
Auch das Gaußsche Gesetz nach Gleichung (2.11) wird auf dem dualen Gitter G˜ ausge-
wertet. Dabei wird wie in Abbildung 3.3 für das Gesetz der Nicht-Existenz magnetischer
Ladungen vorgegangen. Im Unterschied dazu wird nun die elektrische Flussdichte über
die sechs Randflächen einer dualen Zelle integriert. Die linke Seite des Gaußschen Ge-
setzes kann somit durch die vorzeichenrichtige Summation der zugehörigen elektrischen
Gitterflüsse auf dem dualen Gitter erfolgen. Die Ladungdichte ̺ auf der linken Seite muss
dementsprechend über das gesamte duale Volumen integriert werden. Konsequenterweise
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müssten bei der Definition der volumenintegrierten Ladungsdichte drei Bögen in der Nota-
tion verwendet werden, auf die jedoch im allgemeinen ganz verzichtet wird. Die diskreten
elektrischen Gitterladungen werden somit als
qξ =
∫
V
̺dV ≈ ̺ξVξ (3.24)
definiert. Für eine duale Gitterzelle lautet damit das Gaußsche Gesetz
− ⌢dn +
⌢
dn+1 −
⌢
dn+Np +
⌢
dn+My+Np −
⌢
dn+2Np +
⌢
dn+Mz+2Np = qn. (3.25)
Werden wiederum, analog zur Vorgehensweise im Fall des Gesetzes zur Nicht-Existenz
magnetischer Ladungen, die Vorzeichen in einer Matrix S˜ für das duale Gitter zusam-
mengefasst, lautet die diskrete Darstellung des Gaußschen Gesetzes in Matrixform für alle
dualen Gitterflächen und -volumen
S˜
⌢
d = q. (3.26)
Somit steht nun eine algebraische Darstellung des vollständigen Satzes der Maxwellschen
Gleichungen auf der Basis eines dual-orthogonalen Gitterpaars zur Verfügung. Bei der
Herleitung wurden formal noch keine Näherungen eingebracht, da die Definition der Git-
terspannungen, -flüsse und -ladungen lediglich eine Aufteilung in Teilintegrale über fun-
damentale Bestandteile des gewählten Gitters nach sich zieht. Dies ändert sich bei der
Betrachtung der Verknüpfung der elektromagnetischen Feld- und Flussgrößen über die
Materialkoeffizienten gemäß der Gleichungen (2.5) bis (2.7), die Gegenstand des folgenden
Abschnittes ist.
3.1.2 Die Materialmatrizen
Im folgenden werden lediglich die gängigen Verfahren zur Herleitung der diskreten Bezie-
hungen zwischen den Feld- und Flussgrößen auf dem Gitter behandelt, die zu einer sehr
einfachen und numerisch vorteilhaften Darstellung führen. Die Zuordnung der Materialfül-
lung zu Gitterzellen erfolgt willkürlich anhand des primären Gitters. Dabei wird hier stets
von einer vollständigen Füllung mit einem für den Bereich der betreffenden Zelle konstan-
ten Material ausgegangen. Teilgefüllte Zellen können jedoch bei vergleichbarem Aufwand
zu einer erheblichen Verringerung des durch die sogenannte treppenförmigen Approximati-
on (engl. „staircase“) entstehenden Modellierungsfehlers führen [44]. Eine materialgefüllte
Gitterzelle ist somit allein durch die Eigenschaften ε, µ und σ des zugeordneten Materials
charakterisiert.
Zur Herleitung einer allgemeinen Beziehung zwischen der elektrischen Flussdichte und
der elektrischen Feldstärke auf diskreter Basis muss ein Zusammenhang zwischen den auf
35
3 Numerische Lösungsansätze
x
y
z
Pn
1
4
An
1
4
An−Mz
1
4
An−My
1
4
An−My−Mz
εn−My
εn−My−Mz
εn−Mz
εn
Ln
⌢en
(a)
⌢
dn
⌢
dn
A˜n
(b)
Abbildung 3.5: (a) Bestimmung der Relation zwischen elektrischem Gitterfluss und elek-
trischer Gitterspannung anhand der dualen Fläche A˜n; (b) Stetigkeit des
elektrischen Gitterflusses senkrecht zu Materialübergängen.
dem dualen beziehungsweise primären Gitter angenommenen Größen
⌢
d und ⌢e hergestellt
werden. Diese erfüllen nach Definition bereits die gemäß der Maxwellschen Gleichungen
gültigen Stetigkeitsbedingungen, da sie durch die gewählte Anordnung auf den Gitterflä-
chen und -kanten eindeutig bestimmt sind. Zunächst wird eine einzelne, in x-Richtung
orientierte, duale Fläche A˜n betrachtet, die gemäß Abbildung 3.5(a) innerhalb von vier
primären Zellen mit im allgemeinen unterschiedlicher Materialfüllung verläuft. Aufgrund
der Konstruktion des dualen Gitters G˜ kann in erster Näherung für den dual-orthogonalen
Fall eine eindeutige Beziehung für jedes Paar von dualen Flächen und primären Kanten
hergestellt werden. Diese ist durch die skalaren Koeffizienten
(Mε)
(χ)
ξ,ξ =
⌢
d
(χ)
ξ
⌢e
(χ)
ξ
(3.27)
für den kanonischen Gitterindex ξ und die räumliche Orientierung χ, welche an dieser
Stelle für die x-, y- oder z-Richtung steht, gegeben. Die x-Komponente der elektrischen
Flussdichte verläuft zwar, wie in Abbildung 3.5(b) veranschaulicht, stetig über die Ma-
terialgrenze, jedoch treten in der Ebene der dualen Fläche Sprünge auf. Nach Einsetzen
der kontinuierlichen Materialbeziehung aus Gleichung (2.5) in die Definition des elektri-
schen Gitterflusses ist jedoch eine stetige Funktion über die duale Fläche gegeben, da die
elektrische Feldstärke hier tangential zu den Materialgrenzen verläuft. Somit kann die x-
Komponente der elektrischen Feldstärke in eine Taylorreihe in der (y, z)-Ebene entwickelt
werden. Nach der Aufteilung in Teilintegrale über die in Abbildung 3.5(a) verzeichneten
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Flächenbeiträge entsteht für den elektrischen Gitterfluss die Darstellung
⌢
dn = εnExA˜n +O(∆3...4l ), (3.28)
wobei ∆l = maxχ L˜
(χ)
n gilt und die flächengemittelte Permittivität ε definiert ist als
εn =
1
4A˜n
(
εnAn + εn−MyAn−My + εn−MzAn−Mz + εn−My−MzAn−My−Mz
)
. (3.29)
Die in Gleichung (3.28) als Funktion der maximalen dualen Kantenlänge angegebene Ord-
nung verbleibender Fehlerterme nimmt nur im Fall einer homogenen Materialverteilung
sowie koordinatenweise äquidistanter Diskretisierung die obere Schranke vier an.
Zur Auswertung des Quotienten in Gleichung (3.27) wird das Integral innerhalb der Defi-
nition der elektrischen Gitterspannungen ⌢eξ in Gleichung (3.10) approximiert. Die Herlei-
tung erfolgt anhand der primären Kante Ln in Abbildung 3.5. Aufgrund der Stetigkeit ist
eine Taylorentwicklung in x-Richtung zulässig. Als Entwicklungspunkt wird der Kanten-
mittelpunkt gewählt, der gleichzeitig den Durchstoßpunkt der dualen Fläche bezeichnet.
Damit folgt
⌢en =
∫
Ln
Exdx = ExLn +O(∆3l ). (3.30)
Hierbei beträgt die Ordnung verbleibender Fehlerterme immer drei, da nach Voraussetzung
bei der Gitterkonstruktion der Entwicklungspunkt auf der dualen Fläche stets in der Mitte
der primären Kante liegt.
Somit gilt für das betrachtete Paar aus dualer Fläche und primärer Kante mit dem Index
n als auch allgemein für Indizes ξ in den Raumrichtungen χ des Gitters
(Mε)
(χ)
ξ,ξ = A˜
(χ)
ξ εξ
(
Lξ
(χ)
)−1
+O(∆1...2l ). (3.31)
Die beschriebene Prozedur wird für alle dualen Flächen und primären Kanten paarweise
ausgeführt, so dass eine Diagonalmatrix
Mε = diag
 Mε
(x)
Mε
(y)
Mε
(z)
 (3.32)
der Dimension 3Np × 3Np entsteht. Die gitterbasierte Entsprechung der kontinuierlichen
Materialbeziehung (2.5) lautet somit in Matrixform
⌢
d = Mε
⌢e. (3.33)
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Abbildung 3.6: (a) Veranschaulichung der inversen Längenmittelung für die Permeabilität;
(b) Stetigkeit der primären magnetischen Gitterflüsse an Materialgrenzen.
Zur Bestimmung der gitterbasierten Relation zwischen den elektrischen Gitterströmen
⌢
j
und den elektrischen Gitterspannungen ⌢e auf der Basis des kontinuierlichen Zusammen-
hangs in Gleichung (2.7) kann die gleiche Methode verwendet werden, da die Zuordnung
der Fluss- und Spannungsgrößen zu dualem und primärem Gitter sowie die Stetigkeits-
anforderungen übereinstimmen. In Matrixform lautet daher, unter Ersetzung der Per-
mittivität ε durch die elektrische Leitfähigkeit σ in den entsprechenden Gleichungen, die
Gitterbeziehung unmittelbar
⌢
j = Mσ
⌢e. (3.34)
Bei der Diskretisierung von Gleichung (2.6) zur Beschreibung des Zusammenhangs zwi-
schen magnetischer Flussdichte und magnetischer Feldstärke muss die veränderte Situation
bezüglich der Gittertopologie in Verbindung mit den Stetigkeitsanforderungen für die ma-
gnetischen Feld- und Flussgrößen beachtet werden. Damit stetige Feld- beziehungsweise
Flussgrößen bei der Bestimmung der gitterbasierten Materialrelation bereitstehen, wird
in diesem Fall der Zusammenhang zwischen
⌢
h und
⌢
b unter Verwendung der Reluktivi-
tät ν = 1/µ betrachtet. Analog zu den vorherigen Betrachtungen werden die skalaren
Koeffizienten
(Mν)
(χ)
ξ,ξ =
⌢
h
(χ)
ξ
⌢
b
(χ)
ξ
(3.35)
eingeführt. Anhand des in Abbildung 3.6(a) dargestellten Übergangs zwischen zwei mit
Materialien unterschiedlicher Permeabilität gefüllten primären Zellen wird die Bestim-
mung dieser Koeffizienten veranschaulicht. Zunächst wird das Linienintegral der magne-
tischen Feldstärke entlang der dualen Kante L˜n+2Np ausgewertet. Da jedoch, wie in Ab-
bildung 3.6(b) dargestellt, nur die normale Komponente der magnetischen Flussdichte an
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Materialübergängen stetig ist, wird ~H über ~H = ν ~B ausgedrückt. Für die nunmehr entlang
der betreffenden Kante stetige Funktion Bz kann eine Taylorentwicklung um den mit der
primären Fläche An+2Np gemeinsamen Punkt durchgeführt werden. Durch Einsetzen und
anschließende Integration über die beiden, zu unterschiedlichen primären Zellen gehörigen,
Anteile der dualen Kante folgt für die magnetische Gitterspannung
⌢
hn+2Np = νn+2NpBzL˜n+2Np +O(∆2...3l ), (3.36)
unter Einführung der mittleren Reluktivität
νn+2Np =
νn−MzLn−Mz+2Np + νnLn+2Np
2L˜n+2Np
. (3.37)
Wiederum wird die obere Schranke in der angegebenen Ordnung der Fehlerterme nur im
Fall koordinatenweise äquidistanter Gitter in Verbindung mit homogener Materialvertei-
lung angenommen. Im Gegensatz zu den vorher behandelten Materialrelationen kommt
hier somit eine Längenmittelung über die zugehörigen dualen Kanten zum Einsatz.
Zur Bestimmung des Nenners in Gleichung (3.35) muss die magnetische Flussdichte über
die zugehörige primäre Fläche integriert werden. Für den in Abbildung 3.6(a) vorliegenden
Fall steht die z-Komponente der magnetischen Flussdichte senkrecht auf dem Material-
übergang und ist somit stetig. Eine entsprechende Taylorentwicklung in der Ebene der
primären Fläche führt nach Einsetzen und anschließender Integration zu dem Ausdruck
⌢
bn+2Np = BzAn+2Np +O(∆4l ) (3.38)
für den magnetischen Gitterfluss. Die Ordnung der verbleibenden Fehlerterme beträgt auf-
grund des nach Konstruktion stets in der Mitte der primären Fläche liegenden Entwick-
lungspunktes unabhängig von der Wahl der Gitterschrittweiten in den Koordinatenrichtun-
gen immer vier. Damit bestimmen sich die Koeffizienten allgemein für jede Kombination
aus dualer Kante und primärer Fläche zu
(Mν)
(χ)
ξ,ξ = L˜
(χ)
ξ νξ
(
Aξ
(χ)
)−1
+O(∆1...2l ). (3.39)
Analog zu Gleichung (3.32) ergibt sich aus den einzelnen Koeffizienten für die drei Koor-
dinatenrichtungen die globale Materialmatrix bezüglich der Reluktiviät ν und damit der
gesuchte Zusammenhang
⌢
h = Mν
⌢
b (3.40)
zwischen den magnetischen Spannungs- und Flussgrößen auf dem gewählten Gitterpaar
{ G, G˜ }.
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primäres Gitter G duales Gitter G˜
Knoten Pξ ⇔ Volumen V˜ξ
Kanten L(χ)ξ ⇔ Flächen A˜(χ)ξ
Flächen A(χ)ξ ⇔ Kanten L˜(χ)ξ
Volumen Vξ ⇔ Knoten P˜ξ
Tabelle 3.1: Entsprechungen primärer und dualer Gitterelemente im Fall eines orthogonalen
Gitterpaars { G, G˜ } zusammen mit der verwendeten Notation.
Die hier beschriebene Form der Diskretisierung der kontinuierlichen Materialbeziehungen
stellt nur eine der zahlreichen Möglichkeiten dar. Insbesondere im Fall von Übergängen
zwischen Materialien mit stark unterschiedlichen Koeffizienten entstehen mitunter lokal
sehr große Fehler bei der Approximation. Für diese Sonderfälle können alternative Mitte-
lungsvorschriften zu einer Verbesserung des Approximationsverhaltens führen. Dies kann
einerseits unter Erhaltung der diagonalen Matrixstruktur [45] oder andererseits unter Ein-
führung zusätzlicher Nebendiagonalen geschehen [46]. Eine weitere Möglichkeit zur Verbes-
serung des Approximationsverhaltens besteht in der Verwendung von Ansätzen höherer
Ordnung zur Beschreibung der Feld- und Flussgrößen um den Entwicklungspunkt [47].
Dabei muss jedoch zusätzlich auf weitere Komponenten im Gitter zurückgegriffen werden,
so dass auch in diesem Fall Bandmatrizen im Gegensatz zu Diagonalmatrizen entstehen.
Zusammen mit den in Abschnitt 3.1.1 hergeleiteten Gitter-Maxwellgleichungen steht mit
den Materialgleichungen in Matrixform nun eine räumlich diskrete Beschreibung der elek-
tromagnetischen Felder auf einem dual-orthogonalen Gitterpaar zur Verfügung. Diese
Form der Beschreibung bietet zahlreiche Vorteile, die im folgenden Abschnitt erläutert
werden.
3.1.3 Eigenschaften der Methode
Aufgrund der in Abschnitt 3.1.1 angegebenen Konstruktionsvorschrift für das duale Gitter
ergeben sich im Sonderfall der Orthogonalität die in Tabelle 3.1 aufgeführten Analogien
zwischen den einzelnen fundamentalen Gittereinheiten. Diese gelten in eingeschränkter
Weise auch bei fehlender Orthogonalität, wobei in diesem Fall lediglich die Ausrichtung
der Kanten und Flächen auf primärem und dualen Gitter nicht mehr parallel ist. Die
Eindeutigkeit entsprechender Kombinationen bleibt jedoch nach Definition erhalten.
Wie bereits angedeutet repräsentieren die Matrizen C und C˜ beziehungsweise S und S˜
diskrete Differentiationsoperatoren für die integralen Zustandsgrößen auf dem jeweiligen
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Gitter G, G˜. Sie stellen im hier betrachteten Fall niedrigster Ordnung lediglich eine topo-
logische Beziehung zwischen den entsprechenden integralen Zustandgrößen her. So ordnet
der transponierte diskrete Divergenzoperator S˜T jeder dualen Fläche die beiden dualen
Volumen zu, deren Grenzfläche sie darstellt. Da die Fläche aufgrund der Konvention zur
Definition ihres Normalenvektors jeweils einmal positiv und einmal negativ gezählt wird,
weist jede Zeile zwei von Null verschiedene Einträge der Werte 1 und −1 auf. Topologisch
entspricht dies anhand von Tabelle 3.1 gerade der Inzidenzbeziehung zwischen zwei pri-
mären Knoten, welche die Begrenzung einer primären Kante darstellen. Dies gibt Anlass
zur Definition der diskreten Entsprechung des Gradientenoperators
G = −S˜T, (3.41)
wobei das negative Vorzeichen aus der unterschiedlichen Indexkonvention bei der Zuord-
nung der Kanten und Flächen zu den Knoten auf primärem und dualem Gitter bei positi-
ver Orientierung entlang der Koordinatenachsen resultiert. Der Operator erzeugt somit aus
Knotenpotentialen die zugehörigen Kantenspannungen auf dem primären Gitter. Analog
kann ein Zusammenhang zwischen dualen Knoten und Kanten über den dualen Gradien-
tenoperator
G˜ = −ST (3.42)
hergeleitet werden, wie beispielsweise in [48] dargestellt. Auf der Basis ähnlicher topologi-
scher Argumente kann ein Zusammenhang zwischen den beiden Rotationsoperatoren auf
dem Gitterpaar { G, G˜ } hergestellt werden. Eine Zeile des transponierten Operators CT
bezüglich des primären Gitters enthält von Null verschiedene Einträge an Indexpositionen,
die denjenigen der primären Flächen entsprechen, welche die entsprechende Kante gemein-
sam haben. Die sich aus den Umläufen entlang der entsprechenden primären Flächen für
die Kante ergebenden Vorzeichen entsprechen gerade denjenigen, die bei der Bildung des
Umlaufes entlang der zugeordneten dualen Fläche verwendet werden, um nach Konventi-
on eine positive Orientierung in den Koordinatenrichtungen zu garantieren. Daraus folgt
somit unmittelbar
CT = C˜. (3.43)
Ein Vorzeichenwechsel ist hier, beispielsweise nach [49], nicht erforderlich, da vorausset-
zungsgemäß die Indizes sich schneidender primärer und dualer Gitterelemente überein-
stimmen und auf beiden Gittern die Richtung der Kanten und Flächen positiv entlang der
Koordinatenrichtungen gezählt wird.
Weitere topologische Überlegungen führen zu algebraischen Analogien der diskreten Ma-
trizen C, C˜,S, S˜,G und G˜ zu entscheidenden vektoranalytischen Beziehungen der ent-
sprechenden kontinuierlichen Differentiationsoperatoren:
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• Die Bildung der Divergenz gestaltet sich auf Gitterebene durch eine vorzeichenrich-
tige Summation der zugehörigen Gitterflüsse. Diese gehen wiederum aus der Ro-
tation von Gitterspannungen hervor. Da bei der entsprechenden Summation über
die Gitterflüsse jede Kante einmal mit positivem und negativem Vorzeichen auftritt,
verschwinden die Produkte
SC ≡ 0, (3.44)
S˜C˜ ≡ 0 (3.45)
jeweils identisch. Diese Eigenschaft stellt eine wichtige Äquivalenz zu der vektorana-
lytischen Identität ∇·(∇× ~K) ≡ 0 für die gitterbasierten Größen, sowohl auf dem
primären als auch auf dem dualen Gitter, dar [50].
• Auch die Rotationsfreiheit von Gradientenfeldern ∇×(∇f) überträgt sich, unter
Verwendung der obigen Identitäten, auf das dual-orthogonale Gitterpaar gemäß
CG = CS˜T ≡ 0, (3.46)
C˜G˜ = C˜ST ≡ 0. (3.47)
Weiterhin lässt sich mit Hilfe der oben hergeleiteten Identitäten zeigen, dass bei dem
eingesetzten räumlichen Diskretisierungsverfahren Energie und Ladung Erhaltungsgrößen
darstellen [51, 42].
Somit steht eine konsistente Beschreibung der Maxwellschen Gleichungen einschließlich der
notwendigen Differentialoperatoren auf Gitterebene zur Verfügung. Daher können analy-
tische Vorgehensweisen bei der Umformung der Maxwellschen Gleichungen direkt auf Git-
terebene in algebraischer Schreibweise vorgenommen werden. So entsteht beispielsweise
die diskrete Darstellung
S˜
⌢
j − d
dt
q = 0 (3.48)
der Kontinuitätsgleichung (2.13) in Integralform unmittelbar durch linksseitige Anwen-
dung des Matrixoperators S˜ auf das Durchflutungsgesetz in Gleichung (3.23) und an-
schließendes Einsetzen von Gleichung (3.25).
Auch die in Abschnitt 2.3 beschriebenen quasistatischen Formulierungen lassen sich di-
rekt aus den Gitter-Maxwellgleichungen (3.16), (3.18), (3.23) und (3.26) in Verbindung
mit den diskreten Materialgesetzen aus den Gleichungen (3.33), (3.34) sowie (3.40) ana-
log zur analytischen Vorgehensweise herleiten. In jedem Fall entstehen Matrixgleichungen,
welche die gegebene Problemstellung im räumlich diskreten Sinn beschreiben. Diese kön-
nen, je nach zugrundeliegender Formulierung, unmittelbar mit Hilfe numerischer Verfahren
gelöst oder einem Zeitintegrationsverfahren unterworfen werden. Im Rahmen dieser Arbeit
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wird in Bezug auf zeitabhängige Problemstellungen nur diese, als Linienmethode bekannte
Vorgehensweise zur Lösung partieller Differentialgleichungen in räumlichen und zeitlichen
Variablen eingesetzt.
3.2 Methode der Finiten Elemente
Die Methode der Finiten Elemente zur numerischen Lösung von Differentialgleichungen
beruht auf dem Konzept, die gesuchten Größen anhand der Überlagerung lokaler Ansatz-
funktionen auf einer Volumenzerlegung des Rechengebiets zu approximieren. Die grundle-
genden Ideen für diese Methode entstanden bereits am Anfang sowie im Laufe der ersten
Hälfte des 20. Jahrhunderts. Der Begriff „Finite Elemente“ wurde zum ersten Mal im Jahr
1960 verwendet [52]. Dabei waren zunächst Anwendungsbereiche aus dem Bauingenieur-
wesen sowie insbesondere der Struktur- und Kontinuumsmechanik von Interesse [53, 54].
Durch die zunächst beschränkte, jedoch stetig zunehmende Verfügbarkeit von Rechnern
gewann die Methode in Verbindung mit numerischen Lösungstechniken für die resultie-
renden algebraischen Gleichungssysteme zunehmend an Bedeutung [55]. In der folgenden
Zeit wurden auch Anwendungsgebiete innerhalb der Elektrotechnik erschlossen. Beispiele
hierfür sind im Rahmen der Simulation von Wellenleiterstrukturen als auch im Zusammen-
hang mit der Bestimmung der quasistatischen elektromagnetischen Felder, insbesondere
der Wirbelströme, in Generatoren und elektrischen Maschinen zu finden [56, 57, 58, 59].
Die bis dahin bekannte Variante bot zunächst nicht die bei der Lösung der Maxwellschen
Gleichungen vorteilhafte, und aus dem vorangegangenen Abschnitt bekannte, konsistente
Darstellung der Feld- und Flussgrößen im diskretisierten Raum. Diese wünschenswerte Ei-
genschaft kann jedoch durch eine Anpassung der Ansatzfunktionen an die entsprechenden
Stetigkeitsanforderungen auch bei der Methode der Finiten Elemente sichergestellt wer-
den [60, 61, 62]. Im folgenden wird diese Klasse von Ansatzfunktionen in ihrer Anwendung
auf die Maxwellschen Gleichungen in Differentialform vorgestellt. Analog zur Methode der
Finiten Integration besteht im Fall niedrigster Approximationsordnung eine geometrische
Interpretation für die Anordnung der entsprechenden Feld- und Flussgrößen auf dem ver-
wendeten Gitter gemäß Tabelle 3.2. In diesem Zusammenhang spricht man auch, angelehnt
an die räumliche Dimension der zugeordneten Gittereinheiten, von 0-,1-,2- und 3-Formen
[63]. Es kann gezeigt werden, dass bei entsprechender Konstruktion der Ansatzfunktionen
die diskreten Größen einer exakten De-Rham-Sequenz genügen [62]. Diese Tatsache lässt
sich auch auf den Fall von Ansatzfunktionen höherer Approximationsordnung übertragen
[64]. Dabei ist es jedoch notwendig, sich zumindest in der Begriﬄichkeit von der geome-
trischen Anschauung zu lösen, da diese Ansatzfunktionen nicht mehr ausschließlich mit
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physikalische Größe Stetigkeit zugeordnete Gittereinheit Ansatzfunktion
φ vollständig Knoten skalar
~E, ~H tangential Kante vektoriell
~D, ~B normal Fläche vektoriell
̺ keine Volumen skalar
Tabelle 3.2: Zuordnung der physikalischen Größen zu Gittereinheiten anhand der aus den
Maxwellschen Gleichungen resultierenden Stetigkeitsanforderungen an Mate-
rialübergängen.
einer einzelnen Gittereinheit assoziiert bleiben. Im Rahmen der Notation der diskreten
Differentialformen kann diese Zuordnung formal in Gestalt einer abstrakten Interpretati-
on bestehen bleiben [65]. Von dieser Schreibweise wird jedoch im folgenden kein Gebrauch
gemacht. Stattdessen werden die unterschiedlichen Klassen von Ansatzfunktionen anhand
ihrer speziellen Stetigkeitseigenschaften bezeichnet. Dies führt lediglich zu einer abweichen-
den Notation, während die Ergebnisse der Herleitung mit den unter Verwendung diskreter
Differentialformen erzielten übereinstimmen.
3.2.1 Skalare Ansatzfunktionen für Potentiale
Der Vorgang der Definition von Ansatzfunktionen zur Approximation physikalischer Grö-
ßen beginnt mit der Wahl eines Gitters. Das zu untersuchende Volumen wird dazu in
geometrische Simplizes unterteilt. Dabei können die in Abbildung 3.7 beispielhaft darge-
stellten Formen oder eine Kombination dieser zum Einsatz kommen. Im folgenden werden
jedoch ausschließlich Volumendiskretisierungen unter Verwendung von Tetraedern betrach-
tet. Die Anzahl der aus der Volumenzerlegung resultierenden Elemente beträgt T . Dabei
wird die Anzahl der als Eckpunkte von Tetraedern entstehenden Punkte mit N , die der
Kanten mit E sowie die der Flächen mit F bezeichnet. Im weiteren wird nur von Ele-
menten mit planarer Berandung ausgegangen. Zur lokalen Approximation einer skalaren
Funktion K(x, y, z) auf dem Gebiet eines beliebigen Tetraeders Te gemäß
K(x, y, z) ≈
∑
ξ
kξw
s
ξ(x, y, z) (3.49)
sind Ansatzfunktionen wsξ(x, y, z) gesucht, die auf dem ihnen jeweils zugeordneten Knoten
ξ den Wert 1 annehmen und am Ort aller übrigen Knoten verschwinden. Mit dieser For-
derung wird eine lokale Interpolation der Funktion anhand der von ihr an den Knoten des
Tetraeders angenommenen Werte definiert. Die Anzahl an Knoten muss im allgemeinen
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(a) (b) (c)
Abbildung 3.7: Einige mögliche geometrische Simplizes zur Unterteilung des zu betrachten-
den Volumens im Rahmen der Methode der Finiten Elemente: (a) Hexa-
eder, (b) Tetraeder und (c) Prisma.
nicht notwendigerweise mit der an Eckpunkten übereinstimmen. Im hier zunächst interes-
sierenden Fall sei dennoch davon auszugehen. Für die folgenden Betrachtungen wird ein
Referenztetraeder im lokalen Koordinatensystem rˆ = (α, β, γ)T gemäß Abbildung 3.8(a)
zusammen mit einer lokalen Indizierung der Eckpunkte eingeführt. Jedes beliebige Element
Te, wie in Abbildung 3.8(b) dargestellt, kann über die affine Transformation g : rˆ 7→ Jrˆ+r0
aus dem lokalen System erzeugt werden. Die Transformationsvorschrift lautet in Matrix-
form  xy
z
 =
 x2 − x1 y2 − y1 z2 − z1x3 − x1 y3 − y1 z3 − z1
x4 − x1 y4 − y1 z4 − z1

 αβ
γ
+
 x1y1
z1
 , (3.50)
wobei als Aufpunkt r0 willkürlich P1(x1, y1, z1) gewählt ist. Die Transformation ist regulär,
solange keine entarteten Tetraeder im Sinne eines verschwindenden Volumens auftreten. In
diesem Fall existiert auch die Umkehrung g−1 der Abbildung. Aufgrund der Existenz der
Transformationsvorschrift können nun alle weiteren Betrachtungen anhand des Referenz-
elements Tˆ durchgeführt werden. Die gesuchten Interpolationspolynome für die Eckpunkte
Pˆξ mit ξ ∈ {1, 2, 3, 4} haben die Form
λξ(rˆ) = dξ,1 + dξ,2α + dξ,3β + dξ,4γ. (3.51)
Durch Einsetzen der Koordinaten der vier Eckpunkte unter der Forderung, dass die Funk-
tionen λξ am Eckpunkt ξ den Wert 1 aufweisen und an allen übrigen Eckpunkten ver-
schwinden, entsteht somit für jede gesuchte Funktion λξ ein zu lösendes lineares Glei-
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P (α, β, γ)
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x′
y′
z′
P1(x1, y1, z1)
P2(x2, y2, z2)
P3(x3, y3, z3)
P4(x4, y4, z4)
P (x, y, z)
Te
g
g−1
(a) (b)
Abbildung 3.8: (a) Lokales Referenzkoordinatensystem (α, β, γ) mit planarem, isoparame-
trischem Referenztetraeder Tˆ ; (b) allgemeines Tetraeder Te im globalen Ko-
ordinatensystem (x, y, z).
chungssystem in den Koeffizienten dξ,1, dξ,2, dξ,3 sowie dξ,4. Damit ergeben sich die gesuch-
ten Funktionen zu
λ1 = 1− α− β − γ, (3.52)
λ2 = α, (3.53)
λ3 = β, (3.54)
λ4 = γ. (3.55)
Der Wert dieser Ansatzfunktionen an einem Punkt ist nur von dessen relativer Position
innerhalb des Tetraeders und somit nicht von der Transformation g abhängig [66]. Zusam-
mengefasst weist jede der auf diese Art gefundenen Funktionen die folgenden Eigenschaften
auf:
1. In dem ihr zugeordneten Eckpunkt ξ nimmt sie den Wert λξ = 1 an.
2. Der Wert von λξ in allen anderen als dem ihr assoziierten Eckpunkt beträgt λξ = 0.
3. Von dem zugehörigen Eckpunkt aus variiert sie linear in Richtung der gegenüberlie-
genden Fläche.
4. Sie ist (innerhalb des Tetraeders) nicht negativ sowie nicht größer als 1.
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Mit diesen Eigenschaften definieren diese Funktionen eine Lagrange-Basis für den Raum
der Monome
P (p) = {αp1βp2γp3} , p1 + p2 + p3 ≤ p, (3.56)
hier für den Fall p = 1, zur Interpolation innerhalb des Referenzsystems. Aufgrund der
Invarianz gegenüber der affinen Abbildung g gilt weiterhin für die im globalen System
definierte Funktion die Darstellung
K(x, y, z) =
∑
ξ
K(xξ, yξ, zξ)λξ(g
−1(x, y, z)) (3.57)
in Abhängigkeit der lokalen Lagrange-Basis. Die entsprechenden Polynome sind über ihre
Nullstellen eindeutig bestimmt. Daher können unter Verwendung dieser Basis alle Funk-
tionen vom Grad p1 + p2 + p3 ≤ 1 exakt dargestellt werden.
In der Praxis ist es nicht notwendig, die Koeffizienten der Ansatzfunktionen für jedes Tetra-
eder explizit aufzustellen, da eine Auswertung immer über das Referenzelement zusammen
mit der zugehörigen Transformation gn erfolgen kann. Damit lauten die in Gleichung (3.49)
eingeführten Ansatzfunktionen
wsξ(x, y, z) = λξ(g
−1(x, y, z)). (3.58)
Aufgrund der Vorgehensweise bei der Aufstellung über ein Interpolationspolynom sowie
den angegebenen Eigenschaften werden die Funktionen λ1, λ2, λ3 und λ4 als Lagrange-An-
satzfunktionen bezeichnet. Sie bilden eine nicht orthogonale Basis des Funktionenraums
P (1).
Ansatzfunktionen höherer Ordnung
Die eingeführten Ansatzfunktionen erster Ordnung basieren auf einer linearen Interpolati-
on der gesuchten Größe auf dem Tetraeder. Um zu Ansätzen höherer Ordnung zu gelangen,
kann der Grad des Interpolationspolynoms erhöht werden. Entsprechend müssen in der
Folge auch mehr als die vier Eckpunkte zur Definition herangezogen werden. Allgemein
ist die Anzahl notwendiger Stützstellen zur Konstruktion vollständiger Funktionenräume
P (p) zum Grad p nach Gleichung (3.56) durch
nKnoten =
1
6
(p+ 1) (p+ 2) (p+ 3) (3.59)
gegeben. Prinzipiell ist die Anordnung dieser zusätzlichen Stützstellen unter Beibehaltung
der Eckpunkte als Knoten beliebig. Aus Gründen der gewünschten Stetigkeitseigenschaf-
ten wird jedoch die in Abbildung 3.9 dargestellte Konvention verwendet [67]. Die lineare
Lagrange-Basis kann gemäß P (α, β, γ) = P (λ1, λ2, λ3, λ4) auch zur eindeutigen Identi-
fikation von Punkten innerhalb des Tetraeders herangezogen werden. Daher erfolgt die
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Abbildung 3.9: Indizierung der Knoten gemäß pλ1pλ2pλ3pλ4 und Anordnung der assozi-
ierten Ansatzfunktionen für Elemente höherer Ordnung (hier für p = 4):
(a) Knotenfunktionen, (b) Kantenfunktionen, (c) Flächenfunktionen und
(d) Volumenfunktionen.
Gittereinheit Ansatzfunktionen Index Anzahl/Einheit Bedingung
Eckpunkt Knotenfunktionen n 1 p > 0
Kante Kantenfunktionen e (p− 1) p > 1
Fläche Flächenfunktionen f (p− 2)(p− 1)/2 p > 2
Volumen Volumenfunktionen v (p− 3)(p− 2)(p− 1)/6 p > 3
Tabelle 3.3: Benennung und Anzahl der skalaren Ansatzfunktionen höherer Ordnung.
Indizierung der zusätzlichen Stützstellen anhand von vier ganzen Zahlen, die dem Wert
der Lagrange-Ansatzfunktionen am Ort des jeweiligen Knotens multipliziert mit der Ord-
nung des Tetraeders entsprechen. Die Ansatzfunktionen werden anhand der Zuordnung
des ihren assoziierten Knotens zu der entsprechenden Gittereinheit in Abbildung 3.9(a)
bis (d) gemäß Tabelle 3.3 benannt. Gesucht ist somit in diesem Fall eine Basis des Funk-
tionenraums P (p). Grundsätzlich bestehen bei der Konstruktion einer solchen Basis zur
Ordnung p unterschiedliche Möglichkeiten:
• Direkte Konstruktion interpolatorischer Ansatzfunktionen L(n[e,f,v],I,p)ξ vom La-
grange-Typ über das zugehörige Interpolationspolynom entsprechenden Grades.
• Verwendung der bereits gefundenen linearen Ansatzfunktionen L(n,I,1)ξ = λξ in Ver-
bindung mit hierarchischem Hinzufügen weiterer Funktionen L(n[e,f,v],H,p)ξ auf der
Basis zusätzlicher Knoten.
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Pˆ8(0, 0, 0.5)
Pˆ9(0.5, 0, 0.5)
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Abbildung 3.10: Planares isoparametrisches Referenztetraeder zur Definition quadratischer
Ansatzfunktionen im lokalen Koordinatensystem rˆ(α, β, γ).
Zur Konstruktion einer Basis müssen erneut Koeffizienten eines Polynoms zur Interpola-
tion einer beliebigen Funktion auf dem Referenztetraeder Tˆ analog zu Gleichung (3.51)
gefunden werden. Dieses Polynom hat für den Fall p = 2 die Form
L
(n[e],I,2)
ξ (rˆ) = di,1 + di,2α + di,3β + di,4γ
+ di,5αβ + di,6αγ + di,7βγ
+ di,8α
2 + di,9β
2 + di,10γ
2.
(3.60)
Zur eindeutigen Bestimmung sind gemäß Gleichung (3.59) genau zehn Knoten zusammen
mit dem gewünschten Wert der Funktion an deren Position erforderlich. In Abbildung 3.10
werden die zusätzlichen Knoten entsprechend der Konvention in Tabelle 3.3 für den Fall
p = 2 jeweils in der Mitte der sechs Kanten des Tetraeders plaziert. Die Modalindizierung
über die vier ganzzahligen Werte wird in eine lineare Indizierung in ξ gemäß Tabelle 3.4
überführt. Dabei wird im allgemeinen der Index in der Reihenfolge der Knoten-, Kanten-,
Flächen- und Volumenfunktionen vergeben. Für den hier betrachteten Fall planarer Ele-
mente bleibt die Transformation g auf ein globales Tetraeder Tn linear affin und ist wie
für den Fall linearer Ansatzfunktionen gemäß Gleichung (3.50) gegeben. Zur Bestimmung
jeder Funktion L(n[e],I,2)ξ muss ein Gleichungssystem in den Koeffizienten di,1 bis di,10 gelöst
werden, welches durch Einsetzen der Koordinaten der Stützstellen aus Tabelle 3.4 aufge-
stellt wird. Die Funktionswerte an den Stützstellen ergeben sich wiederum aus der Forde-
rung, dass die gesuchte Funktion an ihrem zugeordneten Knoten ξ den Wert 1 annimmt,
während sie am Ort aller übrigen Knoten verschwindet. Das resultierende Polynom in α, β
und γ kann durch Umgruppierung der einzelnen Summanden über die aus den Gleichun-
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ξ Ort modaler Index α β γ
1 n1 2000 0.0 0.0 0.0
2 n2 0200 1.0 0.0 0.0
3 n3 0020 0.0 1.0 0.0
4 n4 0002 0.0 0.0 1.0
5 e12 1100 0.5 0.0 0.0
6 e23 0110 0.5 0.5 0.0
7 e13 1010 0.0 0.5 0.0
8 e14 1001 0.0 0.0 0.5
9 e24 0101 0.5 0.0 0.5
10 e34 0011 0.0 0.5 0.5
Tabelle 3.4: Lineare Indizierung der Knoten in der Reihenfolge ihrer zugeordneten Gitter-
einheiten.
gen (3.52) bis (3.55) bereits bekannte Lagrange-Basis (λ1, λ2, λ3, λ4) des Referenztetraeders
Tˆ ausgedrückt werden. Die Ansatzfunktionen lauten damit
L
(n,I,2)
ξ = λξ(2λξ − 1), ξ ∈ {1, 2, 3, 4} ,
L
(e,I,2)
5 = 4λ1λ2, L
(e,I,2)
6 = 4λ2λ3,
L
(e,I,2)
7 = 4λ1λ3, L
(e,I,2)
8 = 4λ1λ4,
L
(e,I,2)
9 = 4λ2λ4, L
(e,I,2)
10 = 4λ3λ4.
(3.61)
Sie stellen eine vollständige Lagrange-Basis des Funktionenraums P (2) dar. Eine weitere
Erhöhung der Ordnung kann analog über entsprechende Interpolationsansätze gefunden
werden. Die Lagrange-Basis zur Ordnung p kann ebenso direkt in Abhängigkeit der Inter-
polationspolynome erster Ordnung λ1, λ2, λ3 und λ4 in der Form
L
(n[e,f,v],I,p)
ξ = Rm1(p, λ1)Rm2(p, λ2)Rm3(p, λ3)Rm4(p, λ4) (3.62)
unter Verwendung der vier Modalindizes m1 + m2 + m3 + m4 = p angegeben werden
[66]. Dabei sind die Hilfspolynome Rm(p, λ) vom Grad m > 0 in λ mit R0(p, λ) = 1 zur
Erzeugung eines Satzes von Ansatzfunktionen des Funktionenraumes P (p) definiert als
Rm(p, λ) =
m−1∏
k=0
(
λ − k
p
m
p
− k
p
)
, (3.63)
wobei λ ∈ {λ1, λ2, λ3, λ4}. Somit kann die Lagrange-Basis theoretisch für beliebige Ord-
nungen p angegeben werden. Es gilt zwar offensichtlich P (p) ⊂ P (p+1), jedoch müssen beim
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Funktionenraum Dimension Bedingung Assoziation
P (p)e 6 p ≥ 2 Kante (i, j)
P (p)f 4(p− 2) p ≥ 3 Fläche (i, j, k)
P (p)v (p− 3) p ≥ 4 Volumen (i, j, k, l)
Tabelle 3.5: Dimension der inkrementellen Funktionenräume in Abhängigkeit der Ordnung
p des Tetraeders zusammen mit der Zuordnung zu Gitterelementen, die durch
die Indizes i, j, k und l der definierenden Eckpunkte gegeben sind.
Übergang von p zu p+1 alle nKnoten(p) Ansatzfunktionen neu bestimmt werden. Dies legt
die Wahl einer alternativen Darstellung des Funktionenraums über eine andere Basis nahe.
Zur Bestimmung einer solchen hierarchischen Basis wird der Funktionenraum P (p) in vier
Unterräume bezüglich der Gitterelemente n, e, f und v, auf welchen die Knoten plaziert
sind, gemäß
P (p) = P (p)n ⊕ P (p)e ⊕ P (p)f ⊕ P (p)v (3.64)
zerlegt [64]. Während der Raum der Knotenfunktionen P (p)n = P (1)n unabhängig von der
gewünschten Ordnung p ist, werden die übrigen Funktionenräume jeweils rekursiv nach
P (p)e = P
(2)
e ⊕ . . .⊕ P
(p)
e , p ≥ 2, (3.65)
P (p)f = P
(3)
f ⊕ . . .⊕ P
(p)
f , p ≥ 3, (3.66)
P (p)v = P
(4)
v ⊕ . . .⊕ P
(p)
v , p ≥ 4, (3.67)
über die jeweiligen inkrementellen Funktionenräume P (p)e,f,v aufgebaut. Die Dimension dieser
Räume ergibt sich aus der Konvention zur Anordnung zusätzlicher Stützstellen in Tabel-
le 3.3. Aus den in Tabelle 3.5 ersichtlichen Werten für die Dimension folgt die Anzahl
notwendiger zusätzlicher Funktionen, die linear unabhängig von den bestehenden Ansatz-
funktionen der Räume niedrigerer Ordnung gewählt sein müssen. Diese Forderung kann
allgemein unter Verwendung der Bildungsvorschriften
L
(e,H,2)
i,j = λiλjPp−2(λi, λj) (3.68)
L
(f,H,2)
i,j,k = λiλjλkPp−3(λi, λj , λk) (3.69)
L
(v,H,2)
1,2,3,4 = λ1λ2λ3λ4Pp−4(λi, λj, λk, λl) (3.70)
mit Polynomen Pm vom Grad m in λ1...4 erfüllt werden [68]. Dabei bleiben die Kan-
tenfunktionen stets mit der durch das Indexpaar (i, j) charakterisierten Kante und die
Flächenfunktionen mit der durch das Indextripel (i, j, k) bezeichneten Fläche assoziiert.
Die Volumenfunktionen verschwinden auf der gesamten Berandung des Elements und sind
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immer mit allen Eckpunkten verbunden. Bei der Wahl der Form dieser Polynome bestehen
zahlreiche Freiheitsgrade, insbesondere bei höherer Ordnung. Mögliche Kriterien, anhand
derer eine explizite Darstellung erhalten werden kann, lauten:
• Konformität der Ansatzfunktionen zu anderen Simplexformen im Hinblick auf ge-
mischte Gitter [68, 69];
• Konformität an Grenzen zwischen einzelnen Elementen der selben Gitterklasse [70];
• Teilweise oder vollständige Orthogonalität zwischen den einzelnen Ansatzfunktionen
auf dem Referenzelement [71, 72, 73].
An den genannten Literaturstellen sind die entsprechenden hierarchischen Ansatzfunktio-
nen für verschiedene Elementtypen bis zu einer bestimmten maximalen Ordnung angege-
ben, wobei zum Teil auch allgemeine rekursive Bildungsvorschriften aufgeführt sind.
Der Vorteil bei der Verwendung hierarchischer Ansätze besteht in der Flexibilität bei der
Wahl der Ordnung innerhalb verschiedener, aneinandergrenzender Elemente. Während
bei einer rein interpolatorischen Basis im Fall unterschiedlicher Ordnung in benachbarten
Elementen die Konformität explizit erzwungen werden muss, kann dies bei der Verwendung
einer hierarchischen Basis durch die separate Ausblendung der mit der höheren Ordnung
assoziierten Koeffizienten geschehen. Hierarchische Ansatzfunktionen bilden die Grundlage
der sogenannten p- und hp-Versionen der Methode der Finiten Elemente [74, 75].
3.2.2 Vektorielle Ansatzfunktionen für Felder
Durch die im vorherigen Abschnitt eingeführten Ansatzfunktionen können skalare physi-
kalische Größen auf konsistente Art und Weise auf der Gitterebene dargestellt werden. Ein
möglicher Ansatz zur Approximation vektorieller Zielgrößen besteht in der Verwendung ei-
ner skalaren Funktion nach Abschnitt 3.2.1 für jede Komponente des Vektorfeldes. Von die-
ser Möglichkeit wurde sowohl bei der Lösung von Eigenwertproblemen in einer elektrischen
oder magnetischen Feld-Formulierung als auch bei der Bestimmung von Wirbelströmen in
Verbindung mit dem magnetischen Vektorpotential Gebrauch gemacht [76, 32, 77]. Da
durch diesen Ansatz, entgegen der aus den Maxwellschen Gleichungen resultierenden spe-
zifischen Anforderungen an die Feld- und Flussgrößen, die Stetigkeit jeder einzelnen Kom-
ponente über die Element- und Materialgrenzen hinweg erzwungen wird, entstehen unphy-
sikalische Lösungen [78, 79]. Insbesondere bei der Simulation zeitlich schnell veränderlicher
Felder sowie bei der Berechnung von Eigenmoden in Wellenleiterstrukturen stellte diese
Tatsache ein erhebliches Problem dar, das beispielsweise durch Sicherstellung der erforder-
lichen reduzierten Stetigkeit an Materialsprüngen mit Hilfe von Lagrange-Multiplikatoren
oder durch das Erzwingen der Divergenzfreiheit der Flussgrößen auf Formulierungsebene
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teilweise gelöst wurde [80, 81]. Eine weitere, nach ihrer Einführung nahezu ausschließlich
verfolgte, Alternative besteht in der Sicherstellung der geforderten Stetigkeitsbedingun-
gen auf Diskretisierungsebene in Form angepasster Ansatzfunktionen gemäß Tabelle 3.2.
Dies stellt eine natürliche, wenngleich nicht zwingend notwendige, Wahl der Freiheitsgrade
bei der Approximation unter Verwendung der Methode der Finiten Elemente dar. Anhand
der aufgeführten Eigenschaften werden für die physikalischen Größen entsprechende Funk-
tionenräume mit den geforderten reduzierten Stetigkeitseigenschaften definiert. Mit den
gewonnenen Erkenntnissen über die notwendigen Eigenschaften der Approximationsräume
besteht auch in Verbindung mit skalaren Ansatzfunktionen die Möglichkeit zur Definition
konformer Verfahren [82, 83], die jedoch im Rahmen dieser Arbeit nicht weiter verfolgt
wird.
Aufgrund der Stetigkeitsanforderungen darf kein vollständig linearer Ansatz, der in diesem
Fall den Raum der linearen Polynome in den Vektorkomponenten beschreibt, verwendet
werden [84]. Um die elektrische und magnetische Feldstärke konsistent über Ansatzfunk-
tionen darzustellen, kommen tangential stetige vektorielle Ansatzfunktionen zum
Einsatz. Im Fall niedrigster Ordnung weisen diese Funktionen eine konstante Tangential-
komponente auf und die gesuchte Feldstärke wird gemäß
~K(x, y, z) =
∑
ξ
kξ ~w
tv,(0)
ξ (x, y, z) (3.71)
approximiert. Die Ansatzfunktionen ~wtv,(0)ξ sind dabei jeweils einem zu den Eckpunkten
des Referenztetraeders Tˆ gemäß Abbildung 3.11(a) korrespondierenden Indexpaar (i, j)
assoziiert. Zur Konstruktion einer interpolatorischen Basis niedrigster Ordnung wird von
einem Interpolationspolynom, das die einzelnen Komponenten des Vektorfeldes ~K be-
schreibt, ausgegangen. Zur Herleitung wird die gesuchte Ansatzfunktion zunächst einer
Helmholtz-Zerlegung in einen rotationsfreien sowie einen divergenzfreien Teil gemäß
~w
tv,(0)
ξ = ~w
tv,(0)
ξ,grad + ~w
tv,(0)
ξ,rot (3.72)
unterworfen. Das gesuchte Interpolationspolynom ergibt sich damit als Überlagerung ge-
trennter Ansätze für die beiden Anteile. Der von den Funktionen ~wtv,(p)ξ,grad aufgespannte
Funktionenraum P (p)tv,grad geht gemäß
P (p)tv,grad = ∇P (p+1)n (3.73)
durch Bildung des Gradienten aus dem entsprechenden skalaren Funktionenraum zur Ord-
nung p+ 1 hervor. Es gilt daher
dim
{
P (p)tv,grad
}
= dim
{
P (p+1)n
}
− 1. (3.74)
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Abbildung 3.11: Referenztetraeder zur Definition der Orientierung und Indizierung der bei
der Konstruktion vektorieller Ansatzfunktionen erforderlichen Gitterele-
mente: (a) Kanten und (b) Flächen.
Das Interpolationspolynom für den Fall niedrigster Ordnung mit p = 0 besteht damit aus
je einem konstanten Koeffizienten in den Koordinatenrichtungen. Der zugehörige Raum
P (0)tv,grad besitzt die Dimension drei.
Entsprechend spannen die Funktionen ~wtv,(p)ξ,rot in Gleichung (3.72) einen weiteren Funktio-
nenraum P (p)tv,rot auf. Dieser umfasst Vektorfunktionen, deren Rotation mit Polynomen der
Ordnung p approximiert wird. Eine Basis für den zu dem skalaren Raum mit derselben
Ordnung p = 0 passenden Funktionenraum der Dimension drei kann über die Interpolati-
onspolynome
~w
tv,(0)
ξ,rot =
 de
f
×
 αβ
γ
 (3.75)
beschrieben werden [85]. Es kann leicht gezeigt werden, dass ∇ × ~wtv,(0)ξ,rot = 2(d, e, f)T
sowie ∇ · ~wtv,(0)ξ,rot = 0 gilt. Unter der Voraussetzung der Divergenzfreiheit des Ansatzes
für P (0)tv,rot in Gleichung (3.75) und aufgrund der Konstruktion des zugehörigen skalaren
Funktionenraumes P (p)tv,grad sind die beiden Räume disjunkt. Somit kann
~w
tv,(0)
ξ,rot =
 ab
c
+
 de
f
×
 αβ
γ
 (3.76)
als Ansatz zur Konstruktion einer gemeinsamen Basis für P (0)tv verwendet werden. Die
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einzelnen Ansatzfunktionen interpolieren die tangentiale Komponente der gesuchten Vek-
torfunktion ~K. Unter der Vorgabe einer konstanten Tangentialkomponente entlang der
zugeordneten Kante (i, j) sowie verschwindender entlang der übrigen Kanten entstehen
sechs Gleichungssysteme in den Koeffizienten aus Gleichung (3.76). Als deren Lösungen
ergeben sich die häufig auch als Kantenelemente bezeichneten Vektorfunktionen
~w
tv,(0)
i,j = λi∇λj − λj∇λi (3.77)
mit (i, j) ∈ {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)} gemäß Abbildung 3.11(a) unter Ver-
wendung der skalaren linearen Interpolationspolynome λ1...4 [61, 86, 62, 87]. Dieser Begriff
wird jedoch im weiteren nicht verwendet, da eine Verwechslungsgefahr mit den im ska-
laren Fall höherer Ordnung eingeführten Kantenfunktionen besteht. Stattdessen werden
die Funktionen in Gleichung (3.77) aufgrund ihrer Stetigkeitseigenschaften als tangential
stetige vektorielle Ansatzfunktionen bezeichnet.
Der durch Gleichung (3.76) für den Fall p = 0 beschriebene Ansatz auf der Basis einer
Helmholtz-Zerlegung kann für höhere Ordnungen verallgemeinert werden. Die entsprechen-
den Ansatzfunktionen zur Darstellung der Funktionenräume P (p)tv,grad und P (p)tv,rot werden da-
zu separat aufgestellt und in einem gemeinsamen Interpolationspolynom zusammengefasst.
Für diese Polynome ~wtv,(p)ξ,grad gilt aufgrund der Konstruktionsvorschrift in Gleichung (3.73)
∇×~wtv,(p)ξ,grad = 0. Diese wichtige Eigenschaft sichert die Konsistenz der Approximation. Für
den Funktionenraum P (p)tv,rot wird analog zu Gleichung (3.75) der Ansatz
~w
tv,(p)
ξ,rot =
 s
(p)
α (α, β, γ)
s
(p)
β (α, β, γ)
s
(p)
γ (α, β, γ)
×
 αβ
γ
 (3.78)
mit allgemeinen Polynomen s(p)α , s
(p)
β und s
(p)
γ aus P (p)s aufgestellt. Aufgrund der ebenfalls
essentiellen Forderung ∇·~wtv,(p)ξ,rot = 0 folgt eine weitere Einschränkung der Koeffizienten.
Um diese Bedingung zu erfüllen, können die Koeffizienten innerhalb von p(p + 1)(p +
2)/6 Tripeln nicht unabhängig voneinander gewählt werden, so dass sich die Anzahl an
Freiheitsgraden entsprechend reduziert. Mit dieser Einschränkung beträgt die Dimension
des Funktionenraums P (p)tv,rot
dim
{
P (p)tv,rot
}
= 3dim
{
P (p)s
}
− 1
6
p(p+ 1)(p+ 2). (3.79)
Für die Rotation der entsprechenden Polynome in Gleichung (3.78) kann, in Verbindung
mit deren Divergenzfreiheit, unter Verwendung vektoranalytischer Umformungen gezeigt
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werden, dass
∇×~wtv,(p)ξ,rot = 3
 s
(p)
α
s
(p)
β
s
(p)
γ
−
 k1k2
k3
 (3.80)
gilt, wobei k1, k2 und k3 die zu den Monomen der Ordnung 0 gehörigen Koeffizienten der
komponentenweise angeordneten Polynome bezeichnen. Für den zugehörigen Gradienten-
raum P (p)tv,grad kann entsprechend der Ansatz
~w
tv,(p)
ξ,grad = ∇s(p+1) (3.81)
zur Bestimmung von Interpolationspolynomen verwendet werden. Offensichtlich gilt auf-
grund der Konstruktion auf diese Weise ∇×~wtv,(p)ξ,grad = 0. Als Dimension des Funktionen-
raumes zur Darstellung von Funktionen, die vollständig zur Ordnung p sowohl in ihrer
Rotation als auch in ihrem Gradienten sind, ergibt sich somit unter Berücksichtigung von
Gleichung (3.74) sowie Gleichung (3.79)
dim
{
P (p)tv
}
= dim
{
P (p)tv,grad
}
+ dim
{
P (p)tv,rot
}
(3.82)
=
1
2
(p+ 1)(p+ 3)(p+ 4).
Die Bestimmung einer Basis für den Funktionenraum P (p)tv kann sowohl hierarchisch ge-
trennt für die beiden Teilräume erfolgen oder über den direkten interpolatorischen Ansatz,
der durch die Interpolationspolynome in Gleichung (3.78) sowie Gleichung (3.81) gegeben
ist. Explizite Darstellungen für die entsprechenden Ansatzfunktionen, auch zur direkten
Konstruktion als Lagrange- beziehungsweise Silvester-Lagrange-Basis, sind bekannt [88].
Bei der hierarchischen Konstruktion bestehen, wie bereits im skalaren Fall für den Po-
tentialraum, zahlreiche Freiheitsgrade. Daher existiert eine große Zahl verschiedener sowie
teilweise übereinstimmender Darstellungen für derartige Ansatzfunktionen [71, 72, 73, 64].
3.2.3 Vektorielle Ansatzfunktionen für Flüsse
Für den Fall zu approximierender Flussgrößen bietet sich eine weitere Klasse vektoriel-
ler Ansatzfunktionen an. Im Gegensatz zu den bisher Beschriebenen weisen sie lediglich
eine Stetigkeit entlang der Normalen der jeweiligen assoziierten Fläche des Tetraeders in
Abbildung 3.11(b) auf. Sie werden daher im Folgenden als normal stetige vektoriel-
le Ansatzfunktionen bezeichnet. Unter Verwendung dieser Ansatzfunktionen kann ein
Vektorfeld ~K(x, y, z) gemäß
~K(x, y, z) =
∑
ξ
kξ ~w
nv,(0)
ξ (x, y, z) (3.83)
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approximiert werden. Der Index ξ bezieht sich auf eines der Knotenindextripel (i, j, k) ∈
{(1, 2, 4), (1, 3, 2), (1, 4, 3), (2, 3, 4)} gemäß Abbildung 3.11(b). Im Fall niedrigster Ordnung
p = 0 beschreiben die Interpolationspolynome
~w
nv,(0)
ξ =
 ab
c
+ d
 αβ
γ
 (3.84)
eine Basis des zugehörigen Funktionenraumes P (0)nv , der hier die Dimension vier besitzt.
Entsprechend werden die Freiheitsgrade als Approximation der Normalkomponente des
Vektorfeldes ~K auf den jeweiligen Flächen des Tetraeders interpretiert. Diese Komponente
ist auf der mit der Ansatzfunktion assoziierten Fläche mit den Knotenindizes i, j und k
konstant und verschwindet auf dem übrigen Rand des Simplex. Über diesen Ansatz können
die Koeffizienten in Gleichung (3.84) bestimmt werden. Die Ansatzfunktionen ergeben sich
damit zu
~w
nv,(0)
i,j,k = 2 (λi∇λj ×∇λk + λj∇λk ×∇λi + λk∇λi ×∇λj) (3.85)
für jedes der vier Indextripel [63]. Der Ansatz in Gleichung (3.85) kann für höhere Ordnung
p verallgemeinert werden. Dazu werden die Vektorfunktionen ~wnv,(p)i,j,k im Rahmen einer
Helmholtz-Zerlegung in einen quellenfreien sowie einen rotationsfreien Teil gemäß
~w
nv,(p)
ξ = ~w
nv,(p)
ξ,rot + ~w
nv,(p)
ξ,div (3.86)
aufgespalten. Eine solche getrennte Betrachtung ist notwendig, um die Konformität der
Approximation sicherzustellen. Aufgrund der in die Konstruktion des Funktionenraums
P (p)tv,rot eingeflossenen Eigenschaften kann dieser zur Modellierung des Nullraums des Di-
vergenzoperators eingesetzt werden und es gilt
P (p)nv,rot = ∇×P (p+1)tv,rot . (3.87)
Die darin enthaltenen Funktionen gehören zu der Klasse von Polynomen mit einer voll-
ständigen Ordnung p in ihrer Rotation. Dazu passend wird ein Funktionenraum P (p)nv,div
konstruiert, der alle rotationsfreien Funktionen, deren Divergenz zur vollständigen Ord-
nung p approximiert wird, umfasst. Die Konstruktionsvorschrift für entsprechende Inter-
polationpolynome lautet
~w
nv,(p)
ξ,div = ∇
((
α2 + β2 + γ2
)
s(p)
)
(3.88)
mit skalaren Polynomen s(p)(α, β, γ) ∈ P (p)s der für die Divergenz gewünschten Ordnung p.
Es gilt damit offensichtlich ∇×~wnv,(p)ξ,div = 0. Vektoranalytische Umformungen liefern zusätz-
lich ∇·~wnv,(p)ξ,div = 10s(p) − 4s0, wobei s0 das Absolutglied des Polynoms s(p) repräsentiert.
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Für die Dimension des Funktionenraums P (p)nv,div gilt somit
dim
{
P (p)nv,div
}
= dim
{
P (p)s
}
. (3.89)
Da die Funktionenräume P (p)nv,div und P (p)nv,rot nach Konstruktion disjunkt sind, kann der
Gesamtraum P (p)nv durch eine direkte Summe aufgebaut werden. Dessen Dimension ergibt
sich zu
dim
{P (p)nv } = dim{P (p)nv,rot}+ dim{P (p)nv,div} (3.90)
=
1
2
(p+ 1)(p+ 2)(p+ 4).
Eine entsprechende Anzahl an Koeffizienten zur interpolatorischen Konstruktion einer Ba-
sis bietet ein Polynom, das aus der Verknüpfung von Gleichung (3.78) mit Gleichung (3.88)
entsteht. Es lautet
~w
nv,(p)
ξ =
 s
(p)
α (α, β, γ)
s
(p)
β (α, β, γ)
s
(p)
γ (α, β, γ)
×
 αβ
γ
+∇ ((α2 + β2 + γ2) s(p)) . (3.91)
Dabei muss beachtet werden, dass im Ansatz für ~wnv,(p)ξ,rot , wie bereits im Zusammenhang mit
der Konstruktion einer Basis für P (p)tv,rot erwähnt, die Anzahl an Koeffizienten zur Sicher-
stellung der Divergenzfreiheit entsprechend zu reduzieren ist. Wie auch bei den übrigen
vorgestellten Klassen von Ansatzfunktionen, können auch die normal stetigen Vektor-
funktionen zu einer gegebenen Approximationsordnung hierarchisch konstruiert werden
[64, 89].
3.2.4 Skalare Ansatzfunktionen für Ladungsverteilungen
Als hinsichtlich der unterschiedlichen Stetigkeitsanforderungen verbleibende Klasse phy-
sikalischer Größen stellen sich Ladungsverteilungen dar. Diese unterliegen bei der Appro-
ximation unter Verwendung von Ansatzfunktionen im Gegensatz zu Potential-, Feld- und
Flussgrößen keiner spezifischen Einschränkung bezüglich ihrer Stetigkeit. Daher erfolgt die
Darstellung auf der Ebene des Gitters über skalare Funktionen wch,(p)ξ (engl. „charge“), die
nur innerhalb eines Tetraeders von Null verschiedene Werte annehmen, gemäß
k(x, y, z) =
∑
ξ
kξw
ch,(p)
ξ (x, y, z). (3.92)
Diese Art von Ansatzfunktionen ist stets mit allen Eckpunkten des Tetraeders assoziiert.
Für den Fall niedrigster Ordnung existiert lediglich eine Funktion wch,(0)1 . Sie beschreibt
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eine Konstante der Größe des inversen Volumens des Referenz- beziehungsweise, nach einer
Transformation, des globalen Tetraeders T . Der zugehörige Funktionenraum P (p)ch besteht
aus Polynomen zur vollständigen Ordnung p innerhalb des Tetraeders, die auf dem Rand
den Wert 0 annehmen. Dieser geht durch Divergenzbildung aus dem Funktionenraum
P (p+1)nv,div der normal stetigen Funktionen hervor. Für die Dimension gilt dementsprechend
dim
{
P (p)ch
}
= dim
{
∇·P (p+1)nv,div
}
= dim
{
P (p)s
}
. (3.93)
Die Konstruktion einer Basis kann über einen interpolatorischen oder hierarchischen Weg
erfolgen. In ersterem Fall werden entsprechend der Dimension in Gleichung (3.93) zusätzli-
che Stützstellen innerhalb des Volumens des Tetraeders plaziert. Die Freiheitsgrade stellen
den Wert der gesuchten Funktion k am Ort der Stützstelle dar. Analog zu den zuvor be-
trachteten Funktionenräumen ergibt sich durch Einsetzen der Interpolationsbedingungen
ein Gleichungssystem in den benötigen Koeffizienten. Dessen jeweilige Lösung liefert die
gesuchten interpolatorischen Ansatzfunktionen zur Darstellung von Ladungsverteilungen.
Explizite Konstruktionsvorschriften für ein hierarchisches Vorgehen stehen ebenfalls zur
Verfügung [64].
3.2.5 Schwache Formulierung
Die Methode der Finiten Elemente wird zur Lösung partieller Differentialgleichungen ein-
gesetzt. Im Unterschied zur Methode der Finiten Integration in Abschnitt 3.1, bilden
jedoch die Maxwellschen Gleichungen in Differentialform gemäß der Gleichungen (2.1) bis
(2.4) den Ausgangspunkt der Betrachtung. Diese stellen ein System partieller Differenti-
algleichungen erster Ordnung dar. Unter Verwendung der in Abschnitt 2.3 vorgestellten
Ergebnisse ergeben sich für die einzelnen quasistatischen Grenzfälle entsprechende Formu-
lierungen auf der Basis von Skalar- oder Vektorpotentialen. Diese stellen jeweils partielle
Differentialgleichungen zweiter Ordnung im Raum und maximal erster Ordnung in der Zeit
dar. Bei den folgenden Ausführungen wird jedoch die zeitliche Variation zunächst nicht
betrachtet. Für die somit verbleibende Klasse stationärer Gleichungen ist eine allgemeine
Form durch
Lu = f (3.94)
mit dem Differentialoperator L in der Variablen u und der rechten Seite f gegeben. Diese
Schreibweise wird auch als starke Formulierung der Randwertaufgabe bezeichnet. Zu-
sammen mit passend gewählten Randbedingungen ist damit ein wohlgestelltes Problem
gegeben [36]. Allerdings können nur in selten Fällen analytische Lösungen zu dieser Pro-
blemstellung angegeben werden. Zum Zweck einer Diskretisierung unter Verwendung der
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in den vorherigen Abschnitten vorgestellten, lediglich stückweise stetigen Ansatzfunktio-
nen, müssen die zugrundeliegenden Differentialgleichungen so umgeformt werden, dass nur
noch einfache räumliche Ableitungen auftreten. Der erste Schritt besteht dabei in einer
Relaxation der starken Formulierung. Dazu existieren verschiedene Ansätze:
• Aufstellen einer Variationsformulierung unter Verwendung eines Funktionals;
• Herleitung einer schwachen Formulierung über gewichtete Residuen.
Das Lösungsverfahren für die erstgenannte Möglichkeit wird als Rayleigh-Ritz-Ver-
fahren bezeichnet und basiert auf der Suche eines stationären Punktes des aufgestellten
Funktionals [90]. Die zweite Klasse von Verfahren zur Aufstellung der schwachen Formu-
lierung fällt unter den Oberbegriff der Petrov-Galerkin-Verfahren . Allgemein entsteht
für eine approximative Lösung ua zu Gleichung (3.94) ein Residuum
R = Lua − f, (3.95)
das durch Multiplikation mit Testfunktionen wt und anschließender Integration über das
betrachtete Volumen in einem gemittelten Sinne zum Verschwinden gebracht wird. Ent-
sprechende Unterklassen von Petrov-Galerkin-Verfahren sind durch die Wahl der Test-
funktionen wt gegeben. Werden die zur Approximation der Variablen u eingesetzten An-
satzfunktionen ebenfalls als Testfunktionen verwendet, ergibt sich die in der Praxis am
häufigsten vorkommende Klasse der Galerkin-Verfahren . Von Kollokationsmetho-
den spricht man beim Einsatz Diracscher Deltafunktionen als Testfunktionen, da das
Residuum R punktweise zu Null gebracht wird. Da im Fall selbstadjungierter Differen-
tialoperatoren L die entstehende diskrete Formulierung mit der aus dem Variationsansatz
resultierenden übereinstimmt, ist auch der Begriff Ritz-Galerkin-Verfahren gebräuch-
lich [67]. Im folgenden wird dieses Verfahren exemplarisch für den Fall zu approximierender
skalarer sowie vektorieller Größen eingesetzt.
Skalare Formulierung
Als Beispiel für skalare Formulierungen wird hier von der durch Gleichung (2.37) ge-
gebenen Poisson-Gleichung der Elektrostatik unter Verwendung des (totalen) elektrischen
Skalarpotentials φ ausgegangen. Im ladungsfreien Raum vereinfacht sich diese zur Laplace-
Gleichung
−∇· (ε∇φ) = 0. (3.96)
Als Randbedingung wird die tangentiale elektrische Feldstärke auf dem Teil Γd des Ran-
des in Form einer homogenen Dirichlet-Bedingung an das elektrische Skalarpotential φd =
0 vorgegeben. Auf dem Teil Γn besteht eine unter Umständen inhomogene Neumann-
Randbedingung. Diese beschreibt die Normalkomponente der elektrischen Flussdichte auf
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dem Rand des betrachteten Gebiets. Zur Approximation des elektrischen Skalarpoten-
tials sollen die in Abschnitt 3.2.1 eingeführten sowie auf einem entsprechenden Gitter
definierten skalaren Ansatzfunktionen wsi zum Einsatz kommen. Im Rahmen des hier be-
trachteten Galerkin-Verfahrens werden diese auch als Testfunktionen wsi′ zur Minimierung
des Residuums verwendet. Die zur schwachen Formulierung von Gleichung (3.96) führende
Darstellung lautet damit
−
∫
V
(∇· (ε∇φ)wsi′) dV = 0 (3.97)
unter Verzicht auf die Bezeichnung der Ordnung p der Testfunktionen im Sinne einer
besseren Lesbarkeit des Ausdrucks. Durch verallgemeinerte partielle Integration und An-
wendung des Gaußschen Integralsatzes folgt∫
V
(ε∇φ · ∇wsi′) dV −
∫
∂V
(Dnw
s
i′) dA = 0 (3.98)
mit der Normalkomponente Dn = ε∇φ · ~n der elektrischen Flussdichte auf dem Rand ∂VΩ
des betrachteten Volumens. Gleichung (3.98) wird als die zu Gleichung (3.96) gehörige
schwache Formulierung bezeichnet. Damit wird deutlich, dass eine homogene Neumann-
Randbedingung an die elektrische Flussdichte die natürliche Randbedingung in dieser
Formulierung darstellt. Zur Erfüllung der homogenen Dirichlet-Randbedingung auf Γd
müssen die Testfunktionen so gewählt werden, dass sie an den entsprechenden Punkten
auf dem Rand verschwinden.
Vektorielle Formulierung
Stellvertretend für elektromagnetische Formulierungen in vektoriellen Größen wird die
durch Gleichung (2.44) gegebene magnetostatische Formulierung unter Verwendung des
magnetischen Vektorpotentials ~A in der Coulomb-Eichung betrachtet. Auf dem Anteil
Γd der Berandung wird eine homogene Dirichlet-Bedingung an das magnetische Vektor-
potential gesetzt, welche für eine verschwindende Normalkomponente der magnetischen
Flussdichte sorgt. Entsprechend bezieht sich eine Neumann-Bedingung am Rand Γn auf
die tangentiale magnetische Feldstärke. Als Ansatzfunktionen sollen die in Abschnitt 3.2.2
beschriebenen tangential stetigen Vektorfunktionen ~wtv,(p)k verwendet werden. Diese werden
gleichzeitig auch als Testfunktionen ~wtv,(p)k′ im Rahmen des Galerkin-Verfahrens eingesetzt.
Zur Erhöhung der Übersichtlichkeit wird im folgenden auf die Bezeichnung der Ordnung
p verzichtet. Der Ausgangspunkt zur Herleitung einer schwachen Formulierung ist durch∫
V
((
∇×
(
ν∇× ~A
))
· ~wtvk′
)
dV =
∫
V
(
~Je · ~wtvk′
)
dV (3.99)
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gegeben. Partielle Integration in verallgemeinerter Form und anschließende Anwendung
des Gaußschen Integralsatzes führt zu der zugehörigen schwachen Formulierung∫
V
((
ν∇× ~A
)
· (∇×~wtvk′ )) dV − ∫
∂V
((
~H × ~n
)
· ~wtvk′
)
dA =
∫
V
(
~Je · ~wtvk′
)
dV (3.100)
wobei die Tangentialkomponente ~H × ~n der magnetische Feldstärke ~H = ν∇× ~A als na-
türliche Randbedingung in dieser Formulierung in dem Randintegralterm erscheint. Ent-
sprechend müssen die Testfunktionen zur Erfüllung der Dirichlet-Randbedingung auf Γd
passend gewählt werden.
3.2.6 Diskretisierung unter Verwendung von Ansatzfunktionen
Da in den exemplarisch hergeleiteten schwachen Formulierungen lediglich räumliche Ab-
leitungen erster Ordnung vorkommen, können stückweise stetige Ansatzfunktionen zur
Diskretisierung der entsprechenden Größen eingesetzt werden. Die Diskretisierung der
schwachen Formulierungen kann elementweise erfolgen, da die Ansatzfunktionen einen
kompakten, auf das jeweilige Element beschränkten, Träger aufweisen. Eine anschließende
Summation über die Beiträge der einzelnen Elemente führt zur globalen Diskretisierung.
Skalare elektrostatische Formulierung
Für den Fall der elektrostatischen Formulierung stellt das elektrische Skalarpotential φ
die gesuchte Größe dar. In der globalen Approximation unter Verwendung der skalaren
Ansatzfunktionen wsξ für Potentialgrößen lautet die entsprechende Darstellung
φ ≈
∑
ξ
uξw
s
ξ (3.101)
mit den unbekannten Koeffizienten uξ, die als Komponenten eines Vektors u angeordnet
werden. Das Einsetzen der globalen Approximation in die schwache Formulierung führt zu
einem Gleichungssystem der Form
Ksεu− gsε = 0 (3.102)
mit der aus historischen Gründen als Steifigkeitsmatrix bezeichneten Koeffizientenmatrix
Ksε und dem zu dem Randintegral in Gleichung (3.98) korrespondierenden Vektor g
s
ε. Die
Einträge der Matrix sowie des Vektor können aufgrund des kompakten Trägers der An-
satzfunktionen elementweise bestimmt werden. Zur Herleitung des Beitrags eines einzelnen
Elements wird das Integral über das gesamte betrachtete Volumen VΩ in Gleichung (3.98)
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auf das Elementvolumen V ee mit
∑T
e=1 V
e
e = VΩ eingeschränkt. Die globale Darstellung
ergibt sich damit gemäß
Ksε =
T∑
e=1
QTe K
s,e
ε Qe, (3.103)
gsε =
T∑
e=1
QTe g
s,e
ε (3.104)
aus der Addition der einzelnen Beiträge. Dabei stellen die Selektionsoperatoren Qe dünn-
besetzte ganzzahlige Matrizen dar, welche aus den globalen Freiheitsgraden { uξ } die mit
dem Tetraeder Te assoziierte Untermenge { ui } auswählen. Die Einträge der lokalen Ele-
mentmatrizen Ks,eε und -vektoren g
s,e
ε lauten
(Ks,eε )i,i′ =
∫
V ee
(∇wsi · εe · ∇wsi′) dV (3.105)
(gs,eε )i′ =
∫
∂V ee ∩∂VΩ
(Dnw
s
i′) dA. (3.106)
Das Integral zur Bestimmung des Vektors gs,eε muss nur ausgewertet werden, wenn das Te-
traeder Te mindestens eine Fläche mit dem Rand des betrachteten Volumens gemeinsam
hat. Von Null verschiedene Werte ergeben sich im Fall inhomogener Neumann-Randbe-
dingungen. Die Auswertung der Integrale kann anhand der Transformation g auf dem
Referenzelement mit Hilfe analytischer Integration oder numerischer Quadratur erfolgen.
Die Matrix Ksε ist im Fall des Galerkin-Verfahrens aufgrund der Kommutativität des Ska-
larproduktes in Verbindung mit dem zugrundeliegenden Differentialoperator symmetrisch
positiv definit.
Vektorielle magnetostatische Formulierung
Zur Approximation des magnetischen Vektorpotentials innerhalb der schwachen Formulie-
rung in Gleichung (3.100) werden die in Abschnitt 3.2.2 beschriebenen, tangential stetigen
vektoriellen Ansatzfunktionen ~wtvξ eingesetzt. Die globale Approximation lautet damit
~A ≈
∑
ξ
aξ ~w
tv
ξ , (3.107)
wobei die gesuchten Koeffizienten aξ in dem Vektor a zusammengefasst werden. Durch
Einsetzen in die schwache Formulierung (3.100) entsteht das Gleichungssystem
Ktvν a− gtvν = jtve (3.108)
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mit dem zu dem Randintegral über die tangentiale magnetische Feldstärke gehörigen Vek-
tor gtvν und dem zu der gewichteten eingeprägten Stromdichte korrespondierenden Vektor
jtve . Wiederum ist es zulässig, die Steifigkeitsmatrix K
tv
ν sowie die beiden Vektoren g
tv
ν und
jtve durch die Summation der Beiträge der einzelnen Elemente gemäß
Ktvν =
T∑
e=1
QTe K
tv,e
ν Qe, (3.109)
gtvν =
T∑
e=1
QTe g
tv,e
ν , (3.110)
jtve =
T∑
e=1
QTe j
tv,e
e , (3.111)
aufzubauen. In diesem Fall erfolgt die Auswahl der mit dem Element Te assoziierten Un-
termenge { ak } aus der Menge aller Freiheitsgrade { aξ } über die Selektionsoperatoren
Qe. Die Einträge der lokalen Elementmatrix sowie der Elementvektoren sind durch(
Ktv,eν
)
k,k′
=
∫
V ee
(∇×~wtvk · νe · ∇×~wtvk′ ) dV , (3.112)
(
gtv,eν
)
k′
=
∫
∂V ee ∩∂VΩ
((
~H × ~n
)
· ~wtvk′
)
dA, (3.113)
(
jtv,ee
)
k′
=
∫
V ee
(
~Je · ~wtvk′
)
dV (3.114)
bestimmt. Von Null verschiedene Einträge im Vektor gtv,eν können bei inhomogenen Neu-
mann-Randbedingungen auftreten. Diese sind in diesem Fall mit den am Rand des be-
trachteten Volumens VΩ liegenden Tetraedern Te assoziiert. Der Vektor j
tv,e
e enthält die
Projektion der eingeprägten Stromdichte ~Je auf die entsprechenden Ansatzfunktionen in-
nerhalb des Elements. Aufgrund des nicht trivialen Nullraums des Rotationsoperators ist
die Matrix Ktvν zwar ebenfalls symmetrisch, jedoch lediglich positiv semidefinit.
Vektorielle magnetoquasistatische Formulierung
Für den Fall der magnetoquasistatischen Formulierung in Gleichung (2.50) unter Verwen-
dung des modifizierten magnetischen Vektorpotentials ~A∗ muss die schwache Formulierung
in Gleichung (3.100) lediglich um einen Term bezüglich der endlichen Leitfähigkeit σ er-
weitert werden. Zusätzlich sind die auftretenden vektoriellen Größen nun als zeitabhängig
zu betrachten. Als Testfunktionen kommen dieselben vektoriellen Ansatzfunktionen mit
tangentialer Stetigkeit ~wtvk′ zum Einsatz. Der Ausgangspunkt der schwachen Formulierung
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lautet damit∫
V
((
∇×
(
ν∇× ~A∗
)
+ σ
∂
∂t
~A∗
)
· ~wtvk′
)
dV =
∫
V
(
~Je · ~wtvk′
)
dV . (3.115)
Die zugehörige schwache Formulierung ist somit, unter Ersetzen von ~A durch ~A∗, durch
Gleichung (3.100) in Verbindung mit dem zusätzlichen additiven Term
∂
∂t
∫
V
((
σ ~A∗
)
· ~wtvk′
)
dV (3.116)
definiert. Eine Diskretisierung unter Verwendung der Ansatzfunktionen ~wtvk führt in der
Folge zu einem Gleichungssystem der Form
Ktvν a+M
tv
σ
d
dt
a− gtvν = jtve , (3.117)
wobei der Vektor der Unbekannten a nun die Koeffizienten aξ der Approximation des
modifizierten magnetischen Vektorpotentials enthält. Auf eine Unterscheidung anhand zu-
sätzlicher Indizierung wird an dieser Stelle verzichtet, da die Art des magnetischen Vek-
torpotentials aus dem Kontext der Formulierung eindeutig ist. Während die Größen Ktvν ,
gtvν und j
tv
e durch die Gleichungen (3.109) bis (3.114) bestimmt sind, ergibt sich analog für
den, ebenfalls aus historischen Gründen, als Massenmatrix1 bezeichneten Term Mtvσ die
Darstellung
Mtvσ =
T∑
e=1
QTe M
tv,e
σ Qe, (3.118)
(
Mtv,eσ
)
k,k′
=
∫
V ee
(
~wtvk · σe · ~wtvk′
)
dV . (3.119)
In Abwesenheit nicht leitfähiger Gebiete ist die Matrix Mtvσ symmetrisch positiv definit,
anderenfalls singulär aufgrund der in diesem Fall entstehenden Nullzeilen beziehungsweise
-spalten.
1Im allgemeinen strukturdynamischen Fall ergibt sich die semidiskrete Darstellung Mu′′+Du′+Ku = f
mit der Massenmatrix M, der Dämpfungsmatrix D, der Steifigkeitsmatrix K sowie dem Anregungs-
vektor f . Da im vorliegenden elektrodynamischen Fall die Admittanzmatrix mit der ersten zeitlichen
Ableitung assoziiert ist, müsste die korrekte Bezeichung für Mtv
σ
gemäß der mechanischen Analogie
Dämpfungsmatrix lauten. Vom Standpunkt der Bildung der Einträge über innere Produkte der An-
satzfunktionen sind Massen- und Dämpfungsmatrizen jedoch sehr ähnlich. Da weiterhin im Rahmen
dieser Arbeit aufgrund der quasistatischen Approximation keine Terme in Verbindung mit der zweiten
zeitlichen Ableitung auftreten, wird im folgenden dennoch der Begriff Massenmatrix verwendet.
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3.3 Spektralverfahren
3.3.1 Überblick
Während die in den vorangegangenen Abschnitten 3.1 und 3.2 behandelten Methoden auf
einer lokalen Approximation der gesuchten Größe anhand einer räumlichen Diskretisierung
zur Lösung partieller Differentialgleichungen basieren, beinhalten Spektralverfahren eine
globale Approximation. Klassische Varianten gehören zu einer der Untergruppen [91]:
• Galerkin-Verfahren;
• Galerkin-Verfahren in Verbindung mit numerischer Integration;
• Tau-Verfahren;
• Kollokationsverfahren.
Diese Verfahren können vorteilhaft und effizient im Fall einfacher Geometrien auf Tensor-
produkt-Gittern2 eingesetzt werden. Die Galerkin-artigen Verfahren basieren dabei, wie
auch innerhalb der Methode der Finiten Elemente, auf der schwachen Formulierung einer
durch eine partielle Differentialgleichung gegebenen Aufgabenstellung. Es wird lediglich
auf eine Unterteilung in kleine Untergebiete verzichtet. Vielmehr erfolgt die Approximati-
on simultan auf dem gesamten betrachteten Gebiet. Da die globalen Randbedingungen bei
dieser Klasse von Methoden daher sowohl durch die Test- als auch durch die Ansatzfunk-
tionen erfüllt sein müssen, gestaltet sich diese Methode komplizierter als entsprechende
Finite-Elemente-Verfahren. Diese Restriktion wird im Rahmen der Tau-Verfahren gelo-
ckert, da in diesem Fall die Randbedingungen durch separate Behandlung unter Einfüh-
rung zusätzlicher Gleichungen eingebracht werden. Kollokationsverfahren fallen ebenfalls
in den Bereich gewichteter Residuenmethoden. Da jedoch als Testfunktionen gemäß der
Kollokationspunkte verschobene Diracsche Delta-Distributionen eingesetzt werden, han-
delt es sich formal um Petrov-Galerkin-Verfahren. Entsprechende Methoden werden auch
als Pseudo-Spektralverfahren bezeichnet [92]. Wird der globale Charakter der Approxi-
mation aufgegeben, erschließt sich eine weitere Klasse pseudospektraler Verfahren, die als
DG-Methoden (engl. „Discontinuous Galerkin“) bekannt sind und unter anderem bei der
Simulation fluiddynamischer und elektromagnetischer Vorgänge eingesetzt werden [93, 94].
2Ein Tensorprodukt-Gitter ist durch die Multiplikation separater räumlicher Diskretisierungen in unter-
schiedlichen Koordinatenrichtungen gegeben. Für die spätere Anwendung im Rahmen dieser Arbeit
kommt der Spezialfall eines Gitters in einer zweidimensionalen Ebene in Verbindung mit einer ange-
passten Diskretisierung in der verbleibenden Richtung zum Einsatz.
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3.3.2 Methode der spektralen Kollokation
Die klassische, auf einfache Gebiete beschränkte, Methode eignet sich zur Lösung par-
tieller Differentialgleichungen. Sie wird jedoch meist nur zur räumlichen Diskretisierung
eingesetzt [91]. Im folgenden sei die Lösung des eindimensionalen Problems
∂2
∂x2
u = f(x) (3.120)
auf dem beschränkten Intervall [−1, 1] gesucht. Andere in der Praxis vorkommende Gren-
zen können durch eine Koordinatentransformation auf dieses Intervall projiziert werden.
Als Grundlage dient, wie bei allgemeinen Finite-Elemente-Methoden, eine Approximation
der gesuchten Größe u über ein Interpolationspolynom gemäß
u(x) ≈ p(x) =
∑
q
aqPq(x) (3.121)
unter Verwendung entsprechender Funktionen Pq(x). Im Unterschied zu lokalen Verfahren,
wie der Methode der Finiten Elemente, ist diese Approximation jedoch global auf dem
gesamten Intervall gültig. Durch Einsetzen von Gleichung (3.121) in die zugrundeliegende
Differentialgleichung (3.120) entsteht im allgemeinen ein von Null verschiedenes Residuum
R(x) = ∂
2
∂x2
p(x)− f(x). (3.122)
Kollokationsmethoden, als gewichtete Residuenverfahren, bringen durch Multiplikation
mit verschobenen Delta-Distributionen als Testfunktionen und anschließender Integration
über das Intervall das Residuum an N Punkten zum Verschwinden. Somit wird die star-
ke Formulierung in Gleichung (3.120) an diesen Stützstellen exakt erfüllt. Abhängig von
den gegebenen Randbedingungen beziehungsweise vorhandener Periodizität und Symme-
trie bieten sich unterschiedliche Funktionsräume zur Entwicklung an. Im folgenden werden
drei dahingehend verschiedene Kollokationsverfahren betrachtet.
Fourier-Kollokation
Im Fall periodischer Randbedingungen beziehungsweise periodischer Koordinaten wird das
Intervall mit äquidistanter Schrittweite an den Stützstellen xk abgetastet. Die Entwicklung
in Gleichung (3.121) erfolgt in Form harmonischer Funktionen gemäß
Pq(x) = e
i2πqx. (3.123)
Damit ist das Interpolationspolynom über seine Funktionswerte p(xk) an den Stützstellen
xk eindeutig bestimmt. Die entsprechenden Gleichungen, die zur Bestimmung der Koeffi-
zienten aq führen, sind durch
p(xk) =
N/2−1∑
q=−N/2
aqe
i2πqxk (3.124)
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für die aus der Abtastung resultierenden N Punkte gegeben. Sind diese Koeffizienten
bekannt, so kann die kontinuierliche Interpolationsfunktion
p(x) =
N/2−1∑
q=−N/2
aqe
i2πqx (3.125)
angegeben werden. Die Entwicklungskoeffizienten aq in Gleichung (3.124) können auch
direkt über die Diskrete Fouriertransformation (DFT) aus den Abtastwerten p(xk) in der
Form
aq =
1
N
N/2−1∑
k=−N/2
p(xk)e
−i2πqxk (3.126)
bestimmt werden. Damit stellt Gleichung (3.124) die inverse Diskrete Fouriertransforma-
tion (iDFT) dar. Durch Einsetzen von Gleichung (3.126) in Gleichung (3.125) folgt eine
Darstellung des Interpolationspolynoms in der Kardinalbasis Ck(x) [91]. Deren Darstel-
lung bei einer ungeraden Anzahl N = 2m+1 äquidistanter Stützstellen xk = k/(m+1/2)
lautet
Ck(x) =
sin(Nπ(x− xk)/2)
N sin(π(x− xk)/2) (3.127)
für jede der Stützstellen xk. Sie weisen die folgenden, zur Definition einer Interpolations-
basis nützlichen Eigenschaften auf:
• Die Funktionen Ck stellen trigonometrische Polynome mit einer [−1, 1]-Periodizität
dar;
• Es gilt Ck(x) = 1 für x = xk und Ck(x) = 0 für x = xj, j 6= k.
In Abbildung 3.12 ist die zu N = 15 und k = 2 korrespondierende Kardinalfunktion C2
auf dem Intervall [−1, 1] dargestellt. Unter Verwendung dieser Basis ist die Approximation
p(x) der Lösung u, ähnlich zur Lagrange-Darstellung bei regulären Polynomen auf nicht
periodischen Intervallen, durch
u(x) ≈ p(x) =
m∑
k=−m
u(xk)Ck(x) (3.128)
gegeben. Die zugehörige Kollokationsmethode basiert auf der analytischen Differentiation
der trigonometrischen Interpolation in Gleichung (3.121) und anschließender Auswertung
in den äquidistant auf dem Intervall verteilten Abtastpunkten xk. Dieser Vorgang kann in
Form einer Differentiationsmatrix D(1)F mit den Einträgen
(
D
(1)
F
)
k,j
=

π(−1)k−j
2 sin(π(k−j)/N) für k 6= j
0 für k = j
(3.129)
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1
−1
1−1
p(x)
x
x−m xmx2
Abbildung 3.12: Trigonometrische Kardinalfunktion C2(x) für N = 15 und m = 7.
formuliert werden [92]. Sie verknüpft die Werte der gesuchten Funktion u an den Stütz-
stellen mit der ersten Ableitung des Interpolationspolynoms am selben Ort. Eine Differen-
tiationsmatrix D(2)F für die zweite Ableitung entsteht analog durch weiteres Differenzieren
des Approximationspolynoms in Gleichung (3.127). Zusammen mit der Auswertung der
Anregungsfunktion f(x) an den Stützstellen xk steht damit ein lineares Gleichungssystem
D
(2)
F u = f (3.130)
mit den Werten uk = u(xk) im Vektor u und der rechten Seite f mit den Einträgen
fk = f(xk) für die Beschreibung der Lösung von Gleichung (3.120) zur Verfügung. In die-
sem Fall spricht man auch von Fourier-Spektralmethoden [95]. Aufgrund der an dieser
Stelle vorausgesetzten Periodizität der Lösung ist kein Auftreten des Gibbs-Phänomens
zu erwarten. Das Konvergenzverhalten des beschriebenen Verfahrens hängt von der Dif-
ferenzierbarkeit der Lösung ab. Spektrale Konvergenz ist bei beliebig oft stetig differen-
zierbaren Lösungsfunktionen zu erwarten. Die Summationen in Gleichung (3.124) und
Gleichung (3.126) können auch unter Verwendung der schnellen Fouriertransformation
(engl. „Fast Fourier Transform“, FFT) ausgeführt werden. Insbesondere bei einer hohen
Anzahl an Abtastpunkten N erweist sich dabei die geringere Komplexität des Algorith-
mus bezüglich des numerischen Aufwands als vorteilhaft. Aufgrund der beschriebenen
Zusammenhänge ist die Betrachtung der Interpolation auf der Basis der Abtastwerte an
den Stützstellen sowie der Entwicklungskoeffizienten des Interpolationspolynoms äquiva-
lent. Vor allem im Fall nichtlinearer Differentialgleichungen muss während einer Fixpunkt-
Iteration häufig zwischen den beiden Darstellungsformen gewechselt werden [95]. Dies ist
bei der Verwendung entsprechender FFT-Algorithmen besonders effizient möglich.
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Tq(x)
x
1
−1
1−1
T0
T1
T2
T3
Abbildung 3.13: Tschebyscheff-Polynome Tq(x) für q ∈ {0, 1, 2, 3} auf dem Intervall
[−1, 1].
Tschebyscheff-Kollokation
In Abwesenheit einer Periodizität in den Funktionswerten stellt eine Entwicklung der ge-
suchten Funktion in Form einer Summe von Tschebyscheff-Polynomen Tq(x) die beste
Wahl dar. Unter der Normierung Tq(1) = 1 sind die Tschebyscheff-Polynome erster Art
durch die Rekursionsvorschrift
Tq(x) =

1 für q = 0
x für q = 1
2xTq−1(x)− Tq−2(x) für q ≥ 2
(3.131)
gegeben. Sie stellen eine orthogonale Basis des Funktionenraums der Monome unter der
Gewichtsfunktion ρ(x) = 1/
√
1− x2 dar. Der Verlauf der ersten vier Polynome ist in
Abbildung 3.13 dargestellt. Durch die Substitution x = cos θ wird die Verwandschaft der
Tschebyscheff-Polynome zu trigonometrischen Funktionen deutlich. Es ergibt sich Tq(x) =
cos qθ mit θ = arccos x [91]. Im Gegensatz zu Fourier-Kollokationsmethoden sollte keine
äquidistante Verteilung der Stützstellen verwendet werden, um das Runge-Phänomen zu
vermeiden [95]. Stattdessen kommen Knotenverteilungen zum Einsatz, die eine in Richtung
der beiden Rändern des Intervalls dichtere Anordnung aufweisen (engl. „node clustering“).
Meist werden zur Kollokation unter Verwendung von N + 1 Knoten die Tschebyscheff-
Gauß-Lobatto-Punkte
xk = − cos
(
πk
N
)
(3.132)
eingesetzt. Sie stellen die Extrema des Tschebyscheff-Polynoms TN einschließlich der Rand-
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punkte des Intervalls dar. An diesen Stützstellen xk wird gemäß des Kollokationsan-
satzes die starke Form der zugrundeliegenden Differentialgleichung exakt erfüllt. Die Ent-
wicklungskoeffizienten der Tschebyscheff-Polynome zur Darstellung des Interpolationspo-
lynoms p(x) können anhand dieser Punkte durch die Gleichungen
p(xk) =
N∑
q=0
aqTq(xk) (3.133)
bestimmt werden. Da ein Polynom vom exakten Grad N durch die Vorgabe von N+1Wer-
ten eindeutig gegeben ist, kann die Bestimmung äquivalent in der zugehörigen Lagrange-
Basis erfolgen. Durch Differentiation des Interpolationspolynoms und Auswertung an den
Stützstellen ergeben sich die Einträge der Differentiationsmatrix D(1)C zu
(
D
(1)
C
)
k,j
=

2N2+1
6
für k = j = 0, N
−xk
2(1−x2
k
)
für k = j = 1, . . . , N − 1
ck
cj
(−1)j+k
xk−xj für k 6= j
, (3.134)
wobei ck = 2 für k ∈ {0, N} und anderenfalls ck = 1 gilt [96]. Die Auswertung der
Ableitung des Interpolationspolynoms in Lagrange-Form kann effizient über Rekursions-
formeln erfolgen [92]. Ausdrücke für Ableitungen höherer Ordnung folgen aus der p-fachen
Anwendung der Matrix D(1)C gemäß
D
(p)
C =
(
D
(1)
C
)p
. (3.135)
Aufgrund der angegebenen Verwandtschaft der Tschebyscheff-Polynome zu trigonome-
trischen Funktionen kann die Bestimmung eines Interpolationspolynoms auch analog zu
Fourier-Kollokationsmethoden erfolgen. Mit der Koordinatentransformation x = cos θ ent-
sprechen die Entwicklungskoeffizienten denjenigen einer trigonometrischen Kosinusreihe
p(cos θ) =
N∑
q=0
aq cos(qθ). (3.136)
Damit besteht auch die Möglichkeit einer Darstellung der Entwicklungskoeffizienten aq
mittels der diskreten Kosinustransformation (engl. „Discrete Cosine Transform“, DCT)
gemäß
aq =
2
N
N∑
k=0
p(cos(θk)) cos(qθk) (3.137)
in Analogie zu Gleichung (3.126). Dabei müssen sowohl in Gleichung (3.136) als auch in
Gleichung (3.137) der erste sowie der letzte Summand mit dem Faktor 1/2 multipliziert
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werden [95]. Die notwendigen Summationen können unter Verwendung einer angepassten
FFT besonders effizient ausgeführt werden. Wiederum ist die Darstellung der Methode im
Koeffizientenraum der {aq} und äquivalent im Raum der Abtastgrößen {p(xk)} an den Kol-
lokationspunkten xk möglich. Daraus ergibt sich jeweils eine unterschiedliche Vorgehens-
weise bezüglich der Differentiation. Diese kann im Koeffizientenraum unter Verwendung
der Rekursionsvorschrift für die Ableitungen der Tschebyscheff-Polynome
2Tq =
1
q + 1
d
dx
Tq+1 − 1
q − 1
d
dx
Tq−1 (3.138)
unter anschließender Rücktransformation in den Raum der Abtastgrößen erfolgen [92].
Das Lösungsverfahren ist in diesem Fall dem der Fourier-Kollokation sehr ähnlich mit
dem Unterschied, dass nicht periodische Funktionen auf dem beschränkten Intervall [−1, 1]
dargestellt werden können.
Legendre-Kollokation
Die ebenfalls zur Familie der orthogonalen Jacobi-Polynome zählenden Legendre-Funk-
tionen sind zur Approximation nicht periodischer Funktionen auf dem Einheitsintervall
geeignet. Sie stellen das Ergebnis einer Gram-Schmidt-Orthogonalisierung des Raumes
der Monome unter der Gewichtsfunktion ρ(x) = 1 dar. Im Unterschied zu Tschebyscheff-
Polynomen besteht keine Analogie zu trigonometrischen Funktionen. Als Vorteil der Legen-
dre-Polynome kann jedoch deren Orthogonalität unter dem herkömmlichen Skalarprodukt
gesehen werden. Diese Tatsache tritt insbesondere in Verbindung mit der Kopplung zu
anderen Diskretisierungsverfahren vorteilhaft zu Tage. Die Approximationsvorschrift in
Gleichung (3.121) für die gesuchten Lösungsfunktion u(x) wird im Rahmen der Legendre-
Kollokation mit den Legendre-Polynomen Lq = Pq formuliert. Diese sind rekursiv über
Lq(x) =

1 für q = 0
x für q = 1
2q+1
q+1
xLq−1(x)− qq+1Lq−2(x) für q ≥ 2
(3.139)
auf dem Intervall [−1, 1] definiert. In Abbildung 3.14 ist der Verlauf der Polynome für
einige Ordnungen q ≥ 2 angegeben. Die Darstellung für q < 2 stimmt mit derjenigen
der Tschebyscheff-Polynome in Abbildung 3.13 überein. Im Vergleich mit diesen verlaufen
die Legendre-Polynome flacher im Inneren des Intervalls und der Betrag ihrer Extrema
ist dort kleiner als eins. Als Kollokationspunkte xk kommen meist die Legendre-Gauß-
Lobatto-Punkte zum Einsatz, welche die Extrema des Polynoms LN sowie die Randpunkte
des Intervalls umfassen. An den Kollokationspunkten wird die starke Formulierung in
Gleichung (3.120) exakt erfüllt, so dass aufgrund der Interpolationsbedingung für das
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Lq(x)
x
1
−1
1−1
L2
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L5
Abbildung 3.14: Legendre-Polynome Lq(x) für q ∈ {2, 3, 4, 5} auf dem Intervall [−1, 1]. Es
gilt L0 = T0 und L1 = T1.
zugehörige Polynom die Darstellung
p(xk) =
N∑
q=0
aqLq(xk) (3.140)
gilt. Durch Ableitung des durch diese Punkte gegebenen Lagrange-Interpolationspolynoms
nach x kann eine Differentiationsmatrix D(1)L mit den Einträgen
(
D
(1)
L
)
k,j
=

1
4
N(N + 1) für k = j = 0
−1
4
N(N + 1) für k = j = N
0 für k = j, 1 . . . , N − 1
LN (xk)
LN (xj)(xk−xj) für k 6= j
(3.141)
gefunden werden. Höhere Ableitungen werden analog zu Gleichung (3.135) bestimmt, so
dass sich die punktweise Lösung der Differentialgleichung aus der Matrixdarstellung in
Gleichung (3.130) unter Ersetzung der Differentiationsmatrix D(2)F durch D
(2)
L und entspre-
chender Interpretation der vorkommenden Vektoren an den Stützstellen xk ergibt. Auch
wenn in diesem Fall keine schnelle Umrechnung zwischen der Darstellung im Koeffizienten-
und Abtastraum unter Verwendung diskreter trigonometrischer Transformationen möglich
ist, kann die Darstellung dennoch im Koeffizientenraum erfolgen. Die Differentiation kann
dort mithilfe der Rekursionsvorschrift
(2q + 1)Lq =
d
dx
Lq+1 − ddxLq−1 (3.142)
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durchgeführt werden [92]. Aufgrund der erwähnten Einschränkung ist, insbesondere im Fall
nichtlinearer Problemstellungen, die einen häufigen Wechsel zwischen den beiden Darstel-
lungsformen erfordern, die Anwendung von Tschebyscheff-Kollokationsverfahren nahelie-
gender.
3.3.3 Spektrale Galerkin-Verfahren
Bei dieser Klasse spektraler Verfahren wird analog zur Methode der Finiten Elemente
vorgegangen. Ausgehend von einer schwachen Formulierung der zugrundeliegenden Pro-
blemstellung in Differentialform werden Ansatzfunktionen gewählt, die im Rahmen einer
gewichteten Residuenmethode ebenfalls als Testfunktionen eingesetzt werden. Dies bietet
insbesondere Vorteile bei der Kopplung unterschiedlicher Diskretisierungsverfahren auf
Tensorprodukt-Gittern. An dieser Stelle werden jedoch zunächst lediglich die Grundlagen
des Verfahrens anhand des eindimensionalen Falls mit einer homogenen Materialvertei-
lung aufgezeigt. Bei der Wahl der Ansatzfunktionen werden dieselben Kriterien angewandt
wie bei den entsprechenden Kollokationsverfahren des vorangegangenen Abschnitts. Ty-
pischerweise ergeben sich aus der Diskretisierung von schwachen Formulierungen, wie in
Abschnitt 3.2.6 dargestellt, abhängig von der Formulierung und des physikalischen Pro-
blems die zugehörigen Steifigkeits- und Massenmatrizen. Für drei unterschiedliche Formen
von Ansatzfunktionen, jeweils angepasst an vorab bekannte Symmetrie- und Periodizitäts-
eigenschaften, werden diese im folgenden angegeben.
Trigonometrische Ansatzfunktionen
Für periodische Gebiete beziehungsweise bei vorhandener Periodizität der Lösung kommen
trigonometrische Ansatzfunktionen gemäß Gleichung (3.123) zum Einsatz. Werden diese
im Rahmen des Galerkin-Verfahrens in konjugiert komplexer Form Pq′ = e−2πiq
′x ebenfalls
als Testfunktionen eingesetzt, lautet die resultierende schwache Formulierung∫ 1
−1
dPq′
dx
du
dx
dx =
∫ 1
−1
fPq′dx. (3.143)
Durch Einsetzen der Approximation p(x) für die gesuchte Größe u ergibt sich die spektrale
Steifigkeitsmatrix KFSE mit den Einträgen
(
KFSE
)
q,q′
=
∫ 1
−1
dPq′
dx
dPq
dx
dx. (3.144)
In diesem Fall stellen die Ansatzfunktionen Eigenfunktionen der zugrundeliegenden Dif-
ferentialgleichung dar. Diese Eigenschaft führt in Verbindung mit der Orthogonalität der
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harmonischen Funktionen zu einer Steifigkeitsmatrix, die eine Diagonalgestalt besitzt. Ab-
gesehen vom ersten Element für q = q′ = 0, das den Wert 0 annimmt, weisen die Diagonal-
elemente die Werte 2(2πq)2 auf. Die im Rahmen dieser Formulierung nicht vorkommende
Massenmatrix MFSE ist durch
(
MFSE
)
q,q′
=
∫ 1
−1
Pq′Pqdx (3.145)
bestimmt. Sie ist aufgrund der Orthogonalität der harmonischen Funktionen ebenfalls
diagonal und enthält in diesem Fall den Wert zwei für q = q′.
Tschebyscheff-Ansatzfunktionen
Im Fall nicht periodischer Problemstellungen bietet eine Entwicklung der Lösung in Form
der orthogonalen Tschebyscheff-Polynome Tq gute Approximationseigenschaften. Basie-
rend auf der schwachen Formulierung der zugrundeliegenden Differentialgleichung können
auch in diesem Fall entsprechende Steifigkeits- und Massenmatrizen hergeleitet werden.
Die Koeffizienten der Steifigkeitsmatrix KCSE ergeben sich analog zu Gleichung (3.144)
gemäß (
KCSE
)
q,q′
=
∫ 1
−1
ρ(x)
dTq′
dx
dTq
dx
dx (3.146)
mit der Gewichtsfunktion ρ(x) = 1/
√
1− x2. Da die zur Entwicklung der Lösung ein-
gesetzten Funktionen in diesem Fall keine Eigenfunktionen der Differentialgleichung dar-
stellen und die Ableitungen der Polynome nicht orthogonal zueinander sind, verliert die
resultierende Steifigkeitsmatrix ihre Diagonalgestalt. Aufgrund der Kommutativität des
Skalarproduktes bleibt jedoch bei der Verwendung der Galerkin-Methode die Symmetrie
erhalten. Zur Bestimmung der Einträge der Steifigkeitsmatrix werden die Koeffizienten der
ersten Ableitung der Ansatzfunktionen innerhalb der Entwicklung
d
dx
(
N∑
q=0
aqTq
)
=
N∑
q=0
bqTq (3.147)
bestimmt. Dies erfolgt durch Einsetzen der Rekursionsbeziehung in Gleichung (3.138) mit
anschließendem Koeffizientenvergleich. Dadurch ergibt sich der Zusammenhang
a = FCSEb (3.148)
mit der Differentiationsmatrix FCSE im Koeffizientenraum sowie den Spaltenvektoren a =
{aq} , q = 1 . . . N und b = {bq} , q = 0 . . . N − 1 [92]. Zur Bestimmung des erforderlichen
umgekehrten Zusammenhangs wird zunächst die zweibandige Matrix FCSE invertiert. Durch
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Ergänzen entsprechender Zeilen und Spalten korrespondierend zu den Einträgen a0 und
bN folgt die Darstellung (
b
bN
)
=
(
0
(
FCSE
)−1
0 0
)
︸ ︷︷ ︸
G
C
SE
(
a0
a
)
(3.149)
für die inverse Verknüpfung. Die Steifigkeitsmatrix KCSE kann damit über das Matrixtri-
pelprodukt
KCSE =
(
GCSE
)T ·MCSE ·GCSE (3.150)
ausgedrückt werden. Dabei ist die Massenmatrix MCSE aufgrund der Orthogonalität der
Tschebyscheff-Polynome diagonal und enthält die Orthogonalitätsfaktoren(
MCSE
)
q,q′
=
∫ 1
−1
ρ(x)Tq′Tqdx (3.151)
für q = q′. Sowohl die auf diese Weise bestimmte Steifigkeits- als auch die Massenmatrix
haben die Dimension N + 1 entsprechend der Anzahl bei der Approximation verwendeter
Tschebyscheff-Polynome.
Legendre-Ansatzfunktionen
Bei der Approximation der Lösungsfunktion durch Legendre-Polynome im Rahmen des
Galerkin-Verfahrens kann analog zu der bei einer Tschebyscheff-Diskretisierung angewand-
ten Methode vorgegangen werden. Die Gewichtsfunktion innerhalb des Skalarproduktes
lautet in diesem Fall ρ(x) = 1. Unter Anwendung der zugehörigen Rekursionsbeziehung für
die erste Ableitung in Gleichung (3.142) können ebenso entsprechende Matrixgleichungen
hergeleitet werden. Der Aufbau der Steifigkeits- und Massenmatrizen bleibt unverändert,
während deren Einträge nunmehr durch(
KLSE
)
q,q′
=
∫ 1
−1
dLq′
dx
dLq
dx
dx, (3.152)
(
MLSE
)
q,q′
=
∫ 1
−1
Lq′Lqdx (3.153)
gegeben sind. Das Matrixtripelprodukt unter Verwendung der aus der Rekursionsbezie-
hung in Gleichung (3.142) resultierenden Matrix GLSE lautet
KLSE =
(
GLSE
)T ·MLSE ·GLSE. (3.154)
Da bei der Verwendung von Legendre-Polynomen keine Beziehung zu trigonometrischen
Funktionen wie im Fall der Tschebyscheff-Polynome besteht, ist keine schnelle Fourier-
transformation zur Umrechnung vom Koeffizientenraum in den Raum der Abtastwerte an
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den Stützstellen einsetzbar. Dennoch bietet die Diskretisierung in Form von Legendre-
Ansatzfunktionen Vorteile im Rahmen von Gebietszerlegungsverfahren bei der Kopplung
an den Grenzflächen zwischen einzelnen Gebieten, da beidseitig ein Skalarprodukt mit
einer Gewichtsfunktion ρ(x) = 1 angewandt werden kann.
3.4 Zeitliche Diskretisierung
In den bisherigen Abschnitten wurde lediglich auf die räumliche Diskretisierung mit dem
Ziel der numerischen Lösung einer gegebenen Aufgabe eingegangen. Die im Rahmen dieser
Arbeit relevanten, zeitlich veränderlichen Problemstellungen resultieren aus der quasista-
tischen Näherung der Maxwellschen Gleichungen. Diese Näherung führt zu parabolischen
partiellen Differentialgleichungen. Für diese Klasse stellt die sogenannte Linienmethode
ein Lösungsverfahren dar, bei dem zunächst die räumliche Diskretisierung ausgeführt wird.
Nach deren Anwendung ergibt sich ein System gewöhnlicher Differentialgleichungen be-
ziehungsweise teilweise algebraischer Gleichungen für die entsprechenden Zustandsgrößen
bezüglich der Zeit t. Die zeitliche Diskretisierung erfolgt unter Abtastung der Zeitachse
an den Zeitpunkten tn. Das nicht notwendigerweise über die gesamte Simulationsdauer
tmax − tmin in seiner Länge konstante Intervall [tn, tn+1] wird mit ∆tn bezeichnet. Damit
gilt
tn+1 = tn +∆tn. (3.155)
Im allgemeinen wird zwischen zwei Klassen sogenannter Zeitintegrationsverfahren unter-
schieden. Im Fall expliziter Verfahren geht die Lösung zu einem diskreten Zeitpunkt tn+1
ausschließlich aus den bereits berechneten Lösungsvektoren zu den Zeitpunkten t < tn
hervor. Der Vorteil besteht dabei in der einfachen Implementierbarkeit sowie in der be-
sonderen numerischen Effizienz, da die Lösung in einem neuen Zeitschritt auf der Basis
von Matrix-Vektor-Produkten bestimmt werden kann. Allerdings existieren für derartige
Verfahren Kriterien, welche die Wahl des Zeitschritts abhängig von der gewählten Gitter-
schrittweite beschränken. Im Fall quasistatischer Vorgänge führt dies zu extrem kleinen
Zeitschritten im Vergleich zu den charakteristischen Zeitkonstanten des Systems. Daher
sind sehr viele Zeitschritte zur Bestimmung der Lösung über die gewünschte Zeitspanne
erforderlich und es erfolgt eine Überabtastung der ablaufenden Vorgänge. Demgegenüber
sind implizite Verfahren weitgehend frei von Restriktionen bezüglich der Wahl der zeitli-
chen Diskretisierungsschrittweite. Allerdings ist in jedem Zeitschritt die Lösung mindestens
eines linearen Gleichungsystems erforderlich, da der Wert der Zustandsgrößen nicht nur
von den bereits berechneten Lösungsvektoren abhängig ist. Zwar besteht in diesem Fall
keine Einschränkung in der Wahl der Größe der Zeitschritte, jedoch sinkt die erzielbare Ge-
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nauigkeit mit wachsender Größe des verwendeten Zeitschritts. Implizite Zeitintegratoren
stellen trotz des erhöhten Aufwands zur Berechnung der Zustandsgrößen für den neuen
Zeitschritt die gängige Wahl bei der Simulation quasistatischer Vorgänge dar. Bei der
Klassifizierung impliziter sowie expliziter Zeitintegratoren wird zwischen Ein- und Mehr-
schrittverfahren unterschieden. Im Fall von Mehrschrittverfahren erfolgt die Bestimmung
der Lösung des neuen Zeitschritts unter der zusätzlichen Verwendung mehrerer bereits
berechneter Lösungen zu vorangegangenen Zeitpunkten. Im Gegensatz dazu wird bei Ein-
schrittverfahren lediglich der Wert der Zustandsgrößen aus einem vergangenen Zeitschritt
zur Bestimmung der Lösung im neuen Zeitschritt herangezogen. Die einfachste Form eines
impliziten Einschrittverfahrens ist durch die sogenannte Θ-Methode gegeben. Basierend
auf der Approximation der Zustandsgröße u über eine gewichtete Summe aus dem Wert
am zu berechnenden Zeitpunkt tn+1 und dem Wert zum Zeitpunkt tn gemäß
u(t) ≈ Θu(tn+1) + (1−Θ) u(tn) (3.156)
werden entsprechende Einschrittverfahren abhängig vom Wert des Gewichtungsfaktors Θ
hergeleitet. Die Stabilität des Verfahrens ist für die Werte 1/2 ≤ Θ ≤ 1 sichergestellt [97].
Die erste zeitliche Ableitung wird durch einen Rückwärtsdifferenzenquotienten
d
dt
u(t) =
u(tn+1)− u(tn)
∆t
+O ((∆t)2) (3.157)
mit der zeitlichen Schrittweite ∆t angenähert. Für bestimmte Werte des Gewichtungspa-
rameters Θ sind feststehende Bezeichnungen gebräuchlich. Diese lauten:
„Rückwärts-Euler“-Verfahren für Θ = 1 ,
Galerkin-Verfahren für Θ = 2
3
,
Crank-Nicholson-Verfahren für Θ = 1
2
.
(3.158)
Die beiden erstgenannten Verfahren weisen eine Konvergenzordnung von 1 auf, während
beim Crank-Nicholson-Verfahren durch die zentrale Approximation eine höhere Fehler-
ordnung von zwei erreicht wird, wie beispielsweise in [98] angegeben. Mit sinkendem Wert
von Θ verringert sich jedoch auch das Dämpfungsverhalten der Integratoren [9]. Dies ist
insbesondere von Bedeutung, falls der zeitliche Verlauf der anregenden Größe Unstetig-
keitsstellen aufweist, die zu Oszillationen im simulierten Zeitverhalten führen. Im Fall
des „Rückwärts-Euler“-Verfahrens (engl. „Backward Differentiation Formulas“, BDF(1)),
werden derartige Schwingungen innerhalb eines Zeitschrittes vollständig gedämpft. Von
Θ = 1 abweichende Werte führen jedoch mitunter zu starken Oszillationen, die im Fall des
Crank-Nicholson-Verfahrens in der Praxis bis hin zu einer Destabilisierung des zeitlichen
Integrationsprozesses führen können [99].
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Bereits räumlich diskretisierte Diffusionsprobleme sind im magnetoquasistatischen Fall
durch semidiskrete Matrixgleichungen, wie beispielsweise in Gleichung (3.117) bei Ver-
wendung der Methode der Finiten Elemente, gegeben. Die zeitlich veränderliche Zustands-
größe wird in diesem Fall durch den Vektor a der Freiheitsgrade zur Approximation des
magnetischen Vektorpotentials repräsentiert. Dabei wird von einer Diskretisierung mit
Ansatzfunktionen aus dem Raum der tangential stetigen Vektorfunktionen ausgegangen,
so dass auf die entsprechende Kennzeichnung der Matrizen und Vektoren verzichtet wer-
den kann. Durch Einsetzen der entsprechenden Ausdrücke in Gleichung (3.156) und Glei-
chung (3.157) entsteht, unter der Annahme eines feldunabhängigen Materialverhaltens das
System(
Kν +
1
Θ∆t
Mσ
)
a(n+1) = j(n+1)e +
1−Θ
Θ
j(n)e −
1−Θ
Θ
Kνa
(n) +
1
Θ∆t
Mσa
(n) (3.159)
mit a(n+1) = a(tn+1), a(n) = a(tn), j
(n+1)
e = je(tn+1) und j
(n)
e = je(tn). Dieselbe Vor-
schrift zur Zeitintegration gilt bei einer räumlichen Diskretisierung unter Verwendung der
Methode der Finiten Integration3. Nach Ersetzen von a durch den Vektor ⌢a des kantenin-
tegrierten magnetischen Vektorpotentials sowie der Matrizen Kν und Mσ durch C˜M
FIT
ν C
beziehungsweise MFITσ entsteht die zugehörige Verfahrensvorschrift. Weiterhin lautet der
Vektor des Anregungsstroms in diesem Fall
⌢
j e anstelle von je.
Im an dieser Stelle angenommenen Fall eines feldunabhängigen Verhaltens der Relukti-
vität ν und der elektrischen Leitfähigkeit σ kann die resultierende Matrixgleichung mit
geeigneten numerischen Verfahren zur Lösung dünnbesetzter Gleichungssysteme in jedem
Zeitschritt iterativ gelöst werden [100, 101]. Insbesondere bei der Verwendung konstanter
Zeitschritte ∆t in Verbindung mit feldunabhängigem Materialverhalten bleibt die System-
matrix auf der linken Seite von Gleichung (3.159) über das Simulationsintervall unverän-
dert und lediglich die Terme auf der rechten Seite müssen aktualisiert werden. Zur Be-
rücksichtigung nichtlinearer Materialien erfolgt eine Linearisierung innerhalb jedes Zeit-
schritts. Die entsprechende Vorgehensweise wird in Abschnitt 4.2.1 in Verbindung mit
einem Anwendungsbeispiel erläutert. Durch die Bereitstellung geeigneter Startlösungen
bei der sukzessiven iterativen Lösung der Gleichungssysteme kann eine deutliche Verkür-
zung der Simulationsdauer erreicht werden [102, 103]. Dazu wird aus der Lösung für die
Zustandsgrößen im aktuellen Zeitschritt durch Extrapolation eine Startlösung für den Lö-
sungsprozess im neuen Zeitschritt generiert. Ähnliche Ansätze können ebenfalls bei nicht-
linearen Problemen angewandt werden [104].
3Zur deutlichen Unterscheidung zwischen der Methode der Finiten Integration sowie der Methode der
Finiten Elemente erfolgt die Kennzeichnung der zur ersteren gehörigen Matrizen unter Einführung der
zusätzlichen Hochstellung “FIT“, die in Abschnitt 3.1.2 nicht eingesetzt wurde.
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Die beschriebene Θ-Methode gehört zu der Familie der impliziten Runge-Kutta-Verfahren
[8, 97]. Für diese Klasse von Einschrittverfahren existieren auch Integrationsvorschriften,
die eine Fehlerordnung größer als 1 erreichen. Dabei kommen mehrstufige Ansätze zum
Einsatz, welche auch eine Fehlerschätzung in Form eingebetteter Verfahren und in Verbin-
dung damit eine adaptive Zeitschrittweitensteuerung ermöglichen [9]. Die höhere Ordnung
in der zeitlichen Approximation wird dabei durch die Bestimmung von Zwischenlösungen
innerhalb des Zeitschritts ∆tn erreicht, wobei es sich unverändert um ein Einschrittverfah-
ren handelt, da weiterhin nur die Lösung eines vergangenen Zeitschritts zur Bestimmung
des Vektors der Zustandsgrößen im neuen Zeitschritt verwendet wird. Innerhalb der im
folgenden Kapitel beschriebenen Anwendung ist die Modellierung nichtlinearer Materiali-
en erforderlich. Der Vorteil durch die bei einer Zeitintegration höherer Ordnung mögliche
Wahl größerer Zeitschritte wird jedoch in diesem Fall durch den größeren Aufwand bei der
Linearisierung teilweise kompensiert. Bei der Verwendung einer kleinen Zeitschrittweite
stellt die Lösung des vergangenen Zeitschritts einen guten Startwert für die erforderli-
che nichtlineare Iteration dar, die somit schneller eine vorgegebene Genauigkeitsschranke
erreicht als im Fall größerer Zeitschritte. Daher kommt im weiteren dennoch ein einfa-
ches Verfahren erster Ordnung bezüglich des zeitlichen Diskretisierungsfehlers in Form der
Θ-Methode zum Einsatz.
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supraleitender Dipolmagnete
Im Rahmen des Projektes FAIR (engl. „Facility for Antiproton and Ion Research“) am
GSI Helmholtzzentrum für Schwerionenforschung hat der Bau zweier Schwerionen-Syn-
chrotrons SIS-100 und SIS-300 bereits begonnen [105, 106]. Zur Führung des Teilchen-
strahls auf einer annähernd kreisförmigen Bahn wird eine große Zahl an Dipolmagneten
benötigt, deren Spulen aus supraleitendem Material gefertigt werden. Dies stellt in diesem
Fall die kostengünstigere Alternative im Hinblick auf die laufenden Kosten während der
geplanten Betriebsdauer dar. Die Designphase sowie die mechanische Konstruktion sind
zwar aufgrund der benötigten Tieftemperaturtechnologie aufwendiger, jedoch wird durch
Verwendung supraleitender Technologie weniger Material für die stromführenden Leiter
als auch für das Eisenjoch der Magnete benötigt. Die erforderliche maximale magneti-
sche Flussdichte innerhalb des Öffnungsbereiches der Magnete für das Synchroton SIS-100
liegt bei 2.1T bei gegebenem Ringdurchmesser und geplanter Energie der zu beschleuni-
genden Teilchen. Der vorgesehene Betriebszyklus erfordert ein, im Vergleich zu anderen,
bereits bestehenden Anlagen, schnelles Erhöhen und anschließendes Absenken der magne-
tischen Flussdichte innerhalb des Magneten, um der synchron erfolgenden Beschleunigung
innerhalb des Rings Rechnung zu tragen. Die maximale Feldänderungsrate liegt in diesem
Fall bei 4T/s im schnellsten vorgesehenen Zyklus. Diese Rahmenbedingungen stellen eine
besondere Herausforderung an die Konstruktion der Magnete wie auch an die während
der Entwicklungsphase eingesetzten numerischen Simulationswerkzeuge zur Berechnung
der elektromagnetischen Felder dar. Verfügbare kommerzielle Simulationsprogramme bie-
ten im allgemeinen nicht alle erforderlichen Modellierungs- und Simulationsfähigkeiten.
Weiterhin stellt auch die Kapazität einzelner Rechner eine Barriere bei der elektroma-
gnetischen Feldsimulation von Magneten dieser Größe und Bauart dar. In diesem Kapitel
werden entsprechende, speziell an die Simulation der SIS-100-Dipolmagnete angepasste
Simulationsverfahren sowie die bei deren Anwendung erzielten Ergebnisse vorgestellt.
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Abbildung 4.1: (a) Schematische Darstellung eines Magneten vom „window-frame“-Typ zu-
sammen mit den im Endbereich abgewinkelten Spulen; (b) Querschnitt des
Eisenjochs mit den doppellagigen Spulenwindungen.
4.1 Der SIS-100-Magnet
Als Ausgangspunkt zur Konstruktion der Dipolmagneten zum Einsatz im Schwerionen-
Synchrotron SIS-100 wurde der Nuclotron-Magnet gewählt. Dieser supraleitende Magnet
wurde für den gleichnamigen Beschleunigerring am Joint Institute for Nuclear Research
(JINR) in Dubna, Russland, konstruiert und ist dort bereits seit 1993 in Gebrauch [107].
Es handelt sich um einen Dipolmagneten vom „window-frame“-Typ, der mit Spulen aus
supraleitfähigem Material ausgestattet ist. Abbildung 4.1(a) zeigt den vereinfachten Auf-
bau der Magnetgeometrie. Die Spulenkabel bestehen aus NbTi-Filamenten, die in einer
Kupfermatrix angeordnet sind. Zur Kühlung auf die zum Erreichen des supraleitfähigen
Zustands erforderliche Temperatur sind die einzelnen Kabel von Aluminium-Kühlkanälen
durchzogen, durch welche flüssiges Helium strömt. Eine schematische Darstellung der dop-
pellagigen Spulenanordnung ist in Abbildung 4.1(b) gegeben. Die vorhandene Magnetan-
ordnung erfüllte die gestellten Anforderungen jedoch nur teilweise [108]. Aufgrund der
von der vorgesehenen Anwendung vorgegebenen hohen Änderungsrate der magnetischen
Flussdichte während des Beschleunigungszyklus sind hohe Verluste durch im Eisenjoch
induzierte Wirbelströme, insbesondere im Endbereich des Magneten, zu erwarten. Weiter-
hin bestehen hohe Anforderungen an die Homogenität der magnetischen Flussdichte im
Öffnungsbereich, die während des gesamten Zyklus eine vorgegebene Schranke von 6 · 10−4
relativ zur Stärke des Dipolfeldes nicht überschreiten darf. Ausgehend von dem ursprüngli-
chen Design wurden daher zwei Hauptziele zur Optimierung und Anpassung des Magneten
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zum Einsatz im SIS-100 formuliert:
• Reduktion der Jouleschen Verluste unter den vorgesehenen, mit einer schnellen Än-
derung der magnetischen Flussdichte einhergehenden Betriebsbedingungen;
• Weitere Verbesserung der Homogenität der magnetischen Flussdichte im gesamten
Öffnungsbereich des Magneten.
An der Erfüllung dieser Ziele arbeiten verschiedene Gruppen im Rahmen von Forschungs-
und Entwicklungskooperationen. Im Zuge entsprechender Untersuchungen wurden unter-
schiedliche Modifikationen des ursprünglichen Designs unter Einsatz von Messungen an
entsprechend konstruierten Prototypen wie auch auf der Basis numerischer Feldsimulatio-
nen vorgeschlagen.
Joulesche Verluste im transienten Betriebsmodus
Die unter einer zeitlich variierenden magnetischen Flussdichte entstehenden induzierten
Felder führen über verschiedene Mechanismen zu unerwünschten Verlusten innerhalb der
Magnetanordnung. Diese können unterschieden werden in Effekte, die mit den supraleiten-
den Kabeln in Verbindung stehen und jene, die im ferromagnetischen Eisenjoch und in den
zur mechanischen Stabilisierung eingesetzten Anbauteilen auftreten. Zur ersten Kategorie
zählen Wirbelströme, die innerhalb der Kupfermatrix des supraleitfähigen Kabels indu-
ziert werden. Die Strompfade verlaufen teilweise innerhalb des supraleitenden Filamentes
und schließen sich in normal leitenden Kontaktbereichen, welche durch das Verdrillen der
einzelnen Drähte entstehen [109, 110]. Sie werden auch als Kopplungsströme (engl. „coup-
ling currents“) bezeichnet und beschreiben somit einen Effekt, der zwischen den einzelnen
Filamenten auftritt [111]. Insbesondere innerhalb von Rutherford-Kabeln treten zusätzlich
sogenannte Kabelwirbelströme (engl. „cable eddy-currents“) auf, die durch ein Magnetisie-
rungsmodell beschrieben werden können und ebenfalls zu den Gesamtverlusten beitragen
[112, 113]. Den größten Beitrag liefern in dem hier vorliegenden Fall jedoch die zur zweiten
genannten Kategorie zählenden Wirbelstrom- und Hysterese-Effekte im Eisenjoch sowie
in den Anbauteilen.
Durch den Aufbau des Eisenjochs aus lamellierten, gewalzten Stahlblechen, die gegeneinan-
der durch eine dünne Schicht elektrisch isoliert sind, wird der Induktion von Wirbelströmen
im transienten Betrieb wirkungsvoll entgegengetreten. Allerdings reduziert sich die magne-
tische Länge entsprechend des Anteils an nicht permeablem Isolationsmaterial. Durch die
gebogene Geometrie der Spulen im Endbereich treten jedoch an dieser Stelle, wie in Ab-
bildung 4.2 dargestellt, Komponenten der magnetischen Flussdichte auf, die senkrecht auf
der Ebene der Lamellierung stehen. Dies führt zu dem unerwünschten Effekt der Induktion
von Wirbelströmen, die durch die hohe Leitfähigkeit des Stahlblechs in Wärme umgesetzt
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Abbildung 4.2: Verlauf der magnetischen Flussdichte im Endbereich eines aus lamellierten
Stahlblechen aufgebauten Magnetjochs.
werden. Um den supraleitfähigen Zustand der Leitungsfilamente aufrecht zu erhalten, muss
der resultierende Wärmeeintrag über die Tieftemperatur-Kühlsysteme abgeführt werden.
Anderenfalls führen die Wirbelstromverluste zunächst zu einer sukzessiven Erwärmung des
Eisenjochs, die nach endlicher Zeit auch die Spulen erfasst und zu einem Zusammenbruch
der Supraleitung führen kann. Aus diesem Grund ist eine ausreichende Kühlung essentiell,
wobei die Wirbelstromverluste so gering wie möglich sein sollten, um die Kosten für die
Kühlleistung auf Tieftemperaturniveau zu begrenzen. Eine Möglichkeit, den Einfluss des
genannten Effekts zu verringern besteht in der Abkehr von dem ursprünglichen Design,
bei dem der gesamte Magnet einschließlich des Eisenjochs auf die für die Supraleitfähig-
keit der Spulen erforderliche Temperatur gekühlt wird. Entsprechende Messungen ergaben
eine Verringerung der Wärmeverluste auf etwa die Hälfte des ursprünglichen Wertes [114].
Weitere Vorschläge zur Reduzierung der Wirbelstromverluste durch Modifikationen der
Eisengeometrie basieren auf der Einführung dünner Schnitte beziehungsweise der Verwen-
dung spezieller Materialien im Endbereich des Magneten mit dem Ziel der Unterbrechung
der Wirbelstrompfade [115, 116]. Zusätzlich kann durch den Einsatz flacherer Endwin-
dungen eine Reduzierung der unerwünschten Komponente der magnetischen Flussdichte
senkrecht zur Lamellierungsebene erzielt werden [117]. Aufgrund der Komplexität der voll-
ständigen Modelle wurden nichtlineare numerische Simulationen zunächst anhand verein-
fachter Geometrien durchgeführt. So kann ein qualitativer Vergleich mit den konstruierten
Prototypen sowie zwischen den von den verschiedenen Simulationswerkzeugen errechneten
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Voraussagen über die Höhe der im transienten Betrieb zu erwartenden Jouleschen Verluste
durchgeführt werden. Entsprechende Ergebnisse, die unter Verwendung der im vorange-
gangenen Kapitel beschriebenen numerischen Lösungsansätze entstanden sind, werden im
Rahmen dieser Arbeit in Abschnitt 4.3 vorgestellt.
Untersuchung der Homogenität der magnetischen Flussdichte
Das zur Anwendung als Strahlführungsmagnet gewünschte reine Dipolfeld wird durch un-
terschiedliche statische sowie dynamische Mechanismen beeinträchtigt. Auch in diesem Fall
unterscheidet man zwischen Effekten, die innerhalb der supraleitenden Kabel zu Tage tre-
ten, sowie solchen, die dem Magnetjoch einschließlich der Anbauteile zuzuordnen sind. In
die erste Kategorie fallen sogenannte persistente Ströme, die über das Ampèresche Gesetz
durch die zeitliche Änderung der magnetischen Flussdichte innerhalb der supraleitenden
Filamente induziert werden [118]. Aufgrund des nahezu verschwindenden elektrischen Wi-
derstands zirkulieren sie mit einer sehr langen Zeitkonstante in den Spulen und erzeugen
dabei ein sekundäres Magnetfeld, welches sich störend auf das gewünschte Dipolfeld aus-
wirkt [119]. Ebenso führen die bereits erwähnten Kabelwirbelströme zu einem ähnlichen
Effekt, wenngleich mit einer kürzeren Abklingdauer. Zur zweiten Kategorie zählen Effekte,
die durch das nichtlineare Materialverhalten des ferromagnetischen Eisenjochs entstehen.
Diese fallen besonders in Betriebszuständen ins Gewicht, in denen noch nicht die maximale
magnetische Flussdichte aufgebaut ist, da in diesem Fall lokale Sättigungseffekte auftreten,
welche die Feldqualität im Öffnungsbereich negativ beeinflussen können. Desweiteren kön-
nen Feldverzerrungen durch das innerhalb des Magnetjochs verlaufende metallische Strahl-
rohr entstehen. Dies ist zwar aus nicht permeablem Edelstahl gefertigt, jedoch führen darin
induzierte Wirbelströme ebenfalls zu einer Beeinträchtigung des Dipolfeldes. Mit dem Ziel
eines möglichst homogenen Verlaufs der magnetischen Flussdichte im Öffnungsbereich des
Magneten wurden im Sinne der Designanforderungen bereits einige Veränderungen an
der Ausführung des Eisenjochs vorgeschlagen. Diese erfolgten meist auf der Basis einer
zweidimensionalen Approximation des Jochvolumens sowie der Spulen unter Verwendung
kommerzieller Simulationswerkzeuge [120, 121]. Bei dieser Art der Simulation können die
insbesondere in den Endbereichen des Magneten auftretenden Wirbelstromeffekte nicht
unmittelbar berücksichtigt werden. Entsprechende dreidimensionale Simulationen zu die-
ser Thematik, teilweise konzentriert auf die Untersuchung dieser Randeffekte, werden in
Abschnitt 4.4 dieser Arbeit behandelt.
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4.2 Simulationsverfahren
Auch bei der numerischen Simulation vereinfachter Magnetaufbauten besteht ein hoher
Modellierungsaufwand. Zum einen müssen ferromagnetische Sättigungseffekte aufgrund
des hohen Maximalwertes der magnetischen Flussdichte von bis zu 2.1T bei der Simulati-
on berücksichtigt werden. Zum anderen muss der herstellungsbedingten und erwünschten
Anisotropie des Jochmaterials Rechnung getragen werden. Desweiteren handelt es sich
bei den Anregungsprofilen um unstetige Funktionen. Dies macht, zusammen mit der be-
reits erwähnten Notwendigkeit der Modellierung der ferromagnetischen Sättigung, transi-
ente Simulationen erforderlich. Da die vorkommenden zeitlichen Änderungen die Anwen-
dung der magnetoquasistatischen Approximation gemäß Abschnitt 2.2 zulassen, kommen
entsprechende implizite Zeitintegrationsverfahren aus Abschnitt 3.4 zum Einsatz, welche
die Lösung mehrerer großer, wenngleich dünnbesetzter, Gleichungssysteme in jedem Zeit-
schritt erfordern. Trotz der uneingeschränkten Wählbarkeit der Größe des verwendeten
Zeitschritts bei Verfahren dieser Klasse darf dieser zur Erfüllung der aus der Anwen-
dung resultierenden strengen Genauigkeitsanforderungen nicht zu groß gewählt werden.
Die einzelnen, zur numerischen Simulation der elektromagnetischen Felder innerhalb des
vorgesehenen SIS-100-Magneten erforderlichen Modellierungsschritte werden im folgenden
beschrieben.
4.2.1 Modellierung der ferromagnetischen Sättigung
Ausgehend von der räumlich und zeitlich diskretisierten Formulierung unter Verwendung
des modifizierten magnetischen Vektorpotentials können entsprechende Linearisierungen
angewandt werden, die in Form einer zusätzlichen Iteration innerhalb der einzelnen Zeit-
schritte angewandt werden. Dieser Linearisierungsschritt wird separat für eine Diskreti-
sierung unter Verwendung der Methode der Finiten Integration auf einem struktuierten,
hexagonalen Gitter sowie für die Methode der Finite Elemente auf einem Tetraedergitter
beschrieben.
Methode der Finiten Integration
In diesem Fall ist die nichtlineare magnetoquasistatische Formulierung unter Verwendung
des modifizierten magnetischen Vektorpotentials ⌢a, das auf dem primären Gitter G über
⌢
b = C⌢a definiert ist, durch
C˜Mν(
⌢
b(n+1))C⌢a(n+1) +
1
∆t
Mσ
⌢a(n+1) =
⌢
j e
(n+1) − 1
∆t
Mσ
⌢a(n)︸ ︷︷ ︸
r
(n)
(4.1)
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Abbildung 4.3: (a) Mittelung der magnetischen Gitterflüsse innerhalb einer primären Git-
terzelle; (b) Mittelung der Reluktivitäten angrenzender Zellen zur Erstellung
der linearisierten Materialmatrix.
mit einer zeitlichen Diskretisierung nach der Θ-Methode gemäß Gleichung (3.159) mit
Θ = 1 gegeben. Die Einträge der Materialmatrix Mν sind dabei von dem aktuellen Wert
der magnetischen Flussdichte abhängig, wobei der Zusammenhang zwischen den Feld- und
Flussgrößen ~H und ~B durch eine charakteristische Materialkurve für die Reluktivität ν
gegeben ist. Eine iterative Linearisierung kann basierend auf der Formulierung von Glei-
chung (4.1) als Fixpunktproblem F(n+1)(⌢a(n+1)) = 0 mit
F(n+1)(⌢a(n+1)) = C˜Mν(
⌢
b(n+1))C⌢a(n+1) +
1
∆t
Mσ
⌢a(n+1) − r(n) = 0 (4.2)
erfolgen. Im Rahmen einer Fixpunktiteration wird in jedem Schritt k aus dem aktuellen
Vektor der Zustandsgrößen ⌢a(n,k) durch Anwendung der Rotationsmatrix C der Vektor der
magnetischen Gitterflüsse
⌢
b(n,k) bestimmt. Da im hier betrachteten Fall eine homogene Ma-
terialfüllung der primären Gitterzellen vorliegt, wird zur Modellierung der nichtlinearen
Feldabhängigkeit der Reluktivität ν ein einzelner Wert der magnetischen Flussdichte für
jede Zelle benötigt. Dieser wird gemäß Abbildung 4.3(a) durch eine Mittelung der entspre-
chenden Gitterflüsse auf den einzelnen Zellen bestimmt. Mit den primären Kantenlängen
L(x), L(y) und L(z) ergibt sich damit der betreffende Wert
B =
(
⌢
b1 +
⌢
b2
2L(y)L(z)
,
⌢
b3 +
⌢
b4
2L(x)L(z)
,
⌢
b5 +
⌢
b6
2L(x)L(y)
)
(4.3)
für die betrachtete Zelle [117]. Um eine skalare, aus Messungen an Materialproben erhalte-
ne Sättigungscharakteristik, wie in Abbildung 4.4(a) dargestellt, einsetzen zu können, wird
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Abbildung 4.4: (a) Skalare Materialcharakteristik zum nichtlinearen Zusammenhang zwi-
schen magnetischer Flussdichte B und magnetischer Feldstärke H; (b) ver-
größerte Darstellung unter Veranschaulichung der Sehnen-Reluktivität νc
an einem Arbeitspunkt P .
der Betrag des lokalen Vektors der magnetischen Flussdichte gebildet. In der einfachsten
Form einer Linearisierung ergibt sich daraus ein Arbeitspunkt P , der in Abbildung 4.4(b)
in einer vergrößerten Ansicht der Materialcharakteristik eingezeichnet ist. Somit folgt aus
der Kennlinie ein neuer Wert für die Reluktivität νc, der über die Sehne zwischen dem
Koordinatenursprung und dem Arbeitspunkt P veranschaulicht werden kann. Um aus
diesen, auf den primären Zellen gegebenen Werten der Reluktivität, eine aktualisierte Re-
luktivitätsmatrix Mν
(n+1,k) aufzubauen, erfolgt invers zur vorherigen Vorgehensweise eine
Mittelung der Reluktivität zwischen den angrenzenden Zellen gemäß Abbildung 4.3(b).
Diese wird über die in Gleichung (3.37) gegebene Vorschrift der Längenmittelung über
die zugehörigen dualen Kanten zum Aufbau der aktualisierten Reluktivitätsmatrix gemäß
Gleichung (3.39) genutzt. In x- und z-Richtung entstehen dabei aus den auf den primären
Zellen gegebenen Werten νc,1...3 die in Abbildung 4.3(b) dargestellten Einträge Mν,a und
Mν,b für jede Zelle, die mit nichtlinearem Material gefüllt ist. Unter Verwendung dieser
Reluktivitätsmatrix wird das aus Gleichung (4.2) hervorgehende Gleichungssystem
(
C˜Mν,c
(n+1,k)C+
1
∆t
Mσ
)
⌢a(n+1,∗) = r(n) (4.4)
gelöst. Aus der erhaltenen Zwischenlösung ⌢a(n+1,∗) kann über unterschiedliche Verfahren
die Lösung für die Zustandgrößen im neuen Iterationsschritt k + 1 konstruiert werden.
Die direkte Verwendung von der Lösung von Gleichung (4.4) gemäß ⌢a(n+1,k+1) = ⌢a(n+1,∗)
resultiert in der Praxis häufig in einem sehr langsamen Konvergenzverhalten und in der
Folge in einer sehr hohen Anzahl an Iterationsschritten k. Zu einer Verbesserung kann bei
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bestimmten Anwendungen eine Relaxation der Form
⌢a(n+1,k+1) = ω⌢a(n+1,∗) + (1− ω)⌢a(n+1,k) (4.5)
unter Verwendung eines Relaxationsparameters 0 ≤ ω ≤ 1 führen. Dieser Parameter kann
zum einen fest gewählt werden oder zum anderen durch eine Liniensuche unter Minimie-
rung des nichtlinearen Residuums
ǫnlin =
∥∥∥F(n+1)(⌢a(n+1,k+1))∥∥∥
2
(4.6)
bestimmt werden. Dabei muss die Minimierung nicht zwangsweise exakt durchgeführt
werden, sondern es wird durch einfache Auswertung von Gleichung (4.6) derjenige Lö-
sungskandidat, welcher zu dem kleinsten Wert des nichtlinearen Residuums ǫnlin führt,
ausgewählt. Dabei wird der Relaxationsparameter ω von dem Wert 1 ausgehend durch
sukzessive Halbierung bis hin zu einem vorgeschriebenen Minimalwert ω > 0 bestimmt
[122]. Mit der auf eine der beschriebenen Arten gefundenen Lösung ⌢a(n+1,k+1) wird erneut
eine aktualisierte Reluktivitätsmatrix aufgebaut. Somit erfolgt eine sukzessive Substitu-
tion der Lösungen von Gleichung (4.4) in die zugehörige Materialcharakteristik, bis die
vorgegebene Genauigkeitsschranke ǫ > ǫ(k)nlin im Schritt k unterschritten wird. Dieses Ver-
fahren weist typischerweise eine Konvergenzordnung von 1 auf. Durch den Einsatz eines
Newton-Verfahrens unter Verwendung der Jacobi-Matrix des Funktionals F(n+1) gemäß
Gleichung (4.2) in jedem Iterationsschritt kann ein verbessertes Konvergenzverhalten er-
zielt werden. Die Reluktivitätsmatrix verliert jedoch in diesem Fall ihre Diagonalgestalt
[123, 124]. Da jedoch ohnehin ein implizites Verfahren zur Zeitintegration eingesetzt wird,
macht sich lediglich der erhöhte Speicherbedarf sowie der größere Aufwand beim Aufbau
der Matrix negativ bemerkbar. Weiterhin geht auch die Symmetrie der resultierenden
Gleichungssysteme verloren, so dass geeignete iterative Lösungsverfahren eingesetzt wer-
den müssen [100]. Ein entsprechendes Newton-Verfahren wird im folgenden in Verbindung
mit der Methode der Finiten Elemente vorgestellt.
Methode der Finiten Elemente
Unter Verwendung derselben transienten magnetoquasistatischen Formulierung wie im
obigen Fall ist die aus der zeitlichen Diskretisierung von Gleichung (3.117) mit Θ = 1
hervorgehende Matrixgleichung bei einer Approximation des modifizierten magnetischen
Vektorpotentials mit tangential stetigen Vektorfunktionen durch
Kν(b
(n+1))a(n+1) +
1
∆t
Mσa
(n+1) = je
(n+1) − 1
∆t
Mσa
(n)︸ ︷︷ ︸
r
(n)
(4.7)
gegeben. Dabei beschreibt b(n+1) den Vektor der Freiheitsgrade für die magnetische Fluss-
dichte. Analog zu Gleichung (4.2) kann eine Notation in Fixpunktform F(n+1)(a(n+1)) = 0
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Abbildung 4.5: Veranschaulichung der (a) Sehnen-Reluktivität νc und (b) der differenti-
ellen Reluktivität νd anhand einer vergrößerten Darstellung der skalaren
Materialcharakteristik an einem Arbeitspunkt P .
gemäß
F(n+1) = Kν(b
(n+1))a(n+1) +
1
∆t
Mσa
(n+1) − r(n) = 0 (4.8)
erfolgen. Das Newton-Verfahren ist unter Verwendung der Jacobi-Matrix JF = ∂F/∂a des
Funktionals F(n+1) in jedem nichtlinearen Iterationsschritt k über
JF
(n+1,k)a(n+1,k+1) = JF
(n+1,k)a(n+1,k) − F(n+1)(a(n,k)) (4.9)
definiert. Die globale Matrix ergibt sich durch Differentiation des Funktionals F nach den
Zustandsgrößen zu
JF
(n+1,k) =
∂
∂a(n+1,k)
(
Kν(b
(n+1,k))a(n+1,k)
)
︸ ︷︷ ︸
Kν,d
+
1
∆t
Mσ. (4.10)
Dabei wird die differentielle Steifigkeitsmatrix Kν,d für den Zeitschritt n + 1 sowie
den nichtlinearen Iterationsschritt k eingeführt. Unter Anwendung der Produktregel folgt
Kν,d = Kν,c(b
(k)) +
∂
∂a(k)
(
Kν(b
(k))
)
a(k)︸ ︷︷ ︸
Kν,inc
, (4.11)
wobei Kν,c die Sehnen-Steifigkeitsmatrix sowie Kν,inc die inkrementelle Steifigkeits-
matrix im nichtlinearen Iterationsschritt k bezeichnet. Zur Bestimmung der Einträge
dieser beiden Matrizen wird zunächst das zugrundeliegende skalare Sättigungsmodell in
Abbildung 4.5 betrachtet. Benötigt wird die differentielle Reluktivität, welche durch
νd =
dH
dB
∣∣∣∣
P
=
d (ν(B)B)
dB
∣∣∣∣
P
= ν(BP )︸ ︷︷ ︸
νc
+BP
dν(B)
dB
∣∣∣∣
P
(4.12)
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für den aktuellen Arbeitspunkt P gegeben ist. In Abbildung 4.5(a) ist, analog zu Abbil-
dung 4.4(a), die Sehnen-Reluktivität νc am Arbeitspunkt der skalaren Materialcharakte-
ristik dargestellt. Demgegenüber zeigt Abbildung 4.5(b) die differentielle Reluktivität νd in
Form der Steigung der Tangenten im Arbeitspunkt P . Nach Substitution und Anwendung
der Kettenregel hat die inkrementelle Reluktivität die Darstellung
νinc = 2B
2
P
dν(B)
dB2
∣∣∣∣
P
. (4.13)
In dem hier betrachteten skalaren Sättigungsmodell bezeichnet B stets die euklidische Län-
ge des Vektors der magnetischen Flussdichte. Es wird im folgenden zum Aufbau der lokalen
Steifigkeitsmatrizen eingesetzt. Die Einträge der Sehnen-Steifigkeitsmatrix Kν,c(b
(k)) ge-
hen, in Anlehnung an Gleichung (3.112), elementweise aus(
Keν(b
(k))
)
i,i′
=
∫
V ee
(
∇×~wi ·
(
1νc(B
e
P )
)
∇×~wi′
)
dV (4.14)
hervor, wobei 1 einen (3× 3) Einheitstensor bezeichnet. Zur Bestimmung des Vektors der
magnetischen Flussdichte BeP ∈ R3 am Arbeitspunkt P werden die Freiheitsgrade der
Finite-Elemente-Approximation b(k) gemäß der Definition des magnetischen Vektorpoten-
tials ~B = ∇× ~A über die Koeffizienten ai der entsprechenden Ansatzfunktionen durch
BeP = ∇× ~Ae =
∑
i
ai (∇×~wi) (4.15)
ausgedrückt. Die Auswertung erfolgt im MittelpunktM(xM, yM, zM) des Tetraeders. Unter
Betragsbildung B = |BeP | kann der Wert der lokalen Sehnen-Reluktivität νc auf der Basis
der skalaren Materialcharakteristik in Abbildung 4.5(a) bestimmt werden. Im hier zunächst
betrachteten Fall einer isotropen Charakteristik ergibt sich die vektorielle Reluktivität
durch Multiplikation mit dem Einheitstensor.
Eine elementweise Betrachtung der in Gleichung (4.11) eingeführten, inkrementellen Stei-
figkeitsmatrix führt zu der lokalen Matrix
Keν,inc =
∂
∂ae
(Keν(b
e)) ae (4.16)
für den nichtlinearen Iterationsschritt k, auf dessen Kennzeichnung aus Gründen der
Übersichtlichkeit in der Notation an dieser Stelle verzichtet wird. Dabei bezeichnet ae
die entsprechende Untermenge der mit dem betrachteten Element e assozierten Freiheits-
grade. Für die Zeile i der lokalen Matrix sind die Einträge unter Verwendung von Glei-
chung (3.109) durch(
Keν,inc(b
(k))
)
i′,α
=
∫
V ee
∑
i
(
∇×~wi ·
(
ai
d
daα
ν(be)
)
· ∇×~wi′
)
dV (4.17)
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gegeben. Die Ausführung der Differentiation nach aα liefert unter der Anwendung der
Kettenregel in Verbindung mit Gleichung (4.15) den Ausdruck
dν(Be)
daα
=
dν(Be)
dBe
dBe
daα
=
dν(Be)
dBe
(∇×~wα) . (4.18)
Durch Substitution von Be durch (Be)2 sowie anschließende Anwendung der Kettenregel
folgt bei rückwärtigem Einsetzen von Gleichung (4.15) der Ausdruck(
Keν,inc(b
(k))
)
i′,α
=
∫
V ee
(
∇×~wα ·
(
2Be
dν(Be)
d(Be)2
(Be)T︸ ︷︷ ︸
νinc
)
· ∇×~wi′
)
dV (4.19)
für die Einträge der inkrementellen Steifigkeitsmatrix. Die benötigte erste Ableitung der
verwendeten skalaren Materialcharakteristik ν(B) wird dabei unter Betragsbildung anhand
der gegebenen Daten über
dν
d(B2)
=
1
2B
dν
dB
(4.20)
analog zu Gleichung (4.13) am Arbeitspunkt P ausgewertet. Der Tensor der inkremen-
tellen Reluktivität ν inc ist durch das dyadische Produkt vollbesetzt, bleibt jedoch im hier
betrachteten Fall eines skalaren Sättigungsmodells symmetrisch. Aus den lokalen Matrizen
entsteht analog zu Gleichung (3.109) die globale Jacobi-Matrix
JF = Kν,d =
T∑
e=1
QTe K
e
ν,cQe +
T∑
e=1
QTe K
e
ν,incQe (4.21)
zur Verwendung im Newton-Verfahren. Die entsprechenden Matrizen müssen in jedem, im
Zeitschritt n+1 erforderlichen nichtlinearen Iterationsschritt k neu aufgebaut beziehungs-
weise aktualisiert werden.
Wird der zusätzliche Term in Form der inkrementellen Steifigkeitsmatrix nicht berück-
sichtigt, so ergibt sich das im Rahmen der Methode der Finiten Integration bereits be-
schriebene Verfahren der sukzessiven Substitution. Der zusätzliche Aufwand im Vergleich
zu letzterem besteht in diesem Fall im Aufbau der inkrementellen Stefigkeitsmatrix, die
jedoch dieselbe Besetzungsstruktur aufweist wie die Sehnen-Reluktivitätsmatrix. In einer
parallelen Programmumgebung erfolgt eine Verteilung des Matrixaufbaus auf verschiedene
Prozesse. Somit kann eine sehr hohe Skalierbarkeit bei der Ausführung dieses Arbeitsschrit-
tes erzielt werden.
4.2.2 Homogenisierung des lamellierten Eisenmaterials
Aufgrund des lamellierten Aufbaus des ferromagnetischen Magnetjochs weist dieses ein ani-
sotropes Materialverhalten sowohl bezüglich der Leitfähigkeit σ als auch der Reluktivität
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Abbildung 4.6: (a) Struktur des lamellierten Jochmaterials bei vergrößerter Darstellung
der Dicke der Isolationsschicht; Homogenisierung der Reluktivität (b) in
z-Richtung über eine Reihenschaltung und (c) in x- und y-Richtung über
eine Parallelschaltung magnetischer Widerstände Rm = νℓ/A in Verbin-
dung mit normierten Längen ℓ und Flächen A.
ν auf. Da eine Auflösung des geschichteten Aufbaus innerhalb eines Volumendiskretisie-
rungsverfahrens aufgrund der großen Unterschiede in der räumlichen Ausdehung zwischen
der Dicke der Isolationsschicht sowie der Gesamtlänge des Magneten nicht in Frage kommt,
wird eine Homogenisierungsstrategie angewandt. Der Aufbau des Jochmaterials ist in Ab-
bildung 4.6(a) zusammen mit den kartesischen Komponenten des magnetischen Flusses Φ
schematisch dargestellt. Aus Gründen der Anschauung ist die Dicke der Isolationsschicht
im Verhältnis zur Ausdehnung der Eisenbleche stark vergrößert gewählt. Bei einer, im hier
betrachteten Fall des SIS-100-Magneten gegebenen, Ausrichtung entlang der kartesischen
Koordinatenachsen nehmen die entsprechenden Materialparameter die Gestalt diagonaler
Tensoren an. Diese lauten
ν =
 νxx(B) 0 00 νyy(B) 0
0 0 νzz(B)
 , σ =
 σxx 0 00 σyy 0
0 0 σzz
 , (4.22)
wobei hier aufgrund der Isolationsschicht zwischen den einzelnen Eisenblechen σzz = 0
angenommen werden kann. Für die übrigen Koeffizienten ist im Rahmen der durchgeführ-
ten Homogenisierung der Anteil des Eisens VFe am Gesamtvolumen VJoch des Magnetjochs
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maßgeblich. Dieses Verhältnis beschreibt der sogenannte Packungsfaktor γpk, der durch
γpk =
VFe
VJoch
(4.23)
gegeben ist. Typische, bei der Herstellung für γpk erreichbare Werte liegen zwischen 0.95
und 1. Unter Verwendung einfacher Ersatzschaltbilder können resultierende magnetische
Widerstände Rm = νℓ/A mit normierten Längen ℓ und Flächen A ermittelt werden. Dies
erfolgt separat für die drei Koordinatenrichtungen. Der magnetische Fluss Φz erfährt, wie
in Abbildung 4.6(b) dargestellt, eine Reihenschaltung der magnetischen Widerstände des
Eisens Rm,Fe = νFeγpkℓ/A sowie des Isolationsmaterials Rm,iso = ν0(1 − γpk)ℓ/A. Letzeres
kann aufgrund des im allgemeinen nicht magnetischen Verhaltens von Isolatoren mittels
der Reluktivität ν0 beschrieben werden kann. Damit gilt
Rm,z = Rm,Fe +Rm,iso ⇔ νzz = γpkνFe + (1− γpk)ν0 (4.24)
bei beliebiger Wahl der Bezugslängen und -flächen ℓ und A. Im Rahmen der hier an-
genommenen Ausrichtung der lamellierten Struktur im kartesischen Koordinatensystem
erfahren sowohl der magnetische Fluss in x- als auch in y-Richtung eine Parallelschaltung
der magnetischen Widerstände Rm,Fe = νFeℓ/(Aγpk) und Rm,iso = ν0ℓ/(A(1− γpk)) gemäß
Abbildung 4.6(c). Somit folgt, analog zu Gleichung (4.24), für die Komponenten νxx und
νyy des Reluktivitätstensors
Gm,x = Gm,y = Gm,Fe +Gm,0 ⇔ 1
νxx
=
1
νyy
=
γpk
νFe
+
(1− γpk)
ν0
, (4.25)
wobei die magnetischen Leitwerte gemäß Gm,(.) = 1/Rm,(.) definiert sind. Die auf diese Art
erhaltenen Materialeigenschaften müssen in den in Abschnitt 4.2.1 beschriebenen nichtli-
nearen Lösungsprozess integriert werden.
Im Fall der Methode der Finiten Integration geschieht dies im Zuge der Bestimmung der
Einträge der Sehnen-Reluktivitätsmatrix bei der Verwendung des sukzessiven Substituti-
onsverfahrens. Gemäß Abbildung 4.3(b) werden die flächenbasierten Einträge der Mate-
rialmatrix Mν,c ohnehin separat für die einzelnen Koordinatenrichtungen bestimmt. Daher
kann das beschriebene Homogenisierungsverfahren an dieser Stelle direkt angewandt wer-
den. Damit lauten die Einträge exemplarisch für die dargestellte Zelle in x- und z-Richtung
Mν,a =
νxx,1 + νxx,2
2
LyLz
L˜x
(4.26)
Mν,b =
νzz,1 + νzz,3
2
LxLy
L˜z
, (4.27)
wobei zur Bestimmung von νxx sowie νzz in Gleichung (4.25) und Gleichung (4.24) für
νFe jeweils die aus der Materialcharakteristik gewonnenen Werte der Sehnen-Reluktivität
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νc eingesetzt werden. Zur Modellierung der Isolationseigenschaft der Lamellierung in z-
Richtung werden die innerhalb des Eisenmaterials liegenden dualen Flächen betrachtet.
Da für den Vektor der induzierten Wirbelströme
⌢
j = Mσ
⌢e gilt, werden die zu besagten
dualen Flächen korrespondierenden Einträge in Mσ zu 0 gesetzt. Unter Verwendung der
auf diese Art modifizierten Materialmatrix im Rahmen des Zeitintegrationsverfahrens ist
sichergestellt, dass die berechneten Wirbelströme ausschließlich innerhalb der (x, y)-Ebene
fließen.
Bei der Verwendung der Methode der Finiten Elemente wird die Anisotropie in den Ma-
terialkoeffizienten ν und σ bei der elementweisen Zusammenstellung der Steifigkeits- und
Massenmatrizen berücksichtigt. Anstelle des skalaren Wertes der Leitfähigkeit wird in
Gleichung (3.119) der entsprechend der Isolationseigenschaft in z-Richtung modifizierte
Tensor σ aus Gleichung (4.22) verwendet. Damit ist auch in diesem Fall die oben erwähn-
te, im Rahmen der Modellierung erwünschte, Restriktion für die berechneten Wirbelströ-
me gegeben. Um die aus der Homogenisierung resultierende Anisotropie innerhalb des in
Abschnitt 4.2.1 beschriebenen Newton-Verfahrens zu berücksichtigen, wird die differen-
tielle Steifigkeitsmatrix Kν,d in Form ihrer additiven Terme Kν,c und Kν,inc betrachtet.
Bei der elementweisen Zusammenstellung der Sehnen-Steifigkeitsmatrix Kν,c gemäß Glei-
chung (4.14) wird anstelle des Ausdrucks 1νc mit der skalaren Sehnen-Reluktivität νc
der durch die Homogenisierung erhaltene Tensor ν in Gleichung (4.22) verwendet. Da-
bei wird die dem aktuellen Sättigungsniveau entsprechende Sehnen-Reluktivität νc für die
Größe νFe eingesetzt. Demgegenüber bleibt die Konstruktion der inkrementellen Steifig-
keitsmatrix Kν,inc unverändert wie in Gleichung (4.19) mit der Auswertung des skalaren
Sättigungsmodells unter Verwendung der magnetischen Flussdichte im Mittelpunkt des
Tetraeders Pc. Auf diese Art der Modellierung des Materials wird im folgenden unter der
Bezeichnung „Materialmodell A“, wie im linken Teil von Abbildung 4.7 dargestellt, Bezug
genommen.
Für Untersuchungen bei moderatem Sättigungsniveau in einem Bereich bis zu etwa 1.6T
kann eine weitere Vereinfachung der Modellierung vorgenommen werden [125]. Im hier vor-
liegenden Fall des SIS-100-Magneten ist die z-Komponente der magnetischen Flussdichte
innerhalb des längshomogenen Teils des Jochs klein gegenüber den übrigen Flusskompo-
nenten. Aus diesem Grund wird zur Bestimmung des Sättigungsniveaus im Rahmen des
Materialmodells B, wie im rechten Teil von Abbildung 4.7 dargestellt, nur die x- und
y-Komponente der magnetischen Flussdichte herangezogen. Die Berechnung der Einträge
νxx und νyy des Reluktivitätstensor erfolgt anschließend übereinstimmend mit der Vorge-
hensweise im Fall des Materialmodells A. Für die Bestimmung von νzz wird jedoch der
zum ferromagnetischen Eisen gehörige Anteil der Reluktivität gegenüber dem der Isola-
tion vernachlässigt. Dementsprechend ergibt sich der differentielle Reluktivitätstensor als
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Pc
By
Bz
Bx
νzz = (1− γpk)ν0 + γpkνFe(B2)
B2 = B2x + B
2
y + B
2
z
Materialmodell A
Pc
By
Bx
νzz = (1− γpk)ν0
B2 = B2x +B
2
y
Materialmodell B
Eisen
Isolation
Abbildung 4.7: Lokale Beschreibung des anisotropen, nichtlinearen Magnetjochs unter Ver-
wendung (a) des vollständigen Materialmodells A sowie (b) eines verein-
fachten Materialmodells B.
Summe der entsprechend modifizierten Sehnen- und inkrementellen Reluktivitätstensoren
zu
νd =
 νxx(B) 0 00 νyy(B) 0
0 0 (1− γpk)ν0
+ 2 dν
d(B2)
 B2x BxBy 0ByBx B2y 0
0 0 0
 . (4.28)
Hintergrund dieses Vorgehens war an genannter Stelle die im seinerzeit eingesetzten kom-
merziellen Simulationswerkzeug fehlende Möglichkeit der nichtlinearen und vollständig
anisotropen Modellierung. Der auf diese Weise gegenüber dem Materialmodell A zusätz-
lich erzeugte Modellierungsfehler ist in Abbildung 4.8(a) für verschiedene Werte des Pa-
ckungsfaktors γpk aufgetragen. Da die magnetische Flussdichte keine eindeutige Funktion
der Reluktivität ist, erfolgt die Darstellung des Fehlers gegenüber einer Auswahl an Wer-
ten der relativen Reluktivität νr, die gemäß Abbildung 4.8(b) zu entsprechenden Werten
der magnetischen Flussdichte korrespondieren. Es wird deutlich, dass bei moderatem Sät-
tigungsniveau die getroffene Vereinfachung nur zu einem geringen Fehler führt, der jedoch
bei der hier verwendeten Materialkennlinie ab einer magnetischen Flussdichte von 1.5T
stark anwächst. Ebenso zeigt sich, dass bei der Vernachlässigung von Sättigungseffekten in
z-Richtung im Fall gegen 1 strebender Werte von γpk eine negative Auswirkung auf die Ge-
nauigkeit der Simulation zu erwarten ist. Werden über das gesamte Magnetjoch gemittelte
Größen, wie beispielsweise die Verlustenergie, betrachtet, fällt der mitunter große lokale
Fehler jedoch quantitativ nicht entsprechend stark ins Gewicht [126]. Daher erscheint die
Vereinfachung in bestimmten Fällen dennoch anwendbar. Der Einfluss des mit dem Mate-
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Abbildung 4.8: (a) Relativer Fehler beim Vergleich der aus Materialmodell A und B resul-
tierenden Reluktivität νzz für unterschiedliche Werte des Packungsfaktors
γpk sowie der relativen Reluktivität νr bei verschiedenen Sättigungsniveaus;
(b) Sättigungsverhalten νr(B) gemäß der in Abbildung 4.4(a) eingeführten
Kennlinie.
rialmodell B eingeführten Modellierungsfehlers auf die Höhe der Wirbelstromverluste im
transienten Betrieb wird in Abschnitt 4.3 dieser Arbeit näher untersucht.
4.2.3 Modellierung des Strahlrohrs
Eine weitere Ursache sowohl für Joulesche Verluste innerhalb der Magnetanordnung als
auch für eine Beeinträchtigung der Qualität des Dipolfeldes stellt das Strahlrohr dar, in-
nerhalb welchem die zu beschleunigenden geladenen Partikel zirkulieren. An dieser Stelle
wurde bei der Modellierung der supraleitenden Spule eine weitere Abstraktion vorgenom-
men. Im Gegensatz zu dem in Abbildung 4.1(a) dargestellten Aufbau aus acht einzelnen
Kabeln wird auf dem das Kabelbündel einhüllenden rechteckigen Querschnitt, der ent-
lang des Spulenpfades extrudiert wird, eine homogene Stromdichte eingeprägt. Diese ist
dem tatsächlichen Spulenstrom im integralen Sinne äquivalent. Somit werden keine inner-
halb der supraleitfähigen Spule stattfindenden Prozesse modelliert, sondern es erfolgt eine
makroskopische Betrachtung der durch den homogen auf dem rechteckigen Querschnitt
verteilten Strom hervorgerufenen Effekte. Der Aufbau des dahingehend vereinfachten Ma-
gnetmodells ist in Abbildung 4.9(a) dargestellt. Während die Ausdehnung des Magneten
entlang der Strahlachse im hier betrachteten Prototyp 1 200mm beträgt, liegt die in Abbil-
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Abbildung 4.9: (a) Vereinfachtes Modell des SIS-100-Magneten mit einem im Öffnungsbe-
reich verlaufenden metallischen Strahlrohr; (b) vergrößerte Darstellung des
elliptischen Strahlrohrs mit den Halbachsen a und b sowie der Dicke δ.
dung 4.9(b) vergrößert dargestellte Dicke des metallischen Strahlrohrs im Bereich zwischen
δ = 0.3mm und δ = 0.5mm. Aus den dadurch entstehenden Unterschieden in den räum-
lichen Längenverhältnissen in der Größenordnung von bis zu 1 · 104 resultieren mitunter
Schwierigkeiten bei der Erzeugung einer gültigen Volumendiskretisierung. Insbesondere bei
der Verwendung strukturierter, entlang der kartesischen Koordinatenachsen ausgerichte-
ter Gitter ist eine sehr hohe Anzahl an Freiheitsgraden erforderlich, um die dünne, zudem
gekrümmte, leitfähige Schicht aufzulösen, da in diesem Fall die Gitterlinien bis zum Rand
des Rechengebietes fortgesetzt werden müssen. Diese Einschränkung kann durch den Ein-
satz von Untergittern teilweise überwunden werden [127]. Eine verbesserte Approximation
der elliptischen Form des Strahlrohrs bietet ein unstrukturiertes Gitter unter Verwendung
von Tetraedern. Jedoch entstehen aufgrund der großen Länge des Strahlrohrs im Vergleich
zu seiner Dicke mitunter geometrische Simplizes mit unvorteilhaften Längenverhältnissen
(engl. „aspect ratio“), die zu einer Verschlechterung der Konvergenzeigenschaften bei der
numerischen Lösung der resultierenden Gleichungssysteme führen [128]. Im Rahmen der
Methode der Finiten Elemente können unter den gegebenen Umständen spezielleOberflä-
chenelemente zur Modellierung dünner Schichten eingesetzt werden. Bei deren Verwen-
dung muss keine explizite Volumendiskretisierung der dünnen Schicht erfolgen. Derartige
Oberflächenelemente sind zum Einsatz in Verbindung mit einer Diskretisierung unter Ver-
wendung hexagonaler Elemente sowohl für den Fall eines Luftspalts in hochpermeablen
Materialien als auch für dünne, elektrisch leitfähige Schichten innerhalb von nicht leitfä-
higen Gebieten eingeführt worden [129]. Anhand des dreidimensionalen Modellproblems
98
4.2 Simulationsverfahren
eines durch dünne leitfähige Wände berandeten Würfels wurden die induzierten Wirbel-
ströme unter Verwendung von Dreieckselementen auf der Berandung im Rahmen eines
Integralgleichungsverfahrens bestimmt [130]. Weitere Verfahren, welche ebenfalls auf der
Basis derartiger Oberflächenelemente innerhalb dreidimensionaler Volumendiskretisierun-
gen konstruiert sind, lassen sich anhand ihres Anwendungsgebietes unterscheiden. Dazu
wird die äquivalente Leitschichtdicke der elektromagnetischen Felder in einen Leiter,
die im zeitharmonischen Fall gemäß
δe =
√
2
ωµσ
(4.29)
für die Kreisfrequenz ω = 2πf gegeben ist, herangezogen. Als Merkmal zur Unterscheidung
der verschiedenen Anwendungsbereiche wird das Verhältnis der äquivalenten Leitschicht-
dicke zur tatsächlichen Ausdehnung der leitfähigen Schicht δ betrachtet:
1. δe ≫ δ: Für den Fall einer die Ausdehnung der leitfähigen Schicht übersteigenden
äquivalenten Leitschichtdicke der Wirbelströme kann eine Einbettung der Oberflä-
chenelemente in gängige magnetoquasistatische Formulierungen aus Abschnitt 2.3 im
Frequenz- oder Zeitbereich erfolgen [131, 132, 133]. Diese Voraussetzung ist in der
hier betrachteten Anordnung des dünnen Strahlrohrs in Verbindung mit der durch
die Anwendung entstehenden Zeitkonstante gegebenen. Die tangentiale Komponente
des elektrischen Feldes ist stetig entlang der Schicht. Weiterhin wird keine Variation
der elektromagnetischen Felder senkrecht zur Schicht modelliert.
2. δe ≈ δ: Liegen äquivalente Leitschichtdicke und tatsächliche Schichtdicke in etwa
in derselben Größenordnung, muss eine entsprechende Feldvariation senkrecht zur
Schichtoberfläche modelliert werden. Das exponentielle Abklingen der Felder kann
beispielsweise direkt, hier im Zusammenhang mit einer Randelementmethode, mo-
delliert werden [134]. Eine weitere Möglichkeit besteht in der Verwendung einer Kno-
tenverdopplungsstrategie. Dabei werden den Knoten der einzelnen Dreiecke auf der
diskretisierten Oberfläche jeweils zwei oder mehrere Freiheitsgrade zugewiesen, über
die eine entsprechende Modellierung der Variation erfolgt [135, 136].
3. δe ≪ δ: In diesem Fall, der bei hoher relativer Permeabilität, Leitfähigkeit oder Fre-
quenz eintritt, bildet sich an der Oberfläche des leitfähigen Materials eine dünne
Wirbelstromlage aus [137]. Bei der Verwendung eines Volumendiskretisierungsver-
fahrens müsste die Dicke dieser Schicht durch mehrere Elemente aufgelöst werden,
um zuverlässige Simulationsergebnisse zu erzielen. Dies kann durch den Einsatz so-
genannter Oberflächenimpedanz-Randbedingungen, die eine eindimensionale Appro-
ximation des Feldverlaufs innerhalb der Wirbelstromschicht enthalten, vermieden
werden [138, 139, 140].
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Abbildung 4.10: (a) Volumendiskretisierung eines Ausschnitts des Strahlrohrs; (b) Oberflä-
chengitter auf demselben Ausschnitt; (c) Projektion der Oberflächendrei-
ecke in das Referenzsystem (χ, ξ, ζ) mit ζ = 0; (d) degeneriertes Prisma
zur Definition der Oberflächenelemente.
4. δe → 0: Im Fall einer asymptotisch unendlichen Frequenz hat die äquivalente Leit-
schichtdicke formal den Wert 0 und es entstehen Oberflächenstromdichten am Rand
des leitfähigen Materials. Dort verschwindet in diesem Fall die Normalkomponen-
te der magnetischen Flussdichte und es wird in der Folge eine ideale magnetische
Abschirmung modelliert. In Form einer Approximation kann dieser Fall für Wirbel-
stromberechnungen bei hohen Frequenzen angenommen werden, vorausgesetzt, dass
die Bedingung für die Anwendung der magnetoquasistatischen Näherung erfüllt ist
[141].
Für den innerhalb der Anwendung zur Modellierung des metallischen Strahlrohrs im
SIS-100-Magneten relevanten ersten Fall wird eine Herleitung von Oberflächenelemen-
ten unter Verwendung degenerierter Prismen verfolgt [142, 143]. Die in Abschnitt 4.2.1
und Abschnitt 4.2.2 beschriebene transiente Formulierung unter Berücksichtigung eines
nichtlinearen, anisotropen Materialmodells wird um ein entsprechendes Modell zur effizi-
enten Diskretisierung des leitfähigen Strahlrohrs erweitert. Dies geschieht auf der Basis
zusätzlicher, zu den mit dem Strahlrohr assoziierten Freiheitsgraden des modifizierten
magnetischen Vektorpotentials korrespondierenden Steifigkeits- und Massenmatrizen. Ab-
bildung 4.10(a) zeigt einen Ausschnitt des Strahlrohrs (δ = 1mm), welcher einer groben
Volumendiskretisierung mit einer vergleichsweise groben Schrittweite unterzogen wurde.
Um die dabei unweigerlich entstehenden Tetraeder mit hohen Längenverhältnissen zu um-
gehen, wird zu einem, in Abbildung 4.10(b) dargestellten, Oberflächengitter Γ überge-
gangen. Somit muss die Schichtdicke nicht innerhalb der Volumendiskretisierung aufgelöst
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werden, sondern es ist lediglich sicherzustellen, dass ein zur Berandung des Strahlrohrs
konformes Gitter erzeugt wird. Die Dreiecke, welche aus der Oberflächentriangulierung
entstehen, sind bei der Verwendung der niedrigsten geometrischen Ordnung planar, wei-
sen jedoch eine beliebige Lage innerhalb des R3 auf. In Anlehnung an die Vorgehensweise
zur Erstellung der Stefigkeits- und Massenmatrix im allgemeinen dreidimensionalen Fall
erfolgen die weiteren Schritte der Herleitung in dem in Abbildung 4.10(c) eingezeichneten
Referenzsystem rˆ = (χ, ξ, ζ)T, das mit den globalen Koordinaten über die Transformation
h : rˆ 7→ Jrˆ + r0 verknüpft ist. Da für die entsprechend projizierten Dreiecke im Refe-
renzsystem ζ = 0 gilt, werden herkömmliche skalare beziehungsweise tangential stetige
vektorielle Funktionen ws,2d und ~wtv,2D zur Approximation in zwei Dimensionen angesetzt
[67]. Dabei gehen letztere für den Fall niedrigster Ordnung analog zu Gleichung (3.77) aus
den skalaren Ansatzfunktionen gemäß
~wtv,2Di,j = w
s,2d
i ∇2Dws,2dj − ws,2dj ∇2Dws,2di (4.30)
unter Verwendung des Gradienten∇2D in der (χ, ξ)-Ebene und den entsprechenden Knoten
i, j ∈ {1, 2, 3} in Abbildung 4.10(d) hervor. Im hier betrachteten Fall δe ≫ δ ist die tangen-
tiale Komponente des magnetischen Vektorpotentials an der dreiecksförmigen Ober- und
Unterseite des Prismas identisch. Damit stimmen die Koeffizienten der Ansatzfunktionen
~wtv,2Dι,η für ι, η ∈ {(1, 2), (1, 3), (2, 3)} und ι, η ∈
{
(1˜, 2˜), (1˜, 3˜), (2˜, 3˜)
}
paarweise überein.
In der Folge müssen die Koeffizienten der Ansatzfunktionen ~wtv,2D
1,1˜
, ~wtv,2D
2,2˜
und ~wtv,2D
3,3˜
den
Wert 0 aufweisen. Daher müssen die beiden letztgenannten Untergruppen tangential steti-
ger Ansatzfunktionen auf Prismen an dieser Stelle nicht berücksichtigt werden. In diesem
Fall spricht man von einem degenerierten prismatischen Element [142]. Die aus einem Ten-
sorprodukt mit der konstanten Funktion 1 in ζ-Richtung entstehenden dreidimensionalen
Ansatzfunktionen werden im Rahmen des bereits beschriebenen Galerkin-Verfahrens zur
Bestimmung der lokalen Elementmatrizen der Dimension (3× 3) eingesetzt. Aufgrund der
nach Konstruktion fehlenden Abhängigkeit von ζ kann die Integration über das Volumen
des Prismas in dieser Richtung durch eine skalare Multiplikation mit der Schichtdicke δ
ausgeführt werden. Damit sind die Einträge der resultierenden Steifigkeits- und Massen-
matrizen für die Oberflächenelemente (OE) durch(
KOE,sν
)
i,j,i′,j′
= δ
∫
Γes
((
∇2D×~wtv,2Di,j
)
· νs ·
(
∇2D×~wtv,2Di′,j′
))
dA, (4.31)
(
MOE,sσ
)
i,j,i′,j′
= δ
∫
Γes
(
~wtv,2Di,j · σs · ~wtv,2Di′,j′
)
dA (4.32)
für das Oberflächendreieck mit dem Index s gegeben. Dabei erfolgt die Auswertung der
Flächenintegrale gegebenenfalls unter Verwendung der Jacobi-Matrix der Transformation
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h analog zum allgemeinen dreidimensionalen Fall. Das gesamte globale System wird durch
die vorzeichenrichtige Addition der entsprechenden Einträge zu den bereits bestehenden
Steifigkeits- und Massenmatrizen gemäß(
Ktvν +
ND∑
s=1
QTs K
OE,s
ν Qs
)
a+
(
Mtvσ +
ND∑
s=1
QTs M
OE,s
σ Qs
)
d
dt
a = jtve (4.33)
in zeitkontinuierlicher Notation mit der Gesamtzahl ND an Oberflächendreiecken in Γ
aufgebaut. Dabei wählen die Selektionsoperatoren Qs die zu dem Dreieck Ds gehörigen
Einträge des Vektors der Freiheitsgrade für das magnetische Vektorpotential aus. Da die
Anzahl der zur Diskretisierung der Oberfläche des leitfähigen Strahlrohrs eingesetzten
Dreiecke verglichen mit der gesamten Größe des diskreten Modells gering ausfällt, ist der
zusätzliche Aufwand zur Erstellung der Matrizen KOEν und M
OE
σ gegenüber der benötigten
Gesamtzeit zum Aufbau der Finite-Elemente-Matrizen vernachlässigbar.
Durch die beschriebenen Vorgehensweise wird ein zusätzlicher Modellierungsfehler einge-
führt. Unter der Voraussetzung einer äquivalenten Leitschichtdicke, welche die Wandstärke
des Strahlrohrs wesentlich übersteigt, stellt der Einsatz der oben beschriebenen Ober-
flächenelemente niedrigster Ordnung jedoch eine gute Näherung zur Berechnung der in
diesem Teil des gesamten Aufbaus induzierten Wirbelstromverluste zur Verfügung. Dies-
bezügliche Untersuchungen sowie die Ergebnisse einer numerischen Validierung des An-
satzes anhand eines einfachen Beispiels mit einer bekannten analytischen Lösung werden
in Abschnitt 4.3 dieser Arbeit beschrieben.
4.3 Wirbelstromverluste bei zeitveränderlichem Betrieb
Bedingt durch die Leitfähigkeit des Eisenjochs sowie des Strahlrohrs sind im Rahmen
der geplanten Anwendung des SIS-100-Magneten Joulesche Verluste aufgrund induzierter
Wirbelströme zu erwarten. Um die durch die erforderliche Kühlung entstehenden Be-
triebskosten zu begrenzen, sollten die in der auf 4.5K temperierten Magnetanordnung
anfallenden Verluste so gering wie möglich gehalten werden. Auf der Basis eines bestehen-
den supraleitenden Designs werden daher entsprechende Untersuchungen mit dem Ziel der
Reduktion dieser Verluste durchgeführt [108]. Diese Untersuchungen verlaufen parallel auf
der Basis von numerischen Simulationen sowie von Messungen an entsprechend konstru-
ierten Prototypen. Innerhalb der in diesem Abschnitt behandelten Simulationen wird der
in Abbildung 4.11(a) dargestellte zeitliche Verlauf der anregenden Stromdichte verwendet.
Dieser repräsentiert einen synthetischen, in der Praxis nicht vorkommenden Betriebszu-
stand, welcher zu dem Extremfall der zu erwartenden Wirbelstromverluste korrespondiert.
102
4.3 Wirbelstromverluste bei zeitveränderlichem Betrieb
0
0.2
0.4
0.6
0.8
1.0
0 0.5 1.0 1.5 2.0
t/s
I/Imax
0
0.2
0.4
0.6
0.8
1.0
0 0.5 1.0 1.5 2.0
t/s
I/Imax
Beschleunigung
Injektion
Extraktion
(a) (b)
Abbildung 4.11: Zur Erzeugung der magnetischen Flussdichte im Rahmen der Simulatio-
nen eingesetzte Zeitsignale: (a) Synthetisches Profil, für welches die größ-
ten Wirbelstromverluste zu erwarten sind; (b) Realistischer Betriebsfall
mit Strahlinjektion, Beschleunigungsphase und Strahlextraktion.
Er stellt hinsichtlich dieser Zielgröße eine Verschärfung des in Abbildung 4.11(b) gezeigten
Betriebszyklus 2c dar [144]. In allen an dieser Stelle vorgestellten Simulationen wird über
die in Abbildung 4.9(a) dargestellte vereinfachte Spulenmodellierung auf dem das tatsäch-
liche Spulenprofil einhüllenden Rechteck ein homogener Strom von 48 kA eingeprägt. Dies
entspricht einem Strom von 6 kA in jedem der einzelnen acht Kabel aus Abbildung 4.1.
Auf diese Art wird die gewünschte magnetische Flussdichte von 2.1T im Öffnungsbereich
des Magneten zum Zeitpunkt des maximalen Anregungsstroms erreicht. Für die folgenden
Untersuchungen wird eine vereinfachte Referenzgeometrie für das Magnetjoch sowie den
Verlauf der Spulen verwendet. Weitere Anbauteile sowie die zur Verbesserung der Feld-
qualität vorgeschlagenen Modifikationen werden dabei zunächst nicht berücksichtigt. Bei
der Ausgangsstruktur handelt es sich um die Anordnung aus Abbildung 4.1(a) mit einer
Jochlänge von 1.2m. Anhand dieses Referenzmodells kann ein Vergleich zwischen den von
verschiedenen Gruppen erzielten Ergebnissen durchgeführt werden. Während sich die drei
folgenden Abschnitte mit den im Magnetjoch entstehenden Wirbelstromverlusten befas-
sen, wird in Abschnitt 4.3.4 auch das Strahlrohr über das in Abschnitt 4.2.3 beschriebene
Verfahren in die Simulation einbezogen. Nicht alle der im folgenden dargestellten Ergeb-
nisse wurden mit demselben Simulationswerkzeug erzielt. Entsprechende Informationen zu
der im einzelnen verwendeten Implementierung werden an der jeweiligen Stelle angegeben.
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4.3.1 Modifikation der Ausführung des Eisenjochs und der Spulen
Als Hauptquelle von Wirbelstromverlusten im Magnetjoch kann das Auftreten einer signi-
fikanten Komponente der magnetischen Flussdichte senkrecht zur Ebene der Lamellierung
im Endbereich des Magneten identifiziert werden. Daher können verschiedene Strategien
gewählt werden, die zu der gewünschten Reduktion der Verluste führen:
1. Die Verluste sind hauptsächlich mit dem Endbereich des Magneten assoziiert. Daher
führt eine Verlängerung der einzelnen Magnete bei gegebenem Synchrotron-Umfang
zu einer Reduktion der im gesamten Ring entstehenden Verluste um den ungefähren
Wert des gewählten Verlängerungsfaktors. Um die gewünschte Größe der Apertur
aufrechtzuerhalten, wird eine entsprechende Krümmung in Strahlrichtung vorgese-
hen [144].
2. Die unerwünschte Komponente der magnetischen Flussdichte wird durch die senk-
recht zur Strahlrichtung verlaufende Krümmung der Spulen hervorgerufen. Durch
eine Veränderung, insbesondere in Form einer flacheren Ausführung, kann die Größe
dieser Feldkomponente, und in der Folge auch die Höhe der entstehenden Wirbel-
stromverluste, reduziert werden [117, 145].
3. Die zu den Jouleschen Verlusten führenden Wirbelströme fließen innerhalb der Ebe-
ne der Lamellierung. Durch die Unterbrechung der Wirbelstrompfade beziehungs-
weise deren Verkürzung kann ebenfalls eine Reduktion der im transienten Betrieb
auftretenden Verluste herbeigeführt werden. Dies geschieht durch die Einführung
horizontaler oder vertikaler Schnitte parallel zur Strahlrichtung im Endbereich des
Magneten [115, 116]. Ferner kann ein ähnlicher Effekt durch das Einsetzen von Blö-
cken aus SMP-Material (engl. „sintered magnetic powder“) erzielt werden. Derartige
Materialien weisen eine vergleichsweise hohe Permeabilität auf, ihre elektrische Leit-
fähigkeit ist jedoch aufgrund ihrer mikroskopischen Struktur bestehend aus einzelnen
Körnern sehr gering. Damit sind sie geeignet, um die induzierten Wirbelströme bei
etwa gleichbleibenden magnetischen Eigenschaften zu reduzieren.
Durch das bei der Verfolgung von Strategie 1 vergrößerte zu betrachtende Volumen steigen
die Anforderungen an die Rechenzeit sowie die benötigte Simulationshardware noch weiter
an. Daher werden im folgenden zunächst die beiden alternativen Vorgehensweisen anhand
der in Abbildung 4.12 dargestellten acht unterschiedlichen Magnetkonfigurationen nume-
rischen Simulationen unterzogen. In den in der ersten Zeile der matrixförmig angeordneten
Konfigurationen ist das Magnetjoch jeweils mit der gegenüber dem Ausgangspunkt unver-
änderten Spulengeometrie ausgerüstet. Bei den in der zweiten Zeile dargestellten Konfigu-
rationen kommt eine mit einem flacheren Endbereich gemäß Strategie 2 versehene Spulen-
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Abbildung 4.12: Untersuchte Joch- und Spulenkonfigurationen zur Reduktion der Wirbel-
stromverluste im Magnetjoch.
anordnung zum Einsatz. Demgegenüber sind in den einzelnen Spalten von Abbildung 4.12
die unterschiedlichen Modifikationen des Magnetjochs laut Strategie 3 gegenübergestellt.
Während die erste Spalte die Referenzkonfiguration beschreibt, sind in der zweiten Spalte
Einsätze aus SMP-Material mit den Abmessungen 120mm×116mm×100mm in x-, y- und
z-Richtung zentral in die beiden Endbereiche an der Vorder- und Rückseite eingebracht
worden. Die dritte Spalte zeigt entsprechende Modelle, bei welchen 50mm tiefe horizontale
Schnitte parallel zur Strahlachse an den drei Positionen y = 45.56mm, y = 60.6mm sowie
y = 80.2mm eingebracht wurden [146]. In der letzten Spalte beträgt die Tiefe der Schnitte
unter Beibehaltung der vertikalen Positionen 200mm.
Simulationen unter Verwendung der Methode der Finiten Integration
Um den Einfluss der verschiedenen aus Abbildung 4.12 ersichtlichen Modifikationen auf
die an dieser Stelle interessierende Zielgröße der Wirbelstromverluste zu untersuchen, wird
zunächst eine Simulationsreihe unter Einsatz der Methode der Finiten Integration zur
räumlichen Diskretisierung auf kartesischen Gittern durchgeführt. Als Basis für die nume-
rischen Simulationen dient die in Abschnitt 4.2.1 in Form von Gleichung (4.4) gegebene
nichtlineare transiente Formulierung in Verbindung mit der Homogenisierungsstrategie
zur Modellierung des lamellierten Eisenjochs aus Abschnitt 4.2.2. Die nachstehende Auf-
stellung beinhaltet eine Zusammenfassung des Simulationsablaufs sowie umfasst nähere
Angaben zur Implementierung des verwendeten Simulationswerkzeuges und zu den Simu-
lationsparametern:
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Abbildung 4.13: (a) Exemplarische Darstellung des in den Simulationen eingesetzten Git-
ters in (x, z)-Ebene; (b) Veranschaulichung der lokalen Verfeinerung an-
hand der Gitterschrittweite ∆zk, die über einem relativen Gitterindex k
aufgetragen ist.
• Vorbereitungen: Die Geometrie des Magnetjochs sowie die supraleitenden Spulen in
ihrer abstrahierten Form werden in CST EM STUDIOR© modelliert [147]. An dieser
Stelle wird den entsprechenden geometrischen Objekten bereits ein Satz der benö-
tigten linearen Materialparameter zugewiesen. Aufgrund der bestehenden dreifachen
räumlichen Symmetrie bezüglich der kartesischen Kooradinatenachsen muss lediglich
ein Achtel des gesamten Magneten betrachtet werden. Der spezielle Aufbau des für
die Simulationen verwendeten Gitters ist in Abbildung 4.13(a) anhand der Ausgangs-
konfiguration für Magnetjoch und Spulengeometrie in der (x, z)-Ebene dargestellt.
Abbildung 4.13(b) zeigt die zur Auflösung der Eindringtiefe λe = 2πδ der erwarteten
Wirbelströme angewandte Verfeinerung in z-Richtung im Endbereich des Magneten.
Die räumliche Verteilung des Anregungsstroms in den Spulen wird auf der Basis
dieses Gitters bestimmt. Da zum Zeitpunkt der Durchführung der Simulationen die
benötigte Funktionalität in CST EM STUDIOR© selbst und auch in anderen kom-
merziellen Produkten nicht vorhanden war, erfolgen die weiteren Schritte in einem
separaten Simulationswerkzeug auf der Basis von MATLAB R© [148].
• Simulationswerkzeug : Das Simulationswerkzeug basiert auf einer klassenbasierten
Sammlung von MATLAB R©-Skripten. Die im Vorbereitungsschritt gewonnenen Git-
ter- und Materialdaten sowie der Vektor der eingeprägten Stromdichte im Bereich der
Spule werden im Rahmen des Programmablaufs eingelesen. Anschließend erfolgt auf
der Basis dieser Daten der Aufbau der Systemmatrizen und die transiente numerische
Simulation unter Verwendung der bereits angegebenen Modellierungsstrategien.
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• Materialparameter : Die nichtlineare Kennlinie für die zum Aufbau des Magnetjochs
verwendeten Stahlbleche ist in Abbildung 4.4 dargestellt. Der Packungsfaktor im
Rahmen des verwendeten Materialmodells A beträgt in dieser Simulationsreihe γpk =
0.98. Für die anisotrope Leitfähigkeit des Jochstahls wird σxx = σyy = 3.2 · 106 S/m
bei σzz = 0 angesetzt. Demgegenüber wird für das SMP-Material eine isotrope Leit-
fähigkeit von σ = 1.0 · 104 S/m innerhalb der Simulationen verwendet.
• Modellierung der Schnitte: Bei der Eingabe der Geometrie wird deren Ausrichtung so
gewählt, dass die in den entsprechenden Konfigurationen einzubringenden Schnitte
in einer der kartesischen Koordinatenebenen liegen. Die Modellierung der unter-
brechenden Wirkung der Schnitte auf die Wirbelstrompfade kann somit durch eine
Modifikation der Einträge der Materialmatrix Mσ analog zur Vorgehensweise bei
der Einbringung der anisotropen Leitfähigkeit des Magnetjochs erfolgen. Dazu wird
die automatische Gittergenerierung durch das Setzen von Fixpunkten so beeinflusst,
dass stets eine duale Fläche an der gewünschten Position des entsprechenden Schnit-
tes entsteht. Die mit den resultierenden Flächen assoziierten Einträge werden vor
der eigentlichen Lösung des Gleichungssystems zu 0 gesetzt.
• Randbedingungen: Für die durchgeführten Simulationen wird die Begrenzung des
Rechengebiets in einem Abstand zum Magnetjoch von 10mm in x-Richtung sowie
mit jeweils 60mm in y- und z-Richtung gesetzt. An den entsprechenden Randflächen
wird eine homogene Dirichlet-Bedingung für das magnetische Vektorpotential ein-
geprägt. Zur Modellierung der kartesischen Symmetriebedingungen wird bei x = 0
sowie z = 0 ebenfalls eine homogene Dirichlet-Randbedingung angelegt. Die Spiegel-
symmetrie bei y = 0 wird hingegen unter Verwendung einer homogenen Neumann-
Randbedingung modelliert.
• Numerische Lösung : Im Rahmen des an dieser Stelle zur Linearisierung eingesetz-
ten Verfahrens wird als Abbruchkriterium der nichtlinearen Iteration eine Residu-
enschranke von ǫnlin = 1 · 10−2 verwendet. Zur zeitlichen Diskretisierung mit der Θ-
Methode bei Θ = 2/3 wird ein konstanter Zeitschritt ∆t = 10ms eingesetzt. Die ent-
stehenden linearen Gleichungssysteme werden mithilfe eines vorkonditionierten cg-
Verfahrens (engl. „conjugate gradients“) bis zu einer Genauigkeit von 1 · 10−8 bezüg-
lich des relativen Residuums gelöst. Die Konditionszahl der Systemmatrizen ist durch
die erheblichen Sprünge in der Größe der Materialparameter sowie bedingt durch
das verwendete stark anisotrope Gitter in Abbildung 4.13(a) sehr hoch. Daher emp-
fiehlt sich der Einsatz eines leistungsfähigen Vorkonditionierers in Form eines alge-
braischen Mehrgitterverfahrens (AMG). Dazu wird im Rahmen des MEX-Interfaces
von MATLAB R© [148] der ML-Vorkonditionierer [149] aus der TRILINOS-Bibliothek
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[150] eingesetzt. Dieser enthält ein Modul, welches separate Prolongations- und Re-
striktionsoperatoren für den Bild- und Nullraum des doppelt angewandten Rotati-
onsoperators verwendet und somit zur Anwendung auf die bestehende Problemstel-
lung geeignet ist. Eine Voraussetzung für die erfolgreiche Anwendung stellt jedoch
die Regularität der in der Formulierung enthaltenen Massenmatrix dar, die mit der
elektrischen Leitfähigkeit innerhalb des betrachteten Gebietes verbunden ist [151].
Aus diesem Grund wird im Modell enthaltenen, nicht leitfähigen Gebieten eine von
Null verschiedene Leitfähigkeit σreg = 0.1 S/m zugewiesen. Durch diese Regulari-
sierung wird allerdings die mathematische Charakterisierung der Problemstellung
verändert, da es sich nun um ein System gewöhnlicher Differentialgleichungen (engl.
„ordinary differential equations“, ODE) handelt und nicht mehr um ein Differential-
Algebraisches System (engl. „differential-algebraic equations“, DAE) mit dem Index
eins. Für das verwendete zeitliche Integrationsverfahren ist diese Veränderung jedoch
irrelevant. Gegebenenfalls führt der Modellierungsfehler lediglich zu einer Überschät-
zung der tatsächlichen Wirbelstromverluste gegenüber einer Simulation ohne den
Einsatz einer Regularisierung. Da ein Vorkonditionierer ohnehin eine Approximation
der Inversen des zu lösenden Systems beschreibt, kann ein verbesserter Algorithmus
formuliert werden, indem die Regularisierung nur beim Aufbau des Vorkonditionie-
rers zum unveränderten System eingesetzt wird. Von dieser Möglichkeit wurde jedoch
an dieser Stelle kein Gebrauch gemacht.
• Nachbearbeitung : Die ermittelten numerischen Lösungen werden zum einen direkt in-
nerhalb von MATLAB R© ausgewertet und zum anderen über entsprechende Export-
Skripte in das von CST EM STUDIOR© verwendete Format konvertiert. Somit stehen
dieselben Visualisierungsmöglichkeiten wie bei einer entsprechenden direkten Simu-
lation zur Verfügung.
Anzumerken ist, dass die beschriebene Implementierung auf der Basis einer 32-Bit-Archi-
tektur innerhalb von MATLABR© erfolgte. Daher steht auf einer Microsoft R© Windows R©-
Plattform nur ein Adressraum von 2GiB für den Arbeitsspeicher zur Verfügung. Dies
führt, zusammen mit der begrenzt effizienten Speicherverwaltung, zu einer erheblichen
Einschränkung der Modellgröße hinsichtlich der Anzahl der zur Approximation eingesetz-
ten Freiheitsgrade. Um dennoch aussagefähige Ergebnisse erzielen zu können, wird daher
manuell die in Abbildung 4.13 angedeutete starke Verdichtung der Gitterlinien im Endbe-
reich des Magneten mit dem Ziel der räumlichen Auflösung der Eindringtiefe erzwungen.
Weiterhin stellt die Einschränkung bezüglich der Anzahl an Freiheitsgraden auch den
Grund für die angegebene Plazierung der Grenze des Rechengebietes nahe der modellier-
ten Struktur dar. Durch die Wahl eines zu geringen Abstands entsteht ein zusätzlicher
Modellierungsfehler, der jedoch an dieser Stelle nicht weiter betrachtet werden kann.
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Im folgenden werden die mit der beschriebenen Methode erzielten Ergebnisse für die un-
terschiedlichen Kombinationen aus Modifikationen am Magnetjoch sowie an der Spulen-
geometrie aus Abbildung 4.12 diskutiert. Alle Simulationen wurden unter Verwendung
einer groben sowie einer, im Hinblick auf die erwähnte Einschränkung, feineren Gitterauf-
lösung durchgeführt. Die Wirbelstromleistung innerhalb eines Zeitschritts ist durch den
analytischen Zusammenhang
Pv =
∫
V
~E · ~JdV (4.34)
gegeben. Mithilfe der integralen Zustandsgrößen innerhalb der Methode der Finiten Inte-
gration kann die Verlustleistung unter Verwendung von
⌢
j = Mσ
⌢e über den Vektor p mit
den Einträgen
p(χ)ξ =
⌢e
(χ)
ξ (Mσ)
(χ)
ξ,ξ
⌢e
(χ)
ξ (4.35)
ausgewertet werden. Das Integrationsvolumen besteht dabei aus tertiären Zellen, die von
den primären Kanten Lξ
(χ) sowie den dualen Flächen A˜(χ)ξ aufgespannt werden [51]. Durch
Summation über alle ξ in den Koordinatenrichtungen, wobei χ hier die x-, y- beziehungs-
weise z-Richtung bezeichnet, ergibt sich die Gesamtleistung im betrachteten Volumen.
Dieser Zusammenhang lautet in Matrixform
Pv,dis =
⌢eTMσ
⌢e. (4.36)
Innerhalb der zur Zeitintegration verwendeten Θ-Methode bestimmt sich der zur Aus-
wertung benötigte Vektor ⌢e in der eingesetzten Formulierung als zeitliche Ableitung des
modifizierten magnetischen Vektorpotentials zu
⌢e(n) = −
⌢a(n) − ⌢a(n−1)
∆t
. (4.37)
In jedem Zeitschritt wird somit aus dem Vektor der Freiheitsgrade des magnetischen Vek-
torpotentials ⌢a die Höhe der induzierten Wirbelstromverluste im Magnetjoch gemäß Glei-
chung (4.36) bestimmt. Abbildung 4.14(a) zeigt den zeitlichen Verlauf der räumlich über
das gesamte Magnetjoch integrierten Verlustleistung für die vier Magnetkonfigurationen,
die mit der herkömmlichen Spule ausgerüstet und in Abbildung 4.12 in der ersten Zeile
aufgeführt sind. Alle vier verzeichneten Kurven zeigen zwei ausgeprägte Maxima, die in
vergleichbarer Höhe liegen. Dabei wird das erste aufgrund der Sättigung der Material-
kennlinie und der daraus resultierenden Begrenzung der Anstiegsrate der magnetischen
Flussdichte bereits etwa 0.1 s vor dem Zeitpunkt der maximalen Anregung bei t = 0.5 s
erreicht. Es wird deutlich, dass durch die Präsenz des SMP-Materials im Endbereich ei-
ne Reduktion der Verlustleistung erzielt werden kann. Auch die Einführung horizontaler
Schnitte sorgt für eine geringere Höhe der Wirbelstromverluste gegenüber dem Referenz-
zustand, wobei die Konfiguration mit 200mm tiefen Schnitten eine weitere signifikante
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Abbildung 4.14: Zeitlicher Verlauf der Verlustleistung für die vier unterschiedlichen Konfi-
gurationen des Magnetjochs gemäß Abbildung 4.12 auf der Basis der Refe-
renzgeometrie, mit einem SMP-Einsatz sowie mit horizontalen Schnitten
einer Tiefe von 50mm und 200mm. Es wird eine räumliche Diskretisier-
ung mit ±75 000 Freiheitsgraden verwendet: (a) In Verbindung mit der
herkömmliche Spule und (b) für die alternative Spulengeometrie bei einer
um den Faktor drei gestreckten Ordinatenachse.
Verbesserung gegenüber der Ausführung mit 50mm verspricht. Im Vergleich der beiden
letztgenannten Konfigurationen fällt auf, dass deren zugeordnete Kurven bis zum Zeit-
punkt t = 0.25 s übereinstimmen, während für spätere Zeitpunkte im Fall der 50mm
tiefen Schnitte ein stärkerer Anstieg zu beobachten ist, als bei der Ausführung mit Schnit-
ten einer Tiefe von 200mm. Daraus können Rückschlüsse auf die zeitliche Variation der
Eindringtiefe abhängig vom Sättigungsniveau gezogen werden. Aus der im Frequenzbereich
gegebenen Gleichung (4.29) folgt, dass die Eindringtiefe bei abnehmender Permeabilität
ansteigt. Genau dieser Fall tritt bei steigender magnetischer Flussdichte zum Zeitpunkt
des Eintritts der Materialkennlinie in den Sättigungsbereich ein. Da die im Endbereich
induzierten Wirbelströme bis zum genannten Zeitpunkt in beiden Konfigurationen glei-
chermaßen unterdrückt werden, liegt die Eindringtiefe offensichtlich unterhalb der 50mm
weit in das Magnetjoch reichenden Schnitte. Erst bei weiter ansteigender Sättigung und
in der Folge weiter absinkender Permeabilität wird der Wert von 50mm überschritten und
eine merkliche Unterdrückung der Wirbelströme erfolgt nur noch innerhalb der Konfigu-
ration mit 200mm tiefen Schnitten.
Demgegenüber kann durch die Verwendung der alternativen Spulengeometrie, die in Ab-
bildung 4.12 in der zweiten Zeile dargestellt ist, eine wesentlich deutlichere Reduktion
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der Verlustleistung bereits ohne die Einführung der entsprechenden Modifikationen am
Magnetjoch beobachtet werden. Der entsprechende zeitliche Verlauf der Verlustleistung
ist für die verschiedenen Konfigurationen in Abbildung 4.14(b) aufgetragen. Qualitativ
zeigt sich ein ähnliches Bild wie im vorherigen Fall, jedoch bei wesentlich geringeren Ma-
ximalwerten der Verlustleistung. Dies bestätigt die in Form von Strategie 2 formulierte
Vermutung über die Abhängigkeit der entstehenden Verluste von der z-Komponente der
magnetischen Flussdichte im Endbereich des Magneten, welche durch die flachere Spulen-
anordnung vor allem im oberen Teil des Eisenjochs reduziert wird. Die Verwendung des
SMP-Einsatzes sowie die Einführung horizontaler Schnitte führen ebenfalls zu einer ge-
ringeren Verlustleistung gegenüber der Referenzkonfiguration des Magnetjochs. Wiederum
führt die Erhöhung der Tiefe der horizontalen Schnitte von 50mm auf 200mm zu einer
weiteren signifikanten Reduktion der Wirbelstromverluste. Der Zeitpunkt, bis zu welchem
ein übereinstimmender Verlauf der beiden Kurven beobachtet werden kann liegt in die-
sem Fall bei t = 0.3 s. Dies zeugt ebenfalls von den geringeren Werten der z-Komponente
der magnetischen Flussdichte, da das zu einer Eindringtiefe von 50mm korrespondierende
Sättigungsniveau offensichtlich um 0.05 s später als im Fall der herkömmlichen Spulenan-
ordnung erreicht wird.
Zur Untersuchung der räumlichen Verteilung der Wirbelstromverluste erfolgt deren git-
terbasierte räumliche Integration lediglich in der (x, y)-Ebene. Die resultierende Verlust-
leistung innerhalb der in z-Richtung orientierten Unterquader wird anschließend mithilfe
einer Newton-Cotes-Quadratur auf der Zeitachse unter Verwendung der von der Simula-
tion vorgegebenen diskreten äquidistanten Zeitpunkte im Abstand ∆t integriert. Abbil-
dung 4.15(a) zeigt für den Fall der unveränderten Spulengeometrie die räumliche Verteilung
der Verlustenergie welche in einem vollständigen Anregungszyklus freigesetzt wird bezüg-
lich der z-Achse. Dabei liegt der gewählte Urspung in der Mitte des insgesamt 1.2m langen,
in z-Richtung geometrisch invarianten Magnetjochs. Wiederum zeigt sich der Einfluss der
verschiedenen Modifikationen am Eisenjoch gegenüber der Referenzkonfiguration in einer
offensichtlichen Reduktion der Verlustenergie. Zusätzlich ist erkennbar, dass im Bereich
der horizontalen Schnitte sowie des SMP-Einsatzes die durch die Wirbelströme deponierte
Energie wesentlich niedriger ausfällt. Dennoch steigt die Verlustenergie in Richtung des
Mittelpunktes des Magneten nach dem Ende der zugehörigen Modifikation bei z = 0.55m
zunächst wieder an, um dann in Richtung z = 0 wiederum zum Wert 0 abzuklingen. Eben-
falls wird deutlich, dass der Einsatz des SMP-Materials im direkten Vergleich innerhalb von
50mm von der Endfläche des Jochs gesehen ein besseres Verhalten hinsichtlich der Reduk-
tion der Verlustenergie verglichen mit den horizontalen Schnitten derselben Ausdehnung in
z-Richtung zeigt. Dennoch ist die letztgenannte Modifikation mitunter vorzuziehen, da in
diesem Fall kein Verlust an relativer Permeabilität im Endbereich entsteht. Erwartungsge-
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Abbildung 4.15: Verlauf der Verlustenergie für vier verschiedene Konfigurationen des Ma-
gnetjochs gemäß Abbildung 4.12 über der Länge in z-Richtung unter Ver-
wendung einer räumlichen Diskretisierung mit ±75 000 Freiheitsgraden:
(a) Bei Verwendung der herkömmlichen Spule und (b) für die alternative
Spulengeometrie bei einer um den Faktor drei gestreckten Ordinatenachse.
mäß stimmt der räumliche Verlauf der Verlustenergie für die beiden Konfigurationen unter
Verwendung horizontaler Schnitte im Bereich zwischen z = 0.55m und z = 0.6m überein.
In Richtung z = 0 erfolgt im Fall der 50mm tiefen Schnitte eine erhebliche Zunahme der
Verlustenergie, während für die tieferen Schnitte eine weitere Unterdrückung der Wirbel-
ströme innerhalb der (x, y)-Ebene erfolgt. Diese Beobachtung bestätigt die weiter oben
getroffenen Rückschlüsse auf die Eindringtiefe bezüglich des Sättigungsniveaus.
In Abbildung 4.15(b) sind die entsprechenden Kurven für die der zweiten Zeile in Abbil-
dung 4.12 zugeordneten Magnetkonfigurationen unter Verwendung der alternativen Spu-
lengeometrie verzeichnet. Qualitativ zeigen die Kurven eine ähnlichen Verlauf wie im Fall
der unveränderten Spule. Die Maxima der einzelnen Kurven in der Nähe des Endbereichs
bei z = 0.6m liegen jedoch, wie anhand der Betrachtung des zeitlichen Verlaufs der Ver-
lustleistung zu erwarten, ebenfalls auf wesentlich niedrigerem Niveau.
Die gesamte im Magnetjoch während des Simulationszyklus deponierte Energie wird aus
der zeitlichen Integration des Verlaufs der Verlustleistung bestimmt. Zu diesem Zweck
kommt wiederum eine einfache Newton-Cotes-Quadratur unter Verwendung der Abtast-
punkte im Abstand ∆t zum Einsatz. Für ein grobes Gitter mit etwa 10 000 Zellen und in
der Folge 30 000 resultierenden Freiheitsgraden (engl. „degrees of freedom“, dofs) sind die
Ergebnisse für die Verlustenergie in der ersten Datenspalte von Tabelle 4.1 eingetragen.
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grobes Gitter feineres Gitter
±30 000 dofs ±75 000 dofs
herkömmliche Ausgangskonfiguration 18.13 J 16.84 J
Spule mit SMP-Einsatz 11.51 J 8.35 J
mit horizontalen Schnitten (50mm) 9.73 J 9.59 J
mit horizontalen Schnitten (200mm) 3.10 J 2.96 J
alternative Ausgangskonfiguration 5.72 J 5.46 J
Spule mit SMP-Einsatz 4.15 J 3.98 J
mit horizontalen Schnitten (50mm) 3.46 J 3.42 J
mit horizontalen Schnitten (200mm) 1.24 J 1.15 J
Tabelle 4.1: Gesamte, durch induzierte Wirbelströme im Eisenjoch über einen Anregungs-
zyklus gemäß Abbildung 4.11(a) deponierte Energie bei der Verwendung zweier
verschiedener Diskretisierungsstufen für die acht untersuchten Magnetkonfigu-
rationen.
Die zweite Datenspalte enthält die bei der Verwendung einer Diskretisierung mit etwa
75 000 Freiheitsgraden erzielten Werte für die Verlustenergie. Sie korrespondieren zu dem
jeweiligen zeitlich integrierten Verlauf der Verlustleistung aus Abbildung 4.14. Die zeilen-
weise Betrachtung zeigt, dass die berechneten Werte noch eine Abhängigkeit bezüglich
der verwendeten Gitterschrittweite aufweisen. Somit erweist sich die unter den erwähnten
Einschränkungen bezüglich der Implementierung auf der Basis von MATLAB R© in einer 32-
Bit-Umgebung erzielbare Auflösung als nicht hinreichend für zuverlässige Aussagen über
die Höhe der zu erwartenden Wirbelstromverluste. Dennoch kann eine übereinstimmende
Tendenz der Reduktion der Verlustenergie unter Verwendung der beschriebenen Modifi-
kationen im Vergleich zur Ausgangssituation bei einer Betrachtung der einzelnen Spalten
abgelesen werden. Die geringsten Verluste sind bei der Verwendung der alternativen Spu-
lengeometrie bei gleichzeitiger Einführung horizontaler Schnitte einer Tiefe von 200mm
zu erwarten. Aus praktischen Gründen, wie der mechanischen Stabilität, erscheint jedoch
die Beschränkung auf eine Tiefe von 50mm mitunter sinnvoller.
Simulationen unter Verwendung der Methode der Finiten Elemente
Zur Absicherung der im vorangegangenen Teil dieses Abschnitts erzielten Ergebnisse wer-
den die Simulationen für die unterschiedlichen Magnetkonfigurationen in Abbildung 4.12
unter Verwendung der Methode der Finiten Elemente wiederholt. Die Approximation des
in der Formulierung eingesetzten modifizierten magnetischen Vektorpotentials erfolgt mit-
hilfe vektorieller Ansatzfunktionen mit tangentialer Stetigkeit aus Abschnitt 3.2.2. Auf
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Abbildung 4.16: (a) Aufbau des für die Simulationen verwendeten Magnetmodells; (b) bei-
spielhafte Diskretisierung eines Achtels der Struktur unter Verwendung
von Tetraedern.
die Funktionen ~wtv,(0)ξ wird im weiteren unter der Bezeichnung „Ansatzfunktionen nullter
Ordnung“ Bezug genommen, da diese in der Lage sind, eine konstante Rotation eines Vek-
torfeldes exakt abzubilden. Demgegenüber wird für die Funktionen ~wtv,(1)ξ entsprechend
der Ausdruck „Ansatzfunktionen erster Ordnung“ benutzt. Hierbei erfolgt eine exakte
Darstellung von Vektorfunktionen, deren Rotation eine lineare Variation aufweist. Die
letztgenannten Ansatzfunktionen werden im folgenden im Rahmen einer Volumendiskre-
tisierung bestehend aus Tetraedern eingesetzt. Dabei basieren die Simulationen auf der
in Gleichung (4.7) gegebenen transienten nichtlinearen Formulierung. Im Gegensatz zu
den bereits vorgestellten Simulationen kommt in diesem Fall ein Newton-Verfahren zur
Linearisierung der Problemstellung zum Einsatz. Unverändert bleibt hingegen die Homo-
genisierungsstrategie für das lamellierte Eisenmaterial des Magnetjochs, die wie in Ab-
schnitt 4.2.2 beschrieben, in den nichtlinearen Lösungsprozess eingebunden wird. Nähere
Angaben zum Simulationsablauf sowie der verwendeten Implementierung sind der folgen-
den Aufstellung zu entnehmen, wobei lediglich auf die Unterschiede im Vergleich zu den
vorherigen Simulationen ausführlicher eingegangen wird:
• Vorbereitungen: Die Modellierung der Magnetanordnung, die Verknüpfung der geo-
metrischen Objekte mit den entsprechenden Materialeigenschaften sowie der Aufbau
des unstrukturierten Volumengitters erfolgen in CST EM STUDIO R©. Der Aufbau
des Magneten ist in Abbildung 4.16(a) dargestellt. Eine vergleichsweise grobe Dis-
kretisierung, welche aus Symmetriegründen lediglich auf einem Achtel der Struktur
durchgeführt werden muss, zeigt Abbildung 4.16(b). In diesem Fall erfolgt keine spe-
zielle Gitterverfeinerung in den Endbereichen des Magneten, sondern es wird das
automatisch anhand eines globalen Parameters generierte Netz für die Simulationen
verwendet.
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• Simulationswerkzeug : Die Implementierung der benötigten Funktionalität erfolgt in-
nerhalb der Programmiersprache C++ auf einer 64-Bit-Plattform. Damit besteht
die bei den vorherigen Simulationen angesprochene Einschränkung bezüglich des
zur Verfügung stehenden Adressraums für den Arbeitsspeicher zunächst nicht mehr.
Ausgangspunkt für den Aufbau des Simulationswerkzeugs stellt die objektorientier-
te Finite-Elemente-Bibliothek FEMSTER dar, die auf diskreten Differentialformen
basiert und für den Einsatz von Ansatzfunktionen höherer Ordnung ausgelegt ist
[152, 65]. Um eine hohe Flexibilität hinsichtlich der Größe der simulierbaren nume-
rischen Modelle sowie eine möglichst kurze Simulationsdauer sicherzustellen, erfolgt
eine Parallelisierung der gegebenen Routinen auf der Basis von MPI (engl. „message
passing interface“) [153]. Dabei wird die Infrastruktur, beispielsweise Matrix- und
Vektorformate, hinsichtlich der benötigten Linearen-Algebra-Funktionalität aus der
TRILINOS-Bibliothek genutzt [150]. Unter Verwendung der bezeichneten Bibliothe-
ken erfolgt die Implementierung der transienten, nichtlinearen Formulierung in Ver-
bindung mit den vorgestellen Modellierungstechniken. Zur eigentlichen Simulation
werden wiederum die Material- und Gitterdaten sowie der Vektor der Stromdich-
te innerhalb der Spulen aus den von CST EM STUDIOR© bereitgestellten Dateien
eingelesen.
• Materialparameter : Um vergleichbare Werte wie in den vorangegangenen Simulatio-
nen zu erhalten, werden dieselben, in der entsprechenden Aufstellung weiter oben
aufgeführten Vorgaben zu den Materialeigenschaften sowie der Modellierung des ani-
sotropen Magnetjochs verwendet.
• Modellierung der Schnitte: Aufgrund des unstrukturierten Gitters sowie der Abwe-
senheit einer expliziten Darstellung eines entsprechenden dualen Gitters können die
Schnitte nicht wie im Fall der Methode der Finiten Integration eingebracht werden.
Stattdessen werden diese als geometrische Objekte in Form von Quadern der Dicke
d modelliert. Bezüglich der Reluktivität wird dieselbe Materialmodellierung wie für
das lamellierte Joch verwendet, während der Tensor der elektrischen Leitfähigkeit
zu σxx = 3.2 · 106 S/m bei σyy = σzz = 0 modifiziert wird. Die Dicke der Schnitte
beträgt innerhalb der vorgestellten Simulationen d = 1mm, wobei deren Position
gegenüber den bisherigen Simulationen unverändert bleibt.
• Randbedingungen: Die Rand- und Symmetriebedingungen werden auf dieselbe Art
gesetzt wie im Fall der Simulationen unter Verwendung der Methode der Finiten
Integration. Im Unterschied dazu beträgt der Abstand des Magnetjochs zu der ge-
schlossenen Randbedingung in x-Richtung nun jedoch ebenfalls 60mm wie auch in
y- und z-Richtung.
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• Numerische Lösung : Als Residuenschranke im Rahmen des an dieser Stelle zur Li-
nearisierung der Problemstellung eingesetzten Newton-Verfahrens wird ein Wert von
ǫnlin = 1 · 10−2 vorgeschrieben. Im Unterschied zu den vorangegangenen Simulationen
wird zur Zeitintegration ein Θ-Verfahren mit Θ = 1 gewählt, wobei die zeitliche Ab-
tastung weiterhin mit einer konstanten Schrittweite von ∆t = 10ms erfolgt. Der im
Rahmen der TRILINOS-Bibliothek vorhandene AMG-Vorkonditionierer ML [149]
ist nicht auf die aus der Diskretisierung unter Verwendung interpolatorischer An-
satzfunktionen erster Ordnung entstehenden linearen Gleichungssysteme anwendbar.
Daher kommt zur Vorkonditionierung des cg-Verfahrens eine deutlich weniger leis-
tungsfähige SSOR-Methode (engl. „successive over-relaxation“) zum Einsatz [100].
In der Folge wird der durch die verbesserten Approximationseigenschaften der An-
satzfunktionen erzielte Vorteil bezüglich der Simulationsdauer teilweise kompensiert.
Als Abbruchkriterium für die iterative Lösung der linearen Gleichungssysteme wird
eine Schranke von 1 · 10−6 bezüglich des relativen Residuums verwendet.
• Nachbearbeitung : Zur Auswertung der Simulationsergebnisse können die erhaltenen
Felddaten wiederum in das CST EM STUDIOR©-kompatible Format gebracht und
dort visualisiert werden. Auch von der Möglichkeit, die resultierenden Daten in
MATLAB R© einzulesen sowie auszuwerten wird Gebrauch gemacht.
Zur Bestimmung der Wirbelstromverluste in den einzelnen Schritten des Zeitintegrations-
verfahrens muss Gleichung (4.34) anhand der auf numerischer Basis ermittelten Koeffi-
zienten ausgewertet werden. Analog zu Gleichung (4.37) ergibt sich der Vektor der mit
dem elektrischen Feld assoziierten Zustandsgrößen durch eine zeitliche Differentiation des
modifizierten magnetischen Vektorpotentials über den zugrunde liegenden Differenzen-
quotienten. Die Approximation für die elektrische Feldstärke unter Verwendung derselben
Ansatzfunktionen wie im Fall des magnetischen Vektorpotentials lautet somit
~E ≈
∑
ξ
eξ ~w
tv
ξ . (4.38)
Bei einer elementweisen Betrachtung des Integrals über die Verlustleistungsdichte und
Einsetzen des analytischen Zusammenhangs ~J = σ ~E folgt
P ev,dis =
∑
α
∑
β
eαeβ
∫
V ee
~wtvα σ ~w
tv
β dV . (4.39)
für die Verlustleistung P ev,dis bezüglich des Tetraeders mit dem Index e. Dabei beschreibt
das Integral gerade die Einträge (α, β) der lokale Massenmatrix Mtv,eσ . In der Folge können
die Verluste im gesamten betrachteten Gebiet unter der entsprechenden, von der Zusam-
menstellung der zugehörigen Matrix bekannten Summation durch
Pv,dis = e
TMtvσ e (4.40)
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Abbildung 4.17: Zeitlicher Verlauf der Verlustleistung die vier verschiedenen Konfigura-
tionen des Magnetjochs gemäß Abbildung 4.12, ausgehend von der Refe-
renzgeometrie mit einem Einsatz aus SMP-Material sowie Schnitten von
50mm und 200mm Tiefe. Es wird ein unstrukturiertes Gitter bestehend
aus ±40 000 Tetraedern in Verbindung mit Ansatzfunktionen erster Ord-
nung verwendet: (a) Bei Verwendung der herkömmlichen Spule und (b) für
die alternative Spulengeometrie mit einer um den Faktor drei gestreckten
Ordinatenachse.
bestimmt werden. Dabei enthält der Vektor e die Koeffizienten eξ der Approximation für
das elektrische Feld in Gleichung (4.38). Ist hingegen der Wert der Verlustleistung P ηv,dis
innerhalb einzelner geometrischer Objekte η gesucht, so kann dieser durch Auswertung der
lokalen Verluste gemäß Gleichung (4.39) und anschließende Summation über die zugehöri-
ge Untermenge aller Tetraederindizes gefunden werden. Analog zu den Simulationen unter
Verwendung der Methode der Finiten Integration ist in Abbildung 4.17(a) der zeitliche
Verlauf der Wirbelstromverluste für die in der ersten Zeile von Abbildung 4.12 dargestell-
ten Magnetkonfigurationen, die mit der herkömmlichen Spule ausgerüstet sind, dargestellt.
Dabei wird die Verlustleistung in jedem Zeitschritt gemäß Gleichung (4.40) bestimmt. Die
Simulationen wurden anhand einer Volumendiskretisierung bestehend aus etwa 40 000 Te-
traedern unter Verwendung von Ansatzfunktionen erster Ordnung erzielt. Damit ergibt
sich eine Anzahl von Freiheitsgraden zur Approximation des magnetischen Vektorpotenti-
als im Bereich von 220 000 bis 250 000. Die genauen Werte innerhalb der einzelnen Modelle
unterscheiden sich aufgrund des verwendeten unstruktuierten Gitters und der daraus re-
sultierenden nicht einheitlichen Gittertopologie. Im Unterschied zu den weiter oben vorge-
stellten Simulationen erfolgt in diesem Fall keine spezielle Anpassung der Diskretisierung
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Gitter ±40 000 Zellen
(±235 000 dofs)
herkömmliche Ausgangskonfiguration 12.51 J
Spule mit SMP-Einsatz 7.45 J
mit horizontalen Schnitten (50mm) 8.62 J
mit horizontalen Schnitten (200mm) 2.46 J
alternative Ausgangskonfiguration 3.82 J
Spule mit SMP-Einsatz 2.67 J
mit horizontalen Schnitten (50mm) 2.86 J
mit horizontalen Schnitten (200mm) 0.98 J
Tabelle 4.2: Gesamte durch induzierte Wirbelströme im Eisenjoch deponierte Energie beim
Einsatz einer Diskretisierung bestehend aus ±40 000 Tetraedern in Verbindung
mit Ansatzfunktionen erster Ordnung für die acht untersuchten Magnetkonfi-
gurationen gemäß Abbildung 4.12.
an die insbesondere im Endbereich des Magneten zu erwartenden Wirbelstromverluste.
Dennoch zeigt sich im Vergleich der beiden unabhängig voneinander erhaltenen Ergebnis-
sen eine gute Übereinstimmung sowohl bezüglich des qualitativen Verlaufs der einzelnen
Kurven als auch die Verlustenergie betreffend. Dies gilt, wie in Abbildung 4.17(b) dar-
gestellt, ebenso für die durch den Einsatz der alternativen Spulengeometrie beobachtete
Reduktion der z-Komponente der magnetischen Flussdichte im Endbereich des Magneten.
Der Verlauf aller an dieser Stelle gezeigten Kurven ist jedoch bedingt durch die höhe-
re Approximationsordnung der verwendeten Ansatzfunktionen wesentlich glatter. Diese
Beobachtung ist zum Teil zusätzlich auf die Verwendung des Zeitintegrationsverfahrens
mit Θ = 1 im Unterschied zu Θ = 2/3 zurückzuführen, da eventuell auftretende nume-
rische Oszillationen erheblich schneller gedämpft werden. Alle weiteren Erläuterungen zu
dem Verlauf der einzelnen Kurven sowie die Auswirkung der verschiedenen Modifikatio-
nen auf die Entstehung von Wirbelstromverlusten können somit aufrecht erhalten werden.
Für die acht simulierten Variationen des Magnetjochs sowie der Spulenanordnung ist in
Tabelle 4.2 wiederum die aus der zeitlichen Integration der Verlustleistung resultieren-
de Energie verzeichnet, welche innerhalb des gesamten Anregungszyklus durch induzierte
Wirbelströme in der Magnetanordnung deponiert wird. Ein Vergleich der berechneten
Werte für die verschiedenen Konfigurationen bestätigt die auf der Basis der vorherigen
Simulationen festgestellte Tendenz. Wiederum führt eine Veränderung der Spule im Sinne
der alternativen Geometrie unter Verzicht auf Modifikationen am Magnetjoch bereits zu
einer signifikanten Reduktion der Verlustenergie auf etwa ein Drittel des ursprünglichen
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Wertes. Eine Verringerung ähnlicher Größenordnung ist unter Beibehaltung der ursprüng-
lichen Spulenkonfiguration bei gleichzeitigem Einbringen horizontaler Schnitte einer Tiefe
von 200mm erreichbar. Diese können sich jedoch in der Praxis als nachteilig im Sinne der
mechanischen Stabilität erweisen.
Im direkten Vergleich dieser Ergebnisse mit den in der zweiten Datenspalte von Tabelle 4.1
aufgelisteten Werten, die unter Verwendung der Methode der Finiten Integration bestimmt
wurden, zeigen sich jedoch Abweichungen in der berechneten Verlustenergie. Diese sind
zum einen in dem in diesem Fall geringer gewählten Abstand zur geschlossenen Randbe-
dingung begründet. Zum anderen ist in den beiden Spalten von Tabelle 4.1 aufgeführten
Werten eine Abhängigkeit der berechneten Verlustenergie von der gewählten Gitterauf-
lösung zu beobachten. Diese Tatsache weist auf die, trotz der angewandten Verfeinerung
im Endbereich des Magneten, nicht ausreichend feine Diskretisierung hin. Demgegenüber
wurde für die Untersuchungen unter Verwendung der Methode der Finiten Elemente nur
eine Diskretisierungsstufe gewählt. Da die vorliegende Geometrie, abgesehen von der ge-
krümmten Spule, bereits mit wenigen Tetraedern exakt abgebildet wird, verspricht der
Einsatz der Ansatzfunktionen höherer Ordnung auf der Basis einer vergleichsweise groben
räumlichen Auflösung bereits eine hohe Genauigkeit. Daher kann an dieser Stelle auf die
Wiederholung aller Simulationen für die verschiedenen Konfigurationen verzichtet werden.
Stattdessen erfolgt in Abschnitt 4.3.3 eine Konvergenzstudie bezüglich der Wirbelstrom-
verluste bei unterschiedlichen Diskretisierungsstufen anhand einer ausgewählten Magnet-
und Spulengeometrie.
4.3.2 Vergleich der unterschiedlichen Materialmodelle
Um den Einfluss der angewandten Homogenisierungsstrategie auf die Höhe der Wirbel-
stromverluste sowie den zeitlichen Verlauf der Verlustleistung zu untersuchen, wird eine
Simulationsreihe auf der Basis der Referenzgeometrie des Magnetjochs in Verbindung mit
der herkömmlichen Spulenanordnung durchgeführt. Dies erfolgt anhand derselben Rah-
menbedingungen hinsichtlich der Diskretisierungsstufe und der eingesetzten Ansatzfunk-
tionen wie im vorangegangenen Abschnitt. Für beide in Abschnitt 4.2.2 vorgestellten For-
men der Modellierung der Anisotropie werden drei Varianten korrespondierend zu den
Werten
{
0.93, 0.96, 0.98
}
des Packungsfaktors γpk simuliert. Abbildung 4.18(a) zeigt den
resultierenden zeitlichen Verlauf der Verlustleistung während des Anregungszyklus bei
der Verwendung des Materialmodells A. Es wird deutlich, dass die Maxima der einzel-
nen Kurven mit größeren Werten des Packungsfaktors ebenfalls ansteigen. Für das erste
Maximum erfolgt ausgehend von 16W bei γpk = 0.93 eine Zunahme auf den annähernd
doppelten Wert bei γpk = 0.98. Demgegenüber fällt die Veränderung im Wert des zwei-
119
4 Numerische Simulationen am Beispiel supraleitender Dipolmagnete
0
5
10
15
20
25
30
35
40
0 0.25 0.50 0.75 1.00 1.25 1.50
γpk = 0.93
γpk = 0.96
γpk = 0.98
Zeit / s
V
er
lu
st
le
is
tu
ng
/
W
0
10
20
30
40
50
60
0 0.25 0.50 0.75 1.00 1.25 1.50
γpk = 1.0
Zeit / s
V
er
lu
st
le
is
tu
ng
/
W
(a) (b)
Abbildung 4.18: Zeitlicher Verlauf der Verlustleistung bei der Verwendung des Material-
modells A: (a) Für drei Varianten des Packungsfaktors γpk < 1 und (b)
für den magnetisch isotropen Fall γpk = 1.
ten Maximums nicht derartig groß aus. Dies führt zu einem qualitativ unterschiedlichen
Kurvenverlauf bei den betrachteten Werten des Packungsfaktors. Während die beiden
Maxima im Fall γpk = 0.93 etwa die gleiche Höhe aufweisen, wächst der Unterschied
bei zunehmenden Werten von γpk deutlich an. In dem in Abbildung 4.18(b) dargestell-
ten Extremfall eines bezüglich der magnetischen Eigenschaften isotropen Jochmaterials
korrespondierend zu γpk = 1 ist das zweite Maximum nicht mehr zu beobachten. Die
Ursache dafür liegt im Einfluss des Packungsfaktors auf die Relaxationszeit der Wirbel-
ströme innerhalb des Magnetjochs begründet [125]. Diese kann durch Simulationen unter
Verwendung einer Folge der dreiecksförmigen Anregungsprofile in Abbildung 4.11(a) in
variablem Abstand bestimmt werden. Im isotropen Fall liegt die Relaxationszeit in der
Größenordnung von 5 s, während sie für realistische Werte des Packungsfaktors γpk < 1
wesentlich kürzer ausfällt [154]. Diese Effekte werden jedoch an dieser Stelle nicht wei-
ter untersucht. Um den Einfluss der in Materialmodell B enthaltenen Näherung für das
anisotrope nichtlineare Materialverhalten zu untersuchen, werden die Simulationen unter
Verwendung konstanter, zu denselben Packungsfaktoren gemäß µr,z = 1/1−γpk korrespon-
dierender Werte für die Permeabilität in z-Richtung wiederholt. Die Ergebnisse für den
zeitlichen Verlauf der Verlustleistung zeigt Abbildung 4.19(a). Der qualitative Einfluss des
Packungsfaktors, in diesem Fall modelliert durch verschiedene konstante Werte der Per-
meabilität, auf die Verlustleistung wird korrekt wiedergegeben. Es kann dasselbe Verhalten
bezüglich der Veränderung der Maxima bei steigenden Werten von µr,z beobachtet wer-
den. In dem in Abbildung 4.19(b) für den jeweils kleinsten und größten Wert dargestellten
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Abbildung 4.19: (a) Zeitlicher Verlauf der Verlustleistung bei der Verwendung von Ma-
terialmodell B für verschiedene Packungsfaktoren γpk. Dabei ergibt sich
der bezüglich der z-Koordinate konstante Wert der relativen Permeabilität
zur Verwendung im Materialmodell B gemäß µr,z = 1/1 − γpk aus dem
Packungsfaktor; (b) Vergleich von Materialmodell A und B anhand der
Werte für γpk = 0.93 und γpk = 0.98.
Vergleich werden jedoch Abweichungen sichtbar. Erwartungsgemäß und in Einklang mit
Abbildung 4.8(a) kann bei geringeren Packungsfaktoren eine bessere Übereinstimmung
beobachtet werden. Es wird jedoch deutlich, dass die bei höherer magnetischer Flussdich-
te auftretenden Sättigungseffekte im Fall von Materialmodell B nicht korrekt modelliert
werden. Ab dem Zeitpunkt t = 0.3 s, entsprechend einer magnetischen Flussdichte von
B = 1.2T, treten Abweichungen im Kurvenverlauf sowohl bei dem höheren als auch bei
dem niedrigeren Wert des Packungsfaktors auf. Dies zeigt, dass die in diesem Modell ver-
nachlässigten Sättigungseffekte in z-Richtung einen Einfluss auf den Verlauf und die Höhe
der Verlustleisung ausüben. Insbesondere bei höheren Werten der magnetischen Fluss-
dichte in der Nähe des Zeitpunktes des maximalen Anregungsstroms bei t = 0.5 s erfolgt
eine Überschätzung des tatsächlichen, zum aktuellen Sättigungsniveau korrespondieren-
den Wertes der Permeabilität. In der Folge führt dies ebenfalls zu einer Überschätzung der
resultierenden Wirbelstromverluste im Magnetjoch. Bei entsprechend geringeren Maximal-
werten der magnetischen Flussdichte, die jedoch im Rahmen der betrachteten Anwendung
zunächst nicht relevant sind, stellt die getroffene Vereinfachung dennoch eine gute Nähe-
rung für das tatsächliche anisotrope Materialverhalten des lamellierten Magnetjochs dar.
Zusammenfassend sind die entsprechenden Werte für die Wirbelstromverluste in Tabel-
le 4.3 aufgeführt. Dabei stellen die in den ersten beiden Datenspalten verzeichneten Werte
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Packungsfaktor
Materialmodell A Materialmodell B
Abbildung 4.18(a) Abbildung 4.19(a) Literatur [125, 146]
γpk = 0.93↔ µr,z = 15 7.68 J 8.77 J 8.66 J
γpk = 0.96↔ µr,z = 25 9.86 J 11.58 J 11.30 J
γpk = 0.98↔ µr,z = 50 12.51 J 15.05 J 13.90 J
γpk = 1.0 ↔ µr,z →∞ 13.80 J - 15.90 J
Tabelle 4.3: Gesamte durch induzierte Wirbelströme im Eisenjoch deponierte Energie bei
der Verwendung der Materialmodelle A und B. In der letzten Spalte sind für
den Fall von Materialmodell B zum Vergleich Ergebnisse aus der Literatur auf-
genommen. Zum Vergleich sind in der letzten Zeile die Ergebnisse für den ma-
gnetisch isotropen Fall (γpk = 1) verzeichnet.
die aus der Integration der Verlustleistung in Abbildung 4.18(a) und Abbildung 4.19(a)
hervorgehenden Ergebnisse dar. Zu Vergleichszwecken enthält die letzte Spalte die ent-
sprechenden, der Literatur zu entnehmenden Werte für den Fall des Materialmodells B,
die unter Verwendung derselben Geometrie sowie identischer Materialkennlinien erzielt
wurden [125, 146]. Unter Betrachtung der ersten beiden Datenspalten wird erneut die er-
wähnte Überschätzung der Permeabilität im Endbereich des Magnetjochs deutlich, welche
sich auch in der Verlustenergie in einem erhöhten berechneten Wert niederschlägt. Der Un-
terschied zwischen den beiden Materialmodellen bezüglich der Wirbelstromverluste wächst
von etwa 12% bei γpk = 0.93 auf 17% bei γpk = 0.98 an. Diese Beobachtung deckt sich mit
der in Abbildung 4.8(a) verzeichneten theoretischen Vorüberlegung zur Güte der getrof-
fenen Näherung abhängig vom Wert des Packungsfaktors. Bei hoher Packungsdichte ist
der Beitrag des ferromagnetischen Materials zur Gesamtreluktivität nicht mehr gegenüber
dem der Isolierung vernachlässigbar, so dass mitunter ein größerer Modellierungsfehler
entsteht. Der Vergleich zwischen den beiden unter Verwendung des Materialmodells B er-
zielten Ergebnisse ergibt eine Abweichung unterhalb von 3% für die geringeren Werte des
Packungsfaktors. Im Fall γpk = 0.98 liegt der Unterschied hingegen bei etwa 6%. Einen
möglichen Grund hierfür stellt der nicht eindeutig spezifizierte Wert der verwendeten kon-
stanten Permeabilität in den beiden hierzu zitierten Quellen dar. Bei identischer Höhe
der berechneten Wirbelstromverluste wird einerseits ein Wert von µr,z = 49 und anderer-
seits von µr,z = 50 angegeben. Da die berechneten Verluste zusammen mit diesem Wert
ebenfalls sinken, ist zu vermuten, dass die größere Abweichung zu den im Rahmen die-
ser Arbeit mit µr,z = 50 durchgeführten Simulationen in der Verwendung des geringeren
Wertes begründet ist. Auch bei der Betrachtung der letzten Zeile, deren Einträge zu den
Ergebnissen einer magnetisch isotropen Modellierung korrespondieren, zeigt sich ein ver-
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# Knoten # CPUs # Kerne Arbeitsspeicher / GiB
Ausbaustufe 1 24 1 1 8
Ausbaustufe 2 36 2 4 16
Ausbaustufe 3 30 2 8 16
Summe 90 156 408 1 248
Tabelle 4.4: Aufbau und Ausstattung des Multicomputers am Institut für Theorie elektro-
magnetischer Felder, der im Rahmen der vorgestellten Simulationen für die
parallelen Berechnungen eingesetzt wurde.
gleichsweise großer Unterschied zwischen den Werten der Wirbelstromverluste. Während
die in der ersten Datenspalte aufgeführten Werte alle unter Verwendung derselben Diskre-
tisierung erzielt wurden, kommt offensichtlich bei dem in der Literatur verzeichneten Wert
von 15.9 J ein weniger feines Gitter zum Einsatz [146]. Diese Tatsache ist eine mögliche
Erklärung für die abzulesende Abweichung von etwa 13%. Für die übrigen Werte stellen
die verwendete Gitterauflösung sowie die Wahl des Abstands und der Art der eingesetzten
Randbedingung die Hauptursachen für die verbleibenden Unterschiede in den berechneten
Wirbelstromverlusten dar.
4.3.3 Konvergenzstudie im Hinblick auf die Wirbelstromverluste
Um die Genauigkeit der unter der Verwendung der Methode der Finiten Elemente erzielten
Ergebnisse hinsichtlich der Diskretisierung zu untersuchen, werden im folgenden zwei wei-
tere Simulationsreihen am Beispiel der Referenzkonfiguration in Verbindung mit der her-
kömmlichen Spule durchgeführt. Die bei hoher räumlicher Auflösung sehr zeitaufwendigen
transienten Simulationen können dabei durch den Einsatz von Parallelisierungstrategien
effizient auf sogenannten Multicomputern durchgeführt werden. Diese bestehen aus einzel-
nen Knoten, die über ein schnelles Netzwerk miteinander verbunden sind. Der Aufbau des
verwendeten Multicomputers ist in Tabelle 4.4 zusammengefasst. Anzumerken ist, dass
nicht bei jeder der vorgestellten Simulationen die gesamten Ressourcen gleichzeitig ver-
wendet wurden und somit ein direkter Vergleich bezüglich der benötigten Rechenzeit nur
bedingt möglich ist. Weiterhin wurden einige Berechnungen auf Multiprozessor-Maschinen
durchgeführt. Informationen über die Simulationsdauer sind daher stets mit Angaben zu
dem im einzelnen Fall eingesetzten System versehen.
Ausgehend von einem sehr groben Gitter werden weitere Diskretisierungen ansteigender
Auflösung erzeugt. Diese werden in Verbindung mit Ansatzfunktionen nullter und erster
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Abbildung 4.20: Vergleich für Ansatzfunktionen verschiedener Approximationsordnung p
bei der Verwendung der Methode der Finiten Elemente (FE): (a) Wert
der Verlustenergie im Magnetjoch bei verschiedenen Diskretisierungsstu-
fen unter Verwendung von Ansatzfunktionen mit p = 0 und p = 1 in
halblogarithmischer Darstellung. (b) Doppelt-logarithmisch aufgetragener
relativer Fehler in der Verlustenergie bezüglich einer Referenzrechnung mit
feinem Gitter (p = 1) in Form der zugehörigen Datenpunkte und entspre-
chenden Ausgleichsgeraden nach der Methode der kleinsten Quadrate.
Ordnung im Rahmen desselben Simulationsszenarios wie in den vorangegangenen Ab-
schnitten eingesetzt. Als Zielgröße für die Bewertung im Rahmen der Untersuchung dient
dabei der Wert der Wirbelstromverluste im Magnetjoch. Die unter Verwendung der unter-
schiedlichen, sukzessiv verfeinerten Volumengitter erzielten Ergebnisse für die Verlustener-
gie sind in Abbildung 4.20(a) dargestellt. Dabei kommt willkürlich das Materialmodell B
mit einem konstanten Wert der relativen Permeabilität von µr,z = 15 zum Einsatz. Die
Konvergenzeigenschaften bezüglich der an dieser Stelle gewählten Zielgröße werden durch
den in Abschnitt 4.3.2 beschriebenen Modellierungsfehler nicht beeinträchtigt. Anhand der
beiden, in halblogarithmischer Darstellung bezüglich der Abszisse, eingezeichneten Kurven
wird deutlich, dass die berechnete induzierte Energie im Magnetjoch stark von der ver-
wendeten Diskretisierung abhängt. Erst bei einer ausreichenden Anzahl an Freiheitsgraden
innerhalb der numerischen Simulation können zuverlässige Ergebnisse erwartet werden. Im
Fall von Ansatzfunktionen nullter Ordnung werden wesentlich größere numerische Model-
le benötigt, um eine Unabhängigkeit der berechneten Lösung von der Gitterschrittweite
sicherzustellen. Die entsprechenden Werte der Verlustenergie sind für beide Fälle betrach-
teter Ansatzfunktionen in Tabelle 4.5 aufgelistet.
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nullte Ordnung erste Ordnung
# Freiheitsgrade Verluste / J # Freiheitsgrade Verluste / J
275 665 16.57 16 900 14.60
951 607 12.35 64 012 9.38
2 033 471 10.88 124 496 9.01
3 137 650 10.36 237 582 8.77
5 181 676 9.89 437 048 8.72
7 359 792 9.66 716 872 8.68
11 874 521 9.44 1 027 732 8.67
Tabelle 4.5: Werte der berechneten Verlustenergie unter Verwendung verschiedener Diskre-
tisierungen bei einer Approximation mit Ansatzfunktionen nullter und erster
Ordnung.
Trotz des vereinfachten Aufbaus des Magneten ist dieses Modell nur eingeschränkt zur
Durchführung einer Konvergenzstudie geeignet, da keine analytische Referenzlösung zur
Verfügung steht. Um dennoch eine Aussage bezüglich des Fehlerverhaltens unter Einbe-
ziehung des gesamten transienten nichtlinearen Lösungsprozesses treffen zu können, wird
als Bezugspunkt der in Tabelle 4.5 in der rechten Spalte aufgeführte, anhand einer Simu-
lation mit etwa einer Million Freiheitsgraden beim Einsatz von Ansatzfunktionen erster
Ordnung ermittelte Wert der Wirbelstromverluste herangezogen. Die relative Abweichung
der in den einzelnen Fällen berechneten Verlustenergie gegenüber diesem Wert dient zur
Definition des relativen Fehlers in Abbildung 4.20(b). Trotz des nicht trivialen Beispiels
sowie des komplexen Modellierungs- und Lösungsverfahrens ist die zu erwartende Konver-
genzordnung für die beiden Formen verwendeter Ansatzfunktionen abzulesen. Da im Fall
der Ansatzfunktionen nullter Ordnung kein vollständig linearer Ansatz in den einzelnen
Vektorkomponenten vorliegt, können lediglich konstante Felder exakt abgebildet werden.
In der Folge ist eine Verringerung des lokalen Fehlers in der Feldlösung proportional zur
inversen Gitterschrittweite zu erwarten. Bei der Betrachtung globaler Größen wie der Ver-
lustleistung in jedem Zeitschritt beziehungsweise der resultierenden Gesamtverluste über
den Anregungszyklus liegt die Fehlerordnung zwischen 1 und 2. Analog gilt für den Fall
von Ansatzfunktionen erster Ordnung eine Konvergenzrate von 2 bezogen auf den lokalen
Fehler der Feldgröße, da lineare Funktionen exakt abgebildet werden. Hinsichtlich der an
dieser Stelle gewählten Zielgröße folgt eine zu erwartende Konvergenzrate zwischen 2 und
4. Unter der Annahme eines homogenen Gitters kann näherungsweise von einem kubischen
Zusammenhang zwischen der inversen charakteristischen Gitterschrittweite und der An-
zahl an Freiheitsgraden ausgegangen werden. Damit ergeben sich maximale Konvergenz-
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raten hinsichtlich der Zielgröße von O(n−2/3) beziehungsweise O(n−4/3) für den Fall von
Ansatzfunktionen nullter und erster Ordnung, bezogen auf die jeweilige Anzahl an Frei-
heitsgraden n. Die genannten Werte werden insbesondere im Fall der niedrigsten Ordnung
nahezu erreicht, wobei der Verlauf der eingezeichneten Fehlerkurve desweiteren sehr glatt
ist. Bei den unter Verwendung von Ansatzfunktionen erster Ordnung simulierten Konfigu-
rationen ist die Anzahl an Freiheitsgraden pro Tetraeder mit 20 gegenüber 6 im Fall nullter
Ordnung wesentlich höher. Daher ist die verwendete räumliche Auflösung wesentlich ge-
ringer. Dies führt in der Folge zu einem weniger glatten Verlauf der Konvergenzkurve, der
sich beim Übergang zu feineren Diskretisierungen jedoch stabilisieren wird. Da bereits un-
ter Verwendung einer vergleichsweise geringen Anzahl an Tetraedern eine deutlich höhere
Genauigkeit erreichbar ist, wird auf eine weitere räumliche Verfeinerung an dieser Stelle
verzichtet. Anzumerken ist, dass die beobachtete vorteilhafte Konvergenzordnung in Ge-
genwart von Objekten, deren Oberfläche nicht durch planare Flächen exakt beschreibbar
ist, nicht den Maximalwert von 4 annehmen wird. Um diese Situation wiederherzustel-
len muss zu isoparametrischen Elementen höherer geometrischer Ordnung übergegangen
werden. In Verbindung mit dem vorliegenden Modell ist der Einsatz der Ansatzfunktio-
nen erster Ordnung jedoch sehr effizient. So sind zum Erreichen eines Genauigkeitsniveaus
von 10% bereits weniger als 100 000 Freiheitsgrade ausreichend, während im Fall nullter
Ordnung mit zehn Millionen annähernd die 100-fache Anzahl erforderlich ist. Aus einer Ex-
trapolation der Konvergenzkurve korrespondierend zur Anwendung von Ansatzfunktionen
nullter Ordnung folgt, dass zum Erreichen einer Fehlerschranke von 1% bis zu eine Milli-
arde Freiheitsgrade benötigt würden. Mit dem beschriebenen Simulationsverfahren sowie
der vorliegenden Implementierung ist trotz des Einsatzes von Parallelisierungsstrategien
eine dementsprechende Modellgröße derzeit hinsichtlich Rechen- und Speicherkapazität
nicht erreichbar. Durch den Einsatz von Ansatzfunktionen höherer Ordnung kann jedoch,
insbesondere bei dem vorliegenden Beispiel des Beschleunigermagneten, eine wesentlich ef-
fizientere Simulation bei höherer Genauigkeit erfolgen. Als ein anwendungsbezogenes Maß
unter Berücksichtigung aller beteiligter Effekte kann die Simulationsgeschwindigkeit
gemäß
η = Ks
1
ǫerrtsim
(4.41)
unter Verwendung des relativen Fehlers ǫerr und der gesamten Simulationsdauer tsim in
Sekunden definiert werden. Der Skalierungsfaktor Ks dient dabei lediglich der Erzeugung
übersichtlicher Zahlenwerte und wird im folgenden zu Ks = 36 000 gewählt. In die so
definierte Größe geht nur die reine Simulationsdauer, jedoch nicht die Aufwendung von
Hardwareressourcen ein. Eine entsprechende Berücksichtigung enthält die relative Simu-
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# Freiheitsgrade Ordnung ǫerr tsim / h # Prozesse η ηrel
16 900 1 0.684 1.8 8 8.2 1.02
124 496 1 0.040 9.8 8 25.4 3.18
187 442 1 0.019 15.1 8 34.6 4.32
716 872 1 0.001 7.3 72 1 017.7 14.13
275 665 0 0.912 1.5 8 7.5 0.93
2 033 471 0 0.256 1.3 72 31.3 0.43
3 137 650 0 0.195 2.0 132 25.9 0.20
5 181 676 0 0.141 2.2 132 32.1 0.24
11 874 521 0 0.089 4.4 132 25.6 0.19
Tabelle 4.6: Aufstellung über die Simulationsgeschwindigkeit ausgewählter, in Rahmen der
Konvergenzuntersuchung durchgeführter, Simulationen unter Verwendung von
Ansatzfunktionen nullter und erster Ordnung.
lationsgeschwindigkeit , die gemäß
ηrel =
η
nproc
= Ks
1
ǫerrtsimnproc
(4.42)
aus der Simulationsgeschwindigkeit η und der Anzahl verwendeter Prozesse nproc hervor-
geht. In Tabelle 4.6 sind einige der im Rahmen der Konvergenzuntersuchung durchge-
führten Simulationen hinsichtlich der beiden definierten Größen aufgelistet. Die Werte der
Simulationsgeschwindigkeit für Ansatzfunktionen erster Ordnung auf acht Prozessen, ab-
gesehen von dem ersten aufgeführten Eintrag, und für Ansatzfunktionen nullter Ordnung
liegen in derselben Größenordnung von etwa 30 s−1. Wird hingegen der notwendige Auf-
wand an Hardwareressourcen in Form beteiligter Prozesse eingerechnet, so ergibt sich ein
deutlicher Unterschied zugunsten der Simulationen unter Verwendung der Ansatzfunk-
tionen höherer Ordnung. Da bereits mit acht beteiligten Prozessen eine vergleichsweise
hohe Genauigkeit erreicht werden kann, liegt die relative Simulationsgeschwindigkeit ηrel
in diesem Fall wesentlich höher. Werden auch bei diesen Simulationen die Vorteile der
Parallelisierung auf Multicomputern, hier durch die Verwendung von 72 Prozessen, ausge-
nutzt, steigen die beschriebenen Maßzahlen auf Werte an, die beim Einsatz von Ansatz-
funktionen niedrigster Ordnung nicht erreicht werden können. Dies liegt insbesondere an
der aus Abbildung 4.20(b) ersichtlichen hohen Genauigkeit, die bedingt durch die erhöhte
Konvergenzrate erzielt wird. Zu erwähnen ist, dass die Simulationen bei der Verwendung
von Ansatzfunktionen nullter Ordnung trotz einer hohen Zahl an Freiheitsgraden dank der
effizienten Vorkonditionierung mit einem algebraischen Mehrgitterverfahren sehr schnell
ablaufen. Allerdings kann dieser Vorteil aufgrund der begrenzten Verfügbarkeit von Spei-
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cher und Rechenleistung zunächst nicht beliebig für eine weitaus höhere Zahl an Frei-
heitsgraden skaliert werden. Daher stellen Ansatzfunktionen höherer Ordnung für die in
diesem Kapitel beschriebenen Simulationen die bessere Wahl dar. Nur unter Ausnutzung
der damit verbundenen höheren Konvergenzordnung kann eine ausreichende Genauigkeit
erzielt werden.
Die in Abschnitt 4.3.1 vorgestellten Ergebnisse der Finite-Elemente-Simulationen für die
unterschiedlichen Konfigurationen von Magnetjoch und Spulengeometrie wurden unter
Verwendung von etwa 235 000 Freiheitsgraden erzielt. Daher liegt, unter Betrachtung von
Abbildung 4.20(b), die zu erwartende Genauigkeit in der Größenordnung von 1%.
4.3.4 Bestimmung der Wirbelstromverluste im Strahlrohr
Das Strahlrohr innerhalb des Öffnungsbereiches des SIS-100-Magneten wird über die in
Abschnitt 4.2.3 dargestellte Methode modelliert. Die hier vorgestellten Simulationen er-
folgen auf der Basis des bereits zur Wirbelstromberechnung mit der Methode der Finiten
Integration in Abschnitt 4.3.1 beschriebenen Simuationswerkzeugs in einer MATLAB R©-
Umgebung. Damit gelten erneut die an der betreffenden Stelle beschriebenen Einschrän-
kungen bezüglich der erzielbaren Modellgröße. Im Unterschied dazu kommt jedoch im
folgenden die Methode der Finiten Elemente für die räumliche Diskretisierung zum Ein-
satz. Da das Simulationswerkzeug den Richtlinien der objektorientierten Programmierung
folgt, können, nach dem Hinzufügen einer Klasse, welche ein dreidimensionales Finite-
Elemente-Modell implementiert, die weiteren erforderlichen Programmkomponenten wie
das Zeitintegrations- sowie das nichtlineare Lösungsverfahren komfortabel weiterverwendet
werden. Die folgende Aufstellung beschreibt ergänzend zur entsprechenden Stelle in Ab-
schnitt 4.3.1 die Simulationsparameter sowie einzelne Aspekte der hier zugrundeliegenden
Implementierung:
• Vorbereitungen: Die zu simulierende Struktur wird in CST EM STUDIOR© model-
liert und einer Volumendiskretisierung mit Tetraedern unterzogen. Dabei wird das
unter Verwendung der in Abschnitt 4.2.3 beschriebenen Methode zu diskretisieren-
de Strahlrohr lediglich durch seine Oberfläche charakterisiert. Auf der Basis dieses
Dreiecksgitters erfolgt die Bestimmung der räumlichen Verteilung der Wirbelströme
im elektrisch leitfähigen Strahlrohr.
• Simulationswerkzeug : Zur Bestimmung der Wirbelströme in dünnen leitfähigen Ob-
jekten wird das entsprechend modifizierte Simulationswerkzeug auf MATLAB R©-
Basis eingesetzt. Die hinzugefügte Klasse implementiert eine Finite-Elemente-Dis-
kretisierung mit tangential stetigen vektoriellen Ansatzfunktionen nullter Ordnung.
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• Materialparameter : Zur Modellierung des nichtlinearen Materials des Magnetjochs
kommt dieselbe charakteristische Kennlinie wie zuvor zum Einsatz. Die Homogeni-
sierung erfolgt willkürlich unter Verwendung von Materialmodell B mit einer kon-
stanten relativen Permeabilität µr,z = 15 korrespondierend zu einem Packungsfaktor
γpk = 0.93. Für die Leitfähigkeit des lamellierten Magnetjochs wird wiederum der
anisotrope Diagonaltensor σ mit σxx = σyy = 3.2 · 106 S/m bei σzz = 0 angesetzt.
Demgegenüber wird eine isotrope Leitfähigkeit von 2 · 106 S/m für das dünnwandige
Strahlrohr verwendet.
• Randbedingungen: Die Rand- und Symmetriebedingungen sind unverändert gegen-
über den in Abschnitt 4.3.1 vorgestellten Simulationen.
• Numerische Lösung : Als Zeitintegrationsverfahren kommt die Θ-Methode mit Θ = 1
in Verbindung mit einem konstanten Zeitschritt ∆t = 10ms zum Einsatz. Die
Linearisierung erfolgt mithilfe des Verfahrens der sukzessiven Substitution bei ei-
nem Abbruchkriterium von ǫnlin = 1 · 10−3. Zur Lösung der entstehenden linea-
ren Gleichungssysteme wird wie zuvor das algebraische Mehrgitterverfahren aus
der TRILINOS-Biliothek zur Vorkonditionierung im Rahmen eines cg-Verfahrens
eingesetzt [150]. Dabei gelten dieselben Bedingungen zur Anwendbarkeit bezüglich
nicht leitfähiger Untergebiete. Weiterhin werden die Simulationen auf einer 32-Bit-
Plattform mit den daraus resultierenden Einschränkungen bezüglich der erreichbaren
Modellgröße durchgeführt.
• Nachbearbeitung : Die Bestimmung der Wirbelstromverluste erfolgt unmittelbar in
MATLAB R©, wobei grundsätzlich auch die Möglichkeit besteht, eine Visualisierung
der berechneten Felddaten im Rahmen von CST EM STUDIOR© durchzuführen.
Bevor jedoch die in Abschnitt 4.2.3 beschriebene Methode zur Modellierung des Strahl-
rohrs eingesetzt wird, erfolgt zunächst eine Validierung anhand eines einfachen Beispiels
mit bekannter analytischer Lösung. Dazu wird die in Abbildung 4.21(a) dargestellte leitfä-
hige Scheibe mit einer Dicke δ ≪ r einer zeitlich veränderlichen magnetischen Flussdichte
ausgesetzt. Die Anregung erfolgt in Form einer sinusförmigen Schwingung der Frequenz
f = 50Hz gemäß Abbildung 4.21(b). Der Radius der Scheibe beträgt im vorliegenden
Beispiel r = 0.2m, während in dieser Simulationsreihe deren Dicke δ im Bereich zwi-
schen 1mm und 0.001mm in mehreren Stufen variiert wird. Als Vergleichsgröße dient
die mittlere, durch Wirbelströme in der leitfähigen Scheibe induzierte Leistung über eine
Schwindungsperiode der Dauer 20ms. Wenngleich bei dem gegebenen Anregungssignal die
Möglichkeit zu einer Lösung des Feldproblems im Frequenzbereich (engl. „frequency do-
main“, FD) besteht, erfolgen die Simulationen im Zeitbereich (engl. „time domain“, TD)
um auch diesen Teil des Simulationswerkzeuges in die Validierung einzubeziehen. Der Ver-
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Abbildung 4.21: (a) Dünne leitfähige Scheibe in homogenem Magnetfeld. (b) Zeitlicher Ver-
lauf der von außen aufgeprägten magnetischen Flussdichte.
gleich wird jedoch gegenüber einer analytischen Lösung im Frequenzbereich durchgeführt.
Für das betrachtete Beispiel ergibt sich diese unter den zulässigen Vereinfachungen be-
züglich der räumlichen Variation der Feld- und Flussgrößen sowie der im Vergleich zum
Radius geringen Dicke der Scheibe aus der Lösung eines eindimensionalen Problems zu
PFDv =
1
2
σδπ3f 2 |Bz|2 r4 . (4.43)
Dabei bezeichnet Bz die komplexe Amplitude der eingeprägten magnetischen Flussdichte
in z-Richtung [155]. Aus der Simulation im Zeitbereich mit einer konstanten Schrittweite
von ∆t = 1ms wird die mittlere Leistung über eine Periode T der Sinusschwingung gemäß
PTDv =
1
T
∫ T
0
p(t)dt (4.44)
aus der Verlustleistung p(t) an den diskreten Zeitpunkten bestimmt. In Tabelle 4.7 ist der
aus dem Vergleich von PFDv mit P
TD
v resultierende relative Fehler in der mittleren Verlust-
leistung für verschiedene Schichtdicken δ aufgeführt. Die verbleibenden Unterschiede zur
analytischen Lösung sind dem räumlichen und zeitlichen Diskretisierungsfehler zuzuord-
nen. Zu beobachten ist, dass die Anzahl zur Lösung des Gleichungssystems notwendiger
Iterationen innerhalb des cg-Verfahrens bei der Verwendung der Modellierung für dünne
Schichten unabhängig von der Dicke δ ist. Dies ist zu erwarten, da das zugrundeliegende
Gitter innerhalb dieser Simulationsreihe identisch bleibt und lediglich eine lokale Modifi-
kation der Einträge der Massenmatrix erfolgt, die sich bei den verwendeten Parametern
noch nicht negativ auf die Konditionszahl auswirkt. Damit bleibt im Fall des cg-Verfahrens
auch die Iterationszahl zum Erreichen einer vorgegebenen Genauigkeitsschranke konstant.
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Schichtdicke relativer # cg-Iterationen # cg-Iterationen
δ / mm Fehler / % mit Schichtmodell ohne Schichtmodell
1.0 1.22 14 39
0.1 1.14 14 86
0.01 1.12 14 132
0.001 0.93 14 ∞
Tabelle 4.7: Relativer Fehler gegenüber analytischer Lösung bei variierender Schichtdicke δ.
Benötigte Anzahl an Schritten bei der iterativen Lösung der Gleichungssyste-
me innerhalb des Zeitschrittverfahrens unter Verwendung der Modellierung für
dünne Schichten und bei Auflösung der Schicht durch ein Volumengitter.
In der letzten Spalte sind zum Vergleich die bei einer vollständigen räumlichen Auflösung
der dünnen Schicht im Volumengitter erforderlichen Iterationszahlen korrespondierend zu
demselben Genauigkeitsniveau angegeben. Der notwendige numerische Aufwand, gemes-
sen über die Anzahl an Iterationsschritten bei der Lösung der Gleichungssysteme, ist in
diesem Fall wesentlich höher. Bei reduzierter Schichtdicke steigt zusätzlich aufgrund der
ungünstigen Längenverhältnisse innerhalb der Tetraeder die Konditionszahl und in der Fol-
ge die Anzahl an Iterationsschritten an. Für den Fall δ = 0.001mm kann die vorgegebene
Residuenschranke nicht mehr erreicht werden.
In einer weiteren Simulationsreihe wird dasselbe Verfahren zur Bestimmung der Wirbel-
stromverluste im elliptischen Strahlrohr innerhalb des beschriebenen Modells des SIS-100-
Magneten angewandt. Bisher wurde stets einer der entlang des gesamten Umfangs des
geplanten Beschleunigerrings angeordneten Magneten separat betrachtet. Dies ist zuläs-
sig, da der Abstand ausreichend groß ist, um von einer vernachlässigbaren Wechselwirkung
zwischen benachbarten Magneten ausgehen zu können. Das Strahlrohr ist jedoch über den
Ring geschlossen und verläuft durch alle beteiligten Magneten. Um dennoch eine isolierte
Simulation durchführen zu können, müssen entsprechende Annahmen zu dem Verlauf der
im Strahlrohr induzierten Wirbelströme über den gesamten Ring getroffen werden. Die
Wahl der Modellierung und auch der praktischen Ausführung in dieser Hinsicht hat einen
Einfluss auf die Höhe der zu erwartenden Wirbelstromverluste [156]. Die dort für eine
Modellierung im Rahmen einer zweidimensionalen Approximation beschriebenen Anwen-
dungsszenarien lassen sich auch auf den an dieser Stelle relevanten dreidimensionalen Fall
übertragen. Es kann somit zwischen den folgenden Modellierungsmöglichkeiten unterschie-
den werden:
1. Die Segmente des Strahlrohrs innerhalb der einzelnen Magnete sind elektrisch leitend
verbunden. Induzierte Wirbelströme können den Übergang zwischen benachbarten
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Abbildung 4.22: Zeitlicher Verlauf der Verlustleistung für unterschiedliche Werte δ im Be-
reich von 0.1mm bis 0.9mm der Dicke des Strahlrohrs bei einer Dis-
kretisierung mit ±50 000 Freiheitsgraden: (a) Im Magnetjoch in Verbin-
dung mit Materialmodell B und einer konstanten relativen Permeabilität
µr,z = 15. (b) Im elliptischen Strahlrohr unter Verwendung der Modellie-
rung als dünne Schicht.
Magneten passieren. Dies wird durch eine homogene Dirichlet-Randbedingung in-
nerhalb des numerischen Modells erreicht.
2. Im Fall eines erhöhten Übergangswiderstands zwischen den zu benachbarten Ma-
gneten gehörigen Strahlrohrsegmenten kann der resultierende endliche Widerstand
des gesamten Strahlrohrs durch eine inhomogene Neumann-Randbedingung in das
Modell eingebracht werden.
3. Den Gegensatz zu Variante 1 stellt die Einprägung einer homogenen Neumann-
Randbedingung für das Strahlrohr an der Begrenzung des betrachteten Volumens
dar. Dadurch wird erzwungen, dass keine Wirbelstöme über das Strahlrohr zwischen
benachbarten Magneten fließen. Dies kommt einer, in der Praxis nicht gewünschten,
galvanischen Trennung der Strahlrohrsegmente gleich.
Für die im folgenden vorgestellten Simulationen wird Variante 1 eingesetzt, um eine Ab-
schätzung der oberen Grenze der zu erwartenden Verluste zu erhalten. Abbildung 4.22(a)
zeigt die Ergebnisse für die berechneten Wirbelstromverluste im Magnetjoch. Diese unter-
scheiden sich für verschiedene Schichtdicken lediglich im Rahmen der jeweils vorgegebenen
Residuentoleranz innerhalb des nichtlinearen Lösungsverfahrens. Der Kurvenverlauf zeigt
das bereits in Abschnitt 4.3.2 für das Materialmodell B beobachtete Verhalten. Dem-
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Schichtdicke Verluste Verluste relative Gesamt-
δ / mm Strahlrohr / J Magnetjoch / J verluste / J/m
0.1 1.30 33.94 29.36
0.3 3.89 33.94 31.52
0.5 6.48 33.95 33.69
0.7 9.07 33.92 35.83
0.9 11.65 33.88 37.95
Tabelle 4.8: Wirbelstromverluste innerhalb des Magneten bei unterschiedlicher Dicke des
leitfähigen Strahlrohrs für die einzelnen betrachteten Komponenten.
gegenüber ist in Abbildung 4.22(b) die separat ausgewertete Verlustleistung innerhalb
des dünnen leitfähigen Strahlrohrs aufgetragen. Da in linearen Materialien die induzier-
te elektrische Feldstärke proportional zur Änderungsrate der magnetischen Flussdichte
ist, verlaufen die Kurven auf der ansteigenden beziehungsweise abfallenden Flanke des
verwendeten dreiecksförmigen Anregungssignals konstant. Bei beginnender Sättigung des
ferromagnetischen Eisenjochs verlangsamt sich die Änderungsrate der magnetischen Fluss-
dichte geringfügig. In der Folge sinkt auch die induzierte Verlustleistung in der Nähe des
maximalen Anregungsstroms bei t = 0.5 s. In Tabelle 4.8 sind die entsprechenden, durch
zeitliche Integration erhaltenen Werte der Wirbelstromverluste bei unterschiedlicher Dicke
des Strahlrohrs verzeichnet. Die letzte Spalte enthält zusätzlich den Wert der gesamten in
diesem Modell auftretenden Wirbelstromverluste bezogen auf die Länge des Magnetjochs.
Anhand der zweiten Spalte ist der annähernd lineare Zusammenhang zwischen der Dicke
des Strahlrohrs und der Höhe der resultierenden Verluste in diesem Modellteil erkennbar.
Erwartungsgemäß ist der Wert der ausschließlich im Magnetjoch auftretenden Verluste
weitgehend unabhängig von der Präsenz und Ausführung des Strahlrohrs.
Wie bereits in Abschnitt 4.3.3 dargestellt, hängt die Höhe der berechneten Wirbelstrom-
verluste im Magnetjoch deutlich von der verwendeten Gitterauflösung ab, insbesondere
in Abwesenheit einer speziellen Verfeinerung in den Endbereichen des Magneten. Beim
Vergleich der in der dritten Spalte von Tabelle 4.8 aufgeführten Ergebnisse mit dem in Ta-
belle 4.5 verzeichneten Wert bei einer Diskretisierung mit 300 000 Freiheitsgraden nullter
Ordnung zeigt sich bereits eine Abweichung von 100%. Selbst diese räumliche Auflösung ist
aufgrund der Beschränkung der vorliegenden Implementierung auf eine 32-Bit-Plattform
an dieser Stelle nicht erreichbar. Die Größenordnung der berechneten Verluste liegt jedoch
in dem nach Abbildung 4.20(b) auf der Basis einer Extrapolation in Richtung einer gerin-
geren Anzahl an Freiheitsgraden zu erwartenden Bereich. Der resultierende relative Fehler
ist dementsprechend groß. In Tabelle 4.9 sind die Werte der Wirbelstromverluste bei der
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Anzahl Verluste Verluste relative Gesamt-
Freiheitsgrade Strahlrohr / J Magnetjoch / J verluste / J/m
50 000 3.89 33.94 31.52
90 000 3.93 28.41 26.95
Tabelle 4.9: Vergleich der Werte der Wirbelstromverluste im Magnetjoch sowie im Strahl-
rohr bei einer Schichtdicke δ = 0.3mm für verschiedene Diskretisierungstufen
in Verbindung mit Ansatzfunktionen nullter Ordnung.
Verwendung einer höheren, jedoch dennnoch nicht ausreichenden Diskretisierungsstufe in
Verbindung mit einer Schichtdicke von δ = 0.3mm aufgeführt. Während die berechne-
ten Verluste im Strahlrohr nur eine geringe Veränderung zeigen, sinkt die Verlustleistung
im Magnetjoch analog zu der in Abschnitt 4.3.3 durchgeführten Konvergenzuntersuchung
deutlich ab. Somit bleibt festzuhalten, dass mit der beschriebenen Modellierung des Strahl-
rohrs eine gute Abschätzung der in diesem Modellteil entstehenden Wirbelstromverluste
gefunden werden kann. Zur Bestimmung zuverlässiger Werte ist jedoch der Wechsel auf
eine 64-Bit-Plattform zur Überwindung der Problematik des begrenzten Arbeitsspeichers
erforderlich. Eine weitere Möglichkeit besteht in der Implementierung der spezifischen
Modellierung des Strahlrohrs innerhalb des ebenfalls vorgestellten parallelisierten Simula-
tionswerkzeuges. Das beschriebene Vorgehen kann unmittelbar auf den Einsatz innerhalb
einer Finite-Elemente-Diskretisierung höherer Ordnung durch die Wahl entsprechender
Ansatzfunktionen auf der Triangulierung der Oberfläche verallgemeinert werden.
4.4 Untersuchung der magnetischen Flussdichte im
Öffnungsbereich
Als zweite Hauptanforderung an die zum Einsatz im Synchrotron SIS-100 vorgesehenen
Dipolmagnete gilt die Einhaltung eines strengen Grenzwertes bezüglich der von dem ho-
mogenen Dipolfeld im Öffnungsbereich abweichenden Anteile der magnetischen Flussdich-
te. Deren relativer Anteil sollte einen Wert von 6 · 10−4 nicht übersteigen. Neben den
geometriebedingten Fehlern, die auch im Inneren des Magneten auftreten, spielen auch
dreidimensionale Effekte, die in den Endbereichen durch die Krümmung der Spule so-
wie induzierte Wirbelströme entstehen, eine Rolle. Zur Untersuchung der Eigenschaften
der magnetischen Flussdichte im Öffnungsbereich des Magneten wird im folgenden der
in Abbildung 4.23(a) dargestellte Aufbau verwendet. Gegenüber der in Abschnitt 4.3 be-
trachteten Referenzgeometrie in Verbindung mit der herkömmlichen Spulenanordnung ist
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Abbildung 4.23: (a) Zur Untersuchung der Homogenität der magnetischen Flussdichte ein-
gesetztes, auf ℓ = 0.5m verkürztes Modell des SIS-100-Magneten; (b) me-
tallisches Strahlrohr im Öffnungsbereich; (c) Modifikationen der Jochgeo-
metrie mit dem Ziel der Verbesserung der Feldqualität.
insbesondere die Länge ℓ des Magneten von 1.2m auf 0.5m verkürzt. Dies dient der Re-
duktion des Aufwands bei der numerischen Berechnung und führt zu einer Überbetonung
der am Rand auftretenden Störungen bezogen auf die Länge des Magneten. Qualitativ tre-
ten jedoch an dem verkürzten Modell dieselben Effekte auf wie an einem Magneten voller
Länge. Weiterhin ist das Magnetjoch im Querschnitt an den vier Ecken abgeflacht. Abbil-
dung 4.23(b) zeigt das im Öffnungsbereich eingebrachte, aus Edelstahl gefertigte elliptische
Strahlrohr in einer vergrößerten Darstellung. Im Rahmen der im folgenden vorgestell-
ten statischen Simulationen wird es jedoch aufgrund seiner magnetischen Eigenschaften
(µr ≈ 1) zunächst nicht berücksichtigt. Bei zeitabhängiger Änderung der magnetischen
Flussdichte im Rahmen des Beschleunigungszyklus wird das Strahlrohr auf der Basis der
elektrischen Leitfähigkeit σ = 2 · 106 S/m in die Simulationen einbezogen. Dabei erfolgt die
Modellierung in diesem Fall nicht unter Verwendung von Oberflächenelementen. Vielmehr
wird das Strahlrohr mit einer Dicke von 1mm innerhalb der Volumendiskretisierung be-
rücksichtigt. Dies führt zu der in Abschnitt 4.3.4 beschriebenen negativen Auswirkung auf
die numerischen Eigenschaften der zu lösenden Gleichungssysteme, welche an dieser Stelle
jedoch in Kauf genommen werden. Bei der Verwendung des für die Dicke vorgesehenen
Wertes von 0.3mm muss jedoch auf Oberflächenelemente zurückgegriffen werden, insbe-
sondere im Fall der vollen Magnetlänge von 3.002m. Desweiteren werden in den folgenden
Simulationen die zur Verbesserung der Feldqualität vorgeschlagenen Modifikationen am
Magnetjoch in Abbildung 4.23(c) berücksichtigt. Durch den in das Eisen eingebrachten
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Luftschlitz erfolgt eine Führung des magnetischen Flusses in die oberen und unteren Be-
reiche des Magnetjochs mit dem Ziel eines möglichst senkrechten Eintritts in den Öffnungs-
bereich zur Erzeugung des gewünschten homogenen Dipolfeldes. Die Aussparungen an den
Ecken des im Querschnitt betrachteten Öffnungsbereiches führen zu einer Absenkung der
magnetischen Flussdichte in ihrer Umgebung. Dadurch wird der Bereich der homogenen
Flussverteilung in Richtung der Spulen am Rand vergrößert.
Zur numerischen Berechnung der elektromagnetischen Felder wird das in Abschnitt 4.3.1
für die Bestimmung der Wirbelstromverluste auf der Basis der Methode der Finiten Ele-
mente eingesetzte Simulationswerkzeug verwendet. Zum Zweck der im folgenden unter an-
derem vorgestellten magnetostatischen Simulationen wird eine entsprechende Anpassung
unter Beibehaltung des nichtlinearen Lösungsverfahrens vorgenommen.
4.4.1 Analytische Darstellung der magnetischen Flussdichte
Zur Herleitung eines Maßes für die Homogenität einer gegebenen räumlichen Verteilung
der magnetischen Flussdichte erfolgt zunächst eine Betrachtung unter Abwesenheit einer
zeitlichen Variation. Im Öffnungsbereich des Magneten innerhalb des elliptischen Strahl-
rohrs befindet sich ein homogenes Medium. Wird der im tatsächlichen Betrieb durchaus
vorhandenen Strahlstrom, bedingt durch die Bewegung geladener Teilchen im Synchro-
tron, nicht berücksichtigt, ist dieser Bereich desweiteren frei von einer extern eingeprägten
Stromdichte. Im statischen Fall folgt daher aus den Maxwellschen Gleichungen neben der
Divergenzfreiheit der magnetischen Flussdichte auch deren Rotationsfreiheit. Insofern kann
sowohl ein skalares Potential ψ als auch ein Vektorpotential ~A zur Beschreibung verwendet
werden. Mit ~B = −∇ψ beziehungsweise ~B = ∇× ~A ergeben sich die beiden äquivalenten
Potentialdarstellungen gemäß
−∇· (∇ψ) = 0 , (4.45)
∇×
(
∇× ~A
)
= 0 . (4.46)
Aus der Lösung jeder dieser beiden homogenen gewöhnlichen Differentialgleichungen kann
gleichermaßen eine allgemeine Darstellung für die magnetische Flussdichte durch Anwen-
dung der zugehörigen Differentialoperatoren gefunden werden.
Zweidimensionale Betrachtung
Im Rahmen der Entwicklung und Optimierung eines Designs für lange Magnete, wie den
hier betrachteten SIS-100-Dipol, wird häufig zunächst eine zweidimensionale Untersuchung
der Feldqualität auf dem Querschnitt vorgenommen. Voraussetzung für die Gültigkeit die-
ser Approximation ist eine gegenüber der Diagonalen der Querschnittsfläche große Länge
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des Magneten. In diesem Fall ist die transversale Verteilung der magnetischen Flussdichte
in der (x, y)-Ebene über einen weiten Bereich invariant gegenüber einer longitudinalen
Verschiebung in Strahlrichtung z. Somit verschwindet zum einen die partielle Ableitung
∂/∂z und zum anderen kann die Modellierung mittels des Vektorpotentials ~A über eine
einzelne Komponente ~A = Az~ez erfolgen. Im folgenden wird die Laplace-Gleichung (4.45)
für das Skalarpotential ψ in zylindrischen Koordinaten x = r cosφ, y = r sinφ bei z = 0
betrachtet. Über den Separationsansatz kann die Darstellung
ψ =
∑
n
rn
(
bˆn sin (nφ) + aˆn cos (nφ)
)
(4.47)
der allgemeinen Lösung für ψ unter den genannten Bedingungen angegeben werden [157].
Daraus ergibt sich durch Bildung des Gradienten innerhalb der (r, φ)-Ebene die radiale
sowie die azimutale Komponente der magnetischen Flussdichte zu
Br(r, φ) = −
∞∑
n=1
nrn−1
(
bˆn sin(nφ) + aˆn cos(nφ)
)
, (4.48)
Bφ(r, φ) = −
∞∑
n=1
nrn−1
(
bˆn cos(nφ)− aˆn sin(nφ)
)
. (4.49)
Die Koeffizienten aˆn und bˆn geben dabei die schiefsymmetrische (engl. „skew multipole“)
beziehungsweise normale Polstärke an.
Dreidimensionale Betrachtung
Sind die getroffenen Annahmen bezüglich der Invarianz der transversalen Verteilung der
magnetischen Flussdichte gegenüber longitudinalen Verschiebungen entlang der Strahl-
achse nicht mehr zulässig, so muss zu einer vollständig dreidimensionalen Darstellung
übergegangen werden. Dieser Fall ist insbesondere gegeben, wenn die Betrachtung auf die
Endbereiche von Magneten ausgedehnt wird. Desweiteren kann auf diese Weise auch die
magnetische Flussdichte über den Bereich mehrerer, in Strahlrichtung angeordneter Ma-
gnete angegeben werden. Die Lösung der Laplace-Gleichung in zylindrischen Koordinaten
kann für diesen Fall mit
ψ = −
∞∑
n=0
rn
∞∑
k=0
(−1)k+1 n!
22kk! (n+ k)!
r2k
(
A(2k)n (z) sin (nφ)− A˜(2k)n (z) cos (nφ)
)
(4.50)
angegeben werden [158, 159]. Dabei werden durch A(2k)n (z) und A˜
(2k)
n (z) die 2k-ten Ab-
leitungen von An und A˜n bezüglich der z-Koordinate bezeichnet. Die Koeffizienten An(z)
und A˜n(z) selbst fassen die z-abhängigen Terme der Lösung für ψ zusammen. Desweite-
ren wurde für diese Schreibweise die aus dem Separationsansatz folgende Lösung durch
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die Verwendung der Darstellung der modifizierten Bessel-Funktionen erster Art über ei-
ner Taylor-Reihe eingesetzt [160, 161]. Zur Erhöhung der Übersichtlichkeit der Notation
werden die folgenden Betrachtungen unter Beschränkung auf normale Multipole durch-
geführt. Die für diesen Fall gültige Lösung für das Skalarpotential ψ in Gleichung (4.50)
kann damit auf die Form
ψ = −
∞∑
n=0
rn
∞∑
k=0
r2k (−1)k+1 gn,kA(2k)n (z) sin (nφ) (4.51)
gebracht werden. Dies gilt analog für die schiefsymmetrischen Multipole nach Ersetzung
von A(2k)n (z) durch A˜
(2k)
n (z) sowie der Sinus- durch eine Kosinusabhängigkeit bezüglich der
azimutalen Koordinate. Nach Bildung des Gradienten ergeben sich, unter Beschränkung
auf normale Multipole, die einzelnen Komponenten der magnetischen Flussdichte zu
Br(r, φ, z) =
∞∑
n=0
rn−1
∞∑
k=0
(n+ 2k)r2k (−1)k+1 gn,kA(2k)n (z) sin (nφ) , (4.52)
Bφ(r, φ, z) =
∞∑
n=0
nrn−1
∞∑
k=0
r2k (−1)k+1 gn,kA(2k)n (z) cos (nφ) , (4.53)
Bz(r, φ, z) =
∞∑
n=0
rn
∞∑
k=0
r2k (−1)k+1 gn,kA(2k+1)n (z) sin (nφ) . (4.54)
Somit wird deutlich, dass im allgemeinen dreidimensionalen Fall keine eindeutige Auf-
teilung der einzelnen Beiträge in Form von Multipolen anhand der zugehörigen radialen
Abhängigkeit vorgenommen werden kann. Daher werden die durch eine nicht triviale z-
Abhängigkeit hervorgerufenen Beiträge auch als pseudo-harmonische Multipole be-
zeichnet [159]. Gleichwohl ist die in Form von Gleichung (4.48) und Gleichung (4.49) be-
schriebene zweidimensionale Näherung in den Gleichungen (4.52) bis (4.54) für konstante
Funktionen An(z) = C enthalten. In diesem Fall verschwinden alle Ableitungen von An(z)
bezüglich z und es gilt Bz = 0. Desweiteren ist die Polstärke durch bˆn = gn,0An(z = z0)
gegeben. Weitere Ausführungen zu der Berechnung dreidimensionaler Multipole auf der
Basis von Messungen sowie numerischen Simulationen sind unter anderem in [162, 163, 164]
zu finden.
4.4.2 Definition und Auswertung der Feldqualität
Die Homogenität der magnetischen Flussdichte im Öffnungsbereich des SIS-100-Magneten
wird im Rahmen der kommenden Abschnitte auf der Basis dreidimensionaler Feldsimula-
tionen bewertet. Dennoch werden dabei ausschließlich zweidimensionale Multipole betrach-
tet, die anhand der Auswertung der numerischen Lösung bestimmt werden. Zur Veran-
schaulichung wird in Abbildung 4.24(a) zunächst eine homogene, in z-Richtung invariante
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Abbildung 4.24: Veranschaulichung der Bewertung der Feldqualität: (a) Auswertung der
tangentialen Komponente Bt = Bφ der magnetischen Flussdichte auf ei-
nem Kreis mit dem Radius r0; (b) Verlauf von Bt über dem Winkel φ; (c)
Koeffizienten bn der Entwickung von Bφ in einer Fourierreihe.
Verteilung der magnetischen Flussdichte ~B = B0~ey betrachtet. Deren tangentiale Kompo-
nente Bt = Bφ entlang eines Kreises mit dem Radius r0 ist über dem Winkel φ in Abbil-
dung 4.24(b) dargestellt. Eine Fourieranalyse liefert in diesem Fall die triviale Lösung für
die zugehörigen spektralen Koeffizienten bn der Fourierreihe in Abbildung 4.24(c). Für die-
se Koeffizienten gilt beim Vergleich mit Gleichung (4.49) der Zusammenhang bn = nr
n−1
0 bˆn
mit der Polstärke bˆn. Sie werden auch als kreisförmige Multipolkoeffizienten bezeich-
net. Als Maß zur Quantifizierung der Feldqualität dient das Verhältnis der Koeffizien-
ten an und bn für n 6= 1 zu der an dieser Stelle erwünschten Dipolkomponente b1. Das
Auftreten einzelner Gruppen von Koeffizienten ist an eventuell vorhandene Symmetri-
en in der zugrundeliegenden Feldverteilung gekoppelt. Im Fall einer sogenannten Dipol-
symmetrie verschwinden alle schiefsymmetrischen Koeffizienten an. Weiterhin sind nur
ungerade Ordnungen normaler Multipole b2k−1, k ∈ N zulässig. Dieser Fall ist gegeben,
wenn die felderzeugende Stromverteilung eine negative Spiegelsymmetrie bezüglich der x-
Koordinate sowie eine positive Spiegelsymmetrie in y-Richtung aufweist [111]. Bei den im
folgenden beschriebenen Feldsimulationen wird, wie bereits bei der Bestimmung der Wir-
belstromverluste, zur Reduktion des Größe des numerischen Modells nur ein Achtel des
gesamten Magneten betrachtet. Abbildung 4.25(a) zeigt das für die Berechnungen verwen-
dete Modell des SIS-100-Magneten. Da zur Modellierung der Stromverteilung in CST EM
STUDIO R© ein geschlossener Pfad für die Spulen angegeben werden muss, wird zunächst
die Hälfte der Struktur aufgebaut, während die weitere Einschränkung des Rechengebie-
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Abbildung 4.25: (a) Halbkreise entlang der z-Achse zur Auswertung der magnetischen
Flussdichte; (b) Querschnitt des Magnetmodells mit der y-Komponente
der magnetischen Flussdichte bei z = 0; (c) Auswertung der tangentialen
magnetischen Flussdichte Bt auf einem Halbkreis in der (x, y)-Ebene.
tes durch die Einführung entsprechender Symmetrieebenen bei x = 0 und z = 0 erfolgt.
Durch diese Vorgehensweise wird die oben beschriebene Dipolsymmetrie der Stromvertei-
lung explizit erzwungen. Daher kann das Auftreten schiefsymmetrischer Multipole sowie
der geraden Ordnungen der normalen Multipole auf diese Weise nicht untersucht werden.
Abbildung 4.25(b) zeigt die Verteilung der y-Komponente der magnetischen Flussdichte in
der Ebene bei z = 0 in der Mitte des Magneten. Ein Ansatz zur Quantifizierung der Feld-
qualität besteht in der Auswertung der Feldverteilung in dieser Ebene. In der Mitte des
Magneten ist die Voraussetzung einer verschwindenden z-Komponente der magnetischen
Flussdichte gerechtfertigt. Um jedoch auch den Verlauf der Multipolkoeffizienten entlang
der z-Achse zu beschreiben, werden im Abstand ∆z weitere Ebenen zur Bestimmung der
Multipolkoeffizienten herangezogen. Dabei wird jedoch die in den Endbereichen auftre-
tende Verletzung der Translationsinvarianz nicht berücksichtigt. Insofern ist die korrekte
Reproduktion einer divergenzfreien Verteilung der magnetischen Flussdichte anhand der
auf diese Weise bestimmten Multipole nicht möglich. Zu diesem Zweck müssten die in Glei-
chung (4.53) angegebenen Koeffizienten anhand der Größen An(z) und ihrer zugehörigen
Ableitungen in z-Richtung bestimmt werden. Die Auswertung erfolgt an dieser Stelle an-
hand der Halbkreise in Abbildung 4.25(a). Dabei wird, wie in Abbildung 4.25(c) angedeu-
tet, die tangentiale Komponente der magnetischen Flussdichte entlang der einzelnen Halb-
kreises auf der Basis einer numerischen Feldlösung abgelesen. Die Anzahl der Auswertungs-
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punkte muss dabei so gewählt werden, dass eine ausreichende Auflösung der gewünschten
maximalen Ordnung der Multipolkoeffizienten gewährleistet ist. Aus den so gewonnenen
Abtastwerten der azimutalen Komponente der magnetischen Flussdichte Bφ(r = r0, φi) in
den diskreten Winkelschritten φi folgen durch eine diskrete Fouriertransformation (DFT)
die entsprechenden Multipolkoeffizienten an und bn. Diese können anhand der verschie-
denen, vorab definierten, Ebenen entlang der z-Richtung aufgetragen werden. Auf diese
Weise kann das longitudinale Verhalten der transversalen Felder beschrieben werden. Im
Unterschied dazu besteht auch die Möglichkeit einer vollständigen Entwicklung der dreidi-
mensionalen Feldverteilung in entsprechende Multipole [160, 163, 164]. Von dieser Variante
wird jedoch an dieser Stelle kein Gebrauch gemacht. Um dennoch eine Aussage über den
Einfluss der unerwünschten Feldkomponenten auf den in z-Richtung durch den Magne-
ten verlaufenden Strahl zu erhalten, erfolgt eine Integration der transversalen Multipole
entlang der Strahlrichtung. Die integralen Multipolkoeffizienten sind dabei durch
bintn =
∫ zmax
z=0
g(z)bn(z)dz∫ zmax
z=0
g(z)dz
(4.55)
mit einer Gewichtsfunktion g(z) definiert, welche in diesem Fall zu g(z) = 1/b1(z) gewählt
wird. Mithilfe der integralen Koeffizienten kann eine Abschätzung über die zu erwarten-
de Feldqualität bei in z-Richtung sehr lang ausgedehnten Strukturen wie dem in diesem
Fall vorliegenden SIS-100-Magneten bestimmt werden. Dazu werden zunächst die kreisför-
migen Multipolkoeffizienten b′n(z) anhand eines gegenüber der tatsächlichen Länge ℓ auf
die Länge ℓ′ verkürzten und von z = −ℓ′ bis z = ℓ′ ausgedehnten Magneten berechnet.
Unter der Voraussetzung einer Länge ℓ′, die ausreichend groß gegenüber der Diagonalen
der Querschnittsfläche ist, weisen die entsprechenden Multipolkoeffizienten nur noch eine
geringe Variation gegenüber der z-Koordinate auf. Daher können die Multipolkoeffizienten
bn(z) des Magneten der vollen Länge ℓ durch
bn(z) =
b′n(z = 0) für 0 ≤ z ≤ ℓ− ℓ′b′n(z − ℓ+ ℓ′) für ℓ− ℓ′ ≤ z ≤ ℓ (4.56)
approximiert werden. Damit wird die Feldverteilung als in z-Richtung konstant ab der
Ebene z = ℓ − ℓ′ für z ∈ [0, ℓ− ℓ′] angenommen. Durch Einsetzen der Koeffizienten aus
Gleichung (4.56) in Gleichung (4.55) ergeben sich die näherungsweisen integralen Multipol-
koeffizienten für den Magneten der Länge ℓ auf der Basis der Simulation einer verkürzten
Anordnung.
Im Hinblick auf das elliptische Strahlrohr und die ebensolche Form des Teilchenstrahls
erscheint die Bestimmung elliptischer Multipole sinnvoll, da auf diese Weise der vom Strahl
eingenommene Raum besser in den Werten der Feldqualität abgedeckt wird [165]. Aus den
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entsprechend auf einer elliptischen Kurve aufgenommenen Felddaten können durch eine
Koordinatentransformation auch die kreisförmigen Multipole zurückgewonnen werden. Im
folgenden werden dennoch nur die letztgenannten behandelt.
4.4.3 Feldqualität im statischen Fall
Die vorgestellten Berechnungen erfolgen auf der Basis der Methode der Finiten Elemen-
te. Dazu wird im wesentlichen das in Abschnitt 4.3.1 vorgestellte Simulationswerkzeug
verwendet. Somit stehen Ansatzfunktionen unterschiedlicher Ordnung in einer paralleli-
sierten Simulationsumgebung zur Verfügung. Während in den bisherigen Untersuchungen
stets transiente Berechnungen durchgeführt wurden, erfolgt an dieser Stelle zunächst ei-
ne Untersuchung der Homogenität der magnetischen Flussdichte im Öffnungsbereich des
SIS-100-Magneten auf der Basis magnetostatischer Simulationen. In der Folge wird das
metallische Strahlrohr unter Vernachlässigung der magnetischen Eigenschaften (µr ≈ 1)
nicht modelliert. Weiterhin wird bei der Homogenisierung des lamellierten Magnetjochs
von einem Packungsfaktor γpk = 1.0 ausgegangen. Zur Approximation des magnetischen
Vektorpotentials in der in Gleichung (3.100) gegebenen Formulierung kommen vektoriel-
le Ansatzfunktionen mit tangentialer Stetigkeit zum Einsatz. Die Bestimmung der Feld-
qualität erfolgt bei dem höchsten, im Betrieb vorgesehenen, Niveau der magnetischen
Flussdichte von 2.1T. Dies entspricht einem Strom von 48 kA in den Magnetspulen. Zur
Berücksichtigung der ferromagnetischen Sättigung wird das in Abschnitt 4.2.1 innerhalb je-
des einzelnen Zeitschritts eingesetzte Newton-Verfahren im statischen Grenzfall d/dt→ 0
verwendet. Der zeitliche Aufwand der im folgenden vorgestellten Simulationen ist im Ver-
gleich zu den im Rahmen der Berechnung der Wirbelstromverluste im transienten Betrieb
benötigten gering, da das zugehörige nichtlineare Gleichungssystem lediglich einmal ge-
löst werden muss. Die Anzahl notwendiger Schritte innerhalb des angewandten Newton-
Verfahrens ist jedoch höher, da keine geeignete Anfangslösung wie innerhalb des transi-
enten Verfahrens vorgegeben werden kann. In der Folge ist bei vergleichbarem zeitlichen
Aufwand auch der Einsatz von Ansatzfunktionen zweiter Ordnung möglich. Unter Ver-
wendung einer räumlichen Diskretisierung bestehend aus 120 000 Tetraedern bei 140 000
Gitterkanten führt dies zu einer Anzahl an Freiheitsgraden von etwa zwei Millionen. Die
Simulationszeit auf einem Prozessor mit vier Rechenkernen liegt in diesem Fall bei sie-
ben Stunden [166]. Abbildung 4.26(a) zeigt die Auswertung der drei niedrigsten nicht
verschwindenden Multipolkoeffizienten auf der Basis einer unter diesen Bedingungen be-
stimmten Feldlösung. Der Referenzradius beträgt dabei r0 = 25mm. Die Bestimmung der
transversalen Feldqualität erfolgt in Ebenen in z-Richtung im Abstand ∆z = 1mm. Der
Verlauf des Betrags der dargestellten Multipolkoeffizienten ist von der Mitte des Magne-
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Abbildung 4.26: (a) Betrag der relativen Multipolkoeffizienten für n = 3, 5, 7 in halblo-
garithmischer Darstellung gegenüber der Position der Auswertungsebene
in z-Richtung bei der Verwendung von Ansatzfunktionen 2. Ordnung; (b)
Betrag des relativen Multipolkoeffizienten für n = 3 bei der Verwendung
unterschiedlicher Ordnung der Ansatzfunktionen.
ten bei z = 0 aus gesehen konstant bis zu einer Position von etwa z = 180mm. Im Fall
der relativen Sextupolkomponente |b3/b1| erfolgt ab dieser Stelle zunächst eine spitzen-
förmige Verringerung, die im Anschluss in eine starke Verschlechterung der Feldqualität
in Richtung des Endbereichs des Magneten mündet. Ein ähnliches Verhalten kann bei
der relativen Dekapolkomponente |b5/b1| ab z = 210mm beobachtet werden. Hingegen
liegen die Komponente |b7/b1| sowie alle höheren relativen Multipolkoeffizienten über die
gesamte betrachtete Länge des Magnetjochs unterhalb der durch die geplante Anwendung
geforderten Schranke von 6 · 10−4. Die bei allen dargestellten Koeffizienten zu beobach-
tende Verschlechterung der Feldqualität ist auf die im Endbereich auftretende Verzerrung
der Feldverteilung durch die notwendige Biegung der Spulen zurückzuführen. Auch loka-
le Effekte bedingt durch die ferromagnetische Sättigung in diesem Bereich tragen zu der
Erhöhung der entsprechenden Multipolkoeffizienten bei. Zur Untersuchung der Abhängig-
keit der erzielten Ergebnisse von der räumlichen Approximation wurden die Simulationen
unter Verwendung eines identischen Gitters bestehend aus 140 000 Kanten in Verbindung
mit Ansatzfunktionen unterschiedlicher Ordnung wiederholt. In Abbildung 4.26(b) ist die
relative Sextupolkomponente über der Länge in z-Richtung bei der Verwendung von An-
satzfunktionen nullter, erster und zweiter Ordnung dargestellt. Im Fall nullter Ordnung
zeigt der Kurvenverlauf eine starke Welligkeit. Dies ist bedingt durch die Tatsache, dass
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Ordnung Anzahl Frei- benötigter Arbeits- Simulations- integraler Multipol-
p heitsgrade speicher / GiB dauer / h koeffizient bint3 / 1 · 10−4
0 140 000 0.16 0.05 16.80
1 500 000 0.70 0.75 33.06
2 2 000 000 2.80 6.25 32.79
Tabelle 4.10: Vergleich der Simulationen bei unterschiedlicher Ordnung von Ansatzfunk-
tionen anhand einer identischen räumlichen Diskretisierung bestehend aus
120 000 Tetraedern. Die Simulationsdauer bezieht sich auf die Ausführung
auf einem Prozessor mit vier Kernen bei einer Taktfrequenz von 2.4GHz und
16GiB Arbeitsspeicher.
bei dieser Form der Diskretisierung konstruktionsbedingt die Rotation des magnetischen
Vektorpotentials ~B = ∇× ~A stückweise konstant über die einzelnen Tetraeder verläuft. Bei
der Verwendung einer feineren Diskretisierung reduziert sich zwar die Welligkeit, jedoch
kann dennoch kein vollständig glatter Verlauf erwartet werden. Hingegen sind die Kurven
korrespondierend zu den beiden verwendeten Ansatzfunktionen höherer Ordnung bereits
visuell kaum mehr zu unterscheiden. Sie verlaufen, ebenfalls bedingt durch die höhere
Anzahl resultierender Freiheitsgrade, wesentlich glatter. In Tabelle 4.10 sind die Eckdaten
der Simulationen zusammen mit den resultierenden integralen Multipolkoeffizienten gemäß
Gleichung (4.55) zusammengefasst. Die deutliche Veränderung des integralen Koeffizien-
ten beim Übergang von Ansatzfunktionen nullter Ordnung zu höherer Ordnung bestätigt
die Notwendigkeit des Einsatzes der letztgenannten zur Erzielung zuverlässiger Ergebnis-
se. Jedoch erscheint die Verwendung von Ansatzfunktionen erster Ordnung im Hinblick
auf die Simulationszeit verglichen mit der Veränderung in den integralen Multipolkoeffi-
zienten als ausreichend. Insbesondere für die in Abschnitt 4.4.4 behandelten transienten
Simulationen ist anderenfalls eine inakzeptabel lange Simulationsdauer zu erwarten.
Bei der logarithmischen Darstellung der relativen Multipolkoeffizienten in Abbildung 4.26
geht durch die Bildung des Absolutbetrags die Information über das Vorzeichen der Kom-
ponenten verloren. Diese wird jedoch für eventuelle Korrekturmaßnahmen zur Kompensa-
tion einzelner Multipole benötigt. Da die Größenordnung der an dieser Stelle betrachteten
Koeffienten in einer linearen Darstellung weit auseinander liegt, zeigt Abbildung 4.27(a)
zunächst nur die Sextupolkomponente. Dabei ist der Verlauf der Abweichung in z-Richtung
nur bis zu einer Amplitude von ±1 · 10−2 dargestellt um eine weitere Verkleinerung der
Skalierung zu vermeiden. Zu beobachten ist, dass der Sextupolkoeffizient zunächst in der-
selben Richtung wie das Dipolfeld orientiert ist. Etwa bei der Position z = 190mm erfolgt
jedoch ein Vorzeichenwechsel. Im weiteren Verlauf treten deutlich größere Abweichungen
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Abbildung 4.27: Verlauf der relativen Multipolkoeffizienten bn(z)/b1(z) in linearer Darstel-
lung: (a) Für n = 3 sowie (b) für n = 5 und n = 7 bei zehnfacher Stre-
ckung der Ordinate.
von der Abszisse auf als zuvor in positiver Richtung. Demgegenüber sind die Werte der
übrigen Koeffizienten wesentlich kleiner. In Abbildung 4.27(b) ist der entsprechende Ver-
lauf für die relativen Multipole bn(z)/b1(z) mit n = 5 und n = 7 dargestellt. In beiden
Fällen liegen die Werte der Koeffizienten in einem weiten Bereich innerhalb des vorgege-
benen Korridors einer Abweichung von ±6 · 10−4. Erst in einem Bereich einiger Millimeter
vor dem Ende des Magnetjochs nimmt der Wert der für diesen Fall stets positiven Deka-
polkomponente stark zu. Die Multipolkomponente für n = 7 ist in einem weiten Bereich
ebenfalls positiv. In der Umgebung von z = 245mm tritt jedoch eine starke Welligkeit
in Verbindung mit einigen Vorzeichenwechseln zu Tage, die durch das verwendete Verfah-
ren zu Bestimmung der relativen Multipolkoeffizienten über die Division durch b1(z) noch
verstärkt wird. Das Vorzeichen dieser Komponente ist im hier nicht dargestellten Bereich
negativ bei der Annäherung an z = 250mm.
Während die Koeffizienten der höheren Multipole bis auf kleinere Abweichungen im End-
bereich des Magneten bereits im akzeptablen Bereich liegen, sind zur Kompensation der
Sextupolkomponente weitere Korrekturmaßnahmen erforderlich. Im folgenden Abschnitt
erfolgt ein Vergleich dieser Ergebnisse mit den auf der Basis transienter Berechnungen
bestimmten Werten der Multipolkoeffizienten. Dabei wird auch der Einfluss von Wirbel-
stromeffekten sowohl im Magnetjoch als auch im Strahlrohr berücksichtigt.
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Abbildung 4.28: Zeitliche Variation der Stromdichte in den Spulen: (a) Realistischer Be-
triebsfall gemäß [144] und (b) mit einer, für die Durchführung der nume-
rischen Simulationen auf 0.1 s verkürzten Injektionsphase.
4.4.4 Untersuchung der Feldqualität bei zeitabhängiger Anregung
Bedingt durch Wirbelströme sowie lokale Sättigungseffekte innerhalb des Eisenjochs des
SIS-100-Magneten können bei der im Betrieb notwendigen zeitlichen Variation der magne-
tischen Flussdichte innerhalb des Öffnungsbereiches zusätzliche Störungen des Dipolfeldes
hervorgerufen werden. Zur Untersuchung dieser Einflüsse werden, wie bereits bei der Be-
stimmung der durch Wirbelstöme induzierten Verluste, magnetoquasistatische Simulatio-
nen ausgeführt. Die Eckpunkte des Simulationablaufes sowie die verwendeten Parameter
stimmen im wesentlichen mit den in Abschnitt 4.3.1 erwähnten überein, wobei notwendige
Abweichungen und Spezialisierungen im folgenden angesprochen werden. Die Simulatio-
nen erfolgen mittels der Methode der Finiten Elemente. Im Rahmen der Formulierung un-
ter Verwendung des modifizierten magnetischen Vektorpotentials kommen an dieser Stelle
ausschließlich tangential stetige vektorielle Ansatzfunktionen erster Ordnung zum Einsatz.
Wie im vorangegangenen Abschnitt erwähnt, ist die Wahl dieser Ordnung mindestens er-
forderlich, um einen ausreichend glatten Verlauf der magnetischen Flussdichte zur Auswer-
tung der Feldqualität anhand kreisförmiger Multipole zu erhalten. Zur Homogenisierung
des lamellierten Magnetjochs kommt willkürlich Materialmodell B in Verbindung mit einer
konstanten relativen Permeabilität µr,z = 15 zum Einsatz. Dies entspricht einem Packungs-
faktor von γpk = 0.93. Im Unterschied zu den Simulationen bezüglich der Wirbelstrom-
verluste wird der realistische Betriebsfall in Form der in Abbildung 4.28(a) dargestellten
zeitlichen Variation des Stroms in den Spulen vorausgesetzt. Zur Verringerung des nume-
rischen Aufwands bei der Verwendung eines konstanten Zeitschritts ∆t = 10ms wird die
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Injektionsphase zu Beginn des Signals, wie in Abbildung 4.28(b) angedeutet, von 800ms
auf 100ms verkürzt. Dies stellt keine Einschränkung der Allgemeinheit dar, da für den
Zeitraum der Injektion ohnehin eine statische Verteilung der elektromagnetischen Fel-
der vorliegt. Weiterhin wird ein Betriebszyklus isoliert betrachtet, so dass nach erneutem
Erreichen des Anfangsniveaus der Anregung nur noch weitere 100ms in der Simulation be-
rücksichtigt werden, um eventuell auftretende Relaxationseffekte aufzunehmen. Aufgrund
der in Abschnitt 4.3.2 erwähnten, im Vergleich zum untersuchten Zeitintervall, langen
Relaxationszeiten der Wirbelstromeffekte im Magnetjoch liegt somit eine Beschränkung
innerhalb der Untersuchung vor. Im Fall des hier verwendeten, vergleichsweise niedrigen,
Packungsfaktors ist die betreffende Zeitkonstante jedoch relativ klein, so dass eventuel-
le unmittelbare Auswirkungen auf die Feldqualität dennoch beobachtet werden können.
Die folgenden Ergebnisse wurden unter Verwendung einer räumlichen Diskretisierung mit
50 000 Tetraedern durchgeführt. Bei der Verwendung von Ansatzfunktionen erster Ord-
nung resultiert dies in einer Anzahl von 250 000 Freiheitsgraden zur Approximation des
magnetischen Vektorpotentials. Zum Vergleich mit den in Abschnitt 4.4.3 beschriebenen
magnetostatischen Simulationen wird zunächst wiederum der Verlauf der relativen Multi-
polkoeffizienten in z-Richtung betrachtet. Dazu wird in jeder der (x, y)-Ebenen im Abstand
∆z = 1mm der jeweils größte Wert positiven und negativen Vorzeichens der einzelnen
Multipole über das gesamte Simulationsintervall [0, tmax] bestimmt. Da die entsprechen-
den Maxima und Minima nicht zwangsweise an allen räumlichen Positionen zum selben
Zeitpunkt auftreten, ist ein welliger Kurvenverlauf zu erwarten, der jedoch eine obere so-
wie untere Schranke für die Koeffizienten liefert. Somit ist über die beiden ortsabhängigen
Kurven
b+n (z) = max
t∈[0,tmax]
bn(z, t) (4.57)
b−n (z) = min
t∈[0,tmax]
bn(z, t) (4.58)
die Einhüllende der Kurvenschar definiert. Bei der gegebenen Ausrichtung des Magneten
im Koordinatensystem und der gewählten Stromrichtung ergibt sich stets eine negative
Dipolkomponente. Daher wird im Sinne einer Abschätzung des größten zu erwartenden
Fehlers in Form der Multipolkomponenten zur Bestimmung der relativen Koeffizienten
die Werteschar b−1 (z) eingesetzt. In Abbildung 4.29(a) ist die Einhüllende der transienten
Simulationsergebnisse zusammen mit dem Ergebnis der magnetostatischen Simulation für
die relative Sextupolkomponente dargestellt. Vom Mittelpunkt des Magneten aus betrach-
tet führt die statische Simulation bis zu einer Position von z = 170mm zu einer Über-
schätzung der Höhe der Abweichung von dem gewünschten Dipolfeld. In diesem Bereich
liegt die Einhüllende der transienten Simulationen innerhalb der vorgegebenen Toleranz
von ±6 · 10−4. Bei einer weiteren Annäherung an die Endbereiche liegt der betragsmäßig
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Abbildung 4.29: Vergleich zwischen magnetostatischer (d/dt → 0) und magnetoquasista-
tischer Lösung in linearer Darstellung: (a) Für den relativen Multipolko-
effizienten mit n = 3 und (b) mit n = 5 bei zehnfacher Streckung der
Ordinate.
größte Wert negativen Vorzeichens geringfügig unterhalb des aus der statischen Simulati-
on resultierenden. Deutlichere Unterschiede ergeben sich erst in dem nicht dargestellten
Bereich am Rand des Magnetjochs bei ohnehin großen Beträgen der relativen Multipolko-
effizienten. Im Fall des in Abbildung 4.29(b) gezeigten Verlaufs der Dekapolkomponente
zeigen sich größere Abweichungen beim Vergleich der statischen und transienten Simulatio-
nen. Auch hier erfolgt bei der statischen Simulation zunächst eine Überschätzung der Höhe
der Koeffizienten. Jedoch wird der Verlauf bereits bei z = 140mm von der Einhüllenden
b−5 (z)/b
−
1 (z) geschnitten. Weiterhin tritt in Richtung des Endbereichs eine deutliche Ver-
größerung der Koeffizienten negativen Vorzeichens bei der transienten Simulation auf. Dies
lässt auf eine stärkere Auswirkung der Feldverzerrung, bedingt durch Wirbelstromeffekte,
verglichen mit der Sextupolkomponente, schließen. Während bei statischer Betrachtung
das Toleranzgebiet bis zu einer Position z = 235mm nicht verlassen wird, zeigen die Er-
gebnisse der transienten Berechnung bereits in diesem Bereich eine Überschreitung der
negativen Toleranzgrenze.
In einem weiteren Simulationslauf wird der Einfluss des elliptischen Strahlrohrs auf die
Multipolkoeffizienten untersucht. Dabei erfolgt eine direkte Auflösung der dünnwandigen
Struktur innerhalb der Volumendiskretisierung. In der Folge treten große Skalenunterschie-
de innerhalb des Gitters auf, die zu einer Verschlechterung der numerischen Eigenschaften
der resultierenden Gleichungssysteme führen. Dieser Effekt kann durch die Implementie-
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Abbildung 4.30: Einfluss des elliptischen Strahlrohrs einer Dicke von 1mm auf die Multi-
polkoeffizienten in der Ebene bei z = 0 im Mittelpunkt des Magneten bei
zeitlich veränderlicher magnetischer Flussdichte im Öffnungsbereich: (a)
Für die relative Sextupolkomponente (n = 3) und (b) die relative Dekapol-
komponente (n = 5) bei Streckung der Ordinate um den Faktor zwei. Das
zur Anregung eingesetzte Zeitsignal ist in beiden Fällen auf der rechten
Ordinate aufgetragen.
rung der in Abschnitt 4.2.3 beschriebenen Modellierung für dünne leitfähige Schichten
umgangen werden. Um den negativen Einfluss einer stark imhomogenen Diskretisierung
zu begrenzen, wird für die Dicke des Strahlrohrs ein Wert von δ = 1mm angenommen.
Quantitativ erfolgt durch diese Vorgehensweise eine Überschätzung des Einflusses gegen-
über der vorgesehenen Dicke, welche zwischen δ = 0.3mm und δ = 0.5mm liegt. Dennoch
kann aus den Ergebnissen die qualitative Auswirkung der Präsenz des Strahlrohrs abge-
leitet werden. Die Auswertung der magnetischen Flussdichte erfolgt wiederum auf Kreisen
mit dem Radius r = 25mm. In Abbildung 4.30(a) ist der zeitliche Verlauf der Sextu-
polkomponente in der Ebene z = 0 im Mittelpunkt des Magneten dargestellt. Trotz der
gegebenen räumlichen Distanz zu den Endbereichen, in denen aufgrund der gekrümmten
Spulen Feldverzerrungen zu erwarten sind, tritt auch bereits in der Mitte des Magneten
eine Verschlechterung der Feldqualität bedingt durch die im Strahlrohr induzierten Wir-
belströme auf [167]. Während der Sextupolkoeffizient in Abwesenheit des Strahlrohr zu
Beginn der Injektionsphase zunächst sinkt und einen Vorzeichenwechsel ausführt, erfolgt
im Fall der Berücksichtigung des Strahlrohrs ein unmittelbarer Anstieg um 2 · 10−4. In der
Nähe des maximalen Anregungsstroms sowie zu Beginn der abfallenden Flanke des Signals
stimmen die beiden Kurven weitgehend überein. Deutliche Unterschiede ergeben sich nach
149
4 Numerische Simulationen am Beispiel supraleitender Dipolmagnete
dem Erreichen des maximalen Wertes mit negativem Vorzeichen. Ohne Berücksichtigung
des Strahlrohrs führt der zeitliche Verlauf des Sextupolkoeffizienten einen Vorzeichenwech-
sel aus und nimmt nach erneutem Erreichen des Anfangsniveaus des Anregungsstroms in
etwa denselben positiven Wert wie zu Beginn der Simulation an. Demgegenüber zeigt
sich in Gegenwart des Strahlrohrs ein grundlegend anderes Verhalten. Bedingt durch die
lange Relaxationszeit der Wirbelströme in homogenen Materialien verbleibt der Koef-
fizient im negativen Bereich. Nach einer anfänglichen Verringerung des Betrags erhöht
sich der Werte bis zum Ende der abfallenden Flanke und kehrt im Unterschied zu der
Konfiguration ohne Strahlrohr nicht auf das Anfangsniveau im positiven Bereich zurück.
Insgesamt liegen die Werte für die Sextupolkomponente im Mittelpunkt des Magneten
jedoch zu allen Zeitpunkten innerhalb des Toleranzbereiches von ±6 · 10−4. Für die in Ab-
bildung 4.30(b) dargestellte relative Dekapolkomponente fallen die Unterschiede zwischen
den beiden Konfigurationen weniger deutlich aus. Jedoch ist ebenfalls eine sprunghafte
Änderung der Koeffizienten zu Beginn der Beschleunigungsphase bei t = 100ms zu beob-
achten. Die Amplitude des Sprungs ist in diesem Fall mit 2 · 10−5 deutlich geringer und
erfolgt in den negativen Bereich. Im weiteren Verlauf zeigt sich eine vergleichsweise gute
Übereinstimmung der beiden Kurven. Der Einfluss der Relaxationszeit der Wirbelströme
im Strahlrohr führt auch bei der Dekapolkomponente zu einem Vorzeichenwechsel beim
Vergleich der Werte der Koeffizienten zu Beginn und am Ende des betrachteten Betriebs-
zyklus.
Anzumerken ist, dass die erhaltenen Werte aufgrund der zu Simulationszwecken vergrößer-
ten Wandstärke des Strahlrohrs eine Überschätzung der tatsächlich zu erwartenden Effekte
darstellt. Sowohl die Höhe der sprunghaften Änderung als auch die Auswirkungen der Re-
laxationszeit sind bei realistischen Werten im Bereich von 0.5mm entsprechend geringer.
Die bisherigen Betrachtungen erfolgten auf der Basis der Auswertung der Feldqualität im
Mittelpunkt des Magneten. Zur Bewertung der mittleren zeitlichen und räumlichen Varia-
tion der magnetischen Flussdichte im Öffnungsbereich unter einer näherungsweisen Einbe-
ziehung der Randeffekte können die in Gleichung (4.55) definierten integralen Multipolko-
effizienten herangezogen werden. Diese werden innerhalb jedes Zeitschritts im Rahmen des
numerischen Lösungsverfahrens bestimmt. Für eine korrekte Beschreibung im Sinne einer
Rekonstruierbarkeit einer divergenzfreien Verteilung der magnetischen Flussdichte müs-
sen die in Abschnitt 4.4.1 beschriebenen pseudo-harmonischen Multipole herangezogen
werden. In Tabelle 4.11 ist der jeweilige zeitliche Maximalwert sowie das zeitliche Mittel
der integralen Sextupol- und Dekapolkomponente angegeben. Beim Vergleich der ersten
beiden Datenzeilen fällt auf, dass durch das Einbringen des Strahlrohrs die integralen Mul-
tipolkoeffizienten betragsmäßig verringert werden. Im Fall der Sextupolkomponente liefert
die Betrachtung von Abbildung 4.30(a) einen Erklärungsansatz. So tritt zu Beginn der
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Länge des Sextupol / 1 · 10−4 Dekapol / 1 · 10−4
Magnetjochs / m maxt bint3 (t) b
int
3 maxt b
int
5 (t) b
int
5
ohne Strahlrohr 0.5 85 53 −17 −8
mit Strahlrohr 0.5 78 48 −11 −4
ohne Strahlrohr 3.002 17 8 −6 −2
mit Strahlrohr 3.002 16 8 −5 −1
Tabelle 4.11: Vergleich der integralen Multipolkoeffizienten bintn für n = 3 und n = 5 mit
sowie ohne Berücksichtigung des elliptischen Strahlrohrs (δ = 1mm) bei einer
Magnetlänge von 0.5m. Extrapolierte Werte gemäß Gleichung (4.56) für einen
Magneten der Länge 3.002m.
Beschleunigungsphase eine Erhöhung des Multipolkoeffizienten durch die Anwesenheit des
Strahlrohrs auf. Dabei liegt deren Amplitude jedoch betragsmäßig in der Größenordnung
des Plateaus während der Extraktionsphase. Weiterhin heben sich durch den Vorzeichen-
wechsel die positiven und negativen Komponenten bei der Bildung des zeitlichen Mittels
teilweise auf. Derartige Effekte müssen bei der Beurteilung der Feldqualität anhand dieser
Größe besonders beachtet werden. Die in den beiden unteren Zeilen von Tabelle 4.11 ver-
zeichneten Werte gehen aus der Extrapolation gemäß Gleichung (4.56) auf der Basis der
Simulationsergebnisse für einen Magneten der Länge 0.5m hervor. Erwartungsgemäß zeigt
die auf diese Weise erhaltene Abschätzung eine deutliche Verringerung der unerwünsch-
ten höheren Multipolkomponenten. Um einen Anhaltspunkt zur Bewertung der Zuverläs-
sigkeit der Extrapolation zu gewinnen wird eine weitere Simulation in Abwesenheit des
Strahlrohrs bei einer Länge des Magnetjochs von 1.4m durchgeführt. Daraus folgt, bei
vergleichbarer räumlicher Auflösung, ein entsprechend größeres numerisches Modell. Die
auf der Basis dieses Modells erhaltenen extrapolierten Werte der integralen Koeffizienten
sind in Tabelle 4.12 zusammen mit den anhand des verkürzten Modells bestimmten Daten
aus Tabelle 4.11 aufgeführt. Für den Fall des Magnetjochs der Länge 1.4m zeigt sich eine
gute Übereinstimmung der aus der direkten Simulation erhaltenen Werte mit dem Ergeb-
nis der Extrapolation. Auch die extrapolierten Werte für eine Länge von 3.002m liegen in
derselben Größenordnung bei einer leichten betragsmäßigen Überschätzung auf der Basis
des kürzeren Modells.
Durch die Verwendung der beschriebenen Extrapolation gemäß Gleichung (4.56) kann ein
Anhaltspunkt zur Bewertung der Feldqualität in langen Dipolmagneten gefunden werden.
Auf diese Weise sind die zu berechnenden numerischen Modelle wesentlich kleiner und
erfordern einen geringeren Rechenaufwand gegenüber einer Simulation der Struktur mit
der vollen Länge. Trotz der weitgehenden Übereinstimmung in den integralen Koeffizien-
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Länge des Magnetjochs / m Sextupol / 1 · 10−4 Dekapol / 1 · 10−4
Simulation Extrapolation maxt bint3 (t) b
int
3 maxt b
int
5 (t) b
int
5
0.5 - 85 53 −17 −8
0.5 1.4 33 19 −8 −3
0.5 3.002 17 8 −6 −2
1.4 - 32 18 −8 −3
1.4 3.002 14 7 −5 −1
Tabelle 4.12: Gegenüberstellung der berechneten und extrapolierten Werte der integralen
Multipolkoeffizienten auf der Basis zweier Modelle mit unterschiedlicher Län-
ge des Magnetjochs.
ten kann dennoch nicht vollständig auf eine zeit- und rechenaufwendige Simulation des
gesamten Bauteils verzichtet werden.
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5 Kombination von
Finite-Elemente-Verfahren und
Spektralmethoden
Um der zunehmenden Komplexität anwendungsbezogener Aufgabenstellungen im Bereich
der numerischen Feldsimulation gerecht zu werden, können verschiedene Ansätze verfolgt
werden. Durch die wachsende und im Vergleich zu früher kosteneffizientere Verfügbarkeit
von Rechenleistung und Arbeitsspeicher bietet die Parallelisierung herkömmlicher Diskre-
tisierungsverfahren eine Möglichkeit, auch komplexe Problemstellungen innerhalb eines ak-
zeptablen Zeitrahmens zu simulieren. Die entweder aus einer feinen räumlichen Auflösung
oder der Verwendung von Ansätzen höherer räumlicher Ordnung resultierenden numeri-
schen Modelle weisen eine sehr große Anzahl an Freiheitsgraden auf. Durch den Einsatz
effizienter Algorithmen zur Parallelisierung numerischer Lösungsverfahren kann eine hohe
Genauigkeit dennoch unter Aufwendung eines akzeptablen Maßes an Simulationszeit er-
reicht werden. Eine weitere Möglichkeit zur Beschleunigung numerischer Simulationen in
Verbindung mit der Forderung nach einer hohen Genauigkeit der Ergebnisse besteht in
der Reduktion der Anzahl zur Approximation der gesuchten Größe notwendiger Freiheits-
grade. Unter Beibehaltung des zugrundeliegenden Diskretisierungsverfahrens wird dabei,
beispielsweise auf algebraischer Ebene, eine reduzierte Beschreibung gesucht, welche unter
Verwendung weniger, eventuell andersartiger Freiheitsgrade für eine näherungsweise Dar-
stellung des ursprünglichen Systemverhaltens bei einer gegebenen Genauigkeitsschranke
sorgt. Derartige Ansätze sind als Verfahren zur Reduktion der Modellordnung bekannt.
Weiterhin besteht in der Kombination mehrerer Diskretisierungsverfahren mit unterschied-
lichen Vorzügen und Nachteilen ein möglicher Ansatz, um eine hinsichtlich der Anzahl
notwendiger Freiheitsgrade effiziente Problembeschreibung auf Diskretisierungsebene zu
erreichen. Eine Variante dieser Strategie auf der Basis einer Gebietszerlegung in Verbin-
dung mit der Berücksichtigung räumlicher Symmetrien wird im Rahmen dieses Kapitels
verfolgt.
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5.1 Ausnutzung von Symmetrien
Die steigende geometrische Komplexität zeitgemäßer Entwürfe erfordert numerische Mo-
delle zunehmender Größe. Zusätzlich erzwingen erhöhte Anforderungen an die Genauigkeit
der Modellierung den Einsatz einer sehr feinen räumlichen Diskretisierung. Bei volumenba-
sierten Verfahren unter Verwendung strukturierter, hexagonaler Gitter führt bereits eine
Halbierung der Kantenlänge zu einer Steigerung der Anzahl an Freiheitsgraden um den
Faktor acht. Daher wird nach Methoden gesucht, die komplexe Geometrien beschreiben
können sowie eine erhöhte Genauigkeit bieten, ohne einer starken Verfeinerung des Gitters
zu bedürfen. Zur gleichzeitigen Erfüllung der genannten Anforderungen wird in diesem
Kapitel von den innerhalb des gegebenen Entwurfs vorhandenen Symmetrien Gebrauch
gemacht. Mit dem Ziel einer möglichst effizienten geometrischen Beschreibung ist das größ-
te Untervolumen gesucht, auf dessen Basis eine unverfälschte Darstellung der enthaltenen
Strukturen möglich ist. Ausgehend von einer Menge geometrischer Objekte innerhalb ei-
nes endlichen Volumens Ω erfolgt eine kompakte Charakterisierung auf der Basis von
Symmetrien. Den zentralen Punkt der im folgenden entwickelten Klasse hybrider Diskre-
tisierungsverfahren bildet somit die spezielle Berücksichtigung der im Modell vorhandenen
räumlichen Symmetrien. Ein Werkzeug zur universellen Beschreibung derartiger Symme-
trien stellt die Gruppentheorie dar [168]. Eine Symmetriegruppe beschreibt die einem
Objekt inhärenten Symmetrieeigenschaften. Diese sind durch dessen Invarianz gegenüber
räumlichen Transformationen wie Spiegelung, Verschiebung und Drehung charakterisiert.
Es kann zwischen finiten und infiniten Symmetriegruppen unterschieden werden, wobei sich
die Einteilung an der Anzahl der in der Gruppe enthaltenen Transformationen orientiert.
Im folgenden sind jedoch lediglich die in Tabelle 5.1 aufgeführten einfachsten Ausprä-
gungen beider Fälle relevant. Darin wird anstelle der Klassifikation anhand der Ordnung
der Symmetriegruppe eine Einteilung in vollständige sowie unvollständige Symme-
trien vorgenommen. Eine vollständige Symmetrie ist gegeben, wenn die Anwendung der
zugehörigen Symmetrieoperationen zur Ausfüllung des gesamten Raumes bezüglich der
betrachteten Koordinatenrichtung führt. Anderenfalls liegt eine unvollständige Symmetrie
vor. In beiden Fällen kann eine weitere Unterteilung in diskrete sowie kontinuierliche
Symmetrien erfolgen. Dabei beschreibt eine diskrete Symmetrie die periodische Wie-
derholung einer räumlichen Teilstruktur entlang der Symmetrierichtung. Als Grenzfall
kann das Vorliegen einer kontinuierlichen Symmetrie angesehen werden, bei der sich die
zu wiederholende Teilstruktur mit einer um eins reduzierten Dimension darstellen lässt.
Anzumerken ist, dass im kartesischen Fall die Anwendung vollständiger Symmetrien stets
mit einem Modellierungsfehler verbunden ist, während bei zylindrischen Strukturen eine
exakte Abbildung des geometrischen Objekts erfolgt.
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Symmetrien
diskret kontinuierlich
zylindrisch kartesisch zylindrisch kartesisch
unvollständig
vollständig
Tabelle 5.1: Ausprägungen geometrischer Symmetrien: Vollständige Symmetrien erfüllen
den gesamten Raum in einer Koordinatenrichtung, während unvollständige
Symmetrien lediglich ein Teilgebiet umfassen. Eine kontinuierliche Symmetrie
liegt vor, wenn die Anzahl anwendbarer Symmetrieoperationen unbeschränkt ist.
Die Pfeile deuten eine unbegrenzte Ausdehnung in der zugehörigen Richtung an.
5.1.1 Vollständige kontinuierliche Symmetrien
Bei einer starken Diskrepanz in den räumlichen Abmessungen der betrachteten Struktur
bei gleichzeitiger Homogenität entlang einer der Koordinatenachsen werden häufig Ap-
proximationen unter Vernachlässigung dieser Richtung eingesetzt. Dies ist äquivalent zu
der impliziten Annahme einer unbegrenzten Ausdehnung beziehungsweise einer exakten
Periodizität in der nicht berücksichtigten Dimension. In diesem Fall liegen kontinuierliche
Symmetrien vor, da die Struktur bei der Anwendung einer beliebigen Anzahl von Transfor-
mationen bezüglich der vernachlässigten Dimension stets auf sich selbst abgebildet wird.
Die Voraussetzungen zur Anwendung einer Approximation reduzierter Dimension lauten:
1. Die Materialverteilung im Inneren des betrachteten Volumens Ω unterliegt keiner
Änderung in einer der Koordinatenrichtungen.
2. Es liegt keine Variation in den Randbedingungen bezüglich derselben Richtung in-
nerhalb des verwendeten Systems vor.
3. Anregungen in Form freier Ladungen oder eingeprägter Stromverteilungen sind kon-
stant entlang dieser Koordinatenrichtung.
Selbstverständlich müssen die genannten Bedingungen zur gleichen Zeit für eine gemein-
same Richtung erfüllt sein. Abhängig von dem verwendeten Koordinatensystem ergeben
sich drei Spezialfälle kontinuierlicher Symmetrien, welche separat betrachtet werden.
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Abbildung 5.1: Berücksichtigung von Symmetrien im kartesischen Fall: (a) Betrachtetes
Volumen Ω ⊂ R3, (b) resultierendes Untervolumen Ω3d ⊂ Ω nach der
Anwendung von drei Spiegelsymmetrien und (c) Reduktion auf die Fläche
Ωxy2d ⊂ R2 ⊂ Ω3d.
Translationssymmetrie
Im Fall eines kartesischen Koordinatensystems drückt sich eine kontinuierliche Symmetrie
in einer Translationsinvarianz gegenüber der x- y- oder z-Achse aus. Ohne Beschränkung
der Allgemeinheit erfolgen die weiteren Betrachtungen unter der Annahme einer Invarianz
in z-Richtung. Das die zu untersuchenden Strukturen umschließende Volumen sei gemäß
Abbildung 5.1(a) mit Ω ⊂ R3 bezeichnet. Zur Veranschaulichung des Aufwands bei einer
numerischen Feldsimulation auf der Basis eines solchen Gebietes wird näherungsweise von
einer Diskretisierung bestehend aus einer konstanten Anzahl n an Knotenpunkten je Ko-
ordinatenrichtung ausgegangen. Damit ist die Gesamtanzahl resultierender Knoten durch
n3 gegeben. In Gegenwart dreier diskreter Spiegelsymmetrien, wie bereits in Kapitel 4
im Fall des SIS-100-Magneten, reduziert sich diese Anzahl gemäß Abbildung 5.1(b) auf
n3/8 Knoten innerhalb des Gebietes Ω3d ⊂ Ω. Dies setzt allerdings voraus, dass alle in Ω
enthaltenen Objekte sowie die zur Begrenzung des Rechengebietes eingesetzten Randbe-
dingungen der Symmetrie gehorchen. Falls die Ausdehnung des Gebietes Ω in z-Richtung
deutlich größer als in den verbleibenden Koordinatenrichtungen ist, und sich weiterhin
die enthaltenen Objekte durch eine Homogenität hinsichtlich der Materialparameter aus-
zeichnen, kann zu der in Abbildung 5.1(c) dargestellten zweidimensionalen Approximation
anhand der Fläche Ωxy2d übergegangen werden. Dabei muss jegliche Form der Anregung über
Ladungen oder eingeprägte Ströme eindeutig in dieser Ebene darstellbar sein. Auch die
Randbedingungen an den Positionen z = zmin und z = zmax müssen übereinstimmen, um
die Symmetrie nicht zu verletzen. Sind somit die oben angegebenen Voraussetzungen 1 bis
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Abbildung 5.2: Berücksichtigung von Symmetrien im Fall eines zylindrischen Koordina-
tensystems (r, φ, z): (a) Betrachtetes Volumen Ω ⊂ R3, (b) resultierendes
Untervolumen Ω3d ⊂ Ω nach der Anwendung einer 12-fachen diskreten Ro-
tationssymmetrie in Verbindung mit einer Spiegelsymmetrie in z-Richtung
und (c) Reduktion auf die Fläche Ωrz2d ⊂ R2 ⊂ Ω3d oder Ωrφ2d ⊂ R2 ⊂ Ω3d.
3 erfüllt, reduziert sich die zur Beschreibung des Gebietes erforderliche Anzahl an Frei-
heitsgraden auf n2/4. Im Fall der Anwendbarkeit der zweidimensionalen Approximation
ist bereits bei gegebener Modellgröße eine wesentliche höhere räumliche Auflösung als im
dreidimensionalen Fall erreichbar. Zusätzlich steigt die Modellgröße bei einer Verfeinerung
der räumlichen Approximation durch die auf quadratische Ordnung reduzierte Komplexi-
tät weniger schnell an, so dass auf effiziente Art und Weise eine hohe Genauigkeit in der
Lösung für die elektromagnetischen Felder erzielt werden kann.
Rotationssymmetrie
Bei der Verwendung eines zylindrischen Koordinatensystems (r, φ, z) kann eine kontinuier-
liche Symmetrie bezüglich der azimutalen Richtung φ auftreten. Sind in dieser Dimension
die weiter oben angegebenen Voraussetzungen 1 bis 3 erfüllt, besteht die Möglichkeit der
Anwendung einer zweidimensionalen Approximation. Das betrachtete Volumen, welches
die zu untersuchenden Strukturen einschließt, ist in diesem Fall gemäß Abbildung 5.2(a)
durch den Zylinder Ω gegeben. Somit können planar berandete Gebiete nicht exakt darge-
stellt werden. Werden jedoch die geschlossenen Randbedingungen in ausreichend großem
Abstand zu allen Feldquellen im Inneren von Ω gesetzt, ist der induzierte Modellierungsfeh-
ler vernachlässigbar gering. Bei einer zur Diskretisierung verwendeten Knotenanzahl von
n je Koordinatenrichtung beträgt die Gesamtanzahl innerhalb des Volumens wiederum n3.
Durch die Anwendung einer Spiegelsymmetrie bezüglich der z-Richtung kann gegebenen-
falls die Knotenanzahl auf die Hälfte verringert werden. Häufig ist es weiterhin möglich,
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die Betrachtung auf einen Zylindersektor Ω3d ⊂ Ω wie in Abbildung 5.2(b) zu reduzie-
ren. Dabei hängt, bespielsweise bei der Betrachtung von Generatoren oder elektrischen
Maschinen, der Grad der möglichen Verkleinerung des Gebietes von der entsprechenden
Anzahl an Polen ab. In diesem Fall ergibt sich für die Menge zur Diskretisierung erforder-
licher Knoten der Wert n3/2k, wobei sich der Divisor k = 2π/α anhand des betrachteten
Winkelsegmentes α ergibt. Für den Übergang zu einer zweidimensionalen Approximation
auf der Basis kontinuierlicher Symmetrien können gemäß Abbildung 5.2(c) je nach zugrun-
deliegendem Modell die Voraussetzungen 1 bis 3 auf zwei unterschiedliche Arten erfüllt
sein:
• Es liegt, als Spezialfall der diskreten Rotationssymmetrie, eine kontinuierliche Trans-
formationsinvarianz gegenüber der azimutalen Koordinate vor. Damit erweist sich die
Fläche Ωrz2d ⊂ R2 ⊂ R3 als ausreichend zur Beschreibung des Modells. Die benötigte
Knotenanzahl lautet in diesem Fall n2/2.
• Ist die Ausdehnung der Struktur in z-Richtung sehr groß im Vergleich zu der Aus-
dehnung in den verbleibenden Koordinaten, kann, in Analogie zur kartesischen Ap-
proximation reduzierter Dimension, eine kontinuierliche Symmetrie bezüglich dieser
Richtung angenommen werden. Dies stellt einen Spezialfall der bereits angewand-
ten Spiegelungssymmetrie in Abbildung 5.2(b) dar. In diesem Fall reduziert sich der
Aufwand in Form erforderlicher Knoten auf n2/k.
Beide Formen des Übergangs zu einer Approximation reduzierter Dimension führen analog
zum kartesischen Fall zu einer gegenüber dem dreidimensionalen Fall um den Wert 1
verminderten Komplexitätsordnung. Somit übertragen sich die an dieser Stelle getroffenen
Schlussfolgerungen bezüglich des numerischen Aufwands und der erzielbaren Genauigkeit
auf den Anwendungsbereich zylindrischer Koordinatensysteme.
Sphärische Symmetrie
Die beschriebene Vorgehensweise lässt sich ebenfalls auf Anwendungsfälle unter Verwen-
dung sphärischer Koordinatensysteme (r, φ, θ) übertragen. Dabei kann unter gegebenen
Umständen die Betrachtung eines kugelförmig berandeten Gebietes auf entsprechende Ku-
gelausschnitte beschränkt werden, falls die genannten Voraussetzungen 1 bis 3 beispielswei-
se für die azimutale oder die polare Koordinate erfüllt sind. Das Auftreten derartiger Fälle
ist bei praktischen Anwendungen jedoch eher selten. Daher wird von einer ausführlicheren
Behandlung im Rahmen dieser Arbeit abgesehen.
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5.1.2 Berücksichtigung der dritten Dimension
Bei der Verwendung einer Approximation reduzierter räumlicher Dimension erfüllen die
aus einer numerischen Simulation resultierenden elektromagnetischen Felder nach Kon-
struktion dieselben Symmetrieeigenschaften. Während auf diese Weise zwar eine in Bezug
auf die Simulationszeit sowie notwendige Ressourcen an Arbeitsspeicher vorteilhafte Be-
schreibung erreicht werden kann, ist das Anwendungsspektrum jedoch auf in zwei Dimen-
sionen darstellbare Strukturen eingeschränkt. Insbesondere bei einer aus der praktischen
Anwendung resultierenden hohen Genauigkeitsforderung an die Modellierung können drei-
dimensionale Effekte nicht länger vernachlässigt werden. Bei herkömmlichen Verfahren
steigt beim Übergang zu einer vollständig dreidimensionalen Modellierung der Aufwand
für entsprechende Feldsimulationen sprunghaft an. Eine Möglichkeit zur teilweisen Auf-
rechterhaltung der Vorteile zweidimensionaler Approximationen bei gleichzeitiger Berück-
sichtigung der ursprünglich vernachlässigten Dimension besteht in einer Reduzierung der
in Abschnitt 5.1.1 definierten Anforderungen zur Einsetzbarkeit entsprechender Näherun-
gen. Unter der Voraussetzung, dass die Darstellung der im betrachteten Volumen ent-
haltenen geometrischen Objekte nach wie vor über eine der beschriebenen Varianten auf
eine Fläche reduzierbar ist, kann eine Erweiterung hinsichtlich der Modellierung der elek-
tromagnetischen Felder in allen drei Raumrichtugnen erfolgen. Derartige Effekte können
durch die Symmetrie verletzende Randbedingungen oder extern eingeprägte Größen, wie
freie Ladungen oder Ströme, hervorgerufen werden. Die Beschreibung der Geometrie ver-
bleibt dabei zweidimensional, so dass der Effizienzvorteil gegenüber einer vollständig drei-
dimensionalen Modellierung mittels einer volumenbasierten Darstellung erhalten bleibt.
Für kontinuierliche Symmetrien in kartesischen sowie zylindrischen Koordinaten wird die
entsprechende Vorgehensweise im folgenden separat vorgestellt.
Kartesische Koordinaten
In diesem, zu Abbildung 5.1(c) korrespondierenden Fall erfolgt die Beschreibung der geo-
metrischen Objekte anhand einer Ebene in (x, y)-Richtung. Für die Abhängigkeit der
elektromagnetischen Felder in der verbleibenden Richtung wird bei einer herkömmlichen
zweidimensionalen Approximation implizit eine konstante Funktion
f(z) = C (5.1)
angenommen. Dementsprechend geht die Lösung an jeder Position entlang der z-Richtung
über eine Translation aus der in der betrachteten Ebene Ωxy2d in Abbildung 5.3(a) herrschen-
den räumlichen Verteilung der gesuchten Felder hervor. Der Übergang zur dreidimensiona-
len Modellierung hinsichtlich der Feldlösung bei zweidimensionaler Darstellung der Geome-
trie ist von der Natur der Randbedingungen in z-Richtung abhängig. Dabei wird zwischen
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Abbildung 5.3: Übergang zu einer dreidimensionalen Modellierung im kartesischen Fall:
(a) Ausgangspunkt Ωxy2d ⊂ R2, (b) Erweiterung auf Ωxys = Ω3d ⊂ R3 bei
beschränktem Gebiet und (c) Erweiterung im Fall einer Periodizität in z-
Richtung auf Ωxyper ⊂ R3.
einer a priori bekannten Abgeschlossenheit oder Periodizität des zugrundeliegenden Volu-
mens Ω unterschieden. Im erstgenannten Fall erfolgt die in Abbildung 5.3(b) angedeutete
Erweiterung auf das Volumen Ωxys durch eine Ersetzung der funktionalen Abhängigkeit in
Gleichung (5.1) durch eine polynomiale Beschreibung gemäß
f(z) =
N∑
q=0
dqPq(z/zint) (5.2)
mit d0 = C unter Verwendung von Polynomen Pq des maximalen Grades q. Durch die
symmetrische Normierung auf zint = ℓz/2, wobei ℓz die Länge der Struktur in z-Richtung
bezeichnet, kann die Erfüllung der Orthogonalitätsanforderungen der verwendeten Po-
lynome sichergestellt werden. Damit ergibt sich die Feldverteilung an einer beliebigen
Position in z-Richtung nicht länger durch eine einfache Translation, sondern über eine
räumliche Modulation aus der Lösung in der Ebene Ωxy2d. Formal stimmt Ω
xy
s mit dem in
Abbildung 5.1(b) dargestellten Volumen Ω3d überein. Jedoch ist die Verteilung der Ma-
terialparameter im Gegensatz zu diesem nicht beliebig sondern unterliegt den genannten
Einschränkungen bezüglich der Homogenität in z-Richtung. Für den in Abbildung 5.3(c)
dargestellten Fall einer kontinuierlichen Symmetrie in Form einer Periodizität kann der
funktionale Zusammenhang in Gleichung (5.1) gemäß
f(z) =
a0
2
+
N∑
q=1
aq cos(2πqz/ℓz) + bq sin(2πqz/ℓz) (5.3)
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Abbildung 5.4: Übergang zu einer dreidimensionalen Modellierung im Fall zylindrischer
Koordinaten: (a) Ausgangspunkt Ωrz2d ⊂ R2 beziehungsweise Ωrφ2d ⊂ R2, (b)
resultierendes Untervolumen Ωrzs ⊂ Ω ⊂ R3 nach der Erweiterung entlang
der azimutalen Richtung und (c) bei einer Erweiterung in z-Richtung auf
das Volumen Ωrφs = Ω3d ⊂ R3 unter der Annahme der Abgeschlossenheit.
mit a0 = C über harmonische Funktionen erweitert werden. Die Periodizität des Volumens
Ωxyper ist in Abbildung 5.3(c) durch die in z-Richtung verlaufenden Pfeile angedeutet. Eine
Anwendung besteht in der numerischen Simulation axial homogener Wellenleiterstrukturen
[169, 170, 171]. Der ursprüngliche Fall der zweidimensionalen Approximation ist in beiden
Formen der Erweiterung für N = 0 enthalten.
Zylindrische Koordinaten
Bei der Verwendung zylindrischer Koordinaten ergeben sich gemäß Abbildung 5.2(c) zwei
Unterkategorien für die Anwendung kontinuierlicher Symmetrien. Im Fall einer Darstel-
lung der im Volumen enthaltenen Objekte in Form der in Abbildung 5.4(a) dargestellten
Fläche Ωrz2d, die in der (r, z)-Ebene ausgerichtet ist, folgt implizit die Annahme einer kon-
tinuierlichen Symmetrie in der azimutalen Richtung gemäß
f(φ) = C. (5.4)
Diese Art der zweidimensionalen Approximation wird auch als achsensymmetrische
Modellierung bezeichnet. Sie kommt häufig bei der Berechnung zylindrischer Generatoren
zum Einsatz [172]. Durch eine Modifikation des funktionalen Zusammenhangs in Glei-
chung (5.4) in Form einer periodischen Variation bezüglich der azimutalen Komponente
laut
f(φ) =
a0
2
+
N∑
q=1
aq cos(qφ) + bq sin(qφ) (5.5)
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entsteht eine dreidimensionale Beschreibung der elektromagnetischen Felder innerhalb des
Volumens Ωrzs in Abbildung 5.4(b). Aufgrund der Konstruktion in Form einer Erweiterung
der achsensymmetrischen Modellierung über harmonische Funktionen wird die resultieren-
de Darstellung auch als achsenperiodisch bezeichnet [173]. Weiterhin ist der Begriff einer
2.5-dimensionalen Modellierung für diese Form der Approximation einer dreidimensionalen
Geometrie gebräuchlich [174]. Anwendungsgebiete ergeben sich beispielsweise bei der sta-
tischen Berechnung magnetischer Felder im Endbereich elektrischer Generatoren sowie der
entsprechenden Simulation von Wirbelstromeffekten im Frequenzbereich [175, 176]. Für
den Fall N = 0 ergibt sich aus Gleichung (5.5) die ursprüngliche achsensymmetrische Dar-
stellung mit a0 = 2C. Innerhalb der zweiten möglichen Reduktion auf die zweidimensionale
Darstellung Ωrφ2d in Abbildung 5.4(c) mittels einer kontinuierlichen Translationssymmetrie
wird analog zum kartesischen Fall eine konstante Funktion
f(z) = C (5.6)
bezüglich der z-Richtung vorausgesetzt. Über die Modifikation anhand einer polynomia-
len Variation gemäß Gleichung (5.2) entsteht eine dreidimensionale Darstellung für das
Volumen Ωrφs , das formal mit dem Volumen Ω3d in Abbildung 5.2(b) übereinstimmt. Es
gilt im Gegensatz zu letzterem lediglich die entsprechende Einschränkung bezüglich der
Homogenität der Materialverteilung in z-Richtung. Ebenso ist eine periodische Variation
analog zu Gleichung (5.3) denkbar, welche jedoch im weiteren nicht verfolgt wird.
5.1.3 Erweiterung der Anwendbarkeit durch Gebietszerlegung
Die beschriebene Erweiterung der herkömmlichen zweidimensionalen Modellierung führt
bereits zu einer Verbesserung der Modellierungsgenauigkeit hinsichtlich der Berücksichti-
gung dreidimensionaler Effekte bei der Beschränkung auf eine vollständige Homogenität
der Materialverteilung in einer dedizierten Koordinatenrichtung innerhalb des betrachteten
Volumens. Dies stellt jedoch aus praktischer Sicht nach wie vor eine signifikante Einschrän-
kung bezüglich der Einsetzbarkeit dieser Modellierungsvariante dar. Durch die Verwendung
von Gebietszerlegungsverfahren erschließt sich jedoch ein größeres Spektrum möglicher An-
wendungen. Diese basieren im allgemeinen in abstrakter Form auf einer Unterteilung des
Lösungsraumes in einzelne Untergebiete [177]. An dieser Stelle erfolgt jedoch zunächst
eine einfache Aufteilung auf geometrischer Basis. Als Kriterium zur Zusammenfassung
einzelner Modellteile zu geeigneten Untervolumen dienen lokal vorhandene kontinuierliche
Symmetrien. Aus der Vielzahl möglicher Kombinationen bezüglich der Form der äußeren
Berandung des Gesamtvolumens sowie der Anzahl einzelner Untergebiete und der ihnen
verbundenen Symmetrie wird die in Abbildung 5.5 dargestellte Anordnung examplarisch
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Abbildung 5.5: Innerhalb des betrachteten, planar berandeten Volumens Ω erfolgt eine ex-
emplarische Aufteilung in Teilgebiete mit zylindrischer Symmetrie Ωrzs so-
wie kartesischer Translationssymmetrie Ωxys .
herausgegriffen. Die Betrachtung erfolgt anhand eines planar berandeten quaderförmigen
Volumens Ω. In vielen praktischen Anwendungsfällen ist eine Situation gegeben, in der
anhand herkömmlicher Symmetrieerwägungen zunächst keine weitere Vereinfachung ab-
gesehen von der Berücksichtigung kartesischer Spiegelungsebenen möglich ist. Für den Fall
des Auftretens lokaler Bereiche, innerhalb derer eine der erwähnten kontinuierlichen Sym-
metrien gegeben ist, kann die in Abschnitt 5.1.2 beschriebene Modellierung auf der Basis
der Erweiterung der zweidimensionalen Approximation, entsprechend räumlich begrenzt,
verwendet werden. Dies ist in Abbildung 5.5 anhand der beiden Untergebiete Ωrzs und Ω
xy
s
angedeutet. Die angewandte Aufteilung führt zu disjunkten Teilgebieten, so dass eine nicht
überlappende Gebietszerlegung vorliegt [178]. Anzumerken ist, dass diese Vorgehensweise
grundsätzlich auf das Vorkommen einer größeren Anzahl an Teilgebieten erweiterbar ist.
Dabei ist jedoch zu beachten, dass bei sehr vielen Untergebieten die Größe der Grenz-
flächen, an welchen eine Kopplung erfordlich ist, ansteigt. Damit ergibt sich ein erhöhter
Aufwand im Rahmen des im folgenden Abschnitt vorgestellten Diskretisierungsverfahrens
und in der Folge eine weniger effiziente Modellierung. Diese Form der Gebietszerlegung
führt insbesondere zu einer Effizienzverbesserung bei numerischen Simulationen, wenn der
Bereich, in welchem kontinuierliche Symmetrien vorliegen, einen möglichst großen zusam-
menhängenden Anteil des Gesamtvolumens ausmacht. Im folgenden sei angenommen, dass
auf dem gesamten betrachteten Gebiet eine einheitliche physikalische Größe gesucht sei, die
sich aus der Lösung einer elliptischen oder parabolischen partiellen Differentialgleichung
ergibt. Unter Verwendung der nicht überlappenden Gebietszerlegung können unterschied-
liche Verfahren zur Diskretisierung der zugrundeliegenden Differentialgleichung eingesetzt
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werden, wobei die Eindeutigkeit der globalen Lösung durch entsprechende Bedingungen
an den Übergängen zwischen den Symmetriegebieten und dem umgebenden Volumen Ω si-
chergestellt wird. Es erfolgt eine simultane Lösung des sich aus den einzelnen Teilgebieten
ergebenden Gesamtsystems. Auf der Basis einer solchen geeigneten Zerlegung des betrach-
teten Gebietes kann eine hybride Diskretisierung unter besonderer Berücksichtigung der
in Teilen des Modells vorliegenden Symmetrien definiert werden.
5.2 Hybride Ansatzfunktionen auf der Basis von
Tensorprodukten
Nach der Identifikation isolierter Bereiche, die eine kontinuierliche Symmetrie aufweisen,
kann für entsprechende Gebiete eine angepasste, hinsichtlich des numerischen Aufwands
in Form erforderlicher Freiheitsgrade, effiziente Diskretisierung eingesetzt werden. Bei der
an dieser Stelle gewählten Vorgehensweise erfolgt dies auf der Ebene der Ansatzfunktionen
im Rahmen eines Galerkin-Verfahrens. Grundlage der vorgestellten Methode ist eine zwei-
dimensionale Darstellung der im Symmetriegebiet befindlichen Geometrie. Anhand einer
Triangulierung der zur Modellierung gewählten Fläche wird zunächst ein herkömmliches
Finite-Elemente-Verfahren in Verbindung mit skalaren oder vektoriellen Ansatzfunktionen
verwendet. Durch die Bildung von Tensorprodukten mit geeigneten, an die vorliegende
Symmetrie angepassten, orthogonalen Polynomen, die entlang der anfangs vernachlässig-
ten Dimension verlaufen, erfolgt die Herleitung einer dreidimensionalen Darstellung zur
Approximation des Potentials oder der Feldgröße im Zusammenhang mit der gewählten
Formulierung.
5.2.1 Zweidimensionale Modellierung
Als Ausgangspunkt für das hybride Diskretisierungsverfahren auf Symmetriegebieten die-
nen herkömmliche Finite-Elemente-Ansatzfunktionen, wobei an dieser Stelle eine Ein-
schränkung auf Dreieckselemente in Verbindung mit einer Approximation niedrigster Ord-
nung erfolgt. Analog zu den in Abschnitt 3.2 vorgestellten Ansatzfunktionen auf Tetra-
edern existieren verschiedene Formen, welche eine Anpassung an die aus den Maxwell-
schen Gleichungen resultierenden Stetigkeitsanforderungen enthalten. Für die im weiteren
durchgeführten Herleitungen ist die Betrachtung skalarer sowie tangential stetiger vek-
torieller Ansatzfunktionen erforderlich. Im Fall niedrigster Ordnung auf einem planaren
Dreieck existieren drei Ansatzfunktionen zur Darstellung skalarer Größen, die mit jeweils
einem Eckpunkt assoziiert sind. Die Betrachtung erfolgt wie im dreidimensionalen Fall
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Abbildung 5.6: (a) Koordinatensystem zur Definition zweidimensionaler Ansatzfunktionen;
(b) Planares Referenzdreieck e zur Bestimmung skalarer Ansatzfunktionen;
(c) Konvention zur Richtung der mit den Dreieckskanten assoziierten tan-
gential stetigen vektoriellen Ansatzfunktionen.
anhand des Referenzkoordinatensystems in Abbildung 5.6(a). Unter der Bedingung, dass
jede Knotenfunktion an dem ihr zugeordneten Knoten den Wert eins annimmt, während
sie an allen übrigen Eckpunkten verschwindet, ergeben sich die skalaren Ansatzfunkti-
on erster Ordnung aus der Lösung des induzieren Interpolationsproblems. Im Referenz-
Koordinatensystem (α, β, γ) mit γ = 0 folgt die Darstellung
λ1 = 1− α− β , (5.7)
λ2 = α , (5.8)
λ3 = β . (5.9)
Dabei sind die Interpolationsfunktionen, welche mit den jeweiligen Eckpunkten ni für
i ∈ {1, 2, 3} in Abbildung 5.6(b) assoziiert sind, mit λi bezeichnet. Diese auch als Flächen-
koordinaten im Dreieck bezeichneten Größen werden als skalare Ansatzfunktionen
ws,2di = λi (5.10)
für Potentiale übernommen. Sie repräsentieren damit eine Projektion der in Abschnitt 3.2.1
beschriebenen Ansatzfunktionen auf eine der Randflächen des Tetraeders [69]. Dadurch
ist die Konformität bei der Kopplung gemischter Gitter sichergestellt. Für die in Abbil-
dung 5.6(c) bezeichnete Orientierung der Dreieckskanten können analog zum dreidimen-
sionalen Fall vektorielle Ansatzfunktionen mit tangentialer Stetigkeit gemäß
~wtv,2d,xyi,j = w
s,2d
i ∇2Dws,2dj − ws,2dj ∇2Dws,2di (5.11)
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für (i, j) ∈ {(1, 2), (2, 3), (1, 3)} definiert werden. Der Operator ∇2D = (∂/∂x, ∂/∂y, 0)T
stellt den Gradienten innerhalb der (x, y)-Ebene dar. Diese, sowie die in Gleichung (5.10)
angegebenen Ansatzfunktionen kommen in dem zur Herleitung der hybriden Diskretisier-
ung eingesetzten Tensorprodukt-Verfahren zum Einsatz. An dieser Stelle muss zunächst
noch keine Unterscheidung nach der Art der kontinuierlichen Symmetrie vorgenommen
werden, da sowohl im kartesischen als auch im zylindrischen Fall die Diskretisierung an-
hand einer planaren Fläche erfolgt.
Bei der Diskretisierung einer über ein Galerkin-Verfahren erzeugten schwachen Formu-
lierung aus Abschnitt 2.3 treten bei elementweiser Betrachtung verschiedene, mit den
entsprechenden Materialkoeffizienten verbundene Elementmatrizen auf. Im Fall einer ska-
laren Formulierung unter Verwendung der gegebenenfalls tensoriellen Materialparameter
χ und ξ können verschiedene Steifigkeits- beziehungsweise Massenterme auftreten. Ab die-
ser Stelle wird zwischen der Art der zweidimensionalen Approximation unterschieden, da
eine verallgemeinerte Prozedur zur Erstellung der Einträge der Elementmatrizen einge-
setzt wird, welche auf der Berücksichtigung des implizit gegebenen Volumens basiert. Dies
führt zu einer konsistenten Darstellung der resultierenden Matrizen bezüglich der phy-
sikalischen Einheit ihrer Einträge, welche insbesondere bei der Entwicklung gekoppelter
Diskretisierungsmethoden von Vorteil ist.
Skalare Formulierung
Im allgemeinen erfolgt die im Rahmen der Galerkin-Prozedur durchgeführte Integration
zur Mittelung des Residuums bei einer zweidimensionalen Betrachtung folgerichtig über
eine Fläche A. Zur Sicherstellung der Konformität der über die Freiheitsgrade in Ver-
bindung mit den Matrixeinträgen approximierten Größen wird im folgenden jedoch für
den kartesischen Fall das aus einer Extrusion der Fläche um den Faktor ℓz entstehende
Volumen V = Aℓz im Rahmen des Galerkin-Verfahrens betrachtet. Zunächst wird die
Laplace-Gleichung der Elektrostatik im ladungfreien Raum unter Verwendung des elek-
trischen Skalarpotentials gemäß Gleichung (3.96) betrachtet. Die Einträge der aus der
Diskretisierung der schwachen Formulierung resultierenden Steifigkeitsmatrix für ein ein-
zelnes Element lauten in diesem Fall(
Ks,car,eχ
)
i,i′
=
∫
Γee
(
∇2Dws,2di · χe · ∇2Dws,2di′
)
ℓzdA (5.12)
mit dem auf das Element e bezogenen Materialkoeffizienten χe = εe. Für die physikalische
Einheit der Einträge ergibt sich im elektrostatischen Fall in Analogie zum dreidimensiona-
len Fall Farad (As/V). Daher kann die Bezeichnung Kapazitätsmatrix für Ks,carε verwendet
werden. Zur Bestimmung der globalen Matrix erfolgt eine Summation über die Beiträge
aller Dreiecke analog zu Gleichung (3.103). Als weiteres Beispiel für eine skalare Problem-
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stellung wird die Fouriersche Wärmeleitungsgleichung
−∇· (λw∇T ) + ρwch ddtT = Qw (5.13)
in der starken Formulierung herangezogen. Dabei bezeichnet die skalare Größe T die Tem-
peratur und Qw die Wärmequellendichte. Die materialspezifischen Parameter sind durch
die Wärmeleitfähigkeit λw, die Massendichte ρw sowie die spezifische Wärmekapazität ch
gegeben. Die schwache Formulierung im zweidimensionalen Fall, welche aus der Multipli-
kation der starken Formulierung mit Testfunktionen ws,2di′ und anschließender Integration
über das Volumen Aℓz hervorgeht, ist durch∫
Γee
(
λw∇2DT · ∇2Dws,2di′
)
ℓzdA+
d
dt
∫
Γee
(
ρwchT · ws,2di′
)
ℓzdA =
∫
Γee
QwℓzdA (5.14)
gegeben. Die Approximation der Temperatur erfolgt analog zu der Vorgehensweise im elek-
trostatischen Fall über skalare Ansatzfunktionen ws,2di . Nach Einsetzen der Approximation
in die schwache Formulierung ergibt sich die globale Matrixgleichung(
Ks,carχ +
d
dt
M
s,car
ξ
)
u = qs,2dw , (5.15)
wobei der Vektor u die Freiheitsgrade bezüglich der Temperatur enthält und die Kom-
ponenten von qs,2dw die entsprechenden Wärmequellen repräsentieren. Die Einträge der
Steifigkeitsmatrix Ks,carχ gehen mit χe = λw,e aus Gleichung (5.12) hervor, während die
Einträge der Massenmatrix Ms,carξ über(
M
s,car,e
ξ
)
i,i′
=
∫
Γee
(
ws,2di ξew
s,2d
i′
)
ℓzdA (5.16)
in Verbindung mit ξe = ρw,ech,e für das Dreieck mit dem Index e gegeben sind. Um aus
den Beiträgen der einzelnen Elemente die globale Darstellung zu erhalten, wird eine Sum-
mation über alle beteiligten Dreiecke analog zur Vorgehensweise bei der Steifigkeitsmatrix
durchgeführt.
Ein weiterer Vorteil der beschriebenen Vorgehensweise zur Bestimmung der Elementma-
trizen im Fall einer zweidimensionalen Approximation liegt in der unmittelbaren Über-
tragbarkeit der Darstellung auf die zylindersymmetrische Modellierung in Verbindung mit
einer Rotationssymmetrie. Die Triangulierung der Fläche Ωrz2d in Abbildung 5.6(b) erfolgt
in diesem Fall in der (r, z)-Ebene. Das Integrationsgebiet innerhalb der verallgemeinerten
zweidimensionalen Modellierung besteht aus torusartigen Volumen mit einem Dreiecks-
querschnitt. Im Unterschied zu einer kartesischen Approximation erfolgt die Integration
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α
γ
β
(0,0,0)
(1,0,0)
(0,1,0)
(0,0,1)
(1,0,1)
(0,1,1)
n1′
n2′
n3′
n1
n2
n3
e13
e12
e23
n1′
n2′
n3′
n1
n2
n3
e11′
e22′
e33′
(a) (b) (c)
Abbildung 5.7: (a) Koordinatensystem zur Definition vektorieller Ansatzfunktionen auf
Prismen; Untermenge von Ansatzfunktionen zur Diskretisierung der ma-
gnetischen Flussdichte: (b) in γ-Richtung, und (c) in der (α, β)-Ebene.
anhand des differentiellen Volumensegments dV = rdrdφdz, wobei die Auswertung ent-
lang der azimutalen Richtung aufgrund der vorausgesetzten Rotationsinvarianz unmittel-
bar eine Vereinfachung zu dV = 2πrdA mit dA = drdz erlaubt. Somit ergeben sich die
Koeffizienten der elementweisen Steifigkeitsmatrix Ks,cyl,eχ sowie der Massenmatrix M
s,cyl,e
ξ
für den achsensymmetrischen Fall aus ihren kartesischen Entsprechungen durch einfaches
Ersetzen des Faktors ℓz durch 2πr innerhalb der Integrale in Gleichung (5.12) beziehungs-
weise Gleichung (5.16).
Vektorielle Formulierung
Die in Gleichung (5.11) definierten vektoriellen Ansatzfunktionen können im Fall kartesi-
scher Symmetrie als Untermenge von herkömmlichen tangential stetigen Funktionen auf
regulären Prismen angesehen werden. In Abbildung 5.7(a) ist ein geeignetes Referenzsys-
tem (α, β, γ) dargestellt, wobei die Symmetrie in γ-Richtung angenommen wird. Zur Kon-
struktion der Ansatzfunktionen erfolgt eine Projektion der Fläche Ωxy2d in die (α, β)-Ebene
mit γ = 0. Im Fall einer vollständigen Approximation zur Ordnung p = 0 in einem Pris-
ma bei sind tangential stetigen vektoriellen Ansatzfunktionen insgesamt neun Funktionen
erforderlich. Diese korrespondieren jeweils zu einer der vorkommenden Kanten. Über die
Konstruktionsvorschrift ist sichergestellt, dass eine konstante Komponente der Rotation
der Ansatzfunktionen exakt abgebildet werden kann. Da eine vollständig lineare Approxi-
mation in den drei vektoriellen Komponenten bereits 12 Freiheitsgrade benötigt, können
lineare Variationen des Vektorfeldes innerhalb des Elements nicht in allen Raumrichtun-
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dreidimensionale assoziierte 2D Approximation bei γ = 0
Ansatzfunktionen Kante (α, β)-Ebene γ-Richtung
(1− γ)(λ1∇λ2 − λ2∇λ1) e12 λ1∇2Dλ2 − λ2∇2Dλ1
(1− γ)(λ2∇λ3 − λ3∇λ2) e23 λ2∇2Dλ3 − λ3∇2Dλ2
(1− γ)(λ1∇λ3 − λ3∇λ1) e13 λ1∇2Dλ3 − λ3∇2Dλ1
γ(λ1′∇λ2′ − λ2′∇λ1′) e1′2′
γ(λ2′∇λ3′ − λ3′∇λ2′) e2′3′
γ(λ1′∇λ3′ − λ3′∇λ1′) e1′3′
λ1/hγ~eγ e11′ λ1/hγ~eγ
λ2/hγ~eγ e22′ λ2/hγ~eγ
λ3/hγ~eγ e33′ λ3/hγ~eγ
Tabelle 5.2: Übersicht über die aus den dreidimensionalen vektoriellen Ansatzfunktionen auf
Prismen hervorgehende Darstellung in einer zweidimensionalen Approximation
in Abwesenheit einer Variation in γ-Richtung.
gen abgebildet werden. Für den an dieser Stelle relevanten Fall einer zweidimensionalen
Approximation können zwei Untermengen des vollständigen Satzes an Ansatzfunktionen,
die im Fall niedrigster Ordnung mit den Kanten assoziiert sind, herausgegriffen werden.
Die erste Untermenge wird durch die in Gleichung (5.11) gegebenen drei Ansatzfunktio-
nen, die paarweise unter Verwendung der Knoten n1, n2 und n3 entstehen, gebildet. Diese
sind bezüglich ihrer räumlichen Zuordnung in Abbildung 5.7(b) dargestellt. Mittels die-
ser Funktionen können Feldverteilungen in der (α, β)-Ebene dargestellt werden, die keine
Variation in z-Richtung aufweisen. Weiterhin werden lediglich die α- und β-Komponente
des zu approximierenden Vektorfeldes betrachtet. Als unmittelbar komplementär zu die-
sen Eigenschaften erweist sich der in Abbildung 5.7(c) dargestellte Satz der vertikalen
Ansatzfunktionen
~wtv,2d,γi =
1
hγ
ws,2di ~eγ, (5.17)
die mit den Knotenpaarungen (ni, ni′) für i ∈ {1, 2, 3} in Verbindung stehen. Unter Ver-
wendung dieser Ansatzfunktionen kann eine Variation der γ-Komponente eines Vektor-
feldes über die (α, β)-Ebene beschrieben werden, während die übrigen Komponenten un-
berücksichtigt bleiben. Weiterhin ist die modellierte γ-Komponente, der zugrundeliegen-
den zweidimensionalen Approximation folgend, invariant gegenüber der γ-Richtung. In
Tabelle 5.2 sind die dreidimensionalen vektoriellen Ansatzfunktionen auf einem Prisma
zusammen mit den sich auf der Basis der beschriebenen Vereinfachung ergebenden beiden
Untermengen im Fall einer zweidimensionalen kartesischen Approximation aufgeführt.
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Abhängig von den Vorzugsrichtungen innerhalb der zu untersuchenden Struktur sowie von
der zu diskretisierenden Formulierung kommt eine der beiden bezeichneten Untermengen
von Ansatzfunktionen zum Einsatz. Im Fall einer magnetoquasistatischen Formulierung
unter Verwendung des magnetischen Vektorpotentials ist dessen Komponente in der zu-
nächst vernachlässigten Dimension, Az im kartesischen sowie Aφ im zylindrischen Fall, zur
Beschreibung ausreichend. Diese Vereinfachung ist zulässig, falls die Anregung in Form
einer eingeprägten Stromdichte ausschließlich in z- beziehungsweise φ-Richtung verläuft.
Somit können zur Approximation die in der dritten Spalte von Tabelle 5.2 angegebenen
Ansatzfunktionen ~wtv,2d,γi verwendet werden. Die zur Normierung des Integrals über die
Funktionen eingesetzte Division durch die Höhe hγ des Prismas ergibt sich im globalen
System ohne Beschränkung der Allgemeinheit zu ℓz . Bei der Anwendung des Rotations-
operators auf diese Funktionen ergeben sich lediglich Komponenten in x- und y-Richtung.
Damit sind die Einträge der bei der Diskretisierung der entsprechenden schwachen For-
mulierung auftretenden Elementmatrizen durch
(
Ktv,car,z,eχ
)
i,i′
=
∫
Γee
(
χe,y
dws,2di
dx
dws,2di′
dx
+ χe,x
dws,2di
dy
dws,2di′
dy
)
1
ℓz
dA , (5.18)
(
M
tv,car,z,e
ξ
)
i,i′
=
∫
Γee
(
ws,2di ξe,zw
s,2d
i′
) 1
ℓz
dA , (5.19)
gegeben, wobei an dieser Stelle χe = νe und ξe = σe gilt. Auf diese Weise können Pro-
blemstellungen modelliert werden, innerhalb derer die magnetische Flussdichte keine z-
Komponente aufweist. Für den umgekehrten Fall, in dem eine äußere Stromverteilung in
der (x, y)-Ebene zu einer solchen Komponente führt, werden die in der zweiten Spalte von
Tabelle 5.2 angegebenen vektoriellen Ansatzfunktionen zur zweidimensionalen Modellie-
rung verwendet. Bei der Diskretisierung der schwachen Formulierung der magnetoquasi-
statischen Differentialgleichung sind in analoger Vorgehensweise die Einträge der lokalen
Steifigkeits- und Massenmatrix durch(
Ktv,car,xy,eχ
)
i,j,i′,j′
=
∫
Γee
χe,z
((
∇2D×~wtv,2di,j
)
·
(
∇2D×~wtv,2di′,j′
))
ℓzdA , (5.20)
(
M
tv,car,xy,e
ξ
)
i,j,i′,j′
=
∫
Γee
(
~wtv,2di,j · ξe,xy · ~wtv,2di′,j′
)
ℓzdA , (5.21)
gegeben. Dabei beschreibt χe,z die z-Komponente des, als diagonal vorausgesetzten, Ten-
sors für den zugehörigen Materialparameter sowie ξe,xy die gegebenenfalls ebenfalls tensor-
wertige Materialeigenschaft ξ innerhalb der (x, y)-Ebene. Bei der an dieser Stelle gewählten
Formulierung gilt χe,z = νe,z und ξe,xy = σe,xy.
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Im Fall eines zylindrischen Koordinatensystems in Verbindung mit einer Rotationssym-
metrie wird eine analoge Vorgehensweise angewandt. Wiederum wird in den Gleichungen
die Größe ℓz durch den Term 2πr innerhalb der Integrale ersetzt. In allen weiteren koor-
dinatenabhängigen Ausdrücken geht xy in rz sowie z in φ über.
Die innerhalb dieses Abschnitts vorgestellte Form der zweidimensionalen Modellierung
dient als Ausgangspunkt für eine Hybridisierung mittels der Definition von Tensorpro-
dukträumen für die Ansatzfunktionen.
5.2.2 Hybride Diskretisierung im Symmetriegebiet
Um die Vorteile einer zweidimensionalen Modellierung in Gebieten kontinuierlicher Sym-
metrie trotz des Auftretens dreidimensionaler Effekte ausnutzen zu können, muss eine
Variation der approximierten Größe in der Symmetrierichtung berücksichtigt werden. In
Abwesenheit sprunghafter Änderungen in den Materialeigenschaften in einem solchen Ge-
biet ist der räumliche Verlauf der elektromagnetischen Felder als Lösung der Maxwellschen
Gleichungen stetig und glatt. Daher kann der Verlauf durch den Einsatz orthogonaler Po-
lynome im Zusammenhang mit Spektralmethoden effizient auf der Basis von Tensorpro-
dukträumen modelliert werden. Die Herleitung erfolgt anhand eines allgemeinen Koordi-
natensystems (u,v,w), welches die Eigenschaften u⊥w sowie v⊥w erfüllt.
Skalare Formulierung
Innerhalb eines solchen Koordinatensystems wird ein skalarer polynomialer Funktionen-
raum über ein Tensorprodukt entsprechender Unterräume geringerer Dimension gemäß
P feses = P fe,u,vs ⊗ Pse,ws (5.22)
verwendet. Während der Raum P fe,u,vs von den in Abschnitt 5.2.1 dargestellten zweidimen-
sionalen Ansatzfunktionen aufgespannt wird, kommen geeignete eindimensionale orthogo-
nale Polynome als Basis des Funktionenraums Pse,ws zum Einsatz. Die Wahl der Klasse
dieser Polynome erfolgt, wie in Abschnitt 3.3.3 dargelegt, anhand der Topologie des durch
Extrudieren auf der Basis der zur Modellierung gewählten Fläche entstehenden Gebie-
tes. Weist dieses eine Periodizität auf, werden harmonische Funktionen angesetzt, wäh-
rend auf abgeschlossenen Gebieten Legendre- oder Tschebyscheff-Polynome eine geeignete
Wahl darstellen. Als gemeinsame Basis des Funktionenraums P feses werden die skalaren
Ansatzfunktionen
vs,fesei,q (u, v, w) = w
s,2d
i (u, v)Pq(w) (5.23)
als Produkt der zweidimensionalen Ansatzfunktionen mit orthogonalen Polynomen Pq des
exakten Grades q definiert. Dabei erfolgt eine Normierung bezüglich der Koordinaten-
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richtung, so dass w Werte zwischen −1 und 1 beziehungsweise zwischen 0 und 2π im
zylindrischen Fall annimmt. Somit kann eine skalare Größe k gemäß
k(u, v, w) ≈
∑
q
∑
i
afesei,q v
s,fese
i,q (5.24)
approximiert werden. Werden die Ansatzfunktionen vs,fesei,q im Rahmen eines Galerkin-
Verfahrens zur Diskretisierung der schwachen Formulierung der elektrostatischen Laplace-
Gleichung eingesetzt, ergibt sich die Darstellung
Ks,feseε k
fese + gfese = 0 (5.25)
in Matrixform, wobei kfese die Freiheitsgrade ai,q innerhalb der Approximation in Glei-
chung (5.24) zusammenfasst und gfese die aus dem Randintegral resultierenden gewichte-
ten elektrischen Teilflüsse beschreibt. Die Einträge der globalen Steifigkeitsmatrix Ks,feseε
werden wie zuvor aus den lokalen Elementmatrizen Ks,fese,eε bezüglich des Dreiecks e auf-
gebaut. Deren Einträge sind durch
(
Ks,fese,eε
)
i,i′,q,q′
=
∫
Ωuv,es
(
∇ˆvs,fesei,q · εe · ∇ˆvs,fesei′,q′
)
dV (5.26)
gegeben. Aufgrund der eingangs getroffenen Annahme zur Orthogonalität des Koordina-
tensystems kann der Gradientoperator ∇ˆ stets gemäß
∇ˆ =
(
∇(uv)
∂/∂w
)
(5.27)
mit ∇(uv) = (∂/∂u, ∂/∂v)T in zwei Komponenten separiert werden. In der Folge ergibt sich
eine additive Darstellung bei der Auswertung des inneren Produktes in Gleichung (5.26)
zu (
Ks,fese,eε
)
i,i′,q,q′
=
∫
Ωuv,es
(
∇(uv)vs,fesei,q · εe,uv · ∇(uv)vs,fesei′,q′
)
dV
+
∫
Ωuv,es
εe,w
(
∂
∂w
vs,fesei,q
∂
∂w
vs,fesei′,q′
)
dV . (5.28)
Dabei wird an dieser Stelle vorausgesetzt, dass die w-Richtung eine Hauptrichtung der
verwendeten Materialien mit der tensoriellen Permittivität ε bildet. Nach Einsetzen der
Definition der hybriden Ansatzfunktionen vs,fesei,q aus Gleichung (5.23) ist eine multiplikative
Zerlegung innerhalb der beiden Teilintegrale anwendbar. Diese lautet unter Verwendung
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der Elementmatrizen Ks,eχ sowie M
s,e
ξ mit χ = ξ = ε gemäß Gleichung (5.12) und Glei-
chung (5.16) aus der zweidimensionalen Approximation in der Ebene
(
Ks,fese,eε
)
i,i′,q,q′
=
wmax∫
wmin
PqPq′dw
1
fw
(
Ks,2d,eε
)
i,i′
+
wmax∫
wmin
dPq
dw
dPq′
dw
dw
1
fw
(
Ms,2d,eε
)
i,i′
, (5.29)
wobei fw = ℓz im kartesischen und fw = 2π im zylindrischen Fall gilt. Um die Polynome
Pq auf dem zugehörigen Orthogonalitätsintervall betrachten zu können, erfolgt eine Ko-
ordinatentransformation bezüglich der w-Richtung. Die Transformation s → w wird so
gewählt, dass s(wmin) = −1 und s(wmax) = 1 gilt. Damit folgt
wmax∫
wmin
Pq(w)Pq′(w)dw =
1∫
−1
Pq(s)Pq′(s)
dw
ds
ds = fs (MSE)q,q′ (5.30)
wmax∫
wmin
dPq(w)
dw
dPq′(w)
dw
dw =
1∫
−1
fw
ℓw
dPq(s)
ds
fw
ℓw
dPq′(s)
ds
ds
dw
ds =
f 2w
ℓ2wfs
(KSE)q,q′ (5.31)
mit fs = dw/ds und der zu der entsprechenden Klasse von orthogonalen Polynomen
gehörigen Steifigkeits- beziehungsweise Massenmatrix KSE und MSE. Insgesamt ergibt
sich somit die kompakte Darstellung
Ks,feseε = MSE ⊗
fs
fw
Ks,2dε +KSE ⊗
fw
ℓ2wfs
Ms,2dε (5.32)
für die globale Steifigkeitsmatrix im Symmetriegebiet. Dabei sind die zu der spektralen Dis-
kretisierung in w-Richtung gehörigen Matrizen einheitenlos, während die Finite-Elemente-
Matrizen bei dieser Formulierung in Verbindung mit den Faktoren fs und fw die Einheit
der Kapazität (Farad, As/V) besitzen.
Vektorielle Formulierung
Zur Diskretisierung vektorieller Problemstellungen, innerhalb derer eine tangentiale Ste-
tigkeit der approximierten Größe sichergestellt werden soll, kommen Ansatzfunktionen
zum Einsatz, welche diese Eigenschaft anhand ihrer Konstruktion unmittelbar aufweisen.
Im Fall der vorgestellten hybriden Diskretisierung ist der entsprechende Funktionenraum
durch
P fesetv = P fe,u,vtv ⊗ Pse,ws︸ ︷︷ ︸
Pfese,u,vtv
⊕P fe,u,vs ⊗ Pse,ws︸ ︷︷ ︸
Pfese,wtv
(5.33)
gegeben. Dieser setzt sich additiv aus zwei Unterräumen zusammen, welche ihrerseits in
Form von Tensorprodukten definiert sind. Dabei sind die Teilräume orthogonal, so dass
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eine direkte Summe vorliegt und eine jeweils eigenständige Basis existiert. Der Teilraum
P fese,u,vtv wird durch die in Gleichung (5.11) angegebenen vektoriellen Ansatzfunktionen in
der (u, v)-Ebene aufgespannt. Durch ein Tensorprodukt mit eindimensionalen orthogona-
len Polynomen bezüglich der verbleibenden Richtung entstehen daraus die Ansatzfunktio-
nen
~vtv,fese,uvi,j,q (u, v, w) = ~w
tv,2d
i,j (u, v)Pq(w/ℓw) (5.34)
als Basis des Funktionenraumes P fese,u,vtv . Dabei kommen wiederum die drei Indexpaa-
rungen (i, j) ∈ {(1, 2), (2, 3), (1, 3)} bezüglich der zugrundeliegenden Knotenindizierung
zum Einsatz. Eine analoge Vorgehensweise, angewandt auf die zweite Untermenge der
zweidimensionalen vektoriellen Ansatzfunktionen ~wtv,2d,γi in Gleichung (5.17), liefert die
Ansatzfunktionen
~vtv,fese,wi,q (u, v, w) =
1
ℓw
ws,2di (u, v)Pq(w/ℓw)~ew (5.35)
zur Darstellung der w-Komponente des zu approximierenden Vektorfeldes. Sie beschreiben
eine Basis des Funktionenraumes P fese,wtv . Durch den Faktor ℓw = ℓz im kartesischen sowie
ℓw = 2πr im zylindrischen Fall erfolgt eine Normierung auf die zugehörige Kantenlän-
ge, so dass in der Folge die Integration über die Ansatzfunktion bei q = 0 den Wert 1
liefert. Somit ergeben sich die zur Approximation von Vektorfeldern geeigneten hybriden
Ansatzfunktionen auf Gebieten mit einer kontinuierlichen Symmetrie zu
~vtv,fesei,j,q (u, v, w) =
{
~wtv,2d,uvi,j (u, v)Pq(w/ℓw),
1
ℓw
ws,2di (u, v)Pq(w/ℓw)
}
. (5.36)
Dabei variieren die Polynome Pq in w-Richtung und sind vom exakten Grad q. Zur Ap-
proximation werden separate Freiheitsgrade für die (u, v)- und die w-Komponente des
Vektorfeldes gemäß
~K(u, v, w) ≈
∑
q
∑
i,j
afese,uvi,j,q ~v
tv,fese,uv
i,j,q +
∑
q
∑
i
afese,wi,q ~v
tv,fese,w
i,q (5.37)
eingeführt. Werden diese Ansatzfunktionen zur Diskretisierung der schwachen Form der
magnetoquasistatischen Formulierung unter Verwendung des magnetischen Vektorpoten-
tials eingesetzt, ergeben sich bei der Betrachtung eines einzelnen Elementes die Einträge
der Steifigkeits- und Massenmatrix zu
(
Ktv,fese,uv,eν
)
i,j,i′,j′,q,q′
=
∫
Ωuv,es
(
∇ˆ×~vtv,fesei,j,q · νe · ∇ˆ×~vtv,fesei′,j′,q′
)
dV , (5.38)
(
Mtv,fese,eσ
)
i,j,i′,j′,q,q′
=
∫
Ωuv,es
(
~vtv,fesei,j,q · σe · ~vtv,fesei′,j′,q′
)
dV . (5.39)
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Wie im skalaren Fall können diese Einträge auf Tensorprodukte der bereits eingeführten
Matrizen im Rahmen der Spektralmethoden sowie der zweidimensionalen Finite-Elemente-
Modellierung zurückgeführt werden. Aufgrund der komponentenweisen Darstellung der
Ansatzfunktionen sowie der Zerlegbarkeit des Gradientenoperators weisen die resultieren-
den Matrizen eine Blockstruktur auf, so dass sich die globale semidiskrete Formulierung
zu(
A11 A12
A21 A22
)
︸ ︷︷ ︸
K
tv,fese
ν
(
auv
fese
aw
fese
)
+
d
dt
(
B11 0
0 B22
)
︸ ︷︷ ︸
M
tv,fese
σ
(
auv
fese
aw
fese
)
+
(
guv
fese
0
)
=
(
juv
fese
jw
fese
)
(5.40)
in Form von Blockmatrizen der Größe (2 × 2) ergibt. Der Vektor guv
fese
enthält dabei die
aus dem Randintegralterm resultierenden gewichteten Flussgrößen. Die Darstellung erfolgt
unter Separation der Freiheitsgrade sowie der rechten Seite in den unterschiedlichen Rich-
tungen in Form von Blockvektoren. Die einzelnen Matrixblöcke ergeben sich wiederum
aus einer lokalen Betrachtung der inneren Produkte aus Ansatz- und Testfunktionen im
Rahmen des Galerkin-Verfahrens.
Steifigkeitsmatrix
Der Beitrag A11 beschreibt eine Steifigkeitsmatrix K
tv,fese,uv
ν , welche auf der Basis der An-
satzfunktionen ~vtv,fese,uv in der (u, v)-Ebene entsteht. Diese setzt sich wie im skalaren Fall
additiv aus zwei Anteilen zusammen, welche zu der (u, v)- beziehungsweise w-Komponente
der Rotation der Ansatzfunktionen korrespondieren. Die Einträge der lokalen Matrix auf
dem Element e lauten(
Ktv,fese,uv,eν
)
i,j,i′,j′,q,q′
=
∫
Ωuv,es
(
νe,w
(
∇2D×~wtv,2d,uvi,j Pq
)
w
(
∇2D×~wtv,2d,uvi′,j′ Pq′
)
w
)
dV
+
∫
Ωuv,es
((
~wtv,2d,uvi,j
∂Pq
∂w
)
· νe,uvw ·
(
~wtv,2d,uvi′,j′
∂Pq′
∂w
))
dV , (5.41)
wobei bei dieser Notation bezüglich des zweiten Summanden eine in der (u, v)-Ebene iso-
trope Materialeigenschaft vorausgesetzt wird. Nach einer Separation bezüglich der ortho-
gonalen Polynome in w-Richtung innerhalb der Integranden ergibt sich unter Verwendung
von Gleichung (5.30) und Gleichung (5.31) die Darstellung
(
Ktv,fese,uv,eν
)
i,j,i′,j′,q,q′
= fs (MSE)q,q′
1
fw
(
Ktv,2d,uv,eν
)
i,j,i′,j′
+
f 2w
ℓ2wfs
(KSE)q,q′
1
fw
(
Mtv,2d,uv,eν
)
i,j,i′,j′
(5.42)
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mit den Matrizen aus der zweidimensionalen vektoriellen Modellierung sowie den Koeffi-
zienten fs und fw, die mit der Transformation des Intervalls in w-Richtung sowie der Art
des Koordinatensystems verbunden sind. Für die globale Teilmatrix ergibt sich somit
A11 = K
tv,fese,uv
ν = MSE ⊗
fs
fw
Ktv,2d,uvν +KSE ⊗
fw
ℓ2wfs
Mtv,2d,uvν (5.43)
unter Verwendung einer Tensorproduktnotation. Der Gesamtbeitrag wie auch die aus
der zweidimensionalen vektoriellen Modellierung resultierenden Teilmatrizen in Verbin-
dung mit den Koeffizienten fs und fw besitzen die Einheit des magnetischen Widerstands
(A/(V s)) und werden daher auch als Reluktanzmatrizen bezeichnet. Der Anteil A22 in-
nerhalb der blockweisen Darstellung in Gleichung (5.40) beschreibt die zu den hybriden
Ansatzfunktionen in w-Richtung gehörige Steifigkeitsmatrix Ktv,fese,wν . Da für die betreffen-
den Ansatzfunktionen ~vtv,fese,wi,q nur die w-Komponente von Null verschieden ist, liegt das
Ergebnis der Anwendung des Rotationsoperators in der (u, v)-Ebene. Die Auswertung des
entsprechenden inneren Produktes in der schwachen Formulierung liefert für die Einträge
der lokalen Elementmatrix(
Ktv,fese,w,eν
)
i,i′,q,q′
=
∫
Ωuv,es
((
∇2D×~wtv,2d,wi Pq
)
· νe,uvw ·
(
∇2D×~wtv,2d,wi′ Pq′
)) 1
ℓ2w
dV . (5.44)
Durch Umgruppierung der Produkte innerhalb des Integrals können die einheitenlosen
spektralen Beiträge isoliert werden und in analoger Vorgehensweise wie zuvor ergeben sich
die Einträge der lokalen Elementmatrix zu(
Ktv,fese,w,eν
)
i,i′,q,q′
= fs (MSE)q,q′
1
fw
(
Ktv,2d,w,eν
)
i,i′
, (5.45)
wobei beim Übergang zu dieser Notation wiederum isotrope Materialeigenschaften in der
Ebene vorausgesetzt werden. Damit ist die globale Darstellung durch
A22 = K
tv,fese,w
ν = MSE ⊗
fs
fw
Ktv,2d,wν (5.46)
gegeben. Das Ergebnis ist konsistent zu dem für den Beitrag A11 erhaltenen, da die Ein-
träge wiederum die Einheit der Reluktanz aufweisen.
Die Kopplung zwischen den Komponenten in (u, v)- und w-Richtung wird durch die Block-
matrix A12 beschrieben. Da das innere Produkt zur Bestimmung der Einträge kommutativ
ist, gilt A21 = A
T
12. Die Komponenten der Ansatzfunktionen sind in dem gewählten Koor-
dinatensystem nach Konstruktion orthogonal. Diese Eigenschaft überträgt sich jedoch im
allgemeinen nicht auf deren räumliche Ableitungen. Daher ergeben sich im Fall der Stei-
figkeitsmatrix von Null verschiedene Kopplungsblöcke. Diese sind mit der Matrix Ltv,feseν
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über deren lokale Elementmatrizen mit den Einträgen(
Ltv,fese,eν
)
i,i′,j′,q,q′
=
∫
Ωuv,es
((
∇ˆ×~vtv,fese,wi,q
)
· νe ·
(
∇ˆ×~vtv,fese,uvi′,j′,q′
))
dV (5.47)
gegeben. Da die w-Komponente der Rotation des ersten Faktors verschwindet, müssen
im weiteren lediglich die zu der (u, v)-Ebene gehörigen Terme betrachtet werden. Unter
Annahme einer isotropen Materialeigenschaft in der (u, v)-Ebene kann die Notation gemäß
(
Ltv,fese,eν
)
i,i′,j′,q,q′
= −
wmax∫
wmin
Pq
fw
ℓw
dPq′
dw
dw
ℓw
fw
∫
Ωuv,e2d
(
∇2Dws,2di · νe · ~wtv,2d,uvi′,j′
) 1
ℓw
dA
︸ ︷︷ ︸(
L
tv,2d,e
ν
)
i,i′,j′
(5.48)
erfolgen. Analog zu der Vorgehensweise zur Bestimmung der spektralen Koeffizienten KSE
und MSE ist der Faktor, der die orthogonalen Polynome sowie deren Ableitung erhält,
nach einer Koordinatentransformation metrikfrei. Unter der Transformation w → s ergibt
sich
wmax∫
wmin
Pq
fw
ℓw
dPq′(w)
dw
dw =
fw
ℓw
1∫
−1
Pq(s)
dPq′(s)
ds
ds =
fw
ℓw
(LSE)q,q′ (5.49)
in Verbindung mit dem gemischten Term LSE. Dabei kompensieren sich die aus der Sub-
stitution des Integranden und der Anwendung der Kettenregel bei der Differentiation
bezüglich s entstehenden Faktoren. Damit lautet die Darstellung der globalen Matrix
A12 = L
tv,fese
ν = −LSE ⊗ Ltv,2dν , (5.50)
wobei der Faktor fw/ℓw durch die Produktbildung herausfällt. Aufgrund der Eigenschaft
des Kroneckerproduktes gegenüber einer Transposition ergibt sich für die globale Steifig-
keitsmatrix Ktv,feseν der Ausdruck
Ktv,feseν =
(
MSE ⊗ fsfwK
tv,2d,uv
ν +KSE ⊗ fwℓ2wfsM
tv,2d,uv
ν −LSE ⊗ Ltv,2dν
− (LSE)T ⊗
(
Ltv,2dν
)T
MSE ⊗ fsfwK
tv,2d,w
ν
)
(5.51)
in Abhängigkeit der zuvor bestimmten Matrixblöcke. Infolge der Eigenschaften des Rotati-
onsoperators ist die Matrix zwar symmetrisch, jedoch singulär. Die zu der Finite-Elemente-
Diskretisierung in der Ebene korrespondierenden Blockmatrizen sind dünnbesetzt. Diese
Eigenschaft überträgt sich jedoch nur teilweise auf die Gesamtmatrix, da die Spektralblö-
cke KSE und LSE als dichte Matrizen vorliegen. Je nach Sortierung der Matrixelemente
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ergibt sich eine dünnbesetzte Verteilung vollbesetzter Blöcke oder ein wiederkehrendes
Muster dünnbesetzter Blöcke.
Massenmatrix
Im Fall der Massenmatrix Mtv,feseσ innerhalb der diskretisierten Formulierung im Symme-
triegebiet in Gleichung (5.40) treten lediglich zwei von Null verschiedene Blöcke auf, da
nach Konstruktion die Komponenten der Ansatzfunktionen in der (u, v)-Ebene orthogonal
zu der Komponente in w-Richtung sind. Anders als im Fall der Steifigkeitsmatrix müssen
somit lediglich die inneren Produkte für die beiden auftretenden Kombinationen separat
betrachtet werden und es treten keine gemischten Terme auf.
Die Komponente B11 stellt eine Massenmatrix M
tv,fese,uv
σ bezüglich der Ansatzfunktionen
~vtv,fese,uv in der (u, v)-Ebene dar. Durch Einsetzen der Definition in Gleichung (5.34) erge-
ben sich die Einträge der lokalen Elementmatrizen über das innere Produkt zu(
Mtv,fese,uv,eσ
)
i,j,i′,j′,q,q′
=
∫
Ωuv,es
((
~wtv,2d,uvi,j Pq
)
· σe,uv ·
(
~wtv,2d,uvi′,j′ Pq′
))
dV . (5.52)
Nach der Separation bezüglich der Komponenten lassen sich die Einträge unter Verwen-
dung der entsprechenden bereits definierten Massenmatrizen aus Gleichung (5.21) und
Gleichung (5.30) durch(
Mtv,fese,uv,eσ
)
i,j,i′,j′,q,q′
= fs (MSE)q,q′
1
fw
(
Mtv,2d,uv,eσ
)
i,j,i′,j′
(5.53)
darstellen. Damit ist die globale Massenmatrix bezüglich der Ansatzfunktionen in der
(u, v)-Ebene in Tensorproduktschreibweise über
B11 = M
tv,fese,uv
σ = MSE ⊗
fs
fw
Mtv,2d,uvσ (5.54)
gegeben. Als Folge des verwendeten Vorgehens weisen die Einträge des resultierenden
Matrixblocks die Einheit des elektrischen Leitwertes (Siemens, A/V) auf. Daher kann der
Begriff Admittanzmatrix zur Bezeichnung verwendet werden. Im Rahmen einer transienten
Formulierung sorgt die zeitliche Ableitung vor diesem Term für die korrekte Einheit in
Verbindung mit der weiter oben beschriebenen Reluktanzmatrix Ktv,feseν .
Ein analoges Vorgehen führt zu dem Matrixblock B22, der eine Massenmatrix M
tv,fese,uv
σ
auf der Basis der Ansatzfunktionen ~vtv,fese,w in w-Richtung beschreibt. Die zugehörigen
Einträge ergeben sich durch Summation der Beiträge der einzelnen Elementmatrizen, die
über (
Mtv,fese,w,eσ
)
i,i′,q,q′
=
∫
Ωuv,es
σe,w
((
ws,2di Pq
)(
ws,2di′ Pq′
)) 1
ℓ2w
dV (5.55)
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gegeben sind. Durch eine Veränderung der Reihenfolge der Integration kann wiederum eine
Aufteilung in die von Einheiten befreite Matrix MSE und den verbleibenden Teil mit der
Einheit des elektrischen Leitwertes erfolgen. Die in dieser Form angeordneten Einträge der
lokalen Elementmatrizen lauten damit(
Mtv,fese,w,eσ
)
i,i′,q,q′
= fs (MSE)q,q′
1
fw
(
Mtv,2d,w,eσ
)
i,i′
. (5.56)
Dabei wird die Definition der Massenmatrix in Gleichung (5.19) mit ξe,w = σe,w verwendet.
Für die globale Darstellung kann damit die Form
B22 = M
tv,fese,w
σ = MSE ⊗
fs
fw
Mtv,2d,wσ (5.57)
angegeben werden. Für die gesamte Admittanzmatrix im Symmetriegebiet ergibt sich unter
Zusammenfassung der bisherigen Ergebnisse die blockweise Darstellung gemäß
Mtv,feseσ =
(
MSE ⊗ fsfwM
tv,2d,uv
σ 0
0 MSE ⊗ fsfwM
tv,2d,w
σ
)
, (5.58)
wobei durch die Orthogonalität der zur Approximation in w-Richtung verwendeten Poly-
nome eine blockdiagonale Struktur gegeben ist. Die Admittanzmatrix ist positiv definit
falls im gesamten betrachteten Gebiet keine nicht leitfähigen Gebiete auftreten.
5.2.3 Kopplung auf der Basis von Lagrange-Multiplikatoren
Die im vorangegangenen Abschnitt beschriebene Methode bietet aufgrund der Restriktion
bezüglich der Homogenität der Materialverteilung in einer ausgezeichneten Richtung zu-
nächst nur ein eingeschränktes Anwendungsspektrum. Durch den in Abbildung 5.5 darge-
stellten geometrischen Ansatz zur Zerlegung des Volumens in entsprechende Untergebiete
kann der Einsatzbereich erweitert werden. Somit ist es nicht mehr erforderlich, dass inner-
halb des gesamten zu untersuchenden Gebietes entsprechende kontinuierliche Symmetrien
vorherrschen. Die Unterteilung des betrachteten Volumens Ω erfolgt nicht überlappend
in einen Bereich Ω1 = Ωs, der eine kontinuierliche Symmetrie aufweist, sowie den um-
gebenden Teil Ω2 = Ω/Ω1, der über keine nutzbaren Symmetrieeigenschaften verfügt.
Auch wenn eine Verallgemeinerung auf das Auftreten mehrerer, nicht zusammenhängen-
der Symmetriebereiche unmittelbar möglich ist, erfolgt aus Gründen der Übersichtlichkeit
eine Beschränkung auf einen solchen Bereich, wobei die Art der kontinuierlichen Symme-
trie zunächst unerheblich ist. Die weitere Vorgehensweise zur globalen Lösung einer auf
einem derartig zerlegbaren Gebiet gegebenen Problemstellung basiert auf der Anwendung
unterschiedlicher Diskretisierungsverfahren innerhalb der einzelnen Bereiche. Im Rahmen
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dieser Arbeit kommt in dem umgebenden Gebiet Ω2 eine Diskretisierung mit der Metho-
de der Finiten Elemente niedrigster Ordnung zum Einsatz. Die unter Verwendung der in
Abschnitt 3.2 vorgestellten Methoden erhaltene diskrete Darstellung ist allgemein durch
A3du3d + g3d = f3d (5.59)
mit der Systemmatrix A3d, dem Vektor der Freiheitsgrade u3d, dem aus dem Randintegral
resultierenden Vektor g3d sowie der rechten Seite f3d gegeben. Unabhängig davon erfolgt die
Diskretisierung des Gebietes Ω1 unter Verwendung einer geeigneten, an die dort gegebene
kontinuierliche Symmetrie angepassten, Methode gemäß Abschnitt 5.2.2. Analog ergibt
sich durch
Afeseufese + gfese = ffese (5.60)
dieselbe Struktur in Matrixform wie in Gleichung (5.59) bei einer entsprechenden In-
dizierung der Matrizen und Vektoren. Letztere reflektiert die vorgenommene Kopplung
zwischen Finiten Elementen und Spektralelementen (FESE). Das zunächst ungekoppelte
System zur Bestimmung des Lösungsvektors u lautet, unter blockweiser Zusammenfassung
von Gleichung (5.59) und Gleichung (5.60),(
A3d 0
0 Afese
)(
u3d
ufese
)
+
(
g3d
gfese
)
=
(
f3d
ffese
)
(5.61)
für das gesamte betrachtete Gebiet Ω. Als Folge der Gebietszerlegung erlaubt dieses
System zunächst keine eindeutige Bestimmung der Lösung für die auf der Schnittmen-
ge Γ = Ω1 ∩ Ω2 angeordneten Freiheitsgrade der beiden separaten Gebiete Ω1 und Ω2.
Für jeden Punkt P (u, v, w) ∈ Γ innerhalb der Schnittmenge existieren zwei im allgemei-
nen unterschiedliche Lösungen, die aus der unabhängigen Diskretisierung in den beiden
Gebieten resultieren. Im Sinne einer physikalisch korrekten Lösung muss durch eine geeig-
nete Kopplung die Eindeutigkeit der Lösung auf der Schnittfläche Γ sichergestellt werden.
Dies erfolgt anhand der Stetigkeitsbedingungen für Feld- und Flussgrößen, die aus den
Maxwellschen Gleichungen abgeleitet sind. Dabei müssen zum Zweck einer physikalisch
korrekten Darstellung auf diskreter Ebene beide der stets paarweise auftretenden Stetig-
keitsbedingungen erfüllt werden. Für die im Rahmen der in dieser Arbeit behandelten
quasistatischen Problemstellungen sind die in Abschnitt 2.1 beschriebenen Bedingungen
in Tabelle 5.3 zusammengefasst. Abhängig von der Natur der Freiheitsgrade innerhalb
der im einzelnen gewählten Formulierung ergibt sich eine unterschiedliche Vorgehensweise
bezüglich der Sicherstellung der entsprechenden Kombination von Bedingungen. In allen
Fällen wird jedoch eine der beiden Bedingungen explizit durch Gleichsetzen der entspre-
chenden Freiheitsgrade aus den angrenzenden Gebieten erzwungen und dem System in
Gleichung (5.61) in Form weiterer Matrixblöcke hinzugefügt. Dazu werden zunächst über
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quasistatische Stetigkeitsbedingung an die
Näherung Feldgröße Flussgröße
Elektrostatik ~E3d × ~n− ~Efese × ~n = 0 ~D3d · ~n− ~Dfese · ~n = 0
Stationäres Strömungsfeld ~E3d × ~n− ~Efese × ~n = 0 ~J3d · ~n− ~Jfese · ~n = 0
Magnetostatik ~H3d × ~n− ~Hfese × ~n = 0 ~B3d · ~n− ~Bfese · ~n = 0
Tabelle 5.3: Übersicht der Stetigkeitsanforderungen am Übergang zwischen den separaten
Gebieten Ω1 und Ω2 im Fall verschiedener quasistatischer Näherungen. Der
Normalenvektor ~n steht senkrecht auf der Schnittfläche und weist aus dem auf
herkömmliche Art modellierten Gebiet Ω2 heraus.
algebraische Selektionsmatrizen Q3d und Qfese die relevanten, auf der Schnittfläche Γ be-
findlichen, Freiheitsgrade aus den jeweiligen Vektoren u3d beziehungsweise ufese extrahiert.
Dabei muss gegebenenfalls eine Unterscheidung anhand der Art und der Lage der beiden
Gebieten gemeinsamen Flächen in den unterschiedlichen Koordinatenrichtungen vorge-
nommen werden. Die Schnittmenge Ωint = Ω1 ∩Ω2 der beiden separaten Gebiete kann ge-
mäß Ωint = Ωstirn∪Ωseite in zwei Untermengen aufgeteilt werden. Dabei umfasst die Menge
Ωstirn den Anteil der gesamten Kopplungsfläche, deren Normalenvektor in Richtung der
gegebenen Symmetrie weist. Die verbleibenen Seitenflächen werden in Ωseite zusammenge-
fasst. Im allgemeinen stimmen die Gitter der beiden in Ωint aufeinanderstoßenden Gebiete
nicht überein. Während an den Seitenflächen daher grundsätzlich eine Interpolation er-
forderlich ist, kann diese bei einer geeigneten Wahl der Diskretisierung der Stirnfläche
vermieden werden. Im Fall eines zylindrischen Symmetriegebietes existiert jedoch keine
Stirnfläche, da es sich nach Konstruktion um ein abgeschlossenes Gebiet handelt, welches
ausschließlich über die Seitenflächen mit dem Aussenraum in Verbindung steht. Um eine
Durchsetzung der Stetigkeitsbedingung zu erreichen, wird in diesem Fall die Oberflächen-
diskretisierung, welche die Projektion des Gitters in Ω2 auf die Schnittfläche Γ darstellt, als
Referenz angenommen. Für die zu Ω1 gehörigen Freiheitsgrade auf der Oberfläche erfolgt
eine geeignete geometrische Interpolation basierend auf der Topologie des Symmetriegebie-
tes, welche durch die Interpolationsmatrix B
fese
charakterisiert wird. Unter Verwendung
dieser Matrixoperatoren kann die Übergangsbedingung zwischen den beiden Gittern durch
Q3du
3d −B
fese
Q
fese
ufese = 0 (5.62)
ausgedrückt werden. Zur Berücksichtigung der jeweiligen dualen Stetigkeitsbedingung wer-
den die aus dem Oberflächenintegral der schwachen Formulierung resultierenden Größen,
die in dem Vektor g gesammelt sind, herangezogen. Aufgrund ihrer Definition als zur Be-
randung gehörige Flussgrößen weisen die beiden Teilvektoren g3d und gfese ohnehin nur an
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Positionen, die zu Freiheitsgraden auf der Schnittfläche Γ korrespondieren, von Null ver-
schiedene Einträge auf. Die über die Testfunktionen im Rahmen des Galerkin-Verfahrens
gewichteten Größen werden durch eine geeignete Diskretisierung über die mit der Schnitt-
fläche assoziierten Freiheitsgrade m3d ausgedrückt. Dabei bezeichnet die Indizierung die
willkürliche Wahl der Zuordnung der zusätzlichen Freiheitsgrade auf der Schnittfläche zu
dem unter Verwendung herkömmlicher dreidimensionaler Ansatzfunktionen diskretisierten
Gebiet Ω2. Somit gilt die Darstellung
g3d = QH3dm3d , (5.63)
gfese = −QH
fese
BH
fese
m3d . (5.64)
Auf diese Weise führt die Berücksichtigung der beiden, innerhalb der gewählten Formulie-
rung relevanten, Stetigkeitsbedingungen zu dem gekoppelten System A
3d 0 QH3d
0 Afese −QH
fese
BH
fese
Q3d −BfeseQfese 0

 u3dufese
m3d
 =
 f
3d
ffese
0
 , (5.65)
das bei der beschriebenen Vorgehensweise zwar symmetrisch, jedoch durch die entstehen-
de Sattelpunktformulierung indefinit ist. Die an dieser Stelle beschriebene Vorgehensweise
ist sehr allgemein gehalten und damit auf eine Vielzahl an Problemstellungen anwend-
bar. Unter bestimmten Voraussetzungen, insbesondere bei angepassten Gittern auf der
Schnittfläche, vereinfacht sich die Darstellung durch den Wegfall der Notwendigkeit zur
Interpolation. Weitere, für die verschiedenen Formulierungen spezifische Einzelheiten der
Kopplung werden im Rahmen der Vorstellung ausgewählter Beispiele im folgenden Ab-
schnitt behandelt.
5.3 Anwendungsbeispiele im Rahmen der numerischen
Feldsimulation
Das allgemein hergeleitete hybride Diskretisierungsverfahren unter besonderer Berücksich-
tigung von innerhalb der betrachteten Struktur vorhandenen kontinuierlichen Symmetrien
wird im folgenden auf zwei praxisrelevante Beispiele angewandt. In der vorgestellten Form
ist das Verfahren nicht explizit an bestimmte Formulierungen gebunden und somit immer
dann einsetzbar, wenn die aufgeführten Anforderungen an gegebene Symmetriebereiche
erfüllt sind. Da sich für unterschiedliche Formulierungen je nach Art der kontinuierlichen
Symmetrie signifikante Unterschiede im Detail, insbesondere bei der Kopplung der separat
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diskretisierten Gebiete ergeben, wurde deren Behandlung in die folgenden Abschnitte ein-
gegliedert. Dies erlaubt eine anschauliche Spezialisierung der gekoppelten Diskretisierung
anhand der gewählten Anwendungsbeispiele.
5.3.1 Isolationsverhalten eines Hochspannungstransformators
Bei der Übertragung elektrischer Energie mithilfe von Freileitungen über sehr große Di-
stanzen im Bereich einiger 100 km bis 1 000 km stellt die sogenannte Hochspannungs-
Gleichstrom-Übertragung (HGÜ) eine Alternative zur herkömmlichen Wechselstromüber-
tragung dar. Zur Übertragung der elektrischen Energie wird die von Generatoren auf Mit-
telspannungsniveau erzeugte Drehstromenergie über Transformatoren auf die zur Übertra-
gung vorgesehene Spannung im Bereich einiger 100 kV gebracht und anschließend gleichge-
richtet. Aufgrund gesetzlicher Bestimmungen müssen vor der Inbetriebnahme verschiede-
ne Prüfungen an dem Transformator durchgeführt werden. Diese umfassen beispielsweise
die Festigkeit gegenüber Spannungsspitzen (engl. „surges“) bedingt durch Schaltvorgänge
oder Blitzeinschläge. Weiterhin muss das Verhalten im Fall einer Fehlfunktion innerhalb
des Gleichrichters, die zum Anliegen einer Gleichspannung auf dem Übertragungsniveau
an der Sekundärwicklung führt, untersucht werden. Bei derartigen Prüfungen wird eine
Spannung von bis zu 1MV angelegt. Im Fall eines unerwünschten Durchschlags in der
Isolation kommt es in den meisten Fällen zu einer Zerstörung des Transformators. Da
die Geräte sehr teuer sind, bieten im Vorfeld durchgeführte numerische Simulationen eine
Möglichkeit zur Reduzierung der Anzahl potentiell zu Durchschlägen führender Prüfungen.
Im folgenden wird das hybride Diskretisierungsverfahren zur Simulation des Isolationsver-
haltens des in Abbildung 5.8(a) dargestellten Transformators unter den beschriebenen
Gleichspannungs-Prüfbedingungen eingesetzt. Abbildung 5.8(b) zeigt ein entsprechendes
CAD-Modell des Transformatorkerns wobei der umgebende Metalltank sowie die Hoch-
spannungsdurchführungen und -ableiter nicht dargestellt sind. Es handelt sich um einen
einphasigen Transformator, der aus zwei parallel geschalteten Wicklungen aufgebaut ist,
um die Belastung zu reduzieren. Die bei der Gleichspannungsprüfung auftretenden Ef-
fekte können in einer ersten Näherung durch ein stationäres Strömungsfeld gemäß Glei-
chung (2.39) unter Verwendung des elektrischen Skalarpotentials φ beschrieben werden. Im
Rahmen der numerischen Lösung auf der Basis des gekoppelten Diskretisierungsverfahrens
wird der den Transformatorkern in definiertem Abstand umgebende Metalltank als ideal
elektrisch leitend modelliert. Dies kann in Form einer homogenen Dirichlet-Randbedingung
über die zugehörigen Freiheitsgrade der Approximation des elektrischen Skalarpotentials
erfolgen. Der auf diese Weise in der Simulation berücksichtigte Transformatortank ist zu
Kühlungs- und Isolationszwecken mit speziellem Öl gefüllt, welches eine Leitfähigkeit im
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WicklungenEisenjoch
(a) (b)
Abbildung 5.8: (a) Einphasiger HGÜ-Transformator (283.7MVA Yy) der Siemens AG in
einer Testumgebung (Bildquelle: Siemens AG [179]); (b) CAD-Modell des
Transformators mit zwei parallelen Wicklungen ohne Hochspannungsdurch-
führung und Ableiter unter Ausblendung des umgebenden Metalltanks.
Bereich zwischen σ = 1 · 10−12 S/m und σ = 1 · 10−16 S/m aufweist [180]. Abbildung 5.9(a)
zeigt nochmals den für die numerischen Simulationen verwendeten Aufbau des im Tank
eingebetteten Transformatorkerns. Dieser besteht aus einem Eisenjoch mit vier Schenkeln,
wobei die jeweils konzentrisch angeordneten Primär- und Sekundärwicklungen die beiden
mittleren Schenkel umgeben. Deren Aufbau ist in der vergrößerten Ansicht eines Aus-
schnitts in Abbildung 5.9(b) dargestellt. Die innere Wicklung stellt im regulären Betrieb
die Primärseite des Transformators dar. Für die in diesem Kontext durchgeführten Simu-
lationen wird diese, wie auch das Joch mit den Schenkeln, in Form eines ideal elektrisch
leitfähigen Materials modelliert. Dadurch können die zugehörigen Bereiche von der Simu-
lation ausgenommen werden, wobei die genannte Eigenschaft über die Durchsetzung einer
homogenen Dirichlet-Randbedingung auf den korrespondierenden Oberflächen abgebildet
wird. Demgegenüber wird im Rahmen der Gleichspannungsprüfung die Sekundärwick-
lung, welche ebenfalls als ideal elektrisch leitfähig modelliert wird, mit dem Prüfpotential
beaufschlagt. Dies erfolgt im Rahmen des numerischen Modells über eine inhomogene
Dirichlet-Randbedingung. Zur Verringerung des Risikos eines elektrischen Durchschlags
zwischen der Sekundärwicklung und den übrigen, auf Erdpotential befindlichen Teilen,
sind mehrere dünne Papierschichten mit Isolationswirkung in geringem Abstand zu der
Wicklung angeordnet. Die Leitfähigkeit dieses Papiermaterials liegt etwa um den Faktor
50 unter dem entsprechenden Wert für das umgebende Öl. Zur weiteren Absicherung gegen
einen Spannungsdurchschlag auf das von außen zugängliche metallische Gehäuse ist ein
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Abbildung 5.9: (a) Dreidimensionales Modell des Transformators; (b) vergrößerte Darstel-
lung eines Sektors des zylindrischen Bereiches, welcher die Wicklungen so-
wie Isolationsschichten beinhaltet; (c) Zu betrachtendes, auf ein Achtel der
gesamten Struktur reduziertes Gebiet Ω nach der Anwendung dreier karte-
sischer Spiegelsymmetrien.
zusätzlicher geerdeter Metallring außerhalb der Papierisolation vorgesehen. Die dreifache
Anwendung diskreter Spiegelsymmetrien führt zu dem auf ein Achtel reduzierten Gebiet Ω
in Abbildung 5.9(c), welches zur vollständigen Modellierung der interessierenden Effekte
aus Symmetriegründen ausreichend ist. Während die Randbedingung in den Ebenen bei
x = xmax, y = ymax und z = zmax durch die Wand des Transformatortanks vorgegeben ist,
kommen in den übrigen drei Ebenen Neumann-Randbedingungen zur Modellierung der
Spiegelsymmetrie zum Einsatz.
Hybride Diskretisierung bei partieller Rotationssymmetrie
Aufgrund des Längenverhältnisses zwischen der Dicke der Papierisolation und der Gesamt-
größe des Transformators von etwa 1 : 1000 ist die Erzeugung einer Volumendiskretisierung
auch für das auf ein Achtel reduzierte Modell sehr aufwendig und führt in jedem Fall zu
einer sehr großen Anzahl von Freiheitsgraden im Bereich mehrerer Millionen. Insbesondere
die zylindrischen Isolationsschichten mit einem im Verhältnis zu ihrer Dicke sehr großen
Radius stellen eine Schwierigkeit dar und können gegebenfalls der Erstellung eines gültigen
Gitters im Weg stehen. In diesem Fall verspricht die Anwendung des beschriebenen gekop-
pelten Diskretisierungsverfahrens eine effizientere und genauere Modellierung bei verrin-
gertem numerischen Aufwand. Es erfolgt eine Zerlegung in zwei getrennte Bereiche: Dabei
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Abbildung 5.10: (a) Diskretisierung des umgebenden Gebietes Ω2 bestehend aus Tetra-
edern; (b) Triangulierung des zweidimensionalen Querschnitts Ωrz2d des
rotationssymmetrischen Gebietes Ω1; (c) vergrößerte Darstellung der dün-
nen zylindrischen Isolationsschichten in der Ebene.
beinhaltet der in Abbildung 5.10(a) dargestellte Bereich Ω2 keine nutzbaren Symmetrien.
Dieser besteht im wesentlichen aus dem äußeren Teil des mit Öl gefüllten quaderförmi-
gen Transformatortanks sowie den Jochteilen. Der verbleibende Bereich Ω1 enthält alle
Modellteile, welche eine kontinuierliche Rotationssymmetrie aufweisen und in der Folge
über eine Triangulierung der Querschnittsebene beschrieben werden können. Eine solche
ist in Abbildung 5.10(b) dargestellt und wurde unter Verwendung einer energiebasierten
adaptiven Gitterverfeinerung erzeugt. Bei der zweidimensionalen Betrachtung stellt die
räumliche Auflösung der vergrößert in Abbildung 5.10(c) dargestellten dünnen Isolations-
schichten keine Schwierigkeit dar. Die Tatsache, dass gerade diese feinen Details innerhalb
des ausgedehnten Transformators auf diese Weise modelliert werden können, trägt we-
sentlich zu der gegenüber herkömmlichen Verfahren gesteigerten Effizienz der hybriden
Diskretisierungsmethode bei. Wie in Abschnitt 5.2.3 beschrieben, erfolgt eine separate
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Diskretisierung des elektrischen Skalarpotentials innerhalb der schwachen Formulierung∫
V
(
σ∇φ · ∇ws,[3d,fese]i′[,q′]
)
dV −
∫
∂V
(
Jnw
s,[3d,fese]
i′[,q′]
)
dA = 0 (5.66)
in den beiden Gebieten. Zu diesem Zweck kommen in Ω2 herkömmliche skalare Ansatz-
funktionen ws,3di und in Ω1 die in Gleichung (5.23) definierten hybriden Ansatzfunktionen
vs,fesei,q zum Einsatz. Damit sind die zu dem umgebenden dreidimensionalen Bereich Ω2
korrespondierenden elementweisen Beiträge durch(
Ks,3d,eσ
)
i,i′
=
∫
Ωe2,e
(
∇ws,3di · σe · ∇ws,3di′
)
dV , (5.67)
(
gs,3d,eσ
)
i′
=
∫
∂Ωe2,e∩∂Ω2
(
Jnw
s,3d
i′
)
dA , (5.68)
gegeben. Die zugehörigen globalen Größen entstehen durch eine Summation über alle
Elemente e analog zu Gleichung (3.103) und Gleichung (3.104). Damit gilt A3d = Ks,3dσ
sowie g3d = gs,3dσ .
Aufgrund der gegebenen Periodizität werden, wie in Abschnitt 3.3.3 erläutert, im Gebiet
Ω1 harmonische Funktionen Pq zur Approximation des elektrischen Skalarpotentials in
Richtung der Koordinate w = φ eingesetzt. Dabei gehören die harmonischen Koeffizienten
qn zu der Menge Q = {q0, . . . , qN} berücksichtigter Ordnungen. Somit lautet der Koef-
fizient Afese der Blockmatrix des ungekoppelten Systems in Gleichung (5.61) für diesen
Fall
Afese = Ks,feseσ = M
F
SE ⊗
1
2
Ks,2dσ +K
F
SE ⊗
1
2π2r2
Ms,2dσ . (5.69)
Dabei werden die Steifigkeits- und Massenmatrizen für eine zweidimensionale achsensym-
metrische Modellierung aus Gleichung (5.12) beziehungsweise Gleichung (5.16) verwendet.
Da die in φ-Richtung eingesetzten Funktionen gleichzeitig Eigenfunktionen der zugrunde-
liegenden Differentialgleichung darstellen, erfolgt nicht nur eine Entkopplung der spek-
tralen Koeffizienten bei der Bildung der Massenmatrix MFSE, sondern auch im Fall der
Steifigkeitsmatrix KFSE. Somit entsteht eine blockdiagonale Gestalt für A
fese. Für den aus
dem Randintegral der schwachen Formulierung resultierenden Term ergibt sich(
gs,fese,eσ
)
i′,q′
=
∫
∂Ωe1,e∩∂Ω1
(
Jnv
s,fese
i′,q′
)
dA (5.70)
analog zu Gleichung (5.68). Dabei wird der Eintrag gfese in Gleichung (5.61) durch eine
Summation über alle beteiligten Elemente bestimmt.
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Abbildung 5.11: Interpolation auf der Zylinderoberfläche Ω1 ∩ Ω2: Linear in der Quer-
schnittsebene sowie trigonometrisch in azimutaler Richtung.
Kopplung der Gebiete im Fall einer skalaren Formulierung
Im vorliegenden Fall der Einbettung eines zylindrischen Gebietes, welches eine feine Tri-
angulierung zur Auflösung geometrischer Details aufweist, ist die Konstruktion eines über-
einstimmenden Gitters auf beiden Seiten der Schnittfläche nicht angebracht. Dabei ginge
der durch die hohe räumliche Auflösung in zwei Dimensionen erzielte Vorteil bezüglich der
Anzahl an Freiheitsgraden teilweise verloren, da zumindest in der Umgebung der Schnitt-
fläche ein ähnlich feines Gitter in drei Dimensionen zu konstruieren wäre. Um eine Kopp-
lung der Freiheitsgrade gemäß Gleichung (5.62) zu erreichen, ist daher eine Interpolation
erforderlich. Aufgrund der höheren räumlichen Auflösung im Symmetriegebiet Ω1 erfolgt
die Interpolation von diesem ausgehend in Richtung der im vollständig dreidimensional
diskretisierten Gebiet Ω2 angesiedelten Gitterpunkte [181]. Anhand des in Abbildung 5.11
dargestellten Halbzylinders wird die verwendete Vorgehensweise illustriert. Dabei wird
zwischen der Mantelfläche Γm sowie der Vereinigungsmenge der beiden Deckflächen Γd
unterschieden. Im Fall der Mantelfläche erfolgt eine lineare Interpolation auf der Schnitt-
fläche Γ, die auf natürliche Weise durch die Ansatzfunktionen in der Ebene gegeben ist.
Unter der bereits erwähnten Voraussetzung einer hinreichend feinen räumlichen Auflösung
von Γ liegt ein Gitterpunkt P 3du (xu, yu, zu) = P
3d
u (ru, φu, zu) aus Ω1 ∩ Ω2 bezüglich seiner
(x,z)-Koordinate stets zwischen zwei Knotenpunkten ua und ub in der Ebene der Trian-
gulierung. Der Abstand d = ua,z − ub,z definiert somit die Koeffizienten γu und 1− γu der
Interpolation in der (r, z)-Ebene. Auf diese Weise können in Verbindung mit einer trigono-
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metrischen Interpolation in der verbleibenden φ-Richtung die Knotenpotentiale über die
Vorschrift
φ3d,u =
∑
q∈Q
e−qθu (γuφfese,ua,q + (1− γu)φfese,ub,q) (5.71)
bestimmt werden. Für die Deckflächen Γd wird dasselbe Verfahren angewandt mit dem
Unterschied, dass die zur Interpolation relevanten Gitterknoten in der zweidimensionalen
Ebene nun stets bei z = zmax liegen. Somit ist Gleichung (5.71) auch in diesem Fall
anwendbar. Die Interpolationskoeffizienten γu, (1− γu) sowie e−qφu werden entsprechend
ihrer Indizierung in den Matrizen Bfeseq angeordnet, so dass über B
fese =
(
Bfese0 , . . . ,B
fese
N
)
der entsprechende Matrixblock in Gleichung (5.62) gegeben ist.
Die Diskretisierung der normalen Komponenten der elektrischen Stromdichte in Glei-
chung (5.68) beziehungsweise Gleichung (5.70) erfolgt unter Verwendung einer Kolloka-
tionsmethode. Durch die Approximation über Diracsche Deltaimpulse sind die Freiheits-
grade m3d durch die jeweilige über die Dreiecksfläche entlang der Schnittfläche integrierte
Stromdichte gegeben und besitzen somit die Einheit Ampère des elektrischen Stromes.
Diese Übergangsströme weisen in den beiden Gebieten eine entgegengesetzte Richtung auf
und kompensieren sich punktweise an den Gitterknoten auf der Oberfläche Ω1∩Ω2. Auf die-
se Weise können die Vektoren g in das gekoppelte Gesamtsystem gemäß Gleichung (5.65)
aufgenommen werden, so dass die duale Übergangsbedingung gemäß Tabelle 5.3 ebenfalls
erfüllt ist. Für diesen Fall ergibt sich damit das blockdiagonale System
Ks,3dσ 0 0 0 Q
H
3d
0 K
s,fese
σ,0 . . . 0 −QHfeseBHq1
...
. . .
...
0 0 . . . Ks,feseσ,N −QHfeseBHqN
Q3d −Bq1Qfese . . . −BqNQfese 0


u3d
ucyl,λ1
...
ufese,λm
m3d
 = 0 , (5.72)
welches aufgrund der in allen Bereichen von Null verschiedenen Leitfähigkeit sowie der
Eigenschaften des zugrundeliegenden Differentialoperators regulär ist. Der Einsatz der
Lagrange-Multiplikatoren m3d zum Zweck der Kopplung führt jedoch zu einer Sattel-
punktformulierung, so dass zur Lösung des System eine herkömmliche Variante der LU-
Zerlegung verwendet wird. Dies stellt bei der zu erwartenden Systemgröße im Hinblick
auf den zur Verfügung stehenden Arbeitsspeicher bei der numerischen Lösung auf einer
64-Bit-Plattform keine wesentliche Einschränkung dar. Im Gegenteil kann auf diese Weise
mitunter eine kurze Simulationsdauer erreicht werden.
Auswertung der Potentialverteilung in verschiedenen Bereichen
Der Einsatz des gekoppelten Diskretisierungsverfahrens liefert eine Lösung für das elektri-
sche Skalarpotential in einem HGÜ-Transformator unter Prüfbedingungen. Im Gegensatz
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Abbildung 5.12: Auswertung des elektrischen Skalarpotentials entlang der radial äußeren
Isolationsschicht in azimutaler Richtung an zwei unterschiedlichen Posi-
tionen bezüglich der Höhe z: (a) ohne zusätzlichen Metallring; (b) mit
einem Ring auf Erdpotential bis zu einer Höhe von 0.858m.
zu einer herkömmlichen Volumendiskretisierung stellt die Gittergenerierung bei diesem
Verfahren keine größere Herausforderung dar. Zudem erfolgt durch die Verwendung eines
zylindrischen Koordinatensystems eine exakte Abbildung der Geometrie im numerischen
Modell in azimutaler Richtung. Dies ermöglicht eine Auswertung der Lösung in dieser
Richtung ohne gitterbedingte Verzerrungen. Abbildung 5.12(a) zeigt eine solche Auswer-
tung der berechneten Lösung für das elektrische Skalarpotential entlang der φ-Richtung
für einen Aufbau ohne das zur weiteren Absicherung gegen Durchschläge vorgesehene Me-
tallschild. Dabei wird als radiale Auswertungsposition die Oberfläche der am weitesten
außen liegenden Isolationsschicht aus Papier gewählt. Während bei φ = 0 dennoch eine
gute Abschirmung durch das ebenfalls auf Erdpotential befindliche Joch erfolgt, wächst
das Potential ab φ = 90◦ auf mehr als den vierfachen Wert bei φ = 180◦ an. Dabei ist
der Zuwachs nahe am Mittelpunkt des Transformators geringfügig höher. Der direkte Ver-
gleich mit der in Abbildung 5.12(b) dargestellten Konfiguration mit zusätzlichem Metall-
ring zeigt eine deutliche Auswirkung der Präsenz einer solchen konstruktiven Maßnahme
[180]. Dabei ist nicht nur entscheidend, dass der Absolutwert des berechneten Potentials
über den gesamten Winkelbereich geringer ist. Vielmehr sorgt der Metallring auch für
einen gleichmäßigen Verlauf in azimutaler Richtung. Somit ist auch die für Durchschlä-
ge verantwortliche Komponente der elektrischen Feldstärke wesentlich kleiner. Während
sich die bisherigen Betrachtungen auf die Oberfläche des Isolationsmaterials bezogen, zeigt
Abbildung 5.13 die Verteilung des elektrischen Skalarpotentials in einem Querschnitt an
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Abbildung 5.13: Auswertung des elektrischen Skalarpotentials innerhalb der (r, z)-Ebene
an unterschiedlichen Winkelpositionen. Ansicht A: In unmittelbarer Nähe
des Schenkels sowie des Jochs (φ = 0), Ansicht B: Größte Entfernung zu
geerdeten Bauteilen, abgesehen von der Berandung durch den Transforma-
tortank (φ = 90), Ansicht C: Unmittelbare Nähe zur parallel geschalteten
zweiten Wicklung (φ = 180).
drei verschiedenen Winkelpositionen. Im Gegensatz zu einer reinen achsensymmetrischen
Modellierung stimmt die Verteilung des elektrischen Skalarpotentials in den dargestell-
ten Schnittebenen nicht überein. Dies ist ein Zeichen für die korrekte Modellierung des
Einflusses der rechteckigen Berandung durch den Transformatortank sowie der geerdeten
Jochteile auf die Lösung im Symmetriebereich. Ansicht B verdeutlicht, dass sich die Po-
tentialverteilung über der Wicklung im Bereich außerhalb des Jochs weiter in den mit Öl
gefüllten Tank hinein erstreckt. Der Vergleich der Ansichten A und C liefert eine Bestäti-
gung der zuvor getroffenen Beobachtung über die Wirksamkeit des Metallrings bezüglich
der erwünschten Beeinflussung der statischen Feldverteilung unter Prüfbedingungen.
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Abbildung 5.14: (a) Modell des SIS-100-Magneten mit dem zu betrachtenden Teilbereich Ω;
(b) Gebietszerlegung in den Symmetriebereich Ω1 sowie den verbleibenden
Teil Ω2; (c) Triangulierung der Schnittfläche Γ über die Projektion der
dreidimensionalen Diskretisierung aus Ω2.
5.3.2 Magnetostatische Simulationen am Beispiel des
SIS-100-Magneten
Der in Kapitel 4 ausführlich diskutierte supraleitende Dipolmagnet, der für den Einsatz
im Synchrotron SIS-100 vorgesehen ist, stellt aufgrund seiner Größe im Vergleich zur Län-
genskala der zu erwartenden räumlichen Änderung der elektromagnetischen Felder eine
Herausforderung für herkömmliche volumenbasierte Diskretisierungsverfahren dar. In die-
sem Fall kann der Einsatz des vorgestellten gekoppelten Verfahrens durch die spezielle
Berücksichtigung der auch in dieser Struktur vorhandenen partiellen räumlichen Symme-
trie vorteilhaft sein. Zur Beschreibung der magnetischen Feld- und Flussgrößen im Rahmen
der magnetostatischen Näherung besteht unter anderem die Wahl zwischen dem magneti-
schen Skalarpotential und dem magnetischen Vektorpotential. Für beide Fälle kann gemäß
Abschnitt 5.2.2 eine hybride Diskretisierung angegeben werden. Die kontinuierliche Sym-
metrie, aus der die Motivation zum Einsatz des gekoppelten Verfahrens resultiert, drückt
sich in einer Translationsinvarianz des Magnetquerschnitts über einen langen Bereich in
der Mitte des Magneten aus. Der zu erwartende Vorteil bezüglich der Reduktion der Größe
des numerischen Modells ist umso höher, je länger der Symmetriebereich ausfällt.
Modellierung über eine Gebietszerlegung
In Abbildung 5.14(a) ist der über die Anwendung dreier diskreter Spiegelsymmetrien auf
ein Achtel verkleinerte zu betrachtende Bereich Ω des SIS-100-Magneten dargestellt. Der
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das Magnetjoch umfassende Bereich zeichnet sich durch eine translatorische Invarianz be-
züglich der z-Richtung aus. Weiterhin ist der durch eine homogene Stromverteilung auf
einem rechteckigen Querschnitt modellierte Strom in diesem Bereich ebenfalls konstant.
Dreidimensionale Effekte treten nur in den beiden Endbereichen durch die Krümmung
der Spule sowie die Randbedingung zum Abschluss des Rechengebietes in z-Richtung auf.
Im weiteren erfolgt eine Gebietszerlegung unter Berücksichtigung der erwähnten Symme-
trieeigenschaften. Darüber ergibt sich die in Abbildung 5.14(b) schematisch gezeigte Auf-
teilung. Das Gebiet Ω1 umfasst das im Fall der betrachteten vereinfachten Struktur voll-
ständig längshomogene Magnetjoch sowie den Anteil der in selbigem verlaufenden Spule.
Demgegenüber wird der Endbereich mit der gekrümmten Spulengeometrie sowie der ver-
bleibende Raum bis zum Abschluss des Rechengebietes im Volumen Ω2 zusammengefasst.
In diesem Bereich erfolgt eine Volumendiskretisierung unter Verwendung von Tetraedern.
Im Gegensatz zum Beispiel eines Transformators in Abschnitt 5.3.1 ist in diesem Fall kei-
ne Kopplung über die Seitenflächen des Symmetriegebietes notwendig. Weiterhin kann die
Kopplung über die Stirnfläche durch die Wahl einer geeigneten Diskretisierung einfach
gestaltet werden. Die Projektion der Volumendiskretisierung in Ω2 auf die Schnittfläche
Γ in Abbildung 5.14(c) beschreibt eine Triangulierung derselben und wird als Basis der
hybriden Diskretisierung in Ω1 verwendet. In diesem Fall ist keine Interpolation der räum-
lichen Position der Gitterknoten und -kanten zum Zweck der Kopplung erforderlich. Bei
der Plazierung des Koordinatenursprungs im Mittelpunkt des Magneten ist die Position
der Schnittfläche Γ durch die halbe Länge des Magnetjochs über zint = lJoch/2 gegeben.
Formulierung über das magnetische Skalarpotential
Die zur Bestimmung der magnetischen Feldstärke führende Formulierung unter Verwen-
dung des reduzierten magnetischen Skalarpotentials ist in Gleichung (2.42) gegeben. Die
zugehörige schwache Formulierung ergibt sich in Anlehnung an den elektrostatischen Fall
unter Verwendung entsprechender Testfunktionen im Rahmen des Galerkin-Verfahrens zu∫
V
(
µ∇φm · ∇ws,[3d,fese]i′[,q′]
)
dV −
∫
∂V
(
Bnw
s,[3d,fese]
i′[,q′]
)
dA =
∫
V
(
µ ~Hs · ∇ws,[3d,fese]i′[,q′]
)
dV , (5.73)
wobei die rechte Seite virtuelle magnetische Ladungen beschreibt, welche durch die unter
Umständen unphysikalische Wahl des Quellenfeldes ~Hs entstehen. Die gebräuchliche kano-
nische Zuordnung der bei der numerischen Simulation verwendeten Potentiale, Feldstärken
und Flussgrößen sieht die Assoziation skalarer Größen mit Gitterpunkten vor. Zur Sicher-
stellung der tangentialen Stetigkeit über die Grenzen der Elemente hinweg erfolgt in diesem
Zusammenhang eine Darstellung der elektrischen sowie magnetischen Feldstärke bezüglich
der Gitterkanten. Der herkömmlichen Vorgehensweise folgend, geht diese Assoziation in
die Wahl entsprechender Ansatzfunktionen im Rahmen der Methode der Finiten Elemente
193
5 Kombination von Finite-Elemente-Verfahren und Spektralmethoden
über. Somit sind zur Diskretisierung der Formulierung in Gleichung (5.73) sowohl skalare
als auch vektorielle Ansatzfunktionen erforderlich.
Diskretisierung im symmetriefreien Gebiet
Unter Verwendung skalarer Ansatzfunktionen ws,3di zur Approximation des reduzierten
magnetischen Skalarpotentials ergibt sich analog zum elektrostatischen Fall für die linke
Seite von Gleichung (5.73) eine Darstellung über eine Steifigkeitsmatrix sowie einen Vektor
korrespondierend zu der gewichteten Flussgröße. Die elementweisen Einträge lauten
(
Ks,3d,eµ
)
i,i′
=
∫
Ωe2,e
(
∇ws,3di · µe · ∇ws,3di′
)
dV , (5.74)
(
gs,3d,eµ
)
i′
= −
∫
∂Ωe2,e∩∂Ω2
(
Bnw
s,3d
i′
)
dA , (5.75)
wobei die globale Darstellung durch eine Summation über alle Elemente e gewonnen wird.
Zur Diskretisierung der rechten Seite von Gleichung (5.73) wird auf den topologischen Zu-
sammenhang zwischen den vektoriellen Ansatzfunktionen mit tangentialer sowie normaler
Stetigkeit zurückgegriffen. Im hier betrachteten Fall niedrigster Ordnung sind die Koef-
fizienten der flächenbasierten Approximation der elektrischen Stromdichte ~J durch eine
Integration derselben über die einzelnen Gitterflächen gegeben. Die Koeffizienten können
somit alternativ auch aus einer gegebenen, stückweise konstanten Verteilung der Strom-
dichte auf den einzelnen Elementen durch eine Mittelung über benachbarte Flächen direkt
berechnet werden. Zum Zweck der Bestimmung des Hilfsfeldes Hs muss in diesem Fall die
Beziehung
Chtv,3ds = j
nv,3d
e (5.76)
unter Verwendung der integralen Freiheitsgrade htvs und j
nv
e sowie des diskreten topologi-
schen Rotationsoperators C erfüllt werden. Zur Lösung dieses überbestimmten Systems
wird auf algebraische Weise durch linksseitige Multiplikation mit CT eine entsprechende
Matrixgleichung erzeugt. Diese ist konsistent singulär, jedoch im vorliegenden Fall Finiter
Elemente niedrigster Ordnung vergleichsweise gut konditioniert. Die Lösung des Systems
liefert eine kantenbasierte Darstellung des gesuchten Hilfsfeldes. Wird die entsprechende
Approximationsvorschrift in das Integral auf der rechten Seite von Gleichung (5.73) einge-
setzt, ergibt sich zunächst die Bestimmungsgleichung einer gemischte Massenmatrix, die
aus der Integration des Produktes aus skalaren und vektoriellen Ansatzfunktionen ent-
steht. Unter Berücksichtigung der durch die Konstruktionsvorschrift gegebenen exakten
Sequenz kann der Gradient der skalaren Ansatzfunktionen stets durch eine Linearkombi-
nation der tangential stetigen vektoriellen Funktionen ausgedrückt werden. In der Folge
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kann eine Darstellung der virtuellen magnetischen Ladungen über
qs,3dm = −GTMtv,3dµ htv,3ds (5.77)
erfolgen. Dabei beschreibt die Matrix −GT formal den diskreten Divergenzoperator. Somit
sind die Einträge der ersten Zeile des ungekoppelten Systems in Gleichung (5.61) gemäß
A3d = Ks,3dµ , g
3d = gs,3dµ sowie f
3d = qs,3dm für den symmetriefreien Teil Ω2 des Gebietes Ω
gegeben.
Diskretisierung im translationssymmetrischen Gebiet
Da es sich bei Ω1 im vorliegenden Fall um ein abgeschlossenes Gebiet handelt, stellt der
Einsatz von Legendre- oder Tschebyscheff-Polynomen zur Approximation in z-Richtung
eine sinnvolle Wahl dar. Dabei bieten letztere den Vorteil einer effizienten Möglichkeit zur
Umrechnung der Approximationskoeffizienten in die Abtastwerte mittels einer schnellen
Fouriertransformation (FFT). Dies macht sich jedoch erst bei der Berücksichtigung ei-
ner Polynomordnung größer als 20 positiv bemerkbar. Da in diesem Fall zu erwarten ist,
dass bereits eine geringere Ordnung ausreichend ist, um die gewünschte Genauigkeit zu
erreichen, werden im folgenden Legendre-Polynome verwendet, die innerhalb der Bezeich-
nung der entsprechenden Matrizen durch den zusätzlichen Index L gekennzeichnet sind.
Diese bieten desweiteren den Vorteil der Orthogonalität bezüglich der Gewichtsfunktion
g(s) = 1 bei der Bildung innerer Produkte. Somit ist eine symmetrische Kopplung zu
dem unter Verwendung herkömmlicher Finite-Elemente-Verfahren diskretisierten Gebiet
Ω2 unmittelbar möglich. Die Systemmatrix für das translationssymmetrische Gebiet ergibt
sich analog zu Gleichung (5.69) gemäß
Afese = Ks,feseµ =
1
2
MLSE ⊗
1
2
Ks,2dµ +
1
2
KLSE ⊗
2
ℓz
2M
s,2d
µ , (5.78)
wobei die zu der spektralen Diskretisierung in z-Richtung gehörigen Steifigkeits- und Mas-
senmatrizen KLSE und M
L
SE die in Gleichung (3.152) sowie Gleichung (3.153) aufgeführten
Einträge besitzen. In der Mitte des Gebietes Ω1 liegt eine diskrete Spiegelsymmetrie vor.
Daher weist die resultierende Potentialverteilung ebenfalls eine entsprechende Symmetrie
auf. Bezüglich der z-Richtung kann diese somit unter Verwendung gerader Funktionen qg
dargestellt werden. Dies wird im Rahmen der Diskretisierung durch das Entfernen der
zu den ungeraden Polynomen gehörigen Zeilen und Spalten in den Matrizen KLSE und
MLSE sichergestellt. Die Dimension der zu der Diskretisierung mittels Spektralelementen
gehörigen Matrizen entspricht dem höchsten Polynomgrad, welcher in der Approximation
berücksichtigt wird, abzüglich der Anzahl entfernter Zeilen und Spalten. Für den Randin-
tegralterm ergibt sich in Anlehnung an Gleichung (5.79) der Ausdruck(
gs,fese,eµ
)
i′,q′
= −
∫
∂Ωe1,e∩∂Ω1
(
Bnv
s,fese
i′,q′
)
dA. (5.79)
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Damit folgt gfese = gs,feseµ für den entsprechenden Eintrag innerhalb des gekoppelten Sys-
tems in Gleichung (5.61). Zur Bestimmung der virtuellen magnetischen Ladungen auf der
rechten Seite von Gleichung (5.73) kommt eine modifizierte Form von Gleichung (5.77)
gemäß
qs,fesem = −GTfeseMtv,feseµ htv,feses (5.80)
zum Einsatz [182]. Die Matrix Mtv,feseµ geht dabei unter Ersetzung des Materialparameters
σ durch µ aus Gleichung (5.58) hervor. Da die in Abschnitt 5.2 konstruierten hybriden An-
satzfunktionen ebenfalls eine exakte Sequenz bilden, ist derselben Argumentation wie im
dreidimensionalen Fall folgend, geht der diskrete Divergenzoperator aus der Transposition
des diskreten Gradientenoperators
G
fese
=
(
I⊗G2d
LLSE ⊗ I
)
(5.81)
hevor, wobei G2d analog zum dreidimensionalen Fall die Inzidenzbeziehung zwischen Git-
terkanten und -knoten in der (x, y)-Ebene beinhaltet. Im vorliegenden Beispiel weist die
zur Bestimmung des Hilfsfeldes erforderliche eingeprägte Stromdichte innerhalb von Ω2 le-
diglich eine Komponente in z-Richtung auf. Daher liegt das resultierende Hilfsfeld htv,feses
in der (x, y)-Ebene. In der Folge verschwinden die zu ~vtv,fese,wi,q mit w = z gehörigen Koeffizi-
enten innerhalb der vektoriellen Approximation. Weiterhin ist die eingeprägte Stromdichte
konstant, so dass nur die Koeffizienten htv,fese,xyi,0 der Approximation des Hilfsfeldes von Null
verschieden sind. Aufgrund der in diesem Fall konformen Diskretisierung der Schnittflä-
che können die zugehörigen Einträge des Vektors htv,feses über den Selektionsoperator Q
tv
3d
dem für Ω2 berechneten Vektor h
tv,3d
s entnommen werden. Mit f
fese = qs,fesem ist damit das
ungekoppelte System in Gleichung (5.61) für diesen Fall vollständig bestimmt.
Kopplung der Gebiete bei konform diskretisierter Schnittfläche
Zur Kopplung der Freiheitsgrade im Rahmen der verwendeten magnetostatischen For-
mulierung werden die Stetigkeitsbedingungen für die magnetische Feldstärke sowie die
magnetische Flussdichte herangezogen. Da sich durch die Bildung des Gradienten des ma-
gnetischen Skalarpotentials die magnetische Feldstärke ergibt, wird deren Stetigkeit analog
zum elektrostatischen Fall explizit durch Gleichsetzen der knotenbasierten Freiheitsgrade
auf den beiden Seiten der Schnittfläche erzwungen. Nach Einsetzen der entsprechenden
Approximationsvorschriften unter Verwendung der verschiedenen Ansatzfunktionen ergibt
sich für die Werte der mit der Schnittfläche assoziierten Freiheitsgrade der Zusammenhang
φ3dm − φfesem ≈
∑
i
u3di w
s,3d
i −
∑
q
∑
i
ufesei,q v
s,fese
i,q = 0 , (5.82)
welcher für die Erfüllung der Stetigkeitsbedingung der tangentialen Komponente der ma-
gnetischen Feldstärke maßgeblich ist. Durch eine Restriktion auf die zweidimensionale
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Schnittfläche ist die Spur der Knotenfunktionen ws,3di durch die zugehörigen zweidimen-
sionalen Funktionen ws,2di gegeben [183]. Gleichermaßen gehen die hybriden Ansatzfunk-
tionen im Symmetriegebiet auf der Basis ihrer Definition als Tensorprodukt ebenfalls in
die bei der Konstruktion involvierten Ansatzfunktionen ws,2di über, da die berücksichtigten
geraden Polynome alle auf den Wert 1 für z = zint normiert sind. Die mit diesen Ergeb-
nissen vereinfachte Gleichung (5.82) wird mit Testfunktionen ws,2di′ gewichtet und über die
Fläche Γ integriert. Damit geht Gleichung (5.82) in die Form∑
i
u3di
∫
Γee
(
ws,2di w
s,2d
i′
)
dA
︸ ︷︷ ︸(
M
s,2d
sp
)
i,i′
+
∑
q
∑
i
ufesei,q
∫
Γee
(
ws,2di w
s,2d
i′
)
dA
︸ ︷︷ ︸(
M
s,2d
sp
)
i,i′
= 0 (5.83)
über. Zusammen mit den bereits eingeführten Selektionsoperatoren kann dieser Zusam-
menhang in Matrixform gemäß
Ms,2dsp Q3du
3d +
∑
q
Ms,2dsp Qfese,qu
fese,q = 0 (5.84)
gebracht werden. Die Bezeichnung Ms,2dsp erfolgt anhand der Ähnlichkeit zu einer Massen-
matrix, welche durch den Ausdruck
Ms,2dsp =
1
ℓz
M
s,2d
1 (5.85)
im Vergleich mit Gleichung (5.16) bei einer virtuellen Materialeigenschaft 1 deutlich wird.
Somit ist die letzte Zeile in dem gekoppelten System in Gleichung (5.65) durch den Block-
Zeilenvektor (
Ms,2dsp Q3d , −
(
iT ⊗Ms,2dsp
)
Q
fese
, 0
)
(5.86)
mit einem Einheits-Spaltenvektor i der passenden Länge gegeben. Damit wird die primäre
Stetigkeitsbedingung im flächengemittelten Sinne erfüllt. Die duale Bedingung ist über
die Forderung nach der Stetigkeit der auf der Schnittfläche senkrecht stehenden Kompo-
nente Bn der magnetischen Flussdichte gegeben. Diese, in Gleichung (5.75) auftretende,
Komponente wird gemäß
Bn(x, y) ≈
∑
i
m3d,iw
s,2d
i (5.87)
auf der in diesem Fall in der (x, y)-Ebene liegenden Schnittfläche über die Freiheitsgrade
m3d,i approximiert. Dazu werden wiederum die auf die Ebene restringierten Ansatzfunk-
tionen ws,2di verwendet. Durch Einsetzen von Gleichung (5.87) in Gleichung (5.75) ergeben
sich die Ausdrücke
gs,3dµ = Q
T
3dM
s,2d
sp m3d , (5.88)
gs,feseµ = −i⊗
(
QT
fese
Ms,2dsp
)
m3d , (5.89)
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für die beiden Gebiete Ω1 und Ω2, wobei die MatrixM
s,2d
sp aufgrund der Kommutativität des
Skalarproduktes symmetrisch ist. Auf diese Weise wird die duale Stetigkeitsbedingung über
die als Lagrange-Multiplikatoren wirkenden Freiheitsgrade m3d in das gekoppelte System
aufgenommen. Das resultierende System ist indefinit, jedoch im Fall der beschriebenen
Kopplung symmetrisch und regulär. Somit kann die Lösung über ein direktes Verfahren
auf der Basis einer LU-Zerlegung erfolgen.
Untersuchung des Konvergenzverhaltens
Zur Untersuchung der Effizienz des hybriden Diskretisierungsverfahrens bezüglich der
erforderlichen Anzahl an Freiheitsgraden zum Erreichen einer gegebenen Genauigkeits-
schranke werden drei Simulationsreihen durchgeführt. Die Simulation wird für das in Ab-
bildung 5.14(a) dargestellte Modell des SIS-100-Magneten mit vollständiger Länge von
3.002m sowie für ein auf eine Länge von 0.5m verkürztes Modell durchgeführt. Als Ver-
gleichswerte werden die mit einer herkömmlichen dreidimensionalen Finite-Elemente-Me-
thode erzielten Ergebnisse unter Verwendung des magnetischen Skalarpotentials sowie
des magnetischen Vektorpotentials herangezogen. Zur Untersuchung der Konvergenzei-
genschaften der beteiligten Verfahren dient die gesamte im betrachteten Volumen ge-
speicherte magnetische Energie als Zielgröße. Im Fall der Formulierung in Verbindung
mit dem magnetischen Vektorpotential werden die Simulationen im Programm CST EM
STUDIO R© durchgeführt, welches eine Auswertung der Zielgröße unmittelbar bereitstellt.
Die herkömmliche dreidimensionale Formulierung unter Verwendung des magnetischen
Skalarpotentials liegt in Form einer Implementierung in MATLAB R© vor. Der Wert der
gespeicherten magnetischen Energie wird in diesem Fall über
Wmsp,3dm =
1
2
(
htv,3ds −G3dus,3d
)T
Mtv,3dµ
(
htv,3ds −G3dus,3d
)
(5.90)
aus der berechneten Lösung für die Freiheitsgrade us,3d sowie dem zuvor erzeugten Hilfsfeld
htv,3ds bestimmt. Für den Fall des hybriden Diskretisierungsverfahrens erfolgt eine getrenn-
te Auswertung in den beiden Bereichen Ω1 und Ω2. Die gesamte magnetische Energie ergibt
sich durch eine Addition der Terme
Wmsp,3dm =
1
2
(
htv,3ds −G3dus,3d
)T
Mtv,3dµ
(
htv,3ds −G3dus,3d
)
, (5.91)
Wmsp,fesem =
1
2
(
htv,feses −Gfeseus,fese
)T
Mtv,feseµ
(
htv,feses −Gfeseus,fese
)
. (5.92)
Die Simulationen werden in allen drei Fällen für unterschiedliche Diskretisierungsstufen
durchgeführt. Aufgrund der Dualität der unterschiedlichen Potentialformulierungen kann
der Mittelwert der für das feinste Gitter erzielten Werte als Referenz zur Bestimmung des
relativen Fehlers in der magnetischen Energie herangezogen werden. In Abbildung 5.15(a)
sind die diesbezüglichen Ergebnisse für den verkürzten Magneten über der Anzahl verwen-
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Abbildung 5.15: Relativer Fehler in der magnetischen Energie: Lösung mit einem dreidi-
mensionalen Finite-Elemente-Verfahren (FE) unter Verwendung des ma-
gnetischen Vektorpotentials (MVP) und des magnetischen Skalarpotenti-
als (MSP) im Vergleich mit dem hybriden Verfahren (FESE-MSP). Vier
unterschiedliche Diskretisierungsstufen n3D im 3D-Gebiet in Verbindung
mit steigender Polynomordnung q ∈ {0, . . . , 16}. (a) Auf 0.5m verkürztes
Joch; (b) bei voller Länge der Magnetjochs von 3.002m.
deter Freiheitsgrade aufgetragen. Für den Fall des magnetischen Vektorpotentials (FE3D-
MVP) wie auch bei der Verwendung des herkömmlichen Ansatzes in Verbindung mit dem
magnetischen Skalarpotential (FE3D-MSP) sinkt der relative Fehler mit der im dreidi-
mensionalen Fall zu erwartenden Rate bei steigender Anzahl an Freiheitsgraden. Da die
skalare Formulierung auf einer Approximation bezüglich der Knotenwerte basiert, sind im
Vergleich zur vektoriellen Formulierung weniger Freiheitsgrade zum Erreichen derselben
Genauigkeit erforderlich. Die weiteren in der Abbildung enthaltenen Kurven korrespon-
dieren zu verschiedenen Simulationsreihen unter Einsatz des hybriden Verfahrens (FESE).
Zur Untersuchung der Konvergenz bezüglich der Anzahl berücksichtigter Polynomordnun-
gen sind für eine gegebene Anzahl an Freiheitsgraden in Ω2, die mit n3D bezeichnet ist,
die jeweils erzielten Werte für ansteigende Polynomordnung verzeichnet. Es wird deutlich,
dass bei zu geringer Approximationsordnung in z-Richtung der Diskretisierungsfehlers bei
steigender Anzahl an Freiheitsgraden nur sehr langsam sinkt. Bei der Berücksichtigung
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höherer Polynomordnungen ist jedoch die zu erwartende spektrale Konvergenz zu be-
obachten. Allerdings tritt bei einer festgelegten Diskretisierungsstufe ab einem gewissen
Polynomgrad keine weitere Verringerung des relativen Fehlers mehr auf. Ab diesem Be-
reich wird der bei der Auswertung betrachtete gesamte relative Fehler durch nicht dem
Symmetriegebiet selbst zuzuweisende Anteile dominiert. Diese resultieren zum einen aus
der Diskretisierung der Schnittfläche und zum anderen aus der Kopplung zwischen den
beiden Gebieten, welche in der beschriebenen Form nur eine lineare Konvergenz zulässt.
Der Vorteil der hybriden Diskretisierung tritt wesentlich deutlicher im Fall eines weiter
ausgedehnten Symmetriegebietes zu Tage. In Abbildung 5.15(b) sind die entsprechenden
Ergebnisse für eine Magnetkonfiguration, in der die Länge des Magnetjochs 3.002m be-
trägt, dargestellt. Die Kurven verlaufen qualitativ ähnlich wie im vorangegangenen Fall.
Jedoch ist nun bei der Verwendung des hybriden Verfahrens eine deutlich höhere Genau-
igkeit zu erreichen als mit den herkömmlichen Verfahren. Zur Bestimmung einer Lösung
ähnlicher Genauigkeit sind in Verbindung mit diesen mitunter mehrere hundert Millio-
nen Freiheitsgrade erforderlich. Die Simulation von Modellen einer solchen Größe ist trotz
der zunehmenden Verfügbarkeit von Multicomputern bei der Verwendung unstrukturierter
Gitter kaum in einem akzeptablen Zeitrahmen möglich.
Formulierung unter Verwendung des magnetischen Vektorpotentials
Auch wenn die zeitliche Variation in der Formulierung nicht berücksichtigt wird, kann die
räumliche Verteilung der magnetischen Flussdichte unter Verwendung des magnetischen
Vektorpotentials beschrieben werden. Die entsprechende schwache Form der zugrundelie-
genden Differentialgleichung ist in Gleichung (3.100) gegeben. Im weiteren erfolgt eine
Diskretisierung der Formulierung unter Verwendung von Ansatzfunktionen mit tangentia-
ler Stetigkeit. Dabei wird wie in den vorangegangenen Abschnitten zunächst eine separate
Darstellung innerhalb der beiden in diesem Beispiel vorkommenden Gebiete Ω1 und Ω2
erzeugt.
Diskretisierung im symmetriefreien Gebiet
In dem Gebiet Ω2, welches den Endbereich des Magneten einschließlich der gekrümm-
ten Spule umfasst, erfolgt eine Diskretisierung unter Verwendung herkömmlicher Ansatz-
funktionen ~wtv,3di niedrigster Ordnung. Dies führt zu der Steifigkeitsmatrix K
tv,3d
ν deren
Einträge aus den in Gleichung (3.112) angegebenen Elementmatrizen hervorgehen. Der
Lösungsvektor u3d innerhalb des ungekoppelten Systems in Gleichung (5.61) enthält in
diesem Fall die Freiheitsgrade der Approximation des magnetischen Vektorpotentials mit-
tels vektorieller Ansatzfunktionen. Der zu der eingeprägten Stromdichte auf der rechten
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Seite der schwachen Formulierung korrespondierende Vektor f3d = jtv,3de wird gemäß(
jtv,3de
)
k′
=
∑
e
∫
V ee
~Je · ~wtv,3dk′ dV (5.93)
über die Multiplikation mit den Testfunktionen ~wtv,3dk′ in Verbindung mit der Integration
über das Volumen der einzelnen Elemente bestimmt. Dabei verbindet die Kante mit dem
Index k die Gitterknoten mit den Indizes i, j. Weiterhin ist der aus dem Randintegral
resultierende Term g3d in diesem Fall durch die gewichtete Komponenten ~Ht = ~H ×~n der
magnetischen Feldstärke gemäß(
gtv,3d,eν
)
k′
=
∫
∂Ωe2,e∩∂Ω2
(
~Ht ~w
tv,3d
k′
)
dA (5.94)
gegeben. Dabei bezeichnet ~n einen senkrecht auf der Schnittfläche stehenden Vektor1.
Damit ergibt sich im ungekoppelten System in Gleichung (5.61) der entsprechende Term
zu g3d = gtv,3dν .
Diskretisierung im translationssymmetrischen Gebiet
Innerhalb des Gebietes Ω2 kommen die in Abschnitt 5.2.2 beschriebenen vektoriellen An-
satzfunktionen mit separater Behandlung der Komponenten in der (x, y)-Ebene sowie in
z-Richtung zum Einsatz. Die Anwendung des Galerkin-Verfahrens auf die zugrundeliegen-
de Differentialgleichung in Gleichung (2.44) liefert in diesem Fall die Steifigkeitsmatrix
Ktv,feseν in Gleichung (5.51) mit uv = xy sowie w = z. Bei der hier vorliegenden kontinu-
ierlichen Translationssymmetrie gilt ℓw = fw = ℓz = 2zint wobei sich die Schnittfläche an
der Position z = γ befindet. Durch die Transformation auf das Einheitsintervall [−1, 1]
ergibt sich der Koeffizient fs = ℓz/2. Damit lautet die für diesen Fall relevante Form der
Steifigkeitsmatrix
Ktv,feseν =
(
MLSE ⊗ 12Ktv,2d,xyν +KLSE ⊗ 2ℓz2M
tv,2d,xy
ν −LLSE ⊗ Ltv,2dν
− (LLSE)T ⊗ (Ltv,2dν )T MLSE ⊗ 12Ktv,2d,zν
)
. (5.95)
Die zusätzliche Präsenz einer diskreten Spiegelsymmetrie innerhalb des Gebietes führt zu
einer weiteren Vereinfachung bei der Berücksichtigung der physikalischen Bedeutung der
einzusetzenden Randbedingung. Diese wird als homogene Dirichlet-Randbedingung an das
magnetische Vektorpotential bei z = 0 implementiert. Um dieser Bedingung gerecht zu
werden, müssen für die Variation der (x, y)-Komponente des magnetischen Vektorpoten-
tials in z-Richtung nur die geraden Polynome berücksichtigt werden. Umgekehrt sind für
1Der Vektor ~Ht ist nicht identisch mit der tangentialen Komponente der magnetischen Feldstärke. Er
liegt in der Schnittfläche und steht senkrecht auf dem in der Ebene liegenden Anteil von ~H.
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die Variation der z-Komponente nur die ungeraden Polynomordnungen relevant. Damit
muss zwischen den in Gleichung (5.95) an verschiedenen Stellen auftretenden spektralen
Matrizen unterschieden werden. Die auschließlich aus Produkten gerader Polynome re-
sultierenden Matrizen werden durch einen weiteren Index „g“ gekennzeichnet, während
die zu Produkten ungerader Polynome korrespondierenden den Index „u“ erhalten. Bei
dem gemischten Term LLSE wird der zu dem differenzierten Polynom gehörige Index mit
„u′“ bezeichnet. Im vorliegenden Fall sind die aus dem Produkt entstehenden Polynome
stets gerade, da bei dem gemischten Term das ungerade Polynom differenziert wird und
die Multiplikation mit einem gerade Polynom erfolgt. Daher kann die gesamte Matrix
mit dem Faktor 1/2 multipliziert werden und beschreibt damit ein Achtel des gesamten
Magnetjochs. Unter Anpassung an die Symmetrieverhältnisse auf die beschriebene Weise
kann Gleichung (5.95) gemäß
Ktv,feseν =
1
2
 ML,ggSE ⊗ 12Ktv,2d,xyν +KL,ggSE ⊗ 2ℓz2Mtv,2d,xyν −LL,gu′SE ⊗ Ltv,2dν
−
(
L
L,gu′
SE
)T
⊗ (Ltv,2dν )T ML,uuSE ⊗ 12Ktv,2d,zν
 (5.96)
umformuliert werden. In der Bestimmungsgleichung des Randintegralterms kommt nur die
tangentiale Komponente der magnetischen Feldstärke in der (x, y)-Ebene vor. Deren Ska-
larprodukt mit den in z-Richtung orientierten Ansatzfunktionen ist demzufolge identisch
Null. Der entsprechende Eintrag in dem ungekoppelten System ergibt sich mit uv = xy zu
gtv,fese,xyν =
∑
e
∫
Γes
~Ht · ~vtv,fese,uvi′,j′,q′ dA . (5.97)
Damit ist der gesamte Vektor in Ω1 durch g
fese =
(
gtv,fese,xyν , 0
)T
gegeben. Die eingeprägte
Stromdichte im Symmetriegebiet besitzt lediglich eine Komponente in z-Richtung, welche
zudem konstant in dieser Richtung ist. Somit kann die bekannte Stromdichte auf dem
Spulenquerschnitt innerhalb der Schnittfläche für w = z gemäß
jtv,fese,ze =
∑
e
∫
Γes
~J tv,2de · ~vtv,fese,wi′,0 ℓzdA (5.98)
in die Formulierung aufgenommen werden. Für die rechte Seite des ungekoppelten Systems
in Gleichung (5.61) folgt damit ffese =
(
0, jtv,fese,ze
)T
.
Kopplung der Gebiete im Fall vektorieller Freiheitsgrade
Die bereits weiter oben beschriebene Vorgehensweise zur Kopplung der beiden Gebiete
Ω1 und Ω2 über die innerhalb der Formulierung relevanten Stetigkeitsbedingungen kann
auf den vektoriellen Fall übertragen werden. Wiederum ist die Stetigkeit der tangentialen
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Komponete der magnetischen Feldstärke sowie der normalen Komponente der magneti-
schen Flussdichte sicherzustellen, um eine im physikalischen Sinne korrekte Lösung zu
erhalten. In diesem Fall wird jedoch die letztgenannte Bedingung explizit über zusätzliche
Gleichungen dem ungekoppelten System hinzugefügt. Durch Gleichsetzen der tangentialen
Komponente des magnetischen Vektorpotentials auf den beiden Seiten der Schnittfläche
wird die Stetigkeit der normalen Komponente der magnetischen Flussdichte erzwungen.
Zusammen mit der zugehörigen Approximationsvorschrift ergibt sich der Zusammenhang
~A3dt − ~Afeset ≈
∑
k
atv,3dk ~w
tv,3d
k −
∑
q
∑
i,j
atv,fese,xyi,j,q ~v
tv,fese,uv
i,j,q = 0 , (5.99)
wobei in diesem Fall uv = xy gilt. Die Restriktion der beteiligten Ansatzfunktionen auf
die Schnittfläche liefert in beiden Gebieten die Funktionen ~wtv,2d,xyi,j . Die Anwendung des
Galerkin-Verfahrens in Verbindung mit Testfunktionen ~wtv,2d,xyi′,j′ auf Gleichung (5.99) führt
analog zu Gleichung (5.84) auf die Darstellung
Mtv,2d,xysp Q3du
3d +
∑
q
Mtv,2d,xysp Qfese,qu
fese,q = 0 (5.100)
in Matrixform. Dabei bezeichnet die Spurmatrix Mtv,2d,xysp eine Massenmatrix im Zusam-
menhang mit der Spur der dreidimensionalen vektoriellen Ansatzfunktionen in der Schnit-
tebene. Diese ist durch
Mtv,2d,xysp =
1
ℓz
M
tv,2d,xy
1 (5.101)
in Verbindung mit der virtuellen Materialeigenschaft 1 gegeben. Für die letzte Zeile des
gekoppelten Systems in Gleichung (5.65) ergibt sich damit der Block-Zeilenvektor(
Mtv,2d,xysp Q3d , −
(
iT ⊗Mtv,2d,xysp
)
Q
fese
, 0
)
, (5.102)
welcher die Erfüllung der primären Stetigkeitsbedingung an der Schnittfläche sicherstellt.
Die duale Stetigkeitsbedingung ist durch die Forderung der Kontinuität der tangentialen
Komponente der magnetischen Feldstärke gegeben. In den beiden Gebieten Ω1 und Ω2
wird die entsprechende Größe ~Ht in Gleichung (5.94) beziehungsweise Gleichung (5.97) in
der Ebene der Schnittfläche über die Ansatzfunktionen ~wtv,2d,xyi,j gemäß
~H3dt =
∑
i,j
m3d,i,j ~w
tv,2d,xy
i,j , (5.103)
~H feset =
∑
i,j
m3d,i,j ~w
tv,2d,xy
i,j , (5.104)
diskretisiert. Die entsprechenden Vektoren innerhalb des ungekoppelten Systems können
damit unter Verwendung der Freiheitsgrade m3d über
gtv,3dν = Q
T
3dM
tv,2d,xy
sp m3d , (5.105)
gtv,feseν = −i⊗
(
QT
fese
Ms,2d,xysp
)
m3d , (5.106)
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ausgedrückt werden. Im Rahmen der gekoppelten Formulierung wirken die Freiheitsgrade
dieser Approximation als Lagrange-Multiplikatoren zur Sicherstellung der dualen Stetig-
keitsbedingung auf der Schnittfläche im schwachen Sinne. Damit ist die Darstellung des
gekoppelten Systems in Gleichung (5.65) vollständig bestimmt.
Lösung des resultierenden gekoppelten Systems
Im Gegensatz zu dem aus der skalaren Formulierung resultierenden System liegt im vek-
toriellen Fall ein konsistent singuläres Gleichungssystem vor. Dies schließt den Einsatz di-
rekter Lösungsverfahren über eine LU-Zerlegung aus. Daher kommen nur iterative Krylov-
Unterraum-Verfahren, die zudem nicht auf die positive Definitheit der Systemmatrix an-
gewiesen sind, zur Anwendung in Frage. Eine geeignete Wahl besteht beispielsweise in
dem MINRES- oder GMRES-Verfahren [100]. Aufgrund der signifikanten Unterschiede
in der Größe der Materialparameter ist die für die Konvergenzgeschwindigkeit derartiger
Verfahren maßgebliche Konditionszahl bereits im Fall einer herkömmliche Diskretisier-
ung unter Verwendung der Methode der Finiten Elemente sehr hoch. Durch die Einfüh-
rung der stark anisotropen Diskretisierung im Symmetriegebiet, welche im wesentlichen
lediglich eine Zelle in Richtung der Symmetrie umfasst, wird diese noch weiter vergrö-
ßert. In der Folge verschlechtern sich die Konvergenzeigenschaften der iterativen Lösung-
verfahren zusätzlich. Unter allen Umständen ist daher eine effiziente Vorkonditionierung
des Systems erforderlich. Eine solche kann unter Verwendung einer positiv definiten Ap-
proximation der Inversen der indefiniten Systemmatrix erfolgen, so dass der Einsatz des
MINRES-Verfahrens möglich ist [184]. Eine weitere Variante besteht in der Anwendung
von Schur-Komplement-Verfahren unter Ausnutzung der Blockstruktur der Systemmatrix
[185]. Über diesen Weg können auch indefinite Vorkonditionierer erzeugt werden, für deren
Einsatz das GMRES-Verfahren die nötige Flexibilität bietet. Die Entwicklung derartiger
spezieller Vorkonditionierer ist jedoch nicht Teil dieser Arbeit.
Die beschriebene vektorielle Formulierung in Verbindung mit dem magnetischen Vektor-
potential erlaubt den unmittelbaren Übergang zu einer transienten Formulierung zur Be-
rechnung von Wirbelströmen. Dazu wird lediglich die in Gleichung (5.58) gegebene Mas-
senmatrix im Rahmen eines Verfahrens zur zeitlichen Integration, bespielsweise gemäß Ab-
schnitt 3.4, zu der Steifigkeitsmatrix addiert. Dabei bleibt die Kopplung auf der Basis der
vektoriellen Freiheitsgrade unverändert. Auch das Auftreten nichtlinearer Materialeigen-
schaften sowohl innerhalb des Symmetriegebietes als auch im vollständig dreidimensional
modellierten Bereich stellt kein Hindernis zur Anwendung des gekoppelten Verfahrens dar.
Die erwähnten unvorteilhaften numerischen Eigenschaften der zu lösenden Gleichungs-
systeme wirken sich durch die Notwendigkeit einer mehrfachen Lösung innerhalb jedes
Zeitschritts jedoch umso stärker aus.
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Innerhalb der vorliegenden Arbeit wurde der Schwerpunkt auf den Einsatz bestehender so-
wie die Entwicklung neuartiger gekoppelter Diskretisierungsverfahren gelegt. Dies erfolgte
im Hinblick auf die Anwendung innerhalb der durch quasistatische Approximationen gege-
benen unterschiedlichen Teilmengen der Maxwellschen Gleichungen. Im Vordergrund stand
dabei die Methode der Finiten Elemente auf der Basis unstrukturierter Gitter. Trotz der
fortschreitenden Weiterentwicklung der Rechnerarchitekturen sowie der steigenden Ver-
fügbarkeit von Arbeitsspeicher ist die numerische Simulation komplexer Geräte nach wie
vor mitunter sehr zeitaufwendig oder im Extremfall gar unmöglich. Zur Erweiterung des
Einsatzgebietes numerischer Simulationen wurden im Rahmen dieser Arbeit zwei Haupt-
ansätze verfolgt:
• Parallelisierung : Die im Rahmen quasistatischer Simulationen im Zeitbereich einge-
setzten impliziten Integrationsverfahren erfordern im Fall der Präsenz nichtlinearer
Materialien die Lösung mehrerer linearer Gleichungssysteme innerhalb jedes Zeit-
schritts. Um die Vorteile der neuesten Entwicklungen in Richtung von Rechnern mit
mehreren Prozessoren und Rechenkernen hinsichtlich der Reduktion der Simulations-
zeit nutzen zu können, ist die Parallelisierung bestehender Algorithmen erforderlich.
Wird dies effizient implementiert, ergibt sich, ohne Änderungen am Verfahren selbst,
eine verkürzte Simulationszeit bei gleicher Modellgröße. Weiterhin wird in bestimm-
ten Fällen durch die größere Menge an verfügbarem Arbeitsspeicher eine Simulation
überhaupt erst möglich.
• Hybridisierung : Das starke Anwachsen der Simulationsdauer beim Übergang zu kom-
plexeren Modellen ist in den meisten Fällen auf das Anwachsen der zur numeri-
schen Beschreibung erforderlichen Anzahl an Freiheitsgraden zurückzuführen. Unter
Berücksichtigung spezieller, in Teilen des zu betrachtenden Modells vorhandender
räumlicher Symmetrien, können problemangepasste Diskretisierungsverfahren de-
finiert werden. Diese versprechen, ohne eine Vereinfachung der zugrundeliegenden
physikalischen Modellierung, eine signifikante Verkürzung der Simulationsdauer über
eine Reduktion der Anzahl der zum Erreichen einer vorgegebenen Genauigkeit er-
forderlichen Freiheitsgrade.
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Anhand des Beispiels des im Rahmen des FAIR-Projektes der GSI zum Einsatz im Syn-
chrotron SIS-100 vorgesehenen supraleitenden Dipolmagneten wurden numerische Simula-
tionen unter Verfolgung der erstgenannten Strategie durchgeführt. Im Vordergrund stand
dabei die Bestimmung der zu erwartenden Wirbelstromverluste in Verbindung mit der im
Betrieb gegebenen zeitlichen Änderung der magnetischen Flussdichte. Das komplexe Mate-
rialverhalten des ferromagnetischen Magnetjochs, welches durch den erforderlichen hohen
Maximalwert der magnetischen Flussdichte ein Sättigungsverhalten zeigt sowie durch den
Aufbau aus lamellierten Blechen eine Anisotropie aufweist, wurde über geeignete Mate-
rialmodelle in die Simulationen einbezogen. Die Parallelisierung der Methode der Finiten
Elemente in Verbindung mit Ansatzfunktionen höherer Ordnung ermöglicht eine Bestim-
mung der relevanten Zielgrößen in einem akzeptablen Zeitrahmen. Erst durch den Einsatz
von Approximationsvorschriften höherer Ordnung ist die von der Anwendung geforderte
Genauigkeitsschranke erreichbar. Im Fall der häufig eingesetzten Ansatzfunktionen nied-
rigster Ordnung wären dazu aufgrund der langsamen Konvergenzrate weitaus mehr als
zehn Millionen Gitterzellen erforderlich. Die daraus resultierenden numerischen Model-
le sind derzeit in Verbindung mit unstrukturierten Gittern auch unter Verwendung von
Parallelisierungsstrategien nicht mit akzeptablem Zeit- und Kostenaufwand lösbar.
Der umgekehrte Weg zur Reduktion der erforderlichen Zeit für die numerische Simulation
elektromagnetischer Vorgänge wurde mit der Entwicklung eines hybriden Diskretisierungs-
verfahrens eingeschlagen. Dieses basiert auf einer räumlichen Zerlegung des betrachteten
Volumens unter besonderer Berücksichtigung von in Teilen des Modells gegebenen kon-
tinuierlichen Symmetrien. In diesen Bereichen erfolgt eine Darstellung der enthaltenen
Strukturen in einer reduzierten räumlichen Dimensionalität. Dies führt zu einer Verrin-
gerung der Komplexitätsordnung der Modellierung. Auf diesem Gebiet kommen spezielle
Ansatzfunktionen zur Diskretisierung zum Einsatz, welche über die Bildung von Tensor-
produkten herkömmlicher Finite-Elemente-Ansatzfunktionen mit geeigneten Spektralele-
menten in Form orthogonaler Polynome in der Richtung der Symmetrie definiert sind. Auf
diesem Weg erfolgt eine vollständig dreidimensionale Modellierung der elektromagneti-
schen Felder auf der Basis einer zweidimensionalen geometrischen Darstellung. Der einge-
setzte Gebietszerlegungsansatz garantiert eine starke Kopplung zu umgebenden Bereichen
unter Beachtung der physikalischen Stetigkeitsanforderungen und führt zu einem breiten
Anwendungsspektrum der entwickelten Methode. Die aus der Diskretisierung entstehen-
den Gleichungssysteme weisen eine geringere Dimension auf, sind jedoch im Vergleich
zu herkömmlichen Verfahren dichter besetzt. Weiterhin ergeben sich durch die eingesetz-
te Kopplung über Lagrange-Multiplikatoren indefinite Gleichungssysteme. Im Fall einer
knotenbasierten Potentialformulierung können direkte Verfahren aufgrund der reduzierten
Modellgröße effizient zur Lösung eingesetzt werden. Demgegenüber ist bei den aus der
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Diskretisierung der singulären Helmholtzgleichung resultierenden Systemen die Anwen-
dung iterativer Verfahren in Verbindung mit speziellen Vorkonditionierern erforderlich.
Für den skalaren Fall wurden die vorteilhaften Eigenschaften der Methode anhand der
Simulation des Isolationsverhaltens eines Hochspannungstransformators sowie am Beispiel
des SIS-100-Magneten demonstriert. Die Vorteile der hybriden Modellierung zeigen sich
insbesondere bei der Anwendung auf Modelle, innerhalb derer der Bereich kontinuierlicher
Symmetrie groß gegenüber dem verbleibenden Volumen ausfällt. In diesem Fall ist eine
Verringerung der Anzahl erforderlicher Freiheitsgrade um bis zu zwei Größenordnungen
erreichbar. Dabei ist anzumerken, dass der erzielte Vorteil teilweise durch die negativen nu-
merischen Eigenschaften der entstehenden Gleichungssysteme kompensiert werden kann.
Das im Rahmen dieser Arbeit entstandene Simulationswerkzeug auf der Basis der Me-
thode der Finiten Elemente ist dank der Schnittstelle zu kommerziellen Programmen fle-
xibel einsetzbar. Die eingebundenen Ansatzfunktionen erlauben die Verwendung höherer
Approximationsordungen, die in vielen Bereichen erforderlich sind, um eine gewünsch-
te Genauigkeitsschranke zu erreichen. Insbesondere für die Vorkonditionierung konsistent
singulärer Gleichungssysteme kann derzeit jedoch nur im Fall niedrigster Ordnung ein
leistungsstarkes algebraisches Mehrgitterverfahren eingesetzt werden. Die Entwicklung ge-
eigneter Verfahren zur effizienten Vorkonditionierung der aus der Diskretisierung unter
Verwendung von Ansatzfunktionen höherer Ordnung entstehenden Systeme stellt daher
ein Gebiet für weiterführende Untersuchungen dar. Desweiteren bieten bei nicht planar be-
randeten Objekten erst Elemente quadratischer räumlicher Ordnung die gewünschte hohe
Konvergenzrate. Die Implementierung dieser verbesserten Modellierung würde zu einer
weiter verbesserten Simulationsgenauigkeit führen.
Im Fall des hybriden Diskretisierungsverfahrens müssen die Symmetriebereiche von außen
vorgegeben werden. Ein Algorithmus zur automatischen Identifizierung geeigneter Bereiche
zur Anwendung der räumlichen Modellierung reduzierter Dimension stellt eine mögliche
Richtung zur weiteren Forschung dar. Ein weitaus interessanteres und ebenso wichtiges Ge-
biet ist mit der Entwicklung eines speziellen Verfahrens zur Vorkonditionierung der entste-
henden indefiniten Systeme, insbesondere im Fall der vektoriellen Formulierung, gegeben.
Weiterhin könnte die gekoppelte Methode auch in anderen als den bisher betrachteten Be-
reichen, beispielsweise zur Simulation langer elektrischer Maschinen eingesetzt werden. In
der im Rahmen dieser Arbeit dargelegten Notation ist ebenfalls eine Erweiterung auf die
Berücksichtigung einer entlang der Symmetrierichtung gekrümmten Koordinate, welche
senkrecht auf den zwei verbleibenden Raumrichtungen steht, denkbar.
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A Verwendete Abkürzungen
AMG – algebraisches Mehrgitterverfahren zur Lösung oder Vorkonditionierung
großer linearer Gleichungssysteme
BDF(k) – implizites Verfahren zur Zeitintegration der Ordnung k (engl. „backward
differentiation formula“)
BDF(1) – implizites Euler-Verfahren zur Zeitintegration der Ordnung 1
CAD – rechnergestützter Entwurf (engl. „computer aided design“)
DAE – differential-algebraische Gleichung (engl. „differential-algebraic equati-
on“)
DFT – diskrete Fouriertransformation
DKT – diskrete Kosinustransformation als Spezialfall der DFT
FAIR – engl. „Facility for Antiproton and Ion Research“
FE – Finite Elemente
FEM – Methode der Finiten Elemente
FESE – hybrides Diskretisierungsverfahren unter Verwendung der Methode der
Finiten Elemente (FE) in Verbindung mit Spektralmethoden (SE)
FFT – schnelle Fouriertransformation (engl. „fast Fourier transform“)
FIT – Methode der Finiten Integration (engl. „Finite Integration Technique“)
GiB – Gigabyte: 1GiB entspricht 230 B (Byte, engl. „byte“)
GSI – GSI Helmholtzzentrum für Schwerionenforschung GmbH, Darmstadt
HGÜ – Hochspannungs-Gleichstromübertragung
MSP – magnetisches Skalarpotential
MVP – magnetisches Vektorpotential
ODE – gewöhnliche Differentialgleichung (engl. „ordinary differential equation“)
SE – Spektralelemente
SIS-100 – Schwerionensynchrotron am GSI Helmholtzzentrum für Schwerionenfor-
schung
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Klassische Elektrodynamik
~r – Ortsvektor
~n – Normalenvektor einer Fläche
t – Zeit
W – Energie
P – Leistung
~E (~r), ~E (~r, t) – elektrische Feldstärke (orts- und zeitabhängig)
~D (~r), ~D (~r, t) – dielektrische Verschiebungsdichte (orts- und zeitabhängig)
~H (~r), ~H (~r, t) – magnetische Feldstärke (orts- und zeitabhängig)
~B (~r), ~B (~r, t) – magnetische Flussdichte (orts- und zeitabhängig)
~Br (~r), ~Br (~r, t) – magnetische Remanenz (orts- und zeitabhängig)
~J (~r), ~J (~r, t) – elektrische Stromdichte (orts- und zeitabhängig)
~Je (~r), ~Je (~r, t) – eingeprägte elektrische Stromdichte (orts- und zeitabhängig)
~Jl (~r), ~Jl (~r, t) – elektrische Leitungsstromdichte (orts- und zeitabhängig)
~JF – Flächenstromdichte (Strombelag)
~Pe (~r), ~Pe (~r, t) – elektrische Polarisationsdichte (orts- und zeitabhängig)
̺ (~r), ̺ (~r, t) – elektrische Raumladungsdichte (orts- und zeitabhängig)
̺F – Oberflächenladungsdichte (Ladungsbelag)
ε, ε, ε( ~E (~r)) – elektrische Permittivität (tensorwertig und feldabhängig)
µ, µ, µ( ~H (~r)) – magnetische Permeabilität (tensorwertig und feldabhängig)
σ, σ, σ( ~E (~r)) – elektrische Leitfähigkeit (tensorwertig und feldabhängig)
ε0, µ0, ν0 – Materialkoeffizienten des Vakuums, wobei ν0 = 1/µ0
εr, µr – relative Materialkoeffizienten bezüglich der Vakuumwerte
c0 – Lichtgeschwindigkeit im Vakuum (c0 = 1√ε0µ0 )
~A – magnetisches Vektorpotential
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~Ar – reduziertes magnetisches Vektorpotential
~A∗ – modifiziertes magnetisches Vektorpotential
~T – elektrisches Vektorpotential
~T ∗ – modifiziertes elektrisches Vektorpotential
φ – (totales) elektrisches Skalarpotential
φm – totales magnetisches Skalarpotential
ψm – reduziertes magnetisches Skalarpotential
~Hw – wirbelfreier Anteil der magnetischen Feldstärke
~Hs – wirbelbehafteter Anteil der magnetischen Feldstärke
~v – Vektor der Geschwindigkeit elektromagnetischer Wellen bei der
Ausbreitung in Medien
τem – elektromagnetische Durchgangszeit
τe – Ladungsrelaxationszeit
τe,min, τe,max – minimale und maximale Ladungsrelaxationszeit
τm – magnetische Diffusionszeit
τm,min, τm,max – minimale und maximale magnetische Diffusionszeit
τ – charakteristische Zeitkonstante der Anregung
∇F· – Operator zur Bildung der Oberflächendivergenz
Ω – allgemeines Volumen
Ωσ – Untergebiet des betrachteten Volumens, in dem σ 6= 0 gilt
lΩ – Raumdiagonale des betrachteten Volumens Ω
Methode der Finiten Integration
G – primäres Gitter
G˜ – duales Gitter
⌢e – elektrische Gitterspannung
⌢
d – dielektrischer Gitterfluss
⌢
h – magnetische Gitterspannung
⌢
b – magnetischer Gitterfluss
⌢
j – elektrischer Gitterstrom
⌢e – Vektor der elektrischen Gitterspannungen
⌢
d – Vektor der dielektrischen Gitterflüsse
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⌢h – Vektor der magnetischen Gitterspannungen
⌢
b – Vektor der magnetischen Gitterflüsse
⌢
j – Vektor der elektrischen Gitterströme
⌢
j e – Vektor der extern eingeprägten elektrischen Gitterströme
q – Vektor der elektrischen Gitterladungen
Mε – Matrix zur Beschreibung des Zusammenhangs zwischen
⌢
d und ⌢e
Mσ,M
FIT
σ – Matrix zur Beschreibung des Zusammenhangs zwischen
⌢
j und ⌢e
Mν ,M
FIT
ν – Matrix zur Beschreibung des Zusammenhangs zwischen
⌢
h und
⌢
b
Mν,c – Sehnenreluktivitätsmatrix im Rahmen nichtlinearer Lösungsverfah-
ren
C,C˜ – diskrete Entsprechungen des analytischen Rotationsoperators auf
dem primären und dualen Gitter
S,S˜ – diskrete Entsprechungen des analytischen Divergenzoperators auf
dem primären und dualen Gitter
G,G˜ – diskrete Entsprechungen des analytischen Gradientenoperators auf
dem primären und dualen Gitter
Np – Anzahl primärer sowie dualer Gitterpunkte
Pξ, P˜ξ – Knoten im primären beziehungsweise dualen Gitter mit dem kano-
nischen Index ξ
L
(χ)
ξ , L˜
(χ)
ξ – Länge einer primären beziehungsweise dualen Gitterkante in χ-
Richtung mit dem kanonischen Index ξ
A
(χ)
ξ , A˜
(χ)
ξ – Inhalt einer primären beziehungsweise dualen Gitterfläche in χ-
Richtung mit dem kanonischen Index ξ
Vξ,V˜ξ – Volumen einer primären beziehungsweise dualen Gitterzelle
ε – mittlere Permittivität (bei einer Flächenmittelung)
ν – mittlere Reluktivität (bei inverser Längenmittelung)
Methode der Finiten Elemente
L
(n[e,f,v],I,p)
ξ – skalare interpolatorische Ansatzfunktionen vom Lagrange-Typ mit
dem Index ξ sowie der Approximationsordnung p, die mit Knoten
(n), Kanten (e), Flächen (f) oder Volumen (v) eines Tetraeders as-
soziiert sind.
L
(n,I,1)
ξ – knotenbasierte skalare interpolatorische Ansatzfunktionen erster
Ordnung vom Lagrange-Typ mit dem Index ξ
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L
(n[e,f,v],H,p)
ξ – skalare hierarchische Ansatzfunktionen mit dem Index ξ sowie der
Approximationsordnung p, die mit Knoten (n), Kanten (e), Flächen
(f) oder Volumen (v) eines Tetraeders assoziiert sind.
w
s,(p)
i – skalare Ansatzfunktion der Approximationsordnung p zum Gitter-
knoten mit dem Index i
~w
tv,(p)
k – tangential stetige vektorielle Ansatzfunktion der Approximations-
ordnung p zur Gitterkante mit dem Index k, welche die Knoten i
und j verbindet
~w
nv,(p)
l – normal stetige vektorielle Ansatzfunktion der Approximationsord-
nung p zur Gitterfläche mit dem Index l, welche die Knoten i, j und
k enthält
w
ch,(p)
n – volumenbasierte skalare Ansatzfunktion der Approximationsord-
nung p zum Volumen n, die über Elementgrenzen hinweg einen un-
stetigen Verlauf zeigt.
λξ – Volumen- oder Flächenkoordinate des zugehörigen Knotens ξ
P (p)s[,tv,nv,ch] – Funktionenräume zur Ordnung p, die von skalaren (s), tangential
stetigen (tv), normal stetigen (nv) oder ladungsbasierten Ansatz-
funktionen aufgespannt werden.
P (p)tv,grad – Funktionenraum tangential stetiger Vektorfunktionen zur Ordnung
p, der von rotationsfreien Ansatzfunktionen aufgespannt wird; Er-
stellung durch die Bildung des Gradienten des skalaren Funktionen-
raumes P (p+1)s der Ordnung p+ 1
P (p)tv,rot – Funktionenraum tangential stetiger Vektorfunktionen zur Ordnung
p, der von divergenzfreien Ansatzfunktionen aufgespannt wird; die
Rotation der enthaltenen Ansatzfunktionen wird mit der exakten
Ordnung p dargestellt
P (p)nv,rot – Funktionenraum normal stetiger Vektorfunktionen zur Ordnung p,
der von divergenzfreien Ansatzfunktionen aufgespannt wird; die Ro-
tation der enthaltenen Ansatzfunktionen wird mit der exakten Ord-
nung p dargestellt
P (p)nv,div – Funktionenraum normal stetiger Vektorfunktionen zur Ordnung p,
der von rotationsfreien Ansatzfunktionen aufgespannt wird; die Di-
vergenz der enthaltenen Ansatzfunktionen wird mit der exakten
Ordnung p dargestellt
Ksε, K
tv
ν – Steifigkeitsmatrizen, die bei der Diskretisierung schwacher Formu-
lierungen von Differentialgleichungen auftreten
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Msσ, M
tv
σ – Massenmatrizen, welche bei der Diskretisierung transienter Pro-
blemstellungen in der schwachen Formulierung auftreten
g
s,tv
ξ – aus den Randintegraltermen der schwachen Formulierung resultie-
rende Vektoren, die mit dem Materialparameter ξ verbunden sind
Kν,d – differentielle Reluktivitätsmatrix
Kν,c – Sehnen-Reluktivitätsmatrix
Kν,inc – inkrementelle Reluktivitätsmatrix
u – Vektor der Freiheitsgrade für das elektrische oder magnetische Ska-
larpotential
a – Vektor der Freiheitsgrade für das magnetische Vektorpotential
je – Vektor der Freiheitsgrade für die eingeprägte Stromdichte bei ma-
gnetoquasistatischen Problemstellungen
Γd – Teilmenge der Berandung eines Rechengebietes, auf welcher eine
Dirichlet-Randbedingung vorgegeben wird
Γn – Teilmenge der Berandung eines Rechengebietes, auf welcher eine
Neumann-Randbedingung vorgegeben wird
Magnetsimulationen
δe – äquivalente Leitschichtdicke
λe = 2πδe – Eindringtiefe
γpk – Packungsfaktor: Bezeichnet den Volumenanteil von Eisen an einem
aus lamellierten Blechen aufgebauten Verbundmaterial
Pv – analytische Definition der in einem gegebenen Volumen erzeugten
Verlustleistung
Pv,dis – über numerische Verfahren berechneter Wert für die Verlustleistung
ǫnlin – Residuum des nichtlinearen Lösungsprozesses, welches als Abbruch-
kriterium für die Iteration herangezogen wird
aˆn, bˆn – Koeffizienten zur Angabe der schiefsymmetrischen beziehungsweise
normalen Polstärke bei einer planaren Multipolentwicklung
bn – absoluter Multipolkoeffizient der Ordnung n, der zur Bewertung der
Feldhomogenität in Magneten herangezogen wird
bn/b1 – relativer Multipolkoeffizient der Ordnung n bezogen auf den Dipol-
koeffizienten, der die Abweichung von dem gewünschten Zustand
eines homogenen Feldes angibt
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bintn – relativer integraler Multipolkoeffizient der Ordnung n bezogen auf
den Dipolkoeffizienten, über den eine Extrapolation der zu erwar-
tenden Homogenität der magnetischen Flussdichte in langen Ma-
gneten bestimmt werden kann
ǫerr – relativer Fehler einer numerischen Lösung gegenüber einer Referenz-
lösung
η – Simulationsgeschwindigkeit bei parallelisierten Berechnungen
ηrel – relative Simulationsgeschwindigkeit bei parallelisierten Berechnun-
gen bezogen auf die Anzahl verwendeter Rechenprozesse
Hybride Diskretisierung
Pq – Element q aus der eingesetzten Menge orthogonaler Polynome zur
Diskretisierung in der Symmetrierichtung
vs,fesei – hybride Ansatzfunktion zur Diskretisierung skalarer Problemstel-
lungen
~vtv,fese,uvi,j – hybride vektorielle Ansatzfunktion zur Diskretisierung innerhalb
des Symmetriegebietes, die in der Ebene definiert ist
~vtv,fese,wi,j – hybride vektorielle Ansatzfunktion, die orthogonal zu ~v
tv,fese,uv
i,j ist
und gemeinsam mit dieser zur Diskretisierung eingesetzt wird
F
L,C,F
SE – Differentiationsmatrix im Koeffizientenraum für Legendre- (L),
Tschebyscheff- (C) oder trigonometrische Funktionen (F)
G
L,C,F
SE – Gradientenoperator bei Spektralverfahren für Legendre- (L), Tsche-
byscheff- (C) oder trigonometrische Funktionen (F)
K
L,C,F
SE – Aus der spektralen Diskretisierung mit Legendre- (L), Tscheby-
scheff- (C) oder trigonometrischen (F) Polynomen resultierende
Steifigkeitsmatrix
M
L,C,F
SE – Massenmatrix bezüglich der Diskretisierung mit Legendre- (L),
Tschebyscheff- (C) oder trigonometrischen (F) Polynomen
L
L,C,F
SE – Kopplungsterm, der zu der hybriden Steifigkeitsmatrix beiträgt für
eine Diskretisierung mit Legendre- (L), Tschebyscheff- (C) oder tri-
gonometrischen (F) Polynomen
Ks[tv],fese – globale Steifigkeitsmatrix für den Symmetriebereich bei skalaren
oder tangential stetigen vektoriellen Ansatzfunktionen
Ms[tv],fese – globale Massenmatrix für den Symmetriebereich bei skalaren oder
tangential stetigen vektoriellen Ansatzfunktionen
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Q3d, Qfese – Selektionsmatrizen, die aus dem jeweiligen Gebiet die Freiheitsgrade
auf der gemeinsamen Schnittfläche liefern
Ω – gesamtes betrachtetes Volumen
Ω3d, Ω2 – Anteil des Gesamtvolumens Ω, welcher keine nutzbaren Symmetrien
beinhaltet
Ωxy2d, Ω
rz
2d – zweidimensionale Fläche zur Anwendung entsprechender Approxi-
mationen reduzierter Dimension
Ωs, Ω1 – Teilgebiet von Ω, welches eine kontinuierliche Symmetrie aufweist
ℓz – charakteristische Länge einer gegebenen Anordnung bei der Aus-
nutzung einer kontinuierlichen kartesischen Symmetrie
fw, fs – Faktoren, die sich in Abhängigkeit von der behandelten kontinuier-
lichen Symmetrie ergeben
m3d – Vektor, welcher die Lagrange-Multiplikatoren, die bei der Kopplung
der separaten Gebiete auftreten, beinhaltet
Γint – Schnittfläche, welche den separaten Gebieten gemeinsam ist
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