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ABSTRACT 
Pilot-Scale Modeling of Colloidal Silica Delivery to Liquefiable Sands 
Murat Hamderi 
Advisor: Dr. Patricia M. Gallagher 
Dept. of Civil, Architectural, and Environmental Engineering 
 Drexel University 
 
Passive site stabilization is a developing technology for in situ mitigation of 
liquefaction risk without surface disruption and involves slow injection of stabilizing 
materials into the liquefiable sand. In this study, colloidal silica was used as a stabilizer. 
Injections were performed in a pilot-scale facility having dimensions of 243 cm by 366 
cm in plan and 122 cm in depth. The pilot-scale facility is the largest of its kind in the 
United States. It is equipped with electrical conductivity cells which provide real-time 
monitoring of grout advancement in the soil. Different injection rates were used to 
investigate the optimal rate for horizontal grout delivery without sinking. In the first 
experiment, injection rates were about 60-135 ml/min/well. In later experiments, higher 
injection rates were used (up to 9000 ml/min/well). When low injection rates were used, 
colloidal silica sank instead of traveling horizontally. With higher injection rates, sinking 
was less noticeable. After treatment, colloidal silica was allowed to gel. After gelation, 
the model was excavated and soil samples were extracted to investigate grout penetration. 
Soil recovered from block samples was tested for unconfined strength in the laboratory. 
A wide range of strengths were observed and thought to be related to the colloidal silica 
 xv
content of the treated soi. The 3D flood simulator UTCHEM was used to simulate the 
experimental results. The results of actual experiments showed that even 1% percentage 
colloidal silica provides significant strength after a month of curing. 
Colloidal silica grouting model for UTCHEM was validated with different length 
column tests varying from 3-foot to 30-foot. UTCHEM was also used in a parameteric 
study, to determine the delivery performance using injection and extraction wells on site. 
Addition to UTHCEM flood simulator, a 3-D finite difference program was developed to 
simulate colloidal silica injection in porous media. The program generated similar results 
with UTHCEM in a preliminary injection application. The new program offers further 
development in computer simulation of colloidal silica grouting. 
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CHAPTER 1. INTRODUCTION 
 
 
 
1.1. STATEMENT of THE PROBLEM 
 
During earthquake shaking, saturated, loose sand deposits can undergo liquefaction, 
which may result in large deformations. A wide variety of structures such as buildings, 
bridges, dams, foundations, buried systems, pipelines and waste landfills can be damaged 
due to liquefaction. Liquefaction can also trigger landslides due to a process called flow 
liquefaction, which happens when the required static shear stress for equilibrium is higher 
than the shear strength of the soil. Another type of liquefaction type, cyclic mobility, 
consists of incremental deformations generated by cyclic and static shear stresses 
(Kramer, 1996). Cyclic mobility is usually observed in flat or mildly sloped areas. It may 
cause large vertical settlements and/or lateral movement according to the direction of 
shaking and inclination of the slope. This type of lateral movement is called lateral 
spreading which is responsible for many abutment failures under bridges. Of the two 
liquefaction types, flow liquefaction is less frequent but may cause greater amount of 
damage by breaking the static equilibrium and subsequently mobilizing large soil masses 
(Kramer, 1996). 
Several factors influence the susceptibility of soil to liquefaction, including particle 
size, grain size distribution and shape. Soils with uniform grain size distribution and 
rounded shapes are more vulnerable to liquefaction. In sandy soils, shear strength is 
maintained by mutual contact of grains. During the earthquake shaking, this contact is 
lost due to excessive pore pressures. Mutual contact between soil particles increases with 
increasing stress level. Therefore, liquefaction risk is higher at depths closer to the 
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surface due to lower stress level. Density of the soil also influences liquefaction 
susceptibility. Loosely and uniformly deposited soils near river beds with high 
groundwater level are among the most common areas susceptible to liquefaction. 
In open areas, liquefaction resistance of such soils can be improved by traditional 
dynamic techniques such as densification by dynamic compaction, explosive compaction 
or by installing earthquake drains. However, in developed sites, it may be difficult to use 
such improvement techniques due to their possible dynamic effects on surrounding 
buildings and also their high work space requirements. In situations where underlying 
soil of an existing building has to be improved, it is common to use non-disruptive 
methods or techniques that can be adapted to limited work spaces such as underpinning 
and grouting. Passive site stabilization is a new technology proposed for non-disruptive 
mitigation of liquefaction risk at developed sites susceptible to liquefaction. It includes 
injection of stabilizing material in edge of site and achieving the delivery using extraction 
wells located at the other side of the developed area. The treatment volume is usually 
restricted with the liquefiable strata (Figure 1-1). 
Passive site stabilization was studied by several researchers in the scope of some 
criteria such as the feasibility of delivering to the right target volume in proposed time; 
cost requirements, life-time and site performance (Noll et. al., 1993; Gallagher, 2000; 
Gallagher and Mitchell, 2002; Koch, 2002; Liao et al., 2003; Thevanayagam and Jia, 
2003; Gallagher and Finsterle, 2004; Gallagher et al., 2006, Gallagher and Conlee 2007, 
Gallagher and Lin 2009). Of the several candidates for grouting such as micro-fine 
cement grouts, sodium silicate, acrylamid, diluted colloidal silica was chosen as stabilizer 
for passive site stabilization (Gallagher, 2000; Gallagher and Mitchell, 2002).  
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Colloidal silica is an aqueous dispersion of fine-sized, amorphous, nonporous, and 
typically spherical silica particles in a liquid phase ranging from 5 to 100 nm in diameter. 
Its properties are discussed in the following chapters. Gallagher and Mitchell (2002) 
showed that sand samples treated with dilute 5% colloidal silica developed enough 
strength to resist liquefaction. A significant resistance against liquefaction was observed 
during centrifuge tests made on sand with dilute 5% (by weight) colloidal silica. (Koch, 
2002; Gallagher et al., 2002; Pamuk et al., 2005). 
Lin (2006) used column tests to determine if colloidal silica grout can be delivered 
uniformly over long distances in an adequate concentration with low injection gradients 
to stabilize sand. A total of 20 column tests, including fifteen 3-feet, four 10-feet and one 
30-feet column test were performed to investigate variables affecting colloid transport, 
including pH and ionic strength of the colloidal mixtures, viscosity and gelling behavior 
of colloidal silica, flow rate of the fluid and the type of the liquefiable media.  
Another injection program was performed by Gallagher and Conlee (2007) for 
liquefaction treatment of a loose sand layer. 8% colloidal silica was injected into 9-m in 
diameter, 2 m thick liquefiable sand layer using 8 injection wells for 2 days. After the 
completion of treatment, explosive charges were placed in the treated and untreated 
zones. About 40% less settlement was observed in the treated zone compared to nearby 
untreated zone. 
Generally, improvement achieved by colloidal silica injection has been scaled with 
strength improvement and permeability reduction. So far, researchers typically used mold 
size laboratory tests, small size laboratory injection tests, relatively greater size 
laboratory tests and on-site tests to investigate soil improvement with colloidal silica. 
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Small size tests usually have advantages such as ease of repeatability and possibility to 
perform more controlled tests. In contrast, on site tests can not be repeated many times 
and also due to variability in the soil structure, the interpretation of the results includes 
more variables. On the other hand, large size laboratory tests can integrate the advantage 
of having controlled environment with the ability to represent sufficient size soil portion. 
For this purpose, the pilot scale facility was designed in Drexel University to understand 
the real time behavior of colloidal silica progression under controlled laboratory 
conditions using on site grade injection rates and pressures. This study mainly discusses 
the injection optimization established in a pilot-scale testing facility. 
  
1.2. OBJECTIVES AND SCOPE OF THE RESEARCH 
 
The main focus of passive site stabilization is to deliver colloidal silica uniformly 
over the possible maximum distance on site. Lin (2006) measured the delivery up to 30 
feet using sand column in the laboratory conditions. The pilot scale facility is one step 
forward approach in long distance delivery with the existence of 3-dimensional flow. 3-D 
study should include these objectives: 
 The volume of the pilot scale facility should be big enough to represent a volume 
which will provide at least a day of concentration monitoring under low rate injection 
conditions; 
 Concentrations should be monitored spatially and temporally during the injection, 
by this way injection rates, setups, grout characteristics should be optimized; 
 The distance between injection and extraction wells should be as large as possible 
to allow monitoring of long distance delivery; 
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 Injection rates should be set to maintain natural ground water rates; 
 The treatment performance in the pilot scale facility should be investigated after 
the experiments; 
 The experiment results should be simulated in a computer model to develop a 
validated and practical computer analysis scheme for engineers for future designs; 
 If possible a separate numerical code might be developed for colloidal silica 
injection. 
 
1.3. ORGANIZATION 
 
First, verification of UTCHEM model for colloidal silica injection was done with the 
data obtained from the sand column tests by Lin (2006) in Chapter 2. Honma’s (1984) 
numerical column experiment was also repeated in UTCHEM for an additional 
verification. 
Addition to UTCHEM simulation of the pilot-scale experiment, another recent onsite 
study by Noll (1993) was focused on and simulated in UTCHEM. These studies are given 
in Chapter 3.  
In Chapter 4 a parametric UTCHEM study was made on colloidal silica delivery 
distance in various soils. 
Chapter 5 includes the development of a 3-D finite-difference program (SilicaInject) 
specifically developed for the pilot-scale facility. All the formulations, and methods used 
were reported. A comparison was made on the results of pilot-scale simulation in two 
different programs. 
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Figure 1-1. Illustration of Passive Site Stabilization Concept 
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CHAPTER 2. NUMERICAL MODEL for COLLOIDAL SILICA INJECTED 
COLUMN TESTS 
 
 
 
2.1. INTRODUCTION 
 
The use of colloidal silica grout for mitigation of liquefaction risk has been 
investigated by Gallagher and Mitchell (2002), Gallagher et al. (2007), Gallagher and Lin 
(2009) and Conlee et al. (2009). Colloidal silica has been shown to reduce liquefaction 
risk in laboratory, centrifuge and field applications. Numerical modeling tools are 
required to adequately design and model the improvement that can be achieved using 
long distance permeation grouting to deliver colloidal silica for mitigation of liquefaction 
risk. In this research, a numerical model was developed using UTCHEM and validated 
using results from Honma (1984) and Gallagher and Lin (2009).  
One of the earliest efforts to model chemical grouts with variable viscosity was made 
by Honma (1984). He developed a finite element model for sodium silicate injection in a 
porous medium. The model accounted for various physical phenomena, including gel 
density, dilution effects, time-dependent gel viscosity, fluid and soil compressibility, 
residual saturation and relative permeability. The finite element model was verified by a 
set of laboratory tests; one column, one spherical and one cylindrical injection. The 
numerical and the experimental results were compared in terms of concentration profiles 
and injection pressures. The experimental and numerical results were found to be in a 
good agreement. 
Numerical modeling of colloidal silica transport in porous media has previously been 
done with TOUGH2 and also with MODFLOW which was used in conjunction with 
MT3D (Finsterle et al. 1994, Noll et al. 1992, 1993). Finsterle et al. (1994), modeled 
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colloidal silica emplacement in the subsurface using the TOUGH2 model. TOUGH2 is a 
general-purpose, finite-difference numerical simulation code for three-dimensional flow 
of fluid and heat in porous media. Finsterle et al. (1997) developed a gelation module to 
simulate the behavior of colloidal silica grout. The module accounts for the increase in 
grout viscosity as a function of time and gel concentration. Finsterle et al. (1994) 
modeled colloidal silica sol and gel in the following way: the sol was treated as a 
miscible fluid which had a viscosity changing by time and concentration. When the 
viscosity of the sol increased to a certain value, it was assumed to solidify instantly, with 
a corresponding decrease in permeability and porosity. The TOUGH2 gelation model was 
verified using an injection experiment in a sand box with 50 cm x 25 cm x 18 cm 
dimensions (Finsterle et. al. 1994). Results were presented in terms of prediction errors in 
total mass injected, location of the plume and saturation. The prediction errors were 
between 5% and 55 % (Finsterle et. al. 1994). The main difficulty with using TOUGH2 
was the lack of a user-friendly interface that supports the gelation module. 
Noll et al. (1992) formed a low permeability barrier with Ludox colloidal silica in a 
3.6 m by 1.8 m by 1.2 m deep sandbox filled with masonry sand. A row of four injection 
wells was installed in the center of the box. Two rows of three extraction wells were 
installed 45 cm of either side of the central row of injection wells. The rows had a 
spacing of 45 cm. Before the actual treatment, a tracer test was made using two wells and 
the result of this test was used to calibrate the MT3D (Zheng, 1991) transport model. The 
same computer model was used to predict the actual gel treatment. Finally, the gel 
treatment was made in the 90-cm-wide area by injecting 5% colloidal silica at a total rate 
of 1000 ml/min through inner row of four injection wells while the same volume of water 
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was simultaneously extracted from the 2 outer rows of total 6 wells. After the gel 
treatment, the box was opened and excavated. It was reported that predictive computer 
model and actual gel coverage seemed to be matching although explicit details of the 
comparison were not provided by Noll et al. (1992). 
Ludox colloidal silica was also used for in situ hot spot stabilization and horizontal 
grouting by Noll et.al (1993). MODFLOW in conjunction with MODPATH was used for 
calibration and simulation. Hot spot stabilization was accomplished by an injection well 
located at the center and 6 extraction wells in a 20-foot-diameter treatment area. Both gel 
treatments were tested by soil samples taken at different depths and also using ground 
penetrating radar (GPR). Noll et al (1993) reported slight discrepancies between the 
numerical modeling and the field results and discussed finding an attenuation factor for 
future modeling studies. The primary difficulty in using MODFLOW and MT3D is that 
these programs do not have the capability of incorporating a variable viscosity or variable 
density, so it is difficult to simulate colloidal silica transport.  
Bolisetti and Reitsma (2003) developed a grout aging module to study injection 
processes in MODFLOW in conjunction with MT3D. They considered barrier formation 
in a 420 cm x 240 cm x 100 cm domain in which colloidal silica was injected at 25 
different points consecutively. The grout aging module was used to simulate initiation of 
gelation as soon as 5% grout concentration was reached. It was reported that this module 
was developed to prevent premature gelling that can sometimes occur in grout 
concentrations of less than 5%. In a numerical simulation, premature gelling is not 
preferred because according to Noll.et.al. (1992), gelling process doesn’t initiate under 5 
% colloidal silica concentrations. One of the conclusions of this study was that the target 
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reduced permeability was not reached in a highly variable soil (Bolissetti and Reitsma, 
2003). 
Kim and Corapcioglu (2002a) developed a mathematical model to investigate the 
flow mechanism in a column treated with colloidal silica (Nyacol 1440). Colloidal silica 
was assumed to consist of two phases; sol and gel. Sol and gel phases together formed the 
gel mixture and they were assumed to be moving together. Common viscosity, density 
and mixture pressure values were designated for the gel mixture. For gelation process, 
gel-point concept was defined as the moment when viscosity started to increase rapidly in 
a sol-gel mixture. Once, the gelation started, sol phase converted into gel phase at a rate 
controlled by a reaction coefficient that was a function of NaCl concentration. The model 
was verified by comparing the observed hydraulic conductivity in a colloidal silica 
injected column with the one calculated with the mathematical model. The method for 
determining viscosity during gelation in the Kim and Corapcioglu (2002a) model 
compared with Finsterle et al.’s (1994) model. It was reported that Finsterle et al.’s 
(1994) method estimated a bit greater viscosities in early gelation times and the 
difference increased as gelation progressed. This mathematical model was later expanded 
to two dimensions (Kim and Corapcioglu 2002b).  
Gallagher and Finsterle (2004) used TOUGH2 to model colloidal silica delivery in a 
30.5 cm x 76 cm x 26.5 cm box. Delivery was achieved thorough 5 low head injection 
wells at the upstream edge of the treatment area and 2 extractions wells on the 
downstream edge. The model was later simulated by flow and transport simulator 
TOUGH2 (Pruess, 1991). Concentration and the viscosity of the grout was measured 
temporally through spatially located sampling ports and compared with TOUGH2 model. 
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Generally, a good match was achieved at locations closer to the injection wells where the 
difference increased at further locations. 
The programs mentioned above were not specifically designed for colloidal silica 
injection simulation therefore researchers had to add new modulus to incorporate for 
gelation (Finsterle et al. (1994), Bolisetti and Reitsma (2003)). Some numerical models 
were developed from scratch but are not commercially available (Kim and Corapcioglu, 
2002a, 2002b). As a result, availability of these models remained restricted with their 
developers. One of other common side of these numerical models is that they include the 
mathematical model for gelation process where the viscosities finally become orders of 
magnitudes of the initial grout viscosity. In fact, in field grouting applications where the 
underlying soil is composed of loose deposits, injection at high viscosities may be limited 
due to allowable pressure limitations (Gallagher and Conlee, 2007). In most cases, where 
the injection duration is planned to be finalized before the gelling reaction starts, 
modeling of gelation may not be necessary. In such cases, UTCHEM 9.2, which is a 3D-
flood simulator program for oil recovery applications, can be useful in modeling colloidal 
silica injection. One of the advantages of UTCHEM 9.2 is that it has a fully functional 
user friendly interface available as a public domain program and also it provides building 
a numerical model for colloidal silica transport without adding any special module. 
UTCHEM permits the use of fluids with various densities and includes a module to 
account for variable viscosity. In this study, UTCHEM model for sodium silicate 
injection is validated using Honma’s (1984) numerical column test model. Also, 
UTCHEM was used to model 5 different column tests done in Drexel University. 
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2.2. MODEL DESCRIPTION 
The three-dimensional chemical flood simulator UTCHEM 6.2 was developed by 
University of Texas at Austin for petroleum and geosystems applications. This program 
contains simulations of major physical phenomena such as three phase flow (aqueous, oleic, 
and microemulsion) diffusion, dispersion, dilution effects, adsorption for oil, surfactants and 
polymers, phase density, component density and composition phase viscosity (CPGE, 2000). 
GMS 5.0 (by Environmental Modeling Systems, incorporated) was used as an input, 
execution and output interface. 
The general formulation of UTCHEM consists of: 1) The mass balance equation for 
each component; 2) The aqueous phase pressure equation using overall volume-
occupying components (water, oil, surfactant, co-solvent and air); and 3) The energy 
balance equation considering the temperature effects. The energy balance equation was 
not required for this model because constant temperature was used (CPGE 2000). 
The basic equation governing the transport of component k is the continuity equation, 
which can be written in terms of Darcy’s law as: 
 
                      (2-1) 
 
Where: 
 = porosity of the medium, Covk = overall concentration of component kin mobile and 
stationary phases (L3/L3 PV), k = density of component k, Ckl = concentration of 
component kin phase l, (L3/L3), lu = Darcy flux of phase l, klD
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phase number (1=aqueous, 2=oleic, 3= micro emulsion, 4=air), k = component number 
(1=water, 2=oil), np = number of phases, 
The pressure equation is obtained by summing mass balance components overall 
volume occupying components and using Darcy’s law for flux terms. In the governing 
equation, pressures are written in terms of aqueous phase pressures; if necessary, other 
phase pressures are calculated by adding the capillary pressures between phases. 
 
 
   (2-2) 
 
Where: 
Ctotcom = total compressibility, P1 = pressure of phase 1, 

k = intrinsic permeability of soil, 
rTc = total relative mobility with the correction for fluid compressibility, rlc = relative 
mobility of phase l with the correction for fluid compressibility, h= depth, , Pcl1 = capillary 
pressure in phase 1, Qk = source/sink for component k, (L3/T), ncv = number of volume 
occupying components. Capillarity was not considered in this study because the model 
was fully saturated. In addition, colloidal silica was assumed to be fully soluble in the 
aqueous phase. 
Viscosity and density effects were incorporated into the Darcy flux, 

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Where: 

k  = the intrinsic permeability tensor. krl = relative permeability of phase l , l = viscosity 
of phase l, l = specific weight for phase l. Phase viscosity can also be written as: 
 
    (2-4) 
Where: 
C1l = concentration of water in phase l, C2l = concentration of oil in phase l, C3l = 
concentration of microemulsion in phase l,  = parameters determined by laboratory 
experiments. In our model, water and colloidal silica were the only two components and they 
were present in aqueous phase. 
 
2.3. VERIFICATION with HONMA (1984) NUMERICAL COLUMN TEST 
 
UTCHEM was used to model the numerical column experiment made by Honma (1984). 
Honma (1984) developed a numerical code to model the injection of sodium silicate to a two-
meter-long sand column with 10 cm diameter. He solved groundwater transport and flow 
equations by employing a Galerkin scheme and used Upstream Weighing Method for 
numerical solution. Honma expressed the viscosity-time relation for sodium silicate grout as: 
 
 
                              (2-5) 
 
 
 
)(
33
)(
2
)(
1
2514312321 llllll CC
l
CC
ol
CC
wll eCeCeC
   
 








 tt
tt
gel
gelogel
 exp1
 
15
Where  
gelo  = the initial gel viscosity, gel = gel viscosity at time t , gelt  = gel time,  and  are 
empirical fitting parameters and t = elapsed injection time. It should be noted that in the 
reference, gel viscosities were presented in a normalized form where gel viscosity was 
divided by water viscosity (Honma, 1984). 
The soil porosity, soil compressibility and soil permeability were 0.3, 1x10-5 1/kPa and 
1.4x10-2 cm/sec respectively. Water compressibility was taken as 4.4x10-7 1/kPa. Gel /water 
density was reported as 1.10 g/cc. 10 cm diameter 2 m long sand column was converted to an 
equal cross section rectangular prism with 8.88 cm by 8.88 cm square cross section and 2 m 
height in UTCHEM. Honma’s model was 1-dimensional whereas the UTCHEM model was 
3-dimensional. Vertical grid spacing was 5 cm in Honma’s model. Similarly in UTCHEM, 
vertical grid spacing was generally set to 5 cm except 1 cm grid spacing used around the 
bottom injection wells. UTCHEM model was divided into 7 pieces in horizontal direction 
and 6 injection wells were located at the bottom of the first 6 grids for uniform grout 
distribution. The injection pressure was set to 10.34 m-water as reported by Honma (1984). 
All the sides of the prism were impermeable except the right side. Permeability was set to 
zero on the 7th vertical grid set along the right boundary expect upper right two grids which 
served as an outlet (Figure 2-1). 
The gel viscosity was calculated in every 100 seconds during 1800 sec of injection time 
according to Equation 5. UTCHEM runs were divided into 18 each 100 second runs and the 
corresponding viscosities were used in each run (Figure 2-2). Numerical model was run with 
Single Point Upstream Weighing (SPUW), Two Point Upstream Weighing (TPUW) and 
Total Variation Diminishing Third Order (TVDTO) methods separately. Also, model was run 
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with no density incorporation using SPUW method. The parameters used in UTCHEM 
comparison with Honma’s (1984) model are tabulated in Table 2-1. 
The concentration profiles at 300, 900 and 1500 seconds with different solution methods 
are illustrated in the same figure with the profiles obtained from Honma’s numerical analysis 
(Figure 2-3). According to the Figure 2-3, for earlier injection times, UTCHEM runs using 
Single Point Upstream Weighing method gave results within 10% proximity of Honma’s 
model using the same method. In later injection times, the gap between closed. Minor 
differences in the results are mostly attributed to unreported parameters rather than to 
modeling errors. SPUW method seemed to generate more numerical dispersion, whereas the 
TDVTO method showed the least amount of numerical dispersion. It is also evident from the 
plots that grout advancement was greater with TWPUW and TDVTO methods which seemed 
to generate less numerical dispersion. For comparison, an analysis was done without 
accounting for grout density. In this case, excluding grout density resulted in about 10% 
faster grout advancement. 
 
2.4. MODELING COLLOIDAL SILICA in UTCHEM 
 
Colloidal silica is a dispersion of fine-sized, amorphous, nonporous, and typically 
spherical silica particles in a liquid phase ranging from 5 to 100 nm in diameter. Of the 
several available types of colloidal silica, Ludox®-SM was used in the column 
experiments. Ludox-SM colloidal silica is a highly stable dispersion of 7 nm size SiO2 
particles. The dispersion has 30% SiO2 amount by weight and a viscosity about 5.5 cP at 
20o C. When diluted to 5 weight %, the density of colloidal silica is about 1.035 g/cc in 
23o C (dtapwater=0.995 g/cc at 23o C). When the suspension is diluted to 5-6 %, initial 
viscosity is measured between 1.05 to 1.6 cP which is slightly higher than that of water. 
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Colloidal silica can be made to gel by adjusting the pH or the ionic strength. The time to 
gelation can range from a few minutes to a few months (Gallagher and Mitchell, 2002). 
During the time between mixing and gelation, the viscosity of colloidal silica remains 
close to that of water until just prior to gelling, after which it increases very rapidly. Such 
viscosity and gel time characteristics make colloidal silica an attractive stabilizer. 
In UTCHEM, colloidal silica was modeled as fully soluble in water with an initial 
viscosity of 1.05 cP and a density of 1.035 g/cc. Time dependent viscosity variations 
were incorporated using time steps. If the viscosity of the colloidal silica increased by 
more than 10% during the experiment, separate time steps were used. In this process, the 
actual colloidal silica viscosity time curve was divided into finite pieces. The average 
viscosity for each portion of the curve was used in the corresponding run. This method 
effectively reproduced the viscosity-time curve for the entire experiment.  
 
2.5. COLUMN TEST PREPERATION and TESTING 
 
The purpose of the column tests was to determine if colloidal silica grout could be 
delivered uniformly over long distances in an adequate concentration with low injection 
gradients for sand stabilization. A total of 20 column tests, including fifteen 3-feet, four 
10-feet and one 30-feet column test were performed to investigate variables affecting 
colloid transport, including pH and ionic strength of the colloidal mixtures, viscosity and 
gelling behavior of colloidal silica, flow rate of the fluid and the type of the liquefiable 
media.  
All columns were constructed from 10-cm inside diameter transparent PVC pipe.  
End caps were located on the top and bottom of the columns. The overall groundwater 
flow was supplied by the inlet chamber through the inlet valve connected to the bottom 
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end cap. To maintain even distribution of stabilizer through sand, a 4.5-cm-thick 
aggregate layer was placed after the inlet. A stainless steel filter was placed between 
gravel and sand to separate sand and aggregate. Similarly a 4.5 cm thick aggregate layer 
was placed before the top outlet. The 3-feet test setup only had one single column. The 
10-feet columns tests were built from 2x5 feet columns whereas the 30-foot column was 
built from 5x6 feet columns. Each column was connected to the next one by a transparent 
hose with 1.25 cm inner diameter. Illustrations of 3-feet and 30-feet tests were given in 
Figures 2.4 and 2.5 respectively. 1.25 cm hoses connected the top outlet of the previous 
column to the bottom inlet of the next one. During each test, constant fluid height 
difference was maintained using the inlet and outlet chamber. During permeability tests 
inlet chamber was supplied with water where the outlet chamber worked as an 
overflowing reservoir. The overflowing water content was measured to calculate rate of 
flow. During the colloidal silica delivery the inlet chamber was supplied with colloidal 
silica and as the injection advanced, test pore fluid was extracted from sampling ports 
located every 7.3 cm. The sampling intervals were adjusted according to the speed of 
fluid flow in each test. Samples were taken with a syringe inserted into the ports. The 
colloidal silica concentration was measured with Fisher brand chlorine selective electrode 
and also by burning the sample and measuring the solid content. More detailed 
description of the experimental program is presented in Lin (2006). 
 
2.6. VALIDATION with LIN’S (2006) COLUMN TESTS 
 
2 of the 3-foot tests, 2 of the 10-foot tests and the 30-foot test utilizing uniformly 
graded Ottowa or Nevada sands were modeled to verify the program’s ability to 
numerically model colloidal silica transport in the subsurface. Typical properties of these 
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sands were given in Table 2-2. To obtain repetitive relative density, sands were pluviated 
through water. Valid and Negussey (1988) reported that this method results in a 
homogeneous loose density regardless of drop height. 
In all tests, 5% colloidal silica 0.1 N NaCl was used but each solution had different 
pH to adjust gel time. The pH of the tests changed between 6.5 and 7.2 where lower pH 
provided a shorter gel time. Viscosity-time curves for all tests were given in Figure 2-6. 
According to Figure 2-6, viscosity of colloidal silica grout remains about the same for the 
majority of the time and onset of gelation a sharp viscosity increase is observed. 
Gallagher (2005) reported that colloidal silica flow rate decreased dramatically after 3.6 
cP. For this reason, viscosity gel time curves for all five tests were adjusted such that 
viscosities stayed under 1.2 cP until the completion of injection. The solutions had initial 
viscosities around 1.05 cP. Because the viscosity remained more or less the same during 
the tests, time weighted single average viscosity values were used in the computer model 
(Table 2-3). In other words, gel times were selected slightly longer than the injection time 
so that incorporation of gelation process in the simulations was not necessary. Typical 
input parameters for UTCHEM simulation is summarized in Table 2-3. 
 
2.7. HYDRAULICS of THE MODEL 
 
Figures 2-4 and 2-5 show both the column experiment and the computer simulation 
setups. In the experimental setup there is a constant head colloidal silica reservoir which 
is connected to the bottom inlet valve. In the corresponding UTCHEM models, the 
colloidal silica reservoir was modeled with 6 constant pressure injector wells at the 
bottom of the column. The experimental setup drawing also shows the constant head 
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water reservoir at the top of the column. In the corresponding numerical models, this 
constant head reservoir was modeled using a zone of higher hydraulic conductivity at the 
top of the column. The circular section of the columns was converted to an equal area 
rectangular section in the model. The grid size of the column was 1.5x1.5x9.1 cm grids.  
UTCHEM typically operates horizontally allowing constant pressure boundaries to be 
located on the left and the right sides of the rectangular prism modeling domain. To 
permit the vertical column to be modeled in the same configuration as the experiments, 
the following boundary conditions were used. Column walls were simulated by assigning 
closed boundaries to the left, top, bottom, front and the back side of the rectangular prism 
grid. To model the outlet of the column, the right boundary assigned as an open boundary 
with an impermeable layer was located adjacent to the sand aquifer on the right. The total 
height of the grids was set equal to the height of the outlet water reservoir (Figures 2-4 to 
2-5). 
Two permeability values were used for modeling: Ks and Kh (Tables 2-3 and 2-4). Ks 
is the measured average overall permeability of the system including sand and aggregate 
layers therefore it was assigned to the grids along the sand layers and aggregate layers. Kh 
is the high permeability (10 000 000 mD) value which was assigned to the remaining 
zones in the system such as outlet water reservoir and tubes connecting the columns in 
the actual system. 
In actual experiments, bottom injection pressures were not monitored. Instead, bottom 
injection pressures were back calculated from observed rate of flow within few minutes 
of the start of the injection when the differential pressure is at maximum. To do this, the 
head loss in the left hose filled with colloidal silica was neglected for slow flow rates 
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(Figure 2-4 and 2-5) and the water was assumed to be the only flowing fluid in the 
column(s). Accordingly, pressure equations at t=0 can be written and the system’s 
maximum pressure difference P be calculated as: 
 
P = (P) – (Hw . w+ Patm)                  (2-6) 
Where: 
P is the constant bottom injection pressure, Hw is the water reservoir height on the right, 
Patm is the atmospheric pressure, w is the unit weight of water. It should be noted that 
although P will be constant for the whole injection time, P will decrease by time as 
colloidal silica penetrates in the column due to increasing column fluid density, 
consequently, Equation 6 will not be valid. 
For a small time period in the beginning where there is small amount of colloidal 
silica penetration in the sand column, we can use the hydraulic conductivity kw for water 
to calculate system’s instantaneous gradient H /l; 
 
  H /l = Q/A/kw         (2-7) 
Where: 
Q = flow rate, A= the cross-sectional area and l= total column length. Recalling, the 
assumption that the only flowing fluid is water for a limited time, system’s maximum 
differential pressure P can be back calculated using density of water; 

P = H .w                                             (2-8) 
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Finally, the bottom constant well pressure P can be calculated by substituting P in 
Equation 2-1. The calculated bottom constant well pressure values are tabulated in Table 
2-5. 
 
2.8. RESULTS of LABORATORY COLUMN TESTS 
 
Laboratory column tests and UTCHEM model were compared in terms of grout 
advancements and seepage velocities. Grout advancement-time curves were plotted using 
the coordinate of 95 % iso-concentration line in the mixing zone. The advancements of 
the front mixing zones by time were illustrated in Figure 2-7. According to the 
advancement-time curves, predicted displacements were in a good agreement with test 
results and the deviation between total injection times was below 8 %. In actual tests, 
colloidal silica seepage velocity was decreasing by time. Under constant pressure 
conditions, initially, this was attributed to increasing viscosity. But this hypothesis failed 
since the maximum change in viscosity was not more that 10%. Later, it was seen that 
fluctuating and generally decreasing seepage velocity was mostly related to various 
factors such as density and local variability in soil permeability. In laboratory column 
tests, average seepage velocity could be measured in two different ways; through 
sampling station concentrations along the columns or through the outflow. Of the two 
methods, using outflow rates in calculating the seepage velocity would produce more 
reliable results due to more uniform and continuous outflow measurement. Similarly, in 
UTCHEM, seepage velocities were calculated from inflow rates of 6 constant pressure 
wells assuming that inflow rate and outflow rates are equal.  
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Actual and simulated seepage velocities which were calculated from inflow and 
outflow rate are plotted in Figures 2-8. According to Figure 2-8, there is a general 
decreasing trend in both actual and simulated seepage velocities. The seepage velocity 
decrease was linear in Test 1 and Test 3. In Test 17, Test 18 and Test 30, seepage 
velocities shaped like a zigzag and sometimes fluctuated. It is believed that seepage 
velocity locally and temporarily increased because colloidal silica was passing through a 
less resistant connection hose and accordingly zigzag shape formed. Similarly, local 
fluctuations might have caused by the local permeability changes in the zone through 
which colloidal silica was passing. Alternatively, it may also be attributed to the 
temporary increase in fluid pressure due to colloidal silica advancement in the connection 
hose. Nevertheless, actual and simulated velocities showed the same trend.  
 
2.9. SUMMARY and CONCLUSIONS 
 
A numerical model has been developed to predict the transport of colloidal silica 
using UTCHEM flood simulator. As the first step to validate numerical model, Honma’s 
(1984) numerical column experiment was remodeled in UTCHEM. The comparison of 
the results showed that difference between concentration profiles was no more than 10 % 
in most cases when the same solution technique (SPUW) was used. Using more advanced 
techniques such as TDVTO decreased the numerical dispersion but at the same time 
advancement of grout increased compared to SPUW.  Honma’s column experiment was 
also run without incorporation of grout density. Accordingly, the grout advancement 
increased about 10%. In Honma’s numerical experiment, the main controlling parameter 
in grout advancement was the viscosity increase which was about 4 times of the initial. 
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As a secondary validation tool, UTCHEM was used to model laboratory column tests. 
One of the important results both in actual and computer model was decreasing seepage 
velocity. This was attributed to decreasing differential pressure due to colloidal silica 
advancement in the columns rather than viscosity increase like in Honma model. In other 
words, injection pressures in laboratory column tests were about or less than 1/5 times of 
Honma’s accordingly the flow was more vulnerable to gravitational forces ( ~100 kPa in 
Honma 200 cm high, ~ 20 kPa in Test 5, 196 cm high). 
In column tests, incorporation of dispersivity did not affect the overall progression 
much since dispersivity values were relatively low. Besides this, dispersivity values may 
be much greater on site conditions. In other words, actual field grout concentration 
distribution may be much more dispersed than in laboratory column tests not allowing the 
concentration reach to the minimum required concentration for gelling. As a result, more 
investigations should be made with 3 dimensional large size systems close to actual field 
sizes. In case of a field injection program, UTCHEM can be a good candidate for 
modeling since it proved to be working well with 1-D column tests. 
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Table 2-1. Parameters Used in Numerical Column Test (Honma, 1984) 
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Table 2-2. Typical Soil Properties of the Materials Used in Laboratory Column Tests 
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Table 2-3. Properties of Laboratory Column Tests 
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Table 2-4. Parameters Used in UTCHEM Simulation for Laboratory Column Tests 
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Table 2-5. Bottom Well Pressures 
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Figure 2-1. Numerical Column Experiment Setup by Honma (1984) 
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Figure 2-2. Viscosity Change by Time Honma(1984) and Viscosity Discretization 
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Figure 2-3. Concentration Distribution at 300 sec (a), 900 (b) and 1500 sec (c) 
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Figure 2-4. 3-feet Column Experiment Setup (on the left), UTCHEM Model (on the 
right) 
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Figure 2-5. 30-feet Column Experiment Setup (on the left), UTCHEM Model (on the 
right) 
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Figure 2-6. Viscosity-time Curves for All Laboratory Column Tests 
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Figure 2-7. Grout Advancement – Time Curves for Laboratory Column Tests 
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Figure 2-8. Seepage Velocity – Time Curves for Laboratory Column Tests 
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CHAPTER 3. PILOT-SCALE MODELING of COLLOIDAL SILICA 
DELIVERTY to LIQUEFIABLE SANDS 
 
 
 
3.1. INTRODUCTION 
 
Saturated loose sand deposits can undergo liquefaction during earthquakes, which can 
result in large deformations. In open areas, liquefaction resistance of such soils can be 
improved by traditional dynamic techniques such as densification by dynamic 
compaction, explosive compaction or by installing earthquake drains. However, in 
developed sites, it may be difficult to use such improvement techniques due to their 
possible dynamic effects on surrounding buildings and also their high work space 
requirements. In situations where underlying soil of an existing building has to be 
improved, it is common to use non-disruptive methods or techniques that can be adapted 
to limited work spaces such as underpinning and grouting. Passive site stabilization is a 
new technology proposed for non-disruptive mitigation of liquefaction risk at developed 
sites susceptible to liquefaction. It includes injection of stabilizing material in edge of site 
and achieving the delivery using extraction wells located at the other side of the 
developed area. The treatment volume is usually restricted with the liquefiable strata. 
Recently, colloidal silica has been used for permeability reduction for oilfield 
applications. One of the ways to stimulate production in an oil reservoir is done by 
injecting water into the reservoir. Years of operation and variability of vertical soil profile 
leads to water flooding in some reservoir layers. Jurinak and Summers (1991), performed 
several high pressure (about 2000 psi maximum well head pressure) colloidal silica 
injection programs to reduce the hydraulic conductivity of water-bearing-strata in oil 
wells which were operated over 10 years. It is reported that 4 of the 11 soil profile water 
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reduction job was completely successful. The failures in 7 jobs were commonly caused 
by pressure parting of the formation or loss of grout in greatly fractured network. 
Treatment of the hydraulically fractured zones with colloidal silica yielded success in 
most cases.  
Persoff et al. (1999) performed permeability and strength tests on sand samples 
treated with varying concentration of colloidal silica ranging from 5% to 27%. 
Permeability measurements were made using falling head tests according to ASTM-
D5084. Strengths of the samples were determined with ASTM C-39 unconfined 
compressive (UC) test. Samples were made with Lapis Lustre Monterey #0-30 silica and 
Trevino sandy loam sands. In colloidal silica samples, the strength increase was found to 
be directly proportional to colloidal silica content. Monterey Sand treated with 7.4% 
colloidal silica had UC strength of 124 kPa whereas the sample with 27% colloidal silica 
had 426 kPa UC strength. Permeabilities obtained were 5 x 10-8 cm/sec at sample with 
7.4% colloidal silica and 2 x 10-9 cm/sec at sample with 27% colloidal silica. It is 
reported that permeability decreased in a log-linear manner with increasing colloidal 
silica content. The inclusion of PCL, aniline and CCl4 in the treated sand pore fluid did 
not cause any drastic change in strength and permeability, usually the change was within 
20% margin. 
Moridis et al. (1996) conducted a site study on colloidal silica grouting using 
conventional grouting equipment. The injection was done in unsaturated deposits of sand 
with silt and gravel. The objectives of the demonstration were to determine if gel times 
could be controlled under field conditions and if uniformly distributed intersecting grout 
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bulbs could be formed. The test objectives were achieved. Excavations of the grout bulbs 
showed that fairly uniform bulbs could be excavated after the treatment. 
Noll et al. (1992) formed a low permeability barrier with Ludox colloidal silica in a 
3.6 m by 1.8 m by 1.2 m deep sandbox filled with masonry sand. One row of 4 injection 
wells was installed in the middle of the box. Two rows of 3 extraction wells were 
installed on either side of the row of injection wells. The spacing between rows and the 
spacing between wells in each row was both 45 cm. The proposed gel treatment was 
modeled using the MT3D transport model (Zheng, 1991). Before the actual treatment, a 
tracer test was made using two wells and the result of this test was used to calibrate the 
MT3D model. Dilute colloidal silica (5 weight %) was then injected at a total rate of 
1000 ml/min in a 90-cm-wide area through the four injection wells. The same volume of 
water was simultaneously extracted from the 2 outer rows of wells. After the gel 
treatment, the box was opened and excavated. It was reported that the predictive 
computer modeling and the actual gel coverage seemed to match, although the details of 
the comparison were not given. 
Ludox colloidal silica was also used for in situ hot spot stabilization and horizontal 
grouting by Noll et.al (1993). MODFLOW in conjunction with MODPATH was used for 
calibration and simulation. Hot spot stabilization was accomplished by an injection well 
located at the center and 6 extraction wells in a 6 m diameter treatment area. The 
injection rate of the center well and the total extraction rate of 6 wells were set equal to 
16.35 m3/day. A total of 13.6 m3 of 5% colloidal silica was batched and the injection 
duration was planned to continue for 20 hours. After completion of treatment, gel 
treatment area was scanned by Ground Penetrating Radar (GPR). A cross sectional area 
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of volume covered by colloidal silica according to GPR interpretation and the 
MODFLOW prediction were compared (Figure 3-18). According to MODFLOW 
prediction, injection is directed towards the extraction wells covering the cylindrical 
volume between wells. In contrast, GPR results indicate that grout was directed towards 
the lower levels and never reached the extraction wells. 
One of the recent efforts to model colloidal silica flow in porous media was made by 
Kim and Corapcioglu (2002a). They developed a mathematical model to investigate the 
flow mechanism in a column treated with colloidal silica (Nyacol 1440). Colloidal silica 
was assumed to consist of two phases; sol and gel. Sol and gel phases together formed the 
gel mixture and they were assumed to be moving together. Common viscosity, density 
and mixture pressure values were designated for the gel mixture. For gelation process, 
gel-point concept was defined as the moment when viscosity started to increase rapidly in 
a sol-gel mixture. Once, the gelation started, sol phase converted into gel phase at a rate 
controlled by a reaction coefficient that was a function of NaCl concentration. The model 
was verified by comparing the observed hydraulic conductivity in a colloidal silica 
injected column with the one calculated with the mathematical model. The method for 
determining viscosity during gelation in the Kim and Corapcioglu (2002a) model was 
similar to Finsterle et al.’s (1994) model. It was reported that Finsterle et al.’s (1994) 
method estimated greater viscosities in early gelation times and the difference increased 
as gelation progressed. This mathematical model was later expanded to two dimensions 
(Kim and Corapcioglu 2002b). 
One other study on colloidal silica flow modeling in porous media was done by 
Bolisetti and Reitsma (2003). They developed a grout aging module to study injection 
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processes in MODFLOW in conjunction with MT3D. They considered barrier formation 
in a 420 cm x 240 cm x 100 cm domain in which colloidal silica was injected at 25 
different points consecutively. The grout aging module was used to simulate initiation of 
gelation as soon as 5% grout concentration was reached. It was reported that this module 
was developed to prevent premature gelling that can sometimes occur in grout 
concentrations of less than 5%. In a numerical simulation, premature gelling is not 
preferred because according to Noll.et.al. (1992), gelling process doesn’t initiate under 5 
% colloidal silica concentrations. One of the conclusions of this study was that the target 
reduced permeability was not reached in a highly variable soil (Bolissetti and Reitsma, 
2003). 
Gallagher and Finsterle (2004) delivered Ludox SM colloidal silica in a 30.5 cm x 76 
cm x 26.5 cm box used by locating 5 low head injection wells on 1/3 distance along the 
treatment length and 2 extractions wells on the downstream edge. 1½ pore volume of 
grout (about 23 liters) was injected through 5 injection wells in 10 hrs. The average 
injection rate was about 8 ml/min/well. Model was later simulated by flow and transport 
simulator TOUGH2 (Pruess, 1991). The concentration and the viscosity of the grout was 
measured temporally through spatially located sampling ports and compared with 
TOUGH2 model. Generally, a good match was achieved at locations closer to the 
injection wells where the difference increased at further locations. 
A field test was performed by Gallagher and Conlee (2007) for liquefaction treatment 
of a loose sand layer. The sandy layer was about 10 m thick located between 5m and 10 
m of depth. 8% colloidal silica was injected into 2 m thick liquefiable sand layer located 
in depth intervals from 6.5 m and 8.5. 8 injection wells drilled to a depth of 10 m were 
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placed around a 9 m wide perimeter and each of them provided about 13 l/min of grout. 
Tube-a-manchettes were installed in the depth interval from 5.5 m to 8.5 m in each 
injection well. Injection was accomplished in two stages for each well starting from the 
bottom and continuing upwards. The treatment took several days. A single extraction 
well was located on the center providing about 45 l/min production rate. After the 
completion of treatment, explosive charges were placed in the treated and untreated 
zones. About 40% less settlement was observed in the treated zone compared to nearby 
untreated zone. 
Generally, improvement achieved by colloidal silica injection has been scaled with 
strength improvement and permeability reduction. So far, researchers typically used mold 
size laboratory tests, small size laboratory injection tests, relatively greater size 
laboratory tests and on-site tests to investigate soil improvement with colloidal silica. 
Small size tests usually have advantages such as ease of repeatability and possibility to 
perform more controlled tests. In contrast, on site tests can not be repeated many times 
and also due to variability in the soil structure, the interpretation of the results includes 
more variables. On the other hand, large size laboratory tests can integrate the advantage 
of having controlled environment with the ability to represent a larger soil sample. The 
injection rates applied on site have to be big enough to finish the injection job in a 
reasonable time. For example, 1 to 10 liters/min/well of injection rate can treat a 
significant portion of soil in a day. If high rates such as 10 liters/min/well are used in the 
laboratory, the facility should be big enough to obtain several hours of concentration 
monitoring.  For this purpose, 10 m3 volume pilot scale facility was designed in Drexel 
University to understand the real time behavior of colloidal silica delivery under 
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controlled laboratory conditions. Subsequently, experimental results were simulated with 
a 3-D flood simulator; UTCHEM. The same computer model was used to simulate and 
optimize the on-site injection study by Noll, 1993.  
 
3.2. EXPERIMENTAL FACILITY 
 
The pilot scale facility consists of the sand box, the injection system, and the 
monitoring system. Each system is described in detail below.  
 
3.2.1. Sand Box 
 
The dimensions of the main box for the pilot scale facility are 244 by 366 cm in plan 
and 122 cm in height. The box was framed with 7.62 cm by 7.62 cm and 4.8 mm thick 
box sections. The bottom and the side walls were made from 9.8 mm thick steel plate. 
The box was equipped with a front door opening downwards allowing access for sand 
removal. 
The box was designed using Structural Analyses Program 2000. The most critical 
loading case was calculated to be undrained lateral earth pressures acting on the side 
walls while the front door is open. The box was fabricated by All Steel Fabricators Co 
Inc, PA of A36 type steel in Bala Cynwyd, in 2005. A 3-D view of the box is shown in 
Figure 3-1. Plan and profile views are shown in Appendix 1. 
A cover was constructed of 1.25 cm steel plate. The cover was fixed to the box with 
72 heavy duty clamps around the perimeter of the box. Rubber gaskets were located 
between the cover and the walls of the box in order to seal the box. 
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As shown in Figure 3-1, the box includes a 5-cm-diameter inlet on the lower side of 
the upstream wall. The inlet is located 90 cm from the left edge of the wall and 30 cm 
from the bottom. On the downstream wall, there is an adjustable outlet weir that was used 
to provide unconfined aquifer flow conditions in the low rate experiments. The left edge 
of the weir is located 75 cm from the left edge of the wall. The weir opening is 30 wide 
and 30 cm deep. It has a plate that attaches to the weir opening so the height of the weir 
can be adjusted. For later experiments, the weir was closed and a 5-cm-diameter outlet 
was added on the lower side of the left wall. 5 cm-diameter outlet provided water to flow 
fully in the aquifer with pressure. The outlet hole is 5 cm in diameter and located 90 cm 
from the left edge and 30 cm from the bottom. 
 
3.2.2. Injection System 
 
The injection system consisted of 4 Continental brand HDPE cylindrical tanks of 
various sizes, a constant head tank, injection wells, the associated pumps, valves, and 
tubing. The largest tank had a capacity of 2081 liters and was used to hold salt water. A 
secondary 1325-liter-capacity tank was used for mixing large batches of dilute colloidal 
silica. Later two smaller 416-liter-capacity batching tanks were added to increase the 
batching capacity. The injection system also included a 27-liter plexiglass constant head 
tank located at the upstream side of the box. The constant head tank was connected to the 
inlet using a 5 cm diameter hose. The entire flow system was equipped with ball type 
valves.  
Several different types of injection wells were used depending on the type of 
experiment. Details of the injection and extraction wells are shown in Figure 3-2. For low 
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rate experiments, injection and extraction wells were made with 2 cm (¾ inch) diameter 
clear PVC pipe. The wells were 122 cm long, with perforations in the upper half of the 
well. The well was sealed at the base of the perforations using pieces of cork. The cork 
was used to prevent downward flow in the bottom half of the well and leakage from the 
bottom of the well. The perforations were screened using stainless steel wire meshes with 
0.20 mm openings (46.9% open area). The stainless steel mesh was sized using filtration 
criteria presented in Driscoll (1986): 
                               Hole diameter < D50 of the aquifer sand                                   (3-1) 
In the high injection rate experiments, the diameter of the injection wells was 
increased to 10 cm (4 inches) (Figure 3-2). A 2.3 mm thick (at 2 kPa, O90=0.1 mm) non-
woven type geotextile was used to wrap around the perforated section of the wells. The 
wells had flanges with a silicon gasket. When the steel lid was placed on the box, 5 cm 
diameter nipples on the lid coincided with the well axis and were inserted about 5 cm into 
the wells. The silicon gasket served as a seal bonding strongly with the lid which was 
fixed with 72 clamps around the box. Bentonite granules were placed around the wells 
and along the top of the entire sand layer to prevent possible upward grout movement 
along the annulus of the well. This layer was about 30 cm thick. During the experiments, 
the bentonite hydrated and swelled, so contact between the silicon gasket and the lid was 
lost and the model leaked. Later, bentonite filled fabric rings were made and glued 
around the 5 cm diameter nipples to fill the volume between the nipples and the wells to 
prevent leakage (Figure 3-2). 
For low injection rate experiments, the injection and extraction were provided by 
Cole Parmer 7519-05 brand peristaltic pumps with 7519-50 cartridges, which were used 
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with L/S 25 Masterflex tubing. This pump combination was capable of safely delivering 
65 ml per minute per cartridge, for a total injection rate of 230 ml per minute. For the 
initial high injection rate experiments, two ½-hp Northern Industrial centrifugal water 
pumps were used and the flow rate was adjusted using ball valves. For later experiments, 
a Warren-Rupp, Sandpiper model 1.9-cm-diameter air-operated double diaphragm pump 
was used. The flow was divided between wells using a T-shape fitting. The flow rate was 
adjusted with ball type valves to maintain an equal flow rate to each well. The injection 
rates were monitored by meters situated on the building’s water lines. Alternatively, the 
total amount injected material was monitored by the volumetric scale on each tank. The 
double diaphragm air pump provided easy adjustment of injection pressures and was 
capable of injecting up to 19 liter/min of grout.  
 
3.2.3. Monitoring System 
 
3.2.3.1. Sampling Wells 
 
During chemical grouting applications, one of the most important components to 
measure is the concentration of the grout in the soil. Koch (2002) and Lin (2006) both 
used syringes to take pore fluid samples. The syringes were inserted through sampling 
ports located in the sides of the box and column, respectively. This sampling method was 
modified due to the size of the pilot scale facility. For the low injection rate experiments 
where the box was uncovered, sampling wells were used to extract samples. There were 
55 sampling wells placed at the locations shown in Figure A2-1. The sampling ports were 
located vertically at depths of 10 cm, 65 cm and 115 cm from the surface respectively 
(Figure 3-2). Sampling ports were constructed of All-Plastic brand 50-ml syringes which 
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were connected to 5-mm-diameter high strength nylon tubing. The nylon tubing was 
inserted into a 2.5 cm to 5 cm tapered strainer. The strainer was wrapped with 0.20 mm 
opening stainless steel mesh (Figure 3-2). The system was tested thoroughly for 
functionality and it was observed that samples could easily be retrieved from 1.2 meter 
depth. The suction system was mounted on ¾ inch diameter clear pipes. In case of 
clogging the suction system could be used in pumping direction to open the clog. It was 
observed that sampling wells sucked some fines when they were used for the first time. 
Therefore, each sampling well was developed by withdrawing couple hundred ml of 
fluid. In the high injection rate experiments, the box was covered by a steel lid. 
Therefore, only electrical conductivity readings could be taken in those experiments. 
 
3.2.3.2. Electrical Conductivity System 
An electrical conductivity monitoring system was constructed to measure electrical 
conductivity at about 50 locations throughout the box. The system was constructed using 
about 50 Elmetron brand electrical conductivity probes. The probes were wired to 2 
parallel operating 32-Channel Campbell scientific AM16/32 relay multiplexers. Both 
multiplexers were simultaneously switched by a CK-1614 brand multi-mode timer relay 
circuit every 30 seconds so that each time only one conductivity probe could be in line 
with Elmetron 401 brand conductivity meter. 2 conductivity meters logged the 
conductivity reading every 30 seconds to a PC through RS-232 ports (Figure 3-3). The 
conductivity probe tips were dressed with a cylindrical shaped stainless steel wire mesh 
with an opening of 0.20 mm. 
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3.3. MATERIAL and METHODS 
 
3.3.1. Sand 
 
The main criterion that was considered in determining the sand type was the 
vulnerability of sand type against liquefaction. Tsuchida (1970) proposed a diagram 
showing the most liquefiable soils (Figure 3-4). According to Figure 3-4, d50 of the most 
liquefiable soils are in the range between 0.1 mm and 0.7 mm. (Vaid et.al.,1990) 
performed tests on three different samples having D50 = 0.42 mm but different uniformity 
coefficients 1.5, 3 and 6 respectively. One of their findings was uniform sand had low 
cyclic resistance compared to the well-graded ones. Ping-Ken Shih (2001) reported that 
the grain size diameter range most vulnerable to liquefaction is fine sand between 0.1 and 
0.3 mm. Koch (2003) used uniform Nevada sand with d50 of 0.15 mm in previous box 
model experiments investigating colloidal silica transport through soil. Sitharam et.al. 
(2004) reported that most liquefiable soil taken from Ahmedabad region (Gujarat, India) 
has d50 of 0.3 mm. Lin (2006) used ASTM 20/30 Ottowa sand with d50 of 0.75 mm for 1-
D column test on colloidal silica treatment.  
In this study, Ricci Bros Sand Co. (NJ) filter sand with d50 of 0.5 mm and uniformity 
coefficient of 1.4 was used in low injection rate experiments (Figure 3-4). In high 
injection rate experiments, yellow concrete sand from Kerrs Building Materials 
(Philadelphia, PA) with d50 of 0.4 mm and 3.0 uniformity coefficients was used (Figure 
3-4). 
Valid and Negussey (1988) conducted laboratory tests on to determine the effect of 
drop height on relative density during wet pluviation of sand. They found that particles 
falling from any height will reach terminal velocity after a 2-cm-drop through water 
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resulting in a similar relative density throughout the specimen. In the low injection rate 
experiments, the wet pluviation method was used to achieve a relative density of about 
22%. The weight of sand was recorded and used to calculate the relative density.  
In the preliminary high rate experiments it was observed that sand with a very low 
relative density was vulnerable to piping and soil fracturing around the injection wells. 
This was because the confinement generated by swelling of top bentonite layer did not 
properly transferred to the sublayer due to large initial inelastic settlements in loosely 
deposited soil. Therefore, the yellow concrete sand used in the high rate experiments was 
compacted using a concrete vibrator applied to the saturated sand. The relative density in 
those experiments was estimated to be about 70%. 
 
3.3.2. Aggregate 
 
The criterion used in choosing the aggregate layer was the ease of placement through 
a 10-cm-wide aggregate layer compartment. Aggregates layers were formed with pea 
gravel supplied from Galantino Supply Co. (Springfield, PA). The gradation curve of the 
pea gravel used is given in Figure 3-4.  
 
3.3.3. Bentonite as Sealing Material 
 
CETCO C/S granular bentonite with maximum 10% moisture was overlain on the top 
of the sand aquifer. Mean diameter of the granular particles was about 1.2 mm. The 
gradation curve of the granular bentonite is given in Figure 3-4. It was placed in the box 
in a dry condition and hydrated and swelled after placement.  
 
 
51
3.3.4. Colloidal Silica 
 
Colloidal silica is an aqueous dispersion of fine-sized, amorphous, nonporous, 
spherical silica particles in a liquid phase ranging from 5 to 100 nm in diameter. Of the 
numerous available types of colloidal silica, Ludox®-SM was used in the column 
experiments. Ludox-SM colloidal silica is a highly stable dispersion of 7 nm size SiO2 
particles. The dispersion has 30 % SiO2 amount by weight and a viscosity about 5.5 cP at 
20 oC. When it is diluted to 6 %, the density of colloidal silica is about 1.035 g/cc in 23o 
C (dtapwater=0.995 g/cc at 23o C) and the initial viscosity is measured between 1.05 to 1.6 
cP (vistapwater = 0.92 cP at 23o C). Colloidal silica can be made to gel by adjusting the pH 
or the ionic strength. The time to gelation can range from a few minutes to a few months 
(Gallagher and Mitchell, 2002). During the time between mixing and gelation, the 
viscosity of colloidal silica remains close to that of water until just prior to gelling, after 
which it increases very rapidly. Such viscosity and gel time characteristics make colloidal 
silica an attractive stabilizer. 
 
3.4. EXPERIMENTAL DESIGN and PROCEDURE 
 
The experimental box setup was designed to allow monitoring of the colloidal silica 
during injection. The sampling was based on two considerations: sampling time interval 
and sampling locations. In lower rate experiments, the injection duration was proposed  
to be about 4 days. Considering the distance between the injection and extraction wells, 
roughly the average advancement of the grout should have been less than a meter per day. 
This would allow plenty of time for sampling therefore would require large sampling 
spacing. Sampling locations were spaced at 50-cm intervals in the long direction of the 
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box and about 30 cm along the width of the box. This spacing was decreased to about 25 
cm around the injection wells. The spacing between the sampling locations would allow a 
person to take fluid samples by syringes and store them in carefully numbered tins. 
In previous studies (Lin 2006), a Fisher AR50 Accumet pH/conductivity/ion meter 
with a chloride selective probe was used to measure the chloride concentration in the 
colloidal silica grout. The chloride concentration was normalized with the source Cl- ion 
concentration. In this study, electrical conductivity of the colloidal silica grout solution 
was measured in 10 different known concentrations to make a calibration curve for later 
concentration measurements. The linear relationship between electrical conductivity and 
CS-NaCl concentration is illustrated in Figure 3-5.  
The electrical conductivity probes were located on the manual sampling ports at 50 
locations throughout the model. For the low rate experiments, the injection wells, 
extraction wells, and sampling port assemblages were constructed and attached to flanges 
prior to filling the box with sand. The flanges were carefully glued on the base of the 
steel box with Goop brand adhesive.  
The purpose of the aggregate layers was to facilitate uniform water flow throughout 
the entire cross section at both the upstream entrance as well as the downstream outlet. 
To keep the sand and aggregate layers separated during model preparation, two wood 
frames covered with perforated aluminum sheeting and 2.3-mm-thick (at 2 kPa, O90=0.1 
mm) non-woven type geotextile were fixed at the inlet and outlet sides of box. After 
completion of the interior setup, the box was filled with water to 40% of its volume. Next 
the sand was poured into the box using a hopper hooked on a 5-ton crane. As the sand 
level increased in the box, pea gravel was placed in the aggregate compartment, keeping 
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the height difference between the sand and the aggregate layer about the same to avoid 
bulging of the frame separating the two layers. The amount of sand poured in was 
carefully weighed by 1 US-Ton scale so the relative density could be calculated. By this 
procedure, in low-rate experiments, the relative density obtained was about 22%.  
During the experiments, the direction of the flow was along the longer dimension of 
the box. To measure the horizontal hydraulic conductivity, a constant head tank was 
located on the upstream side and connected to the large box with a 5 cm diameter hose. 
On the downstream side, a small weir was used to maintain the constant head (Figure 3-
1).  
Hydraulic conductivities of the filter sand and the yellow concrete sand were 
measured in the facility using the constant head tanks. Tests were run for 3 days until two 
consecutive measured hydraulic conductivities differed by less than 5 percent different. 
Water levels were measured with a theodolite within the aquifer rather using pre-assigned 
constant head difference in mm precision continuously to eliminate the head losses 
through the inlet and outlet connections. The amount of flow was measured by a flow 
meter located on the tail water. Before the test, the meter was calibrated using similar 
amount of flow rate. The hydraulic conductivities are tabulated in Table 3-1. 
For low rate injection experiments, 4 injection and 4 extraction wells were proposed 
(Figure 3-2). Extraction wells were located right just upstream of the aggregate layer on 
the downstream side. Injection wells were located at 130 cm away from the upstream side 
outlet. By this way, some of the grout that traveled in the upstream direction could be 
monitored. 
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3.4.1. Execution of Low Rate Experiments: 
 
Two low rate experiments were conducted. In the first experiment, peristaltic pumps 
were run at a maximum rate of 65 ml/min through each of the four injection and 
extraction wells. At this rate, the pumps would inject 0.4 pore volume (about 1500 liters) 
of fluid in about 4 days. The gel time of  colloidal silica was set just over 12 days in case 
the treatment was continued until 1 pore volume (4000 liters) colloidal silica was  
injected without gelling problem. The Manual and electrical conductivity sampling 
methods were used simultaneously for concentration measurements. Manual sampling 
intervals varied between 1 and 8 hours. During sampling, about 50 ml of pore fluid was 
taken from each port and carefully poured into a numbered tin. After each set of samples 
were collected, the tins were put into 220o C oven and allowed to dry for about 24 hours. 
The colloidal silica concentration was calculated using the crystallized colloidal silica 
and NaCl content remaining in the tins. Alternatively, one set of electrical conductivity 
readings were taken every 32 minutes. This duration included 1 minute reading interval 
for each conductivity probe through a 32-channel Campbell Scientific multiplexer. 2 
multiplexers (32 channels each) in total were used to route the electrical conductivity 
readings from each probe. 
Two single-well tracer tests were done to measure longitudinal dispersivity. To run 
the test, a known amount of salt water was injected and subsequently withdrawn using 
one of the injection wells. Injection wells used in low-rate experiments with filter sand 
were 2-cm in diameter and had a 60-cm perforated length (Figure 3-2). For high rate 
experiments with yellow concrete sand, injection wells were 10-cm in diameter and had a 
30-cm perforated length (Figure 3-2). During the withdrawal phase, box reservoir was fed 
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by constant head tanks on both sides maintaining the water table stable. The withdrawal 
phase continued until initial reservoir salt concentrations were established. Usually, the 
withdrawal volume was about 1.5 to 2 times of the injected volume. The results are 
presented and discussed in Section 3.7. 
In the first experiment, the grout was prepared in batches of 340 liters. The colloidal 
silica concentration was 6 weight % and the normality of the solution was 0.15 N. The 
bench top gel time curve of  6% Colloidal Silica+ 0.15 N NaCl mix is given in Figure 
A2-2. Besides the theoretical curve, the batch viscosity measured during the low rate 
experiments is presented in Table A2-1. The steps of batching included mixing of the salt 
with water in required amount to achieve final batch normality (salt+water+CS) and 
subsequently adding the appropriate amount of 30 weight % colloidal silica into the salt 
solution to achieve the desired concentration. Honeyville brand red food color was added 
in the grout to aid in visual observation. For each 100 volumes of grout 1 volume of food 
coloring was added. The ratio was the minimum volumetric ratio that enabled sufficient 
visibility of the grout after it penetrated into the sand voids and the model was excavated. 
After 680 liters (about 44 hrs of injection) of grout were injected, sampling data indicated 
that the grout was sinking rather than moving horizontally. Consequently, injection was 
stopped and the grout was flushed out of the sand with fresh water for 2 days so a second 
test could be performed with the same sand. 
The sinking was speculated to be due to the relatively higher density of colloidal 
silica (1.053 g/cc at 23 oC) compared to water (0.995 g/cc at 23o C), the low injection 
rate, the low relative sand density/high permeability, and/or shortcutting around the 
annulus of the injection wells. Three modifications were made to the experiment. First, 
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the relative density of fully saturated soil was increased from 22% to 48% using a 
concrete vibrator. This also reduced the permeability by about 20%. Second, the well 
design was modified. The perforated length of the wells was about 60 cm but the solid 
length of pipe was extending to the bottom of the box. This setup might have provided a 
shortcut allowing the grout to travel along the annulus towards the bottom of the box. To 
eliminate this possibility, the injection wells were shortened to 15 cm, thereby removing 
any potential pathway that would cause shortcutting to the bottom. A Plexiglas disc with 
20 cm diameter was attached to the top of the new wells to block the return around the 
annulus during injection (Figure 3-2). Third, the number of injection and extraction wells 
was decreased by 50% and the injection and extraction rates in the remaining wells were 
doubled. The outer wells were removed to decrease the boundary effects but also to 
determine if a higher flow rate would increase horizontal movement and decrease 
sinking. A manifold was used to connect two channels of the pump to each remaining 
injection and extraction well, thereby doubling the injection rate to 130 ml/min. The 
design of the extraction wells stayed the same. 
For Low Rate Experiment 2, 6% Colloidal Silica+ 0.175 N NaCl mix was used. The 
batch resulted with a lower gel time (about 8 days) compared to the batch used in the first 
experiment (Figure A2-2). Longer gel time provided a flexibility to continue the injection 
about 8 days. However, injection occurred for four days, with a total of 0.4 pore volumes 
(about 1000 liters) of grout injected. The batch viscosity measured in Low Rate 
Experiment 2 is tabulated in Table A2-1. As with the first experiment, the colloidal silica 
sank and followed the bottom boundary to reach the extraction wells and the outlet. There 
was also some colloidal silica return and pooling observed on the top of the aquifer. After 
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the experiment, sand was dug out and the colloidal silica was observed at the bottom as 
indicated by sampling results obtained during the injection. 
 
3.4.2. Low-Rate Experimental Results 
 
The data obtained from manual sampling and conductivity readings are given in 
Figures A2-3. and A2-4. The concentration data obtained from each location was 
interpolated to draw concentration plots. Figure 3-6 shows the concentration of colloidal 
silica at 4 h, 10 h, 26 h, 48 h, 79 h and 108 h during the second experiment plotted using 
data collected by both manual sampling and conductivity cells. The cross sections on the 
left side were taken on a longitudinal plane intersecting the right well. The sections on the 
right are perpendicular to the longitudinal direction and include both injection wells. 
According, to concentration plots, colloidal silica movement is downwards due to 
sinking. In other words, horizontal movement of colloidal silica towards the extraction 
wells could not be established in low-rate experiments. 
 
3.5. UTCHEM NUMERICAL EXPERIMENTS 
 
Due to sinking behavior observed in low-rate experiments, numerical experiments 
were made to calibrate further experiments. UTCHEM 9.2, which is a three-dimensional 
finite-difference chemical flood simulator developed by University of Texas at Austin 
was used to model colloidal silica injection in the pilot scale facility. UTCHEM was 
originally developed for petroleum and geosystems applications. It has the capacity to 
model major physical phenomena such as three phase flow (aqueous, oleic, and micro 
emulsion) diffusion, dispersion, dilution effects, adsorption for oil, surfactant and 
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polymer, phase density, component density and composition phase viscosity. Additional 
information can be found in UTCHEM Technical Documentation (CPGE, 2000). Also, 
detailed UTCHEM modeling for 1-D colloidal silica injection can be found in Chapter 2. 
 
3.5.1. UTCHEM Modeling Parameters 
 
Experiment 2 was used as a baseline model for the predictive UTCHEM runs. In the 
first UTCHEM model run, the actual injection rate of Experiment 2 was modeled. In each 
subsequent run, the injection rate was doubled. The purpose of the modeling was to 
determine the optimal injection rate to prevent sinking. The numerical model dimensions 
were 240 wide by 360 cm long in plan and 120 cm high as it was in actual setup. The grid 
spacing was 10 cm in all directions except in the vicinity of the injection wells. In the 
injection region, the grid spacing was increased to 40 cm because UTCHEM runs were 
not converging for the highest injection rate of 7570 ml/min/well. Injection and 
production wells were considered as constant rate injectors and producers respectively.  
In UTCHEM, the basic boundary condition is a no flow boundary (closed boundary). 
Convective, dispersive and thermal fluxes are not permitted through the closed boundary. 
Alternatively, no flow boundaries can be replaced by specified pressure boundaries which 
may be used to generate differential ground water flow gradient and also allow fluxes 
across the boundaries. In the physical experiments, the downstream (left) boundary 
(Figure 3-1) was open and connected to a constant water head tank and all other sides 
were closed. Similarly, in UTCHEM, the downstream (left) boundary was assigned as an 
open boundary with a specified atmospheric pressure at the top (100.84 kPa).  
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Colloidal silica was incorporated in UTCHEM by modifying the properties of the 
oleic component to characterize the properties of colloidal silica. UTCHEM normally 
carries four phases, aqueous, oleic, microemulsion and air. Oil often travels in oleic phase 
with no or little solubility with water therefore produces capillary forces with water. 
However, the solubility of oil in the aqueous (water) phase is defined by solubility 
constant. To model colloidal silica’s properties properly, the solubility of the oleic phase 
was increased to the highest rate (100%) and by this way all the oil component (colloidal 
silica) became part of the aqueous phase. In addition, the density and viscosity were 
incorporated. The density of 6% colloidal silica by weight was measured as 1.039 g/cc at 
23 oC and assigned to the oil component. During low rate experiments, the viscosity was 
stable around 1.4 cP at 23 oC and increased less than 5 percent during the injection. 
Therefore, it was input as a constant value for the numerical simulations. The basic input 
parameters in UTCHEM are given in Table 3-2. 
 
3.5.2. Results of Predictive UTCHEM Runs 
 
As noted previously, the injection rate in Experiment 2 was 130 ml/min/well and it 
was observed that colloidal silica was sinking as it was being injected (Figure 3-6). It was 
hypothesized that the sinking was due to the low injection rate. Therefore, in the 
UTCHEM simulations, the injection flow rate was increased by the following increments: 
3, 7, 15, 30, 44 and 58 times the Experiment 2 rate. Simulations were run with injection 
rates of 378, 946, 1893, 3785, 5678 and 7570 ml/min/well (0.1, 0.25, 0.5, 1, 1.5 and 2 
gpm). These results are shown individually in Figure 3-7. The plots show concentration 
contours after ½ pore volume has been injected. 
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To compare the results and determine the critical injection rate for horizontal flow, 
these concentration plots are superimposed in Figure 3.8. The first plot shows injection 
rates of 130, 378, 946 and 1893 ml/min/well simulation rates. Plots with 3875, 5678 and 
7570 ml/min/well injection rates are shown at the bottom side. It can be seen that sinking 
behavior dominates at the injection rate of 130 ml/min/well. The grout sinks immediately 
and spreads out along the bottom of the model. As the injection rate increases to 378 
m/l/min/well, the grout begins to move horizontally, but still sinks fairly rapidly. As the 
rate continues to increase, the grout moves further horizontally, but the grout still has 
sinking-like behavior. By the time the rate increases to 3875 ml/min/well, horizontal 
movement begins to dominate. This rate corresponds to 1 gallon per minute per well. 
Accordingly, we can say that after a critical injection rate between 1893 ml/min/well and 
3785 ml/min/well, sinking problem becomes less important due to sufficient horizontal 
flow established. The concentration pattern predicted by UTCHEM at 130 ml/min/well 
UTCHEM simulation is similar to that observed in Experiment 2 (Figure 3-6). The results 
of the UTCHEM modeling were used to design a series of high rate experiments to 
improve colloidal silica delivery in the pilot-scale model. 
 
3.6. HIGH RATE EXPERIMENTS 
 
3.6.1. Experimental Setup 
 
The main goal of the high rate experiments was to choose injection rates and 
pressures that would maximize the spatial concentration of colloidal silica throughout the 
box. The design of and the experimental procedure for the high rate experiments changed 
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significantly compared to the low rate experiments because higher injection rates were 
used. Only the modifications made over low rate experiments will be discussed here. 
The predictive UTCHEM simulations discussed in the previous section served as a 
guide for designing the high injection rate experiments. One of the significant results 
obtained from the UTCHEM simulations was the hypothesis that the injection rate must 
be at least 1 gallon per minute to insure sufficient horizontal movement of the grout. 
Predictive UTCHEM simulations indicated that the injection pressures generated for such 
rates would be around 5 meter-water (50 kPa) range. Considering the injection point 
depth was only about 30-40 cm, the heads required to obtain higher flow rates would 
exceed the depth of the pilot scale facility. For this reason, at high rate experiments, the 
top of the box was covered with a 1.25 cm thick steel plate which was fixed to the box 
with 72 heavy duty clamps around the perimeter of the box. Rubber gaskets were located 
along the connections to withstand high pressure. 
An additional concern in increasing the injection rate was the potential for 
preferential flow around the perimeter of the well and the formation of preferential paths 
between the steel lid and the sand aquifer top. One of the possible solutions was putting 
pieces of rubber covered plywood between the steel lid and the top of the sand. Using 
salt-water solution, about 14 tries were made at high injection rates and it resulted with 
annulus grout return and subsequently top layer piping. Preferential paths formed usually 
after 5 minutes and this led shortcutting of the grout at the top towards the extraction 
wells. The rubber covered plywood didn’t stop this happening due to two reasons; the 
first one was the uneven distribution of confining pressure on the sand top surface and the 
second one was the sand-plywood interface still being the weakest zone for piping. The 
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preferential paths were detected by sudden early NaCl concentration increase in the 
extraction wells. To overcome erosion, later 5-7 cm thick C/S bentonite was overlain on 
the sand top instead of the rubber-plywood. C/S bentonite provided a much better seal 
due to its capability of filling sand voids by swelling and helped confining pressures to be 
transferred more evenly. The bentonite layer was about 30 cm deep around the injection 
and extraction wells.  
One other measure against piping was densifying the sand using a concrete vibrator. 
Relative density of about 70% was achieved and this was higher than the relative density 
used in low rate experiments. 
The box outlet was also modified for the high rate experiments. In the low flow 
experiments, the sand aquifer was unconfined and a weir provided the water outflow. In 
the high injection rate experiments, the weir was disabled and water was let out of the 
box through a 5 cm diameter PVC pipe letting the water flow to open air at the same 
elevation with the top of the box (Figure 3-1). 
Because of the addition of a lid, the manual sampling ports had to be removed. 
Although the electrical conductivity system was left in the same location, the cable 
connections were made water tight by using appropriate overlapping shrink tubing and 
routed outside the box cover through two 2” diameter conduits. The gaps were sealed 
with General Electric Silicon 2. 
 
3.6.2. Procedures of High Rate Experiments 
  
The six high rate experiments were done using injection rates between 1900 ml/min 
and 9500 ml/min. The brief description of high rate experiments is tabulated in Table A2-
 
63
2. The primary change between these experiments was an increasing injection rate in 
each subsequent experiment. For the first 5 experiments, salt water with a density 
comparable to colloidal silica (about 1.063 g/cc) was used. This method eliminated the 
possibility of gelation and was done to optimize the injection prior to colloidal silica 
injection in Experiment 6. To simulate 9% colloidal silica density (1.063 g/cc) in 5 tracer 
tests, 4200 liters of about 84 g/l NaCl solution was prepared in four different tanks. To do 
this, about 84 g/l NaCl was prepared by mixing thoroughly overnight using sump pumps.  
For Experiment 6, 9% colloidal silica with an ionic strength of 0.295 N was prepared 
in four different tanks simultaneously before the injection. The salt water was mixed 
overnight before testing began to insure the solution was thoroughly mixed. Red food dye 
was also added to the salt water during the mixing. Immediately prior to injection, 30% 
colloidal silica was added simultaneously into each salt water tank so the entire quantity 
used would have the same gel time. During mixing, volumetric ratios were used since it 
was easier to track volumes using the volumetric scales on the tanks. The mixing 
continued during the injection using sump pumps. The details of the high rate 
experiments are shown in Table 3-3. 
In all of the experiments, injection rates, injection pressures, grout concentrations on 
the sampling locations and tail water concentrations were measured. 
Experiment 1 was run for 150 minutes with two injection and extraction wells using 
½ hp centrifugal pumps in each well. About 20 minutes after the injection started, the 
bentonite seal around the extraction wells failed and the bentonite was sucked into the top 
of the extraction well. Consequently, the extraction wells clogged and the salt water left 
the system through the broken seal around the top of the well.  
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In Experiment 2, the extraction wells were removed and extraction was maintained 
through 5/8” downstream outlet connected to ½ hp centrifugal extraction pump (Figure 3-
2). During the execution of Experiment 2, some of the bentonite around the annulus 
migrated into the tops of the injection well and they clogged near the end of the 
experiment (see well setup in Figure 3-2).  
In Experiment 3, injection wells were cleaned prior to running. The downstream 
outlet diameter was increased to 2” and the extraction pump was removed. The water 
height of the discharge outlet was set equal to the height of the box (Figure 3-1). Before 
Experiment-4, 5 and 6 injection wells were cleaned and the mouth of the well was 
wrapped with a bentonite-filled cotton ring to protect the injection well from clogging. 
In the final experiment, about 1 pore volume of 9 weight % colloidal silica with a gel 
time of about 8 hours was injected to the system. A total of about 4000 liters of colloidal 
silica solution were injected over about 5 hours at an average injection rate of 6.78 
liter/min/well. After the experiment, the soil was allowed to cure for 25 days prior to 
excavation.  
Excavation was made carefully in a way that vertical soil surfaces could be created 
every 0.30 m. Red food dye used in the grout was an aid to see the visual extent of the 
grout penetration. A total of 40 samples were retrieved during the excavation. The block 
samples were 0.30 m wide by 0.30 m long and 0.15 m high. Four specimens were carved 
out in every 0.30 m interval. Some of the prismatic carved into 5 cm diameter by 10 cm 
high cylindrical samples for unconfined compression test. Also, in every 0.30 m, about 
200 penetrometer readings were taken on a 4 by 5 grid using Geotest® soil penetrometer. 
Penetrometer readings were utilized for colloidal silica concentration estimation. 
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A total of 24 unconfined compression tests were done on cylindrical samples cut from 
block samples from different locations of the test facility. The coordinates of the 
penetrometer readings and the block samples were recorded. Unconfined compression 
values were correlated with the onsite penetrometer readings.  
To develop a relationship between penetrometer reading and the concentration of 
colloidal silica treated sand, a correlation was developed under idealized laboratory 
conditions. Sand specimens were prepared in the lab with different concentrations of 
colloidal silica. Specimens were made by pouring the colloidal silica into a plastic mold 
(each 5 cm in diameter and 10 cm in height) about 40% of the volume and filling the rest 
of the volume with sand. The cylinders were designed to allow the sample to be taken out 
without disturbance. Specimens were prepared at concentrations from 1 wt % to 9 wt % 
colloidal silica in 1 wt% increments. The normality of the specimens was 0.4 N NaCl, 
which resulted in a gel time of about 20 minutes for a 9 wt % concentration. Starting at 9 
wt %, for each lower percentage of colloidal silica, the concentration was dropped 1% by 
adding required amount of water. Two cylinders were made for each concentration range 
and left to cure for 2 days.  
Colloidal silica treated sand from the first cylinder set at each concentration range 
was taken out carefully and tested for unconfined compression while the second set was 
used for taking 5 penetrometer readings at every 2 cm depth removing the soil portion 
sheared by the penetrometer tip. It was observed that even the sand sample treated with 
1% colloidal silica stayed intact after taken out from the plastic cylinder. It should be 
mentioned that penetrometer readings were taken without the plastic cylinders taken off 
in order to simulate the semi-confinement state in the sand box. 
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3.6.3. Results of High Rate Experiments 
 
In high rate Experiment 1, the density of salt (1.02 g/cc) injected was not as high as 
the density of colloidal silica (1.063 g/cc) typically used for stabilization. The final 
concentration readings obtained during High Rate Experiment 1 are given in Figure A2-
5. The results of the unconfined compression test are tabulated in Table A2-3. Tail water 
concentration plots for Experiments 1 to 6 are shown in Figure A2-6. The penetrometer 
readings in the box are presented in Tables A3-1, A3-2, A3-3, A3-4 and A3-5. The 
results are discussed further in the following section.   
 
3.6.4. Interpretation of High Rate Experiments Results with UTCHEM 
One of the main goals of the pilot scale experiments was to develop a method for 
successful simulation of colloidal silica transport for long distance permeation grouting. 
The computer model will help to predict limits of the treatments by providing a validated 
tool for engineering design. For this purpose, interpretations of the results of the high rate 
experiments were done in conjunction with UTCHEM simulations. 
The UTCHEM model for the high rate injection experiments was similar to the one 
used for predictive modeling. In predictive modeling, the downstream (left) boundary of 
the box was open and flow occurred across the entire area of the box wall. In the actual 
experiments, an aggregate layer was used to facilitate flow throughout the entire cross 
section. Fluid was discharged through a 2-inch-diameter outlet. To simulate the 
impermeable box wall with the outlet, the permeability of the downstream (left) boundary 
surface was set to zero except for the permeability of a 5 cm x 20 cm grid corresponding 
to the outlet location. This grid was set to a high permeability value that was based on 
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calculations that used the measured free draining time of the box without sand. In 
addition, a parametric study on local outlet permeability showed that the permeability 
value assigned was not influencing the overall behavior much, probably because the 
majority of the pressure drop was happening within the sand reservoir itself. 
Figure 3-9 shows the grout penetration and the leaked colloidal silica gel around the 
injection well. One of the biggest problems observed in high rate experiments was the 
shortcutting of grout fluid along the sand top-bentonite-lid interface. The leak was 
observed in the closed system in three ways; 1) early increase in the tail water 
concentrations during the experiments 2) visible expansion on the 1.5 cm thick steel lid 
due to bentonite swell, 3) existence of colloidal silica gel covering the bentonite layer 
after the removal of the lid. The leak was compensated in UTCHEM model by a 5 cm 
thick high permeability layer (Figure 3-13). Leaky layer was surrounded by 5 cm thick 
impermeable layers at the top and the bottom as well. In actual experiments, it was not 
possible to measure the percentage of the grout that followed the shortcut, so arbitrary 
shortcutting (leak) and injection percentages were assigned to the various runs and the 
tail water concentrations obtained from these runs were compared with the observed tail 
water concentration. The tail water concentrations of High Rate Experiment 1 and High 
Rate Experiment 6 by different leak & injection ratios found by UTCHEM are plotted in 
Figures 3-10 and Figures 3-11 respectively. According to Figure 3-10, 20 % leak – 80 % 
injection has the closest match with the observed tail water concentration in High Rate 
Experiment 1 whereas Figure 3-11 indicates the closest match of 70 % leak – 30 % 
injection for High Rate Experiment 6. The leak rate calculated in Experiment 6 seems to 
be high (70 %) however, it should be mentioned that in Experiment 6 some of the leaked 
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grout returned to the system through the aggregate layer located right before the outlet on 
the left boundary. Such return did not happen in Experiment 1 since the injected fluid left 
the system through the extraction mouth (Figure 3-12). The parameters used in 
UTCHEM model are shown in Table 3-2. 
 
3.6.4. Interpretation of Concentration Distribution 
 
Gallagher (2002) reports that sand samples treated with 5% colloidal silica remained 
intact after cyclic loading of CSR=0.40. On the other hand, preparing 5% colloidal silica 
batch mix for injection in actual field applications might be questionable due to the fact 
that the concentration obtained locally in the grouting zone might be as low as 1% due to 
dispersivity and variability in the soil profile. Similarly in our experiments, colloidal 
silica exhibited a wide dispersed zone establishing a concentration distribution less than 
the batch concentration most of the time (Figure 3-13). 
Figure 3-12 shows the measured and simulated concentration distribution of salt 
water in High Injection Rate Experiment 1 at 80 and 150 minutes. Note that the plots of 
the measured concentrations were derived from conductivity probe data located at about 
50 cm intervals, therefore the plot quality is limited with explaining the general 
advancement trend of the grout. In Figure 3-12, due to extraction well clogging, the plot 
shows advancement of the grout is towards the injection well mouth rather than the 
extraction wells. This was simulated in UTCHEM by directly locating point wells on the 
extraction mouth locations. 
After High Injection Rate Experiment 1, conductivity probes weren’t able to be used 
colloidal silica monitoring because long time exposure with salty water destroyed the 
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underwater cable connections and the probes as well. Although the connections were 
renewed many times after Experiment-1, conductivity probes kept failing during later 
experiments. For this reason, only the concentration data obtained from the Low Rate 
Experiment 1&2 and the High Rate Experiment 1 is believed to be reliable. 
Figure 3-13 shows the actual and simulated concentration plot at the end of the 
injection in High Rate Experiment 6 with 9% CS batch concentration. In Experiment 6, 
concentration curves were developed from correlations made from about 2000 
penetrometer readings. At three points, the measured concentration data by conductivity 
probes were reliable and the concentration acquired from conductivity probes were added 
on the plot and marked with a crossed circle (Figure 3-13). The measured concentration 
data and the penetrometer data were consistent. Figure A3-1 shows the top surface plot of 
colloidal silica penetrated volume. In addition, the view of grouted sections are at every 
30 cm are presented in Figures A3-7 and A3-18. Penetrometer based concentration plots 
at every 30 cm away from the box door are illustrated in Figures A3-19 to A3-23. 
 Figure 3-14 shows the correlation between unconfined strength and penetrometer 
readings for both actual samples and laboratory made specimens. Both types exhibit an 
exponential relationship between penetrometer readings and unconfined strength except 
that laboratory made samples have lower unconfined strength for the same penetrometer 
reading. This may be attributed to difference in curing times. The curing time for the box 
samples was about 35 days where it was only two days for laboratory made samples. 
Figure 3-14 (b) shows the linear relationship between penetrometer readings and 
colloidal silica concentration in idealized laboratory conditions. Similar linear 
relationship was assumed to exist in the box. Therefore penetrometer readings were 
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converted to colloidal silica concentration using similar linear relationship in High Rate 
Experiment 6. 
Figure 3-13 (a) shows the colloidal silica concentration after one pore volume of 9% 
colloidal silica was injected. In idealized conditions, 1 pore volume of colloidal silica 
would fill up the entire pore volume having similar concentrations to the batch 
concentration. In actuality, the colloidal silica concentration was the highest around the 
injection wells and decreased further away from the injection wells. In addition, there 
was a zone in which there was apparently no colloidal silica penetration. This zone was 
located at the top of the model between 60 and 120 cm away from the injection wells as 
shown in Figure 3-13. Full coverage was achieved further downstream from this zone 
towards the outlet. During grouting, some grout was lost along the steel lid-bentonite-
sand interface. The high pressure created a preferential pathway. The variable delivery 
between the “no concentration” zone and the treated zone further downstream was 
attributed to grout return through aggregate layer. As a result, unexpectedly, injection 
distributed in two different ways; through injection wells and bentonite layer leading 
towards the outlet side aggregate layer. During the experiment, it wasn’t possible to 
monitor how much leaked through the bentonite layer. For this reason, a point injection 
well was located on the mouth of the actual injection well to simulate leakage in 
UTCHEM. The total injected flow rate was distributed to leaky bentonite layer and actual 
injection wells in different ratios until the tail water concentrations observed were about 
the same as simulation. As expected, the UTCHEM run providing the best tail water 
concentration match (70 % leak – 30 % injection) also gave the best match in observed 
and simulated concentration distribution (Figure 3-13). 
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3.6.5. Viscosity and Injection Pressure Prediction by UTCHEM 
 
Due to its low initial viscosity, colloidal silica can theoretically be delivered to greater 
distances using relatively lower injection pressures. Considering that injecting with lower 
viscosities would be a preferable situation, colloidal silica gel time was set to 240 
minutes which was equal to the proposed injection duration in Experiment 6. By this 
way, colloidal silica viscosity would stay low during the injection. The proposed gel time 
would be achieved by preparing 9% colloidal silica-0.295 N NaCl solution. Figure 3-15 
shows the batch tank gel viscosity during 277 minutes of actual injection duration. As 
shown in Figure 3-15, the majority of increase in viscosity was observed in the second 
half of the injection duration. As expected, during the experiment, viscosity increase had 
an influential role on injection pressure which was gradually increased to keep the 
injection rate constant (Figure 3-16). 
Figure 3-17 shows the gel times of 9% colloidal silica-0.295 N NaCl diluted to 
various concentrations. According to Figure 3-17, gel time for 9% CS-0.295N NaCl is 
about 240 minutes whereas this time is over 500 minutes for 8% CS-0.295 N NaCl 
diluted concentration. It can also be seen that gel time increases in log-manner with 
increasing dilution in CS-NaCl concentration. Therefore, even though a significant 
viscosity increase occurs in the batch tank with full 9% CS concentration, the gelling 
reaction will significantly slow down after dilution in the sand box. For instance, even a 
1% drop in CS concentration will postpone gelling (significant viscosity increase) to a 
time after the 277-minute-injection is completed (Figure 3-17). In other words, it is likely 
that the viscosity of the CS in the sand box remains similar to the entrance viscosity 
during the injection due to dilution. The entrance viscosity changes according to the 
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viscosity increase in the batch tank. The injection process was divided into ten different 
viscosity periods. Since the amount of injected volume is constant by time, at the end of 
277 minutes colloidal silica in the sand box will be composed of ten equal volumes of CS 
blend with different entrance viscosities. Since the volumes of the different blends are the 
same, we can take the average of their viscosities and use this single value as the 
viscosity input in UTCHEM. Using Figure 3-15, this single viscosity value can be 
calculated from the average of viscosities at every 10% relative time intervals. According 
to this calculation, the viscosity – time curve in Figure 3-15 can be defined with a single 
viscosity value of 2.85 cP. Similarly, the injection pressure calculated with the average 
input viscosity in UTCHEM shows a similar trend with the measured data (Figure 3-16). 
The concentration profile shown in Figure 3-13 shows that the majority of the treated soil 
profile has a diluted concentration of 8% CS or less, so this approach seems reasonable.  
 
3.7. LONGITUDINAL DISPERSIVITY 
3.7.1 Dispersivity Testing 
Longitudinal dispersivity coefficients for each type of sand (filter or yellow concrete 
sand) were found by single-well tracer tests. Ujfaludi (1986) gives longitudinal dispersion 
(DL) as: 
uD LL .          (3-2) 
Where: 
L is the longitudinal dispersivity coefficient and u is the seepage velocity. From 
Equation 3-2, it can be seen that longitudinal dispersivity is directly proportional with 
seepage velocity. For this reason, to stay in similar seepage velocity range single well 
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tracer test injection and withdrawal rates were chosen close to what was proposed for 
actual experiments. Neglecting diffusion, transport equation around a well is given as 
(Hoopes and Harleman, 1967): 
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The solution for Equation (3-3) is given by Gelhar and Collins (1973): 
 
 
                (3-4) 
Where:  
r= radial position, C= Concentration, Co= Initial Concentration, Up= Cumulative Volume 
Withdrawn by time, Ui =Total Volume Injected, Rf = Average Frontal Position of 
Injected Water at the End of the Injection Period. 
 
3.7.2 Longitudinal Dispersivity Results 
The parameters measured during the test included the volume of water withdrawn by 
time and the corresponding salt concentration of the extracted fluid. Equation (3-4) can 
be solved for the dispersivity coefficient L which will satisfy Equation 3-4 for all C/C0 
and Up/Ui. The detailed procedure and calculations are given in Table A2-4 to A2-9. 
Finally, the longitudinal dispersivity coefficient obtained for filter sand with 0.18 cm/sec 
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hydraulic conductivity was 9 cm where it was 3 cm for yellow concrete sand with 0.0034 
cm/sec hydraulic conductivity.  
 
3.8. UTCHEM SIMULATION of NOLL ET Al.’S (1993) HOT SPOT 
STABILIZATION 
 
As discussed in the introduction, Noll et al. (1993) used LUDOX colloidal silica for in-
situ hot spot stabilization. In this study, MODFLOW was used in conjunction with 
MODPATH for calibration and simulation. Hot spot stabilization was accomplished by a 1.2 
m-long injection well located at the center and 1.2-long 6 extraction wells in a 6 m-diameter 
treatment area (Figure 3-18). The hydraulic conductivity of the soil was 1.3x10-2 cm/sec. The 
injection rate of the central injection well and the total extraction rate of six extraction wells 
were set equal to 16.35 m3/day. A total of 13.6 m3 of 5% colloidal silica was batched and the 
injection duration was planned to be for 20 hours. After completion of treatment, gel 
treatment area was scanned by Ground Penetrating Radar (GPR). A cross sectional area of 
volume covered by colloidal silica according to GPR interpretation and the MODFLOW 
prediction were given in Figure 3-18. According to MODFLOW prediction made by Noll 
(1993), injection was directed towards the extraction wells covering the cylindrical volume 
between wells. In contrast, GPR results indicate that grout was directed towards the lower 
levels never reaching the extraction wells.  Sufficient details were not available in the Noll et 
al. (1993) paper to determine if the analysis accounted for the increased density of the 
colloidal silica. If the density of the colloidal silica was assumed to be equal to the density of 
water, it would explain the discrepancy between the modeling and the actual results. 
UTCHEM was used to model the treatment using the same setup and flow rates used in 
the actual site study. The UTCHEM reservoir limits were placed at 30 m away from the 
extraction wells so that the influence of constant head boundaries was minimal. Although the 
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water table at the site was reported to be at 90 cm below the surface, due to numerical 
stability restrictions, in UTCHEM the water table was set at the surface level. However, it is 
believed that this would not affect the general trend of simulation significantly since the 
grouting took place below the water table. The details of the UTCHEM simulation are given 
in Table 3-4. 
The UTCHEM prediction of the actual study at the end of 0.84 day period is plotted in 
Figure 3-18. The difference between the UTCHEM results and Noll et al.’s (1993) 
MODFLOW results is attributed to the fact that MODFLOW cannot account for a fluids with 
a viscosity different than water.  In the vertical cross section, it can be seen that the grout 
advancement is generally spherical and does not reach the extraction wells, unlike Noll et 
al.’s (1993) simulation results.  It is thought that the extraction wells, with their low 
extraction rate, did not provide a sufficient gradient to significantly influence grout 
advancement. A similar UTCHEM model was created with simple modifications (Table 3-4). 
In the new model, injection well length was shortened and set to ¼ of the length of extraction 
wells (new length= 30 cm). The maximum injection pressure was set just greater than the 
surrounding hydraulic pressure around well depth (12 kPa at 1.05 m average depth). This 
pressure would provide just enough pressure to enhance grout penetration through the soil 
and create a sufficient gradient between the injection and extraction wells to permit better 
coverage.  
In this analysis, the extraction rate at each of 6 extraction wells were set to higher values. 
The maximum possible extraction rate without overwhelming the reservoir water table was 
used. This rate was found using a MODFLOW steady state analysis combined with a 
UTCHEM extraction pressure determination. To do this, the extraction pressure in UTCHEM 
was limited to |– 1| kPa and the generated extraction and injection rates were observed. These 
rates were used in MODFLOW simulation for steady state analyses. In UTCHEM, absolute 
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extraction pressure was gradually increased until the injection and extraction rates observed 
can provide a smooth drawdown profile in MODFLOW. By this procedure, rates generated 
by the maximum absolute extraction pressure of |-2.5| kPa provided a stable reservoir water 
table with 45 cm water level drop in MODFLOW. By finding the maximum theoretical 
possible absolute extraction rate, the total extraction rate of 6 wells became 14 times greater 
than the central well injection rate.  The concentration plot of this UTCHEM run is also 
plotted on Figure 3-18. It can be seen that advancement of the grout is more horizontal 
compared to UTCHEM simulation of the actual site study. Similarly, horizontal cross-section 
of the grout plume at the depth of 1.8 m is hexagonal in optimized simulation with the 
asymmetric injection/extraction rates whereas the one with the equal injection/extraction rate 
is in oval shape.  
 
3.9. CONCLUSIONS 
 
This chapter presents the results of colloidal silica grouting experiments for 
mitigation of liquefaction risk that were conducted in a large scale testing facility. Salt 
water and colloidal silica were injected at different injection rates to optimize the 
coverage in the target liquefiable zone. The data obtained from these tests were used with 
UTCHEM flood simulator to develop a scheme that simulates colloidal silica injection. 
Besides simulating the laboratory experiments, an on-site study by Noll et al. (1993) was 
also simulated in UTCHEM. The following conclusions can be drawn: 
 Colloidal silica was initially injected at low injection rates such as 0.130 
l/min/well (low rate experiments). This rate of injection resulted in sinking of 
colloidal silica.  
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 UTCHEM was used to simulate colloidal silica injection after the low rate 
experiments. The results showed that injection rates under 2 l/min/well (0.5 gpm) 
resulted in sinking as observed in low rate experiments. In UTCHEM runs with 
high injection rates such as up to 10 l/min/well, horizontal movement could be 
achieved at higher rates.  
 Six high rate experiments were done using injection rates between 1900 ml/min 
and 9500 ml/min. The experiment results indicated that colloidal silica moved 
horizontally as predicted by UTCHEM. Therefore, it is recommended that 
injection rates should be at least 2 l/min/well (0.5 gpm) for soils similar to those 
used in this study. 
 The pilot-scale facility volume (10 m3) represented a soil volume comparable to 
small scale field injection volumes. The addition of a cover permitted the use of 
high injection rates.  
 Conductivity probes were useful in monitoring the colloidal silica concentration 
front during the low rate experiments. However, the high injection pressures used 
in subsequent experiments caused the cable connections to leak, resulting in 
failure of the conductivity probes. Therefore, concentration prediction of the 
colloidal silica was made according to the final penetrometer readings of the soil. 
Despite the lack of real time monitoring, it is believed that the penetrometer 
readings correlate well with the final concentrations. 
  In situations where the soil profile is unknown U.S. grouting practice 
recommends using 1 psi grouting pressure per 1 foot of depth (23 kPa per meter) 
whereas the European practice suggests about 4.5 times of this value; 98 kPa/m (1 
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(kg/cm2) per meter) (Weaver,1991). The Army Corps of Engineers (CECW-EG, 
1984) encourages increasing the pressure according to the grouting needs. In this 
study maximum grouting pressure observed in High Rate Experiment-6 was 
about 130 kPa/m. This rate resulted in horizontal movement of the grout without 
appreciable sinking. However, this injection rate is higher than the maximum rate 
recommended in European practice. If pressures this high are to be used in the 
field, careful monitoring will be required to be sure hydraulic fracturing of the 
formation does not occur. 
 Sinking behavior of colloidal silica is dominant at higher permeabilities (typically 
0.05 cm/sec or more). In a horizontal layer injection scheme where grout 
advances towards an extraction well, sinking causes the grout to sink below the 
target treatment zone. In this case, the distance between injection and extraction 
well should be adjusted to maintain the optimized coverage.  
 In high rate experiments, one pore volume of colloidal silica was not sufficient to 
achieve full concentrations throughout the box model. It is estimated that 
existence of lower concentrations delayed gelation time significantly. This 
conclusion was drawn according to the observation of semi-gelled regions 25 
days after the treatment. If grout is diluted and gelation is delayed, the grout may 
continue to sink until the viscosity increases by about an order of magnitude.  
However, once gelation occurs, even a very small concentration provides 
sufficient cohesion to bind the soil. Experimental results showed that 
concentrations as low as 1% concentration were able keep the sand particles 
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together after relatively long curing time. It is recommended that colloidal silica 
batch concentration should be at least 7% to compensate for dilution effects. 
 UTCHEM final injection pressure prediction made based on average batch 
viscosity during 277 minutes resulted in much higher final injection pressures 
than observed. However, when the average viscosity was taken same as the initial 
batch viscosity, UTCHEM and actual results were similar. In laboratory tests, the 
viscosity of diluted colloidal silica samples stayed at the initial viscosity for a 
considerably longer time than undiluted samples. A delayed viscosity-time model 
can be used to calculate the pore water viscosity during the injection.  
 Incorporation of viscosity and density effects in UTCHEM provides more 
successful numerical simulation results compared to some other common 
groundwater programs such as MODFLOW and MT3D. UTCHEM predicts the 
grout concentrations and the required injection pressures at every calculation 
interval. The required injection pressure is important to predict the maximum 
distance that the grout can be delivered without exceeding the allowable grouting 
pressures. 
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Table 3.1. Properties of Sands Used in the Experiments 
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Table 3-2. UTCHEM Modeling Parameters 
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Table 3-3. Injection Rates for High Rate Experiments 
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Table 3-4. UTCHEM Modeling Parameters for Noll’s (1993) Study 
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Figure 3-1. General Setup of Test Facility 
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Figure 3-2. Various Well and Sampling Port Types 
 
 
 
 
 
 
 
 
 
 
Figure 3-3. Schematic Illustration of Electrical Conductivity System 
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Figure 3-4. Experiment Sand Gradation Curves and Liquefaction Potential (after 
Tsuchida, (1970)) 
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Figure 3-5. Electrical Conductivity vs. Normalized CS-NaCl Concentration 
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Figure 3-6. Concentration Distribution during Low Rate Experiment 2 
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Figure 3-7. Advancement of Grout Plume at Different Injection Rates 
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Figure 3-8. Advancement of Grout Plume at Different Injection Rates  
(Superimposed) 
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Figure 3-9. Grout Penetration around Injection Wells (left), Leaked (shortcut) Gel 
between Lid and the Bentonite Layer 
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Figure 3-10. Tailwater Concentrations for Different Leak & Injection Rates in High Rate 
Experiment 1 (with saltwater) 
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Figure 3-11. Tailwater Concentrations for Different Leak & Injection Rates in High Rate 
Experiment 6 (with Colloidal Silica) 
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Figure 3-12. Grout Concentration Distribution in High Rate. Experiment 1 (a) Measured, 
(b) UTCHEM 
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Figure 3-13. Grout Concentration Distribution in High Rate Experiment 6 (a) Measured, 
(b) UTCHEM 
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Figure 3-14. Penetrometer, Unconfined Compression Strength and CS% Relation 
 
 
 
 
 
Figure 3-15. Batch Tank Colloidal Silica Viscosity 
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Figure 3-16. Measured and Modeled Injected Pressures in High Rate Experiment 6 
 
 
 
 
 
 
 
 
 
 
Figure 3-17. Gel Reaction Initiation Time for Various Diluted Percentages of 9% CS 
0.295 N NaCl used in High Rate. Experiment 6 
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Figure 3-18. Various Concentration Plots for Noll’s (1993) Site Experiment 
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CHAPTER 4. PARAMETRIC STUDY ON DELIVERY DISTANCE 
 
 
 
4.1. INTRODUCTION 
 
The low initial viscosity of colloidal silica enables the use of low injection rates 
during soil treatment. The ease in colloidal silica injectability through the soil brings up 
this question: How far can colloidal silica horizontally be delivered using one set of 
injection and extraction wells? The answer to this question can be given by running 
laboratory and site experiments. However, running numerical experiments on a well 
proven injection simulator may provide higher number of run configurations in a shorter 
time. Lin (2006) investigated the delivery distance in laboratory using 1-D column tests 
(see Chapter 2). It is reported that colloidal silica could successfully be delivered to 9 
meter distance.  One of the shortcomings in that study was only 1-dimensional flow could 
be established with column tests whereas 3-D flow prevails on a site injection. Moreover, 
in the column tests, the injection was always in upwards direction whereas on site, 
injection advances in all directions. To investigate the behavior in 3-D media, colloidal 
silica injection was carried out in a 3.6 m long laboratory box model (3.6 m long x 2.4 m 
wide x 1.2 m high) as discussed in Chapter 3.  It was shown that colloidal silica could 
horizontally be delivered to about 2.5 meters of horizontal distance using 
injection/extraction wells. The actual treatment was also simulated with UTCHEM. The 
success of the UTCHEM simulation showed that UTCHEM can be used for modeling 
colloidal silica injection thorough porous media. In this Chapter, UTCHEM will be used 
to predict the fate of colloidal silica plume which is horizontally induced by injection and 
extraction wells in a fully saturated sand aquifer. The main goal of this numerical study is 
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to monitor the grout concentration gained within the ideal treatment volume when one 
ideal treatment pore volume of colloidal silica is injected. The ideal treatment volume can 
be defined as the prismatic volume between injection and extraction wells as shown in 
Figure 4-1. The main steps to be established in numerical runs should be given as: 
 Reservoir should be fully saturated. Horizontal flow towards the extraction wells 
is best achieved by fully saturated transportation path. 
 Reservoir length on the transport direction should be at least 2-3 times greater 
than the treatment length to reduce the boundary effects.  
 Extraction should be applied at a rate which will not drop the water table under 
the extraction level. The water table drawdown can be modeled in MODFLOW. 
 The behavior should be monitored in soils with different permeabilities. 
 Variability in soil formation within the reservoir will not be considered in 
numerical tests to increase the interpretability of results. As a result, reservoir soil 
will have a single permeability value everywhere in all directions. It is believed 
that using a single permeability value will provide a sufficient approach to 
understand the general behavior. 
 
4.2. RESERVOIR SETUP 
 
The ideal treatment volume is located in the middle of the reservoir (Figure 4-1.). 
Liquefaction treatment is typically done within the first 15 meters of soil depth. 
Accordingly, simulation depth was set to 25 m which is greater than the typical treatment 
depth. One of the objectives of the parametric study was to monitor the treatment 
performance by changing the distance between injection and extraction wells. The 
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injection-extraction distances were designated as 4, 6 and 10 and 20 meters. Considering 
that the maximum injection-extraction distance is 20 m in the x direction; 5 times of this 
length -100 meters- was assigned as the length in x-direction. This was considered to be 
appropriate approach to minimize the boundary effects. By this way, the constant 
pressure boundaries located on the either sides of the x-direction stayed at least 40 meter 
away from the injection zone. The boundaries on either sides of y-direction and z-
direction were closed boundaries. The reservoir width on y direction was set to 25 meters. 
Finally, reservoir was generated by 2 m x 1 m x 1m blocks (on x, y and z directions 
respectively). Along the y-direction, 4 injection and 4 extraction wells were located with 
2 meter intervals at distances of 10 m, 12 m, 14 m and 16 m from the side. All the wells 
were 5 m long at depths between 2 and 7 meters. The ideal treatment volume changed 
according to the distance between injection and extraction wells. The reservoir setup was 
identical both in UTCHEM and MODFLOW. The details of the reservoir setup are 
shown in Figure 4-1. 
 
4.3. DETERMINING THE MAXIMUM THEORITICAL EXTRACTION RATE 
USING MODFLOW 
 
For time considerations, it is preferable to inject the grout into the ground as quickly 
as possible. The injection rate is usually limited by injection depth, permeability and the 
strength of the soil formation. On site, the assessment of maximum injection rate can be 
made by several injection trials whereas computer simulations typically are not capable 
of distinguishing the physical injection limitations. In our numerical model, injection rate 
limitations will not be considered. In contrast to maximum injection rate, maximum 
possible extraction rate is more predictable in a computer simulation. It can be calculated 
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from the corresponding target drawdown which is related to the size and permeability of 
the reservoir. Moreover, the extraction rate is critical in maintaining horizontal movement 
as discussed in Chapter 3.8. In this study, MODFLOW will be used to find the maximum 
possible extraction rate that will maintain the water table elevation above the extraction 
wells. 
 
4.3.1 MATHEMATICAL MODEL 
 
MODFLOW, -the most widely known ground water modeling code- was used to 
calculate the drawdown across the 100 m wide aquifer. The program was run under GMS 
5.1 interface by EMS-i. The mathematical model of MODFLOW includes the governing 
partial differential equation by McDonald and Harbaugh (1988): 
 
(4-1) 
 
where Kxx, Kyy and Kzz = the hydraulic conductivities along the x, y and z directions 
(m/day), h = water head (m), w = sources and sinks (m3/day). 
MODFLOW enables the calculation of real time heads in transient flow as well as the 
heads in steady state condition. In this study, the heads were calculated for steady state 
condition. 
 
4.3.2. MODFLOW Simulation 
100 m by 25 m by 25 m (in x, y and z respectively) reservoir was constructed with 1 
m spaced centered-block cells. Constant head boundaries were assigned to the left and the 
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right side of the 100 m long reservoir (Figure 4-2). Reservoir starting heads were set to 
maximum assuring full saturation in the beginning. The MODFLOW simulation was run 
for steady state condition. Permeabilities used in the simulations were identical in all 
directions. As can be inferred from Equation 4-1, permeability of the soil has an effect on 
the steady state water head distribution. In other words, if the absolute value of w 
(injection or extraction term in our case) is kept constant, it is expected that there is less 
water level drop in soils with higher permeabilities. To find the maximum theoretical 
drawdown that will maintain the water level above the extraction wells, MODFLOW was 
run for soils with permeabilities of 0.1 cm/sec, 0.01 cm/sec and 0.005 cm/sec and 0.001 
cm/sec respectively.   
Generally, in fully saturated zone, injection rates should be equal or less than the 
extraction rate to provide a horizontal movement towards the extraction wells. The 
UTCHEM parametric study on Noll’s (1993) site injection discussed in Chapter 3.7 
showed that asymmetric injection/extraction rates provided a better coverage. For this 
reason injection rates were set to half of the extraction rates. The extraction wells were 
located between 2 and 7 meters of depth allowing 2 meters of soil layer remain over the 
wells. 
 
4.3.2.1. MODFLOW Simulation Results 
The main purpose of the MODFLOW simulation was to find out the rates which 
would keep the water table elevation above the bottom of the extraction wells. The first 
trials were made with the soil having 0.01 cm/sec hydraulic conductivity.  66 m3/day/well 
of extraction and 33 m3/day/well of injection developed about 1.5 m drawdown in steady 
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state condition (Figure 4-2). Considering that 1.5 m drawdown is reasonable over 2-
meter-deep wells, about 1.5 m of drawdown was roughly chosen as the target drawdown. 
For soils with permeability higher than 0.01 cm/sec, it is expected that 1.5 m of 
maximum drawdown can be achieved by a higher extraction rate. Similarly for soils with 
lower permeability, a lower extraction rate is required to obtain about 1.5 m of 
drawdown. To find the target drawdown (1.5 m) for lower permeabilities such as 0.005 
and 0.001 cm/sec, the extraction/injection rate was proportionally decreased down to 1/2 
and 1/10 times (33 m3/day/well and 6.6 m3/day/well respectively) of the one used for soil 
with 0.01 cm/sec hydraulic conductivity (66 m3/day/well). 1.5 m target drawdown was 
achieved by using proportionally reduced rates versus hydraulic conductivity. For the soil 
with higher hydraulic conductivity (0.1 cm/sec), the extraction rate was increased to ten 
times and similarly 1.5 m of drawdown was achieved. The details are tabulated in Table 
4-1. The direct proportionality between hydraulic conductivity and the extraction rate to 
obtain similar drawdown can be also seen in Table 4-1. The injection and extraction rates 
calculated in MODFLOW were directly used in UTCHEM simulations. 
 
4.4. PARAMETRIC UTCHEM SIMULATION: UPPER BOUNDARY INJECTION 
RATES  
 
The maximum injection and extraction rates calculated in MODFLOW simulations 
were used in UTCHEM simulations. The Single Upstream Weighting Method was 
chosen to solve the numerical equations in UTCHEM. UTCHEM simulation were run for 
4 different injection and extraction distances; 4, 6, 10 and 20 meters. The volume of ideal 
treatment volume changed according to the distance between injection and extraction 
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wells. One ideal treatment pore volume for different injection and extraction distances are 
tabulated in Table 4-2. The parameters used in the simulations are tabulated in Table 4-3.  
16 different run configurations were established. The differences between runs were 
the distance between the injection and extraction wells and the hydraulic conductivity. 
Since the injection rates were the same for all of the configurations, the injections 
durations changed according to the size of the treatment volume. The injection durations 
varied between 0.9 hour and 18 days (Table 4-2). 
The results of the parametric study were compared using concentration distributions 
after 1 idealized pore volume was injected. In total 16 plots were produced for the 16 
cases summarized in Table 4-4. However, the concentration plots with same injection-
extraction distance produce identical plots regardless of the varying soil hydraulic 
conductivity value. This was expected because the injection rates were proportionally 
adjusted according to the soil permeability. Therefore, only one typical plot for certain 
injection-extraction spacing was illustrated. Figures 4.3 - 4.6 show the concentration 
distribution after 1 ideal treatment pore volume injected for runs with injection-extraction 
well spacing of 4, 6, 10 and 20 meters, respectively. The plots show the amount of 
concentration remaining in the idealized treatment volume after one pore volume has 
been injected. 
The concentration plots are useful for visualization of injection but do not provide 
quantitative comparison. Instead of plotting the entire data obtained from all blocks, we 
can define a single value to represent the efficiency of the treatment. This will be called 
“Treatment Ratio” and it is given as below: 
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volumetreatmentidealin thecellsofNumber 
 volume treatmentideal in the ionsconcentrat of Sum RatioTreatment                  (4-2) 
Concentrations are scaled up to 1 in UTCHEM and they are located in the middle of the 
cells. In other words, if full concentration (=1) is achieved in a cell, the treatment ratio is 
1. 
Figure 4-7 shows the Treatment Ratios for all 16 Runs. Treatment Ratios of the same 
injection-extraction spacing regardless of soil permeability are almost the same. The 
small difference is attributed to numerical errors rather than the change in behavior. In 
contrast, Treatment Ratio decreases by increasing injection-extraction spacing. In other 
words, with 4 m spacing, about 60% percent of the ideal treatment pore could be filled by 
using 1 ideal treatment pore volume of injection where this is only 30% for 20 meter 
spacing. Low treatment ratio is because there is a larger volume of soil to be filled and 
there is decreasing flow attraction towards extraction wells considering the fact that they 
are farther away from injection wells. 
It is evident from Figure 4-7 that 1 ideal treatment pore volume of grout is not enough 
to treat the prismatic target zone. Therefore, next step should be calculating the required 
amount of grout to fully fill the voids in the ideal treatment zone. To do this UTCHEM 
was run until considerable amount of coverage was achieved within the ideal treatment 
zone. For each run, time needed to cover ideal treatment zone was found. Figure 4-8 
shows the amount of pore volumes needed to fully cover the ideal treatment zone. The 
amount needed is “two ideal treatment pore volumes” when injection - extraction 
distance is 4 meters. The required amount of grout increases to 10 pore volumes when the 
injection-extraction distance is 20 meters (distance between injection wells= 2 m, in all 
configurations). Figure 4-9 shows the concentration distribution after 5 ideal treatment 
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pore volume is injected at the configuration with 10 m injection - extraction distance. It 
can be seen that injected grout fully covered the ideal treatment volume, at the same time, 
spread in a great amount on the other directions. 
 
4.5. PARAMETRIC UTCHEM SIMULATION: LOWER BOUNDARY 
INJECTION RATES 
 
As explained in Section 4.3, the theoretical maximum rates found by MODFLOW 
provided concentration distributions illustrated in Figures 4-3 – Figures 4-6 when used in 
UTCHEM simulation. Usually, the injected grout formed a bulb in all directions, with a 
bulge towards the extraction well according to the extraction distance. However, the rates 
used were the fastest available rates, and these rates may not be achieved at all times on 
site. To investigate the effect of low injection rate, the configuration having 10 m 
injection-extraction distance with 0.01 cm/s hydraulic conductivity was run at 1/10 (3.3 
m3/day/well) of the theoretical maximum injection rate. The comparison of two runs with 
different injection & extraction rates is illustrated in Figure 4-10. As can be seen, the 
injection grout sank towards the bottom of the aquifer when lower injection rate was 
used. 
 
4.6. CONCLUSIONS 
 
A parametric study was conducted correspondingly using MODFLOW and 
UTCHEM. Some of conclusions from this study can be given as follows: 
 The proposed injection and extraction scheme to deliver colloidal silica grout 
horizontally requires high extraction rate. The maximum extraction rate that can 
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be established in an aquifer has some restrictions such as saturation level and the 
hydraulic conductivity of the aquifer. 
 Using the maximum available injection-extraction rates provided considerable 
amount of success when the injection - extraction well distance was 4 meters. In 
this case 2 pore volumes of grout were enough to cover the ideal treatment 
volume. Configuration with 6 m injection and extraction distance required 3 pore 
volumes of injection. For 10 and 20 meter injection-extraction distance, the 
required injection volume was excessive. We can conclude that injection-
extraction scheme with 4 meters of interval may provide the best efficiency. 
Exceeding 4 meters is likely to be uneconomical. 
 Considering that 4 meters of injection-extraction well distance is a feasible, the 
intervals of injection and extraction wells were set to 2 meters in the 
perpendicular direction and this interval provided good coverage in that direction. 
 Other than prismatic injection-extraction scheme, as mentioned in Chapter 3.7, a 
cylindrical scheme can also be used for colloidal silica delivery. The advantage of 
prismatic injection scheme is the existence of high injection rates due to usage of 
multiple injection wells whereas in cylindrical injection scheme there is only one 
injection well. The grout advances through the extraction wells but the cylindrical 
volume is not fully covered since grout advancement is through pie like paths. 
 In cases where there is no or little extraction during injection, sinking problem can 
occur if the injection rate is low. The minimum injection rate should be found 
before site injection. 
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 The high rates such as 330/-660 m3/day/well injection and extraction respectively 
used in soil with 0.1 cm/sec hydraulic conductivity cannot be practically achieved 
on site conditions in loose saturated deposits due to stability limitations. Using 
lower injection rates will cause sinking. As a result, it is suggested that colloidal 
silica injection should be made under lower injection and extraction rates such as 
1/10 of those; 33/-66 m3/day/well or less. Considering that these lower rates will 
only provide good delivery in soils with hydraulic conductivity less that 0.01 
cm/sec, it is suggested that colloidal silica delivery should be applied in soils with 
hydraulic conductivities less than about 0.01 cm/sec. The minimum hydraulic 
conductivity for successful colloidal silica injection is expected to be about 0.001 
cm/sec. Therefore, for successful colloidal silica treatment, it is recommended 
that soil hydraulic conductivity should approximately be between 0.01 cm/sec and 
0.001 cm/sec. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
109
 
 Table 4-1. Maximum Theoretical Drawdown for Various Hydraulic Conductivities 
 
Hydraulic 
Cond. 
(cm/sec) 
Observed Drawdown 
above the Extraction 
Wells (m) 
Optimized Extraction Rate 
corresponding to drawdown on 
the 2. left column (m3/day/well) 
Injection Rate (Half of 
Extraction) (m3/day/well) 
    
0.1 ~1.5 -660 330 
0.01 ~1.5 -66 33 
0.005 ~1.5 -33 16.5 
0.001 ~1.5 -6.6 3.3 
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Table 4-2. Maximum Theoretical Injection and extraction Rates 
 
Distance between wells (m) 4 6 10 20 
1 pore idealized target vol. (m3) 144 216 360 720 
Porosity 0.3 0.3 0.3 0.3 
Total Inj. Rate for 4 wells (m3/day) 
with 0.1 cm/s k 330x4 330x4 330x4 330x4 
Total Inj. Rate for 4 wells (m3/day) 
with 0.01 cm/s k 33x4 33x4 33x4 33x4 
Total Inj. Rate for 4 wells (m3/day) 
with 0.005 cm/s k 16.5x4 16.5x4 16.5x4 16.5x4 
Total Inj. Rate for 4 wells (m3/day) 
with 0.001 cm/s k 3.3x4 3.3x4 3.3x4 3.3x4 
Total Ext. Rate for 4 wells (m3/day) 
with 0.1 cm/s k -660x4 -660x4 -660x4 -660x4 
Total Inj. Rate for 4 wells (m3/day) 
with 0.01 cm/s k -66x4 -66x4 -66x4 -66x4 
Total Inj. Rate for 4 wells (m3/day) 
with 0.005 cm/s k -33x4 -33x4 -33x4 -33x4 
Total Inj. Rate for 4 wells (m3/day) 
with 0.001 cm/s k 6.6x4 6.6x4 6.6x4 6.6x4 
Inj. Dur. for 1 Ideal Treat. Pore Vol. 
(day(s)) with 0.1cm/s k 0.036 0.054 0.09 0.18 
Inj. Dur. for 1 Ideal Treat. Pore Vol. 
(day(s)) with 0.01cm/s k 0.36 0.54 0.90 1.80 
Inj. Dur. for 1 Ideal Treat. Pore Vol. 
(day(s)) with 0.05cm/s k 0.72 1.08 1.80 3.60 
Inj. Dur. for 1 Ideal Treat. Pore Vol. 
(day(s)) with 0.001cm/s k 3.60 5.40 9.00 18.00 
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Table 4-3. Parameters Used in UTCHEM Parametric Study 
Dimensions 100 m x 25 m x 25 m  
Boundary Conditions Specified pressure boundary with zero reference pressure at the top (both on the left and right) 
Injection Rates Constant rates as tabulated in Table 4.2, no limit on injection pressure 
Extraction Rates Constant extraction rates as tabulated in Table 4-2, extraction well pressures are limited with -2.5 kPa 
Permeability / (Hydraulic Cond.) 100 000 mD (~0.1 cm/sec), 10 000 mD (~0.01 cm/sec),     5 000 mD (~0.005 cm/sec), 1 000 (~ 0.001 cm/sec) 
Porosity 0.30 
Viscosity of water and CS 1 cP and 1.4 cP respectively 
Density of water and 9 % CS 1 g/cm3 and 1.063 g/cm3 respectively 
Long. and Trans. Dispersivity 0.01 m and 0.001 m respectively 
Diffusion not accommodated 
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Table 4-4. Run Configurations 
 
# Dist. Btw wells (m)  k (cm/s) # 
Dist. Btw 
wells (m)  k (cm/s) 
Run 1 4 0.1 Run 9 10 0.1 
Run 2 4 0.01 Run 10 10 0.01 
Run 3 4 0.005 Run 11 10 0.005 
Run 4 4 0.001 Run 12 10 0.001 
Run 5 6 0.1 Run 13 20 0.1 
Run 6 6 0.01 Run 14 20 0.01 
Run 7 6 0.005 Run 15 20 0.005 
Run 8 6 0.001 Run 16 20 0.001 
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Figure 4-1. General Reservoir Setup in UTCHEM and MODFLOW 
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Figure 4-2. Drawdown Observed Under Steady-State Conditions 
a) Profile View b) Plan View  
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Figure 4-3. Concentration Distribution (max 1) after 1 Ideal Treatment Pore Volume 
Injected; the distance between injection and extraction well groups is 4 m. The plot is 
similar for soils with different permeabilities (0.1, 0.01, 0.005 and 0.001 cm/sec)   
(a) A-A section (b) B-B Section 
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Figure 4-4. Concentration Distribution (max 1) after 1 Ideal Treatment Pore Volume 
Injected; the distance between injection and extraction well groups is 6 m. The plot is 
similar for soils with different permeabilities (0.1, 0.01, 0.005 and 0.001 cm/sec)   
(a) A-A section (b) B-B Section 
 
117
B
B
B-B Section
Ideal Treatment Volume (10 m wide)Inj WellsExt Wells
10 m
0 10 20 30 40 50 60 70 80 90 100
0
5
10
15
20
25
0 2.5 5 7.5 10 12.5 15 17.5 20 22.5 25
0
5
10
15
20
25
A-A Section
a)
b)
A-A
B-B
Plan View
 
 
Figure 4-5. Concentration Distribution (max 1) after 1 Ideal Treatment Pore Volume 
Injected; the distance between injection and extraction well groups is 10 m. The plot is 
similar for soils with different permeabilities (0.1, 0.01, 0.005 and 0.001 cm/sec)   
(a) A-A section (b) B-B Section 
 
 
118
 
 
A
A
B-B Section
Ideal Treatment Volume (20 m wide)Inj WellsExt Wells
20 m
0 10 20 30 40 50 60 70 80 90 100
0
5
10
15
20
25
0 2.5 5 7.5 10 12.5 15 17.5 20 22.5 25
0
5
10
15
20
25
a)
b)
A-A Section
A-A
B-B
Plan View
 
 
Figure 4-6. Concentration Distribution (max 1) after 1 Ideal Treatment Pore Volume 
Injected; the distance between injection and extraction well groups is 20 m. The plot is 
similar for soils with different permeabilities (0.1, 0.01, 0.005 and 0.001 cm/sec)   
(a) A-A section (b) B-B Section 
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Figure 4-7. Treatment Ratios for Different Injection & Extraction Spacings and Soil 
Hydraulic Conductivities 
 
 
 
 
 
Figure 4-8. Relationship between Number of Ideal Treatment Pore Volume of Grout 
Needed to Fill up The Ideal Treatment Volume and The Distance between Injection and 
Extraction Wells 
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Figure 4-9. Concentration Distribution after 5 Ideal Treatment Pore Volume Injection at 
the Configuration with 10 m Injection - Extraction Distance (a) A-A section (b) B-B 
Section 
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Figure 4-10. Concentration Distribution with Different Injection Rates; Upper One 
Established with Theoretical Maximum Injection Rate, Bottom One Established with 
1/10 of that Rate at 10 Times of Injection Duration 
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CHAPTER 5. A 3-D FINITE DIFFERENCE MODEL for COLLOIDAL SILICA 
INJECTION 
 
 
 
5.1. INTRODUCTION 
 
In the previous chapters, colloidal silica transport was modeled by UTCHEM flood 
simulator which is normally designed for oil field applications. The simulation of 
colloidal silica with UTCHEM included the adaptation of colloidal silica fluid properties 
into “Oil” component of UTCHEM. The adaptation was successful in many ways such as 
ability to model mixing and dilution effects and grout density. However, modeling of the 
viscosity change in colloidal silica in UTCHEM was limited and it was made by 
assigning an average viscosity for the entire grout plume. This yielded satisfactory results 
in colloidal silica injection modeling since the average viscosity of the plume injected 
during the tests could be calculated in a straight forward manner since growing rate of the 
plume was constant due to constant injection rate. 
This chapter will discuss the development of a 3-dimensional finite difference scheme 
for modeling of colloidal silica injection. The finite difference scheme includes 
successively solving of Poisson’s equations for ground water flow with transport 
equations. The contribution in developing a new model besides UTCHEM will be the 
ability to model viscosity change in all nodes dependent on time and concentration. As 
widely known, the pressure (Darcy’s equations) and transport (concentration) equations 
are second order differential equations. The main objectives followed in solving second 
order differential ground water equations is discretizing the differential equations and 
building the matrix for pressure and concentration. Subsequently, the matrix is solved by 
a mathematical program such as MATLAB. In this study, all the formulations in building 
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such a matrix will be given. The basic formulations for such equations are also explained 
by Hornberger and Wiberg (2005). 
 
5.2. GROUNDWATER EQUATIONS 
 
In such control volume given in Figure 5-1, we can write the conservation of mass as: 
 
(5-1) 
 
Where: 
qx, qy, qz are the Darcy fluxes (or Darcy velocities). Darcy fluxes in x and y directions are 
given as: 
 
(5-2) 
 
(5-3) 
 
Where: 
Kintx and Kinty = the intrinsic permeabilities (m), P= Pressure (kPa) and  = the viscosity 
(Ns/m2). For the flux in vertical direction, additional density term (unit weight) kN/m3) 
is added next to the differential pressure term
z
P

  in Equation 5-3: 
 
              (5-4) 
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The sign of the  .
int zK
term can be the same or the opposite with 
z
PzK

.int  term 
depending z axis’ positive direction. In our case positive direction of the z axis is 
upwards (opposite direction with gravity) therefore  .
int zK
 term has the same sign 
with
z
PzK

.int .  
If Darcy fluxes qx, qy and qz are inserted into Equation 5-1 and rearranged: 
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Equation 5-5 will now be called “The Pressure Equation” and will be used to find 
pressure distribution over the 3-D grid network. Similarly, “The Transport Equation” can 
be written in 3-D as: 
 
           (5-6) 
 
Where: 
C = the concentration of transported media (unit = volumetric content between 0 and 1), 
ux, uy and uz are the seepage velocities in x, y and z directions respectively and D is the 
mechanical dispersion (m2/sec). 
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5.3. GRIDDING 
 
In finite difference ground water applications, simulated volume is usually taken as 
rectangular prism. A nodal network is constructed within this volume (Figure 5-2). The 
pressure and the transport equations are solved in every node. The large number of 
equations can be solved by using matrices. The matrices are rectangular and their sizes 
are dependent on the number of nodes used. In this study, the dimensions of the volume 
were 3.6 m in x-direction, 2.4 m in y-direction and 1.2 m in z-direction. The constant grid 
spacing on the x, y and z direction was 0.1 m, 0.1 m and 0.15 m respectively and this 
spacing produces (36+1) x (24+1) x (8+1) = 8325 total number of nodes. The nodal 
numbering is also given in Figure 5-2. We can call the number of nodes in one x direction 
row; nx, number of nodes in one y direction row; ny and number of nodes in one z 
direction row is nz. As can be seen from Figure 5-2, the nodal numbers increase in x 
direction; one by one, in y direction; (nx.nz) by (nx.nz) and in z direction; nx by ny. 
 
5.4. BUILDING MATRICES 
 
5.4.1. Pressure Matrix 
 
The general form of the pressure equations after finite difference discretization 
includes Pi-1, Pi and Pi+1 terms written for x, y and z directions and is given as:  
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According to the numbering rule given in Section 5.3, 
 
x
iP 1  term becomes P(i-1); 
x
iP 1  term becomes P(i+1); 
y
iP 1  term becomes P(i-nx.nz); 
y
iP 1  term becomes P(i+nx.nz); 
z
iP 1  term becomes P(i-nx); 
z
iP 1  term becomes P(i+nx). 
 
Let b = bx+by+bz and  zizizi fzezdz 11 ..    =k, we can write 8325 by 8325 matrix in 
such form given in Equation 5-8. 
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5.4.2. Transport Matrix 
 
The general form of the transport equations after finite difference discretization with 
Crank-Nicholson method includes Ci-1, Ci, Ci+1 terms written for x, y and z directions and 
is given as: 
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Let r2l = r2xl+r2yl+r2zl and r2r = r2xr+r2yr+r2zr. The 8325 by 8325 concentration 
matrix of these equations is given as: 
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5.5. Run Algorithm 
 
Run Algorithm includes, firstly execution of the pressure matrix. Pressure matrix requires 
the following inputs: 
1) Grid spacing; dx, dy and dz, 
2) Initial pore fluid viscosity matrix for the entire grid points, 
3) Initial pore fluid  density matrix for the entire grid points, 
4) Initial intrinsic permeabilities for x,y and z directions 
5) Location of the injection wells, 
6) Injection pressure at injection wells, 
7) Porosity of the reservoir, 
After the completion of the pressure matrix, the pressure equations are solved and the 
distribution of pressures is found in all nodes. Subsequently, by using the pressures 
calculated in all nodes, Darcy velocities are calculated with Equation 5-2, Equation 5-3 
and Equation 5-4. Then, seepage velocities in all nodes are calculated by diving fluxes by 
reservoir porosity. 
The second stage is basically calculating the nodal concentrations using the transport 
equations (Equation 5-6). The transport equation requires the following inputs: 
1) Nodal seepage velocities in x,y and z direction, 
2) Mechanical dispersion D (m2), 
3) Calculation time interval (sec), 
4) Total calculation time (sec) 
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Nodal seepage velocities are assumed to be constant during the calculation time interval 
dt. After completion of the concentration matrix input, nodal concentrations are 
calculated and saved in a matrix form. 
Third stage is the updating the viscosity and density matrix by using the calculated nodal 
concentration values. After the third stage, the program loops back to the first stage, in 
which the pressures are calculated with updated nodal viscosity and densities. The 
algorithm of a typical cycle is shown below: 
 
5.6 DISCRETIZATION of the PRESSURE EQUATIONS 
 
If all the partial derivations are applied, Equation 5-5 becomes: 
 
0..1.int
2
1..
2
2
.1.int
2
1..
2
2
.1.int
2
1..
2
2
.1.int
2 

































zz
zK
zz
P
z
PzK
yy
P
y
PyK
xx
P
x
PxK











  (5-11) 
 
We can approximate the first and second order derivatives by Equation (5-12) and (5-13): 
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After first and second order linear approximations are applied, the pressure equation 
becomes: 
 
 
 
 
         (5-14) 
 
If the same P and  terms are grouped together: 
 
 
 
 
 
 
 
                    (5-15) 
 
Equation (5-15) can also be written in such short form: 
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(5-16) 
 
The coefficients of Equation 5-16 are given below by Equation set 5-17, 5-18, 5-19 and 
5-20: 
22
1
22
1
2
22
1
22
1
2
22
1
22
1
2
).(.4
.int
).(.4
.int
).(
int
).(.4
.int
).(.4
.int
).(
int
).(.4
.int
).(.4
.int
).(
int
z
zK
z
zK
z
zKaz
azayaxa
y
yK
y
yK
y
yKay
x
xK
x
xK
x
xKax
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i





















      (5-17) 
 
222 ).(
int.2
).(
int.2
).(
int.2
z
zKbz
y
yKby
x
xKbx
iii 
                              (5-18) 
 
22
1
22
1
2
22
1
22
1
2
22
1
22
1
2
).(.4
.int
).(.4
.int
).(
int
).(.4
.int
).(.4
.int
).(
int
).(.4
.int
).(.4
.int
).(
int
z
zK
z
zK
z
zKcz
y
yK
y
yK
y
yKcy
x
xK
x
xK
x
xKcx
i
i
i
i
i
i
i
i
i
i
i
i
i
i
i





















                (5-19) 













z
zKfz
z
zK
z
zK
ez
z
zKdz
i
i
i
i
i
i
..2
int
..2
.int
..2
.int
..2
int
2
1
2
1






     (5-20) 
     
0...
.........
11
111111




iii
iiiiiiiii
fzezdz
PczPbzPazPcyPbyPayPcxPbxPax

  
134
5.7. DISCRETIZATION of the TRANSPORT EQUATIONS 
 
Transport equation (Equation 5-6) relates the change of concentration in time to using 
the first and second derivative of the concentration over distance. 
 
                   (5-6) 
 
Finite different approach with forward in time can be used to solve Equation (5-6). To 
do this, we can use the concentration values in time (j) on the right side of the Equation 
(5-6) and approximate the concentration in time (j+1) on the left. This method may cause 
some errors since the concentrations on the right side of the equation are in time (j) and 
taken constant for the calculation time dt. Crank Nicholson method suggests using the 
arithmetic mean of the concentrations at time (j) and time (j+1): 
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We can discretize Equation 5-21, using the first and second order derivative linear 
approximations. Also, jiC  and
1j
iC  concentrations on the left can be divided into three as 
shown below to distribute them evenly on the coefficients when regrouping. This is done 
only to provide symmetry on the coefficients; mathematically it has no meaning. 
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If coefficients in the brackets are named and rearranged Equation (5-23) becomes; 
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5.8. BOUNDARY CONDITIONS 
There are three types of boundaries;  
Type A-) Constant Pressure boundaries; these boundaries allow the exchange of 
transported media and they are located on the left and the right side of the box. 
Type B-) Impermeable boundaries; they don’t allow any exchange of 
fluid/transported media. They are located on the front and the back side of the box.  
Type C-) Impermeable boundaries; they also don’t allow any exchange of 
fluid/transported media. They are at the top and the bottom of the box. 
 
5.8.1. Pressure Conditions on the Boundaries 
 
The constant head tanks are located on the left and right side of the box. The water 
level in these tanks are set equal to the box top height therefore the lateral pressure acting 
on the left and right sides of the box is triangular along the depth and can be assigned to 
each Type-A (x-direction) node as: 
 
 Pi = water.zi (5-26) 
 
Where : 
water = the unit weight of water in kN/m3, z = the depth of the node in (m). We can place 
Equation 5-26 in the ith row of the Equation set 5-8. These nodes are situated on the right 
and left side of the box. 
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In our box model, Type B (y-direction) boundaries are located on the front and the 
back side of the box. Since there is no flow transfer through the steel wall, the pressure 
difference between interior and exterior nodes should be zero: 
 
    Pi-1-Pi+1=0  
  Pi-1=Pi+1 (5-27) 
 
So we can replace the imaginary Pi+1 term with Pi-1 in the ith row of the Equation set 5-8, 
for Type B (backside) boundary, and Equation set 5-8 row i becomes: 
 
          (5-28) 
 
Similarly, we can replace the imaginary Pi-1 term with Pi+1 on the ith row of the Equation 
set 5-8, for Type B (front side) boundary, and Equation set 5-8 row i becomes: 
 
  0....).(... 1   ii PbyPcyay                 (5-29) 
 
Type-C (z-direction) boundary is also an impermeable boundary as Type-B but it 
includes weight of water. As seen in Figure 5-5, for upper wall, the pressure difference 
between the outer imaginary node and the interior node is 2..z and it is: 
 
 Pi+1=Pi-1-2.i.z (5-30) 
 
  0....).(... 1   ii PbyPcyay
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If Pi-1-2.i.z is substituted with Pi+1 in Equation set 5-8 row i, we can eliminate 
imaginary Pi+1 in Type C (upper boundary). The equation becomes: 
 
            (5-31) 
 
Similarly, in Type C (bottom boundary) conditions Equation set 5-8 row i becomes: 
 
           (5-32) 
 
5.8.2. Concentration Condition on the boundary 
 
On the left and right side boundaries there is a transition zone from saturated sand to 
constant head water reservoir. Mechanical dispersion occurs within the sand aquifer due 
to non-uniform, variable length traveling paths. When the transported material passes 
through the constant head boundary, the geoporous media changes to pure water, 
therefore, dispersivity is not a concern in the boundary. As a result, the mechanical 
dispersivity term in the transport equation (Equation 5-22) should be zero: 
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From above Equation we can write: 
 0.2 1 1_
11
1_     j ixjij ix CCC                                           (5-34) 
 
  0.)...2.(..).(... 11   iiziii fzczezdzPbzPczaz 
  0.)...2.(..).(... 11   iiziii fzazezdzPbzPczaz 
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           (5-35) 
 
If we take 1 1_


j
ixC  term from Equation 5-34; 
 
                       1 1_
11
1_ .2



  j ixjij ix CCC                            (5-36) 
 
Then we substitute 1 1_


j
ixC  into Equation set 5-10 ith row to eliminate the (i-1)th imaginary 
concentration term outside the boundary. For A-Type-Left boundary we can rewrite the x 
terms in Equation set 5-10 ith row as: 
 
0.3.2).2.(1 1 1_
11
1_
1     j ixjij ixji CxlrCxlrCCxlr    (5-37) 
 
If we rearrange: 
 
     0).13().21.2( 1 1_
1    j ixji CxlrxlrCxlrxlr            (5-38) 
 
The same procedure is applied on Type A-right boundary, this time we can eliminate the 
1
1_


j
ixC  term and Equation set 5-10 ith row becomes: 
 
0).31().23.2( 1 1_
1    j ixji CxlrxlrCxlrxlr       (5-39) 
 
0.2 1_1_   j ixjij ix CCC
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The procedure to obtain updated Type-A boundary coefficients is also similar for the jC  
terms which are located on the right side of the Crank-Nicholson transport equation 
(Equation set 5-10). 
 
5.8.3. Boundary Updates for  and  
 
Note that on the boundaries, the  and values of the imaginary outer nodes can be 
taken equal to the  and values on the boundary nodes depending on the boundary 
direction such as: 
 
      iiii or    11     (5-40) 
 
iiii or    11    (5-41) 
 
5.8.4 Boundary Condition on the Injection Point 
 
Injection well is located on node 3195 as a constant pressure value of 15000 kPa. 
Similarly, concentration of “1” is always assigned to the injection point. Basically, the 
3195th pressure equation is:  
P=15000 kPa  (5-42) 
Also the concentration value of injection node is updated to “1” after every cycle of 
calculation. Around the injection boundary nodes, only forward and backward difference 
approximations were used instead of central difference approximation. This is done due 
to the fact that the sign of the change in pressure on the opposite sides of the injection 
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point is opposite and if central approximation is used, it would blend these two opposite 
trends and this is not a desirable situation (Figure 4-6). 
 
5.8.5. Calculation of Nodal Pore Fluid Density 
Nodal pore fluid densities are calculated dependent on nodal concentration as below: 
 
            (5-43) 
 
Where cs = density (unit weight) of colloidal silica (kN/m3), w = density (unit weight) of 
water (kN/m3), Ci = volumetric colloidal silica content (between zero and one, formerly 
named as “concentration”). 
 
5.8.6. Calculation of Nodal Fluid Viscosities 
 
Nodal viscosities were calculated based on the viscosity of the batch concentration. 
The viscosity time plot of the colloidal silica batch in High Rate Experiment 6 is given 
with the 4th order polynomial curve fit in Figure 5-7. The colloidal silica batch viscosity-
time equation for High Rate Experiment 6 is: 
 
           (5-44) 
 
Where:  
A= 3.33402E-09, B= -1.16240E-06, C= 1.40828E-04, D= - 2.41001E-03, E= 
1.79450E+00 
 wicsii CC  *)1(.* 
EDtCtBtAtCS  234
  
143
It should be noted that the main focus in this study is on the viscosity during the 277 
minute injection period rather than the entire gelling time of colloidal silica, as a result, 
viscosity time curve fitting was only applied to the 277 minute portion. 
 
 
The nodal viscosity of node can be calculated using mixing rule by (Koval 1963): 
 
4
4/14/1
1




 
wCS
node
CC
                             (5-45) 
 
5.9. COMPARISON of NUMERICAL RESULTS with UTCHEM 
 
In this part, the concentration distribution comparison between our model 
(SilicaInject) and UTCHEM will be made. This numerical model includes the injection 
point which is illustrated in Figure 5-2. Injection point has constant pressure of 15000 
kPa. The parameters used both in UTCHEM and our model is tabulated in Table 5.1. 
SilicaInject’s grids are located on the sides of the media where in UTCHEM they are 
centrally located. The grid spacings were kept the same in both programs. The grid 
spacing was 10 cm along the x direction, 10 cm along the y direction and 15 cm along the 
z direction. The concentration plots at 1200 seconds from two of the programs on x-z 
plane are given in Figure 5-10. The concentration distribution of the programs are similar 
expect the shape of the plum is more downwards in UTCHEM. This is because the 
injection well location in UTCHEM is between 1 and 0.7 meter. In SilicaInject injection 
location is at 90 cm of depth. Efforts were made to overlap the injection locations in both 
programs such as locating the injection well between 1 and 0.85 m in UTCHEM but 
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UTCHEM did not converge and stopped. Requirement of a greater injection cell volume 
is a common problem in UTCHEM. Usually this problem is fixed by extending the wells 
deeper. 
 
5-10. A FREE SINKING GROUT MODEL 
 
In section 5.9, a 15000 kPa pressure was assigned on the injection point so that the 
grout could be injected. Grout generally traveled through sideways since there were open 
boundaries in both sides (Figure 5-8). Besides the horizontal movement, a vertical 
downward movement was also observed. The downwards movement was due to two 
reasons; due to 15000 fluid pressure and sinking of colloidal silica. Starting from this 
point, the 15000 kPa was excluded so that only gravitational forces remained. 
Figure 5-9 shows the free sinking of colloidal silica after 12 hours. The behavior is 
similar to what was observed in slow rate injection in Chapter 3, Figure 3-6. 
 
5-11. CONCLUSIONS 
 
A 3-D finite difference simulator for colloidal silica transport was developed. All the 
equations that are required to build the pressure and transport equation matrix were 
explained in details. The pressure and the transport matrices were consecutively solved in 
MATLAB to calculate temporal concentration distribution. The grout density and the 
viscosity are updated dependent on concentration distribution around the box. 
Later, a simple injection model with constant viscosity was made in SilicaInject and 
UTCHEM separately and the results from each were compared. The comparison revealed 
that SilicaInject generates very similar results with UTCHEM. The ability to model 
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temporal colloidal silica viscosity is also one of the advantages of this program. The 
program also has some drawbacks. These drawbacks are given with the recommendations 
below: 
 The time intervals were manually chosen and constant, they were 0.1 seconds. 
This was found by trials. The short and constant time intervals caused long 
calculation times. The time required to calculate 1 second of simulation was 24 
seconds with an Intel Dual Core Pentium D 2.2 GHZ computer with 2 GB of ram. 
This duration can be shortened by automatic time stepping procedure which 
increases or reduces the time interval according to calculated accuracy. 
 Injection can only be applied at a constant pressure. Constant rate injection option 
should be added. 
 Gridding approach is not centered. Application of central gridding approach is 
still a project that has been worked on. 
 In this study grid spacing in each direction is constant. If variable grid spacing 
option is added to the program, the grid sizes can be reduced around the injection 
wells and it can be increased at locations further than injection points. 
 Lack of variable grid option causes rising of concentrations early around the 
injection wells. This happens because the concentrations are introduced as “1” at 
well locations establishing full concentration in early stages. For example, if the 
grid spacing around the wells is not small enough, an offset in concentration 
distribution will be observed. 
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Table 5-1. Parameters Used in SilicaInject and UTCHEM Models 
 
 
 SilicaInject UTCHEM 
Dimensions 4 x 8 x 12 ft (actual) 120 x 240 x 360 cm (modelo) 
4 x 8 x 12 ft (actual) 135 x 240 x 
380 cm (model) 
Boundary Conditions Constant head boundaries on the left and right sides 
Constant head boundaries on the left 
and right sides 
Left Boundary  
Top pressure 0 kPa 0 kPa 
Injection Wells Nodal constant pressure injection well (15 000 kPa) 
Vertical constant pressure injection 
well (15 000 kPa), (Peaceman type) 
Hydraulic 
Cond./Permeability 3.4 x 10
-3 cm/sec , 34000 mD 3.4 x 10-3 cm/sec , 34000 mD 
Porosity 0.40 0.39 
Viscosity of 
water/CS/Salt Water 0.92 cP (W) and 1.8 cP (CS)  0.92 cP (W), 1.8 cP (CS) 
Density of water, 
Saltwater and CS 1  g/cm
3(W) and 1.065 g/cm3 (CS) 1  g/cm3(W) and 1.065 g/cm3 (CS) 
Dispersivity Not accommodated Not accommodated 
Diffusion Not accommodated Not accommodated 
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Figure 5-1. Control Volume 
 
 
Figure 5-2. Nodal Numbering of the Simulation Volume 
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Figure 5-3. Illustration of the Run Algorithm 
 
 
 
 
Figure 5-4. Boundary Locations 
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Figure 5-5. Boundary Types 
 
 
Figure 5-6. Applications of Forward and Backward Difference around the Injection Point 
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Figure 5-7 Batch Tank Colloidal Silica Viscosity and the 4th Order Polynomial Curve Fit 
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Figure 5-8. Concentration comparison of SilicaInject and UTCHEM after 1200 seconds 
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Figure 5-9. Free sinking of Colloidal Silica with 1.063 g/cc Density after 12 h 
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CHAPTER 6. CONCLUSIONS AND RECOMENDATIONS 
 
 
 
6.1 FINDINGS 
 
This study presents the feasibility of liquefaction mitigation with colloidal silica 
using a large scale test facility in laboratory conditions. Salt water and colloidal silica 
were injected in various injection rates to optimize the coverage in a target liquefiable 
zone. The data obtained from these tests were used with UTCHEM flood simulator to 
develop a scheme that simulates colloidal silica injection. Besides the laboratory 
experiments, an on-site study by Noll (1993) was also simulated in UTCHEM. Also, a 
parametric study on delivery distance was conducted in UTCHEM with varying soil 
characteristics, and injection-extraction distances. 
Colloidal silica model for UTCHEM was validated with 3-foot to 30-foot long 
column tests. Some of the findings of the UTCHEM validation include: 
 Honma’s (1984) numerical column experiment was remodeled in UTCHEM to 
validate UTCHEM numerical model. The comparison of the results showed that 
the difference between concentration profiles was no more than 10% in most 
cases when the same solution technique Single Point Upstream Weighting 
(SPUW) was used. Using more advanced techniques (e.g. Total Variation 
Diminishing Third Order) decreased the numerical dispersion but at the same time 
advancement of grout increased compared to SPUW.  Honma’s column 
experiment was also run excluding the incorporation of grout density in 
UTCHEM. Accordingly, the grout advancement increased about 10%. In 
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Honma’s numerical experiment, the main controlling parameter in grout 
advancement was the viscosity increase which was about 4 times of the initial. 
 As a secondary validation tool, UTCHEM was used to model laboratory column 
tests. One of the important results observed both in the actual and the computer 
model was decreasing seepage velocity. This was attributed to decreasing 
differential pressure due to colloidal silica advancement in the columns rather 
than viscosity increase like observed in Honma’s model. In other words, injection 
pressures in the laboratory column tests were about 1/5 or less than 1/5 times of 
Honma’s as a result the flow was more vulnerable to gravitational forces. 
 In column tests, incorporation of dispersivity did not affect the overall progression 
much since dispersivity values were relatively low due to the upward flow. 
Dispersivity values are expected to be larger under field conditions. As a result, 
the actual field grout concentration distribution is likely to show more dispersion 
than the laboratory column tests results. As a result, more investigations should be 
made with 3 dimensional large size systems close to actual field sizes. In case of a 
field injection program, UTCHEM can be a good candidate for modeling since it 
was proven to work well in 1-D column tests. 
Some of the conclusions of pilot-scale facility experiments and 3-D UTCHEM 
simulations include: 
 Colloidal silica was initially injected at low injection rates such as 0.130 
l/min/well (low rate experiments). This rate of injection resulted in sinking of 
colloidal silica.  
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 UTCHEM was used to simulate colloidal silica injection after the low rate 
experiments. The results showed that injection rates under 2 l/min/well (0.5 gpm) 
resulted in sinking as observed in low rate experiments. In UTCHEM runs with 
high injection rates such as up to 10 l/min/well, horizontal movement could be 
achieved at higher rates.  
 Six high rate experiments were done using injection rates between 1900 ml/min 
and 9500 ml/min. The experiment results indicated that colloidal silica moved 
horizontally as predicted by UTCHEM. Therefore, it is recommended that 
injection rates should be at least 2 l/min/well (0.5 gpm) for soils similar to those 
used in this study. 
 The pilot-scale facility volume (10 m3) represented a soil volume comparable to 
small scale field injection volumes. The addition of a cover permitted the use of 
high injection rates.  
 Conductivity probes were useful in monitoring the colloidal silica concentration 
front during the low rate experiments. However, the high injection pressures used 
in subsequent experiments caused the cable connections to leak, resulting in 
failure of the conductivity probes. Therefore, concentration prediction of the 
colloidal silica was made according to the final penetrometer readings of the soil. 
Despite the lack of real time monitoring, it is believed that the penetrometer 
readings correlate well with the final concentrations. 
 In situations where the soil profile is unknown U.S. grouting practice 
recommends using 1 psi grouting pressure per 1 foot of depth (23 kPa per meter) 
whereas the European practice suggests about 4.5 times of this value; 98 kPa/m (1 
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(kg/cm2) per meter) (Weaver,1991). The Army Corps of Engineers (CECW-EG, 
1984) encourages increasing the pressure according to the grouting needs. In this 
study maximum grouting pressure observed in High Rate Experiment-6 was 
about 130 kPa/m. This rate resulted in horizontal movement of the grout without 
appreciable sinking. However, this injection rate is higher than the maximum rate 
recommended in European practice. If pressures this high are to be used in the 
field, careful monitoring will be required to be sure hydraulic fracturing of the 
formation does not occur. 
 Sinking behavior of colloidal silica is dominant at higher permeabilities (typically 
0.05 cm/sec or more). In a horizontal layer injection scheme where grout 
advances towards an extraction well, sinking causes the grout to sink below the 
target treatment zone. In this case, the distance between injection and extraction 
well should be adjusted to maintain the optimized coverage.  
 In high rate experiments, one pore volume of colloidal silica was not sufficient to 
achieve full concentrations throughout the box model. It is estimated that 
existence of lower concentrations delayed gelation time significantly. This 
conclusion was drawn according to the observation of semi-gelled regions 25 
days after the treatment. If grout is diluted and gelation is delayed, the grout may 
continue to sink until the viscosity increases by about an order of magnitude.  
However, once gelation occurs, even a very small concentration provides 
sufficient cohesion to bind the soil. Experimental results showed that 
concentrations as low as 1% concentration were able keep the sand particles 
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together after relatively long curing time. It is recommended that colloidal silica 
batch concentration should be at least 7% to compensate for dilution effects. 
 UTCHEM final injection pressure prediction made based on average batch 
viscosity during 277 minutes resulted in much higher final injection pressures 
than observed. However, when the average viscosity was taken same as the initial 
batch viscosity, UTCHEM and actual results were similar. In laboratory tests, the 
viscosity of diluted colloidal silica samples stayed at the initial viscosity for a 
considerably longer time than undiluted samples. A delayed viscosity-time model 
can be used to calculate the pore water viscosity during the injection.  
 Incorporation of viscosity and density effects in UTCHEM provides more 
successful numerical simulation results compared to some other common 
groundwater programs such as MODFLOW and MT3D. UTCHEM predicts the 
grout concentrations and the required injection pressures at every calculation 
interval. The required injection pressure is important to predict the maximum 
distance that the grout can be delivered without exceeding the allowable grouting 
pressures. 
Conclusions from the UTCHEM parametric study are discussed below: 
 The proposed injection and extraction scheme to deliver colloidal silica grout 
horizontally requires high extraction rate. The maximum extraction rate that can 
be established in an aquifer has some restrictions such as saturation level and the 
hydraulic conductivity of the aquifer. 
 Using the maximum available injection-extraction rates provided considerable 
amount of success when the injection - extraction well distance was 4 meters. In 
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this case 2 pore volumes of grout were enough to cover the ideal treatment 
volume. Configuration with 6 m injection and extraction distance required 3 pore 
volumes of injection. For 10 and 20 meter injection-extraction distance, the 
required injection volume was excessive. We can conclude that injection-
extraction scheme with 4 meters of interval may provide the best efficiency. 
Exceeding 4 meters is likely to be uneconomical. 
 Considering that 4 meters of injection-extraction well distance is a feasible, the 
intervals of injection and extraction wells were set to 2 meters in the 
perpendicular direction and this interval provided good coverage in that direction. 
 Other than prismatic injection-extraction scheme, as mentioned in Chapter 3.7, a 
cylindrical scheme can also be used for colloidal silica delivery. The advantage of 
prismatic injection scheme is the existence of high injection rates due to usage of 
multiple injection wells whereas in cylindrical injection scheme there is only one 
injection well. The grout advances through the extraction wells but the cylindrical 
volume is not fully covered since grout advancement is through pie like paths. 
 In cases where there is no or little extraction during injection, sinking problem can 
occur if the injection rate is low. The minimum injection rate should be found 
before site injection. 
 The high rates such as 330/-660 m3/day/well injection and extraction respectively 
used in soil with 0.1 cm/sec hydraulic conductivity cannot be practically achieved 
on site conditions in loose saturated deposits due to stability limitations. Using 
lower injection rates will cause sinking. As a result, it is suggested that colloidal 
silica injection should be made under lower injection and extraction rates such as 
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1/10 of those; 33/-66 m3/day/well or less. Considering that these lower rates will 
only provide good delivery in soils with hydraulic conductivity less that 0.01 
cm/sec, it is suggested that colloidal silica delivery should be applied in soils with 
hydraulic conductivities less than about 0.01 cm/sec. The minimum hydraulic 
conductivity for successful colloidal silica injection is expected to be about 0.001 
cm/sec. Therefore, for successful colloidal silica treatment, it is recommended 
that soil hydraulic conductivity should approximately be between 0.01 cm/sec and 
0.001 cm/sec. 
Conclusions of the 3-D finite element model SilicaInject are given as follows: 
 A simple injection model with a constant viscosity was made in SilicaInject and 
UTCHEM and compared. The comparison revealed that SilicaInject gives very 
similar results with UTCHEM. Also the ability to model temporal colloidal silica 
viscosity is one of the advantages of the program. 
 
6.2 FUTURE WORK AND RECOMMENDATIONS 
The results from pilot scale facility revealed that horizontal delivery distance of 
colloidal silica along is limited by using injection and extraction wells. Due to high 
dependability of colloidal silica advancement on soil permeability, delivery of colloidal 
should be simulated in the computer before the actual application. 
 3-D Finite Element program SilicaInject is promising for colloidal silica 
applications. The program also has some drawbacks. These drawbacks are given with the 
recommendations below: 
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 The time intervals are chosen manually and constant, they were 0.1 seconds. 
They were found by trials. The short and constant time intervals cause long 
calculation times. The time required to calculate 1 seconds of simulation is 24 
seconds with an Intel Dual Core Pentium D 2.2 GHZ computer having 2 GB of 
ram. If automatic time stepping function is added the calculation time would 
shorten. 
 Injection can only be applied at a constant pressure. Constant rate injection option 
should be added. 
 Gridding approach is not centered. Application of central gridding approach is 
still a project that needs to be completed. 
 In this study grid spacing in each direction is constant. If variable grid spacing 
option is added to the program, the grid sizes can be reduced around the injection 
wells and it can be increased at locations further than injection points. 
 Lack of variable grid option causes rising of concentrations early around the 
injection wells. This happens because the concentrations are introduced as “1” at 
well locations establishing full concentration in early stages. For example, if the 
grid spacing around the wells is not small enough, an offset in concentration 
distribution will be observed. 
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APPENDIX 1. PILOT SCALE FACILITY DRAWINGS 
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Figure A1-1. Box Plan View 
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Figure A1-2. A-A and B-B sections 
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Figure A1-3 Layout of Plates 
  
170
 
 
 
 
Figure A1-4. Detail E4 
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Figure A1-5. Detail D5 
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 Figure A1-6. Detail D4 
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Figure A1-7. Detail E5 
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APPENDIX 2. VARIOUS INPUT&OUTPUT DATA AND CALCULATIONS IN 
THE PILOT SCALE FACILITY 
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Figure A2-1. Manual Sampling Locations 
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Table A2-1. Batch  Viscosity in Low Rate Experiments 
 
 
 
Figure A2-2. Viscosity Time Curves 
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Figure A2-3. Final CS Concentrations in Low Rate Experiment 1(t=44 hrs) 
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Figure A2-3 cont’d. Final CS Concentrations in Low Rate Experiment 1(t=44 hrs) 
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Figure A2-4. Final CS Concentrations in Low Rate Experiment 2 (t=60 hrs) 
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Figure A2-4 cont’d. Final CS Concentrations in Low Rate Experiment 2 (t=60 hrs) 
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Table A2-2. Brief Description of High Rate Experiments 
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Figure A2-5. Fi183nal NaCl Concentrations in High Rate Experiment 1 (t=150 hrs) 
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Figure A2-6. Tail Water Concentrations Normalized to Batch Concentrations In High 
Rate Experiments (a) With Real Time (b) Normalized Time 
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Table A2-3. Unconfined Compressive Strengths of Various Samples Taken From the 
Sand Box after High Rate Experiment 6 
 
 
 
Figure A2-7. Unconfined Strength vs. Penetrometer Dial Readings 
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Table A2-4. Filter Sand Dispersivity Calculation 
 
 
 
           
          
          
          
          
          
          
          
LHS    RHS      
          
LHS = Left Hand Side of the above equation   
RHS = Right Hand Side of the above equation   
C = Concentration   
Co= Initial Concentration   
Up= cumul. Vol. Extracted by time   
Ui =Total. Vol. Injected = 60.8 liters     
   Rf = average frontal position of injected water at the end of the 
injection period = (Q*t/(p*b*n))^0.5  =28.40 cm    
Q = Rate of Injection = 48.25 cm3/min   
b = aquifer thickness = 60 cm   
n = 0.40   
L=dispersivity in cm   
x = terms inside the erfc parenthesis   
  
  corr x = erfc function is limited with positive reel numbers up to 20 in MS Excel, so if x>20, it assigns x=20, if x is negative then it uses this relationship erfc=2-erfc(-x) 
  
  
  
Using the solver function in MS Excel, dispersivity L can be found by targeting the 
minimum of sum of  (RHS-LHS)^2)^0.5 differences 
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Figure A2-8. Normalized Withdrawn Concentration vs. Normalized Withdrawn Volume 
for Filter Sand Dispersivity Test 
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Table A2-5. Solution for Dispersivity in Single Well Tracer Test with Filter Sand using 
MS Excel 
 
No C/Co (LHS) t (min) Up/Ui Up X corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity 
1 1.00 0.00 0 0 -0.767 -0.767 0.8609 0.0097 9.06 
2 1.00 4.85 0.004 236.098 -0.762 -0.762 0.8593 0.0099  
3 1.00 14.85 0.012 722.898 -0.751 -0.751 0.8559 0.0104  
4 1.00 24.85 0.02 1209.7 -0.741 -0.741 0.8526 0.0109  
5 1.00 34.85 0.028 1696.5 -0.73 -0.73 0.8492 0.0108  
6 0.98 44.85 0.036 2183.3 -0.72 -0.72 0.8458 0.0091  
7 0.98 54.85 0.044 2670.1 -0.71 -0.71 0.8425 0.0096  
8 0.98 64.85 0.052 3156.9 -0.701 -0.701 0.8391 0.0101  
9 0.98 74.85 0.06 3643.7 -0.691 -0.691 0.8357 0.0104  
10 0.98 84.85 0.068 4130.5 -0.681 -0.681 0.8324 0.0107  
11 0.98 94.85 0.076 4617.3 -0.672 -0.672 0.8291 0.0112  
12 0.98 104.85 0.084 5104.1 -0.663 -0.663 0.8257 0.0127  
13 0.98 114.85 0.092 5590.9 -0.654 -0.654 0.8224 0.0132  
14 0.98 124.85 0.1 6077.7 -0.645 -0.645 0.819 0.0133  
15 0.98 134.85 0.108 6564.5 -0.636 -0.636 0.8157 0.0137  
16 0.98 144.85 0.116 7051.3 -0.627 -0.627 0.8124 0.014  
17 0.98 154.85 0.124 7538.1 -0.618 -0.618 0.8091 0.0144  
18 0.98 164.85 0.132 8024.9 -0.61 -0.61 0.8058 0.0145  
19 0.97 174.85 0.14 8511.7 -0.601 -0.601 0.8025 0.0146  
20 0.97 184.85 0.148 8998.5 -0.593 -0.593 0.7992 0.0147  
21 0.97 194.85 0.156 9485.3 -0.585 -0.585 0.7959 0.0147  
22 0.96 204.85 0.164 9972.1 -0.577 -0.577 0.7926 0.0139  
23 0.95 214.85 0.172 10458.9 -0.569 -0.569 0.7894 0.0132  
24 0.95 224.85 0.18 10945.7 -0.561 -0.561 0.7861 0.0129  
25 0.94 234.85 0.188 11432.5 -0.553 -0.553 0.7829 0.0124  
26 0.93 244.85 0.196 11919.3 -0.545 -0.545 0.7796 0.0118  
27 0.93 254.85 0.204 12406.1 -0.537 -0.537 0.7764 0.0111  
28 0.92 264.85 0.212 12892.9 -0.53 -0.53 0.7732 0.0106  
29 0.91 274.85 0.22 13379.7 -0.522 -0.522 0.7699 0.0098  
30 0.90 284.85 0.228 13866.5 -0.515 -0.515 0.7667 0.0092  
31 0.89 294.85 0.236 14353.3 -0.508 -0.508 0.7635 0.0085  
32 0.88 304.85 0.244 14840.1 -0.5 -0.5 0.7604 0.0078  
33 0.88 314.85 0.252 15326.9 -0.493 -0.493 0.7572 0.0072  
34 0.87 324.85 0.26 15813.7 -0.486 -0.486 0.754 0.0064  
35 0.86 334.85 0.268 16300.5 -0.479 -0.479 0.7509 0.0058  
36 0.85 344.85 0.276 16787.3 -0.472 -0.472 0.7477 0.0056  
37 0.84 354.85 0.284 17274.1 -0.465 -0.465 0.7446 0.0047  
38 0.83 364.85 0.292 17760.9 -0.458 -0.458 0.7414 0.0043  
39 0.83 374.85 0.3 18247.7 -0.451 -0.451 0.7383 0.0038  
40 0.82 384.85 0.308 18734.5 -0.445 -0.445 0.7352 0.0032  
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No C/Co (LHS) t (min) Up/Ui Up X corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity 
41 0.81 394.85 0.316 19221.3 -0.438 -0.438 0.7321 0.0029  
42 0.80 404.85 0.324 19708.1 -0.431 -0.431 0.729 0.0024  
43 0.79 414.85 0.332 20194.9 -0.425 -0.425 0.7259 0.0021  
44 0.78 424.85 0.34 20681.7 -0.418 -0.418 0.7229 0.0016  
45 0.77 434.85 0.348 21168.5 -0.412 -0.412 0.7198 0.0014  
46 0.76 444.85 0.356 21655.3 -0.405 -0.405 0.7168 0.001  
47 0.75 454.85 0.364 22142.1 -0.399 -0.399 0.7137 0.0007  
48 0.74 464.85 0.372 22628.9 -0.393 -0.393 0.7107 0.0005  
49 0.73 474.85 0.38 23115.7 -0.387 -0.387 0.7077 0.0003  
50 0.72 484.85 0.388 23602.5 -0.38 -0.38 0.7047 0.0001  
51 0.71 494.85 0.396 24089.3 -0.374 -0.374 0.7017 5E-05  
52 0.70 504.85 0.404 24576.1 -0.368 -0.368 0.6987 1E-06  
53 0.69 514.85 0.412 25062.9 -0.362 -0.362 0.6957 3E-05  
54 0.67 524.85 0.42 25549.7 -0.356 -0.356 0.6927 0.0002  
55 0.66 534.85 0.428 26036.5 -0.35 -0.35 0.6898 0.0004  
56 0.65 544.85 0.436 26523.3 -0.344 -0.344 0.6868 0.0007  
57 0.64 554.85 0.444 27010.1 -0.338 -0.338 0.6839 0.001  
58 0.63 564.85 0.452 27496.9 -0.333 -0.333 0.681 0.0015  
59 0.61 574.85 0.46 27983.7 -0.327 -0.327 0.678 0.0021  
60 0.60 584.85 0.468 28470.5 -0.321 -0.321 0.6751 0.0028  
61 0.59 594.85 0.476 28957.3 -0.315 -0.315 0.6722 0.0035  
62 0.58 604.85 0.484 29444.1 -0.31 -0.31 0.6693 0.0042  
63 0.57 614.85 0.492 29930.9 -0.304 -0.304 0.6665 0.005  
64 0.55 624.85 0.5 30417.7 -0.299 -0.299 0.6636 0.0059  
65 0.54 634.85 0.508 30904.5 -0.293 -0.293 0.6607 0.0067  
66 0.53 644.85 0.516 31391.3 -0.288 -0.288 0.6579 0.0079  
67 0.52 654.85 0.524 31878.1 -0.282 -0.282 0.655 0.0092  
68 0.51 664.85 0.532 32364.9 -0.277 -0.277 0.6522 0.0102  
69 0.50 674.85 0.54 32851.7 -0.271 -0.271 0.6494 0.0116  
70 0.49 684.85 0.548 33338.5 -0.266 -0.266 0.6466 0.0128  
71 0.48 694.85 0.556 33825.3 -0.261 -0.261 0.6438 0.0135  
72 0.47 704.85 0.564 34312.1 -0.255 -0.255 0.641 0.0141  
73 0.46 714.85 0.572 34798.9 -0.25 -0.25 0.6382 0.0154  
74 0.45 724.85 0.58 35285.7 -0.245 -0.245 0.6354 0.0167  
75 0.44 734.85 0.588 35772.5 -0.24 -0.24 0.6326 0.0181  
76 0.43 744.85 0.596 36259.3 -0.234 -0.234 0.6299 0.0193  
77 0.42 754.85 0.604 36746.1 -0.229 -0.229 0.6271 0.0205  
78 0.42 764.85 0.612 37232.9 -0.224 -0.224 0.6244 0.0217  
79 0.41 774.85 0.62 37719.7 -0.219 -0.219 0.6216 0.0225  
80 0.40 784.85 0.628 38206.5 -0.214 -0.214 0.6189 0.0238  
81 0.39 794.85 0.636 38693.3 -0.209 -0.209 0.6162 0.0246  
82 0.39 804.85 0.644 39180.1 -0.204 -0.204 0.6135 0.026  
83 0.38 814.85 0.652 39666.9 -0.199 -0.199 0.6108 0.0274  
84 0.37 824.85 0.66 40153.7 -0.194 -0.194 0.6081 0.0282  
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No C/Co (LHS) t (min) Up/Ui Up X corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity 
85 0.36 834.85 0.668 40640.5 -0.189 -0.189 0.6054 0.0291  
86 0.36 844.85 0.676 41127.3 -0.184 -0.184 0.6027 0.03  
87 0.35 854.85 0.684 41614.1 -0.179 -0.179 0.6 0.0309  
88 0.34 864.85 0.692 42100.9 -0.174 -0.174 0.5974 0.0325  
89 0.34 874.85 0.7 42587.7 -0.17 -0.17 0.5947 0.0334  
90 0.33 884.85 0.708 43074.5 -0.165 -0.165 0.5921 0.035  
91 0.32 894.85 0.716 43561.3 -0.16 -0.16 0.5894 0.0363  
92 0.31 904.85 0.724 44048.1 -0.155 -0.155 0.5868 0.0373  
93 0.31 914.85 0.732 44534.9 -0.15 -0.15 0.5842 0.0384  
94 0.30 924.85 0.74 45021.7 -0.146 -0.146 0.5816 0.0397  
95 0.29 934.85 0.748 45508.5 -0.141 -0.141 0.579 0.0408  
96 0.29 944.85 0.757 45995.3 -0.136 -0.136 0.5764 0.0419  
97 0.28 954.85 0.765 46482.1 -0.132 -0.132 0.5738 0.043  
98 0.27 964.85 0.773 46968.9 -0.127 -0.127 0.5712 0.0441  
99 0.27 974.85 0.781 47455.7 -0.122 -0.122 0.5686 0.0448  
100 0.26 984.85 0.789 47942.5 -0.118 -0.118 0.566 0.0455  
101 0.26 994.85 0.797 48429.3 -0.113 -0.113 0.5635 0.0463  
102 0.25 1004.85 0.805 48916.1 -0.108 -0.108 0.5609 0.0471  
103 0.25 1014.85 0.813 49402.9 -0.104 -0.104 0.5583 0.0478  
104 0.24 1024.85 0.821 49889.7 -0.099 -0.099 0.5558 0.0486  
105 0.24 1034.85 0.829 50376.5 -0.095 -0.095 0.5532 0.0494  
106 0.24 1044.85 0.837 50863.3 -0.09 -0.09 0.5507 0.0498  
107 0.23 1054.85 0.845 51350.1 -0.086 -0.086 0.5482 0.0506  
108 0.23 1064.85 0.853 51836.9 -0.081 -0.081 0.5457 0.051  
109 0.22 1074.85 0.861 52323.7 -0.077 -0.077 0.5431 0.0514  
110 0.22 1084.85 0.869 52810.5 -0.072 -0.072 0.5406 0.0522  
111 0.21 1094.85 0.877 53297.3 -0.068 -0.068 0.5381 0.0526  
112 0.20 1104.85 0.885 53784.1 -0.063 -0.063 0.5356 0.0556  
113 0.20 1114.85 0.893 54270.9 -0.059 -0.059 0.5331 0.0556  
114 0.20 1124.85 0.901 54757.7 -0.054 -0.054 0.5306 0.056  
115 0.19 1134.85 0.909 55244.5 -0.05 -0.05 0.5281 0.0564  
116 0.19 1144.85 0.917 55731.3 -0.045 -0.045 0.5256 0.0569  
117 0.18 1154.85 0.925 56218.1 -0.041 -0.041 0.5232 0.0573  
118 0.18 1164.85 0.933 56704.9 -0.037 -0.037 0.5207 0.0578  
119 0.18 1174.85 0.941 57191.7 -0.032 -0.032 0.5182 0.0582  
120 0.17 1184.85 0.949 57678.5 -0.028 -0.028 0.5157 0.0582  
121 0.17 1194.85 0.957 58165.3 -0.024 -0.024 0.5133 0.0587  
122 0.17 1204.85 0.965 58652.1 -0.019 -0.019 0.5108 0.0587  
123 0.16 1214.85 0.973 59138.9 -0.015 -0.015 0.5084 0.0592  
124 0.16 1224.85 0.981 59625.7 -0.01 -0.01 0.5059 0.0596  
125 0.16 1234.85 0.989 60112.5 -0.006 -0.006 0.5035 0.0601  
126 0.15 1244.85 0.997 60599.3 -0.002 -0.002 0.501 0.0606  
127 0.15 1254.85 1.005 61086.1 0.003 0.003 0.0014 0.0109  
128 0.15 1264.85 1.013 61572.9 0.007 0.007 0.0039 0.01  
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No C/Co (LHS) t (min) Up/Ui Up X corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity 
129 0.14 1274.85 1.021 62059.7 0.011 0.011 0.0063 0.0093  
130 0.13 1284.85 1.029 62546.5 0.016 0.016 0.0088 0.0078  
131 0.13 1294.85 1.037 63033.3 0.02 0.02 0.0112 0.0072  
132 0.13 1304.85 1.045 63520.1 0.024 0.024 0.0137 0.0066  
133 0.13 1314.85 1.053 64006.9 0.029 0.029 0.0161 0.0059  
134 0.12 1324.85 1.061 64493.7 0.033 0.033 0.0185 0.0056  
135 0.12 1334.85 1.069 64980.5 0.037 0.037 0.0209 0.0049  
136 0.12 1344.85 1.077 65467.3 0.041 0.041 0.0233 0.0043  
137 0.11 1354.85 1.085 65954.1 0.046 0.046 0.0258 0.0039  
138 0.11 1364.85 1.093 66440.9 0.05 0.05 0.0282 0.0035  
139 0.11 1374.85 1.101 66927.7 0.054 0.054 0.0306 0.0032  
140 0.11 1384.85 1.109 67414.5 0.058 0.058 0.0329 0.0028  
141 0.10 1394.85 1.117 67901.3 0.063 0.063 0.0353 0.0024  
142 0.10 1404.85 1.125 68388.1 0.067 0.067 0.0377 0.0022  
143 0.10 1414.85 1.133 68874.9 0.071 0.071 0.0401 0.0019  
144 0.10 1424.85 1.141 69361.7 0.075 0.075 0.0424 0.0016  
145 0.10 1434.85 1.149 69848.5 0.08 0.08 0.0448 0.0014  
146 0.10 1444.85 1.157 70335.3 0.084 0.084 0.0471 0.0012  
147 0.09 1454.85 1.165 70822.1 0.088 0.088 0.0495 0.001  
148 0.10 1464.85 1.173 71308.9 0.092 0.092 0.0518 0.001  
149 0.09 1474.85 1.181 71795.7 0.096 0.096 0.0541 0.0007  
150 0.09 1484.85 1.189 72282.5 0.1 0.1 0.0564 0.0005  
151 0.09 1494.85 1.197 72769.3 0.104 0.104 0.0587 0.0004  
152 0.08 1504.85 1.205 73256.1 0.109 0.109 0.061 0.0003  
153 0.08 1514.85 1.213 73742.9 0.113 0.113 0.0633 0.0002  
154 0.08 1524.85 1.221 74229.7 0.117 0.117 0.0656 0.0001  
155 0.08 1534.85 1.229 74716.5 0.121 0.121 0.0679 7E-05  
156 0.08 1544.85 1.237 75203.3 0.125 0.125 0.0701 2E-05  
157 0.07 1554.85 1.245 75690.1 0.129 0.129 0.0723 8E-06  
158 0.06 1564.85 1.253 76176.9 0.133 0.133 0.0746 6E-05  
159 0.06 1574.85 1.261 76663.7 0.137 0.137 0.0768 0.0001  
160 0.06 1584.85 1.269 77150.5 0.141 0.141 0.079 0.0002  
161 0.06 1594.85 1.277 77637.3 0.145 0.145 0.0812 0.0002  
162 0.06 1604.85 1.285 78124.1 0.149 0.149 0.0834 0.0004  
163 0.06 1614.85 1.293 78610.9 0.153 0.153 0.0856 0.0004  
164 0.05 1624.85 1.301 79097.7 0.157 0.157 0.0878 0.0006  
165 0.05 1634.85 1.309 79584.5 0.161 0.161 0.0899 0.0007  
166 0.05 1644.85 1.317 80071.3 0.165 0.165 0.0921 0.0008  
167 0.05 1654.85 1.325 80558.1 0.169 0.169 0.0942 0.001  
168 0.05 1664.85 1.333 81044.9 0.172 0.172 0.0963 0.0012  
169 0.05 1674.85 1.341 81531.7 0.176 0.176 0.0985 0.0013  
170 0.04 1684.85 1.349 82018.5 0.18 0.18 0.1006 0.0016  
171 0.04 1694.85 1.357 82505.3 0.184 0.184 0.1027 0.0017  
172 0.04 1704.85 1.365 82992.1 0.188 0.188 0.1047 0.0019  
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No C/Co (LHS) t (min) Up/Ui Up X corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity 
173 0.04 1714.85 1.373 83478.9 0.192 0.192 0.1068 0.0021  
174 0.04 1724.85 1.381 83965.7 0.195 0.195 0.1089 0.0023  
175 0.04 1734.85 1.389 84452.5 0.199 0.199 0.1109 0.0027  
176 0.04 1744.85 1.397 84939.3 0.203 0.203 0.113 0.0029  
177 0.04 1754.85 1.405 85426.1 0.207 0.207 0.115 0.0032  
178 0.03 1764.85 1.413 85912.9 0.21 0.21 0.117 0.0034  
179 0.03 1774.85 1.421 86399.7 0.214 0.214 0.119 0.0037  
180 0.03 1784.85 1.429 86886.5 0.218 0.218 0.121 0.004  
181 0.03 1794.85 1.437 87373.3 0.222 0.222 0.123 0.0043  
182 0.03 1804.85 1.445 87860.1 0.225 0.225 0.1249 0.0046  
183 0.03 1814.85 1.453 88346.9 0.229 0.229 0.1269 0.0049  
184 0.03 1824.85 1.461 88833.7 0.232 0.232 0.1288 0.0052  
185 0.03 1834.85 1.469 89320.5 0.236 0.236 0.1308 0.0056  
186 0.02 1844.85 1.477 89807.3 0.24 0.24 0.1327 0.0059  
187 0.02 1854.85 1.485 90294.1 0.243 0.243 0.1346 0.0063  
188 0.02 1864.85 1.493 90780.9 0.247 0.247 0.1365 0.0066  
189 0.02 1874.85 1.501 91267.7 0.25 0.25 0.1384 0.007  
190 0.02 1884.85 1.509 91754.5 0.254 0.254 0.1403 0.0074  
       Sum-> 3.0189  
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Table A2-6. Yellow Concrete Sand Dispersivity Calculation-1 
 
 
           
          
          
          
          
          
          
          
LHS    RHS      
          
LHS = Left Hand Side of the above equation   
RHS = Right Hand Side of the above equation   
C = Concentration   
Co= Initial Concentration   
Up= cumul. Vol. Extracted by time   
Ui =Total. Vol. Injected = 400 liters     
   Rf = average frontal position of injected water at the end of the 
injection period = (Q*t/(p*b*n))^0.5  =80.83 cm    
Q = Rate of Injection = 4000 cm3/min   
Total Injection Time = 100 min   
Q = Rate of production = 5200 cm3/min   
b = aquifer thickness =50 cm   
n = 0.39   
L=dispersivity in cm   
x = terms inside the erfc parenthesis   
  
  corr x = erfc function is limited with positive reel numbers up to 20 in MS Excel, so if x>20, it assigns x=20, if x is negative then it uses this relationship erfc=2-erfc(-x) 
  
  
  
Using the solver function in MS Excel, dispersivity L can be found by targeting the 
minimum of sum of  (RHS-LHS)^2)^0.5 differences 
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Figure A2-9. Normalized Withdrawn Concentration vs. Normalized Withdrawn Volume 
for Yellow Concrete Sand Dispersivity Test 1 
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Table A2-7. Solution for Dispersivity in Single Well Tracer Test-1 with Yellow Concrete 
Sand Using MS Excel 
 
No C/Co (LHS) t (min) Up/Ui Up x corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity
1 1.00 0 0 0 -2.284 -2.284 0.999 0.000 2.90 
2 1.01 1 0.0123 4000 -2.236 -2.236 0.999 0.000  
3 1.01 2 0.0245 8000 -2.189 -2.189 0.999 0.000  
4 1.01 3 0.0368 12000 -2.143 -2.143 0.999 0.000  
5 1.01 4 0.049 16000 -2.098 -2.098 0.998 0.000  
6 1.01 5 0.0613 20000 -2.054 -2.054 0.998 0.000  
7 1.01 6 0.0735 24000 -2.011 -2.011 0.998 0.000  
8 1.01 7 0.0858 28000 -1.968 -1.968 0.997 0.000  
9 1.01 8 0.098 32000 -1.927 -1.927 0.997 0.000  
10 1.02 9 0.1103 36000 -1.887 -1.887 0.996 0.000  
11 1.02 10 0.1225 40000 -1.847 -1.847 0.995 0.000  
12 1.01 11 0.1348 44000 -1.808 -1.808 0.995 0.000  
13 1.02 12 0.147 48000 -1.770 -1.770 0.994 0.000  
14 1.01 13 0.1593 52000 -1.732 -1.732 0.993 0.000  
15 1.01 14 0.1715 56000 -1.696 -1.696 0.992 0.000  
16 1.02 15 0.1838 60000 -1.659 -1.659 0.991 0.000  
17 1.01 16 0.196 64000 -1.624 -1.624 0.989 0.000  
18 1.02 17 0.2083 68000 -1.589 -1.589 0.988 0.000  
19 1.01 18 0.2205 72000 -1.555 -1.555 0.986 0.000  
20 1.01 19 0.2328 76000 -1.521 -1.521 0.984 0.000  
21 1.01 20 0.245 80000 -1.488 -1.488 0.982 0.000  
22 1.02 21 0.2573 84000 -1.455 -1.455 0.980 0.001  
23 1.02 22 0.2695 88000 -1.423 -1.423 0.978 0.001  
24 1.03 23 0.2818 92000 -1.391 -1.391 0.975 0.001  
25 1.02 24 0.294 96000 -1.360 -1.360 0.973 0.001  
26 1.02 25 0.3063 100000 -1.329 -1.329 0.970 0.001  
27 1.02 26 0.3185 104000 -1.299 -1.299 0.967 0.001  
28 1.02 27 0.3308 108000 -1.269 -1.269 0.964 0.001  
29 1.02 28 0.343 112000 -1.239 -1.239 0.960 0.002  
30 1.02 29 0.3553 116000 -1.210 -1.210 0.956 0.002  
31 1.02 30 0.3675 120000 -1.181 -1.181 0.953 0.002  
32 1.02 31 0.3798 124000 -1.152 -1.152 0.948 0.002  
33 1.02 32 0.392 128000 -1.124 -1.124 0.944 0.003  
34 1.01 33 0.4043 132000 -1.097 -1.097 0.940 0.003  
35 1.01 34 0.4165 136000 -1.069 -1.069 0.935 0.003  
36 1.01 35 0.4288 140000 -1.042 -1.042 0.930 0.003  
37 1.01 36 0.441 144000 -1.015 -1.015 0.924 0.004  
38 1.01 37 0.4533 148000 -0.989 -0.989 0.919 0.004  
39 1.01 38 0.4655 152000 -0.963 -0.963 0.913 0.005  
40 1.01 39 0.4778 156000 -0.937 -0.937 0.907 0.005  
41 1.00 40 0.49 160000 -0.911 -0.911 0.901 0.005  
42 1.00 41 0.5023 164000 -0.886 -0.886 0.895 0.006  
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No C/Co (LHS) t (min) Up/Ui Up x corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity
43 1.00 42 0.5145 168000 -0.860 -0.860 0.888 0.006  
44 1.00 43 0.5268 172000 -0.835 -0.835 0.881 0.007  
45 1.00 44 0.539 176000 -0.811 -0.811 0.874 0.008  
46 1.00 45 0.5513 180000 -0.786 -0.786 0.867 0.008  
47 0.99 46 0.5635 184000 -0.762 -0.762 0.859 0.009  
48 0.99 47 0.5758 188000 -0.738 -0.738 0.852 0.010  
49 0.99 48 0.588 192000 -0.714 -0.714 0.844 0.011  
50 0.99 49 0.6003 196000 -0.691 -0.691 0.836 0.012  
51 0.99 50 0.6125 200000 -0.667 -0.667 0.827 0.013  
52 0.98 51 0.6248 204000 -0.644 -0.644 0.819 0.013  
53 0.98 52 0.637 208000 -0.621 -0.621 0.810 0.014  
54 0.98 53 0.6493 212000 -0.599 -0.599 0.801 0.015  
55 0.97 54 0.6615 216000 -0.576 -0.576 0.792 0.016  
56 0.97 55 0.6738 220000 -0.553 -0.553 0.783 0.017  
57 0.96 56 0.686 224000 -0.531 -0.531 0.774 0.018  
58 0.95 57 0.6983 228000 -0.509 -0.509 0.764 0.018  
59 0.95 58 0.7105 232000 -0.487 -0.487 0.754 0.019  
60 0.94 59 0.7228 236000 -0.465 -0.465 0.745 0.019  
61 0.93 60 0.735 240000 -0.443 -0.443 0.735 0.019  
62 0.92 61 0.7473 244000 -0.422 -0.422 0.725 0.020  
63 0.91 62 0.7595 248000 -0.400 -0.400 0.714 0.019  
64 0.90 63 0.7718 252000 -0.379 -0.379 0.704 0.018  
65 0.88 64 0.784 256000 -0.358 -0.358 0.694 0.017  
66 0.87 65 0.7963 260000 -0.337 -0.337 0.683 0.017  
67 0.85 66 0.8085 264000 -0.316 -0.316 0.673 0.015  
68 0.83 67 0.8208 268000 -0.295 -0.295 0.662 0.014  
69 0.81 68 0.833 272000 -0.274 -0.274 0.651 0.012  
70 0.79 69 0.8453 276000 -0.254 -0.254 0.640 0.011  
71 0.77 70 0.8575 280000 -0.233 -0.233 0.629 0.009  
72 0.74 71 0.8698 284000 -0.213 -0.213 0.618 0.008  
73 0.72 72 0.882 288000 -0.193 -0.193 0.607 0.006  
74 0.69 73 0.8943 292000 -0.172 -0.172 0.596 0.004  
75 0.66 74 0.9065 296000 -0.152 -0.152 0.585 0.003  
76 0.63 75 0.9188 300000 -0.132 -0.132 0.574 0.002  
77 0.60 76 0.931 304000 -0.112 -0.112 0.563 0.001  
78 0.57 77 0.9433 308000 -0.092 -0.092 0.552 0.000  
79 0.54 78 0.9555 312000 -0.072 -0.072 0.541 0.000  
80 0.51 79 0.9678 316000 -0.052 -0.052 0.529 0.000  
81 0.47 80 0.98 320000 -0.032 -0.032 0.518 0.001  
82 0.44 81 0.9923 324000 -0.013 -0.013 0.507 0.002  
83 0.41 82 1.0045 328000 0.007 0.007 0.004 0.081  
84 0.37 83 1.0168 332000 0.027 0.027 0.015 0.064  
85 0.34 84 1.029 336000 0.047 0.047 0.026 0.049  
86 0.30 85 1.0413 340000 0.066 0.066 0.037 0.036  
87 0.27 86 1.0535 344000 0.086 0.086 0.048 0.025  
88 0.24 87 1.0658 348000 0.106 0.106 0.059 0.017  
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No C/Co (LHS) t (min) Up/Ui Up x corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity
89 0.21 88 1.078 352000 0.125 0.125 0.070 0.010  
90 0.19 89 1.0903 356000 0.145 0.145 0.081 0.006  
91 0.17 90 1.1025 360000 0.164 0.164 0.092 0.003  
92 0.15 91 1.1148 364000 0.184 0.184 0.102 0.001  
93 0.13 92 1.127 368000 0.203 0.203 0.113 0.000  
94 0.12 93 1.1393 372000 0.222 0.222 0.123 0.000  
95 0.11 94 1.1515 376000 0.241 0.241 0.133 0.000  
96 0.10 95 1.1638 380000 0.260 0.260 0.144 0.001  
97 0.09 96 1.176 384000 0.279 0.279 0.154 0.002  
98 0.08 97 1.1883 388000 0.298 0.298 0.163 0.003  
99 0.08 98 1.2005 392000 0.317 0.317 0.173 0.005  
100 0.07 99 1.2128 396000 0.336 0.336 0.182 0.006  
101 0.07 100 1.225 400000 0.354 0.354 0.192 0.008  
102 0.07 101 1.2373 404000 0.373 0.373 0.201 0.009  
103 0.06 102 1.2495 408000 0.391 0.391 0.210 0.011  
104 0.06 103 1.2618 412000 0.409 0.409 0.219 0.013  
105 0.06 104 1.274 416000 0.428 0.428 0.227 0.014  
106 0.06 105 1.2863 420000 0.446 0.446 0.236 0.016  
107 0.05 106 1.2985 424000 0.464 0.464 0.244 0.018  
108 0.05 107 1.3108 428000 0.482 0.482 0.252 0.020  
109 0.05 108 1.323 432000 0.499 0.499 0.260 0.022  
110 0.05 109 1.3353 436000 0.517 0.517 0.268 0.023  
111 0.05 110 1.3475 440000 0.535 0.535 0.275 0.025  
112 0.05 111 1.3598 444000 0.552 0.552 0.283 0.027  
113 0.05 112 1.372 448000 0.569 0.569 0.290 0.029  
114 0.05 113 1.3843 452000 0.587 0.587 0.297 0.031  
115 0.05 114 1.3965 456000 0.604 0.604 0.303 0.033  
116 0.05 115 1.4088 460000 0.621 0.621 0.310 0.035  
117 0.05 116 1.421 464000 0.638 0.638 0.316 0.037  
118 0.04 117 1.4333 468000 0.655 0.655 0.323 0.039  
119 0.05 118 1.4455 472000 0.671 0.671 0.329 0.040  
120 0.04 119 1.4578 476000 0.688 0.688 0.335 0.042  
121 0.04 120 1.47 480000 0.705 0.705 0.340 0.044  
122 0.04 121 1.4823 484000 0.721 0.721 0.346 0.046  
123 0.04 122 1.4945 488000 0.737 0.737 0.351 0.047  
124 0.04 123 1.5068 492000 0.753 0.753 0.357 0.049  
125 0.04 124 1.519 496000 0.770 0.770 0.362 0.051  
       Sum--> 1.5308  
 
 
 
 
 
 
 
 
  
195
 
Table A2-8. Yellow Concrete Sand Dispersivity Calculation-2 
 
 
           
          
          
          
          
          
          
          
LHS    RHS      
          
LHS = Left Hand Side of the above equation   
RHS = Right Hand Side of the above equation   
C = Concentration   
Co= Initial Concentration   
Up= cumul. Vol. Extracted by time   
Ui =Total. Vol. Injected = 400 liters     
   Rf = average frontal position of injected water at the end of the 
injection period = (Q*t/(p*b*n))^0.5  =80.83 cm    
Q = Rate of Injection = 4000 cm3/min   
Total Injection Time = 100 min   
Q = Rate of production = 5200 cm3/min   
b = aquifer thickness =50 cm   
n = 0.39   
L=dispersivity in cm   
x = terms inside the erfc parenthesis   
  
  corr x = erfc function is limited with positive reel numbers up to 20 in MS Excel, so if x>20, it assigns x=20, if x is negative then it uses this relationship erfc=2-erfc(-x) 
  
  
  
Using the solver function in MS Excel, dispersivity L can be found by targeting the 
minimum of sum of  (RHS-LHS)^2)^0.5 differences 
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Figure A2-10. Normalized Withdrawn Concentration vs. Normalized Withdrawn 
Volume for Yellow Concrete Sand Dispersivity Test-2 
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Table A2-9. Solution for Dispersivity in Single Well Tracer Test-2 with Yellow Concrete 
Sand Using MS Excel 
 
No C/Co (LHS) t (min) Up/Ui Up x corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity
1 1.00 0 0 0 -2.1848 -2.1848 0.999 5E-07 3.17 
2 1.01 1 0.013 5200 -2.1357 -2.1357 0.99874 5.5E-05  
3 1.01 2 0.026 10400 -2.0879 -2.0879 0.99843 4.8E-05  
4 1.01 3 0.039 15600 -2.0413 -2.0413 0.99805 6.3E-05  
5 1.01 4 0.052 20800 -1.9958 -1.9958 0.99762 6.8E-05  
6 1.01 5 0.065 26000 -1.9514 -1.9514 0.99711 6.2E-05  
7 1.01 6 0.078 31200 -1.908 -1.908 0.99651 8.1E-05  
8 1.01 7 0.091 36400 -1.8655 -1.8655 0.99583 0.0001  
9 1.01 8 0.104 41600 -1.824 -1.824 0.99505 0.00019  
10 1.02 9 0.117 46800 -1.7833 -1.7833 0.99417 0.0003  
11 1.02 10 0.13 52000 -1.7435 -1.7435 0.99316 0.00032  
12 1.01 11 0.143 57200 -1.7045 -1.7045 0.99204 0.00025  
13 1.02 12 0.156 62400 -1.6663 -1.6663 0.99078 0.0003  
14 1.01 13 0.169 67600 -1.6288 -1.6288 0.98937 0.00031  
15 1.01 14 0.182 72800 -1.592 -1.592 0.98782 0.00033  
16 1.02 15 0.195 78000 -1.5559 -1.5559 0.98611 0.00056  
17 1.01 16 0.208 83200 -1.5205 -1.5205 0.98423 0.00042  
18 1.02 17 0.221 88400 -1.4856 -1.4856 0.98218 0.00059  
19 1.01 18 0.234 93600 -1.4514 -1.4514 0.97994 0.00046  
20 1.01 19 0.247 98800 -1.4177 -1.4177 0.97752 0.00047  
21 1.01 20 0.26 104000 -1.3846 -1.3846 0.97489 0.00052  
22 1.02 21 0.273 109200 -1.352 -1.352 0.97207 0.00098  
23 1.02 22 0.286 114400 -1.32 -1.32 0.96903 0.00112  
24 1.03 23 0.299 119600 -1.2884 -1.2884 0.96578 0.00179  
25 1.02 24 0.312 124800 -1.2573 -1.2573 0.9623 0.00152  
26 1.02 25 0.325 130000 -1.2266 -1.2266 0.95861 0.00167  
27 1.02 26 0.338 135200 -1.1964 -1.1964 0.95468 0.00191  
28 1.02 27 0.351 140400 -1.1667 -1.1667 0.95052 0.00217  
29 1.02 28 0.364 145600 -1.1373 -1.1373 0.94612 0.00254  
30 1.02 29 0.377 150800 -1.1083 -1.1083 0.94149 0.00273  
31 1.02 30 0.39 156000 -1.0797 -1.0797 0.93661 0.0031  
32 1.02 31 0.403 161200 -1.0515 -1.0515 0.9315 0.00352  
33 1.02 32 0.416 166400 -1.0236 -1.0236 0.92614 0.00398  
34 1.01 33 0.429 171600 -0.9961 -0.9961 0.92054 0.0044  
35 1.01 34 0.442 176800 -0.9689 -0.9689 0.91469 0.00487  
36 1.01 35 0.455 182000 -0.942 -0.942 0.90861 0.00527  
37 1.01 36 0.468 187200 -0.9155 -0.9155 0.90228 0.00594  
38 1.01 37 0.481 192400 -0.8892 -0.8892 0.89572 0.00644  
39 1.01 38 0.494 197600 -0.8632 -0.8632 0.88892 0.00712  
40 1.01 39 0.507 202800 -0.8376 -0.8376 0.88189 0.00772  
41 1.00 40 0.52 208000 -0.8121 -0.8121 0.87463 0.00838  
42 1.00 41 0.533 213200 -0.787 -0.787 0.86714 0.00938  
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No C/Co (LHS) t (min) Up/Ui Up x corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity
43 1.00 42 0.546 218400 -0.7621 -0.7621 0.85943 0.01003  
44 1.00 43 0.559 223600 -0.7374 -0.7374 0.8515 0.01118  
45 1.00 44 0.572 228800 -0.713 -0.713 0.84335 0.01211  
46 1.00 45 0.585 234000 -0.6888 -0.6888 0.83501 0.01294  
47 0.99 46 0.598 239200 -0.6649 -0.6649 0.82645 0.01418  
48 0.99 47 0.611 244400 -0.6411 -0.6411 0.81771 0.01551  
49 0.99 48 0.624 249600 -0.6176 -0.6176 0.80877 0.01656  
50 0.99 49 0.637 254800 -0.5942 -0.5942 0.79965 0.01768  
51 0.99 50 0.65 260000 -0.5711 -0.5711 0.79035 0.01907  
52 0.98 51 0.663 265200 -0.5481 -0.5481 0.78088 0.02033  
53 0.98 52 0.676 270400 -0.5254 -0.5254 0.77125 0.02168  
54 0.98 53 0.689 275600 -0.5028 -0.5028 0.76146 0.0231  
55 0.97 54 0.702 280800 -0.4803 -0.4803 0.75152 0.02459  
56 0.97 55 0.715 286000 -0.4581 -0.4581 0.74144 0.02547  
57 0.96 56 0.728 291200 -0.436 -0.436 0.73123 0.02663  
58 0.95 57 0.741 296400 -0.414 -0.414 0.72089 0.02736  
59 0.95 58 0.754 301600 -0.3922 -0.3922 0.71043 0.02862  
60 0.94 59 0.767 306800 -0.3705 -0.3705 0.69986 0.02919  
61 0.93 60 0.78 312000 -0.349 -0.349 0.68919 0.02904  
62 0.92 61 0.793 317200 -0.3276 -0.3276 0.67842 0.02991  
63 0.91 62 0.806 322400 -0.3063 -0.3063 0.66757 0.02905  
64 0.90 63 0.819 327600 -0.2852 -0.2852 0.65663 0.02848  
65 0.88 64 0.832 332800 -0.2641 -0.2641 0.64562 0.02744  
66 0.87 65 0.845 338000 -0.2432 -0.2432 0.63455 0.02667  
67 0.85 66 0.858 343200 -0.2224 -0.2224 0.62342 0.02477  
68 0.83 67 0.871 348400 -0.2016 -0.2016 0.61224 0.02339  
69 0.81 68 0.884 353600 -0.181 -0.181 0.60102 0.02164  
70 0.79 69 0.897 358800 -0.1605 -0.1605 0.58976 0.01955  
71 0.77 70 0.91 364000 -0.14 -0.14 0.57847 0.01757  
72 0.74 71 0.923 369200 -0.1196 -0.1196 0.56716 0.01516  
73 0.72 72 0.936 374400 -0.0993 -0.0993 0.55583 0.01276  
74 0.69 73 0.949 379600 -0.079 -0.079 0.54449 0.01043  
75 0.66 74 0.962 384800 -0.0588 -0.0588 0.53314 0.00794  
76 0.63 75 0.975 390000 -0.0387 -0.0387 0.5218 0.00624  
77 0.60 76 0.988 395200 -0.0185 -0.0185 0.51046 0.00406  
78 0.57 77 1.001 400400 0.0015 0.0015 0.00087 0.16302  
79 0.54 78 1.014 405600 0.0216 0.0216 0.0122 0.13985  
80 0.51 79 1.027 410800 0.0417 0.0417 0.02349 0.11797  
81 0.47 80 1.04 416000 0.0617 0.0617 0.03475 0.09617  
82 0.44 81 1.053 421200 0.0816 0.0816 0.04595 0.07781  
83 0.41 82 1.066 426400 0.1015 0.1015 0.05709 0.06107  
84 0.37 83 1.079 431600 0.1214 0.1214 0.06814 0.04637  
85 0.34 84 1.092 436800 0.1411 0.1411 0.07911 0.03399  
86 0.30 85 1.105 442000 0.1609 0.1609 0.08997 0.0231  
87 0.27 86 1.118 447200 0.1805 0.1805 0.10073 0.01503  
88 0.24 87 1.131 452400 0.2 0.2 0.11136 0.00871  
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No C/Co (LHS) t (min) Up/Ui Up x corr x RHS 
SQRT 
[(RHS-
LHS)2] 
l (cm) 
dispersivity
89 0.21 88 1.144 457600 0.2195 0.2195 0.12187 0.0043  
90 0.19 89 1.157 462800 0.2389 0.2389 0.13224 0.00172  
91 0.17 90 1.17 468000 0.2581 0.2581 0.14247 0.00036  
92 0.15 91 1.183 473200 0.2773 0.2773 0.15255 4.1E-06  
93 0.13 92 1.196 478400 0.2964 0.2964 0.16247 0.00044  
94 0.12 93 1.209 483600 0.3154 0.3154 0.17224 0.00137  
95 0.11 94 1.222 488800 0.3343 0.3343 0.18183 0.00263  
96 0.10 95 1.235 494000 0.3531 0.3531 0.19125 0.0044  
97 0.09 96 1.248 499200 0.3718 0.3718 0.2005 0.00618  
98 0.08 97 1.261 504400 0.3904 0.3904 0.20957 0.00815  
99 0.08 98 1.274 509600 0.4089 0.4089 0.21846 0.01005  
100 0.07 99 1.287 514800 0.4273 0.4273 0.22716 0.01211  
101 0.07 100 1.3 520000 0.4455 0.4455 0.23568 0.01389  
102 0.07 101 1.313 525200 0.4637 0.4637 0.244 0.01599  
103 0.06 102 1.326 530400 0.4817 0.4817 0.25214 0.01809  
104 0.06 103 1.339 535600 0.4996 0.4996 0.26009 0.02009  
105 0.06 104 1.352 540800 0.5175 0.5175 0.26785 0.02182  
106 0.06 105 1.365 546000 0.5352 0.5352 0.27542 0.02399  
107 0.05 106 1.378 551200 0.5527 0.5527 0.2828 0.02629  
108 0.05 107 1.391 556400 0.5702 0.5702 0.28999 0.02809  
109 0.05 108 1.404 561600 0.5876 0.5876 0.29699 0.02987  
110 0.05 109 1.417 566800 0.6048 0.6048 0.30381 0.0319  
111 0.05 110 1.43 572000 0.6219 0.6219 0.31044 0.03402  
112 0.05 111 1.443 577200 0.6389 0.6389 0.31688 0.03589  
113 0.05 112 1.456 582400 0.6558 0.6558 0.32315 0.03776  
114 0.05 113 1.469 587600 0.6726 0.6726 0.32923 0.03968  
115 0.05 114 1.482 592800 0.6892 0.6892 0.33514 0.04157  
116 0.05 115 1.495 598000 0.7057 0.7057 0.34088 0.04354  
117 0.05 116 1.508 603200 0.7222 0.7222 0.34644 0.04532  
118 0.04 117 1.521 608400 0.7385 0.7385 0.35183 0.04711  
119 0.05 118 1.534 613600 0.7546 0.7546 0.35706 0.04857  
120 0.04 119 1.547 618800 0.7707 0.7707 0.36213 0.05049  
121 0.04 120 1.56 624000 0.7866 0.7866 0.36703 0.05216  
122 0.04 121 1.573 629200 0.8025 0.8025 0.37178 0.05367  
123 0.04 122 1.586 634400 0.8182 0.8182 0.37638 0.05529  
124 0.04 123 1.599 639600 0.8338 0.8338 0.38083 0.0572  
125 0.04 124 1.612 644800 0.8493 0.8493 0.38513 0.05845  
       Sum--> 2.54794  
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APPENDIX 3. VIEW and CONCENTRATION PLOT of COLLOIDAL SILICA 
PENETRATION THROUGH SAND 
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Table A3-1. Geotest Penetrometer Readings Taken On A Vertically Excavated Surface 
At 30 cm and 60 cm Distances From The Box Door 
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Table A3-2. Geotest Penetrometer Readings Taken On A Vertically Excavated Surface 
At 90 cm and 120 cm Distances From The Box Door 
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Table A3-3. Geotest Penetrometer Readings Take n On A Vertically Excavated Surface 
At 150 cm and 180 cm Distances From The Box Door 
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Table A3-4. Geotest Penetrometer Readings Take n On A Vertically Excavated Surface 
At 210 cm and 240 cm Distances From The Box Door 
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Table A3-5. Geotest Penetrometer Readings Take n On A Vertically Excavated Surface 
At 270 cm Distances From The Box Door 
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Figure A3-1. Top Surface Plot of Colloidal Silica Penetrated Volume 
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Figure A3-2. Excavation after 25 Days of Curing (1 foot through) 
 
 
 
 
 
Figure A3-3. Excavation after 25 Days of Curing (2 feet through) 
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Figure A3-4. Excavation after 25 Days of Curing (3 feet through) 
 
 
 
Figure A3-5. Excavation after 25 Days of Curing (4 feet through) 
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 Figure A3-6. Excavation after 25 Days of Curing (5 feet through) 
 
 
 
 
 
 Figure A3-7. Excavation after 25 Days of Curing (6 feet through) 
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 Figure A3-8. Excavation after 25 Days of Curing (7 feet through) 
 
 
 
 
 
 Figure A3-9. Excavation after 25 Days of Curing (8 feet through) 
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Figure A3-10. Excavation after 25 Days of Curing (9 feet through) 
 
 
 
 
 
Figure A3-11. Excavation after 25 Days of Curing (10 feet through) 
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Figure A3-12. Excavation after 25 Days of Curing (11 feet through) 
 
 
 
 
 
Figure A3-13. Excavation after 25 Days of Curing-No Colloidal Silica (12 feet through) 
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Figure A3-14. CS Concentration Plot at 30 cm and 60 cm (Source CS 9%) 
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Figure A3-15. CS Concentration Plot at 90 cm (Source CS 9%) 
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Figure A3-16. CS Concentration Plot at 120 and 150 cm (Source CS 9%) 
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Figure A3-17. CS Concentration Plot at 180 and 210 cm (Source CS 9%) 
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Figure A3-18. CS Concentration Plot at 210 and 270 cm (Source CS 9%) 
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Figure A3-19. CS Concentration Plot at 300 cm (Source CS 9%) 
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APPENDIX 4. SOME PICTURES OF THE PILOT SCALE FACILITY 
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Figure A4-1. General View of the Test Facility During Low Rate Experiments 
 
 
 
 
 
 
Figure A4-2. General View of the Test Facility during High Rate Experiments 
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Figure A4-3. Manual Sampling Ports and Electrical Conductivity System 
 
 
 
 
 
 
Figure A4-4. Filling of Box using Hooper 
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Figure A4-5. Removal of the Top Lid after High Rate Experiment 6 
 
 
 
