We study the behaviour of ℵ-compactness, extent and Lindelöf number in lexicographic products of linearly ordered spaces. It is seen, in particular, that for the case that all spaces are bounded all these properties behave very well when taking lexicographic products. We also give characterizations of these notions for generalized ordered spaces. 
Introduction

A linearly ordered topological space (abbreviated LOTS) is a triple (X λ( ) ), where (X ) is a linearly ordered set (abbreviated LOS) and λ( ) is the usual interval topology defined by (i.e., λ( ) is the topology generated by { ] →[ : ∈ X } ∪ { ]← [ : ∈ X } as a subbase, where ] →[ = { ∈ X : < } and ]← [ = { ∈ X : < }).
A generalized ordered space (abbreviated GO-space) is a triple (X τ ), where (X ) is a linearly ordered set and τ is a topology on X such that λ( ) ⊆ τ and τ has a base consisting of order convex sets, where a subset A of X is called order convex, or simply convex if ∈ A for every lying between two points of A [4, 6] .
It is well known that a topological space (X τ) is a GO-space together with some ordering X on X if and only if (X τ) is a topological subspace of some LOTS Y λ( Y ) Y with X = Y X , where the symbol Y X is the restriction of the order Y to X , so any GO-space has a linearly ordered extension. Note that a LOTS Y λ( Y ) Y is called a linearly ordered extension of a GO-space (X τ X ) if X ⊂ Y , τ = λ( Y ) X and X = Y X [5] . Any GO-space X has a linearly ordered extension Y such that X is closed in Y (see below).
For the sake of completeness we give the following definition: An ordered pair (A B) of disjoint subsets of a LOS X is said to be a gap if
(ii) < whenever ∈ A and ∈ B, (iii) A has no maximal element, and B has no minimal element. l A has no maximal element, and B has a minimal element, (iv) r A has a maximal element, and B has no minimal element.
Consider the following linearly ordered extension of an arbitrary GO-space (X τ ). Define X * to be a subset of X × Z, where the order on X × Z is the lexicographic order, by
Let X * be a LOTS by the order topology. Then it is easily seen that X is homeomorphic to the closed subspace X × {0} of X * . Consequently, X * is a linearly ordered extension of X [6] . If X is a LOTS then it has no pseudogaps. We denote the set of all gaps of a LOS X plus X itself by X + and define a linear order on X + in a natural way. Namely, if = (A B) is a gap in X then we let < for all ∈ A and < for all ∈ B. If X is a LOTS and we introduce the order topology on X + we obtain a compactification of X . More generally, if X is a GO-space, then X * + is a compact space which contains X as a subspace. The closure of X in X * + is a compactification of X , which is called the Dedekind compactification (or Dedekind completion, where the term completion is with respect to the order), which we also denote by X + . Note that if X is a LOTS then X
Compactness and lexicographic products
In the rest of the paper we assume that |X | ≥ 2 for any LOS X . Let X = L α<µ X α be the lexicographic product of X α , α < µ, where µ is an ordinal number > 1 and X α is a LOS for every α < µ. It is not difficult to see that = ( α ) is the maximal element of X if and only if α is the maximal element of X α for every α < µ. Analogously, = ( α ) is the minimal element of X if and only if α is the minimal element of X α for every α < µ. Let us begin with the following observation which describes the supremum of a non-empty subset of X .
(a) Suppose that X α is complete for all α < µ, and let ∅ = A ⊆ X . Define γ by induction as follows. If α is defined for all α < γ, then γ = sup ∈ X γ : there exists ∈ A such that α = α for all α < γ and γ = here we use the convention = ( γ ) γ<µ and sup ∅ = 0. Then = ( γ ) γ<µ = sup A.
(b) Without the completeness assumption on X α , for ∅ = A ⊆ X , define = ( γ ) γ < µ as in (a) above, but with γ ∈ X + γ . Then = ( γ ) γ<µ ∈ X is equal to sup A if and only if ∈ X and = , or there exists β < ν, where ν = min {γ : γ / ∈ X γ }, such that γ = 1 for β < γ ≤ ν, β has an immediate successor in X β , and
Example 2.1.
In relation to the above, let us consider the following two examples: The following result is known (we include a short proof).
Theorem 2.2.
X is complete if and only if X α is complete for all α < µ.
Proof. Sufficiency follows from the observation (a) above, where one notes that if a lattice L is bounded and any non-empty subset of L has a supremum, then L is complete. Conversely, suppose ∅ = Z ⊆ X β for some β < µ. Since X is complete it has a maximal element = ( α ), so that α is the maximal element of X α for every α < µ, as mentioned 
Theorem 2.3.
The LOTS X = L α<µ X α is compact if and only if X α is a compact LOTS for every α < µ.
κ-compactness
Let κ be some infinite cardinal number.
Definition 3.1.
A LOS X is said to be κ-complete if every nonempty subset in X of cardinality ≤ κ has a sup and inf. An ℵ 0 -complete set is a σ -complete set. A LOS X is said to be Dedekind κ-complete if every nonempty bounded subset in X of cardinality ≤ κ has a sup and inf.
Definition 3.2.
A topological space X is said to be κ-compact (or initially κ-compact [7] ) if every open cover of X of cardinality ≤ κ has a finite subcover. An ℵ 0 -compact space is a countably compact space.
Now let X be a GO-space. A gap (or pseudogap) (A B) is said to be a κ-gap (or κ-pseudogap) if there is a cofinal subset in A or coinitial subset in B of cardinality ≤ κ. It is understood that in the case of pseudogap the cofinal/coinitial subset is in the part of the pseudogap which does not have a maximal/minimal element.
Suppose that X is a LOS and (A B) is a κ-gap and suppose further that there is a subset P of cardinality ≤ κ that is cofinal in A. Then it is not difficult to see that P does not have a supremum and, therefore, X is not κ-complete. Conversely, suppose that X is not κ-complete and P is a subset of cardinality ≤ κ that does not have a supremum in X . If P is not bounded above then (P ← ∅) defines an κ-endgap in X , where by P ← we mean the set { ∈ X : ≤ for some ∈ P}. If it is bounded above, then by letting S be the set of all upper-bounds of P, we see that (P ← S) defines a κ-gap in X . We thus obtain the following simple result.
Proposition 3.3.
A LOS X is κ-complete if and only if X does not have any κ-gaps.
We now prove the main result of this section.
Theorem 3.4.
A 
Corollary 3.5.
The following are equivalent for a LOTS X :
(c) X does not have any κ-gaps.
Lexicographic products of κ-compact spaces
As in Section 2, let X = L α<µ X α be the lexicographic product of X α , α < µ, µ > 1, where X α is a LOS for every α < µ. As in Section 3, let κ be some infinite cardinal number. Conversely, suppose ∅ = Z ⊆ X α for some α < µ, with |Z | ≤ κ. Since X is bounded above it has a maximal element = ( α ), so that α is the maximal element of X α for every α < µ, as already mentioned in Section 2. Let
It is then not difficult to see that if = sup A, then α = sup Z . The argument for inf is analogous.
Theorem 4.1 is not true if we do not require that X α are bounded. Indeed, let us look at the following three examples.
In the rest of the paper, for an element of a LOS X , by + we mean the immediate successor of in X if it exists.
Example 4.2.
Proof. Let Z be a countable subset of X . We let Z α = { ∈ X α : there exists = ( β ) ∈ Z with α = }.
Then let us look at the following two cases. Subcase II (a):
Example 4.3.
[0 ω 1 ) with the inverse order. Then both X 0 and X 1 are σ -complete but X is not. Indeed, the set A = {( 0) : < ω 0 } is a countable subset of X that does not have a supremum in X .
Example 4.4.
Let X = L α<µ X α be a LOTS where µ is a limit ordinal greater than κ. Let X κ = ]λ 0], where λ is any limit ordinal that is not cofinal with κ, and X α = {0 1} (with 0
in X exists, then it is evident that α = 1 for α < κ and X κ must have a minimal element, a contradiction. Consequently, X is not κ-compact.
Let us now analyse the situation of Theorem 4.1 if we do not require that X α are bounded for every α < µ. In fact we have the following result.
Theorem 4.5.
Let X = L α<µ X α be the lexicographic product of X α , α < µ, µ > 1, where X α is a LOS for every α < µ. We let Proof. Suppose that X is κ-complete. Fix α < α for every α < µ.
Dually one can prove the result for inf and, therefore, X 0 is κ-complete.
Dually one can prove the result for inf and therefore, X α 0 is Dedekind κ-complete.
, which exists by assumption. It is then evident that α = α for α < ω 0 and α = 0 for α ≥ ω 0 . Consequently, 0 ∈ X α for α ≥ ω 0 . Dually one can prove that 1 ∈ X α for α ≥ ω 0 .
in X , which exists by assumption. It is then evident that 0 = and α = 0 ∈ X α for every α > 0 .
The case for 0 is similar. Indeed, if 0 = ω 0 then (d 2 ) follows from (c). Now let 0 ∈ N and ( γ ) γ be a κ-set in X , where ∈ N 0 , such that sup( γ ) does not exist in X . Note that ( γ ) γ must be an unbounded set. One defines a κ-set ( γ ) γ = (( γα ) α ) γ in X as above and note that ( (e) Analogously one can prove the dual statement to (d).
We now prove the converse. Suppose that (a)-(e) hold, then X α is κ-complete for every α ≥ ω 0 and α = 0. Besides, the space X is Dedekind κ-complete for every ∈ N. Moreover, since X α is a bounded κ-complete space for every α ≥ ω 0 we have that L ω 0 ≤α<µ X α is also κ-complete by Theorem 4.1. We can, therefore, consider the product L 
Let X Y be LOS. Then X · Y is κ-complete if and only if the following conditions are satisfied:
(a) X is κ-complete and Y is Dedekind κ-complete;
(c) if Y has a κ-set without supremum (resp. infimum) then 0 ∈ Y (resp. 1 ∈ Y ) and every ∈ X has an immediate successor (resp. immediate predecessor).
Corollary 4.7.
If X Y are LOS such that Y is bounded, then X · Y is κ-complete if and only if X and Y are κ-complete.
Extent of lexicographic products
Let us recall the following cardinal invariant.
Definition 5.1.
A subset A ⊆ X of a topological space X is said to be discrete if the subspace topology of A is the discrete topology. The extent (X ) of X is the least infinite cardinal number κ such that every closed, discrete subset in X has cardinality ≤ κ.
Remark 5.2.
Let us note that a subset A of a topological space X is closed, discrete if every point in X has a neighbourhood that contains at most one point of A. In other words, the collection {{ } : ∈ A} is a discrete collection of subsets of X .
We now turn to the study of the extent of a lexicographic product of LOTS. Let us first consider the bounded case. Proof. Let ∈ X and for = 0 1 choose neighbourhoods U of ( ) such that U ∩ D ⊆ {( )}. We may assume that
It is enough to show that ] Proof. It follows by induction that it is enough to prove the result for the product of two spaces X 0 and X 1 , where X 1 is bounded. We need to show that every point = (
(b) 1 = 1 and 0 < 1. Suppose The dual statements for = (0 0) or 1 = 0 and 0 > 0 are proved analogously.
We remark that an analogous statement for infinite products is not true due to Theorem 5.9.
Corollary 5.6.
If X Y are LOTS such that Y is bounded, then (X · Y ) = max{ (X ) (Y )}.
Proof. The Proof. One may assume that = 0 as otherwise result is obvious. Let = ( α ) ∈ X be defined by
Note that = if γ = µ. There exists < < such that ]
[ ∩D contains at most one point. Since < , there exists ν < γ such that α = α for all α < ν and ν < ν . Now suppose that there exists ∈ D and ν < σ 1 , σ 2 < γ with the property that α = α for all α < σ 1 and σ 1 < σ 1 , and α = α for all α < σ 2 and σ 2 < σ 2 . This implies that < , < and therefore, = .
Remark 5.8.
The dual statement of Lemma 5.7 also holds.
Theorem 5.9.
Let X = L α<µ X α , where X α is a bounded LOTS for all α > 0. Then (X ) = sup α<µ (X α ).
Proof. To see that (X α ) ≤ (X ) for every α < µ, let us note that for any given β < µ, we have
and a singleton is a closed discrete subset. Consequently, if = ( α ) and D is a closed discrete subset of X β , then the subset E = {( α ) : α = α for α = β and β ∈ D} is closed and discrete in X .
We now show that (X ) ≤ sup α<µ (X α ). Thus suppose that sup α<µ (X α ) = κ and that there exists a closed discrete subset D ⊆ X with |D| > κ. We now define by induction a strictly increasing sequence γ 0 < γ 1 < γ 2 < < µ of ordinal numbers, γ ∈ X γ and α ∈ X α for γ −1 < α < γ , ≥ 1, such that It is surprising to note that Theorem 5.9 does not depend on the cardinality of µ. Lemma 5.7 also enables us to obtain the following interesting result. 
Corollary 5.12.
Let X = L α≤µ X α , where 0 1 / ∈ X µ . Then (X ) = |L α<µ X α | (X µ ).
Corollary 5.13.
Let X = L α<µ X α and suppose that there exists γ < µ such that 0 1 / ∈ X γ and X α are bounded for all γ < α < µ. Then
This corollary follows from applying Theorem 5.9 to L α≤γ X α · L γ<α<µ X α and then Corollary 5.12 to L α≤γ X α . Before going to our next theorem we need the following lemma.
Lemma 5.14.
Proof. Let Theorem 5.15.
Let X = L α<µ X α and suppose that {α : 0 1 / ∈ X α } is cofinal in µ, where µ is a limit ordinal. Then
Proof. Let us first note that given any β < µ, L β<α<µ X α does not have 0 and
≥ |L α≤β X α |. The inequality (X ) ≥ sup β<µ α≤β X α then follows. To get the inverse inequality, suppose D is a closed discrete subset of X and, for β < µ, let
It follows from Lemma 5.14 that D = γ<µ D γ . Since |D β | ≤ α≤β X α ≤ sup γ<µ α≤γ X α , we have |D| ≤ |µ| sup γ<µ α≤γ X α . We are only left to show that |µ| ≤ sup γ<µ α≤γ X α . Indeed, for β < µ, sup γ<µ α≤γ X α ≥ α≤β X α ≥ |β|, so that sup γ<µ α≤γ X α ≥ |µ| as required to show.
We can now state a general result for products of LOTS which are either bounded or do not contain 0 and 1.
Theorem 5.16.
Consider the product X = L α<µ X α such that given any α < µ, X α is either bounded or 0 1 / ∈ X α . Let S = {α : 0 1 / ∈ X α } and = sup S.
Proof. We finally consider LOTS which have 0 but not 1. Dual statements will hold for the case of LOTS which have 1 but not 0. For this purpose we will be using the following notation. For a LOS X we consider the left topology τ generated by the 
is a closed, discrete subset of (X τ ). 
Lemma 5.18.
Let X Y be LOTS, where
0 ∈ Y but 1 / ∈ Y . If D is a closed, discrete subset of (X τ ), then D × {0} is a closed, discrete subset of X · Y . In particular, (X · Y ) ≥ (X ).
Lindelöf number
Let us recall the following cardinal invariant. Thus, a regular topological space X has the Lindelöf property if and only if (X ) = ℵ 0 . One can also note that (X ) ≤ (X ) for any topological space X .
Remember that if X is a GO-space and U is a subset of X , then a (pseudo)gap (A B) is said to be covered by U if there is a convex set V such that V ⊆ U, V ∩ A = ∅ and V ∩ B = ∅. In other words, there exist ∈ A and ∈ B such that [ ] ⊆ U. A cover U of X is said to cover the (pseudo)gap (A B) if U has an element which covers (A B). The following lemma is known (for LOTS see [6] ).
Lemma 6.2.
An open cover U of a GO-space X has a finite subcover if every gap and pseudogap of X is covered by U.
Definition 6.3.
A gap (A B) of a GO-space X is said to be a two-sided κ-gap if A has a cofinal subset of cardinality ≤ κ and B has a coinitial subset of cardinality ≤ κ.
Definition 6.4.
For a GO-space X , the gap number (X ) is the least infinite cardinal number κ such that every gap in X is a two-sided κ-gap and every pseudogap in X is a κ-pseudogap. Now let (X τ ) be a GO-space and U an open cover of X . Denote by F U , the set of all gaps and pseudogaps of X which are not covered by U. It can be easily seen that F U is closed in X + and so is compact. Indeed, for every U ∈ U, let U = U ∪ { ∈ X + − X : is covered by U}. Then U is open in X + and
Lemma 6.5. The equivalence of (a) and (b) in Proposition 6.6 for κ = ℵ 0 was proved in [3] while that of (a) and (c), again for κ = ℵ 0 , was proved in [2] . Let us note that the equivalence of (a) and (b) in Proposition 6.6 gives the following result.
Corollary 6.7.
If (X τ ) is a GO-space, then (X ) = (X ) (X ).
We now turn to the lexicographic product of LOTS. In [3] If one has a product of the type in Theorem 5.16, one can use that same theorem, together with Lemma 6.8 and Corollary 6.7, to find the Lindelöf number of this product. For convenience we introduce the following notations. For a LOS X and ∈ X , we denote the cofinality of the set ]← [ by cof( ), the coinitiality of the set ] →[ by coi( ), the cofinality of X by cof(X ) and the coinitiality of X by coi(X ). Also, for a LOS X , let To conclude, we consider the following example.
Example 6.14. 
