Energy consumption of data center has increased dramatically due to the massive computing demands driven from every sector of the economy. Hence, data center energy management has become very important for operating data centers within environmental standards while achieving low energy cost. In order to advance the understanding of thermal management in data centers, relevant environmental information such as temperature, humidity and air quality are gathered through a network of realtime sensors or simulated via sophisticated physical models (e.g. computational fluid dynamics models). However, sensor readings of environmental parameters are collected only at sparse locations and thus cannot provide a detailed map of temperature distribution for the entire data center. While the physics models yield high resolution temperature maps, it is often not feasible, due to computational complexity of these models, to run them in real-time, which is ideally required for optimum data * Address all correspondence to this author. center operation and management. In this work, we propose a novel statistical modeling approach to updating physical model outputs in real-time and providing automatic scheduling for recomputing physical model outputs. The proposed method dynamically corrects the discrepancy between a steady-state output of the physical model and real-time thermal sensor data. We show that the proposed method can provide valuable information for data center energy management such as real-time highresolution thermal maps. Moreover, it can efficiently detect systematic changes in a data center thermal environment, and automatically schedule physical models to be re-executed whenever significant changes are detected. NOMENCLATURE N Total number of grid-points in physical models. n Total number of sensor locations. T Total number of time points. x M (s) Physical model output at location s.
x F t (s) Sensor measurement observed at time t and location s. b t (s) Value of model bias function at time t and location s. w t (s) Realization of a mean zero Gaussian process at time t and location s. ε t,s Random measurement error for sensor data at time t and location s. u t Vector of observed deviation of model output from sensor measurements at time t. α l The lth autoregressive coefficient of Autoregressive model. σ 2 Variance of the random measurement error. τ 2 Sill parameter in the covariance function of model bias. θ Range parameter in the correlation function of model bias. κ Order parameter in the correlation function of model bias. ψ Parameters in the state-space model. Q Batch size of each iteration in the projected stochastic descent algorithm. B Batch index of the projected stochastic descent algorithm. η B Step size of the Bth batch in the projected stochastic descent algorithm.
INTRODUCTION
As the demands of massive computing advance rapidly in every sector of the economy, data center energy consumption has dramatically increased in recent years. Hence, there is emerging need in the design and development of data center energy management systems to balance the need of operating the information technology (IT) equipment within acceptable standards, while avoiding the excessive use of energy for cooling [1] . To better understand the thermal management in data centers, environmental information such as temperature, air flow, and humidity are often gathered. Such information can be subject to change over time since, for example, server workloads might be higher during daytime or the cooling system might be adjusted at certain times during the day. Therefore one needs a network of real-time sensors to provide dynamic information about the operating conditions in a data center. The sensor readings of temperature are collected at fixed, short time intervals. However, due to the cost, these real-time sensors can only be deployed at a few selected locations. Thus the available sensor information is dense in time, but generally somewhat sparse in space. Detailed three-dimensional maps of temperature distributions are typically obtained via the output of physical models, which result from the numerical solution of a set of partial differential equations coupled with suitable initial and boundary conditions. In one implementation at IBM, the sensor readings provide input information for these models, mainly in the form of boundary data. The readers can refer to [1, 2] and references therein for a discussion on the use of partial differential equations for modeling physical phenomena, as the subject is outside the scope of this paper.Due to policies and time constraints, the physical model is usually scheduled to run at fixed time periods, for example, once per day. The interval defined by the times at which the physical model is scheduled to run is typically much longer than that during which the sensor data is collected. Hence, with the passage of time, there can be a discrepancy between the sensor readings and the corresponding physical model output. Aimed at providing modeling alternatives within the time interval during which the physical model is not yet executed, we propose a novel modeling method to perform real-time simulation by leveraging physical model output, which is available at a dense set of points in space, and the sparsely located real-time sensor data. Figure 1 illustrates the layout of a typical data center, which represents what is used in our case study in Section 3. Servers and other IT equipment are mounted in racks on a raised floor. This data center example has alternating "cold aisles" and "hot aisles", where the inlet side of a server faces a cold aisle, while the exhaust side faces a hot aisle. Cooled air is blown by the air conditioning units (ACUs) with large scale fans into the plenum of the data center thereby pressurizing it. The cooled air is then provided through perforated tiles, which are being placed in the cold aisles, to the inlets of the servers. The heated exhaust air from the servers is being returned to the ACUs via the ACU intake locations. For the energy management system considered in the case study, the physical model solver is executed at every midnight. To update the physical model for providing the real-time temperature distribution, our proposed approach is to take as one of its inputs a base temperature map, then correct the discrepancy and update the temperature map whenever new sensor readings are brought in, until the physical model solver is executed again. Incorporating the sensor data to update the physical model output, we develop a dynamic Gaussian process response surface approximation (GaSP) model. This proposed model can have a statespace representation, which enables us to utilize a Kalman filter and stochastic gradient descent algorithm as computational tools for updating the model whenever new sensor data is acquired. Moreover, under the proposed method we can forecast the future temperature map and quantify the uncertainties in the forecasts. The issued forecasts can be used to to detect changes in the data center operating environment. We remark that the proposed method is by no means restricted to the applications of real-time thermal management in data center. It is generally applicable to updating high-resolution but complex models using real-time field data. The remainder of this paper is organized as follows. Section 1 details the proposed dynamic GaSP model, which uses real-time sensor data to provide updates to a physical model simulation. In Section 2, we describe the state-space representation and the stochastic gradient algorithm to perform real-time updating, as well as the prediction and forecasting using the the proposed method. Section 3 demonstrates the proposed method through the application of a representative data center example. Concluding remarks and future extensions are given in Section 4.
Methodology
In this study, we consider an energy management system where a physical model is used to provide detailed high resolution thermal maps for monitoring the operating conditions in a data center. Real-time readings from a wireless sensor network, with thermal sensors deployed at several limited locations, are used to provide input data to the physical model. At the instance in time when the physical model solution is computed, the physical model output matches the sensor readings at the corresponding grid-points. However, the physical model is scheduled to run at some fixed time interval, which is much longer than the intervals at which the sensor readings are collected. Hence, with the passage of time, there will be a discrepancy between the output from the physical model and the corresponding sensor readings. In order to correct this "model bias" in the physical model output, we propose to connect the physical model and sensor data through the following dynamic model,
where x F t (s) is the sensor measurement at time t and location s, x M (s) is the physical model output at location s, b t (s) is the corresponding discrepancy between physical model output and sensor measurement and ε t,s is the measurement error identically and independently distributed as normal distribution with mean zero and variance σ 2 . Since the dynamic change of model discrepancy is not completely random over time, it is realistic to argue that the temperature change in a data center is often smooth if there is no systematic change in the physical settings of the data center. Therefore, we assume that the bias at time t is correlated with the bias of the past L time points and consider an autoregressive AR(L) model for b t (s).
where α l is the lth autoregressive coefficient which reflects the correlation between the model discrepancy at time t and that at the lth past time point. In addition, the bias function b(s) and b(s ) should be similar if locations s and s are sufficiently close to each other, which can be modelled through w t (s) as a realization of a mean zero GaSP process [3] . In GaSP, the covariance function of w(s) takes the specific form
where τ 2 is the sill parameter and ρ(s − s ) is a correlation function having the property ρ(0) = 1. A commonly used correlation function in statistical model validation [3, 4] is the Gaussian correlation function, i.e.,
where θ is the range parameter and κ is the often prescribed order parameter.
Model Estimation and Inference
In this section, we describe that proposed model in (2) can be translated into a state-space model which is useful for deriving an recursive algorithm for model estimation. Consider the sensors are deployed at n locations s 1 , . . . , s n . Let
be the vectors of sensor data at time t and
be the vectors of physical model output at the sensor locations. Denote u t = x F t − x M as the vector of observed bias of the model output from the sensor measurements and b t = (b t (s 1 ), . . . , b t (s n )) as the unobserved model bias, then the state-space model representation takes the form of
where the unobserved state vector
is the model bias at n sensor locations for the past L time points. Here Σ θ = {ρ(s i − s j ; θ )} i, j=1,...,n is the spatial corre-
where
is an identity matrix and 0 is a vector of 0; and R = (I n , 0, . . . , 0) . The observation equation (5) links the observed response u t with the unobserved state vector β t . The state equation (6) describes the dynamics of the state vector β t driven by stochastic input w t . Matrices A and Σ θ depend on unknown parameters θ and α 1 , . . . , α L . Under the state-space model representation, the dynamic bias can be estimated through the Kalman filter technique [5, 6] .
Online Parameter Learning
In the proposed model, the unknown parameters are ψ = (α 1 , . . . , α L , θ , σ 2 , τ 2 ). For parameter estimation, we consider the approach of maximizing the log-likelihood function. Let u 0:t = (u 0 , . . . , u t ) be the observed deviation up to time t, the log-likelihood function of the observed data can be written as
is the conditional distribution of model discrepancy at time t = 1 given observation at time t = 0. One can obtain the estimate of unknown parameter vector ψ byψ * T = arg min
under the constrains
Note that the constrains on α 1 , . . . , α L guarantees that the autoregressive process is stationary. However, this constrained optimization problem can be computationally expensive.
To obtainψ * T more efficiently, we apply the stochastic projected gradient method [7] to update ψ in an online fashion. Specifically, we consider a batch version of the stochastic projected gradient. Define an index set B = {m, . . . , m + Q} of size Q and we update the parameters ψ when a new batch of data of size Q is available. Given the previous parameter estimatesψ B−1 , we update parameter vector bŷ
where P G (·) is a projection operator onto the feasible set G and η B is the step size for batch B.
Prediction and Forecasting
In the data center application, the sensor data are often measured at limited locations but the interest is to get a full picture of the entire region. Additionally, the sensor locations often do not align with the grid-points of the physical model. Therefore, it is important to predict the model discrepancy at the grid-points. Denote s * to be the new locations for conducting the prediction, Given the data up to current time t, the distribution of predicted model bias at the new location s * is
where z α/2 is the upper α/2 quantile of standard normal distribution. Furthermore, we can provide a forecasting at the future time stamp, e.g., the distribution of one-step ahead forecasting b t+1 (s * )|u 0:t and its the (1 − α)% one-step ahead forecasting interval.
Case Study
In this study, we illustrate the proposed method via the application of monitoring thermal changes in a data center.
Data Description
The temperature data here are gathered from a real-life facility. In this facility, it is not realistic to expect sensor measurements to be collected at frequent intervals for a dense set of spatial locations. Therefore, physical models are used to generate representative maps of the temperature distribution, with the sensor measurements used for providing input information needed when computing solutions. From this point of view, physical models can be considered as the closest to the "real" or "true" data at the moment they are scheduled to execute. Henceforth, we refer to outputs of the physical model as the true temperature maps at the execution time. The physical model is scheduled to be executed at fixed time periods. Denote the base temperature map as the one obtained from the physical model output computed in the beginning. Since the periods for collecting the sensor readings are much shorter than those for solving the physical model, as time evolves, the base temperature map will deviate away from the sensor readings at the corresponding spatial locations. A statistical model based strategy is proposed to be used in between the fixed schedule set for running the physical model. It employs real-time temperature prediction, bias-corrected updating of the base temperature map, and automatic scheduling the physical model to be re-executed. In the data center energy management system, it is critical to monitor the temperature at the server inlet sides. Therefore, our demonstration will focus on the domain boundaries defined by the inlets of the server racks, which correspond to sections of the "cold aisles" in a typical data center layout, as depicted in Figure 1 . The experimental temperature data are available for 25 cases corresponding to different fan settings of the air conditioning units [1] . They represent the realistic scenarios in data center energy management systems. We generate simulated sensor readings for 1, 000 time points based on these scenarios. They were designed to represent a network of sparsely located sensors, for which readings are gathered frequently in time. The simulated sensor readings provided input data for the physical model solver, generating temperature maps along the 1,000 time points. The data center used in this case study has 15 server racks and two ACUs. The server racks are arranged in an alternating "cold-aisle", "hot-aisle" fashion, analogous to the typical layout shown in Figure (1) . There are four groups of racks placed contiguously to each other, namely, racks 1-5, 6-9, 10-12, and 13-15. In this case study, we show results along the inlet faces of racks 1-5. There are n = 35 sensors marked as the blue dots along these inlet faces, as shown in Figure 2 . The results from the physical model are output at grid points marked as black circles. Procedure 1. Real-time updating and automatic rescheduling of the physical model.
Step 1. Set t = 0, run a. Use "historical" data to get initial parameter estimatesψ 0 from (7). b. Run physical model to get simulation output at meshes
Step 2. Run a. When t = Q(B + 1), update parameter estimates according to (8) and set B = B + 1. b. Issue updated temperature simulation at mesh grid,
. . , N. c. Issue one-step ahead forecast of temperature simulation at n sensor locations,
. . , n and 95% forecasting intervals.
Step 3. Run
..,n are significantly different from x M t+1|t (s i ), go to Step 1; otherwise, set t = t + 1 and go to Step 2.
Discussion
Procedure 1 details the framework of the proposed methodology for real-time updating and detecting strategy in the data center thermal management. In Step 1, we initialize the statistical model parameters using "historical data"and obtain the base temperature map as the physical model output at t = 0.
Step 2 updates the statistical model parameters whenever a new batch of sensor data are available and issues bias-corrected temperature predictions and a one-step ahead forecast at the grid points. In Step 3, the one-step ahead forecast is compared with newly arriving sensor data to examine if any significant changes occur in the current data center settings. If so, go back to Step 1 and execute the physical model using sensor data measured under the new settings. Details of the analysis results are reported in two parts as follows.
Online Prediction. To obtain initial estimatesψ 0 as in Step 1(a), we consider sensor data of the first 300 time points as "historical" data. We then use the remaining 700 sensor data as temperature measurements in "real-time". For notation convenience, denote the time stamps as t ← (t − 301). Then the "real-time" sensor measurements are viewed as collected at t = 0, 1, . . . , 699. In this example we applies two consecutive time periods for "historical" and "real-time" data. However, any previous time period can be used for getting "historical" data which is simply for the purpose of initial estimation of the statistical model parameters. Figure 3 displays the prediction results at time t = 5, 55 and 105, respectively. Here we set the batch size Q = 50 so that the parameters ψ are updated every 50 time points. To check the accuracy of the prediction results, we request the physical model to be executed at the t=5, 55 and 105 with sensor measurements as input for boundary data, respectively. Since it is not realistic to obtain temperature maps from real measurements, such physical model outputs are consider as the closest scenario to the real temperature maps. The results show that the temperature prediction from the bias-corrected model closely resemble the temperature distribution from physical model output executed at t = 5, 55 and 105, respectively. We also compared the predicted temperature from the proposed model with the physical model prediction at two randomly selected grid locations. The results in Figure 4 further confirm that our proposed method can provide accurate prediction of the temperature distribution.
Online Detection. When the conditions in a data center have changed, for example a modification in the air conditioner settings, the temperature map output from the physical model may not be reliable any more. In this situation, it is thus important to detect such changes and re-execute the physical model. Under the proposed framework, at time stamp t we can detect changes based on the forecast of the expected temperature for the next time stamp t + 1 and their uncertainties. Specifically, these forecasts are compared with sensor measurements at the time point t + 1 for change detection. This detection strategy is based upon the assumption that the dynamic bias is stationary when there is no systematic change. If the sensor measurements deviate significantly from the issued forecasts, it implies that a significant change is very likely occurred in the current operating conditions. That is, the physical model needs to be re-executed in order to reflect the changes of conditions. The proposed framework applies statistical hypothesis testing to detect the changes, i.e., the forecasted temperature x t+1|t (s i ) significantly different from the sensor measurements x t+1 (s i ).Note that there are multiple sensors to be compared simultaneously. Thus a multiple testing approach is more appropriate, where each test has the null hypothesis
As the spatially correlated model bias leads to dependent test statistics, we apply false discovery ratio (FDR) test [8] for multiple testing to effectively control the false discovery rate for dependent testings [9] . Figure 5 (c). It is clear that a large jump occurred in the time series, which also occurs at the other 14 sensors located at the bottom of the inlet side. Actually at t = 171, there was a change of around 16,700 cubic feet per minute in the amount of air being supplied by the air conditioning units. Once a change has been detected, the energy management system can automatically process the request of re-executing the physical models.
Conclusion
In this work, we provide a statistical model based strategy to (i) update physical model output simulated at densely designed grids using real-time sensor data measured at sparsely deployed locations, and (ii) issue temperature forecasts and quantify the uncertainties in the forecasts which can be used to detect systematic changes in the data center. Such an effort can provide valuable information for data center energy management. First, with these real-time temperature distribution maps, the data center can still be closely monitored within the time interval during which the physical model is not yet executed. Moreover, instead of running physical models at fixed time periods, physical models can be automatically scheduled to re-execute whenever any changes are detected. Extensions of this modeling strategy include allowing for more flexible spatio-temporal dependence structures to accurately model the temperature distribution as well as incorporating outputs from multiple physical models and/or multiple sources of field data. 
