Abstract. We obtain a complete description of reducing subspaces, of a doubly commuting isometric covariant representation of a product system of C * -correspondences, as a direct summand of Hilbert spaces. This result generalize and give a new proof of the Wold decomposition for such representations due to Skalski-Zacharias. We provide a wandering subspace representations of doubly commuting induced representations and as an application we derive several characterizations of doubly commutativity condition for induced represenations of C * -correspondences.
Introduction
The classical theorem of Wold [19] , known as Wold decomposition, says that every isometry on a Hilbert space is either a shift, or a unitary, or decomposes uniquely as a direct sum of a shift and a unitary. In recent years, there has been several papers on Wold decomposition for various family of operators(e.g., commuting, noncommuting, doubly commuting etc.), see for example [6, 10, 12, 14, 15] . There are several applications of the Wold decomposition, however our work is motivated from a recent paper by Sarkar, Sasane and Wick [11] on invariant subspaces of doubly commuting shift of the Hardy space over the polydisc. Pimsner [9] extended the notion of tensor algebras and their C * -representations for the C * -correspondences. In [6] , Muhly and Solel have extended the Wold decomposition, to C * -representations of tensor algebras of C * -correspondences, and also analyzed the invariant subspace structure of certain subalgebras of Cuntz-Krieger algebras. The Wold decomposition for a row isometry by Popescu [10] is a special case of the Wold decomposition in [6] . There is bijective correspondence between the set of all C * -representations of the tensor algebras and the set of all isometric covariant representations of the corresponding C * -correspondence (cf. [9] ).
Tensor product system of Hilbert spaces has been studied by Arveson [1] to classify E 0 -semigroups. Discrete product system of C * -correspondences is elaborated in [2] by Fowler. Solel [17] introduced the notion of doubly commuting covariant representations of product systems of C * -correspondences and explored their regular dilations. Skalski-Zakarias [14] presented Wold decomposition for doubly commuting isometric covariant representations, which is a higher rank version of M. Slocinskis well-known result (cf. [15] )for a pair of doubly commuting isometries. We generalize this result in Section 3(see Theorem 3.1) and give a different proof based on techniques used in [12] . We recently explored wandering subspaces for covariant representations of subproduct systems of C * -correspondences in [13] . In the setting of C * -correpondences induced representations, introduced by Rieffel [18] , plays the role of a shift. In final section based on Theorem 3.1 we explore wandering subspaces for doubly commuting induced representations.
1.1. Wold decomposition for isometric covariant representations of C * -correspondences. In this subsection we recall few definitions and elementary properties of covariant representations of C * -correspondences from (see [4, 5, 8, 9] ).
Let E be a Hilbert C * -module over a C * -algebra M. By L(E) we denote the C * -algebra of all adjointable operators on E. We say that the module E is a C * -correspondence over M if there exists a left M-module structure through a non-zero * -homomorphism φ : M → L(E) in the following sense
Each * -homomorphism considered in this paper is essential, that means, the closed linear span of φ(M)E is E. Every C * -correspondence has usual operator space structure induced from viewing it as a corner in respective linking algebra. If F is another C * -correspondence over M, then we may consider the notion of tensor product F ⊗ φ E (cf. [4] ) which satisfy
Definition 1.1. Let H be a Hilbert space, and E be a C * -correspondence over a C * -algebra M. Let σ : M → B(H) be a representation and T : E → B(H) be a linear map. Then the tuple (σ, T ) is said to be a covariant representation of E on H if
We say that the covariant representation is completely contractive if T is completely contractive. Moreover, it is called isometric if
The following key lemma was given by Muhly 
and satisfying T (φ(a) ⊗ I H ) = σ(a) T , a ∈ M. Moreover, T is an isometry if and only if the representation (σ, T ) is isometric.
We say that a covariant representation (σ, T ) is fully co-isometric if T is co-isometric, that is., T T * = I H .
Let E be a C * -correspondence over a C * -algebra M. Then for each n ∈ N, E ⊗n := E ⊗ φ · · · ⊗ φ E (n fold tensor product) is the C * -correspondence over the C * -algebra M, where the left action of M on E ⊗n is defined by
We use N 0 := N ∪ {0} and
Let ξ ∈ E, we define the creation operator T ξ on F(E) by
is called an induced representation (cf. [18] ) (induced by π).
The following notion of Wandering subspaces is from [3] :
The following Wold decomposition for an isometric covariant representation of a C * -correspondence is due to Muhly and Solel [6] (See also [3] 
where W := ran(I − T T * ) and T 0 := σ.
In the case of isometric covariant representations of product systems Solel proved in [17] that the doubly commuting condition (2.1) is equivalent to Nica-covariance (see [7] ). Our main theorem, Theorem 3.1, extends Theorem 1.5 for the doubly commuting isometric covariant representations.
From Theorem 1.5 it is clear that, (σ, T ) is an induced representation if and only if there exists a wandering subspace
In this case, the subspace W = ran(I − T T * ). Indeed,
1.2. Notations and preliminaries for doubly commuting case. Throughout the paper k ∈ N. The central tool we require is a product system of C * -correspondences (see [2, 16, 17, 14] ): The product system E is defined by a family of C * -correspondences {E 1 , . . . , E k }, and by the unitary isomorphisms t i,j :
Definition 1.6. Assume E to be a product system over N k 0 . A completely contractive covariant representation (cf. [14] ) of E on a Hilbert space H is defined as a tuple (σ, T (1) , . . . , T (k) ), here σ is a representation of M on H, and T (i) : E i → B(H) are linear covariant completely contractive maps satisfying
as well as
) is isometric as a covariant representation of the C * -correspondence E i , and similarly fully coisometric is defined.
We say that two such completely contractive covariant representations (σ, T (1) , . . . , T (k) ) and (ρ, S (1) , . . . , S (k) ) of E, respectively on Hilbert spaces H and K, are isomorphic (cf. [14] ) if we have a unitary U : H → K which gives the unitary equivalence of representations σ and ρ, and also for each
is isometric, whose range is the closed linear span of
The orthogonal projection on this set will be denoted by P i l , and hence
. Let E be the product system over N k 0 , and let π be a representation of M on a Hilbert space K. Define the Fock module of E,
where T ξ i denotes the creation operator on F(E) determined by ξ i . Any covariant representation of E which is isomorphic to (ρ,
It is easy to see that the above representation is isometric.
Elementary Computations in the doubly commuting set up
The following definition of the doubly commuting completely contractive covariant representation of E is from [17] and due to Solel:
Assume that (σ, T (1) , . . . , T (k) ) is a doubly commuting isometric covariant representation of E on H. For distinct i, j ∈ {1, . . . , k} we have
In general, let us consider
We prove P i 1 P j l+1 = P j l+1 P i 1 by Mathematical induction,
In particular,
We recall the following definition of reducing subspaces from [14] : 
k}. Then it is evident that the natural 'restriction' of this representation provides a new
representation of E on K, which is called a summand of (σ, T (1) , . . . , T (k) ) and will be denoted by (σ,
, it is enough to check K reduces σ(M), and P K commutes with T (j) T (j) * .
For a doubly commuting isometric representation (σ, T (1) , . . . , T (k) ) of E on a Hilbert space H, using Equation 2.2, we have
, for i, j ∈ I k with i = j. Therefore for j / ∈ A, the following holds:
Hence W A is (σ, T (j) ) reduces for j / ∈ A. Therefore we have the following basic observation regarding invariant subspaces of a doubly commuting isometric covariant representations: Proposition 2.5. Let E be a product system of C * -correspondences over N k 0 and let (σ, T (1) , . . . , T (k) ) be a doubly commuting isometric covariant representation of E on a Hilbert space H. Let A be a non-empty subset of
For a closed subspace K, we use notation L i l (K) for the closed subspace generated by
When l = 1, we denote it by L i (K). 
and hence
for all j ∈ A. The second equality follows from (2.4). This completes the proof.
Wold decomposition for doubly commuting isometric covariant representations
Moreover, for a given closed subspace K, we use symbol 
In particular, (we get [14, Theorem 2.4] which says) there exist
and for each A ⊂ I k and H A = {0}; (σ, T (i) )| H A is an induced representation whenever i ∈ A and (σ, T (i) )| H A is fully coisometric whenever i ∈ I n \ A. Moreover, the above decomposition is unique.
Proof. We shall prove this result by Mathematical induction. Suppose m = 2 : Apply Wold decomposition, Theorem 1.5, to the isometric covariant representation (σ, T (1) ), we get
Since W 1 is a (σ, T (2) )-reducing subspace, by applying the Wold decomposition to (σ, T (2) )| W 1 , we have
where the second equality follows from corollary (2.5). Therefore
where A = {1, 2}. Applying Theorem 1.5 again for the isometric covariant representation (σ, T (2) ), we obtain
where Q 2 n 2 := P 2 n 2 −P 2 n 2 +1 . From Equation 2.3, it follows that Q 2 n 2 commutes with P 1 n 1 , for each n 1 ∈ N 0 . Moreover, Q 2 n 2 (H) reduces P 1 n 1 , and we have
This implies
After applying Equations 3.1 and 3.2, we get
For the case m + 1 ≤ k. Let us assume that for each m < k, we have H = A⊂Im H A , where for each non-empty subset A of I m
and when A is an empty set,
We want to prove this result for m + 1 ≤ k, that is,
Since W A is (σ, T (m+1) )-reducing subspace for all non-empty subset A ⊂ I m , Theorem 1.5 for (σ, T (m+1) )| W A provides us
Note that W A ∩ W m+1 reduces (σ, T (m+1) ) and (σ, T (i) ) for each i ∈ A, therefore
where B = A ∪ {m + 1}. Using Theorem 1.5, for the isometric covariant representation (σ, T (m+1) ), we have
When A is an empty set,
It follows from the above ortogonal decomposition of H that (σ, T (i) )| H A is an induced representation for all i ∈ A, and fully co-isometric for all i ∈ I m \ A (cf. Theorem 1.5). The uniqueness also follows immediately from the uniqueness of Theorem 1.5.
Application: Wandering subspaces for doubly commuting induced representations
Let E be a product system of C * -correspondences over N k 0 . Let (σ, T (1) , . . . , T (k) ) be an isometric covariant representation of E on a Hilbert space H. A closed σ(M)-invariant subspace W is said to be wandering for (σ,
In the following corollary we discuss wandering subspace representations in the doubly commuting case.
Corollary 4.1. Let E be a product system of C * -correspondences over N k 0 . Let (σ, T (1) , . . . , T (k) ) be a doubly commuting isometric covariant representation of E on a Hilbert space H such that (σ, T (j) ) is an induced representation for each j ∈ I k . Then
is a wandering subspace for (σ, T (1) , . . . , T (k) ) and 
In the next theorem, we characterize doubly commuting condition for k number of induced representations of corresponding C * -correspondences (see [15, Theorem 1] and [12, Theorem 3.3] for doubly commuting shift case): (1) There exists a wandering subspace W for (σ,
(2) For every j ∈ I k , (σ, T (j) ) is an induced representation and (σ,
) is an induced representation and the wandering subspace for (σ, T (j) ) is Then for all i = j and ξ i ∈ E i , we have (I E j ⊗ T (i) )(t i,j ⊗ I)(I E i ⊗ T (j) * )(ξ i ⊗ h)
n )(ξ i ⊗ ξ j n ⊗ h n )) (using Equations 1.1, 1.2) = T (j) * T (i) (ξ i ⊗ h)) (using Equation 4.1).
Hence (σ, T (1) , . . . , T (k) ) is doubly commuting.
(2) =⇒ (3): By Corollary 4.1 we obtain
and hence (3) follows. (3) =⇒ (4): Given that (σ, T (j) ) is an induced representation with the wandering subspace
It follows that
and hence (4) follows. w n , where w n ∈ E(n) ⊗ σ 0 W I k .
Then it is easy to see that U T (j) (ξ j ) = S (j) (ξ j )U, U σ(a) = ρ(a)U for every ξ j ∈ E j , a ∈ M, j ∈ I k , where (ρ, S (1) , . . . , S (k) ) is an induced representation induced by σ 0 .
(5) =⇒ (1): is obvious.
