The effect of crystal size and initial dislocation density on surface roughness evolution in FCC single crystals during the early number of cycles of mechanical cyclic loading is investigated using three dimensional discrete dislocation dynamics simulations. Crystals having size less than 2 lm show early development of surface slip localization, while larger ones show a more uniform distribution of surface steps. The surface roughness is found to increase with increasing number of loading cycles with larger crystals showing a high roughening rate compared to smaller crystals. Double cross-slip is observed to be the main mechanism that derives the development, growth and thickening of surface slip bands. The maximum surface height, which is an indicator of the surface stress concentration is observed to increase linearly with the number of loading cycles and quadratically with the crystal size for the simulated number of cycles. Finally, the results are shown to be in agreement with experimental results and provide further physics based understanding on the mechanisms controlling the evolution of the surface roughness.
Introduction
Fatigue under cyclic loading is one of the leading causes of failure in mechanical and structural components [1, 2] . While fatigue failure has been subject to intensive studies for almost 150 years [3, 4] , a complete understanding of the complex mechanisms that lead to fatigue failure is still elusive [3] . The complexity of the fatigue failure process stems from its sensitivity to many factors, including the loading type, microstructure, material heterogeneity, and environmental conditions among other factors [5] . Furthermore, the mechanisms responsible for fatigue crack initiation and propagation take place over multiple length and time scales [6] .
The fatigue failure process can be divided into two stages, fatigue crack initiation (nucleation), and fatigue crack propagation [4, 5] . The crack nucleation stage is the least understood of the two and understanding the mechanisms that control it is the first step in the process of extending the lifespan of materials through appropriate microstructure design. Cracks can nucleate at grain/ twin boundaries [7] , at an inclusion interface [8] , or at the crystal free surface [5, 6, 9] , with the latter being more prominent at room temperature [5, 9] . One of the earliest experimental observations of what was understood later as a precursor to fatigue crack nucleation at a free surface was made by Ewing and Humfrey [10] , where the surface was observed to roughen in the form of sharp surface slip bands on the surface of polycrystalline iron specimens. These surface slip bands are in the form of extrusions/intrusions that render an initially smooth crystal surface into a rough one, and the heights/depths of these extrusions/intrusions were shown to increase with increasing number of cycles [4, 11, 12] . The edges of these extrusions/intrusions usually make sharp angles with the crystal surface leading to high local stress concentrations. When these local stresses are high enough, atomic bonds break leading to surface crack nucleation [13, 14] . This view was further confirmed by a number of experimental studies [6, [15] [16] [17] [18] [19] [20] .
With the growing interest in micro/nanoelectronics and microelectrical-mechanical systems, significant interest has been directed towards developing an understanding of the mechanical properties of metals at small scales. While numerous experimental and computational studies have focused on size-scale effects on the mechanical properties of metals during monotonic loading (c.f. [21, 22] ), far less attention has been directed towards understanding the effect of the crystal size on the cyclic response of microcrystals. It should be noted that experimental studies of the cyclic deformation of microcrystals is technologically more challenging than bulk crystal studies. Nevertheless, a number of recent experimental studies have focused on the response of cantilever microbeams under cyclic bending [23, 24] as well as microwires under cyclic torsion [25, 26] loadings. However, none of these studies have focused on the effect of crystal size or initial dislocation density on the surface roughness evolution in microcrystals, which is important to understand as a precursor to crack initiation.
Over the past two decades, discrete dislocation dynamics (DDD) simulations have been extensively used to study many phenomena in the plastic deformation of metals [27] . However, only few DDD studies focused on simulations of cyclic loading. Of these, twodimensional (2D) DDD simulations of dislocation interactions with pre-existing cracks during monotonic and cyclic loading suggested that the dislocation density multiplication and plastic-zone size near the crack-tip are weakly influenced by the crack size [28] . Moreover, three-dimensional (3D) DDD simulations of a single surface grain during early stages of mechanical cyclic loading showed that the height of surface steps that form by dislocation escape from the free surface increases with increasing number of loading cycles and imposed plastic strain amplitude [29, 30] . However, those 3D DDD simulations were performed starting with a single Frank-Read source in the simulation cell, which corresponds to an unrealistically low initial dislocation density. In addition, 3D DDD simulations were also conducted to study the effect of long range stresses on the dynamics of screw dislocations in a PSB channel and the PSB flow strength [31] . Finally, the current authors performed a large set of 3D DDD simulations to quantify the dislocation microstructure evolution and cyclic hardening in free standing single crystals [32] . These simulations showed that the crystal size plays the dominant role in controlling dislocation multiplication, formation of dislocation cell-like structures, and cyclic hardening.
While such DDD studies have shed light on some aspects of cyclic loading, many important open questions remain to be addressed, including the role of crystal size and initial dislocation density on the surface roughness evolution and surface slip localization. To this end, the current work is an attempt in that direction. The paper is organized as follows. In Section 2, the computational methods are discussed, while the details of the numerical simulations are given in Section 3. In Section 4, the simulations results are presented and discussed in terms of the active dislocation mechanisms in an attempt to correlate the surface roughness evolution and the dislocation microstructure evolution. Finally, in Section 5 a summary and conclusions are presented.
Computational methods
All simulations results presented here are performed using a version of the open source 3D DDD code ParaDiS [33] that has been extensively modified by the authors at Johns Hopkins University. The original ParaDis structure was retained, however, the dislocation mobility routine for face-centered-cubic (FCC) crystals was altered to enforce the dislocation glide on the proper f1 1 1g slip planes, eliminating any possibility for artificial or unphysical dislocation climb. In addition, the algorithms handling short range interactions (e.g. dislocation collisions and topological operations) were redesigned to prevent the erroneous reorientation of dislocation segments out of their slip planes. Furthermore, a new atomistically-based cross-slip model has been implemented in the code [34] . This model accounts for the three recently characterized cross-slip mechanisms known as bulk, intersection, and surface cross-slip [35] [36] [37] [38] [39] .
New rules for tracking dislocation interactions with free surfaces were implemented to compute the surface displacement fields and model surface roughness evolution. When a dislocation segment escapes from the crystal free surface it is removed from the pool of active dislocations, and the time, location, and slip plane of the escape event are stored. In large simulations having large dislocation densities, the continuous storage of the records of escaping dislocation segments can lead to memory issues, as well as significant slow down in the displacement field calculations. Thus, a reduction algorithm was implemented to compress the escaped segment records when possible. The reduction is a lossless compression algorithm, in which the surface displacements due to the original dislocation-surface interaction information can be fully recovered from the compressed data. In the following two subsections, the displacement field calculations and the quantification of the surface roughness are discussed in details.
Displacement field calculation
The closed form solution for the displacement field of a single dislocation loop in an isotropic medium can be expressed as a line integral as follows [40] :
where u i (i ¼ 1; 2, and 3) are the three displacement components of the displacement vector, X is the solid angle subtended by the dislocation loop at the field point at which the displacement is calculated, b i are the components of the dislocation's Burger's vector, C is the dislocation loop curve, ijk are the components of the permutation tensor, m is the material's Poisson's ratio, and r is the magnitude of the position vector between a point on the dislocation curve and the field point. The continuous evaluation of the displacement field as defined by Eq. (1) necessitates the tracking of each dislocation loop throughout the simulation. To alleviate the significant computational burden associated with this continuous tracking of all evolving dislocation loops during the simulation, especially in the case of non-planar loops that continuously evolve on new slip planes due to cross-slip, a more efficient algorithm is developed here. In this algorithm, a virtual dislocation loop is created for each dislocation segment under consideration. As shown schematically in Fig. 1 , for any dislocation segment (AB) that escapes the free surface, an equivalent 5-segment closed-loop (OACDBO) is created during the displacement calculation step. This equivalent loop is constructed by first choosing an arbitrary anchor point, O inside the simulation volume. In the current simulations this point is chosen to be the point of intersection of the segment's slip plane with the z-axis. A copy (CD) of the dislocation segment (AB) is then created parallel to it on the same slip plane at a distance d such that both vectors (AC) and (BD) are normal to the crystal surface and lie on the same slip plane. The accuracy of the displacement calculations increases with increasing d [41] . It should be noted that this equivalent loop is planar and lies on the slip plane of the original dislocation segment. Consequently, when generating the equivalent loops for all the surface dislocation segments, the displacement fields from the (OA) segment of one loop and (BO) of the adjacent loop cancel out. Similarly, segments (AC) and (DB) of two adjacent loops cancel each other out. Hence, the end result of the displacement calculation is the displacement due to the actual surface dislocations without any contribution from the added equivalent dislocation loop segments. This makes the process of calculating the displacement fields of planar and nonplanar loops straightforward and accurate with no further special handling required, unlike other proposed approaches [42] . In these calculations, the displacement field of any dislocation segment not intersecting the surface is neglected since this field is smooth on the crystal surface and does not contribute to abrupt changes in the surface profile (i.e. surface roughness).
On the other hand, the solid angle term is typically computed as an equivalent closed-loop integration [43] . However, this formulation requires the selection of an arbitrary vector that can result in non-unique displacement fields under certain conditions. Alternatively, the solid angle of a geometric object subtended at a point P is defined as the area of the projection of the object on a unit sphere centered at P. Thus, the solid angle term in Eq. (1) is computed here by triangulating the planar equivalent dislocation loop and then the individual triangles are projected on a unit sphere centered at the field point. The area of the projected triangles can be calculated and summed giving the exact value for the solid angle. It is worth noting that the surface dislocation tracking method described here and the subsequent surface displacement calculations apply as is for all convex simulation cell geometries such as cylindrical and dodecahedral cells.
Surface roughness quantification
One typical way to quantify surface roughness is by using the maximum peak height, the minimum valley depth, and the first few statistical moments of the displacement amplitude distribution [44] . These parameters are typically used to correlate surface roughness to crack nucleation and failure events [5] . However, the dislocation evolution is usually heterogeneous, which leads to nonuniform dislocation surface escape events.
In order to correlate the surface roughness to the dislocation microstructure evolution, a roughness measure that takes into account the displacement amplitudes as well as their spatial distribution is required. One such measure is the Hausdorff dimension [45, 46] , which is a measure of the local surface complexity. The Hausdorff dimension is calculated by discretizing the undeformed surface into a uniform squared mesh with an element edge length . The surface displacement field is then interpolated at the corners of each element and the deformed surface geometry is obtained. The total area, A, of the deformed surface is then computed by summing the areas of each deformed element. This calculation is repeated for different values of , then the À A relationship is fitted to a power law having the form
where A o is the area of the undeformed surface, and D is the Hausdorff dimension, which ranges between 2 for a perfectly smooth surface to 3 for an infinitely rough surface.
The Hausdorff dimension is directly related to the slope of the power spectral density (PSD) distribution curve [47, 48] , which can also be used as a roughness measure. The PSD distribution gives the power in the normal displacement signal as a function of the normal displacement wavelength (or frequency). The surface roughness increases when higher powers are associated with higher frequencies and vice versa. The advantage of using the Hausdorff dimension over the PSD is that the Hausdorff dimension is a single scalar that quantifies the roughness distribution over the surface while the PSD is a one dimensional distribution. The loading is a fully reversed total strain controlled mechanical cyclic loading under a triangular wave loading profile with a constant total strain rate of _ ¼ 200 s À1 , and a total strain amplitude of De ¼ 0:4%. Thus, these situations mimic an experimental setting where the crystal is free standing and it is supported from both ends by soft grips. The initial dislocation density is varied from q o ¼ 10 11 to 10 14 m À2 and the initial dislocation microstructure consists of a random distribution of FR sources having lengths normally distributed with a mean length of 0:6D and a standard deviation of 0:03D. The FR sources are randomly distributed inside the crystal volume with uniform probability over all twelve FCC slip systems to reproduce a realistic dislocation microstructure evolution. Each simulation of a given crystal size and initial dislocation density is repeated three times with a different random starting FR source distribution to capture any statistical variations due to the initial dislocation distribution. In all current simulations, the image forces due to the free surfaces are neglected since they have a minimal effect on the overall dislocation microstructure evolution in crystals having D P 0:5 lm [30, 49] . Finally, all possible cross-slip mechanisms are allowed in all simulations with the appropriate activation energies and volumes reported in [34] .
Numerical simulations

Results and discussion
The size effect on cyclic hardening, dislocation multiplication rates, and dislocation structure formation were fully discussed in a previous publication by the authors [32] , and is beyond the scope of the current study. Nevertheless, for completeness a short synopsis is presented here first. Representative curves of the engineering stress and dislocation density versus the simulation time for simulations with an initial dislocation density of q 0 ¼ 10 À12 m À2 and crystal sizes D ¼ 0:5; 0:75; 1:0; 2:0; 5:0, and 7.5 lm are shown in Fig. 3 . In all simulations of different initial dislocation densities, it was shown that the cyclic hardening and dislocation density multiplication rate increase with increasing crystal size. Furthermore, the dislocation microstructure was shown to arrange in cell-like structures with high dislocation density walls and low dislocation density interiors only in crystals having sizes D P 2:0 lm.
The cell size and the wall thicknesses were shown to be independent of the number of cycles for the number of cycles modeled, while their numbers increase with increasing crystal size. Detailed discussions regarding the mechanical response and dislocation microstructure evolution can be found in [32] . In the following the focus is dedicated towards quantifying the evolution of the surface roughness as predicted from these simulations. Fig. 4 shows the surface morphology after 5 loading cycles for four representative simulations having different edge lengths and initial dislocation densities. In addition, the surface roughness evolution of a D ¼ 0:75 lm simulation cell having an initial dislocation density of q o ¼ 10 12 m À2 is shown in supplementary movie I. The major steps on the surface correspond to slip planes where the dislocation activity is the highest. The minor steps parallel to the major ones form due to double cross-slip events, which lead to the introduction of dislocations on parallel slip planes. On some surfaces, especially for smaller crystals when few dislocations are active, major surface steps make an angle of 45°with each other. This is a sign of a single cross-slip event introducing dislocations on the cross-slip planes of the active dislocation sources since FCC slip planes intersect the surface f0 0 1g planes at lines making an angle of 45°with the principal axes. When the surface plane contains the Burgers vector of a family of dislocations, no observable surface roughening takes place although the surface atoms are still displaced within their plane. The displacement contours are shown in Fig. 5 for the top surfaces of the same crystals shown in Fig. 4 at the same number of loading cycles where the 45°angle between the active slip plane is also evident. One can also qualitatively observe that the surface displacement magnitude scales with the crystal size. A more solid quantitative treatment of this observation is discussed below.
Two main modes of surface roughness can be qualitatively identified from these simulations. In the first mode, most plasticity is localized in a few deformation bands as shown in Fig. 4(d) . In this case, surface steps form and evolve contiguously within these bands with the remainder of the surface being mostly ''smooth". This is generally observed in simulations of smaller crystal sizes and/or in simulations starting with a low initial dislocation density. In the second mode, slip is distributed uniformly over the entire surface of the crystal as shown in Fig. 4(a) . In addition, distinct steps that are higher than their surroundings are also observed. This usually is observed in simulations of larger crystal sizes, or when the initial dislocation density is high. It can also be argued that the uniform roughness distribution takes place at early cycles, while localization in surface slip bands takes place later as has been observed in earlier studies [30] . The evolution of the surface displacements of crystals having the same initial dislocation density of q o ¼ 10 12 m À2 and different sizes for different number of loading cycles is shown in Fig. 6 where the spread of the surface roughness can be observed to take place for the larger crystal at a rate higher than that of the smaller crystal.
As shown schematically in Fig. 7 , the formation, growth, and thickening of surface slip bands can be correlated with the surface cross-slip activity. Surface cross-slip is the most frequent since it has the lowest activation energy [34] , thus, dislocation segments terminating on the surface frequently engage in surface cross-slip events that take one dislocation from one glide plane, and through double cross-slip, put it back on a plane parallel to its original glide plane. Combined with cyclic loading, the dislocation glides in one direction on its slip plane and in the opposite direction after double cross-slip, which causes the volume between the two planes to gradually extrude (or intrude). Furthermore, at the beginning of the surface slip band formation, the dislocation traverse distance is almost purely stochastic and the second cross-slip event can occur anywhere. However, as the array of dislocations on parallel slip planes gets denser, the stresses from the dislocations gliding on parallel planes can reduce the surface cross-slip activation energy further. This is because the activation energy of cross-slip depends on the separation distance of the two dislocation partials, which in turn depends on the Escaig stress acting on them (the Escaig stress is the stress component that brings the two partials closer or separates them further apart depending on its sign [34] ). Thus, the local stress field is an influencing factor on the cross-slip probability, and dislocations would preferentially cross-slip on unoccupied parallel planes where the back stresses are relatively lower. Fig. 8 shows both the surface roughness on two opposite crystal surfaces as well as the internal dislocation microstructure after different loading cycles for a crystal having edge length D ¼ 2:0 lm and an initial dislocation density of q o ¼ 10 13 m À2 . It is clear that the dislocation density near the free surface is distinctly lower than in the interior. This is due to the high degree of dislocation out-flux from the crystal surface as opposed to the high degree of dislocation storage in the interior of the crystal where the thick dislocations entanglements that form block other dislocations from motion. This would correspond to a lower stress near the surface, and also implies that the surface region would experience more plastic strain than the interior during every loading cycle [50] . These results are in agreement with monotonically loaded and cyclic loaded thin copper single crystals, in which it was shown that a flow stress gradient develops between the crystal surface and center [51, 50, 52] .
Furthermore, surface steps form initially near the middle of the surface and spreads out with increasing number of loading cycles. A similar trend can be observed for the dislocation microstructure, which becomes more dense as the number of cycles increases. In addition, the heights of the surface steps increase with increasing number of loading cycles, which implies that the developed roughness is irreversible even though the applied load is. The strong correlation between surface roughness and dislocation microstructure evolution as well as the surface roughness irreversibility have been observed in all simulated cases. While the former observation is expected, the latter needs further explanation. For a step to be erased, a dislocation with a Burgers vector opposite to that of the step has to be deposited at the exact location of the original step. The load reversal guarantees that these dislocations exist even in the cases of very low densities (in fact, a single Frank-Read source loaded cyclically would deposit both positive and negative steps on the surface), however, cross-slip usually moves the ''erasing" dislocations to parallel planes before they get a chance to cancel out the already formed steps since the time-scale at which cross-slip operates is much smaller than one half of a loading period. This explains the emergence of regions on the surface where the normal surface displacement rapidly fluctuates (i.e. regions where extrusions and intrusions form right next to each other on parallel planes).
The first few statistical moments (e.g. the mean and standard deviation) of the surface height distribution can be used to describe the evolution of the surface topography over time. However, crack nucleation depends on the stress concentration, which increases with increasing step height/depth. Thus, the most critical surface feature that should be tracked is the maximum surface height (MSH), defined here as the difference between the height of the highest surface peak and the depth of the deepest surface valley with the peaks and valleys determined based on the displacement field normal to the surface. The variations of MSH versus the number of loading cycles for different crystal sizes and initial dislocation densities are shown in Figs. 9 and 10 , respectively. In all simulated cases, there is a persistent growth in MSH as previously qualitatively discussed based on the deformed surface visualizations in Fig. 4 , and it is observed to increase with increasing cycle number. The MSH growth follows a staircase pattern in most cases with a burst in the step formation followed by a longer time interval with no new step development. The bursts take place slightly after the beginning of each cycle, and they correspond to the end of the elastic loading. This is the time when the applied stress reaches its peak value right before yielding, which suggests that the applied stress is the main driver for surface step formation rather than the dislocation interaction stresses. Furthermore, while not plotted here, the rate of growth of the mean absolute height, defined as the average of the peak heights and valley depths, is predicted from the current simulations in the range of 0.01 nm/cycle to 0.45 nm/cycle, which is in good agreement with experimental measurements in the first few hundred cycles [18] . Fig. 11(a) shows the variation of the MSH versus crystal size from all simulations having q o ¼ 10 12 m À2 at different number of loading cycles. It is observed that MSH increases with increasing crystal size, and its increase with increasing number of cycles, N, is more rapid for larger crystals. By fitting the data to a power law it is observed that the MSH for any given cycle number correlates with the square of the edge length (i.e. the surface area) of the simulation volume, with a correlation coefficient exceeding 0.76. Furthermore, the data also indicate that the MSH is proportional to the number of loading cycles for the number of cycles modeled here. Thus, it can be shown that for q o ¼ 10 12 m À2 the MSH follows the relationship:
where h max is the MSH. The linear variation with N implies that the dislocation flux from the crystal surface is constant such that the number of dislocations (or more precisely, the total Burgers vector) leaving the surface per unit time does not change for the same initial dislocation density. The quadratic variation with D is due to the number of sources that can contribute to a particular surface peak/valley. In FCC materials at room temperatures the dislocations move mainly by dislocation glide [53, 54] , hence, all dislocations escaping at a particular location on the surface glide on a particular slip plane that intersects the surface at this location. For a dislocation to glide on this particular plane, it needs to either be emitted from a dislocation source on this plane, or to be a result of a cross-slip event onto it. For a constant initial dislocation density, the number of sources per slip plane increases with increasing plane area, which is proportional to D 2 . Similarly, for a homogeneous stress field and temperature, the probability of cross-slip onto a particular plane increases with the plane's area [34] . It should be noted that this correlation is strictly valid for the first few hundred loading cycles. As was shown experimentally the step heights can increase nonlinearly with increasing number of cycles after the first 1000 cycles [18] , which is beyond the scope of the current simulations. Fig. 11(b) shows the variation of MSH with the initial dislocation density for three crystal sizes after 5 loading cycles. In the simulations of large crystal sizes, or those starting with high initial dislocation densities, the dislocation density multiplication rate is higher [32] , which in turn leads to a fast increase in the number of degrees of freedom. Thus, the simulations starting with an initial dislocation density q o P 10 12 m À2 where only continued for less than 10 cycles. As such, it is difficult based on the limited number of cycles reached in these simulations to derive a correlation between MSH, size, initial dislocation density, and number of cycles. Nevertheless, Fig. 11 (b) clearly shows a power law correlation between MSE and the initial dislocation density at a given crystal size and number of cycles. Further simulations are still needed to be able to derive a more general correlation.
The variation of the Hausdorff dimension with the number of loading cycles for different crystal sizes and initial dislocation densities is shown in Figs. 12 and 13 , respectively. Certain features are similar to those observed from the MSH evolution curves including the monotonic increase in the roughening rate as well as the direct relationship between the roughening rate and the crystal size. The drops in the HSD curves correspond to the partial removal of a surface step by a dislocation of an opposite sign, which reduces the overall step height. However, this does not necessarily reduce the surface roughness. The only way by which the surface roughness, and hence, the HSD would decrease is by the complete removal of a surface step such that the surface can return locally to its undeformed configuration. Practically, this should be an extremely rare event since it requires the exact number of oppositely signed dislocations escaping right at this surface step causing it to recede (or advance for intrusions) and vanish. Finally, the correlation between HSD and the initial dislocation density is less obvious for the range of initial dislocation densities modeled here due to the limited number of loading cycles reached.
Ultimately, the surface roughness evolution should be correlated with fatigue crack initiation, a process which typically occurs after thousands or millions of loading cycles if not more. The current study correlates the surface roughness evolution to the crystal size and initial dislocation density in the first few loading cycles. The main focus of this work is to give some insights on the physics of surface roughening. The method employed can be used to study the surface roughness evolution starting with any dislocation microstructure. However, in order to make the connection between the predicted surface roughening rates and fatigue failure, DDD simulations need to either simulate a large number of loading cycles, on the order of 1000 cycles at least, or alternatively, start with the dislocation microstructure and surface topology that typically evolve after that number of cycles. The first approach is unfeasible at this point because of the high computational demand of DDD simulations, which unlike other computational simulation methods like Molecular Dynamics or the Finite Element Method, have the distinctive feature of demanding more computational resources as the simulation proceeds since in most cases, the dislocation density tends to increase with increasing the number of loading cycles. The second approach however is more realistic. It requires the use of other experimental methods, such as Transmission Electron Microscopy (TEM) [55] , or computational methods, such as Continuum Dislocation Dynamics (CDD) [56] , to measure or predict the dislocation microstructure after the desired number of loading cycles and feeding them to the DDD simulation. The TEM method however works only for samples with smaller thicknesses and the CDD method does not resolve individual dislocations. Nevertheless, the results obtained from these methods can be fed into DDD pre-processors where a similar discrete dislocation microstructure can be generated. Atomic Force Microscopy (AFM) [57, 58] can be used to obtain surface roughness data, which can similarly be fed into DDD simulation codes as the initial surface geometry. In this hybrid approach, the DDD method serves as a way to resolve the fine mechanisms causing surface roughness evolution right before and at fatigue crack initiation since the low length and time scale mechanisms active at this critical point cannot be captured experimentally or modeled using field-based methods such as CDD. In this way, the entire fatigue process can be studied at the level of detail provided by the DDD method.
Another aspect of surface roughness evolution, which has not been addressed in this work is that of polycrystalline materials. While the surface roughness tracking method described above would not change in the case of modeling surface grains in polycrystalline materials, the DDD simulation itself should take into account the presence of grain boundaries by handling dislocation-grain boundary interactions. A number of works in the literatures report the use of two and three dimensional DDD in simulating the behavior of polycrystalline materials [59] [60] [61] [62] [63] [64] .
Summary and conclusions
In this work, three dimensional discrete dislocation dynamics simulations were performed to study the surface roughness evolution in FCC Ni single crystals subject to mechanical cyclic loading. Different crystal sizes starting with different initial dislocation densities were simulated. For the number of cycles modeled here, larger crystals showed a uniform surface step distribution compared to smaller crystals where the surface roughness was more localized in surface slip bands. The surface roughness was found to increase with the number of cycles and the roughening rate was found to be higher in larger crystals. A qualitative correlation between the dislocation microstructure evolution and surface roughness can be drawn where a higher and more spread out surface slip activity was found in the cases when the dislocation microstructure evolved to fill up the entire crystal volume. Surface cross-slip was found to play an important role in the thickening of surface slip bands. The maximum surface height evolution was predicted from the current to be proportional to the number of loading cycles and the square of the crystal size. The linear variation with the number of cycles implies a constant dislocation flux from the surface while the quadratic variation with crystal size is due to the increase of the number of sources per slip plane that contribute to the maximum height growth. The approach and results detailed here are a first step towards the development of fatigue crack nucleation models based on the surface stress and strain distributions.
