Abstract. This paper extends to non-controllable linear systems over rings the property FC s (s > 0), which means "feedback cyclization with s inputs": given a controllable system (A, B), there exist a matrix K and a matrix U with s columns such that (A + BK, BU ) is controllable. Clearly, FC 1 is the usual FC property. The main technique used in this work is the obtention of block decompositions for systems, with controllable subsystems of a certain size. Each of the studied decompositions is associated to a class of commutative rings for which all systems can be decomposed accordingly. Finally, examples are shown of FC s rings (for s > 1) which are not FC rings.
The paper is organized as follows. In Section 2, we define the s-cyclization property for not necessarily reachable systems in this way: if (A, B) is a system with res.rk(A, B) = r, then there exists a feedback matrix K and an input matrix U with s columns such that res.rk(A + BK, BU ) = r. A ring R is called a strong FC s ring if all systems over R are s-cyclizable. This unifies in some sense two previous concepts: for s = 1, the strong FC 1 property is the strong feedback cyclization property studied in [12] , while for arbitrary s, the strong FC s property extends to non-reachable systems the FC s property introduced in [10] for reachable systems.
In Section 3, we present the main technique used to extend results from reachable to non-reachable systems, which consists of various possible decompositions of systems, with a reachable subsystem of a certain size. The first decomposition, K r , studied in [12] , is similar to the classical Kalman controllability decomposition for systems over fields [15, Lemma 3.3.3] and allows to extract a reachable part of dimension r. The second decomposition, K s , was introduced in [10] , and roughly speaking,
gives the possibility of concentrating the residual rank of a system (A, B) among A and the first s columns of B. In addition, we introduce a third decomposition, K s r , which is in some sense a superposition of the two previous decompositions. Section 4 is devoted to giving characterizations of those rings for which all systems satisfy the given decompositions. The characterizations of rings obtained in terms of the K r property involve the existence of unimodular vectors in the image of certain matrices, and a necessary condition is that all unimodular vectors must be completable to invertible matrices. For the K s and K s r properties, the principal obstruction for systems to satisfy such decompositions is the stable range of the ring of scalars (precise definitions will be given later).
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(possibly s = 2). Finally, some concluding remarks are given.
Strong feedback cyclization with s columns.
The following definition is the natural way to extend to arbitrary systems the FC s property introduced in [10] . Some properties of systems are preserved if the system is affected by certain operations which simplify the structure of the matrices. We recall that two systems (A, B) and (A , B ) over a ring R are feedback equivalent if there exist invertible matrices P ∈ Gl n (R), Q ∈ Gl m (R) and a matrix K ∈ R m×n such that (A , B ) = (P AP −1 + P BK, P BQ). The matrices P, Q correspond to changes of basis, while K gives a feedback action that transforms the system (A, B) into the 'closed-loop' system (A+BK, B). We will use repeatedly the fact that the residual rank is invariant under feedback [5 Proof. We will illustrate only the proof of (i). The remaining proofs are exactly as in [11, Proposition 2.5] . Since R is a strong FC s ring, there exist matrices K =
K1 K2
and U =
U1 U2
with s columns such that res.rk
Reducing modulo I and using thatB = 0 we get that res.rk(Ā +BK 1 ,BŪ 1 ) ≥ r, and we are finished.
We say that a ring R is UCU (Unit-content Contains Unimodular) if, whenever U 1 (B) = R, there exists a vector u with Bu unimodular, see [1] . 
By the FC s property, there exist matrices K 1 , U 1 , where U 1 has s columns, such that 
Since Σ has a reachable part of dimension r, it must have residual rank ≥ r (this is proved in Lemma 3.3 below). Thus, (A, B) is s-cyclizable, and R is a strong FC s ring.
The case s = 1 of the above result is already proved in [12, Proposition 3.6] . In particular, if the famous conjecture "C[x] is an FC ring" is true [4, p. 124 ], then C[x] will be a strong FC ring.
The following two examples show why it is difficult to obtain counterexamples to the FC s property for some s > 1.
Example 2.5. One dimensional systems are always 1-cyclizable. Such a system
with residual rank zero is trivially 1-cyclizable, so we may assume that res.rk(Σ) = 1, i.e., the ideal generated by ( [1] ) is reachable, and hence, Σ is 1-cyclizable.
Example 2.6. The following two-dimensional system is 2-cyclizable:
If the ideal generated by b 1 , . . . , b m is not R, then res.rk(A, B) = 1 and the first column of B already gives a 1-cyclization for the system, i.e., the system is 2-cyclizable.
is reachable, and hence, (A, B) is 2-cyclizable. In particular, if R is a UCU ring, then any two-dimensional system (A, B) is 2-cyclizable: indeed, if res.rk(A, B) = 0, then there is nothing to prove, and if res.rk(A, B) ≥ 1, then B has unit content and hence B has a unimodular vector in its image, and therefore, following the proof of [2, Lemma 2], we see that the system (A, B) is feedback equivalent to some system in the form of (2.1), and thus it is 2-cyclizable.
After seeing these two examples, we know that the smallest possible counterexample to the FC 2 property must have sizes n, m ≥ 3 when the ring R is UCU, or dimension n = 2 and m ≥ 3 inputs when R is not UCU. We remark that in the latter 3. The block decompositions. We begin this section with a precise definition of the studied matricial decompositions.
Definition 3.1. Let (A, B) be a system of size (n, m) over R. We say that:
(i) (A, B) satisfies the property K r if it is feedback equivalent to . Also, note the following interpretation of K s : after a suitable transformation, the residual rank of (A, B) can be concentrated in A and in the first s columns of B.
Before obtaining the characterizations of commutative rings, we need a few lemmas, which collect some technical stuff needed to perform our work. 
499
(ii) If (A, B) is reachable, then so is (A 1 , B 1 ) . (A, B) .
and Q =
Proof. Both (i) and (ii) are immediate. 
Operating, we see that A = P AP
Therefore, (A , B 1 ) is equivalent to (
, which has residual rank r and is of the form ( 
Conversely, if res.rk(A +
B
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(ii) Any reachable n-dimensional system over R satisfies K r for all r ≤ n.
(iii) R is a GCU ring.
Proof. (i)⇒(ii) Let (A, B) be a reachable system over R of dimension n, and let (A , B ) be an equivalent system as in (i). For any r ≤ n, consider the system (A r , B r ) formed by the first r × r block of A , and the first r rows of B . Due to the triangular form of A , it follows
As (A , B ) is reachable, by Lemma 3.3(ii), (A r , B r ) must be also reachable, and K r holds.
(ii)⇒(iii) Let (A, B) be a reachable system. By K 1 , there exists a decomposition (P AP −1 + P BK, P BQ) with a reachable part (A 1 , B 1 ), so that B 1 -the first row of P BQ-is unimodular. Then for some column vector u, one has B 1 u = 1. Hence, P BQu is unimodular (its first entry is 1), and multiplying by the invertible matrix P −1 it follows that BQu ∈ im(B) is unimodular. 
If, after the sequence of equivalences, we have A = P AP −1 + P BK and B = P BQ for some invertible matrices P and Q, then we can remove Q by right-multiplication by Q −1 , obtaining an equivalent system in the required form. 
Then (i)⇔(ii)⇒(iii), and if s = 1, then all conditions are equivalent to the FC property.
Proof. The proof of (i)⇔(ii)⇒(iii) offers no difficulty and is only a repetition of the usual techniques. We will prove that (iii) implies (ii) in the case s = 1. For this, let R be an FC ring and (A, B) a reachable system over R. The existence of a reachable system (A + BK, Bu) forces u to be a unimodular vector. Since FC rings are GCU rings [1] , unimodular vectors can be completed to invertible matrices. (iii) R is a UCU ring with the strong FC s property.
Then (i)⇔(ii)⇒(iii), and if s = 1, then all conditions are equivalent to the strong FC property.
Proof. It is a straightforward adaptation of the previous proposition.
We will end this section by describing how our block decompositions can be used to derive feedback canonical or reduced forms for systems, provided we know how to reduce reachable systems with s inputs.
Let (A, B) be a system of size (n, m) over a principal ideal domain (PID) such that res.rk(A, B) = r. It is known that PIDs are UCU rings [4, p. 119] and also 2-stable [8, Theorem 2.3] . Therefore, by Proposition 4.6, the system (A, B) satisfies the property K 2 r with a reachable part (A 11 , B 11 ) of size (r, 2). Combining Lemma 3.3(iii) and Lemma 3.4(ii), we can replace the reachable part by any known canonical or reduced form (see [13] The next examples are mainly algebraic. We will only give the references where it is proved that the studied rings are GCU or UCU, indicating the stable range, if known, and then Proposition 4.4 will assure either the FC s or strong FC s property.
• We conclude that a solution could be obtained to the feedback cyclization problem for systems over a wide class of rings, by allowing more than one input (but as few as possible). The residual rank and the matricial decompositions have allowed us to treat successfully the case of non-reachable systems. Also, we have reenforced the idea that the main obstruction for a ring R to solve the feedback cyclization problem is the stable range and the existence of certain unimodular vectors, rather than the Krull dimension (see [10] 
