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Abstract 
 
Vibration based structural health monitoring has become more common in 
recent years as the required data acquisition and analysis systems become more 
affordable to deploy. It has been proposed that by monitoring changes in the 
dynamic signature of a structure, primarily the natural frequency, one can detect 
damage. This approach to damage detection is made difficult by the fact that 
environmental factors, such as temperature, have been shown to cause variation 
in the dynamic signature in a structure, effectively masking those changes due to 
damage. Another parameter, such as displacement estimates, may be better 
suited for damage detection, however and effective and accurate routine for such 
estimates is required.  A monitoring system on the I-35W St. Anthony Falls 
Bridge, which crosses the Mississippi River in Minneapolis, MN, has been 
collecting vibration and temperature data since the structures opening in 2008. 
This provides a uniquely large data set, in a climate that sees extreme variation 
in temperature, to test the relationship between the dynamic signature of a 
concrete structure and temperature. A system identification routine utilizing 
NExT-ERA/DC is proposed to effectively analyze this large data set, and the 
relationship between structural temperature and natural frequency is investigated, 
and a displacement estimation technique is proposed.  
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1. Introduction 
 
Vibration-based structural health monitoring of bridges has garnered 
significant research attention due to its simple premise: changes in the dynamic 
signature of a structure can be correlated to damage (Adams et al. 1978; 
Doebling et al. 1998).  It has been proposed that the dynamic signature, including 
natural frequencies, mode shapes, and damping, can capture global behavior 
using accelerometer measurements, in contrast to the local behavior captured by 
strain measurements.  Vibration monitoring systems have grown as the 
complexity of structures for which modal parameters can be determined has 
advanced through the use of system identification techniques (Peterson 1995). 
As such, these proposed vibration methods have been implemented as anomaly 
detection on numerous structures (Webb et al. 2015). 
As the required data acquisition and analysis systems become more 
affordable, vibration-based monitoring systems have grown in scale and duration.  
These large-scale, long-term systems should process and store vast amounts of 
data without wasting computation power and storage capacity with redundant or 
poor quality data.  As more long-term monitoring systems are deployed, efficient 
methods need to be developed to quickly and efficiently analyze large quantities 
of vibration data so that only pertinent information is archived.  The monitoring 
system on the I-35W St. Anthony Falls Bridge, which crosses the Mississippi 
River in Minneapolis, MN, has been collecting vibration and temperature data 
since the structure’s opening in 2008. This provides a uniquely large data set to 
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establish the characteristics of good signal for output only system identification to 
consistently and efficiently capture natural frequencies and mode shapes. 
Utilizing changes in the dynamic signature of a structure as a means of 
damage detection is made difficult as environmental factors, such as temperature, 
have been shown to cause significant variation in the dynamic signature of a 
structure, effectively masking those changes due to damage. For future vibration 
based structural health monitoring systems to be effective, the relationship 
between environmental factors and natural frequency must be understood such 
that variation in the dynamic signature due to environmental noise can be 
removed.  Utilizing the large data set of accelerations from the I-35W Bridge, 
these relationships can be investigated and better established. 
Given the significant variation in the modal parameters observed, changes 
in the dynamic signature of a structure may not be enough alone to detect 
damage.  As such, a simpler parameter, with a more immediate physical 
meaning, may be better suited for such monitoring programs. Displacement 
measurements are not only easily understood with an immediately applicable 
physical meaning, but they can be direct indicators of structural health as well as 
contain information useful to various engineering applications (J. Park, Sim, and 
Jung 2013).  Given the easily understood and information rich nature of 
displacement information, a method which would allow for displacement 
measurements, from the vibration data already being monitored on the I-35W 
Bridge, can be investigated and established. 
  
3 
  
2. Literature Review 
 
In recent years, with advancement in the required technologies, large-
scale and long-term structural health monitoring systems have become more 
widespread.  These systems can collect huge caches of data, however that does 
not necessarily satisfy stakeholders.  Before long-term, large-scale monitoring 
systems become truly feasible, they  need to provide answers to basic and 
pragmatic questions regarding maintenance and safety (Brownjohn et al. 2011).  
Potentially useful parameters, such as natural frequency and dynamic 
displacement, can be tracked almost continuously, but a need still remains to 
directly and efficiently correlate behavior to structural health. Long-term structural 
health monitoring strategies need to strike a balance between continuous and 
autonomous monitoring and data inundation (Rice et al. 2010). 
In an attempt to ensure all important events over the life span of a 
structure are recorded, one strategy implemented has been continuous data 
acquisition and monitoring.  The Tamar Suspension Bridge, located in the United 
Kingdom, has been instrumented with a long-term structural health monitoring 
system that collects data continuously.  The SHM system includes a vibration 
monitoring system which has continuously collected data, since 2006, at 64 Hz, 
which is then analyzed and stored in 10 minute segments (Cross et al. 2013).  
Though this has resulted in an information rich SHM database, it has also 
required that a “huge” amount of data to be stored and processed.  The data 
quantity is so large that multiple outages of the monitoring system have been 
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attributed to data storage issues as a result of the large quantity of data collected 
(Cross et al. 2013).  
Another data acquisition approach is regular and scheduled collection of 
available data.  A wireless SHM system containing accelerometers, 
potentiometers, and strain gages, was deployed on the New Carquinez Bridge in 
2010 (Y. Zhang, Kurata, and Lynch 2016).  The system is solar powered, and 
considering power consumption, was designed to only collect data every hour or 
every other hour when solar conditions are favorable, and every four hours 
otherwise.  When collected, 8 minute time histories of data are recorded, 
resulting in approximately 35 GB of sensor data since its deployment in 2010 (Y. 
Zhang, Kurata, and Lynch 2016).  Though this strategy limits the quantity of data 
collected and helps to conserve power, it does not guarantee that important or 
information rich events are captured. 
In an attempt to collect all important and information rich events, some 
have proposed triggering strategies to data collection.  A SHM deployment 
utilizing an event triggering approach has been deployed on the 2nd Jindo Bridge 
crossing in Korea, (Rice et al. 2010).  The system utilizes wireless sensors, 
which enter a sleep mode to conserve power.  A sentry node is selected to 
continuously monitor the data, and then alert the other nodes to begin recording 
when a triggering event has been detected (Rice et al. 2010).  This allows the 
sensor network to record data during long-duration and low frequency events.  
However, the time required to sense the event and then trigger and synchronize 
all the other nodes is such that a short-duration event would be missed (Rice et 
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al. 2010).  Though this system ensures only pertinent monitoring data is recorded 
while still conserving power, it does not ensure the recording of structural 
response to transient events such as earthquakes or traffic loading. 
The  viability of vibration-based monitoring has been limited due to the 
challenge of extracting meaningful information from the ‘noise’ in deployments 
(Brownjohn et al. 2011).  The dynamic signature is sensitive to measurement 
noise, environmental effects, modeling uncertainty and varying excitation, which 
often mask or mimic the modal behavior changes due to damage (Brownjohn et 
al. 2011; Zhang et al. 2013).  An environmental factor of particular interest is 
temperature, especially for monitoring systems, which aim to identify the dynamic 
properties. For example, Cawley demonstrated that a crack through 2% of the 
thickness of a cantilever beam produces the same magnitude change in the first 
natural frequency as a 0.05% change in length (Cawley 1997).  Such a change in 
length is easily attributable to a change in temperature.  Furthermore, the 
temperature of a structure can vary widely over the course of a day.  A calibration 
and malfunction detection routine for temperature sensors, proposed and tested 
on the Streicker pedestrian bridge on the Princeton University campus, was 
found to be most effective for temperature readings at night (12:00 am to 6:00 
am).  During the daylight hours, temperature fluctuations due to solar radiation 
were too large for the proposed method to be accurate (Abdel-Jaber and Glisic 
2016).  Additionally, positive temperature gradients (i.e. top surface of a structure 
warmer than the bottom surface) are most likely to occur during the day, whereas 
negative gradients occur at night (Hedegaard, French, and Shield 2013). 
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For a monitoring system utilizing dynamic system identification as a 
means for detecting structural changes, it is critical that sufficient data be 
collected so that the relationship between structural temperature and structural 
responses, such as natural frequency, are understood and can ultimately be 
compensated for.  An early field illustration of the variability in natural frequency 
with temperature was the monitoring of the Alamosa Canyon Bridge, a steel 
stringer bridge in southern New Mexico (Cornwell et al. 1999).  Vibration data 
collected over two 24-hour test periods showed that the first natural frequency 
varied by approximately 5% during the first test and the natural frequencies of the 
first three modes varied by 4.7%, 6.6%, and 5.0% respectively, in the second test. 
Given the significant variation, compensation for these unknowns in the dynamic 
signature is essential for adoption of dynamic signatures for infrastructure 
monitoring.  
Limited research in vibration-based monitoring has tried to both capture 
the environmental effects and establish their cause for future compensation. Xia 
et al. (2006) identified the mode shape, natural frequency, and damping of a 
simply-supported single-span reinforced concrete slab under varying temperature 
and humidity conditions.  They found that natural frequency decreased and 
damping increased as temperature increased, however the standard deviations 
of damping results were too large to easily quantify the relationship between 
damping and temperature. They also found that identified mode shapes did not 
appear to vary with temperature. Xia et al (2012) hypothesized that this 
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correlation between temperature and natural frequency is due to variation in the 
concrete modulus of elasticity. 
The monotonic relationship between temperature and natural frequency 
was also visible in the year-long monitoring of the Z24-Bridge, a post-tensioned 
concrete box girder bridge in Switzerland (Peeters and De Roeck 2001).  
However, with the longer monitoring period, they observed a distinctly bi-linear 
relationship between temperature and natural frequency of the first two modes 
(Peeters and De Roeck 2001).  As temperature increased from below freezing to 
0°C, the natural frequency decreased linearly.  From 0°C and up, the natural 
frequency still decreased linearly with temperature, but at a reduced rate. They 
concluded that the asphalt overlay only contributed significant stiffness to the 
system during periods of cold temperature, thus the observed bilinear behavior. 
Given the difficulties of using vibration monitoring and system identification 
alone as a means of damage detection, deflection monitoring has also been 
proposed as a tool for structural health monitoring.  Accelerometers are the most 
frequently used sensors for vibration monitoring, and there exists a direct 
relationship between acceleration and displacement.  Unfortunately, it is not a 
trivial task to determine displacements with reasonable accuracy from measured 
acceleration alone (Gindy et al. 2008).  Though LVDTs (linear variable differential 
transformers) are traditionally used to measure displacement directly, they 
measure relative displacement only.  For bridge deflections, this can often 
require construction of reference frames below the bridge in order to mount the 
LVDTs and record bridge displacement relative to some reference point below.  
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This can prove difficult as bridges are typically constructed over roadways, 
railroad right of ways, and waterways; all of which cannot be easily obstructed 
(Gindy et al. 2008). 
To account for the difficulty associated with measuring displacement 
directly, many researchers have proposed techniques to generate displacement 
estimates from measured accelerations.  Park (2013) et al. proposed a direct 
integration method, utilizing initial velocity estimation to account for integration 
bias and error.  In theory, displacement time histories can be determined through 
double integration of the recorded acceleration time history.  By assuming an 
initial velocity, the linear bias, which can result when integrating velocity to find 
displacements, can be eliminated from the estimated displacements (K. Park et 
al. 2005).  To estimate the initial velocity, an iterative process is required.  An 
initial velocity is assumed, double integration of acceleration is performed to 
determine displacement, and the average velocity as then determined from 
displacement is calculated.  This Process is repeated until the average velocity, 
as determined by estimated displacements, is zero.  To verify this method, a field 
test was undertaken using the Sap-Gyo Bridge in South Korea.  The structure 
was instrumented with LVDTs and accelerometers for eight dynamic truck tests.  
The acceleration time history was broken into segments over which the 
integration was performed.  As the segments became smaller, the accuracy of 
the displacement estimates increased, however the authors state that there are 
no guidelines for choosing the appropriate segments (K. Park et al. 2005). 
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In contrast to integration techniques, state estimation can be utilized.  
State estimation generally refers to techniques that allow for the description of 
the system states from vibration response data, given a system model (Lourens 
et al. 2012).  One of the well-known state estimators that have been proposed is 
the Kalman filter.  State estimators, such as the Kalman filter, assume broadband 
input forces when no measurement of the input is available (Lourens et al. 2012).  
To demonstrate the robustness of the Kalman filter technique, Smyth and Wu 
(2007) demonstrated the ability of the technique to estimate displacement of a 
linear and a non-linear single degree-of-freedom oscillator subjected to recorded 
ground motion from the 1999 Chi-Chi earthquake.  When subjected to the given 
ground motion, the non-linear SDOF Kalman filter was able to estimate 
displacements with an RMS error of 5%.  As it is likely that noise is present in the 
recorded acceleration time histories, the effect of measurement noise was 
investigated using the linear SDOF system.  Assuming 10%, 30%, and 50% 
measurement noise, the Kalman filter estimated displacements with a normalized 
RMS error of 4.85%, 13.41%, and 19.82% error respectively (Smyth and Wu 
2007).  RMS error of less than 20%, assuming 50% noise in the available 
acceleration records illustrates the robust ability of the technique to estimate 
deflection, assuming the system model available is accurate. 
The Kalman filter technique has been used to estimate deflection of large-
scale civil engineering projects as well.  An in situ test of two Kalman filter 
variants, the dual Kalman filter and the augmented Kalman filter, were conducted 
by Azam et al. (2015) using the 39 story Pirelli Tower in Milan.  To develop an 
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accurate state model, a 6,219 degree of freedom, three dimensional, finite 
element model was utilized.  The model was reduced to 39 degrees of freedom 
prior to implementation of the filter, and 2% modal damping was assumed (Azam, 
Chatzi, and Papadimitriou 2015).  Likewise, Lourens et al. (2012) performed a 
similar in situ experiment on a foot bridge in Belgium.  To construct the required 
state model, a 16,007 node, three dimensional, finite element model was 
constructed in the FE program ANSYS.  22 eigenmodes were identified and used 
to construct a reduced order modal state-space model of the structure.  To 
ensure the accuracy of estimated states, the model was updated using 
experimentally identified modal parameters.  In both instances, to account for 
measurement noise, a complex and detailed model of the structure of interest 
was required to ensure robustness of the displacement estimates. 
A structural health monitoring system deployed on the I-35W St. Anthony 
Falls Bridge, which crosses the Mississippi River in Minneapolis, MN, has been 
collecting data from over 500 sensors since the bridge opened in 2008.  This 
data includes data from thermistors, accelerometers, and various other data 
types, and has been collected nearly constantly, allowing for a unique opportunity 
to explore some of the issues associated with long-term monitoring systems.  
The cache of data allows for investigation into the relationship between dynamic 
properties of the structure and various environmental conditions, it allows for 
investigation into strategies and techniques to identify what data is worth 
analyzing and saving, and what data should be ignored, and it allows 
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investigation of techniques to extract performance measures, such as 
displacement, which are not easily monitored directly. 
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3. Data Acquisition and Processing 
 
Large-scale, long-term structural health monitoring systems have become 
more feasible in recent years as the required data acquisition and analysis 
systems are more affordable to deploy.  These long-term systems must process 
and store vast amounts of data without wasting computation power and storage 
capacity with redundant or poor quality data.  Large-scale, long-term vibration 
monitoring systems aim to leverage changes in the dynamic signature of a 
structure to assess global structural changes. Although the ability to continually 
collect vibration data at high rates exists, it is not feasible to store all of this data 
long term.  As more long-term monitoring systems are deployed, efficient 
methods need to be developed to quickly and efficiently analyze large quantities 
of vibration data so that only the pertinent information is archived. Previous 
researchers have used scheduled approaches, e.g. taking data every hour, or 
triggered sensing systems. A monitoring system on the I-35W St. Anthony Falls 
Bridge, which crosses the Mississippi River in Minneapolis, MN, has been 
collecting vibration and temperature data since the structure’s opening in 2008. 
This provides a uniquely large data set to establish the characteristics of good 
signal for output only system identification to consistently and efficiently capture 
natural frequencies and mode shapes. 
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3.1. Bridge Description and Instrumentation 
The new I-35W St. Anthony Falls Bridge, which opened to traffic on 
September 19, 2008, consists of two separate structures: parallel northbound 
and southbound crossings.  Both structures consist of four spans of post-
tensioned concrete box girders as shown in Figure 1.  Spans 1 through 3 are 
continuous, separated from span 4 by an expansion joint.  Spans 1, 3, and 4 
were cast-in-place, whereas the river span, span 2, was constructed using 
segmental precast construction.  Each bridge is 90ft-4in wide and carries 5 lanes 
of traffic.  Over 500 sensors were deployed on the bridge, including vibrating wire 
strain gages, thermistors, linear potentiometers, accelerometers, and others.  
The monitoring system has been collecting data since the opening of the bridge 
in 2008.  This large dataset represents a unique opportunity to investigate bridge 
behavior over multiple years, seasons, and conditions, with the underlying 
objective of developing structural health monitoring protocols using long-term 
data from an in-service structure.  In addition to the monitoring system, a detailed 
three-dimensional finite element model of the southbound structure was built 
(French et al. 2012).  The basic geometry of the model as well as the predicted 
mode shapes of the first four modes is presented in Figure 2.  Modes 1 through 3 
are bending modes and mode 4 is a torsional mode.  The natural frequencies of 
the first four modes, using finite element analysis, were found to be 0.750 Hz, 
1.464 Hz, 2.143Hz, and 2.414 Hz respectively (French et al. 2012).  The model 
was validated for static behavior only. 
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Of particular interest in this work is the long-term vibration behavior of the 
structure, which has not been investigated previously.  As part of the monitoring 
system, 246 thermistors and 26 accelerometers were installed, particularly in the 
river span of the southbound structure.  As shown in Figure 3, the center of the 
river span was heavily instrumented with thermistors in order to get detailed 
information on the temperature gradients through the cross section.  Hourly 
temperatures have been recorded as the temporal average of five readings 
during the first 15 minutes of every hour for each thermistor.   
Twenty-six Kistler 8310B2 accelerometers were deployed on the bridge, 
located on both the northbound and southbound structures, of which twenty were 
located in the southbound structure.  Twelve of the accelerometers were 
permanently positioned along the centerline of both boxes of both structures at 
misdpan of spans 1, 2 and 3.  Fourteen additional moveable accelerometers 
were located in the exterior box of the southbound structure.  The moveable 
accelerometers were placed in the current configuration shown in Figure 4 on 
May 11, 2010.  All accelerometers were oriented vertically except for Acc 8 and 
Acc 10, which were oriented transversely.  Acceleration signals were passed 
through a low-pass filter with a cutoff frequency of 159 Hz, and then digitized to 
16 bits at 1000 Hz.  The digitized data was then passed through a low-pass 
Kaiser window filter with a cutoff frequency of 23 Hz and decimated to 100 Hz.  
One accelerometer (SN 2060790) failed and was not recorded after February 6, 
2013.  Several outages of the southbound accelerometers have occurred, most 
recently from 7/5/2015 to 7/28/2015.  A complete list of outages, including the 
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northbound accelerometers, can be found in Appendix A.  The accelerometers 
have a range of ±2 g, a frequency response of zero to 250 Hz (± 5%), and a 
noise density of 38 μg/√Hz.  DC sensors as opposed to AC sensors were chosen 
with the intention of measuring static deflection of the structure, however, the 
typical ambient vibration signal amplitude of 10 mg, which lies on the 1g DC 
signal, uses a small portion of the analog-to-digital conversion range. The 
resulting low signal-to-noise ratio makes this integration difficult (French et al. 
2012). 
3.2. Signal Processing 
One of the objectives of the current work was to develop an algorithm to 
identify segments of acceleration data that could be used to identify natural 
frequencies and mode shapes with high confidence, four of which were 
consistently found.  Given the quantity and quality of the vibration data, the 
algorithm for identifying natural frequencies and mode shapes in an efficient and 
effective manner was not straightforward. A mode shape sorting technique, 
confidence measure, and process to identify a good signal were combined with 
the output-only NExT-ERA/DC system identification technique to achieve this 
objective. 
NExT-ERA/DC allows for significant “tuning” by the user to optimize both 
the success rate at which the target modal properties of a structure are identified, 
and the confidence level in those results.  To ensure NExT-ERA/DC was utilized 
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efficiently, the following parameters were investigated: modal order specification, 
number of data points, windowing, and reference channel selection. 
3.2.1. NExT-ERA/DC 
NExT-ERA/DC returns modal parameters such as mode shape, damping 
ratio, and natural frequency, given a time history of acceleration, and relies on a 
combination of two techniques: the Natural Excitation Technique (NExT) and the 
Eigenvalue Realization Algorithm (ERA).  
NExT allows the user to generate an impulse response function response 
from the ambient output response data for use with other techniques such as 
ERA (James III, Carne, and Lauffer 1993).  NExT was implemented by taking 
advantage of the MATLAB built in cross power spectral density (CPSD) and 
inverse Fourier transform (IFFT) functions.   
ERA, first developed by Juang and Pappa in the 1980’s (Juang, Cooper, 
and Wright 1988), allows for the extraction of modal parameters of a dynamic 
system through the assembly of the state transition matrix, A, which incorporates 
the eigenvalues and eigenvectors of a dynamic system in state-space form 
(Juang, Cooper, and Wright 1988).  ERA/DC is an expansion of this technique to 
include direct correlation, which allows for a reduction in system bias due to 
noise without mode overspecification (Juang, Cooper, and Wright 1988).  
Additionally, it has been demonstrated that ERA/DC is always at least as 
accurate as ERA alone (Nayeri et al. 2009).   Further discussion of NExT-ERA is 
presented in Appendix B. 
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3.2.2. Modal Order 
As twenty accelerometers are present on the southbound structure, the 
maximum number of measureable modes using NExT-ERA/DC is twenty.  As 
ERA/DC was utilized as opposed to ERA, the need for overspecification was 
reduced, and eventually it was determined unneeded.  For the next ERA/DC 
routine implemented on the I-35W Bridge, an assumed modal order of forty was 
utilized.  An assumed modal order of forty represents twice the number of mode 
shapes detectable with twenty accelerometers to account for results being 
returned in pairs.  The first four modes were specifically targeted out of all the 20 
possible modes identified, as higher order modes are difficult to consistently 
identify. 
3.2.3. Number of Data Points and Windowing 
Assuming the average vehicle travels at approximately 60 mph, it would 
take about 15 seconds to cross the I-35W St. Anthony Falls Bridge.  However, 
the signal used needs to include free ambient vibration in addition to the traffic 
inciting the response. Additionally, more data points in the signal should improve 
the output quality as the number of averages in the CPSD increases.  Therefore 
3 minutes of data, or 18,000 data points recorded at 100 Hz, was found to be 
sufficient for system identification and balance of signal length and vibration 
amplitude. 
The NExT routine employs the cross-power spectral density, which 
necessitates a window type, size, and percent overlap to calculate the impulse 
response function required for analysis with ERA/DC.  For a structure with the 
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first natural period T1, the frequency of the first two modes identified using NExT-
ERA/DC converge with a window size of 10T1, and the measured mode shapes 
converge at 25T1 (Nayeri et al. 2009).  Assuming the first natural period of the 
southbound structure was approximately 1.33 seconds, a window size of 25T1 
represented approximately 3325 data points, or 33 seconds.  This was rounded 
to the next power of two, 4096, to optimize the digital Fourier transform and allow 
for several averages.  The implementation of a window size of 4096 points with 
data collected at 100Hz allows for an identified frequency fidelity of 
approximately 0.024Hz.  Various combinations of 4096 points, 8192 points, 50% 
overlap, 75% overlap, and 87.5% overlap were investigated.  It was observed 
that 8192 points as opposed to 4096 points improved the success rate of the 
NExT-ERA/DC routine on the order of one or two percent, but significantly 
increased computation time.  Ultimately, a Hanning window of 4096 points and 
75% overlap were selected for implementing NExT on the three-minute vibration 
signals time histories.  
3.2.4. Reference Channel Selection 
Improper selection of reference channels can reduce the ability of NExT to 
separate noise from ambient vibration, therefore reducing the ability of NExT-
ERA/DC to identify modal parameters.  Two methods have been previously 
proposed: selecting a combination of reference channels that will be excited 
under all the target modes or selecting individual reference channels and 
combining NExT-ERA/DC results based on each reference channel individually 
(Nayeri et al. 2009).  A hybrid method was implemented for the I-35W St. 
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Anthony Falls Bridge data.  Three individual reference channels as well as one 
combination were utilized, meaning each 3-minute data segment was analyzed 
using NExT-ERA/DC four times with different reference channel sets, and the 
results where then combined.  The three individual reference channels chosen 
were SB SP 1 Ext, SB SP 2 Int, and Acc 6.  The combination used was Acc 2, 
Acc 3 and Acc 4.  SB SP 1 Ext was selected to target modes 2 and 3, as the 
sensor is located near the location of maximum relative displacement for those 
two modes.  Acc 6 was chosen to target mode 1 and SB SP 2 Int was chosen to 
target mode 4, because both are located near locations of maximum relative 
modal displacement, respectively.  The combination of Acc 2, Acc 3 and Acc 4 
was selected as all three accelerometers represented locations of non-zero 
displacement for the four mode shapes in question.  Reference channel location 
with respect to mode shape is shown in Figure 5.  Finally, to combine results 
from the independent reference channels as well as the reference channel 
combination, the result with the highest level of confidence, as measured by the 
consistent mode indicator (CMI), for a particular mode from a given 3 minute 
segment of data analyzed was assumed to best represent the system behavior 
for that mode. 
To investigate the ability of NExT-ERA/DC to identify each of the first four 
modes while reference channels were varied, the NExT-ERA/DC routine was 
repeatedly implemented, on one 3-minute time history selected each day from 
March 2013 to Mach 2014, with each reference channel used individually on 
each selected time history.  When comparing the results of each NExT-ERA/DC 
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run, mode 1 was found 85% of the time or greater when SB SP 2 Ext, Acc 1, or 
Acc 6 were used as reference channels.  Mode 2 was found 93.85% of the time 
when SB SP 1 Ext was used as a reference channel.  Mode 3 was found 68.31% 
of the time when SB SP 1 Int was used as a reference channel, and 64.31% of 
the time when SB SP 1 Ext was used.  Mode 4 was found 45.23% of the time 
when Acc4 was used as a reference channel, and 44.92% of the time when SB 
SP 2 Ext was used.  The complete results of this investigation are shown in 
Table 1.  Based on the results of the investigation SB SP 1 Ext, SB SP 2 Ext, and 
Acc 6 were chosen as the independent reference channels to target the first four 
modes, though the reference channel best suited for each mode was not 
necessarily selected.  To account for this as well as the variation in results when 
a combination of reference channels is used, the combination of Acc 2, Acc 3, 
and Acc 4 as reference channels was also investigated.  While the use of more 
than 3 reference channels marginally increased the ability of NExT-ERA/DC to 
identify the first four modes, the increase in required computational effort was not 
warranted. 
3.2.5. CMI 
To ensure confidence in the algorithm output, the consistent mode 
indicator (CMI) was utilized.  For an in-depth description of CMI, see Appendix C.  
CMI is a measure of both the temporal and spatial consistency of an identified 
mode shape, and its developers suggest that values above 0.8 represent high 
confidence results  (Pappa, Elliot, and Schenk 1993).  Other work has shown 
cutoff value closer to 0.5 can also be appropriate (Farrar et al. 1997).  A CMI 
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cutoff of 0.7 was adopted given the quality of the vibration data available.  Any 
results returned by NExT-ERA/DC with CMI values below 0.7 were not 
considered. 
3.3. Mode Sorting 
Given the closely spaced natural frequencies predicted by the FEA model 
and the comparatively small variation in mode shape as shown by Xia et al. 
(2006), a mode shape sorting technique was crucial to categorize the mode 
shapes and corresponding frequencies and damping ratios returned by the 
system identification technique. To sort the results by mode, the calculated mode 
shapes were first normalized such that accelerometer Sb SP 2 Ext had a positive 
relative displacement, and the largest relative displacement of any degree of 
freedom was set to 1.00.  Utilizing the predicted mode shapes from the finite 
element analysis of the bridge shown in Figure 2 (French et al. 2012), assumed 
displacement vectors were created for each mode of interest.  Assumed 
displacement vectors contained only 1, -1, and 0.  Each degree of freedom was 
assigned a 1 for an assumed upwards relative displacement, a -1 for assumed 
downwards relative displacement, and a 0 for locations with a relative modal 
displacement of less than 20% of the maximum or within 30 feet of a node.  
Assumed displacement vectors are shown in Table 2. 
For any target mode, an element wise product of the assumed 
displacement vector with a calculated mode shape vector returned a vector of all 
values greater than or equal to zero, if the calculated mode shape was that of the 
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target mode.  If any value of the product vector was less than zero, the calculated 
mode shape was assumed to not be the mode shape of the target mode.  The 
frequency and damping results corresponding to an identified mode shape were 
then sorted accordingly. 
3.4. Signal Detection 
A contributing cause of error and uncertainty associated with output only 
system identification is unknown loading conditions.  Multiple loading events, 
including but not limited to wind and traffic, can excite a structure.  Due to the low 
profile and relatively large stiffness of the I-35W Bridge, the primary dynamic 
excitation event was assumed to be traffic.  While traffic has the advantage of 
frequent excitation events as traffic routinely crosses the structure, traffic is also 
associated with many unknowns such as vehicle weight, position, speed, and 
number of vehicles crossing the structure simultaneously; all of these traffic 
variables are difficult to monitor and were not monitored on the I-35W St. 
Anthony Falls Bridge.  Additionally, the dataset contains a large amount of 
redundant data due to its size, so an intelligent method of selecting data 
segments for further analysis was vital.  As such, an algorithm for identifying the 
data segments with necessary signal to noise ratio and characteristics required 
to identify modal frequencies was implemented. 
The objective of any signal detection routine would be to identify data 
segments for which the target modes could be reliably identified with a CMI value 
larger than 0.7.  Three primary signal parameters were investigated, peak 
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amplitude, root mean square (RMS) value, and the ratio of peak signal amplitude 
to RMS.  RMS was considered to be a measure of the intensity of free vibration.  
To investigate these parameters, accelerometer Acc 7 was selected for signal 
detection as it is located near midspan of the river span, and not near a nodal 
point for any of the examined modes. 
Initially, peak signal amplitude alone was investigated as a means to 
identify good signals for analysis.  The peak signal measured at Acc 7 was used 
to identify the best signal from 11:00 am to 1:00 pm daily from April 2010 to July 
2015.  One minute of data before the peak signal and two minutes after were 
then used to identify the modal parameters of the first four modes.  Given the 
signals identified, RMS was determined using 100 points of data prior to, and 900 
points after, the instance of the peak acceleration signal to ensure a non-forced 
vibration response was captured while minimizing the noise contribution to the 
RMS value.  Ten seconds of data (1000 points) was used to calculate RMS as 
the noise to signal ratio was such that when RMS was calculated using longer 
segments of the time history, any meaningful variation was averaged out.  As it 
takes approximately 15 seconds to for a vehicle cross the bridge, ten seconds is 
sufficient to ensure that if a truck were to cross the bridge, that segment of 
information rich data would be contained within the three minutes of data 
analyzed. 
To determine what constituted a good signal for analysis, the success 
rates at which NExT-ERA/DC was able to identify the first four modes from the 
daily signals as identified above were calculated as a function of peak and RMS 
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values, and are shown for the first and fourth modes in Figures 6 and 7.  The 
unanticipated inverse correlation between peak value and success rates 
indicated that large peak signal alone is not sufficient.  Additionally, as both Peak 
and RMS increased, the success rates generally decreased.  These results seem 
unintuitive, but it is possible that large RMS values are associated with periods of 
heavy traffic on the bridge.  Heavy traffic can add mass to the structure, which 
could “smear” the spectral peaks as well as change the natural frequency 
(Steenackers and Guillaume 2005).  Furthermore, it is possible that under heavy 
traffic, shortly spaced large vehicles continually cause forced vibration of the 
bridge.  In general, forced vibration is not well suited for system identification via 
NExT-ERA/DC. 
To further understand how to identify a good free vibration signal, success 
rates at which NExT-ERA/DC was able to identify the first four modes were 
calculated as a function of the ratio of peak signal amplitude to RMS value, as 
shown for the first and fourth modes in Figure 8.  This was done using the same 
data as previously used with RMS and peak signal alone.  There were five or 
fewer instances of signals with a peak to RMS ratio less than 3 or greater than 9, 
and therefore these values can be assumed statistically insignificant.  A summary 
of the effects of peak value, RMS, and peak value to RMS ratio on the 
identification success rate for all four modes investigated is given in Table 3. As 
the ratio of peak value to RMS increased, the success rates increased for modes 
1, 2, and 4.  The ratio appears to have little effect on the ability of NExT-ERA/DC 
to identify mode 3, which can likely be attributed to the use of reference channels 
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which were not optimized to identify mode 3 at the time of the signal detection 
investigation.  The final combination of reference channels previously presented 
had not yet been determined when signal detection was investigated. 
To illustrate the peak and RMS relationship, Figure 9 shows two 10-
second vibration data segments from the I-35W St. Anthony Falls Bridge.  The 
left plot has lower RMS than the right plot as the excitation event is shorter.  The 
excitation event, however, is followed by more low amplitude vibration, giving the 
left plot a larger peak to RMS ratio.  Given that the success rate increases as the 
peak to RMS ratio increases, it appears that signals with large peak to RMS 
ratios correlate with excitation events of a shorter duration followed by a period of 
low amplitude vibration as shown in Figure 9.  Additionally, the results listed in 
Table 3 illustrate that NExT-ERA/DC identified frequencies and mode shapes 
best when the peak to RMS ratio was above 6.  Using this information, a signal 
detection routine was developed that searched a given time history of data for 
the three-minute segment, one minute before the peak and two after, with the 
greatest Peak to RMS ratio.  The effectiveness of the signal detection routine can 
be seen in the increase in success rates from those presented in Table 3 and 
Table 4.  Table 3 presents representative success rates prior to the 
implementation of the signal detection routine, and Table 4 presents 
representative success rates after the signal routine was implemented.  Mode 1 
was identified with an average success rate of approximately 11.36% prior to the 
implementation of the signal detection routine, whereas the success rate 
presented in Table 4, after implementation of the signal detection routine, 
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increased to 81.9%.  Table 5 presents any and all differences associated with the 
implementation of NExT-ERA/DC when Table 3 was generated and when Table 
4 was generated.  
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4. System Identification Results 
 
Research into vibration based structural health monitoring has become 
more common in recent years as the required data acquisition and analysis 
systems become more affordable to deploy. It has been proposed that by 
monitoring changes in the dynamic signature of a structure, primarily the natural 
frequency, damage can be detected. This approach to damage detection is made 
difficult by the fact that environmental factors, such as temperature, have been 
shown to cause variation in the structural dynamic signature, potentially masking 
those changes due to damage. For future vibration based structural health 
monitoring systems to be effective, the relationship between environmental 
factors and natural frequency must be understood such that variation in the 
dynamic signature due to environmental effects can be removed. The monitoring 
system on the I-35W St. Anthony Falls Bridge, which crosses the Mississippi 
River in Minneapolis, MN, has been collecting vibration and temperature data 
since the bridge’s opening in 2008. This provides a uniquely large data set, in a 
climate that sees extreme variation in temperature, to test the relationship 
between structural frequencies of a post-tensioned concrete structure and 
temperature. 
4.1. Identified Modal Parameters 
The NExT-ERA/DC based algorithm was implemented on vibration data 
collected for over 5 years on the I-35W St. Anthony Falls Bridge.  A signal 
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detection routine was used to detect the best signal for each hour of data (eg 
7:00am to 8:00am) from April 2010 to July 2015.  Each three minute segment of 
data was analyzed using NExT-ERA/DC four times, once for each reference 
channel combination.  The results were then sorted using the sorting technique 
described previously.  This procedure returned results for 29,333 data segments.  
Mode 1 was found 82% of the time, Mode 2 was identified 90% of the time, Mode 
3 was identified 63% of the time, and Mode 4 identified 39% of the time.  The first 
four modes were found to have natural frequencies of 0.82, 1.54, 2.27, and 2.35 
respectively.  The identified natural frequencies are summarized in Table 4.  As 
expected, the natural frequencies had a significantly lower coefficient of variation 
than the damping ratio.  The natural frequencies of the first four modes, 
determined by finite element analysis (FEA), were 0.750 Hz, 1.464 Hz, 2.143Hz, 
and 2.414 Hz respectively (French et al. 2012).  All identified natural frequencies 
were within 9.0% of the FEA predicted value.  Also identified were the 
corresponding mode shapes of the first four natural frequencies, as shown in 
Figures 10 through 13.  The first mode was found to be the primary bending 
mode, and mode 4 was found to be the primary torsion mode.  Modes 2 and 3 
were also bending modes, with three and four inflection points respectively. 
The variation between identified and theoretical natural frequencies could 
be reduced through model updating; the F.E. model was optimized for static 
superimposed loading and was not previously validated for dynamic loading.  
Small adjustments to the structure’s dead load in the F.E. model would likely 
improve the dynamic results with very little impact on the static F.E. predictions.  
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Comparing Tables 3 and 4, it appears that Mode 4 was found with a reduced 
success rate after the implementation of the signal detection routine.  This 
difference is likely attributable to two components of the system identification 
routine at the time of the investigation into signal detection.  Firstly, an 
appropriate CMI cutoff had yet to be determined, and therefore a CMI cutoff was 
not yet programmed into the system identification routine when the data for Table 
3 was created.  Secondly, the sorting routine described above was not yet 
developed, and modes were sorted by magnitude of natural frequency as 
opposed to mode shape.  A summary of the different parameters used when 
generating the signal detection data as opposed to the final results data is 
presented in Table 5. 
4.2. Temperature Effects 
4.2.1. Seasonal Effects 
For each month from April 2010 to July 2015, the monthly average natural 
frequencies of the first four modes were calculated.  The results, including 
standard deviation, are plotted in Figures 14 through 17.  Gaps in the data 
represent southbound data collection system outages.  Modes 1, 2, and 4 exhibit 
distinctly sinusoidal behavior, with higher natural frequencies in the winter 
months and lower natural frequencies in the summer months.  This sinusoidal 
behavior suggests that there is an environmental factor, or factors, which affect 
the natural frequency of the structure and vary in predictable manner with the 
seasons.  For example, temperature is usually greater in the summer months, 
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and relative humidity is usually greater in the winter months in Minnesota.  It has 
previously been shown that as temperature decreases, natural frequency 
increases (Moser and Moaveni 2011), which corresponds to the variation in the 
monthly average natural frequency assuming temperatures are lower in the 
winter months.  On the contrary, mode 3 does not appear to exhibit the same 
sinusoidal variation in natural frequency as the other three modes. 
4.2.2. Structural Temperature 
To further understand the variation in natural frequency, the average 
natural frequency of each of the first four modes as a function of average 
structural temperature was calculated and plotted in Figures 18 through 21 
respectively.  Temperatures were calculated assuming a weighted average 
through the thickness of the deck based on cross sectional area per 
𝑇𝑎𝑣𝑒 =
∫𝑇𝑑𝐴
𝐴
                                                         (1) 
and rounded to the nearest whole degree Celsius, where T is the measured 
temperature at 10 locations at the midspan cross section and A is the 
corresponding cross-sectional area.  As midspan of the river span of the 
southbound structure is the most heavily instrumented location, average 
temperature calculated at this location can assumed to be representative of the 
entire structure, except for locations immediately adjacent to the piers 
(Hedegaard, French, and Shield 2013).  Thermistors utilized as well as their 
location are presented in Table 6, where X is the transverse offset from the 
centerline of the box over which they are located and Y is the depth with respect 
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to the top of the deck (French et al. 2012).   Linear interpolation was used to 
determine temperature of the structure between hourly readings. 
For all four modes, a general trend of decreasing natural frequency as 
temperature increases is evident.  The natural frequencies of modes 1 through 4 
decreased by 5.57%, 5.45%, 3.21%, and 2.51% (per °C) on average respectively 
with temperature varying from -24°C to 37°C.   Modes 1 and 2 appear to show a 
bilinear behavior between temperature and natural frequency with a change in 
slope at a structural temperature of approximately 10°C.  The mode 4 frequency 
appears to decrease nearly linearly as temperature increases for all 
temperatures.  The mode 3 frequency exhibits 3 regions of linear behavior with 
different slopes.  Natural frequency appears to decrease as temperature 
increases when the temperature is below -5°C or above 5°C.  When the 
temperature is between -5°C and 5°C, the natural frequency appears to increase 
with temperature. 
While the bilinear behavior of modes 1 and 2 is not a new observation, the 
previous logic behind the phenomenon does not apply in this case.  The bilinear 
relation between natural frequency and temperature observed on the Z24 bridge 
in Switzerland was attributed to the stiffness of the asphalt wearing surface below 
freezing as compared to above freezing, with the change in slope occurring very 
near 0°C (Peeters and De Roeck 2001).  However the change in slope for modes 
1 and 2 of the I-35W St. Anthony Falls Bridge occurs at a temperature other than 
freezing and there is no asphalt wearing surface, which suggests the bilinear 
32 
  
relationship between natural frequency and temperature exhibited is a result of a 
different phenomenon. 
Of the four modes investigated, mode 1 had the greatest percent variation 
in natural frequency as temperature varied, decreasing by 5.57% (per °C).  
Assuming the natural frequency is proportional to the square root of the stiffness 
divided by the mass of the structure, a 5.57% change in natural frequency 
corresponds to an approximately 11% change in modal stiffness assuming all 
other variables remain constant.  While an 11% change in stiffness is large, it is 
theoretically conceivable.  However, the percent change in natural frequency of 
the first mode when considering the absolute maximum and minimum 
frequencies identified was approximately 25%.  The large spread of natural 
frequencies identified can be seen in Figures 22 through 25.  Assuming only 
stiffness contributed to the change in natural frequency, and the structure 
remained undamaged throughout the data collection period, this would represent 
an approximately 43.75% change in modal stiffness.  This clearly illustrates that 
factors other than modulus of elasticity and stiffness alone contribute to changes 
in natural frequency of a structure. 
4.3. Temperature Gradient Effects 
To further understand temperature effects on natural frequency, both 
temporal and spatial thermal gradients were investigated.  Temporal gradients 
were taken as the hourly rate of change in the average structural temperature at 
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midspan, and spatial gradients were taken as the first centroidal moment of 
temperature as calculated by  
∆𝑠𝑝=
∫(𝑦−?̅?)𝑇𝑑𝐴
𝐼
                                                       (2) 
where I is the moment of inertia of the cross section and ?̅? is the location of 
centroid of the cross section.  Similar to average structural temperature (Eqn. (1)), 
the spatial temperature gradient was calculated at midspan of the river span.  
The same thermistors utilized for average structural temperature calculations 
were utilized for spatial temperature gradient calculations (Table 6). 
Gradients were calculated when the average temperature of the structure 
was 16°C, as this was the temperature that occurred the greatest number of 
times over the period of recorded data.  At an average structural temperature of 
16°C, modes 1 through 4 were identified 790 times, 837 times, 613 times, and 
310 times respectively.   
For spatial gradients, no relationship between gradient and natural 
frequency was readily identified.  Figures 26 through 29 show the effect of spatial 
gradient on each of the first four natural frequencies when the average 
temperature of the structure is 16°C.  The linear regression line appears to 
suggest that as spatial gradient increases for a fixed structural temperature, the 
natural frequency increases slightly, however the slope of the line is dominated 
by a few points above ∆sp≈.07°C.  Similar behavior was seen for other 
temperatures as well.  Given the uniquely large dataset, the lack of a clear 
relationship suggests that one does not exist. 
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The effect of temporal gradient on natural frequency was similar to that of 
spatial gradient.  Figures 30 through 33 show the relationship between each of 
the first four natural frequencies and the magnitude of the temporal structural 
temperature gradient at an average structural temperature of 16°C.  The linear 
regression line as plotted shows a very slight positive correlation, however the 
relationship is skewed by outliers at temporal gradients greater than 2°C per hour.  
Looking only at gradients below 2°C per hour shows that there is no significant 
relationship between temporal gradient and natural frequency. 
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5. Displacement Estimation 
 
The ultimate goal of a vibration based structural health monitoring system 
is to allow for stakeholders to clearly evaluate the performance of the structure.  
Given the variation in the modal parameters demonstrated, natural frequency 
alone may not be sufficient to determine the health of the I-35W Bridge.  
Additionally, the concept of monitoring natural frequencies may seem sufficiently 
abstract, as not to attract the buy-in required for field deployment and application.  
As such, a simpler parameter, with a more immediate physical meaning, may be 
better suited for such monitoring programs. 
Displacement measurements are not only easily understood with an 
immediately applicable physical meaning, but they can be direct indicators of 
structural health as well as contain information useful to various engineering 
applications (J. Park, Sim, and Jung 2013).  However, displacement is not easily 
measured on structures such as the I-35W St. Anthony Falls Bridge, using 
traditional techniques such as LVDT’s, which often require construction of 
reference frames below the bridge (Gindy et al. 2008).  As such, a method that 
would allow for displacement measurement from available vibration 
measurements would be extremely powerful. 
5.1. Kalman Filter 
Given the benefits associated with the ability to monitor the displacement 
of a structure, as well as the difficulty in doing so directly, an indirect method of 
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estimating displacement from recorded acceleration time histories would be 
beneficial.  One such technique, which has been extensively studied, in 
conjunction with recent advances in computing power, is the Kalman filter (Welch 
and Bishop 2006).  The Kalman filter is a model based technique, utilizing a 
dynamic model of the system to predict the corresponding state response (i.e. 
velocity and displacements) given a time history of the measured output (i.e. 
acceleration).  All estimated states are assumed zero mean. 
As the technique is model based, a system model is required.  Typically, 
the system model used is extracted from finite element software, however there 
is no guarantee that such a model is in fact representative of the true system.  To 
account for the unknown error in the system model, real-time and explicit model 
updating is often utilized to attempt to match the model response to the 
measured system response.  Even with model updating, it is never possible to 
exactly model the system, and as such model noise will always be a source of 
error in the state estimations. 
In addition to model noise, measurement noise is a source of error in the 
state estimations.  The model noise, also referred to as process noise, and 
measurement noise are typically referred to as Q and R respectively.  In practice, 
the values of Q and R may vary between time steps, however they are assumed 
constant and Gaussian for the infinite horizon Kalman filter (Welch and Bishop 
2006).  The algorithm aims to minimize the error between the measured and 
realized state given the relative weighting on the error in the model as compared 
to the noise in the measured output signal, expressed as the ratio Q/R.  The 
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greater the ratio Q/R, the greater the weighting associated with the measured 
state.  A detailed explanation of the technique can be found in Appendix D. 
5.2. Proposed Method 
For a given system deployed in the field, it is difficult to eliminate the error 
associated with the system model without either extensive dynamic calibration of 
the model or frequent model updating.  Additionally, models of complex 
structures can become very large and cumbersome to use.  For instance, the two 
dimensional finite element model of the I-35W St. Anthony Falls Bridge has over 
30,000 nodes with over 90,000 degrees of freedom.  Given that there are 20 
accelerometers on the southbound structure, and as such 20 degrees of freedom 
currently monitored, a 90,000 degree of freedom model is impractical.  As 
opposed to utilizing available Finite Element (FE) Models, an output-only Kalman 
filter technique which combines the output only modal parameters extracted 
using NExT-ERA/DC in conjunction with the Kalman filter is proposed to estimate 
deflections.  This output-only Kalman filter technique eliminates the complications 
associated with the large FE model, as well as the need for explicit model 
updating to ensure model accuracy. 
As has been previously demonstrated, it is possible to extract natural 
frequencies (ωn), mode shapes (Φ), and damping (ζ) of the I-35W St. Anthony 
Falls Bridge utilizing NExT-ERA/DC.  A Kalman filter, which requires a system 
model, can be built using the ouput-only modal coordinate model.  Assuming M 
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accelerometers, and N unique identified modes, a state space model can be 
constructed in modal coordinates from identified modal parameters as such. 
𝑨 = [
𝑨𝟏𝟏 𝑨𝟏𝟐
𝑨𝟐𝟏 𝑨𝟐𝟐
]                                                  (3) 
𝑩 = [
𝑩𝟏𝟏
𝑩𝟐𝟏
]                                                       (4) 
𝑪 = [𝑨𝟐𝟏 𝑨𝟐𝟐]                                               (5) 
𝑫 = [𝑩𝟐𝟏]                                                      (6) 
[?̇?
?̈?
] = 𝑨 ∗ [
𝑿
?̇?
] + 𝑩 ∗ 𝑢(𝑡)                                         (7) 
[?̈?] = 𝑪 ∗ [
𝑿
?̇?
] + 𝑫 ∗ 𝑢(𝑡)                                         (8) 
where: 
A11 = NxN matrix of zeros 
A21 = NxN identity matrix 
A21 = NxN diagonal matrix of –ωni
2
 for each mode 
A22 = NxN diagonal matrix of −2 ∗ ω𝑛𝑖 ∗ ζ𝑖 for each mode 
B11 = Nx1 matrix of zeros 
B21 = Nx1 matrix of modal participation factors 
Modal participation factors are approximated as the inverse of the maximum 
absolute relative displacement returned for each mode’s mode shape.  The 
Nx1matrix B21 is normalized such that the largest participation factor has a value 
of 1. 
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 The above state space model can then be used to construct the required 
Kalman filter in modal coordinates.  To estimate displacements and velocities 
using this Kalman filter, the recorded acceleration time history has to be 
converted to modal coordinates. This transform can be performed using the 
identified mode shapes. 
 
?̈?𝒎𝒕 = 𝜱
−1 ∗ ?̈?𝒕                                               (9) 
where: 
?̈?𝒎𝒕= Mx1 vector of recorded modal accelerations at time step t 
?̈?𝒕= Nx1vector of recorded geometric displacements at time step t 
𝜱−1 = The right-inverse of the NxM identified mode shape matrix 
The right-invers is assumed as the mode shape matrix (Φ) is not necessarily 
square.  The resulting estimated displacements output from the Kalman filter are 
in modal coordinates, and need to undergo the reverse transformation to return 
them to geometric coordinates. 
 
?̂?𝑡 = ?̂?𝑚𝑡 ∗ 𝜱                                                (10) 
where: 
?̂?𝑚𝑡= Nx1 vector of estimated displacements at time step t 
?̂?𝑡= Mx1vector of estimated geometric displacements at time step t 
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5.3. Single Story Results 
To demonstrate the feasibility of this alternative output-only Kalman filter 
technique, an experimental study was conducted using acceleration and 
displacement data collected from a one-story, scaled building model subjected to 
random horizontal ground motion.  A diagram of the experimental set up is 
provided in Figure 34.  Given recorded accelerations, interstory drifts were 
estimated utilizing Kalman filters constructed from two different system models.  
One system model was developed using a curve fitting routine on the 
experimental transfer function (analogous to a model-updating type procedure) 
and the second model was developed using the proposed output-only Kalman 
filter technique and modal parameters identified using NExT-ERA/DC.  The 
curve-fit model was generated using the MFDID program developed by Kim et al. 
(2005).  The transfer functions of the two models (Figures 35 and 36) are very 
similar as well.  The phase diagram of the output-only model starts to drift up at 
higher frequencies as there is a zero at –c/k≈135 rad/sec.  This was not 
captured in the curve fit model as experimental data was only collected under 
base excitation up to approximately 3Hz. 
Figure 37 shows the predicted and measured displacements when 
utilizing the curve-fit model with the Kalman filter, and Figure 38 shows the 
predicted and measured displacements when utilizing the output-only Kalman 
filter technique.  As can be seen in both figures, the estimated deflections track 
the cyclic behavior as well as the peak deflections of the measured data well.  
The 10 peak displacement estimates have an average absolute percent error of 
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5.23% and 9.78% for the curve-fit model and output-only model Kalman filters 
respectively.  The NExT-ERA/DC routine is not optimized for use with a single 
degree of freedom system, yet its use with the output-only Kalman filter allows 
peak displacement error of less than 10%, demonstrating the ability of an output-
only Kalman filter to estimate displacements without the need for explicit model 
updating.   
5.4. I-35W ABAQUS Model Results 
Given the promising simple experimental results of the output-only Kalman 
filter technique proposed, the applicability of the method to a more complicated 
system was investigated utilizing a two dimensional ABAQUS F.E. model of the I-
35W Bridge.  The ABAQUS model was constructed by Brock Hedegaard, and 
contains over 30,000 nodes (French et al. 2012).  The model incorporates the 
post-tensioning of the structure, but has never been calibrated against the 
physical structure for dynamic properties (Figure 39).  Using the finite element 
model, random vertical loading was applied simultaneously at two locations, and 
time history of displacement and acceleration was extracted at 5 nodes along the 
length of the bridge.  A different random loading was then applied at the same 
two locations, and a second time history of displacement and acceleration at the 
same 5 nodes was extracted.  NExT-ERA/DC was used in conjunction with one 
set of “measured” time histories to determine mode shapes, damping, and 
natural frequency, similar to the technique performed on the real structure 
discussed in chapter 3.  Only four modes were considered as only four were 
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easily detectable when monitoring vibration of the I-35W Bridge.  The first four 
natural frequencies were identified as 0.76Hz, 1.53Hz, 2.95Hz, and 4.05Hz 
respectively using the NeXT-ERA/DC algorithm.  These values were not 
expected to match those of the structure exactly was the model was never 
calibrated for dynamic analysis.  These values do, however, exactly match those 
returned directly by the FE model. 
Using an independent time history set of acceleration, velocity, and 
displacement data, in conjunction with the output-only model, the output-only 
Kalman filter technique previously discussed was used to estimate 
displacements.  It was assumed that there was no noise in the acceleration 
values, and measurement error and model error contributed to the system error 
equally (i.e. Q/R=1).  Figure 40 shows the output-only Kalman filter estimated 
and FEM generated displacements during a representative 10 second vibration 
record.  The 10 peak absolute displacements output from the FE model were 
then compared to the corresponding estimated peak displacements, and were 
found to have an average absolute relative error of 3.42%.  Peak displacement is 
of interest as it is a readily monitored parameter of performance of the structure. 
To further understand the ability of the output-only Kalman filter technique 
to estimate deflection for imperfect situations, various combinations of 
measurement noise, model noise, and Q/R ratios were investigated using the 
same vibration data from the 2D FE model.  Measurement noise was generated 
by adding white Gaussian noise to the FEM generated acceleration time histories 
ranging from 0 to 30% of the maximum FEM generated acceleration.  Model 
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noise was generated by randomly increasing or decreasing the natural 
frequencies by predetermined amounts.  Identified damping values were not 
varied as the FE model assumed no damping.  The first four natural frequencies 
of the real structure, as identified using NExT-ERA/DC, had standard deviations 
of 0.012, 0.029, 0.025, and 0.019 Hz respectively (Table 4).  Assuming error in 
the output-only model would fall within one standard deviation for each mode, 
natural frequencies used to develop the model were varied within that range.  
Though the FE model is two dimensional, the standard deviation found for the 
first torsion mode of the real structure was assumed appropriate to model error in 
the fourth bending mode of the FE model.  The ratio Q/R was varied from 0.1 to 
100.  The average percent error for the 10 largest absolute peak displacements 
was calculated for each combination investigated.  Complete results are shown 
in Table 7. 
As expected, for all combinations, the accuracy of the estimated 
displacements decreased as noise was added to measured accelerations.  As 
Q/R increased, the prediction error associated with measurement noise 
increased as well.  It is also interesting to note that as model error was added, 
the accuracy did not decrease significantly but for instances when measurement 
noise was greatest.  This may be explained by the fact that when measurement 
noise is greatest, the model is more heavily relied upon to predict the 
corresponding states.  For all combinations with added measurement noise, error 
in peak displacement estimates was least when Q/R was equal to one. This 
indicates that in the presence of measurement noise, the error contribution from 
44 
  
the model is no greater than that from the measurements, suggesting that the 
output-only model generation technique proposed is capable of constructing an 
accurate dynamic model of the system, even when noise is artificially added to 
the model.  These results illustrate, that even assuming 30% noise in the 
measured data, and model error of 1 standard deviation, the output-only Kalman 
filter technique proposed is capable of estimating peak displacements from 
acceleration data to within approximately 7% of the true displacements. 
As the time histories used to generate the model and to predict 
displacement assumed random loading in the same location, a third time history 
of displacement and acceleration was generated using the same FE model, but 
with random loading applied at two different locations as before.  The 
performance of the output-only Kalman filter assuming different loading 
conditions for output-only model generation and displacement estimation is of 
interest as location and magnitude of loading on the I-35W Bridge is constantly 
varying.  Utilizing the third acceleration and displacement time history, peak 
displacements were estimated with and absolute percent error of approximately 
15%, assuming Q/R=1 and no additional model error or measurement noise.  
This is  a significant increase from the 3.2% error found assuming the same 
loading condition for model generation and displacement estimation, however as 
the loading on the I-35W Bridge is near random for both model generation and 
displacement estimation, displacement error on the in situ bridge can be 
expected to fall between 3% and 15%. 
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6. Conclusion 
 
The vibration data from the I-35W St. Anthony Falls Bridge offers a unique 
opportunity to investigate vibration monitoring of a structure as a possible means 
of damage detection given the large variation in dynamic behavior associated 
with changing environmental conditions.  Not only does the dataset span many 
years, but also the location of the bridge, Minneapolis, Minnesota, is one of 
weather extremes.  The deployment of ±2g DC accelerometers on the bridge and 
the limited response of the stiff structure meant that additional work was required 
to accurately and practically identify the modal parameters of interest using 
NExT-ERA/DC. 
The primary challenge associated with the quality and quantity of vibration 
data was the detection of information-rich segments of data.  It was found that 
the ratio of peak signal amplitude to signal RMS was a strong indicator of a good 
signal.  A large peak-to-RMS ratio indicated a large excitation event followed by 
free vibration, whereas peak and RMS as signal quality indicators alone were 
unable to differentiate between instances of ambient free vibration and forced 
vibration. 
Additionally, careful selection of reference channels was required.  The 
selection of individual reference channels at locations of maximum relative 
displacement for each target mode was deemed appropriate.  The addition of a 
combination of reference channels, which were excited under all target modes, 
increased the robustness of the NExT-ERA/DC routine.  A novel sorting 
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technique was also developed to facilitate the integration of the results found 
using the various reference channels as well as to efficiently sort the results by 
mode shape. 
Using NExT-ERA/DC and the developed signal detection routine, 29,333 
data segments were analyzed with success rates of 81.95%, 89.94%, 63.45%, 
and 38.88% for the first four modes respectively.  From this large set of results, 
generally as temperature increased, the natural frequency of the first four modes 
decreased; however, mode 3 exhibited contradictory behavior as the temperature 
crossed 0°C.  Modes 1 and 2 also exhibited a bilinear behavior, whereas the 
fourth natural frequency appeared to decrease linearly at a constant rate as 
temperature increased. 
Given the large variations in natural frequency under normal operating 
conditions, a different behavior parameter may be more appropriate for 
monitoring given the goal of damage detection.  An output-only Kalman filter 
technique is proposed for deflection estimation.  The proposed technique 
eliminates the need for extensive modeling of a structure using traditional FR 
software.  Additionally, it eliminates the need to calibrate the model to match 
dynamic behavior of the structure in question, as well as the need to regularly 
and explicitly update tjhe model to match variations in the dynamic behavior of 
the structure. 
The output-only Kalman filter technique was verified using experimental 
vibration data from a single story, SDOF, system.  The displacement estimates 
obtained using the output-only technique were compared to those obtained 
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utilizing a curve fit model, analogous to a traditional model utilizing model 
updating, and to the measured displacements.  It was shown that the output-only 
technique estimated displacements as well as the curve fit model.  Further, the 
output-only Kalman filter was then investigated in conjunction with a more 
complicated multi degree of freedom, two dimensional FE model of the I-35W St. 
Anthony Falls Bridge.  The results demonstrated that the technique was robust, 
even with the additions of model and measurement error. 
Based on the variation in identified modal parameter observed, as well as 
effectiveness of the output-only Kalman filter technique proposed, the following 
conclusions can be drawn. 
 Similar to previous observations, natural frequency appears to generally 
decrease as temperature increases; however, as demonstrated by the 
behavior of Mode 3, this rule is not universally true. 
 Assuming all vibration data was recorded while the bridge was in an 
undamaged state, the magnitude of change in natural frequency as 
temperature varies is too great to attribute to change in the modulus of 
elasticity alone.  Other factors, such as humidity, which are correlated with 
temperature, must also be contributing to the variation in natural frequency. 
 The bilinear behavior of the first and second natural frequency with 
temperature cannot be attributed to asphalt, as there was no wearing 
surface on the bridge during data collection.  As such, another 
phenomenon must be responsible for the bilinear behavior of this bridge 
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 Both temporal and spatial temperature gradients do not appear to have a 
significant effect on the natural frequencies of the structure.  
 Displacements may be easily determined with reasonable accuracy 
utilizing the output-only Kalman filter technique proposed along with 
currently monitored I-35W St. Anthony Falls Bridge acceleration data.  
Further work is required to establish the appropriateness of displacement 
monitoring as a means of damage detection.  
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Tables 
Table 1: Success rate of NExT-ERA/DC with varying reference channel selection 
 
*Shaded cells represent highest success rate for each mode 
 
Table 2: Assumed Displacement Vectors 
 
*Shaded cells represent assumed zero displacement nodes 
 
SP 1 Ext SP 1 Int SP 3 Ext SP 3 Int SP 2 Ext SP 2 Int ACC 1 ACC 2
1 77.54% 75.69% 40.31% 40.62% 85.23% 80.62% 85.54% 84.00%
2 93.85% 92.69% 90.15% 91.08% 91.08% 91.77% 91.08% 72.92%
3 64.31% 68.31% 63.38% 64.92% 40.00% 37.85% 55.69% 64.31%
4 23.08% 16.92% 13.54% 8.62% 44.92% 42.77% 39.38% 38.15%
Mode ACC 4 ACC 5 ACC 6 ACC 7 ACC 11 ACC 12 ACC 13 Combo-1*
1 82.46% 82.46% 85.54% 80.92% 63.69% 52.62% 71.38% 84.00%
2 91.08% 92.31% 24.62% 82.46% 90.46% 89.85% 90.77% 91.38%
3 16.00% 28.62% 63.08% 61.54% 55.08% 57.54% 48.62% 57.23%
4 45.23% 13.69% 34.77% 32.62% 29.23% 23.08% 34.77% 44.00%
*Acc2, Acc3, and Acc 4
Reference channel
Mode
Mode
Accel. #
SP1 Ext -1 1 1 -1
SP1 Int -1 1 1 1
ACC7 1 -1 1 1
ACC6 1 0 1 1
ACC2 1 1 1 1
ACC1 1 1 1 1
SP2 Ext 1 1 1 1
SP2 Int 1 1 1 -1
ACC4 1 1 0 1
ACC5 1 1 0 1
ACC13 1 1 -1 1
ACC11 1 1 -1 1
ACC12 1 1 -1 0
SP3 Ext -1 -1 1 -1
SP3 Int -1 -1 1 1
1 2 3 4
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Table 3: Success rate as a function of Peak Signal and RMS 
 
*See Table 5 for NExT-ERA/DC parameters utilized  
 
 
Table 4: Identified Natural Frequencies and Damping 
 
*See Table 5 for NExT-ERA/DC parameters utilized  
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Table 5: System Identification Parameters; Signal Detection Investigation 
 
 
Table 6: Name and location of thermistors utilized in temperature calculations 
 
 
 
 
 
 
 
 
Ref. Channel C.M.I. Cutoff Sorting
Peak/RMS 
Investigation
Acc1 , Acc 3, & Acc 4 None
By Natural Frequency 
Magnitude
Final Results
SB SP 1 Ext
SB SP 2 Int
Acc 6
Acc 3, Acc 4, & SB SP 1 Ext
0.7
Sorting Routine 
Presented Here
Parameter
Data
Thermistor Gage # Box X (in) Y (in)
Surface N.A. Ext. -149 0
TSETA001 TH_T(32) Ext. -149 -2.4857
TSETA002 TH_T(33) Ext. -149 -4.0357
TSETA003 TH_T(34) Ext. -149 -6.0357
TSETA004 TH_T(35) Ext. -149 -7.1607
TSETA005 TH_T(36) Ext. -149 -8.5357
TSETA006 TH_T(37) Ext. -149 -10.161
TSEWA001 TH_T(23) Ext. -135.96 -36.92
TSEWB002 TH_T(24) Ext. -125.49 -81
TSEWC001 TH_T(21) Ext. -115.68 -123.25
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Table 7: Output-Only Kalman filter performance 
  
Ratio 
(Q/R)
± 
S.D.
Measurement 
Noise
(% of max accel.)
Average 
Absolute% 
Error at Peaks
Ratio 
(Q/R)
± 
S.D.
Measurement 
Noise
(% of max accel.)
Average 
Absolute% 
Error at Peaks
0.1 0.0 0.00% 11.06% 10.0 0.0 0.00% 3.34%
0.1 0.0 20.00% 11.15% 10.0 0.0 20.00% 4.90%
0.1 0.0 30.00% 11.40% 10.0 0.0 30.00% 7.63%
0.1 0.5 0.00% 11.31% 10.0 0.5 0.00% 3.28%
0.1 0.5 20.00% 12.13% 10.0 0.5 20.00% 4.19%
0.1 0.5 30.00% 12.11% 10.0 0.5 30.00% 6.81%
0.1 1.0 0.00% 11.94% 10.0 1.0 0.00% 3.61%
0.1 1.0 20.00% 14.86% 10.0 1.0 20.00% 5.09%
0.1 1.0 30.00% 10.37% 10.0 1.0 30.00% 10.19%
1.0 0.0 0.00% 3.42% 100.0 0.0 0.00% 3.75%
1.0 0.0 20.00% 3.52% 100.0 0.0 20.00% 12.76%
1.0 0.0 30.00% 6.02% 100.0 0.0 30.00% 11.08%
1.0 0.5 0.00% 3.77% 100.0 0.5 0.00% 4.11%
1.0 0.5 20.00% 4.04% 100.0 0.5 20.00% 8.17%
1.0 0.5 30.00% 5.26% 100.0 0.5 30.00% 17.83%
1.0 1.0 0.00% 5.10% 100.0 1.0 0.00% 3.95%
1.0 1.0 20.00% 4.81% 100.0 1.0 20.00% 13.54%
1.0 1.0 30.00% 6.21% 100.0 1.0 30.00% 28.35%
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Figures 
 
Figure 1: Elevation looking west of the new I-35W St. Anthony Falls Bridge 
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Figure 2: Southbound Estimated Mode Shapes 1 Through 4 as Extracted from 
F.E.A. 
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Figure 3 – Midspan Span 2 Sensor Layout, Looking North 
 
Figure 4: Accelerometer Layout, Plan View 
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Figure 5: Reference Channel Location with respect to F.E.A. Mode Shape 
Results 
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Figure 6: Success Rate as a Function of Peak Acceleration Signal: Modes 1 & 4 
 
Figure 7: Success Rate as a Function of Acceleration Signal RMS: Modes 1 & 4 
 
Figure 8: Success Rate as a Function of Peak to RMS Ratio: Modes 1 & 4 
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Figure 9: Peak-to-RMS Ratio of Sample Vibration Signals 
 
 
Figure 10: Identified mode Shape of the First Mode 
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Figure 11: Identified mode Shape of the Second Mode 
 
Figure 12: Identified mode Shape of the Third Mode 
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Figure 13: Identified mode Shape of the Fourth Mode 
 
 
Figure 14: Monthly Average Natural Frequency of the First Mode 
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Figure 15: Monthly Average Natural Frequency of the Second Mode 
 
Figure 16: Monthly Average Natural Frequency of the Third Mode 
 
Figure 17: Monthly Average Natural Frequency of the Fourth Mode 
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Figure 18: Variation of the First Natural Frequency with Temperature 
 
 
Figure 19: Variation of the Second Natural Frequency with Temperature 
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Figure 20: Variation of the Third Natural Frequency with Temperature 
 
Figure 21: Variation of the Fourth Natural Frequency with Temperature 
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Figure 22: Variation in First Natural Frequency with Temperature 
 
Figure 23: Variation in Second Natural Frequency with Temperature 
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Figure 24: Variation in Third Natural Frequency with Temperature 
 
Figure 25: Variation in Fourth Natural Frequency with Temperature 
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Figure 26: Effects of Spatial Gradient on the First Natural Frequency 
 
Figure 27: Effects of Spatial Gradient on the Second Natural Frequency 
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Figure 28: Effects of Spatial Gradient on the Third Natural Frequency 
 
Figure 29: Effects of Spatial Gradient on the Fourth Natural Frequency 
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Figure 30: Effects of Temporal Gradient on the First Natural Frequency 
 
Figure 31: Effects of Temporal Gradient on the Second Natural Frequency 
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Figure 32: Effects of Temporal Gradient on the Third Natural Frequency 
 
Figure 33: Effects of Temporal Gradient on the Fourth Natural Frequency 
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Figure 34: SDOF Kalman Filter Experimental Setup 
 
 
Figure 35: Transfer Function – Curve Fit SDOF Model 
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Figure 36: Transfer Function – Output-Only SDOF Model 
 
 
 
Figure 37: Estimated Displacement of a SDOF System Using a Curve Fit Model 
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Figure 38: Estimated Displacement of a SDOF System Using an Output-Only 
Model 
 
 
 
Figure 39: 2D I-35W St. Anthony Falls Bridge F.E. Model 
 
73 
  
 
Figure 40: Finite Element Output and Estimated Displacements of the I-35W 
Bridge 
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Appendix A – Accelerometer Outages 
The entire system (northbound and southbound accelerometers) was not 
operational three occasions: 
 8/15/2009 to 9/28/2009 – approximately 1.5 months 
 6/25/2011 to 8/28/2010 – approximately 2 months 
 5/27/2012 to 1/10/2013 – approximately 7.5 months 
On five other occasions, only the southbound accelerometers have not been 
operational: 
 8/28/2010 to 9/19/2010 – approximately 1 month 
 6/25/2011 to 9/13/2011 – approximately 3 months 
 6/21/2013 to 7/8/2013 – approximately 0.5 months 
 4/27/2014 to 7/12/2014 – approximately 1.5 months 
 7/5/2015 to 7/18/2015 – approximately 0.5 months 
Outages appear to occur after electrical storms in the area, and have been 
attributed to a possibly weak ground in the system, and steps have been taken to 
rectify the issue as much as possible (French et al. 2012).  The accelerometers 
are wired to collection nodes in series.  As the southbound nodes are later in the 
series, they are more susceptible to outages when a collection node goes down. 
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Appendix B – NExT-ERA/DC 
The NExT methodology was introduced by James et el. (1993).  The 
purpose of this technique is to be able to analyze system dynamic behavior with 
only unknown ambient forcing.  The motion of a linear dynamic system is 
governed by the equation 
 𝑴?̈? + 𝑪?̇? + 𝑲𝑿 = 𝑭(𝑡)                                          (B.1) 
where M is the mass matrix, C the damping matrix, K the stiffness matrix, 
X the displacement of the system, and the F(t) the external forcing.  The 
displacement and forcing are assumed to be wide-sense stationary random 
processes.  Multiplying both sides of Eq. (B.1) by the displacement vector of a 
reference degree of freedom, XREF, at time t-τ and take the expectation operator 
E[ . ], yields 
𝑴𝐸[?̈?(𝑡)𝑿𝑅𝐸𝐹(𝑡 − 𝜏)] + 𝑪𝐸[?̇?(𝑡)𝑿𝑅𝐸𝐹(𝑡 − 𝜏)] + 𝑲𝐸[𝑿(𝑡)𝑿𝑅𝐸𝐹(𝑡 − 𝜏)] 
  = 𝐸[𝑭(𝑡)𝑿𝑅𝐸𝐹(𝑡 − 𝜏)]                                                     (B.2) 
The cross correlation of a wide-sense stationary process is defined by  
 𝑹𝑋𝑋𝑅𝐸𝐹(𝜏) =  𝐸[𝑿(𝑡)𝑿𝑅𝐸𝐹(𝑡 − 𝜏)]                                       (B.3) 
Assume the external force is uncorrelated to the motion of the system for 
τ > 0.  Also, the correlation function is a linear operator, so for the wide-sense 
stationary processes given, 
 𝐸[𝑭(𝑡)𝑿𝑅𝐸𝐹(𝑡 − 𝜏)] = 0                                             (B.4) 
 𝑴𝐸[?̈?(𝑡)𝑿𝑅𝐸𝐹(𝑡 − 𝜏)] = 𝑹?̈?𝑋𝑅𝐸𝐹(𝜏) = ?̈?𝑋𝑋𝑅𝐸𝐹(𝜏)                      (B.5) 
 𝑴𝐸[?̇?(𝑡)𝑿𝑅𝐸𝐹(𝑡 − 𝜏)] = 𝑹?̇?𝑋𝑅𝐸𝐹(𝜏) = ?̇?𝑋𝑋𝑅𝐸𝐹(𝜏)                     (B.6) 
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Therefore, the correlation function of the displacements fulfill the unforced 
(homogeneous) system of equations 
  𝑴?̈?𝑋𝑋𝑅𝐸𝐹(𝜏) + 𝑪?̇?𝑋𝑋𝑅𝐸𝐹(𝜏) + 𝑲𝑹𝑋𝑋𝑅𝐸𝐹(𝜏) = 0                    (B.7) 
A similar process can be followed using the correlation for the system’s 
accelerations to yield 
 𝑴?̈??̈??̈?𝑅𝐸𝐹(𝜏) + 𝑪?̇??̈??̈?𝑅𝐸𝐹(𝜏) + 𝑲𝑹?̈??̈?𝑅𝐸𝐹(𝜏) = 0                    (B.8) 
The importance of this formulation is that the forcing term is eliminated 
and the system is written in terms of accelerations only.  Therefore, the unknown 
ambient forcing does not need to be known, nor does any accelerometer data 
need to be integrated to produce velocity or displacement records. 
The ERA is a method proposed by Juang and Pappa (1985, 1986) to 
extract the modal parameters of a dynamic system.  The linear, time-invariant 
system can be represented in state space for as 
 ?̇?(𝑡) =  𝑨𝒙(𝑡) + 𝑩𝒖(𝑡)                                    (B.9) 
 𝒚(𝑡) =  𝑪𝒙(𝑡)                                                  (B.10) 
The algorithm starts by constructing a generalized Hankel matrix of the 
form 
 𝑯(𝑘 − 1) = [
𝒀(𝑘) 𝒀(𝑘 + 1)
𝒀(𝑘 + 1) 𝒀(𝑘 + 2)
⋯
𝒀(𝑘 + 𝑝)
𝒀(𝑘 + 𝑝 + 1)
⋮ ⋱ ⋮
𝒀(𝑘 + 𝑟) 𝒀(𝑘 + 𝑟 + 1) ⋯ 𝒀(𝑘 + 𝑝 + 𝑟)
]        (B.11) 
where r is the number of block rows and p is the number of block columns.  
Each Y(k) is an n x m block matrix, where n is the number of degrees of freedom 
(i.e., the number of measurement stations) in the system and m is the number of 
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reference degrees of freedom used to construct the matrix.  In the procedure 
defined by Juang and Pappa, the Y(k) block matrices are constructed using the 
free impulse response functions of the system at time increment k.  However, 
using equation B.8 from the NExT method, the block matrices from the 
correlation functions 𝑹?̈??̈?𝑅𝐸𝐹(𝜏) can be formed as follows: 
 𝒀(𝑘) =
[
 
 
 
𝑹1,1(𝑘) 𝑹1,2(𝑘)
𝑹2,1(𝑘) 𝑹2,2(𝑘)
⋯
𝑹1,𝑚(𝑘)
𝑹2,𝑚(𝑘)
⋮ ⋱ ⋮
𝑹𝑛,1(𝑘) 𝑹𝑛,2(𝑘) ⋯ 𝑹𝑛,𝑚(𝑘)]
 
 
 
                           (B.12) 
for which Ri,j(k) refers to the correlation between the ith degree of freedom 
and the jth reference DOF at time step k.   
After deciding on the reference degrees of freedom, the cross-correlations 
for all degrees of freedom can be computed against the reference DOFs.  These 
are assembled in Hankel matrices H(0) and H(1).  The singular value 
decomposition of H(0) is calculated 
 𝑯(0) = 𝑷𝑫𝑸𝑇                                   (B.13) 
where D is a diagonal matrix and P and Q are both orthogonal.  All the 
terms of D do not need to be saved.  For an ideal system, this matrix would 
contain 2M values along the diagonal arranged in descending order, where M is 
the total number of modes in the system.  However, for a physical system with 
measurement noise, every term along the diagonal of D will be filled.  The 
smallest valued entries do not contribute significantly to the system, so it is 
advisable to remove these by eliminating the last rows and column of D to reduce 
it to a 2M x 2M matrix called Dr, where M is the number of modes that will be 
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calculated.  Matrices P and Q likewise can be reduced to matrices Pr and Qr by 
keeping only the first 2M columns of each.  The state transition matrix A for the 
dynamic system using the reduced decomposition matrices can be constructed 
as 
 𝐴 = 𝑫𝑟
−1/2
𝑷𝑟𝑯(1)𝑸𝑟𝑫𝑟
−1/2
                                          (B.14) 
The eigenvalues of A are given as Z and the eigenvectors as Ψ.  The 
eigenvalues can be transformed back to the continuous time domain using 
 𝑠𝑖 = 𝜎𝑖 ± 𝑗𝜔𝑖 = ln(𝑧𝑖) /∆𝑡                                         (B.15) 
where ∆t is the time increment between samples, σi is the damping ratio 
for the ith mode, and ωi is the modal frequency of the ith mode.  The forcing 
matrix B and output matrix C can be constructed using 
 𝑩 = 𝑫𝑟
1/2
𝑸𝑟
𝑇                                                 (B.16) 
 𝑪 = 𝑷𝑟𝑫𝑟
1/2
                                                 (B.17) 
These can be used to construct the modal participation factor matrix φ and 
the mode shapes Φ:  
 𝜑 = 𝜳−1𝑩                                              (B.18) 
 Φ =  𝑪𝜳                                             (B.19) 
In implementation of this method, the number of modes M to extract must 
be selected prior to calculations.  For physical data with noise, the number of 
modes in the system is theoretically infinite, but practically speaking, only a 
subset of the modes can be both relevant and calculated accurately.  The 
number of block rows r and block columns p must also be specified.  Finally, the 
reference nodes for the cross-correlation in the NExT must be specified:  a 
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subset (or all) of the data channels can be selected simultaneously for the 
calculation, or can be selected individually if memory limitations are a concern for 
computations. 
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Appendix C – CMI 
The consistent-mode indicator (CMI) proposed by Pappa et al. (1993) 
quantifies the temporal consistency of the identified modes.  Modes that are 
consistent with time are typically physical modes that reflect the dynamic system.  
Modes that are inconsistent with time are likely due to random variations and 
noise, and can be eliminated from consideration.  The CMI for mode i is defined 
as the product of the extended modal amplitude coherence (EMAC) and the 
modal phase collinearity (MPC): 
 CMI𝑖 = EMAC𝑖 ∗ MPC𝑖                                         (C.1) 
The EMAC quantifies the temporal consistency of the mode shape by 
comparing the measured mode shape at time T0 to the predicted mode shape 
obtained by projecting the mode shape at time t = 0 forward.  Let (Φij)0 be the 
identified mode shape for mode i at degree of freedom j at time t = 0, (Φij)T0 be 
the identified mode shape at time t = T0, and (Φ̃ij)T0 be the predicted mode shape 
at time t = T0 calculated by 
 (Φ̃ij)T0 = (Φij)0 e
siT0                                      (C.2) 
where si is the transformed eigenvector for mode i from equation B.15.  The ratio 
of the magnitudes of the predicted and measured modes at t = T0 is given by 
𝑅𝑖𝑗 =
|(Φij)T0
|
|(Φ̃ij)T0
|
   for   |(Φij)T0| < |(Φ̃ij)T0| ;   otherwise    𝑅𝑖𝑗 = 
|(Φ̃ij)T0
| 
|(Φij)T0
|
      (C.3) 
The measured and predicted phase angle can also be compared.  Define 
weighting function Wij for mode i and degree of freedom j as  
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𝑊𝑖𝑗 = 1 − (|𝑃𝑖𝑗|/(𝜋/4))    for    |𝑃𝑖𝑗| ≤
𝜋
4
 ;     otherwise     𝑊𝑖𝑗 = 0 (C.4) 
where Pij is defined as  
 𝑃𝑖𝑗 = arg ((Φij)T0/(Φ̃ij)T0)                                        (C.5) 
The output EMAC (written as EMACij
O) is defined as 
 EMAC𝑖𝑗
O = 𝑅𝑖𝑗 ∗ 𝑊𝑖𝑗                                                 (C.6) 
The input EMAC for mode i and reference node k, EMACik
I , can be 
calculated using the measured and predicted modal participation factors φ at 
time t = T0.  This is performed in the same manner as shown in equations (C.2) 
through (C.6), except substitute φik in for all instances of Φij.  The input-output 
EMAC values for all modes i, degrees of freedom j, and reference node k can be 
computed and assembled into weighted nodal EMAC values by the following 
equation: 
 EMAC𝑖 =
(∑ EMAC𝑖𝑗
O𝑛
𝑗=1  ∗ (Φij)0
2)(∑ EMAC𝑖𝑘
I𝑚
𝑘=1  ∗ (Φik)0
2)
(∑ (Φij)0
2𝑛
𝑗=1 ) ∗ (∑ (Φik)0
2𝑚
𝑘=1 ) 
                         (C.7) 
The MPC describes the spatial consistency of the mode.  For a given 
classical dynamic mode, each location of the structure should vibrate exactly in-
phase or out-of-phase with all other locations.  In order to determine the degree 
of this “monophase” behavior, calculate the variance and covariance of the real 
and imaginary parts for each mode shape i to be 
 𝑆𝑥𝑥 = re(Φi)
Tre(Φi)                                                  (C.8) 
 𝑆𝑦𝑦 = im(Φi)
Tim(Φi)                                      (C.9) 
 𝑆𝑥𝑦 = re(Φi)
Tim(Φi)                                              (C.10) 
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The MPC is calculated from the eigenvalues of the variance-covariance 
matrix.  If the mode is perfectly monophase, then only one of the eigenvalues 
should be non-zero.  The eigenvalues of the variance-covariance are given by 
 𝜆1,2 =
𝑆𝑥𝑥+𝑆𝑦𝑦
2
± 𝑆𝑥𝑦√(
𝑆𝑦𝑦−𝑆𝑥𝑥
2𝑆𝑥𝑦
)
2
+ 1                  (C.11) 
The MPC for mode i is defined as follows: 
 MPC𝑖 = (
𝜆1−𝜆2
𝜆1+𝜆2
)
2
                                       (C.12) 
For each mode, the EMAC and MPC values will vary from zero to one.  
Thus, the CMI will also vary from zero to one.  Modes below a certain CMI 
threshold are eliminated from consideration. 
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Appendix D – Kalman Filter 
The Kalman filter technique was first proposed by R. E. Kalman (1960) as 
a means of solving the Wiener problem from a state point of view.  When the 
technique was first introduced, Kalman felt there was much work still to be done 
to fully exploit the capabilities of the technique.  Today, with the aid of modern 
computation tools, the technique can be used to estimate future, present, and 
past states even when the precise model of a system is not known (Welch and 
Bishop 2006).  The following represents the formulation of the Discrete Kalman 
filter, which estimates states of a discrete system which can be defined by the 
linear stochastic difference equations presented as Eq. D.1 and Eq. D.2. 
𝑥𝑡 = 𝑨𝑥𝑡−1 + 𝑩𝑢𝑡−1 + 𝑄𝑡−1                                      (D.1) 
𝑧𝑡 = 𝑯𝑥𝑡 + 𝑅𝑡                                                (D.2) 
𝑧𝑡 = The measured state at some time t 
𝑥𝑡 = The states of interest at some time t 
where Q and R represent the process or model noise and the measurement 
noise respectively.  Both are assumed independent and normally distributed 
white noise.  A, B, and H relate the states to the system input u, and states of the 
previous time step. 
 The a priori and a posteriori estimate errors at some time t are defined 
respectively by the following equations. 
 𝑒?̅? = 𝑥𝑡 − ?̂??̅?                                                (D.3) 
𝑒𝑡 = 𝑥𝑡 − ?̂?𝑡                                                (D.4) 
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?̂??̅? = The a priori state estimate 
?̂?𝑡 = The a posteriori state estimate 
By combining equations (D.3) and (D.4), the a posteriori state estimate 
can be defined by 
 ?̂?𝑡 = ?̂??̅? + 𝑲𝒕(𝑧𝑡 − 𝑯?̂??̅?)                                     (D.5) 
where K represents a gain factor that minimizes the a posteriori error.  Assuming 
a the system model matches exactly the true system, K would be equal to zero 
and the a priori estimate, the a posteriori estimate, and the measured state would 
all be equal. 
 To determine K, the a priori estimate error and the a posteriori estimate 
error covariance are first defined using  
𝑃?̅? = 𝐸[𝑒?̅? ∗ 𝑒?̅?
𝑇]                                         (D.6) 
𝑃𝑡 = 𝐸[𝑒𝑡 ∗ 𝑒𝑡
𝑇]                                         (D.7) 
These values can be re-written in discrete time, and then used to determine the 
gain factor K at some time t  
𝑃𝑡−1 = (𝑰 − 𝑲𝑡−1𝑯) ∗  ?̅?𝑡−1                                (D.8) 
𝑃?̅? = 𝑨𝑃𝑡−1𝑨
𝑇 + 𝑄                                      (D.9) 
𝑲𝑡 = 𝑃?̅?𝑯
𝑇 ∗ (𝑯𝑃?̅?𝑯
𝑇 + 𝑅)−1                             (D.10) 
It is important to note that if Q and R are in fact constant, the error covariance, as 
well as the gain factor K, converge quickly and can be pre-computed and 
assumed constant. 
 
