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This paper considers a GI/GI/1 processor sharing queue in which
jobs have soft deadlines. At each point in time, the collection of resid-
ual service times and deadlines is modeled using a random counting
measure on the right half-plane. The limit of this measure valued pro-
cess is obtained under diffusion scaling and heavy traffic conditions
and is characterized as a deterministic function of the limiting queue
length process. As special cases, one obtains diffusion approximations
for the lead time profile and the profile of times in queue. One also
obtains a snapshot principle for sojourn times.
1. Introduction. Congestion and delay is typical in heavily loaded queue-
ing systems and may vary significantly according to the service discipline
being used. There is much interest in identifying service disciplines that
minimize delay and this has led to a rich literature on performance analy-
sis. Classical measures of delay include workload, queue length and sojourn
time. In many circumstances, these performance measures help assess a ser-
vice discipline’s effectiveness at minimizing the time jobs spend in the sys-
tem (their sojourn times). However, these measures may be inadequate for
systems with more specific timing requirements. For example, in systems
which have heterogeneous job deadlines, minimizing sojourn times may not
be the best strategy for minimizing missed deadlines. Recent work has in-
vestigated various queueing models that allow for a more general notion of
delay [4, 6, 13, 14, 15, 16, 18, 26]. In these models, jobs have individual
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random deadlines and a service discipline’s performance depends on how
effectively it meets them.
Such real-time queueing models arise naturally in applications such as
manufacturing systems, voice and video communication systems and avion-
ics and automotive control systems. The associated performance measures
are high-dimensional because individual timing information must be tracked
to determine if deadlines are being met. Exact analysis is usually intractable,
but heavy traffic approximations often exist. This was verified for the EDF
(earliest deadline first) service discipline in [6] for the GI/GI/1 queue, in
[15] for the multiclass queue with HLPS (head-of-the-line processor sharing)
across classes, in [26] for feed-forward networks and in [16] for multiclass
acyclic networks. Corresponding results for the FIFO (first in first out) dis-
cipline were also given in [15, 26]. The accuracy of these approximations in
the single server case was investigated in [13, 14].
Processor sharing is a widely used idealization of the round-robin and
time-sharing protocols used in computer and communication systems. Due
to its practical importance, it is natural to investigate analogues of the
results in [6, 15, 16, 26] for this service discipline. This is the subject of the
present paper, which provides a framework for evaluating the heavy traffic
performance of the GI/GI/1 processor sharing queue with respect to a fairly
general structure of deadlines.
A new feature of this framework is that job deadlines are allowed to be
correlated with service times; previous work has assumed independence of
the two. This makes it possible, for example, to model scenarios in which
large jobs have longer deadlines than small jobs. Although this adds a level
of realism, it also requires some additional technical machinery. The state of
the processor sharing queue with deadlines will be tracked using a measure
valued process in the right half-plane. This idea builds on previous work
on the GI/GI/1 processor sharing queue [8, 9, 10, 20, 21]. The setup re-
quires detailed information about how arriving jobs affect the system state.
Consequently, the primitive processes must be considered jointly as a mea-
sure valued arrival process. This creates some difficulty. The usual estimates
needed to control scaling limits of an arrival process derive from functional
weak laws of large numbers and functional central limit theorems. Analo-
gous estimates for the arrival process used here require stronger results: the
paper will draw on the theory of empirical processes to obtain functional
Glivenko–Cantelli-type estimates for the measure valued arrival process (see
Section 4.2).
Although dealing with measure valued processes in the half-plane requires
some theoretical overhead, the additional work pays off. Section 3 provides
some examples of the types of computation the more general setup allows.
In particular, Section 3.2 uses it to compute a processor sharing analogue of
Reiman’s snapshot principle [18, 22] and Section 3.3 gives an example of how
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one might set realistic deadlines under the assumption of linear dependence
between service times and deadlines. Furthermore, the present analysis for
processor sharing is just an example of how empirical process theory may
be applied to measure valued state descriptors. It is likely that the approach
can be adapted to the study of other models.
The model considered here consists of an infinite capacity buffer, to which
jobs arrive according to a delayed renewal process. Jobs arrive with service
time requirements determined by a sequence of independent, identically dis-
tributed positive random variables. A single server processes buffered jobs
at unit rate according to the processor sharing discipline: it works simulta-
neously on all jobs in the buffer, providing an equal fraction of its capacity
to each. That is, if there are Z(t)≥ 1 jobs in the buffer at time t, then each
job is receiving service at the instantaneous rate 1/Z(t). When the server
has fulfilled a given job’s service time requirement, the job exits the system.
In addition to its service time, each job arrives at the buffer with a deadline
given by the job’s arrival time plus a real valued random variable called the
initial lead time. The sequence of initial lead times is independent and iden-
tically distributed, but a job’s initial lead time may be correlated with its
service time. Job deadlines are soft, meaning that jobs remain in the system
until served to completion; a job still in the system when its deadline expires
is called late.
Since deadlines are soft and the server does not take them into account,
the processor sharing discipline is unaltered by the inclusion of timing infor-
mation in the model. In particular, the workload and queue length processes
are identical to those of the classical processor sharing model. Thus, the re-
sult described below should be interpreted as a performance analysis of clas-
sical processor sharing, where the performance is measured with respect to
the aforementioned deadline structure. In particular, the result answers the
following question. Given a certain structure of deadlines, how well does the
processor sharing discipline perform in meeting them? The setup used al-
lows a variety of functionals to be considered in answering this question. For
example, the lead time profile, time-in-queue profile and empirical sojourn
time distributions can all be described using the main result (see Section 3).
In this regard, the present analysis may be used to compare the effectiveness
of processor sharing with that of other disciplines under the same deadline
structure. As mentioned above, performance analyses of this type exist for
certain FIFO models (another discipline that ignores the deadlines) as well
as certain EDF models (a discipline which takes them into account).
Note that the system studied here is different from a GI/GI/1 processor
sharing queue with firm deadlines, in which jobs exit early if their deadline
expires. The latter system exhibits very different behavior and is the subject
of forthcoming work. For more on processor sharing queues, see [25] for a
survey up to 1987 and [10] for a discussion of more recent work.
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The main result of this paper concerns a measure valued process that
tracks the state of the processor sharing queue with soft deadlines. At time
t≥ 0, this state includes both the residual service time and the lead time of
each buffered job: if I(t) denotes the set of jobs in the buffer at time t, then
the residual service time vi(t) is the remaining service requirement of job
i ∈ I(t) and the lead time li(t) is the deadline of job i minus the current time
t. If li(t) is non-negative, it represents the remaining time until the deadline
of job i expires; if it is negative, its absolute value is the time overdue. Let
M be the set of finite, non-negative Borel measures on the right half-plane
H+ = [0,∞) × (−∞,∞) and let δ(x,y) denote the Dirac point measure at
(x, y) ∈H+. For each t≥ 0, the state descriptor Z(t) is the random element
of M given by
Z(t) =
∑
i∈I(t)
δ(vi(t),li(t)).
Note that projection of Z(·) onto the first coordinate yields the state de-
scriptor used in [8, 9, 10, 20, 21]. For each r in a sequence R of positive
real numbers tending to infinity, define a diffusion scaled version of the state
descriptor by
Zˆr(t)(B ×C) = 1
r
Z(r2t)(B × rC), B ⊂ [0,∞), C ⊂ (−∞,∞).
Let α be the limiting arrival rate (as r→∞) for jobs entering the system
and let ϑ ∈M be the limiting joint distribution (as r→∞) of service times
and initial lead times (the precise form of these assumptions is given in
Section 2.3 below). For z > 0, let ϑze ∈M be the measure defined by
ϑze([x,∞)× [y,∞)) = α
∫ ∞
0
ϑ([x+ uz−1,∞)× [y + u,∞))du
for all (x, y) ∈H+ and let ϑ0e = 0, where 0 denotes the zero measure in M.
The main result of this paper states that under mild conditions, including
standard heavy traffic assumptions, the sequence of diffusion scaled state
descriptors {Zˆr(·)} converges in distribution as r→∞ to the measure valued
process ϑ
Z∗(·)
e , where Z∗(·) is a reflected Brownian motion on [0,∞). The
process Z∗(·) is the weak limit of the diffusion scaled queue length process
obtained in [9]. Note that for each z > 0, the measure ϑze can be computed
in a straightforward way, either numerically, via simulations, or, in some
cases, explicitly. Thus, the process ϑ
Z∗(·)
e is a tractable approximation to
the dynamics of the processor sharing queue with soft deadlines.
The proof of this result proceeds in several stages and is summarized
informally as follows. For each t ≥ 0, define a fluid scaled version of the
state descriptor by
Z¯r(t)(B ×C) = 1
r
Z(rt)(B × rC), B ⊂ [0,∞), C ⊂ (−∞,∞),
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and for m = 0,1,2, . . . , define shifted processes Z¯r,m(t) = Z¯r(m + t). Fix
times T,L > 1. It is first proved that R-indexed sequences of sample paths
of the shifted processes {Z¯r,m(t) : r ∈ R,m ≤ ⌊rT ⌋, t ∈ [0,L)} are precom-
pact with high probability. Next, limit points of these sequences are charac-
terized as local fluid limits, which are continuous measure valued functions
ζ : [0,L)→M. In particular, it is shown that these local fluid limits uniformly
approximate the sample paths of Z¯r,m(·) on [0,L) with asymptotically high
probability. Moreover, for sufficiently large L and t ∈ [L− 1,L), every local
fluid limit ζ(·) is approximately in steady state, which is given by
ζ(t)≈ ϑz(t)e ,(1.1)
where z(t) = ζ(t)(H+) is the total mass of ζ(t).
For each r ∈R, the interval [0, rT ] is covered by the overlapping time in-
tervals [m,m+L), wherem= 0, . . . , ⌊rT ⌋. Thus, for any t ∈ [0, rT ], there ex-
ist m≤ ⌊rT ⌋ and s ∈ [0,L) such that Z¯r(t) = Z¯r,m(s). Since Zˆr(t) = Z¯r(rt),
the sample paths of {Z¯r,m(·) :m ≤ ⌊rT ⌋} on the time interval [0,L) deter-
mine the sample paths of Zˆr(·) on [0, T ]. Consequently, (1.1) translates to
the sample paths of Zˆr(·) on [(L− 1)r−1, T ]. That is, as r→∞,
Zˆr(t)≈ ϑZˆr(t)e , t ∈ [(L− 1)r−1, T ],(1.2)
where Zˆr(·) = Zˆr(·)(H+) is the diffusion scaled queue length process. With
some extra work, one obtains (1.2) for all t ∈ [0, T ].
In particular, the diffusion scaled state descriptor Zˆr(·) can be asymp-
totically recovered from the one-dimensional diffusion scaled queue length
process Zˆr(·) by the lifting map ∆ϑ : z 7→ ϑze. This phenomenon is known
as state space collapse. The process Zˆr(·) converges in distribution to a
reflected Brownian motion Z∗(·) by Corollary 2.4 of [9]. Applying the con-
tinuous mapping theorem to (1.2) and ∆ϑ completes the proof.
The program outlined above for proving state space collapse of a dif-
fusion scaled process using overlapping sections of a fluid scaled process
is motivated by methodology developed in [3, 24] for open multiclass net-
works with HL (head-of-the-line) service disciplines. This methodology was
adapted to the measure valued state descriptor of a processor sharing queue
in [9] and has been further adapted here. The limiting diffusion process
∆ϑZ
∗(·) = ϑZ∗(·)e takes values in a submanifold {ϑze : z ≥ 0} of M, known as
the invariant manifold. Note that this manifold is not a linear space. This
is an interesting contrast to other results exhibiting state space collapse,
including [3, 5, 9, 24], in which the invariant manifold is frequently a linear
space.
The paper is organized as follows. Section 2 gives a precise description of
the model, different forms of scaling and various asymptotic assumptions;
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it also contains the statement of the main theorem. Section 3 illustrates
several applications of the theorem. Section 4 contains the proof of tightness
of the shifted fluid scaled state descriptors. Section 5 investigates properties
of local fluid limits and Section 6 contains the proof of state space collapse,
leading quickly to the proof of the main theorem.
1.1. Notation. The following notation will be used throughout. Let N=
{1,2, . . .} and let Z and R denote the integers and real numbers, respectively.
Let R+ = [0,∞) and denote the right half-plane R+ ×R by H+. For a, b ∈
R, write a ∨ b for the maximum, a ∧ b for the minimum, a+ and a− for
the positive and negative parts, ⌊a⌋ for the integer part and ⌈a⌉ for the
smallest integer n≥ a. Denote the indicator of a set B ⊂H+ by 1B and let
Bε = {w ∈H+ : infz∈B ‖w−z‖< ε}. For w ∈H+, let B+w= {z+w : z ∈B}.
Denote by Cb(S) the space of continuous bounded real valued functions on
a topological space S.
Recall that M is the set of nonnegative finite Borel measures on H+,
with zero measure denoted by 0. For ζ ∈M and a ζ-integrable function
g :H+→R, define 〈g, ζ〉=
∫
H+
g dζ . The space M is endowed with the weak
topology: ζn
w−→ ζ in M if and only if 〈g, ζn〉 → 〈g, ζ〉 for all g ∈ Cb(H+).
With this topology, M is a Polish space [19]. It will be convenient to use the
following metric: for ξ, ζ ∈M, let
d[ξ, ζ] = inf{ε > 0 : ξ(B)≤ ζ(Bε) + ε and
(1.3)
ζ(B)≤ ξ(Bε) + ε, for all closed B ⊂H+}.
It is straightforward to verify that d[·, ·] is a complete metric on M inducing
the weak topology.
All stochastic processes are assumed to be right continuous with finite
left limits. Let D([0,∞),M) denote the space of right continuous, left lim-
ited paths ζ : [0,∞)→M, endowed with the Skorohod J1-topology. For two
random objects X,Y with the same distribution µ, write X ∼ Y ∼ µ. Write
Xn⇒ Y when Xn converges in distribution to Y as n→∞.
2. A processor sharing queue with soft deadlines. This section gives a
precise description of the model under consideration, specifies assumptions
and states the main result. A formal definition of the processor sharing
queue was given in [10] and the reader is referred there for a more detailed
description. The present model is a generalization of the one considered
in [10], so parts of the definition are restated here. This is the subject of
Section 2.1 below, which introduces a sequence of processor sharing models
incorporating soft deadlines, along with the associated notation. Section 2.2
describes the scaling and time shifts to be applied to this sequence and
Section 2.3 specifies asymptotic assumptions. The main result appears in
Section 2.4.
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2.1. Sequence of models. Let R⊂ (0,∞) be a sequence that increases to
infinity. Suppose that, for each r ∈ R, there is a stochastic model consist-
ing of the following: a processor sharing server that processes jobs at unit
rate from an infinite capacity buffer, a collection of stochastic primitives
(Er(·),{vri , lri }∞i=1) describing the arrival times, service times and initial lead
times of jobs arriving to the buffer and a random initial condition speci-
fying the state of the system at time 0. The time evolution of the system
state is described by a collection of performance processes, defined in terms
of the primitives and initial condition through a set of descriptive equa-
tions. The random objects in each model are defined on a probability space
(Ωr,F r,Pr), with expectation on this space denoted Er.
The stochastic primitives consist of an exogenous arrival process Er(·)
and a sequence of service times and initial lead times {vri , lri }∞i=1. The arrival
process Er(·) is a rate αr delayed renewal process associated with a sequence
{uri }∞i=1 of finite nonnegative interarrival times. For t≥ 0, Er(t) represents
the number of jobs that have arrived at the buffer during the time interval
(0, t]. The ith job to arrive after time 0 is called job i; jobs already in the
buffer at time 0 will be called initial jobs. The quantity ur1 is the arrival
time of the first job and for i≥ 2, uri is the elapsed time between the arrival
of job i− 1 and job i. Thus, job i arrives at time U ri =
∑i
j=1 u
r
j for i ≥ 1.
Define U r0 = 0. Then for t≥ 0,
Er(t) = sup{i≥ 0 :U ri ≤ t}.
Assume that {uri }∞i=1 is a sequence of independent random variables and that
{uri }∞i=2 are independent and identically distributed with mean 1/αr ∈ (0,∞)
and standard deviation ar <∞. The first element ur1 of the sequence is
assumed to be strictly positive with finite mean.
For each i ≥ 1, the service time vri represents the amount of processing
time that job i requires from the server; the initial lead time lri represents
the maximum amount of time that job i can be in the buffer without being
late. Since this job arrives at time U ri , it will be late after time U
r
i + l
r
i . Late
jobs remain in the buffer until completing service. Consequently, U ri + l
r
i
is a soft deadline for job i. Assume that {vri } are strictly positive random
variables and that {vri , lri }∞i=1 is a sequence of independent and identically
distributed random vectors with common joint distribution given by a Borel
probability measure ϑr on H+. Assume that v
r
1 has mean 1/β
r ∈ (0,∞) and
standard deviation br <∞ and that {vri , lri }∞i=1 is independent of the arrival
process Er(·).
It will be convenient to express the primitives as a measure valued arrival
process. For each t≥ 0, let Lr(t) ∈M be the random measure
Lr(t) =
Er(t)∑
i=1
δ(vri ,l
r
i )
,
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where δ(x,y) denotes the Dirac measure at (x, y) ∈H+.
The initial condition specifies Zr(0), the number of initial jobs present in
the buffer at time zero, as well as the service time requirements and initial
lead times of these initial jobs. Assume that Zr(0) is a nonnegative, integer
valued random variable. The service times and initial lead times for initial
jobs are the first Zr(0) elements of a sequence {v˜rj , l˜rj}∞j=1 of random vec-
tors, where {v˜rj} are strictly positive. Assume that Zr(0) and {v˜rj , l˜rj}∞j=1 are
independent of {uri }∞i=2 and {vri , lri }∞i=1; they do not need to be independent
of each other. A convenient way to express the initial condition is to define
an initial random measure Zr(0) ∈M by
Zr(0) =
Zr(0)∑
j=1
δ(v˜rj ,l˜
r
j )
.
Henceforth, Zr(0) will be used as the initial condition. Let χ :H+ → R+
denote the projection (x, y) 7→ x. Assume that Zr(0) satisfies
E
r[〈1,Zr(0)〉] <∞,(2.1)
E
r[〈χ,Zr(0)〉] <∞.(2.2)
Note that since 〈1,Zr(0)〉 = Zr(0) and 〈χ,Zr(0)〉 =∑Zr(0)j=1 v˜rj , assumptions
(2.1) and (2.2) mean that the expected initial queue length and expected
initial workload are finite.
The performance processes describe the system’s behavior; they are de-
fined in terms of the primitives through a set of equations that embody the
processor sharing discipline and the expiration of deadlines. For each t≥ 0,
let Sr(t) denote the cumulative service per job provided by the server up to
time t. Thus, if job i≤Er(t) arrives at time U ri ≤ t, the cumulative amount
of processing time job i receives by time t is equal to vri ∧ (Sr(t)−Sr(U ri )).
Similarly, the cumulative amount of processing time an initial job j ≤Zr(0)
receives by time t is equal to v˜rj ∧ Sr(t). Define the residual service time at
time t of job i (and initial job j) by
vri (t) = (v
r
i − Sr(t) + Sr(U ri ))+, i= 1, . . . ,Er(t),(2.3)
v˜rj (t) = (v˜
r
j − Sr(t))+, j = 1, . . . ,Zr(0).(2.4)
A job’s residual service time represents the current remaining amount of
processing time required to fulfill its service time requirement. If a job’s
residual service time is zero, it has completed service and departed the buffer.
Define the lead time at time t of job i (and of initial job j) by
lri (t) = U
r
i + l
r
i − t, i= 1, . . . ,Er(t),(2.5)
l˜rj (t) = l˜
r
j − t, j = 1, . . . ,Zr(0).(2.6)
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The lead time of a job currently in the buffer is the time remaining until its
deadline passes; jobs with negative lead times are currently late.
The state descriptor Zr(·) : [0,∞)→M is a measure valued performance
process that describes the time evolution of the system state: at each time t≥
0, the random measure Zr(t) has one unit of mass located at (v˜rj (t), l˜rj (t)) ∈
H+ for each initial job j ≤Zr(0) still in the buffer at time t and one unit of
mass at (vri (t), l
r
i (t)) ∈ H+ for each job i≤ Er(t) still in the buffer at time
t. For (x, y) ∈ H+, let δ+(x,y) be the Dirac measure at (x, y) if x > 0, with
δ+(0,y) = 0. Since a job is still in the buffer if and only if its current residual
service time is positive, we have
Zr(t) =
Zr(0)∑
j=1
δ+
(v˜rj (t),l˜
r
j (t))
+
Er(t)∑
i=1
δ+(vri (t),l
r
i (t))
.(2.7)
Let Zr(t) denote the number of jobs in the buffer, or queue length, at time
t≥ 0. Then Zr(t) = 〈1,Zr(t)〉. Thus, under the processor sharing discipline,
any job present in the buffer at time t receives service at the instantaneous
rate 〈1,Zr(t)〉−1. Note that if a job is present in the buffer at time t, then
〈1,Zr(t)〉 6= 0. Let ϕ(x) = 1/x for x ∈ (0,∞), with ϕ(0) = 0. Then the cu-
mulative service per job up to time t can be written
Sr(t) =
∫ t
0
ϕ(〈1,Zr(s)〉)ds.(2.8)
It will be convenient to let Srs,t = S
r(t)− Sr(s) for t≥ s≥ 0.
Given the primitives (Er(·),{vri , lri }∞i=1) and the initial condition Zr(0),
the equations (2.3)–(2.8) determine the residual service times, lead times,
the cumulative service per job process Sr(·) and the state descriptor Zr(·).
This fact is not difficult, although somewhat tedious, to show.
Let W r(t) denote the workload in the buffer at time t ≥ 0. This is the
amount of time the server would have to work to complete the remaining
service time requirements of all jobs in the buffer at time t, assuming no new
arrivals take place. Since this equals the sum of the residual service times of
all jobs present in the buffer at time t, we have
W r(t) = 〈χ,Zr(t)〉.
Note that the sequence of processor sharing models introduced here is a
generalization of the sequence of models studied in [9, 10]. In particular, the
measure valued process µr(·) = Zr(·) ◦ χ−1 is determined by the primitives
(Er(·),{vri }∞i=1) and the initial condition (Zr(0),{v˜rj }∞j=1) and is the state
descriptor that was studied in [9, 10].
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2.2. Scaling. This paper concerns the asymptotic behavior, under heavy
traffic conditions, of the R-indexed sequence of models introduced in Sec-
tion 2.1. To obtain useful limits as r→∞, various objects comprising the
rth model must be appropriately scaled.
In Section 2.3 below, it is assumed that, as r→∞, the processor sharing
models become heavily loaded at a rate governed by r. This implies that a
job in the rth model remains in the buffer for a time that is of the order r
multiplied by the job’s service time requirement. Thus, if initial lead times
were to remain of the same order as service times, lead times lri (t), for large
t (of order r2), would tend to −∞ as r→∞. To obtain nontrivial scaling
limits for the lead times, initial lead times {lri } in the rth model are assumed
to be of order r and will be scaled, along with lead times lri (·), by r−1. For
each r ∈R, let ϑ˘r ∈M be the probability measure satisfying
ϑ˘r(B ×C) = ϑr(B × rC)(2.9)
for all Borel sets B ⊂R+ and C ⊂R.
The asymptotic heavy traffic behavior of the state descriptor will be exam-
ined on diffusion scale. For each r ∈R, the diffusion scaled state descriptor
is defined, for t≥ 0, as the random measure Zˆr(t) ∈M satisfying
Zˆr(t)(B ×C) = 1
r
Zr(r2t)(B × rC)
for all Borel sets B ⊂ R+ and C ⊂ R. Note that this definition also scales
lead times by r−1.
Diffusion-scaled versions of the workload and queue length processes are
also needed. For t≥ 0, define Wˆ r(t) = r−1W r(r2t) and Zˆr(t) = r−1Zr(r2t);
note that Wˆ r(t) = 〈χ, Zˆr(t)〉 and Zˆr(t) = 〈1, Zˆr(t)〉. Since the workload
process of a single server queue is the same for all work conserving ser-
vice disciplines, including processor sharing, the heavy traffic behavior of
Wˆ r(·) is described by the well-known result for FIFO queues [11]. Since
Zr(·) = 〈1,Zr(·)〉= 〈1,Zr(·) ◦ χ−1〉, the queue length process of the present
model is the same as for the processor sharing queue without deadlines; a
heavy traffic analysis of Zˆr(·) appears in [9]. The existing results for Wˆ r(·)
and Zˆr(·) will be used in the analysis of Zˆr(·).
Results for the diffusion scaled state descriptor Zˆr(·) will be derived from
results for the fluid scaled state descriptor, defined for t≥ 0 as the random
measure Z¯r(t) ∈M satisfying
Z¯r(t)(B ×C) = 1
r
Zr(rt)(B × rC)(2.10)
for all Borel sets B ⊂R+ and C ⊂R.
The relationship Zˆr(t) = Z¯r(rt) will be essential to bootstrapping results
from fluid scale up to diffusion scale. The process Zˆr(·) is considered over a
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fixed finite time interval [0, T ] for T > 1. This corresponds to looking at the
fluid scaled process Z¯r(·) over [0, rT ]. As r→∞, the asymptotic behavior
of Z¯r(·) over finite time intervals is analyzed using modified versions of
the techniques developed in [9, 10]. Since [0, rT ] grows without bound as
r→∞, it is necessary to piece together many (order r) overlapping sections
of Z¯r(·), each defined on a finite time interval of fixed length L > 1. This
strategy is analogous to the one used in [3]. These overlapping sections of
Z¯r(·) are called the shifted fluid scaled state descriptors. For each t≥ 0 and
m ∈ {0,1, . . .}, define
Z¯r,m(t) = Z¯r(m+ t).(2.11)
Then for each r ∈ R, the time interval [0, rT ] is covered by the ⌊rT ⌋ + 1
overlapping time intervals [m,m+L) for m= 0, . . . , ⌊rT ⌋. Observe that for
each t ∈ [0, rT ], there exists (at least one) m≤ ⌊rT ⌋ and s ∈ [0,L] such that
Z¯r(t) = Z¯r,m(s).
Analysis of the processes Z¯r,m(·) will involve fluid scaled and shifted fluid
scaled versions of many of the processes introduced so far. For all r ∈ R,
m ∈ {0,1, . . .}, t≥ 0 and i= 1, . . . ,Er(rt), define
E¯r(t) =
1
r
Er(rt), E¯r,m(t) = E¯r(m+ t),(2.12)
S¯r(t) = Sr(rt), S¯r,m(t) = S¯r(m+ t),(2.13)
Z¯r(t) =
1
r
Zr(rt), Z¯r,m(t) = Z¯r(m+ t),
v¯ri (t) = v
r
i (rt), v¯
r,m
i (t) = v¯
r
i (t+m),(2.14)
l¯ri (t) =
1
r
lri (rt), l¯
r,m
i (t) = l¯
r
i (t+m).(2.15)
For r ∈ R and t≥ 0, define the fluid scaled measure valued arrival process
by
L¯r(t) = 1
r
rE¯r(t)∑
i=1
δ(vri ,l
r
i r
−1).(2.16)
The fluid scaled processes S¯r(·) and L¯r(·) will play particularly important
roles; it will be convenient to have notation for their increments. Define the
following fluid scaled and shifted fluid scaled increments: for all r ∈ R, all
t≥ s≥ 0 and all m ∈ {0,1, . . .}, let
S¯rs,t = S¯
r(t)− S¯r(s), S¯r,ms,t = S¯rm+s,m+t,(2.17)
L¯rs,t = L¯r(t)− L¯r(s), L¯r,ms,t = L¯rm+s,m+t.(2.18)
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Note that by (2.17) and (2.13),
S¯r,ms,t =
∫ r(m+t)
r(m+s)
ϕ(〈1,Zr(u)〉)du=
∫ t
s
ϕ(〈1, Z¯r,m(u)〉)du.
2.3. Asymptotic assumptions. This section imposes asymptotic assump-
tions on the sequence of models introduced in Section 2.1. This is the setting
in which the main theorem is proved.
Let α, a and p be fixed positive constants and let γ ∈ R. Let ϑ be a
probability measure on H+ satisfying
ϑ({0} ×R) = 0,(2.19)
〈χ4+p, ϑ〉<∞,(2.20)
〈χ,ϑ〉= α−1.(2.21)
Then b= (〈χ2, ϑ〉− 〈χ,ϑ〉2)1/2 is finite. For the sequence of arrival processes,
assume that as r→∞,
(αr, ar)→ (α,a),(2.22)
E
r[ur1]/r→ 0,(2.23)
lim sup
r→∞
E
r[(ur2)
2+p] < ∞.(2.24)
For the sequence of service times and initial lead times, assume that as
r→∞,
ϑ˘r
w−→ ϑ,(2.25)
(βr, br) → (α, b),(2.26)
lim sup
r→∞
〈χ4+p, ϑ˘r〉 < ∞.(2.27)
Define the traffic intensity parameter for the rth system by ρr = αr/βr .
Assumptions (2.22) and (2.26) imply that ρr → 1, that is, the sequence of
models approaches heavy traffic. Assume, further, that as r→∞,
r(1− ρr)→ γ.(2.28)
Assumption (2.28) represents the usual requirement that the sequence of
systems approaches heavy traffic at a particular rate; the constant γ ap-
pears as the drift coefficient of the limiting workload process. Assumption
(2.23) implies that the initial residual interarrival time vanishes on diffusion
scale. Assumption (2.25) specifies a weak limit for the joint distributions of
service times and initial lead times when scaled according to (2.9). Assump-
tions (2.24) and (2.27) imply Lindeberg-type conditions which, along with
(2.22), (2.23), (2.26) and (2.28), guarantee functional central limit theorems
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for the triangular arrays {uri ; i= 1,2, . . .}r∈R and {vri ; i= 1,2, . . .}r∈R and a
functional Donsker theorem for the measure valued arrival processes Lr(·).
The central limit theorems ultimately imply that the diffusion scaled work-
load and queue length processes converge in distribution to reflected Brown-
ian motions (see Propositions 4.1 and 4.2). The functional Donsker theorem
implies a Glivenko–Cantelli-type estimate for Lr(·). Assumption (2.27) is
two moments stronger than is normally necessary for a functional central
limit theorem. The additional restriction is required by Corollary 2.4 in [9],
which will be applied in the present paper; see [9] for further discussion.
It remains to impose asymptotic assumptions on the diffusion scaled initial
condition Zˆr(0). They are stated in terms of Z¯r(0) = Zˆr(0) since they will
be used in that form. The following definition is needed.
Definition 2.1 (Invariant manifold). For each z > 0, let ϑze ∈M be the
unique measure satisfying
〈1[x,∞)×[y,∞), ϑze〉= α
∫ ∞
0
〈1[x+uz−1,∞)×[y+u,∞), ϑ〉du(2.29)
for all x∈R+ and y ∈R. Let ϑ0e = 0 and define
Mϑ = {ϑze ∈M : z ≥ 0}.
By (2.21), (2.29) and a change of variables, 〈1, ϑze〉 = z for all z ≥ 0. For
z > 0, the probability measure z−1ϑze can be thought of as the excess life-
time distribution of ϑ in direction (z−1,1), a generalization of the notion of
excess lifetime distribution to the half-plane H+. Following usage in [3], we
call the one-parameter family of measures Mϑ ⊂M the invariant manifold
associated with ϑ. Note that the invariant manifold is not a linear space.
Let Θ ∈M be a random measure such that
Θ ∈Mϑ a.s.,(2.30)
E[〈1,Θ〉]<∞.(2.31)
For the sequence of scaled initial measures Z¯r(0) = Zˆr(0), assume that as
r→∞,
(Z¯r(0), 〈χ, Z¯r(0)〉, 〈χ1+p, Z¯r(0)〉)⇒ (Θ, 〈χ,Θ〉, 〈χ1+p,Θ〉).(2.32)
The second component of (2.32) implies that the scaled initial workload
converges in distribution, that is, Wˆ r(0)⇒ 〈χ,Θ〉.
The assumptions of this section are now summarized to simplify the state-
ment of results that follow.
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There is a sequence of processor sharing models, as
defined in Section 2.1; there exist positive constants
α, a, p, a real number γ ∈R, a probability measure
ϑ on H+ and a random measure Θ ∈M such that
(2.19)–(2.32) hold.
(A)
2.4. Limit theorem. Assume (A) and let Z∗(·) be a reflected Brownian
motion on R+ with drift−2γα(1+α2b2)−1, variance 4α3(a2+b2)(1+α2b2)−2
and initial value Z∗(0) that is equal in distribution to 〈1,Θ〉. Define the
measure valued process
Z∗(·) = ϑZ∗(·)e .
Theorem 2.2. As r→∞, the sequence of diffusion scaled state descrip-
tors {Zˆr(·)} converges in distribution to the measure valued process Z∗(·).
Sections 4–6 are devoted to proving Theorem 2.2. Section 4 establishes
a tightness property for the families of shifted fluid scaled state descriptors
{Z¯r,m(·) :m ≤ ⌊rT ⌋}. This yields the existence of limit points, called local
fluid limits, which are characterized in Section 5 as solutions of a certain
integral equation. In Section 6, the steady state behavior of these local fluid
limits, combined with the overlapping nature of the shifted fluid scaled state
descriptors {Z¯r,m(·) :m≤ ⌊rT ⌋}, reveals that {Zˆr(·)} is asymptotically close
to the invariant manifold Mϑ. Combined with an existing limit theorem for
the diffusion scaled queue length processes {Zˆr(·)}, this establishes Theo-
rem 2.2. The next section illustrates the applicability of Theorem 2.2 by
discussing several useful computations.
3. Special cases and applications. A central motivation of this paper is
to study the heavy traffic performance of the processor sharing discipline
in relation to timing requirements. A useful performance measure in this
context is called the lead time profile (see [6, 13, 14, 15, 16, 18, 26]). If
π :H+ → R is the projection (x, y) 7→ y, then the diffusion scaled lead time
profile is
Zˆr(·) ◦ π−1.
It is a random finite Borel measure on R that describes how well the service
discipline is meeting the soft deadlines of jobs. For example, the (scaled)
number of jobs that are currently late at time t is 〈1(−∞,0], Zˆr(t) ◦ π−1〉.
This section discusses a few special cases for which the lead time profile is
given by a convenient formula. When service times are independent of initial
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lead times, the lead time profile can be expressed in terms of a convolution
of two measures on R. If initial lead times equal zero, the lead time profile
provides information about time in queue and sojourn times; see Sections
3.1 and 3.2. The case in which initial lead times depend linearly on service
times leads to a heuristic rule for setting “realistic” deadlines for jobs in a
processor sharing queue; see Section 3.3.
3.1. Independence of service times and initial lead times. Suppose that
for each r ∈R, the service times and initial lead times of arriving jobs are
independent, that is,
ϑr = νr × λr,(3.1)
where νr is the service time distribution on R+ and λ
r is the initial lead
time distribution on R. Letting λ˘r(C) = λr(rC) for Borel sets C ⊂ R, we
have
ϑ˘r = νr × λ˘r.
So, by (2.25),
νr × λ˘r w−→ ϑ as r→∞
and ϑ= ν × λ, where ν and λ are the weak limits of νr and λ˘r. By Theo-
rem 2.2 and the continuous mapping theorem,
Zˆr(·) ◦ π−1 =⇒ ϑZ∗(·)e ◦ π−1 as r→∞.(3.2)
In the present setting, ϑ0e = 0 and for z > 0, x ∈R+ and y ∈R,
〈1(x,∞)×(y,∞), ϑze〉= α
∫ ∞
0
ν((x+ uz−1,∞))λ((y+ u,∞))du.(3.3)
To compute the limiting lead time profile, set x = 0 in (3.3) and observe
that ϑze({0} ×R) = 0. Then for y ∈R and z > 0,
〈1R+×(y,∞), ϑze〉= α
∫ ∞
0
ν((uz−1,∞))λ((y+ u,∞))du.
Thus, using Definition 2.1,
〈1R+×(−∞,y], ϑze〉= 〈1, ϑze〉 − 〈1R+×(y,∞), ϑze〉
(3.4)
= z − α
∫ ∞
0
ν((uz−1,∞))λ((y + u,∞))du.
Since, by (2.21),
z = zα
∫ ∞
0
ν((s,∞))ds= α
∫ ∞
0
ν((uz−1,∞))du,(3.5)
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we can deduce from (3.4) that
〈1R+×(−∞,y], ϑze〉= α
∫ ∞
0
ν((uz−1,∞))λ((−∞, y+ u])du.(3.6)
Letting ν¯ze be the Borel measure on R with density
f¯ ze (u) =
{
αν((−uz−1,∞)), u≤ 0,
0, u > 0,
(3.7)
we can conclude from (3.6) that
〈1R+×(−∞,y], ϑze〉=
∫
R
λ((−∞, y− u])dν¯ze (u).(3.8)
This yields the convolution formula
ϑze ◦ π−1 = λ ⋆ ν¯ze .(3.9)
Note that if νe denotes the excess lifetime distribution of ν, then νe has
density f¯ ze (−uz) for u ∈R. That is, ν¯ze is related to νe by a scaling factor z
and a reflection about zero.
Letting ν¯0e be the zero measure on R, (3.9) holds for all z ≥ 0. Combining
(3.2) and (3.9) yields an approximation result for the diffusion scaled lead
time profiles. As r→∞,
Zˆr(·) ◦ π−1 =⇒ λ ⋆ ν¯Z∗(·)e .(3.10)
As a special case of (3.1), suppose, in addition, that the service time
distribution νr is exponential for each r ∈ R. Then ν is exponential with
mean α−1. For z > 0, (3.7) takes the form
f¯ ze (u) =

α exp
(
α
z
u
)
, u≤ 0,
0, u > 0.
So, by (3.10), when Z∗(t) > 0, the limiting lead time profile λ ⋆ ν¯
Z∗(t)
e at
time t is equal to the convolution of λ with an exponential measure with
parameter α/Z∗(t) and total mass Z∗(t) that is reflected about zero. This
result applies, in particular, to a sequence of M/M/1 queues with lead times
satisfying λ˘r = λ for all r. Thus, it verifies a conjecture of Lehoczky [18],
who supported this statement with an informal analysis and Monte Carlo
simulations.
3.2. Time in queue, sojourn times and the snapshot. An alternative spe-
cial case of (3.1) can be used to study the profile of times in queue for the
processor sharing discipline. A job’s time in queue at time t is the amount
of time spent in the buffer by time t. On diffusion scale, the profile of times
in queue τˆ r(t) at time t is a random finite Borel measure on R+. It can be
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directly deduced from the diffusion scaled lead time profile by assuming that
initial lead times are zero for all r ∈R. A job’s time in queue at time t then
equals the absolute value of its current lead time; for y ≥ 0,
〈1[y,∞), τˆ r(·)〉= 〈1R+×(−∞,−y], Zˆr(·)〉.(3.11)
Since (3.1) holds when λr = δ0 for all r ∈R, the limiting lead time profile
ϑ
Z∗(·)
e ◦ π−1 is given by (3.9) with λ= δ0; for z = 0, ϑze ◦ π−1 equals the zero
measure on R and for z > 0 and y ∈R, a short computation using (3.9) and
(3.7) yields
〈1R+×(−∞,y], ϑze〉=
{
z, y ≥ 0,
zνe([−yz−1,∞)), y < 0.(3.12)
Thus, if τ∗(·) denotes the limiting profile of times in queue, then for t≥ 0
and y ≥ 0,
〈1[y,∞), τ∗(t)〉=
{
Z∗(t)νe([yZ
∗(t)−1,∞)), Z∗(t)> 0,
0, Z∗(t) = 0.
(3.13)
A related computation reveals the limiting sojourn time behavior, which
is informally described below. A job’s sojourn time is the time between
its arrival at the buffer and its service completion. Consider the empirical
distribution of a collection of sojourn times, sampled over a time interval
that is small on diffusion scale. This distribution can be studied as the
interval varies over diffusion scaled time. Since the interval will be taken to
be asymptotically small, it can be defined in terms of residual service times.
Fix T > 1 and t ∈ [0, T ) such that Z∗(t)> 0. For ε > 0 and r ∈R, let Jˆrε (t)
denote the set of jobs with residual service time in (0, ε] at (diffusion scaled)
time t. Let τˆ rε (t) be the diffusion scaled distribution of times in queue for
those jobs in Jˆrε (t). Once again, assume that λ
r = δ0 for all r so that a job’s
time in queue is the absolute value of its lead time. Then for y ≥ 0,
〈1[0,y), τˆ rε (t)〉= ϕ(〈1[0,ε]×R, Zˆr(t)〉)〈1[0,ε]×(−y,∞), Zˆr(t)〉,
where ϕ(x) = 1/x for x > 0, with ϕ(0) = 0. Let σˆrε(t) denote the diffusion
scaled distribution of sojourn times for those jobs in Jˆrε (t). That is, if σ
r
i is
the unscaled sojourn time of job i ∈ Jˆrε (t), then for y ≥ 0,
〈1[0,y), σˆrε(t)〉= ϕ(〈1[0,ε]×R, Zˆr(t)〉)
∑
i∈Jˆrε (t)
1[0,y)(r
−1σri ).(3.14)
For small ε, the probability measure τˆ rε (t) approximates σˆ
r
ε(t) in the
following sense: if job i ∈ Jˆrε (t), then in the unscaled system, vri (r2t) ≤ ε.
Since the sequence {Zˆr(·)} is tight, there exists C > 0 such that, with high
probability, sups∈[0,T ] Zˆ
r(s) ≤ C. Assume that r is sufficiently large that
r2t+ rεC ≤ r2T . Then, with high probability, job i receives service at rate
18 H. C. GROMOLL AND  L. KRUK
at least (rC)−1 if it is present in the buffer during the entire time interval
[r2t, r2t + rεC] ⊂ [0, r2T ]. It must therefore complete service at or before
time r2t+ rεC. Since its time in queue increases by at most rεC before it
departs, its sojourn time σri will differ from its time in queue at time r
2t by
at most rεC. So, by (3.14), its diffusion scaled sojourn time will differ from
its diffusion scaled time in queue at time t by at most εC. Taking ε to be
small compared to C, it is easy to show that τˆ rε (t) and σˆ
r
ε(t) are close in the
weak topology. As r→∞, the number of jobs in Jˆrε (t) grows without bound
for all ε > 0, yielding nontrivial distributions τˆ rε (t) and σˆ
r
ε(t).
By letting ε→ 0 after r→∞, one obtains a limiting distribution σ∗(t).
By Theorem 2.2 and the continuous mapping theorem, τˆ rε (t) can be approx-
imated by τ∗ε (t), where, for y ≥ 0,
〈1[0,y), τ∗ε (t)〉= 〈1[0,ε]×(−y,∞), ϑZ
∗(t)
e 〉ϕ(〈1[0,ε]×R, ϑZ
∗(t)
e 〉).
For z > 0 and y ≥ 0, a short computation using (3.3) with λ= δ0 yields
〈1[0,ε]×(−y,∞), ϑze〉
〈1[0,ε]×R, ϑze〉
=
νe([0, yz
−1))− νe([ε, ε+ yz−1))
νe([0,∞))− νe([ε,∞))
=
νe([0, ε))− νe([yz−1, ε+ yz−1))
νe([0, ε))
.
Thus, for z > 0 and y ≥ 0 such that ν({yz−1}) = 0,
lim
ε→0
〈1[0,ε]×(−y,∞), ϑze〉
〈1[0,ε]×R, ϑze〉
= 1− ν([yz−1,∞)) = ν([0, yz−1)).
Conclude that for y ≥ 0,
σ∗(t)([0, y)) = ν([0, yZ∗(t)−1)).
Since σˆrε(t) and τˆ
r
ε (t) are close for small ε, the measure σ
∗(t) may be
interpreted as a limiting sojourn time distribution of jobs “departing the
system at diffusion scaled time t.” Note that the order in which limits are
taken here is the only way to obtain a nontrivial limit; if one takes ε→ 0 in
the prelimit, then τˆ rε (t) converges to the zero measure because Zˆr(t) does
not charge {0} × R. Also, note that the limit σ∗(t) has been obtained for
fixed t when Z∗(t)> 0, not as a process.
An implication of (3.14) and the subsequent computations is that sojourn
times in the rth system are of order r. Compare this to the state descrip-
tor: since Zˆr(·) = r−1Zr(r2·) converges to a process with continuous sample
paths, the state descriptor varies slowly on the time scale of sojourn times
when r is large. That is, jobs observe only very small changes in the system
state, including the queue length, during their stay in the system. This is
analogous to Reiman’s snapshot principle (see [18, 22]).
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3.3. Linear dependence of initial lead times and service times. By the
results in the previous section, the amount of time a job spends in a heavily
loaded single server processor sharing queue is roughly proportional to its
service time and the queue length observed upon arrival. Suppose that in
the rth system, jobs have “realistic” deadlines, that is, lri = crv
r
i for all
i= 1,2, . . . , where c > 0 is a constant corresponding to the (diffusion scaled)
queue length a job hopes to find upon arrival. Then for x ∈R+ and y ∈R,
〈1[x,∞)×[y,∞), ϑ〉= ν([x∨ yc−1,∞)).
By Theorem 2.2, Zˆr(·)⇒ ϑZ∗(·)e , where for z ≥ 0, x ∈R+ and y ∈R,
〈1[x,∞)×[y,∞), ϑze〉= zα
∫ ∞
0
〈1[(x+u)∨(y+zu)c−1,∞), ν〉du.
Setting x= 0 yields, after some computation,
〈1R+×[y,∞), ϑze〉=
{
z, y ≤ 0,
cνe([yc
−1,∞))− (c− z)νe([y(c− z)−1,∞)), y > 0,
for 0< z ≤ c, where the last term above is understood to be zero when z = c.
For z > c,
〈1R+×[y,∞), ϑze〉=
{
z + (c− z)νe([y(c− z)−1,∞)), y ≤ 0,
cνe([yc
−1,∞)), y > 0.
As the snapshot principle predicts, there is no lateness in the limiting system
when Z∗(t) ≤ c and therefore almost no lateness in the prelimit when r is
large and Zr(t)≤ rc+ o(r). If Z∗(t)> c [r is large and Zr(t)> r(c+ ε) for
some ε > 0], then jobs become late before they exit the system. Thus, c acts
as a threshold for Z∗(·), governing when the system exhibits lateness. Since
the law of Z∗(·) is known [9], one can influence the proportion of missed
deadlines by choosing c appropriately. For example, in cases where γ > 0
(corresponding to a sequence of subcritical prelimit models), Z∗(·) has a
steady state distribution [9]; by choosing c as a particular quantile of this
distribution, one could achieve a desired long-run average lateness rate.
4. Tightness. The remainder of the paper is devoted to proving Theorem
2.2. The goal of this section is to prove that R-indexed sequences of sample
paths chosen from {Z¯r,m(·) :m ≤ ⌊rT ⌋} are relatively compact with high
probability.
4.1. Preliminary results. Assumption (A) has some important conse-
quences which are reviewed below for later reference. Recall that Wˆ r(·) =
〈χ, Zˆr(·)〉 is the diffusion scaled workload process for the rth model. Let
W ∗(·) be a reflected Brownian motion on R+ with drift −γ, variance α(a2+
b2) and initial value W ∗(0) equal in distribution to 〈χ,Θ〉.
20 H. C. GROMOLL AND  L. KRUK
Proposition 4.1. As r→∞, the sequence of diffusion scaled workload
processes {〈χ, Zˆr(·)〉} converges in distribution to W ∗(·).
Proof. It is well known that (A) is sufficient to imply the above result
for the workload process of any single-server, single-class queue operating
under a work conserving service discipline (including the present processor
sharing model). The use of functional central limit theorems and continuous
mappings to prove such results goes back to [11]. See [24] for a detailed
account covering a more general setting than the present one. 
A similar result holds for the diffusion scaled queue length process Zˆr(·) =
〈1, Zˆr(·)〉. Assume (A) and letW ∗(·) be the reflected Brownian motion spec-
ified above. Let Cϑ = 2α(1 +α
2b2)−1 and define Z∗(·) =CϑW ∗(·).
Proposition 4.2. As r→∞, the sequence of diffusion scaled queue
length processes {Zˆr(·)} converges in distribution to Z∗(·).
Proof. See Theorem 2.3 in [9] and Corollary 2.4 in [9]. 
A simple corollary will also be needed. Assume (A) and let T > 1 and
ε, η ∈ (0,1).
Corollary 4.3. For all L> 1,
lim inf
r→∞
P
r
(
sup
m≤⌊rT ⌋,
t∈[0,L]
|〈1, Z¯r,m(t)〉 − 〈1, Z¯r,m(0)〉| ≤ ε
)
≥ 1− η.(4.1)
Furthermore, there exists M > 1 such that for all L> 1,
lim inf
r→∞
P
r
(
sup
m≤⌊rT ⌋,
t∈[0,L]
〈1, Z¯r,m(t)〉 ∨ 〈χ, Z¯r,m(t)〉 ≤M
)
≥ 1− η.(4.2)
Proof. Expand the definition of Z¯r,m(·) to rewrite in terms of diffusion
scaling. It suffices to show that for all L> 1,
lim inf
r→∞
P
r
(
sup
t∈[0,T ],
h∈[0,Lr−1]
|Zˆr(t+ h)− Zˆr(t)| ≤ ε
)
≥ 1− η,
and that there exists M > 1 such that for all L> 1,
lim inf
r→∞
P
r
(
sup
t∈[0,T+Lr−1]
Zˆr(t) ∨ 〈χ, Zˆr(t)〉 ≤M
)
≥ 1− η.
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Both statements follow from Propositions 4.1 and 4.2; the sequences {〈χ, Zˆr(·)〉}
and {Zˆr(·)} are tight and the limiting processes W ∗(·) and Z∗(·) are a.s.
continuous. Note that M can indeed be chosen independent of L. 
The following result concerning the invariant manifold Mϑ will be needed.
Definition 4.4 (Lifting map). For a probability measure ϑ on H+ sat-
isfying (2.19)–(2.21), let ∆ϑ :R+→Mϑ be the associated lifting map given
by
∆ϑz = ϑ
z
e, z ∈R+.(4.3)
Lemma 4.5. The map ∆ϑ :R+ →Mϑ is continuous and Mϑ ⊂M is
closed.
Proof. By (2.21), (2.29) and a change of variables, 〈1, ϑye〉 = y for all
y ≥ 0. Let {zn} ⊂ R+ satisfy zn → z as n→∞. Then 〈1, ϑzne 〉 → 〈1, ϑze〉. If
z = 0, then ϑzne
w−→ 0. Assume without loss of generality that z, zn > 0 for
all n and let B ⊂ H+ be closed. By (2.29) and two applications of Fatou’s
lemma,
lim sup
n→∞
ϑzne (B)≤ α
∫ ∞
0
〈
lim sup
n→∞
1B+(uz−1n ,u), ϑ
〉
du.
Since B is closed,
lim sup
n→∞
ϑzne (B)≤ α
∫ ∞
0
〈1B+(uz−1,u), ϑ〉du= ϑze(B).
Conclude from the Portmanteau theorem that z−1n ϑ
zn
e
w−→ z−1ϑze and there-
fore, ϑzne
w−→ ϑze. For the second statement, let {ϑzne } ⊂Mϑ satisfy ϑzne w−→ ξ
as n→∞. Then zn→ 〈1, ξ〉. Since ∆ϑ is continuous, ξ = ϑ〈1,ξ〉e ∈Mϑ. 
4.2. Functional Glivenko–Cantelli estimate. Proofs appearing below will
frequently rely on a functional uniform Glivenko–Cantelli estimate for the
measure valued arrival process specified in Section 2.1. They require uni-
form control over the empirical distributions of random vectors (vri , l
r
i r
−1)
associated with jobs arriving during an interval [s, t]. More explicitly, for
all intervals [s, t] with length bounded by a fixed constant L, the random
measure
L¯r,ms,t =
1
r
rE¯r,m(t)∑
i=rE¯r,m(s)+1
δ(vri ,l
r
i r
−1)
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must be asymptotically approximated, with high probability, by the measure
αr(t− s)ϑ˘r. For fixed m, [s, t] and for a fixed Borel set B ⊂ H+, it follows
from (A) and the weak law of large numbers that
L¯r,ms,t (B)−αr(t− s)ϑ˘r(B) P
r−→ 0 as r→∞.(4.4)
The present setting requires this approximation to be uniform over a suffi-
ciently rich class A of subsets of H+ and, for each T,L > 1, uniform over
all m≤ ⌊rT ⌋ and all intervals [s, t]⊂ [0,L]. This section addresses this issue
using well-known results from empirical process theory.
Let V be a family of Borel-measurable functions f :H+ → R and let
F :H+ → R be a Borel-measurable envelope for V , that is, |f | ≤ F for all
f ∈ V . For f ∈ V and a Borel probability measure Q on H+, let ‖f‖Q,2 =
(
∫
f2 dQ)1/2. Let ℓ∞(V ) be the space of bounded functions G :V →R, equipped
with the supremum norm ‖G(f)‖V = supf∈V |G(f)|. For a random measure
L ∈M (defined on Ωr) satisfying 〈F,L〉<∞ almost surely, identify L with
a random element L ∈ ℓ∞(V ) satisfying L(f) = 〈f,L〉 almost surely. This
identification is unique in law. Then for r ∈R, m≤ ⌊rT ⌋ and [s, t]⊂ [0,L],
the random measure L¯r,ms,t −αr(t− s)ϑ˘r also represents a random element of
ℓ∞(V ). A uniform version of (4.4) requires that for an appropriate family
V of indicator functions, L¯r,ms,t − αr(t− s)ϑ˘r P
r−→ 0 in ℓ∞(V ), uniformly in
m≤ ⌊rT ⌋ and [s, t]⊂ [0,L].
This uniform convergence holds under easily verifiable conditions on V .
The first main condition guarantees a minimal amount of measurability
when dealing with suprema over V . Call a family V a Borel-measurable
class if for each n ∈N and (e1, . . . , en) ∈ {−1,1}n, the map
(x1, . . . , xn) 7→
∥∥∥∥∥
n∑
i=1
eif(xi)
∥∥∥∥∥
V
is Borel measurable on Hn+. The condition states that for all δ > 0 and r ∈R,
the families V rδ = {f−g :f, g ∈ V ,‖f−g‖ϑ˘r ,2 < δ} and V 2∞ = {(f−g)2 :f, g ∈
V } are Borel-measurable classes.
The second main condition ensures that V is not too large, as mea-
sured by the following combinatorial property. Given a set S, a Vapnik–
Cˇervonenkis class (VC-class) is a collection S of subsets of S with finite
Vapnik–Cˇervonenkis index (VC-index ). The VC-index of a collection of sub-
sets is the smallest integer n (∞ if none exists) such that S shatters no n-
point subset {x1, . . . , xn} ⊂ S. A collection S shatters {x1, . . . , xn} if each of
the 2n subsets of {x1, . . . , xn} can be picked out by S , that is, can be written
A ∩ {x1, . . . , xn} for some A ∈S . Finally, a family of functions U :S→ R
is a VC-class if the collection of subgraphs {{(x, y) :y < f(x)} :f ∈U } is a
VC-class of sets in S ×R. For a more detailed discussion of VC-classes, see,
for example, [23], Chapter 2.6.
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VC-classes satisfy the uniform entropy condition: Let V be a VC-class
with envelope F . Let Q be the set of finite discrete probability measures Q
on H+ such that ‖F‖Q,2 > 0. For Q ∈Q and a Borel-measurable function
f :H+ → R satisfying ‖f‖Q,2 <∞, let Bf (ε) = {g ∈ V :‖f − g‖Q,2 < ε} de-
note the L2(Q)-ball in V with center f and radius ε. Let N(ε,V ,L2(Q)) be
the smallest number of balls Bf (ε) needed to cover V . Then V satisfies∫ ∞
0
sup
Q∈Q
√
logN(ε‖F‖Q,2,V ,L2(Q))dε <∞.(4.5)
See Definition 2.1.5, (2.5.1) and Theorem 2.6.7 in [23].
The uniform entropy condition (4.5) is used in the next lemma to show
that, for large k ∈N, the ℓ∞(V )-norm of the random measure
Gˆrk =
1√
k
k∑
i=1
(δ(vri ,l
r
i r
−1) − ϑ˘r)(4.6)
satisfies a tail bound that is uniform in r ∈ R. In particular, (4.5) implies
that for each r ∈R, the class V admits a ϑ˘r-Brownian bridge, that is, a tight,
Borel-measurable version of the zero-mean Gaussian process {Gr∗(f) :f ∈ V }
with covariance function
E
r[Gr∗(f)Gr∗(g)] = 〈fg, ϑ˘r〉 − 〈f, ϑ˘r〉〈g, ϑ˘r〉.
Moreover, the expected norms Er[‖〈f,Gr∗〉‖V ] are uniformly bounded in r
and for large k, the random measures {Gˆrk : r ∈ R} are uniformly close in
ℓ∞(V ) to {Gr∗ : r ∈ R}. This quickly leads to the desired tail bound; see
Lemma 4.6 below. Finally, Lemma 4.7 below employs this tail bound to
establish the functional Glivenko–Cantelli estimate for L¯r,ms,t .
The proofs in this section use outer probabilities and outer expectations
to avoid cumbersome verifications of the measurability of certain suprema
over uncountable sets. For each r ∈ R and each subset S ⊂ Ωr, define the
outer probability
P˙
r(S) = inf{Pr(B) :S ⊂B,B ∈F r}
and the outer expectation of a map X :Ωr →R by
E˙
r[X] = inf{Er[Y ] :X ≤ Y,Y is F r-measurable}.
Assume (A) and let V be a VC-class of Borel-measurable functions f :H+→
R with Borel-measurable envelope F such that V 2∞ and V
r
δ are Borel-
measurable classes for all r ∈R and δ > 0 and such that
lim
N→∞
sup
r∈R
〈F 21{F>N}, ϑ˘r〉= 0.(4.7)
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Lemma 4.6. For all q ≥ 1 and x > 2, there exist M <∞ and k0 ∈ N
such that k > k0 implies
sup
r∈R
P˙
r(‖〈f, Gˆrk〉‖V > x)≤
M
xq
.
The constant M does not depend on x.
Proof. Fix q ≥ 1 and x > 2. For G ∈ ℓ∞(V ), define
hx(G) = (‖G(f)‖V − x+1)+ ∧ 1.(4.8)
Then
sup
r∈R
P˙
r(‖〈f, Gˆrk〉‖V >x)≤ sup
r∈R
E˙
r[hx(Gˆrk)].(4.9)
The function hx is an element of BL1(V ), the set of all h : ℓ
∞(V )→R sat-
isfying ‖h‖∞ ≤ 1 and |h(G1)− h(G2)| ≤ ‖G1 − G2‖V for all G1,G2 ∈ ℓ∞(V ).
Since V is a VC-class, it satisfies the uniform entropy condition (4.5). More-
over, the envelope F satisfies (4.7) and V 2∞,V
r
δ satisfy the indicated mea-
surability conditions. Thus, V satisfies the assumptions of Theorem 2.8.3 in
[23] which asserts that V is pre-Gaussian and Donsker, uniformly in r ∈R
(see Section 2.8.2 in [23]). In particular, V satisfies
sup
r∈R
E
r[‖〈f,Gr∗〉‖V ]<∞(4.10)
and since hx ∈BL1,
lim
k→∞
sup
r∈R
|E˙r[hx(Gˆrk)]−Er[hx(Gr∗)]|= 0.(4.11)
By (4.9) and (4.11), there exists k0 ∈N such that k > k0 implies
sup
r∈R
P˙
r(‖〈f, Gˆrk〉‖V > x)≤ sup
r∈R
E
r[hx(Gr∗)] + x−q.
Apply (4.8) and Markov’s inequality to the right-hand side to obtain
sup
r∈R
P˙
r(‖〈f, Gˆrk〉‖V > x)≤ sup
r∈R
P
r(‖〈f,Gr∗〉‖V > x− 1) + x−q
≤ x−q
(
2q sup
r∈R
E
r[‖〈f,Gr∗〉‖qV ] + 1
)
.
LetM be the last term in parentheses, which does not depend on x. For each
r ∈ R, the Brownian bridge Gr∗ is separable and Gaussian with ‖〈f,Gr∗〉‖V
finite almost surely. Thus, there exists a constant C such that for all r ∈R,
E
r[‖〈f,Gr∗〉‖qV ]≤CEr[‖〈f,Gr∗〉‖V ]q
(see Proposition A.2.4 in [23]). Conclude from (4.10) that M <∞. 
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The next lemma establishes the functional Glivenko–Cantelli estimate for
L¯r,ms,t . Assume (A) and let T,L > 1 and ε ∈ (0,1). Let V be a VC-class of
Borel-measurable functions f :H+ → R such that V 2∞ and V rδ are Borel-
measurable classes for all r ∈R and δ > 0 and such that (4.7) holds.
Lemma 4.7. There exist events
Ωr1 ⊂
{
sup
f∈V
sup
m≤⌊rT ⌋,
[s,t]⊂[0,L]
|〈f, L¯r,ms,t 〉 − αr(t− s)〈f, ϑ˘r〉| ≤ ε
}
, r ∈R,
such that limr→∞P
r(Ωr1) = 1.
Proof. For each r ∈R, let
Υr =
{
sup
m≤⌊rT ⌋,
[s,t]⊂[0,L]
‖〈f, L¯r,ms,t 〉 − αr(t− s)〈f, ϑ˘r〉‖V > ε
}
.(4.12)
It suffices to show that
lim
r→∞
P˙
r(Υr) = 0.(4.13)
Since
〈f, L¯r,ms,t 〉 −αr(t− s)〈f, ϑ˘r〉= (〈f, L¯r(m+ t)〉 −αr(m+ t)〈f, ϑ˘r〉)
− (〈f, L¯r(m+ s)〉 −αr(m+ s)〈f, ϑ˘r〉),
the supremum in (4.12) is bounded above by
sup
[s,t]⊂[0,rT+L],
|t−s|≤L
‖(〈f, L¯r(t)〉 −αrt〈f, ϑ˘r〉)− (〈f, L¯r(s)〉 −αrs〈f, ϑ˘r〉)‖
V
.
Rewrite this as
sup
[s,t]⊂[0,T+L/r],
|t−s|≤L/r
‖(〈f, L¯r(rt)〉 −αrrt〈f, ϑ˘r〉)− (〈f, L¯r(rs)〉 − αrrs〈f, ϑ˘r〉)‖
V
.
For u≥ 0, let E¯r(u) = r−2Er(r2u) and Eˆr(u) = E¯r(ru)−αrru. Then
〈f, L¯r(ru)〉 −αrru〈f, ϑ˘r〉= 1
r
rE¯r(ru)∑
i=1
(f(vri , l
r
i r
−1)− 〈f, ϑ˘r〉)
+ (E¯r(ru)− αrru)〈f, ϑ˘r〉
= E¯
r
(u)1/2〈f, Gˆr
r2E¯
r
(u)
〉+ Eˆr(u)〈f, ϑ˘r〉.
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Introducing the notation Xrk(f) = (k/r
2)1/2〈f, Gˆrk〉 for k ∈N and f ∈ V , the
supremum in (4.12) is bounded above by
sup
[s,t]⊂[0,T+L/r],
|t−s|≤L/r
‖Xr
r2E¯
r
(t)
(f)−Xr
r2E¯
r
(s)
(f) + (Eˆr(t)− Eˆr(s))〈f, ϑ˘r〉‖
V
.
Let δ > 0. Deduce from the previous remarks and the inequalities ‖〈f, ϑ˘r〉‖V ≤
〈F, ϑ˘r〉 and limsupr→∞L/r ≤ T ∧ δ that
lim
r→∞
P˙(Υr)≤ lim sup
r→∞
P˙
r
(
sup
s,t≤2T,
|t−s|≤δ
|Eˆr(t)− Eˆr(s)|〈F, ϑ˘r〉> ε
2
)
(4.14)
+ limsup
r→∞
P˙
r
(
sup
s,t≤2T,
|t−s|≤δ
‖Xr
r2E¯
r
(t)
(f)−Xr
r2E¯
r
(s)
(f)‖
V
>
ε
2
)
.
By (2.22)–(2.24) and the functional central limit theorem for renewal pro-
cesses, the sequence {Eˆr(·)} converges in distribution to a Brownian motion
which is almost surely uniformly continuous on compact time intervals [2].
Since supr∈R〈F, ϑ˘r〉<∞ by (4.7), we can conclude that the first right-hand
term in (4.14) converges to zero as δ→ 0. To show the same for the second
term, the proof of Theorem 2.12.1 in [23] has been adapted.
For a, b ∈ [0,∞), define Nba =N∩ [a, b]. It suffices to show that
limsup
r→∞
P˙
r
(
max
j∈N
⌈2T/δ⌉
1
sup
s,t∈[(j−1)δ,jδ]
‖Xr
r2E¯
r
(t)
(f)−Xr
r2E¯
r
(s)
(f)‖
V
>
ε
4
)
(4.15)
converges to zero as δ→ 0. For each r ∈R, bound the outer probability of
the maximum by the sum of outer probabilities and discretize the time index
in the supremum. Then (4.15) is bounded above by
limsup
r→∞
⌈2T/δ⌉∑
j=1
P˙
r
(
max
k,l∈N
r2E¯
r
(jδ)
r2E¯
r
((j−1)δ)
‖Xrl (f)−Xrk(f)‖V >
ε
4
)
.(4.16)
Let Ωr0 = {supu∈[0,2T+δ] |E¯
r
(u)−αru|> αδ}. Then on the complement of Ωr0,
for each j = 1, . . . , ⌈2T/δ⌉,
(αrjδ −αδ)+ ≤ E¯r(jδ)≤ αrjδ + αδ.
Deduce that (4.16) is bounded above by
limsup
r→∞
⌈2T/δ⌉∑
j=1
P˙
r
(
max
k,l∈N
r2(αrjδ+αδ)
r2(αr(j−1)δ−αδ)+
∥∥∥∥
√
l
r
〈f, Gˆrl 〉 −
√
k
r
〈f, Gˆrk〉
∥∥∥∥
V
>
ε
4
)
+ limsup
r→∞
⌈
2T
δ
⌉
P˙
r(Ωr0).
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The second term equals zero by (2.22)–(2.24) and the functional weak law
of large numbers for renewal processes. Since Gˆrk has stationary increments
as a function of k and limsupr→∞α
r < 2α, the previous term is bounded
above by
limsup
r→∞
⌈
2T
δ
⌉
P˙
r
(
max
k≤⌊r24αδ⌋
∥∥∥∥
√
k
r
〈f, Gˆrk〉
∥∥∥∥
V
>
ε
4
)
.(4.17)
By Ottaviani’s inequality (see Proposition A.1.1 in [23]) and the stationary
increments of Gˆr
·
, (4.17) is bounded above by
limsup
r→∞
⌈2T/δ⌉P˙r(‖〈f, Gˆr⌊r24αδ⌋〉‖V > ε/(16
√
αδ))
1−maxk≤⌊r24αδ⌋ P˙r(‖〈f, Gˆrk〉‖V > εr/(8
√
k))
.(4.18)
Assume that δ is sufficiently small that ε(16
√
αδ)−1 > 2. By Lemma 4.6,
there exist M and k0 ∈N such that k > k0 implies
sup
r∈R
P˙
r
(
‖〈f, Gˆrk〉‖V >
ε
16
√
αδ
)
≤
(
16
√
αδ
ε
)3
M.(4.19)
Since ⌊r24αδ⌋ →∞ as r→∞, the limit superior of the numerator in (4.18)
is bounded above by ⌈2T/δ⌉(16√αδ/ε)3M , which can be made arbitrarily
small by choosing δ sufficiently close to 0. It remains to show that the limit
inferior, as r→∞, of the denominator in (4.18) is bounded away from zero
as δ→ 0. Observe that εr(8√k)−1 ≥ ε(16√αδ)−1 for k ≤ ⌊r24αδ⌋. So, by
(4.19), the terms in the maximum indexed by k > k0 are bounded above
(uniformly in r) by (16
√
αδ/ε)3M , which can be made arbitrarily small by
choosing δ sufficiently close to 0. For k ≤ k0,
P˙
r
(
‖〈f, Gˆrk〉‖V >
εr
8
√
k
)
≤ P˙r
(
‖〈f, Gˆrk〉‖V >
εr
8
√
k0
)
,
which converges to zero as r→∞. Conclude that (4.18) converges to zero
as δ→ 0. 
It remains to define a class of subsets of H+ that is sufficiently rich to
characterize elements of M, yet sufficiently small to be a VC-class.
Definition 4.8. Let (a, b) denote the closure in R of an interval (a, b)⊂
R and define
A = {[x,∞)× (y,∞) :x ∈ [0,∞), y ∈ [−∞,∞)}.
Note that since the above definition allows y = −∞, the collection A
includes not only subsets of H+ that are translations of the right upper
quadrant, but also all right half-spaces.
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Lemma 4.9. The family V = {1A :A ∈A } is a VC-class of Borel-measurable
functions with Borel-measurable envelope F ≡ 1. Moreover, V 2∞ and V rδ are
Borel-measurable classes for all r ∈R and δ > 0 and the envelope F satis-
fies ( 4.7).
Proof. Since V contains only indicator functions, it suffices to show
that A is a VC-class. Let {a, b, c} ⊂ H+ be a three-point subset. It is im-
possible for A to pick out all three two-point subsets of {a, b, c}. Thus, A
shatters no three-point subset of H+ and so has VC-index at most 3. The
remaining assertions are evident. 
4.3. Dynamic equation. This section introduces the dynamic equation
satisfied by the measure valued state descriptor. For a subset B ⊂H+ and
w ∈ H+, define 1+B(w) = 〈1B , δ+w 〉 (recall the definition of δ+w from Section
2.1). For each r ∈ R, the state descriptor of the rth model satisfies the
following equation almost surely: for each Borel set B ⊂H+ and all t, h≥ 0,
Zr(t+ h)(B) =Zr(t)(B + (Srt,t+h, h))
+
Er(t+h)∑
i=Er(t)+1
1+B(v
r
i (t+ h), l
r
i (t+ h)).
This follows from (2.3)–(2.8) after some simplification. Applying the fluid
scaling (2.10)–(2.15) and (2.17), the above equation becomes
Z¯r(t+ h)(B) = Z¯r(t)(B + (S¯rt,t+h, h))
(4.20)
+
1
r
rE¯r(t+h)∑
i=rE¯r(t)+1
1+B(v¯
r
i (t+ h), l¯
r
i (t+ h)).
After rescaling and shifting, the equation takes the following form. For each
r ∈R, m≤ ⌊rT ⌋ and t, h≥ 0, almost surely for each Borel set B ⊂H+,
Z¯r,m(t+ h)(B) = Z¯r,m(t)(B + (S¯r,mt,t+h, h))
(4.21)
+
1
r
rE¯r,m(t+h)∑
i=rE¯r,m(t)+1
1+B(v¯
r,m
i (t+ h), l¯
r,m
i (t+ h)).
Equations (4.20) and (4.21) are called the dynamic equations for Z¯r(·) and
Z¯r,m(·).
Subsequent proofs use estimates obtained from (4.21). Two estimates re-
sult from bounding the summands by 1 and optionally bounding the first
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term on the right-hand side by its total mass; for each B ⊂H+ and t, h≥ 0,
Z¯r,m(t+ h)(B)≤ Z¯r,m(t)(B + (S¯r,mt,t+h, h)) + L¯r,mt,t+h(H+)
(4.22)
≤ Z¯r,m(t)(H+) + L¯r,mt,t+h(H+).
Two more estimates follow from (4.21) by simply ignoring any arrivals; for
each B ⊂H+ and t, h≥ 0,
Z¯r,m(t)(B + (S¯r,mt,t+h, h))≤ Z¯r,m(t+ h)(B)≤ Z¯r,m(t+ h)(H+).(4.23)
4.4. Compact containment. The following lemma establishes the com-
pact containment of the fluid scaled state descriptor on [0, ⌊rT ⌋+L]. Assume
(A) and let T > 1 and η ∈ (0,1).
Lemma 4.10. There exists a compact set K⊂M such that for all L> 1,
lim inf
r→∞
P
r(Z¯r(t) ∈K for all t ∈ [0, ⌊rT ⌋+L])≥ 1− η.
Proof. Since π+ : (x, y) 7→ |y| is continuous, (2.25) and the Skorohod
representation theorem imply the existence of R+-valued random variables
Xr ∼ ϑ˘r ◦ π−1+ and X ∼ ϑ ◦ π−1+ such that Xr → X almost surely. Conse-
quently, there exists an R+-valued random variable Y such that
Y = sup
r
Xr a.s.(4.24)
Let µ be the law of Y on R+. Since L
2(µ) contains unbounded functions,
there exists a continuous increasing unbounded ψ :R+→R+ such that 〈ψ2, µ〉<
∞. This implies that
〈(ψ ◦ π+)2, ϑ〉=E[ψ(X)2]≤E[ψ(Y )2]<∞.
Thus, the one-element set V = {ψ ◦ π+} is a VC-class with envelope F =
ψ ◦ π+ satisfying (4.7).
Since M is a Polish space, (2.32) and Prohorov’s theorem imply that the
sequence {Z¯r(0) : r ∈R} is tight: there exists a compact K0 ⊂M such that
lim inf
r→∞
P
r(Z¯r(0) ∈K0)≥ 1− η
3
.(4.25)
By (4.25), Corollary 4.3 and Lemma 4.7, there exist M > 1 and events
Ωr1 ⊂
{
sup
m≤⌊2rT ⌋
|〈ψ ◦ π+, L¯r,m0,1 〉 −αr〈ψ ◦ π+, ϑ˘r〉| ≤ 1
}
, r ∈R,
such that for all L> 1, the events
Ωr2 = {Z¯r(0) ∈K0},
Ωr3 =
{
sup
t∈[0,⌊rT ⌋+L]
〈1, Z¯r(t)〉 ∨ 〈χ, Z¯r(t)〉 ≤M
}
,
Ωr0 =Ω
r
1 ∩Ωr2 ∩Ωr3
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satisfy
lim inf
r→∞
P
r(Ωr0)≥ 1− η.(4.26)
Assume henceforth in the proof that all random objects are evaluated at
some outcome ω ∈Ωr0.
Since K0 is compact, there exists a sequence of real numbers {xk :k ∈N}
such that for all k,
sup
ξ∈K0
ξ(([0, xk]× [−xk, xk])c)≤ 1
k
.(4.27)
For each k ∈N, choose yk ≥ xk such that ψ(yk)≥ k2 and define
Ik = [0, k],
Jk = [−(yk + k), yk],
Rk = Ik × Jk.
Consider a sequence ak → 0 as k→∞. The set
K= {ξ ∈M : 〈1, ξ〉 ≤M and ξ(Rck)≤ ak for all k}(4.28)
is precompact ([12], Theorem A 7.5). Thus, by (4.26) and the definition of
Ωr3, it suffices to identify a null sequence {ak} such that for each L> 1 and
each r > L,
sup
t∈[0,⌊rT ⌋+L]
Z¯r(t)(Rck)≤ ak for all k.
Fix L> 1, t ∈ [0, ⌊rT ⌋+L] and k ∈N. Assume that r > L. Observe that
Z¯r(t)(Rck) = Z¯r(t)(Ick ×R) + Z¯r(t)(Ik × Jck).(4.29)
Recall that χ(x, y) = x. By Markov’s inequality and the definition of Ωr3,
Z¯r(t)(Ick ×R) = Z¯r(t)((k,∞)×R)≤
1
k
〈χ, Z¯r(t)〉 ≤ M
k
.(4.30)
Let N = {s ∈ [(t− k)+, t] : 〈1, Z¯r(s)〉 = 0}; if N 6= ∅, fix some τ ∈ N and if
N =∅, let τ = (t− k)+. By (4.20),
Z¯r(t)(Ik × Jck) = Z¯r(τ)((Ik × Jck) + (S¯rτ,t, t− τ))
(4.31)
+
1
r
rE¯r(t)∑
i=rE¯r(τ)+1
1+Ik×Jck
(v¯ri (t), l¯
r
i (t)).
If N 6=∅, then Z¯r(τ) = 0 and
Z¯r(τ)((Ik × Jck) + (S¯rτ,t, t− τ)) = 0.(4.32)
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If N =∅, then either τ = 0 or τ = t− k. Suppose τ = 0. Then by the defini-
tions of Ωr2, yk and Jk, by (4.27) and by the inequality t− τ ≤ k,
Z¯r(τ)((Ik × Jck) + (S¯rτ,t, t− τ))≤ Z¯r(0)(R+ × [−yk, yk]c)≤
1
k
.(4.33)
Suppose τ = t− k. Then, by definition of Ωr3 and the fact that N = ∅, we
have
S¯rτ,t =
∫ t
τ
〈1, Z¯r(s)〉−1 ds≥ t− τ
M
=
k
M
.
In this case, Markov’s inequality and the definition of Ωr3 yield
Z¯r(τ)((Ik × Jck) + (S¯rτ,t, t− τ))≤ Z¯r(τ)([k/M,∞)×R)
≤ M
k
〈χ, Z¯r(τ)〉(4.34)
≤ M
2
k
.
We can then deduce from (4.31)–(4.34) that
Z¯r(t)(Ik × Jck)≤
M2
k
+
1
r
rE¯r(t)∑
i=rE¯r(τ)+1
1+Ik×Jck
(v¯ri (t), l¯
r
i (t)).(4.35)
For each i appearing in the sum, (2.5) and (2.15) imply that
l¯ri (t) = l
r
i r
−1− t+U ri r−1 ≥ lri r−1− t+ τ ≥ lri r−1 − k.
Thus, l¯ri (t) ∈ [−(yk + k), yk]c implies that lri r−1 ∈ [−yk, yk]c, yielding
1+Ik×Jck
(v¯ri (t), l¯
r
i (t))≤ 1R+×[−yk,yk]c(vri , lri r−1).
By definition of ψ and yk,
1R+×[−yk,yk]c(v
r
i , l
r
i r
−1)≤ 1
ψ(yk)
ψ(|lri r−1|)≤
1
k2
ψ(|lri r−1|).
Deduce from (4.35) that
Z¯r(t)(Ik × Jck)≤
M2
k
+
1
r
rE¯r(t)∑
i=rE¯r(τ)+1
1
k2
ψ(|lri r−1|).
Bounding and rewriting the sum, we obtain
Z¯r(t)(Ik × Jck)≤
M2
k
+
1
k2
⌊t⌋∑
m=⌊τ⌋
1
r
rE¯r,m(1)∑
i=rE¯r,m(0)+1
ψ(|lri r−1|).
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By assumption, t≤ rT + L= r(T +Lr−1)≤ 2rT . Rewriting the sum again
and using the definition of Ωr1, we get
Z¯r(t)(Ik × Jck)≤
M2
k
+
1
k2
⌊t⌋∑
m=⌊τ⌋
〈ψ ◦ π+, L¯r,m0,1 〉
(4.36)
≤ M
2
k
+
k+1
k2
(αr〈ψ ◦ π+, ϑ˘r〉+ 1).
By (2.22), (4.24) and the definition of ψ, there exists K <∞ such that
sup
r∈R
αr〈ψ ◦ π+, ϑ˘r〉= sup
r∈R
αrE[ψ(Xr)]≤ sup
r∈R
αrE[ψ(Y )]≤K.(4.37)
Combining (4.29), (4.30), (4.36) and (4.37) yields
Z¯r(t)(Rck)≤
1
k
(M +M2 +2(K + 1)).(4.38)
Let ak equal the right-hand side of (4.38). Since ak does not depend on
L and since (4.38) holds on Ωr0 for all L> 1, r > L and t ∈ [0, ⌊rT ⌋+L], the
proof is complete. 
4.5. Asymptotic regularity. This section establishes that, as r→∞ the
fluid scaled state descriptors Z¯r(·) assign arbitrarily small mass to the
boundaries of sets A ∈ A . This is phrased in terms of κ-enlargements of
the boundaries of these sets. For B ⊂ H+ and κ > 0, let ∂B denote the
boundary of B and recall that ∂κB = {w ∈ H+ : infz∈∂B ‖w − z‖ < κ} is the
κ-enlargement in H+ of its boundary.
The result is established first for the initial condition Z¯r(0). Assume (A)
and let ε, η ∈ (0,1).
Lemma 4.11. There exists κ > 0 such that
lim inf
r→∞
P
r
(
sup
A∈A
Z¯r(0)(∂κA)≤ ε
)
≥ 1− η.(4.39)
Proof. Note that the event in (4.39) is Pr-measurable for each r; since
the random Borel measure Z¯r(0) is continuous from below, the event can
be rewritten using the supremum over a countable family {∂qAn}, where q is
rational and {An} ⊂A have boundary points with rational coordinates.
By the first component of (2.32) and the Skorohod representation the-
orem, there exist random measures Λr ∼ Z¯r(0) and Λ ∼ Θ, defined on a
common probability space (Ω,F ,P), such that Λr
w−→ Λ almost surely. It
suffices to show (4.39) for Λr in place of Z¯r(0). Since M is Polish, the se-
quence {Λr} is strongly tight: there exists a compact K ⊂M such that
Ω0 =
⋂
r∈R{Λr ∈K} satisfies
P(Ω0)≥ 1− η(4.40)
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(see [17], Corollary 2). Let Kϑ =K∩Mϑ. By (2.30) and the fact that K is
compact,
Λ ∈Kϑ a.s. on Ω0.(4.41)
Choose a compact C ⊂H+ such that
sup
ξ∈K
ξ(Cc)≤ ε
2
(see [12], Theorem A 7.5). For each κ > 0, let Iκ be the collection of all
vertical strips [iκ, (i+ 1)κ]×R, i= 0,1, . . . , and all horizontal strips R+ ×
[jκ, (j + 1)κ], j ∈ Z. Define
IκC = {I ∈ Iκ : I ∩C 6=∅},
which is finite because C is compact. Note that for each A ∈ A , the set
∂κA ∩ C is contained in the union of at most six strips in IκC . For all κ > 0
and ξ ∈K,
sup
A∈A
ξ(∂κA)≤ sup
A∈A
ξ(∂κA ∩C) +
ε
2
≤ 6max
I∈Iκ
C
ξ(I) +
ε
2
.
Consequently,
lim inf
r→∞
P
(
sup
A∈A
Λr(∂κA)≤ ε
)
≥ lim inf
r→∞
P
({
max
I∈IκC
Λr(I)<
ε
12
}
∩Ω0
)
.
Apply Fatou’s lemma to the right-hand side to obtain
lim inf
r→∞
P
(
sup
A∈A
Λr(∂κA)≤ ε
)
(4.42)
≥P
({
lim sup
r→∞
max
I∈IκC
Λr(I)<
ε
12
}
∩Ω0
)
.
Each I ∈ IκC is closed, so the Portmanteau theorem implies that
lim sup
r→∞
max
I∈IκC
Λr(I)≤max
I∈IκC
Λ(I) a.s.(4.43)
Combining (4.42) and (4.43) yields
lim inf
r→∞
P
(
sup
A∈A
Λr(∂κA)≤ ε
)
≥P
({
max
I∈IκC
Λ(I)<
ε
12
}
∩Ω0
)
.
Thus, by (4.40) and (4.41), it remains to show that
lim
κ→0
sup
ξ∈Kϑ
max
I∈IκC
ξ(I) = 0.(4.44)
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If (4.44) fails, then there exist κn→ 0, {ξn} ⊂Kϑ, {In : In ∈ IκnC } and δ > 0,
such that
inf
n
ξn(In)> δ
and such that {In} are either all vertical or all horizontal. Suppose that they
are all vertical. For each n, choose xn ∈ In ∩ {R+ × {0}}. Since C and Kϑ
are compact, assume (by passing to a subsequence if necessary) that xn→ x
and ξn
w−→ ξ. For w > 0, let Iwx = [(x−w)+, x+w]×R. Then for each w > 0
and n sufficiently large, In ⊂ Iwx . Thus,
lim inf
n→∞
ξn(I
w
x )> δ.
Since Iwx is closed, the Portmanteau theorem implies that for each w > 0,
ξ(Iwx )≥ lim infn→∞ ξn(I
w
x )> δ.
Letting Ix =
⋂
w>0 I
w
x = {x} ×R, deduce that
ξ(Ix)≥ δ.(4.45)
However, ξ ∈Mϑ because Mϑ is closed (Lemma 4.5). So ξ = ϑze for some
z > 0; by Definition 2.1,
ξ(Ix) = α
∫ ∞
0
ϑ({x+ uz−1} ×R)du.(4.46)
Since ϑ(· × R) is a probability measure on R+, it has at most countably
many atoms. Thus,
ξ(Ix) = 0,(4.47)
contradicting (4.45). The argument is identical if {In} are all horizontal.
Conclude that (4.44) must hold. 
The regularity result is now shown for the entire state descriptor Z¯r(·).
Assume (A) and let T,L > 1 and ε, η ∈ (0,1).
Lemma 4.12. There exists κ > 0 such that
lim inf
r→∞
P
r
(
sup
A∈A
sup
t∈[0,⌊rT ⌋+L]
Z¯r(t)(∂κA)≤ ε
)
≥ 1− η.(4.48)
Proof. By Lemmas 4.11 and 4.10, there exist κ0 > 0 and compact K⊂
M such that the events
Ωr1 =
{
sup
A∈A
Z¯r(0)(∂κ0A )≤
ε
2
}
,
Ωr2 = {Z¯r(t) ∈K for all t ∈ [0, ⌊rT ⌋+L]}
PROCESSOR SHARING QUEUE WITH SOFT DEADLINES 35
satisfy
lim inf
r→∞
P
r(Ωr1 ∩Ωr2)≥ 1−
η
2
.(4.49)
Let RK = {w ∈ H+ :‖w‖ ≤K} for each K ≥ 0. Since K is compact, there
exist M ∈ (1,∞) and K <∞ such that
sup
ξ∈K
〈1, ξ〉 ≤M,(4.50)
sup
ξ∈K
ξ(RcK)≤
ε
2
(4.51)
(see, e.g., [12], Theorem A 7.5). Define α∗ = supr∈Rα
r, which is finite by
(2.22). Let h = ε(8α∗)−1 ∧ (L − 1)/2, let κ = κ0 ∧ h(2M)−1 and let δ =
ε((8⌈KMh−1⌉)−1 ∧ 2−1). By (4.49) and Lemmas 4.7 and 4.9, there exist
events
Ωr3 ⊂
{
sup
A∈A
sup
m≤⌊rT ⌋,
[s,t]⊂[0,L]
|L¯r,ms,t (A)−αr(t− s)ϑ˘r(A)| ≤ δ
}
, r ∈R,
such that the events Ωr0 =Ω
r
1 ∩Ωr2 ∩Ωr3 satisfy
lim inf
r→∞
P
r(Ωr0)≥ 1− η.(4.52)
Let Ωr∗ denote the event in (4.48). By (4.52), it suffices to show that Ω
r
0 ⊂Ωr∗
for all r ∈R. Let ω ∈Ωr0. For the remainder of the proof, all random objects
are evaluated at this ω.
Consider any t ∈ [0, ⌊rT ⌋+L] and A ∈A . Define
τ1 = sup{s≤ t : 〈1, Z¯r(s)〉= 0}(4.53)
if the supremum exists and define τ1 = 0 otherwise. Let τ = τ1 ∨ (t−KM).
The first step is to show that
Z¯r(τ)(∂κA + (S¯rτ,t, t− τ))≤
ε
2
.(4.54)
If τ = 0, this follows from the definition of Ωr1 because
∂κA + (S¯
r
τ,t, t− τ)⊂ ∂κA+(S¯rτ,t,t−τ)
and because κ≤ κ0 and A is closed under positive translation. Suppose τ =
τ1 > 0. Then τ =m+ s for some m≤ ⌊rT ⌋ and s ∈ (0,L]. By (4.53), there
exists a sequence {sn} ⊂ [0, s] such that 〈1, Z¯r,m(sn)〉= 0 for all n. By (4.22)
and the definition of Ωr3,
Z¯r(τ)(∂κA + (S¯rτ,t, t− τ)) = Z¯r,m(s)(∂κA + (S¯rτ,t, t− τ))
≤ Z¯r,m(sn)(H+) + L¯r,msn,s(H+)
≤ αr(s− sn) + δ
36 H. C. GROMOLL AND  L. KRUK
for all n ∈N. Letting sn ↑ s,
Z¯r(τ)(∂κA + (S¯rτ,t, t− τ))≤ δ ≤
ε
2
.
Suppose that τ = t−KM . Since 〈1, Z¯r(s)〉> 0 for all s ∈ (τ, t], the definition
of Ωr2 and (4.50) imply that
S¯rτ,t =
∫ t
t−KM
〈1, Z¯r(s)〉−1 ds≥K.
So, by definition of Ωr2 and (4.51),
Z¯r(τ)(∂κA + (S¯rτ,t, t− τ))≤ Z¯r(τ)(RcK)≤
ε
2
.
The preceding three cases prove (4.54).
Using the dynamic equation (4.20), we obtain
Z¯r(t)(∂κA) = Z¯r(τ)(∂κA + (S¯rτ,t, t− τ))
(4.55)
+
1
r
rE¯r(t)∑
i=rE¯r(τ)+1
1+∂κA
(v¯ri (t), l¯
r
i (t)).
Let I denote the second right-hand term in (4.55). By (4.54), it remains to
show that I ≤ ε/2. Let N = ⌈(t− τ)h−1⌉ and for each n ∈ {0, . . . ,N − 1}, let
tn = τ +nh and t
n = tn+1 ∧ t. Then, using the inequality 1+∂κ
A
(·, ·)≤ 1∂κA(·, ·),
I ≤
N−1∑
n=0
1
r
rE¯r(tn)∑
i=rE¯r(tn)+1
1∂κ
A
(v¯ri (t), l¯
r
i (t)).(4.56)
Consider n ∈ {0, . . . ,N − 1} and i such that U ri r−1 ∈ (tn, tn]. Observe that
S¯rtn,t ≤ S¯rUri r−1,t ≤ S¯
r
tn,t.(4.57)
By (2.3), (2.5), (2.14) and (2.15), we have
1∂κ
A
(v¯ri (t), l¯
r
i (t)) = 1∂κA+(S¯
r
Ur
i
r−1,t
,t−Uri r
−1)(v
r
i , l
r
i r
−1).(4.58)
So, letting
A−n =A+ (S¯
r
tn,t − κ, t− tn − κ)∩H+,
A+n =A+ (S¯
r
tn,t + κ, t− tn + κ),
An =A
−
n \A+n ,
it follows from (4.57) and (4.58) that
1∂κA(v¯
r
i (t), l¯
r
i (t))≤ 1An(vri , lri r−1).(4.59)
PROCESSOR SHARING QUEUE WITH SOFT DEADLINES 37
Conclude from (4.56) and (4.59) that
I ≤
N−1∑
n=0
1
r
rE¯r(tn)∑
i=rE¯r(tn)+1
1An(v
r
i , l
r
i r
−1) =
N−1∑
n=0
(L¯rtn,tn(A−n )− L¯rtn,tn(A+n )).
Note that tn− tn ≤ h <L for all n, so L¯rtn,tn can be rewritten L¯r,ms,t for some
m≤ ⌊rT ⌋ and [s, t]⊂ [0,L]. Since A−n ,A+n ∈A for all n <N , we can deduce
from the definition of Ωr3 that
I ≤
N−1∑
n=0
(αrhϑ˘r(An) + 2δ).
By the definitions of α∗ and N and the fact that t− τ ≤KM ,
I ≤ α∗h
N−1∑
n=0
ϑ˘r(An) + ⌈KMh−1⌉2δ.
This implies, by choice of δ, that
I ≤ α∗h
N−1∑
n=0
ϑ˘r(An) +
ε
4
.(4.60)
If n ∈ {0, . . . ,N − 3}, then
S¯rtn+1,tn+2 ≥ hM−1 ≥ 2κ
because 0< 〈1, Z¯r(s)〉 ≤M for all s ∈ (τ, t] and because h≥ κ2M , by defi-
nition of κ. Thus, for all n ∈ {0, . . . ,N − 3},
S¯rtn,t − κ= S¯rtn+1,tn+2 + S¯rtn+2,t − κ≥ S¯rtn+2,t + κ.
Deduce that A−n ⊂ A+n+2 for all n ∈ {0, . . . ,N − 3} and, consequently, that
An ∩An+2 =∅. Thus, since ϑ˘r is a probability measure, ∑⌊(N−1)/2⌋n=0 ϑ˘r(A2n)
and
∑⌊(N−2)/2⌋
n=0 ϑ˘
r(A2n+1) are both bounded by one. Conclude from (4.60)
that
I ≤ 2α∗h+ ε
4
,
which implies, by choice of h, that I ≤ ε/2. 
4.6. Oscillation bound. This section contains the main oscillation bound
that constitutes the first of two main ingredients needed to prove tightness
of the state descriptors.
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Definition 4.13. For each L> 1, ζ(·) ∈D([0,∞),M) and δ > 0, define
the modulus of continuity of ζ(·) on [0,L] as
wL(ζ(·), δ) = sup
t∈[0,L−δ]
sup
h∈[0,δ]
d[ζ(t+ h), ζ(t)].(4.61)
Denote the modulus of continuity of ζ(·) on [0,L) by
wL−(ζ(·), δ) = sup
t∈[0,L−δ)
sup
h∈[0,δ]
d[ζ(t+ h), ζ(t)].(4.62)
Assume (A) and let T,L > 1 and ε, η ∈ (0,1).
Lemma 4.14. There exists δ > 0 such that
lim inf
r→∞
P
r
(
max
m≤⌊rT ⌋
wL(Z¯r,m(·), δ)≤ ε
)
≥ 1− η.(4.63)
Proof. By Lemmas 4.12 and 4.7, there exists κ ∈ (0,1) such that for
each fixed δ > 0, the events
Ωr1 =
{
max
m≤⌊rT ⌋
sup
t∈[0,L]
Z¯r,m(t)([0, κ]×R)≤ ε
4
}
,
Ωr2 =
{
max
m≤⌊rT ⌋
sup
t∈[0,L−δ]
L¯r,mt,t+δ(H+)≤ 2αδ
}
,
Ωr0 =Ω
r
1 ∩Ωr2
satisfy
lim inf
r→∞
P
r(Ωr0)≥ 1− η.(4.64)
Fix δ = κε2(8(α ∨ 1))−1 and let Ωr∗ be the event in (4.63). By (4.64), it
suffices to show that Ωr0 ⊂ Ωr∗ for each r. Fix r ∈ R and ω ∈ Ωr0. For the
remainder of the proof, all random objects are evaluated at this ω. Fix
m≤ ⌊rT ⌋, t ∈ [0,L− δ], h ∈ [0, δ] and let B ⊂H+ be closed. By definition of
the Prohorov metric d[·, ·], it suffices to show the two inequalities
Z¯r,m(t)(B)≤ Z¯r,m(t+ h)(Bε) + ε,(4.65)
Z¯r,m(t+ h)(B)≤ Z¯r,m(t)(Bε) + ε.(4.66)
To show (4.65), we use the definition of Ωr1 to write
Z¯r,m(t)(B)≤ Z¯r,m(t)([0, κ]×R) + Z¯r,m(t)(B ∩ ((κ,∞)×R))
(4.67)
≤ ε
4
+ Z¯r,m(t)(B ∩ ((κ,∞)×R)).
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Let I = {s ∈ [t, t + h] : 〈1, Z¯r,m(s)〉 < ε/4}. Suppose that I = ∅. Then
〈1, Z¯r,m(s)〉 ≥ ε/4 for all s ∈ [t, t+ h], which implies that
‖(S¯r,mt,t+h, h)‖ ≤
∫ t+δ
t
〈1, Z¯r,m(s)〉−1 ds+ δ ≤ 4δ
ε
+ δ < ε∧ κ.(4.68)
Consequently, w ∈B ∩ ((κ,∞)×R) implies that w− (S¯r,mt,t+h, h) ∈Bε and so
B ∩ ((κ,∞)×R)⊂Bε + (S¯r,mt,t+h, h).(4.69)
Deduce from (4.67) that
Z¯r,m(t)(B)≤ ε
4
+ Z¯r,m(t)(Bε + (S¯r,mt,t+h, h)).
Applying (4.23), we obtain
Z¯r,m(t)(B)≤ ε
4
+ Z¯r,m(t+ h)(Bε).(4.70)
Suppose that I 6= ∅ and let τ = inf I . Then 〈1, Z¯r,m(τ)〉 ≤ ε/4, by right
continuity. If τ > t, then 〈1, Z¯r,m(s)〉 ≥ ε/4 for all s ∈ [t, τ), so
S¯r,mt,τ =
∫ τ
t
〈1, Z¯r,m(s)〉−1 ds≤ 4(τ − t)
ε
≤ 4δ
ε
< κ.(4.71)
By (4.67) and (4.71),
Z¯r,m(t)(B)≤ ε
4
+ Z¯r,m(t)((κ,∞)×R)
≤ ε
4
+ Z¯r,m(t)((S¯r,mt,τ ,∞)×R).
Applying (4.23), we obtain
Z¯r,m(t)(B)≤ ε
4
+ Z¯r,m(τ)(H+)≤ ε
2
.(4.72)
Therefore, (4.65) follows because either (4.70) or (4.72) holds.
To show (4.66), we use (4.22) and the definitions of Ωr2 and δ to obtain
Z¯r,m(t+ h)(B)≤ Z¯r,m(t)(B + (S¯r,mt,t+h, h)) + L¯r,mt,t+h(H+)
(4.73)
≤ Z¯r,m(t)(B + (S¯r,mt,t+h, h)) +
ε
4
.
If I = ∅, then (4.68) implies that B + (S¯r,mt,t+h, h) ⊂ Bε. Therefore, (4.73)
yields
Z¯r,m(t+ h)(B)≤ Z¯r,m(t)(Bε) + ε
4
.
If I 6=∅, then by (4.22) and the definitions of Ωr2 and δ,
Z¯r,m(t+ h)(B)≤ Z¯r,m(τ)(H+) + L¯r,mτ,t+h(H+)≤
ε
4
+ 2αδ ≤ ε
2
.
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In both cases, (4.66) holds.
Conclude from (4.65) and (4.66) that
d[Z¯r,m(t), Z¯r,m(t+ h)]≤ ε.
Since m≤ ⌊rT ⌋, t ∈ [0,L− δ] and h ∈ [0, δ] were arbitrary,
max
m≤⌊rT ⌋
wL(Z¯r,m(·), δ)≤ ε,
which implies that ω ∈Ωr∗. 
4.7. Precompactness. This section introduces a sequence of events on
which the shifted fluid scaled state descriptors {Z¯r,m(·) :m ≤ ⌊rT ⌋} have
a desired list of properties. It will be shown that the tail of this sequence
has arbitrarily high probability and that certain sequences of sample paths
chosen from the events are precompact. This will be used in the next section
to construct fluid approximations to the shifted fluid scaled state descriptors.
Assume (A) and let T > 1. Fix a positive constant M and a compact
set K⊂M. For each L > 1, let CL = ({κj}∞j=1,{δk}∞k=1) be a collection,
depending on L, where κj , δk are positive constants with δk → 0 as k→∞.
Definition 4.15. For each L > 1 and each r ∈ R and n ∈ N, define
events
Ωr,1 =
{
max
m≤⌊rT ⌋
sup
t∈[0,L]
〈1∨ χ, Z¯r,m(t)〉 ≤M
}
,
Ωr,2 = {Z¯r,m(t) ∈K for all m≤ ⌊rT ⌋ and t ∈ [0,L]},
Ωr,3n =
{
max
m≤⌊rT ⌋
sup
t∈[0,L]
|〈1, Z¯r,m(t)〉 − 〈1, Z¯r,m(0)〉| ≤ 1
n
}
,
Ωr,4n =
n⋂
j=1
{
sup
A∈A
max
m≤⌊rT ⌋
sup
t∈[0,L]
Z¯r,m(t)(∂κjA )≤
1
j
}
,
Ωr,5n =
n⋂
k=1
{
max
m≤⌊rT ⌋
wL(Z¯r,m(·), δk)≤ 1
k
}
,
Ωr,6n ⊂
{
sup
A∈A
sup
m≤⌊rT ⌋,
[s,t]⊂[0,L]
|L¯r,ms,t (A)−αr(t− s)ϑr(A)| ≤
1
n
}
,
Ωrn,L(M,K,CL) = Ωr,1 ∩Ωr,2 ∩Ωr,3n ∩Ωr,4n ∩Ωr,5n ∩Ωr,6n ,
where for each fixed n ∈ N, the events {Ωr,6n : r ∈ R} are chosen so that
limr→∞P
r(Ωr,6n ) = 1 (see Lemmas 4.7 and 4.9).
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Fix M , K and collections {CL :L > 1}. Then for each L > 1, the events
{Ωrn,L(M,K,CL) : r ∈R, n ∈N} form an array indexed by R×N. The next
lemma asserts that M , K and {CL :L > 1} can be chosen so that for each
L> 1, the tail of every R-indexed column in this array has arbitrarily high
probability.
Assume (A) and let T > 1 and 0< η < 1.
Lemma 4.16. There exist M∗ > 0, a compact K∗ ⊂M and collections
{C∗L :L> 1} such that for each L> 1 and each fixed n ∈N,
lim inf
r→∞
P
r(Ωrn,L(M
∗,K∗,C∗L))≥ 1−
η
2
.(4.74)
Proof. Use Corollary 4.3 and Lemma 4.10 to choose M∗ and K∗ so
that for all L> 1 and each fixed n,
lim inf
r→∞
P
r(Ωr,1 ∩Ωr,2 ∩Ωr,3n )≥ 1−
η
4
.(4.75)
Let L> 1. By Lemmas 4.12, 4.14, 4.7 and 4.9, there exists C∗L = ({κj},{δk})
such that for each fixed n,
lim inf
r→∞
P
r(Ωr,4n ∩Ωr,5n ∩Ωr,6n )≥ 1−
η
4
.(4.76) 
The preceding lemma guarantees that for each L> 1, there exists a “di-
agonal” sequence of events, indexed by r ∈ R, such that the tail of this
sequence has arbitrarily high probability.
Assume (A) and let T > 1 and η ∈ (0,1). Using Lemma 4.16 choose a
constant M∗, a compact set K∗ and collections {C∗L :L > 1} so that (4.74)
holds for each L and n.
Definition 4.17. For each L> 1 and r ∈R, let
N rL = {n ∈N :Pr(Ωrn,L(M∗,K∗,C∗L))≥ 1− η}
and let
n(L, r) =
{
supN rL ∧ ⌊r⌋, N rL 6=∅,
1, N rL =∅.
(4.77)
For each L> 1 and r ∈R, define
ΩrL =Ω
r
n(L,r),L(M
∗,K∗,C∗L).(4.78)
Note that in the above definition, supN rL could equal infinity for some
r. In this case, it is sufficient to use ΩrL = Ω
r
⌊r⌋,L(M
∗,K∗,C∗L), which is the
reason for including the minimum with ⌊r⌋ in the definition. This does not
affect the property that n(L, r) ∈ N rL for N rL 6= ∅: if m,n ∈ N with m≤ n,
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then Ωrn,L(M
∗,K∗,C∗L)⊂Ωrm,L(M∗,K∗,C∗L). So, for m≤ n, n ∈N rL implies
that m ∈N rL. In particular, N rL 6=∅ implies that n(L, r)∈N rL.
Also, note that ΩrL may be empty for some r, possibly when N rL = ∅.
This is of no concern; the following lemma implies that this is the case for
at most finitely many r.
Assume (A) and let T > 1 and η ∈ (0,1).
Lemma 4.18. For each L> 1,
lim inf
r→∞
P
r(ΩrL)≥ 1− η.(4.79)
Proof. Fix L > 1. If n(r,L)> 1 for some r ∈ R, then Pr(ΩrL) ≥ 1− η
by definition. Thus, it suffices to show that
n(r,L)→∞ as r→∞.(4.80)
This follows by Definition 4.17 and Lemma 4.16. 
Using the events ΩrL, define, for each L > 1, a sequence of subsets of
D([0,∞),M) that are sample paths on [0,L) of the shifted, fluid scaled
state descriptors {Z¯r,m(·) :m= 1, . . . , ⌊rT ⌋}. Assume (A) and let T > 1 and
η ∈ (0,1).
Definition 4.19. For each L > 1 and r ∈ R, let DrL be the set of all
ζ(·) ∈D([0,∞),M) such that for some ω ∈ΩrL and some m≤ ⌊rT ⌋,
ζ(t) =
{ Z¯r,mω (t), t ∈ [0,L),
0, t ∈ [L,∞).(4.81)
By Lemma 4.18, DrL is empty for at most finitely many r.
Assume (A) and let T > 1 and η ∈ (0,1). For each L> 1, let {DrL : r ∈R}
be the sequence of sets defined above. Fix L > 1 and suppose that R˜ ⊂ R
is a subsequence and {ζ r˜(·) : r˜ ∈ R˜} ⊂D([0,∞),M) is a sequence of paths
such that ζ r˜(·) ∈D r˜L for each r˜ ∈ R˜.
Theorem 4.20. The sequence {ζ r˜(·) : r˜ ∈ R˜} is precompact in D([0,∞),
M).
Proof. Let K∗ and C∗L = ({κj},{δk}) be given by Lemma 4.16. By
definition of D r˜L and Ω
r˜
L (Ω
r˜,2 in particular), ζ r˜(t) ∈K∗ ∪ {0} for all t≥ 0
and r˜ ∈ R˜. Let k ∈ N. By (4.80), there exists rk such that r˜ > rk implies
that n(r˜, L) > k. For R > 1, let w′R(·, ·) be the modulus of continuity on
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[0,R] used in Theorem 3.6.3 of [7]. Since limδ→0w
′
R(ξ(·), δ) = 0 for each
fixed ξ(·) ∈D([0,∞),M), there exists δ′k ∈ (0, δk) such that
max
r˜≤rk
w
′
R(ζ
r˜(·), δ′k)<
1
k
.(4.82)
If r˜ > rk, then Ω
r˜,5
n(r˜,L) ⊂ Ωr˜,5k (see Definition 4.15). By definition of D r˜L and
Ωr˜L (Ω
r˜,5
n(r˜,L) in particular), we have
sup
r˜>rk
wL−(ζ
r˜(·), δ′k)≤ sup
r˜>rk
wL−(ζ
r˜(·), δk)≤ 1
k
.(4.83)
Since w′L(ζ
r˜(·), δ′k) is bounded above by wL−(ζ r˜(·), δ′k) for each r˜ ∈ R˜ and
k ∈N and since ζ r˜(·)≡ 0 on [L,∞) for each r˜, (4.83) implies that for R> 1,
lim
k→∞
sup
r˜>rk
w
′
R(ζ
r˜(·), δ′k)≤ lim
k→∞
sup
r˜>rk
wL−(ζ
r˜(·), δ′k) = 0.(4.84)
Deduce from (4.82) and (4.84) that
lim
k→∞
sup
r˜∈R˜
w
′
R(ζ
r˜(·), δ′k) = 0.(4.85)
So {ζ r˜(·) : r˜ ∈ R˜} is precompact by Theorem 3.6.3 of [7]. 
5. Local fluid limits. This section provides the remaining ingredients
needed to prove Theorem 2.2. It is divided into three parts. Section 5.1
below identifies the limit set DL of the sequence of sets {DrL : r ∈R} intro-
duced in the previous section and derives several properties of the elements
of this set. Section 5.2 establishes that the set DL approximates the sample
paths of Z¯r,m(·) on [0,L) with high probability. Section 5.3 contains a result
on the steady state behavior of the elements of DL, an important ingredi-
ent for proving state space collapse of the diffusion scaled state descriptors
{Zˆr(·)}. The results of this section are combined in Section 6 to show state
space collapse, which quickly leads to the proof of Theorem 2.2.
5.1. Properties. Assume (A) and let T > 1 and η ∈ (0,1).
Definition 5.1. For each L> 1, let DL be the set of all ζ(·) ∈D([0,∞),M)
such that there exists a subsequence R˜ ⊂R and a sequence {ζ r˜(·) : r˜ ∈ R˜} ⊂
D([0,∞),M), satisfying ζ r˜(·) ∈D r˜L for each r˜ ∈ R˜ and
ζ r˜(·) J1−→ ζ(·) as r˜→∞.(5.1)
The set DL is nonempty by Lemma 4.18 and Theorem 4.20. Call the
elements of DL local fluid limits on [0,L) of the state descriptor Z¯r(·); the
44 H. C. GROMOLL AND  L. KRUK
term indicates that each element ζ(·) ∈DL approximates some section of a
sample path of Z¯r(·) : [0, rT ]→M over a finite time interval of length L.
The precise statement of this approximation appears in Section 5.2 below;
the purpose of this section is to establish several properties of the elements
of DL.
Let H denote the Borel subsets of H+. Assume (A) and let T > 1 and
η ∈ (0,1).
Theorem 5.2. There exist a positive constant M and a compact set
K⊂M such that for each L> 1 and each ζ(·) ∈DL:
(i) ζ(t) ∈K for all t≥ 0;
(ii) ζ(·)≡ 0 on [L,∞);
(iii) ζ(·) is continuous on [0,L);
(iv) 〈1, ζ(t)〉 ≤M for all t ∈ [0,L);
(v) 〈1, ζ(·)〉 is constant on [0,L);
(vi) if z = 〈1, ζ(0)〉 is positive, then for all t ∈ [0,L) and B ∈H ,
ζ(t)(B) = ζ(0)(B + (tz−1, t)) + α
∫ t
0
ϑ(B + (sz−1, s))ds.(5.2)
Proof. Let M∗, K∗ and C∗L = ({κj},{δn}) be the objects used in Def-
initions 4.17 and 4.19 to define DrL. Let M =M
∗ and K =K∗. Fix L > 1
and ζ(·) ∈DL. By Definitions 4.19 and 5.1, there exist a subsequence R˜ ⊂R
and a sequence {ζ r˜(·) : r˜ ∈ R˜} such that ζ r˜(·) ∈D r˜L for each r˜ and such that
(5.1) holds. To ease notation, assume without loss of generality that R˜=R.
Properties (i) and (ii) follow immediately from Definitions 4.17, 4.19 and
5.1. Property (iii) follows from the proof of Theorem 4.20, in particular,
from (4.83).
Since ζ(·) is continuous on [0,L), (5.1) implies that for all t ∈ [0,L),
ζr(t)
w−→ ζ(t) as r→∞.(5.3)
Consequently, for all t ∈ [0,L),
〈1, ζ(t)〉= lim
r→∞
〈1, ζr(t)〉 ≤M,(5.4)
by the definition of DrL (Ω
r,1 in particular). This proves (iv). Property (v)
follows from (5.3) and the definition of DrL (Ω
r,3
n in particular).
To prove (vi), suppose that z = 〈1, ζ(0)〉 is positive and fix t ∈ [0,L) and
A ∈A . An extension to Borel sets B ∈ H will be established at the end
of the proof. For each r ∈R, there exists ω ∈ ΩrL and m≤ ⌊rT ⌋ such that,
evaluated at ω,
ζr(t)(A) = ζr(0)(A+ (S¯r,m(t), t))
(5.5)
PROCESSOR SHARING QUEUE WITH SOFT DEADLINES 45
+
1
r
rE¯r,m(t)∑
i=rE¯r,m(0)+1
1+A(v¯
r,m
i (t), l¯
r,m
i (t));
see Definition 4.19 and the dynamic equation (4.21). By (4.83) and (5.3),
lim
r→∞
‖〈1, ζr(·)〉 − 〈1, ζ(·)〉‖L = 0.(5.6)
By property (v), 〈1, ζ(u)〉= z > 0 for all u ∈ [0, t]. Therefore, (5.6) and the
bounded convergence theorem imply that for all s ∈ [0, t],
lim
r→∞
S¯r,m(s) = lim
r→∞
∫ s
0
ϕ(〈1, ζr(u)〉)du
=
∫ s
0
〈1, ζ(u)〉−1 du(5.7)
= sz−1.
For s ∈ [0, t], define Ss,t = (t− s)z−1. Since s 7→ sz−1 is continuous on [0, t],
the convergence in (5.7) is uniform on [0, t]. For δ > 0, there exists rδ ∈ R
such that
sup
s∈[0,t]
|S¯r,ms,t − Ss,t| ≤ δ for all r > rδ .(5.8)
The following lemma will be needed.
Lemma 5.3. For all A ∈A and s ∈ [0,L),
ζ(s)(∂A) = 0.(5.9)
Proof. Fix A ∈ A and observe that ∂A ⊂ ∂κnA for all n ∈ N. For all
t ∈ [0,L) and n ∈ N, (5.3), the Portmanteau theorem and the definition of
DrL (Ω
r,4
n in particular) yield
ζ(t)(∂A)≤ ζ(t)(∂κnA )≤ lim infr→∞ ζ
r(t)(∂κnA )≤
1
n
.
Letting n→∞ proves (5.9). 
Continuing with the proof of Theorem 5.2(vi), we use (5.7) and the defi-
nition of DrL (Ω
r,4
n in particular) to obtain
|ζr(0)(A+ (S¯r,m(t), t))− ζr(0)(A+ (tz−1, t))| → 0(5.10)
as r→∞. Deduce from (5.3), (5.10), Lemma 5.3 and the Portmanteau the-
orem that as r→∞,
ζr(t)(A)− ζr(0)(A+ (S¯r,m(t), t))→ ζ(t)(A)− ζ(0)(A+ (tz−1, t)).(5.11)
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Let Dϑ(A ) = {D ∈ A :ϑ(∂D) 6= 0}. Note that Dϑ(A ) is countable be-
cause ϑ(· × R) and ϑ(R+ × ·) are probability measures. Since the function
s 7→ Ss,t is strictly decreasing in s,
Dϑ(S) = {s ∈ [0, t] :A+ (Ss,t± 2δ, t− s) ∈Dϑ(A )}
is also countable. For each integer N > 1, let 0 = tN0 < t
N
1 < · · ·< tNN = t be a
partition of [0, t] such that tNj /∈Dϑ(S) for all j = 1, . . . ,N − 1 and such that
maxj≤N−1(t
N
j+1 − tNj )→ 0 as N →∞. Let Ir denote the second right-hand
term in (5.5). Then
Ir =
N−1∑
j=0
1
r
rE¯r,m(tNj+1)∑
i=rE¯r,m(tNj )+1
1+A(v¯
r,m
i (t), l¯
r,m
i (t)).
Suppose that tNj ≤ U ri r−1 −m≤ tNj+1 for some r > rδ, some j ≤N − 1 and
some i ∈ {rE¯r,m(0) + 1, . . . , rE¯r,m(t)}. Then, by (5.8),
StNj+1,t
− δ ≤ S¯r,mUri r−1−m,t ≤ StNj ,t + δ.(5.12)
By the definitions (2.14), (2.15), (2.5) and (2.3),
(v¯r,mi (t), l¯
r,m
i (t)) = (v
r
i − S¯r,mUri r−1−m,t, l
r
i r
−1− (t− (U ri r−1 −m))).
So, for r > rδ , (5.12) and the inequalities 1A(· − δ, ·) ≤ 1+A(·, ·) ≤ 1A(·+ δ, ·)
yield
1+A(v¯
r,m
i (t), l¯
r,m
i (t))≥ 1A(vri − (StNj ,t +2δ), l
r
i r
−1− (t− tNj ));
1+A(v¯
r,m
i (t), l¯
r,m
i (t))≤ 1A(vri − (StNj+1,t − 2δ), l
r
i r
−1 − (t− tNj+1)).
This yields, for r > rδ ,
Ir ≥
N−1∑
j=0
1
r
rE¯r,m(tNj+1)∑
i=rE¯r,m(tNj )+1
1A(v
r
i − (StNj ,t +2δ), l
r
i r
−1− (t− tNj ));
(5.13)
Ir ≤
N−1∑
j=0
1
r
rE¯r,m(tNj+1)∑
i=rE¯r,m(tNj )+1
1A(v
r
i − (StNj+1,t − 2δ), l
r
i r
−1 − (t− tNj+1)).
Using (2.16) and (2.18), we can rewrite (5.13) as
Ir ≥
N−1∑
j=0
L¯r,m
tNj ,t
N
j+1
(A+ (StNj ,t
+2δ, t− tNj ));
(5.14)
Ir ≤
N−1∑
j=0
L¯r,m
tNj ,t
N
j+1
(A+ (StNj+1,t
− 2δ, t− tNj+1)).
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By Definitions 4.17 and 4.15, (5.14) implies that, for r > rδ ,
Ir ≥
N−1∑
j=0
(αr(tNj+1 − tNj )ϑr(A+ (StNj ,t +2δ, t− t
N
j ))− n(L, r)−1),
Ir ≤
N−1∑
j=0
(αr(tNj+1 − tNj )ϑr(A+ (StNj+1,t − 2δ, t− t
N
j+1)) + n(L, r)
−1).
By (4.80) and the fact that tNj /∈Dϑ(S) for all j = 1, . . . ,N − 1,
lim inf
r→∞
Ir ≥ α
N−1∑
j=0
(tNj+1 − tNj )ϑ(A+ (StNj ,t +2δ, t− t
N
j )),
(5.15)
lim sup
r→∞
Ir ≤ α
N−1∑
j=0
(tNj+1 − tNj )ϑ(A+ (StNj+1,t − 2δ, t− t
N
j+1)).
For s ∈ [0, t] such that s /∈Dϑ(S), the bounded convergence theorem implies
that as N →∞,
N−1∑
j=0
1[tNj ,t
N
j+1)
(s)ϑ(A+ (StNj ,t
+2δ, t− tNj ))→ ϑ(A+ (Ss,t +2δ, t− s)),
(5.16)
N−1∑
j=0
1[tNj ,t
N
j+1)
(s)ϑ(A+ (StNj+1,t
− 2δ, t− tNj+1))→ ϑ(A+ (Ss,t − 2δ, t− s)).
Thus, the convergence in (5.16) holds for almost every s ∈ [0, t). Let N →∞
in (5.15) and conclude from (5.16) and the bounded convergence theorem
that
lim inf
r→∞
Ir ≥ α
∫ t
0
ϑ(A+ (Ss,t+ 2δ, t− s))ds,
(5.17)
lim sup
r→∞
Ir ≤ α
∫ t
0
ϑ(A+ (Ss,t− 2δ, t− s))ds.
Let δ→ 0 in (5.17). Since Dϑ(A ) is countable, both integrands in (5.17)
converge almost everywhere on [0, t] to
ϑ(A+ (Ss,t, t− s)) = ϑ(A+ ((t− s)z−1, t− s)).
Conclude, using a change of variables, that
lim
r→∞
Ir = α
∫ t
0
ϑ(A+ (sz−1, s))ds.
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Combining this with (5.11) proves (5.2) for fixed t ∈ [0,L) and A ∈ A .
To extend to all B ∈H , let A ′ be the set of B ∈H for which (5.2) holds.
Observe that A ′ is a λ-system: H+ ∈ A ′ because H+ ∈ A ; if {Bn} ⊂ A ′
satisfies Bn ↑B, then B ∈A ′; if B1 ⊂B2 are elements of A ′, then B2 \B1 ∈
A ′. Also, observe that A is a π-system: if A1,A2 ∈A , then A1 ∩A2 ∈A .
Since A ⊂A ′ and the σ-algebra generated by A is equal to H , it follows
that A ′ =H by the Dynkin πλ-theorem (see, e.g., [1]). 
5.2. Uniform approximation. The next lemma states that with asymp-
totically high probability, the overlapping sections {Z¯r,m(·) :m ≤ ⌊rT ⌋} of
the process Z¯r(·) are uniformly approximated on [0,L) by elements of the
set DL.
Assume (A) and let T > 1 and η ∈ (0,1). Let {DL :L> 1} be the subsets
of D([0,∞),M) specified by Definition 5.1.
Lemma 5.4. For each L> 1 and each ε > 0, the set DL satisfies
lim inf
r→∞
P
r
(
max
m≤⌊rT ⌋
inf
ζ(·)∈DL
sup
t∈[0,L)
d[Z¯r,m(t), ζ(t)]≤ ε
)
≥ 1− η.(5.18)
Proof. Fix L> 1. By Definition 4.19, Z¯r,mω (·)1[0,L)(·) ∈DrL for all m≤
⌊rT ⌋ if and only if ω ∈ΩrL. So, by Lemma 4.18,
lim inf
r→∞
P
r(Z¯r,m(·)1[0,L)(·) ∈DrL for all m≤ ⌊rT ⌋)≥ 1− η.(5.19)
Thus, it suffices to show that
lim
r→∞
sup
ζr(·)∈Dr
L
inf
ζ(·)∈DL
sup
t∈[0,L)
d[ζr(t), ζ(t)] = 0.(5.20)
Suppose that (5.20) does not hold. Then there exists ε > 0, a subsequence
R˜ ⊂R and a sequence {ζ r˜(·) : r˜ ∈ R˜} with ζ r˜(·) ∈D r˜L for each r˜ such that
inf
r˜∈R˜
inf
ζ(·)∈DL
sup
t∈[0,L)
d[ζ r˜(t), ζ(t)]≥ ε.(5.21)
By Theorem 4.20 and Definition 5.1, there exists a further subsequence
{r˜j} ⊂ R˜ and a ζ(·) ∈DL such that
ζ r˜j(·) J1−→ ζ(·) as j→∞.(5.22)
The path ζ(·) is continuous on [0,L) by Theorem 5.2(iii). Therefore,
lim
j→∞
sup
t∈[0,L)
d[ζ r˜j (t), ζ(t)] = 0,(5.23)
contradicting (5.21). 
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5.3. Convergence to steady state. This section establishes that when L
and t are sufficiently large, ζ(t) is arbitrarily close to a steady state measure
in Mϑ, uniformly for all ζ(·) ∈DL. The proof of this assertion exploits (5.2)
and the constant total mass function 〈1, ζ(·)〉.
Assume (A) and let T > 1 and ε, η ∈ (0,1). For each L> 1, let DL be the
set of local fluid limits specified by Definition 5.1.
Theorem 5.5. There exists L∗ > 1 such that for all ζ(·) ∈DL∗ ,
sup
t∈[L∗−1,L∗)
d[ζ(t),∆ϑ〈1, ζ(t)〉]≤ ε.(5.24)
Proof. Let M and K be given by Theorem 5.2. Choose K > 0 such
that
sup
ξ∈K
ξ([KM−1,∞)×R)≤ ε(5.25)
and such that
α
∫ ∞
K
ϑ([sM−1,∞)×R)ds≤ ε;(5.26)
such a K exists because K is compact and 〈χ,ϑ〉<∞ by (2.21). Choose L∗
such that
L∗ − 1>K.(5.27)
Fix ζ(·) ∈DL∗ and t ∈ [L∗ − 1,L∗). By Theorem 5.2(v), 〈1, ζ(·)〉 is constant
and so z = 〈1, ζ(0)〉 satisfies
∆ϑ〈1, ζ(t)〉=∆ϑ〈1, ζ(0)〉= ϑze.(5.28)
By Theorem 5.2(iv),
z ≤M.(5.29)
Let B ⊂ H+ be a closed Borel set. By (5.28) and the definition of the
Prohorov metric d[·, ·], it suffices to verify the two inequalities
ζ(t)(B)≤ ϑze(Bε) + ε,(5.30)
ϑze(B)≤ ζ(t)(Bε) + ε.(5.31)
By Theorem 5.2(vi),
ζ(t)(B) = ζ(0)(B + (tz−1, t)) + α
∫ t
0
ϑ(B + (sz−1, s))ds.(5.32)
Since t≥ L∗ − 1>K, (5.29) and (5.25) imply that
ζ(0)(B + (tz−1, t))≤ ζ(0)([KM−1,∞)×R)
≤ ε.
50 H. C. GROMOLL AND  L. KRUK
Substitute this into (5.32); for the second term, enlarge B to Bε and enlarge
the domain of integration to conclude that
ζ(t)(B)≤ ε+α
∫ ∞
0
ϑ(Bε + (sz−1, s))ds= ε+ ϑze(B
ε).
This proves (5.30). To prove (5.31), use Definition 2.1 to write
ϑze(B) = α
∫ t
0
ϑ(B + (sz−1, s))ds+ α
∫ ∞
t
ϑ(B + (sz−1, s))ds.
Enlarge B to Bε in the first right-hand term; use t≥ L∗− 1>K and z ≤M
in the second right-hand term to obtain
ϑze(B)≤ α
∫ t
0
ϑ(Bε + (sz−1, s))ds+α
∫ ∞
K
ϑ([sM−1,∞)×R)ds.
By (5.26),
ϑze(B)≤ α
∫ t
0
ϑ(Bε + (sz−1, s))ds+ ε.
Add an extra term and use Theorem 5.2(vi) to conclude that
ϑze(B)≤ ζ(0)(Bε + (tz−1, t)) + α
∫ t
0
ϑ(Bε + (sz−1, s))ds+ ε
= ζ(t)(Bε) + ε,
which proves (5.31). 
6. Diffusion limit. The work of the previous sections is now combined to
prove state space collapse, which immediately leads to the proof of Theorem
2.2.
Assume (A) and let T > 1.
Theorem 6.1. As r→∞,
sup
t∈[0,T ]
d[Zˆr(t),∆ϑ〈1, Zˆr(t)〉] =⇒ 0.(6.1)
Proof. Let ε, η ∈ (0,1). It suffices to show that
lim inf
r→∞
P
r
(
sup
t∈[0,T ]
d[Zˆr(t),∆ϑ〈1, Zˆr(t)〉]≤ ε
)
≥ 1− η.(6.2)
By Theorem 5.5, there exists L∗ > 1 such that the set DL∗ defined in Defi-
nition 5.1 satisfies
sup
ζ(·)∈DL∗
sup
t∈[L∗−1,L∗)
d[ζ(t),∆ϑ〈1, ζ(t)〉]≤ ε
3
.(6.3)
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By Theorem 5.2(iv), there exists a positive M such that for all ζ(·) ∈DL∗ ,
sup
t∈[0,L∗)
〈1, ζ(t)〉 ≤M.(6.4)
Choose a positive δ ≤ ε/36 such that for each z ∈ [0,M + 1],
sup
x∈R+
〈1[x,x+9δ]×R, ϑze〉 ≤ sup
x∈R+
〈1[x,x+9δ]×R, ϑM+1e 〉 ≤
ε
6
(6.5)
(see Definition 2.1). The map ∆ϑ :R+ →Mϑ is uniformly continuous on
[0,M +1] (Lemma 4.5). Thus, there exists a positive δ1 ≤ δ such that
sup
y,z≤M+1,
|z−y|≤δ1
d[∆ϑz,∆ϑy]≤ δ.(6.6)
For each r ∈R, define events
Ωr1 =
{
max
m≤⌊rT ⌋
inf
ζ(·)∈DL∗
sup
t∈[0,L∗)
d[Z¯r,m(t), ζ(t)]< δ1
}
,
Ωr2 = {d[Z¯r,0(0),∆ϑ〈1, Z¯r,0(0)〉]< δ1},
Ωr0 =Ω
r
1 ∩Ωr2.
By Lemma 5.4, (2.30) and (2.32),
lim inf
r→∞
P
r(Ωr0)≥ 1− η.(6.7)
Fix ω ∈Ωr0 and assume henceforth in the proof that all random objects are
evaluated at this ω. By (6.7), it suffices to show that
sup
t∈[0,T ]
d[Zˆr(t),∆ϑ〈1, Zˆr(t)〉]≤ ε.
Note that if t ∈ [L∗/r,T ], then Zˆr(t) = Z¯r(rt) = Z¯r,m(s) for some m≤ ⌊rT ⌋
and some s ∈ [L∗− 1,L∗). If t ∈ [0,L∗/r), then Zˆr(t) = Z¯r(rt) = Z¯r,0(s), for
some s ∈ [0,L∗). Thus, it suffices to show the two inequalities
max
m≤⌊rT ⌋
sup
t∈[L∗−1,L∗)
d[Z¯r,m(t),∆ϑ〈1, Z¯r,m(t)〉]≤ ε,(6.8)
sup
t∈[0,L∗)
d[Z¯r,0(t),∆ϑ〈1, Z¯r,0(t)〉]≤ ε.(6.9)
Fix m≤ ⌊rT ⌋ and t ∈ [0,L∗). By the definition of Ωr1, there exists ζ(·) ∈DL∗
such that
d[Z¯r,m(t), ζ(t)]< δ1.(6.10)
By definition of the Prohorov metric d[·, ·], this implies that
|〈1, ζ(t)〉 − 〈1, Z¯r,m(t)〉| ≤ δ1 ≤ 1
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and so by (6.4) and (6.6),
d[∆ϑ〈1, ζ(t)〉,∆ϑ〈1, Z¯r,m(t)〉]≤ δ.(6.11)
By (6.10) and (6.11), we have
d[Z¯r,m(t),∆ϑ〈1, Z¯r,m(t)〉]≤ d[Z¯r,m(t), ζ(t)]
+d[ζ(t),∆ϑ〈1, ζ(t)〉]
(6.12)
+d[∆ϑ〈1, ζ(t)〉,∆ϑ〈1, Z¯r,m(t)〉]
≤ 2δ + d[ζ(t),∆ϑ〈1, ζ(t)〉].
If t ∈ [L∗ − 1,L∗), substituting (6.3) into (6.12) yields
d[Z¯r,m(t),∆ϑ〈1, Z¯r,m(t)〉]≤ 2δ + ε
3
< ε,
which proves (6.8). To prove (6.9), it suffices to show that for m = 0 and
t ∈ [0,L∗), the ζ(·) appearing in (6.10)–(6.12) also satisfies
d[ζ(t),∆ϑ〈1, ζ(t)〉]≤ ε
3
.(6.13)
By Theorem 5.2(v), 〈1, ζ(·)〉 is constant. Let z = 〈1, ζ(0)〉 so that
∆ϑ〈1, ζ(t)〉=∆ϑ〈1, ζ(0)〉= ϑze.(6.14)
Fix a closed Borel set B ⊂H+. It suffices to show the two inequalities
ζ(t)(B)≤ ϑze(Bε/3) +
ε
3
,(6.15)
ϑze(B)≤ ζ(t)(Bε/3) +
ε
3
.(6.16)
By (6.14), (6.10), the definition of Ωr2 and (6.11),
d[ζ(0), ϑze]≤ d[ζ(0), Z¯r,0(0)]
+d[Z¯r,0(0),∆ϑ〈1, Z¯r,0(0)〉]
+d[∆ϑ〈1, Z¯r,0(0)〉, ϑze ](6.17)
≤ δ1 + δ1 + δ
≤ 3δ.
By Theorem 5.2(vi), ζ(·) satisfies (5.2). Apply (6.17) to the first term on
the right of (5.2) to obtain
ζ(t)(B)≤ ϑze((B + (tz−1, t))3δ) + 3δ +α
∫ t
0
ϑ(B + (sz−1, s))ds.(6.18)
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Note that
ϑze((B + (tz
−1, t))3δ)≤ ϑze(B3δ + (tz−1, t))
(6.19)
+ sup
x∈R+
〈1[x,x+3δ]×R, ϑze〉.
Apply (6.5) and use the relation B ⊂ B3δ ⊂ Bε/3 to conclude from (6.18)
and (6.19) that
ζ(t)(B)≤ ϑze(Bε/3+(tz−1, t))+α
∫ t
0
ϑ(Bε/3+(sz−1, s))ds+3δ+
ε
6
.(6.20)
Inequality (6.15) follows from (6.20) and Definition 2.1. To show (6.16),
write
ϑze(B) = ϑ
z
e(B + (tz
−1, t)) +α
∫ t
0
ϑ(B + (sz−1, s))ds.
Use (6.17) and enlarge B to B3δ to obtain
ϑze(B)≤ ζ(0)((B + (tz−1, t))3δ) + 3δ + α
∫ t
0
ϑ(B3δ + (sz−1, s))ds.(6.21)
Note that
ζ(0)((B + (tz−1, t))3δ)≤ ζ(0)(B3δ + (tz−1, t)) + sup
x∈R+
〈1[x,x+3δ]×R, ζ(0)〉
and so by (6.17),
ζ(0)((B + (tz−1, t))3δ)≤ ζ(0)(B3δ + (tz−1, t))
(6.22)
+ sup
x∈R+
〈1[x,x+9δ]×R, ϑze〉+ 3δ.
Apply (6.5) to deduce from (6.21) and (6.22) that
ϑze(B)≤ ζ(0)(B3δ + (tz−1, t)) +α
∫ t
0
ϑ(B3δ + (sz−1, s))ds+ 6δ +
ε
6
.
Conclude from Theorem 5.2(vi) that
ϑze(B)≤ ζ(t)(B3δ) + 6δ +
ε
6
,(6.23)
which proves (6.16). This completes the proof of (6.13), which, together
with (6.12), proves (6.9). 
Proof of Theorem 2.2. By Proposition 4.2,
〈1, Zˆr(·)〉=⇒ Z∗(·) as r→∞.
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Since the lifting map ∆ϑ is continuous (Lemma 4.5), the continuous mapping
theorem implies that
∆ϑ〈1, Zˆr(·)〉=⇒Z∗(·) as r→∞.
Conclude from Theorem 6.1 and the “converging together lemma” ([2], The-
orem 3.1) that
Zˆr(·) =⇒Z∗(·) as r→∞. 
Acknowledgment. We are grateful to John Lehoczky and Steve Shreve
for insightful discussions at the start of this work. We are grateful for the
stimulating environment at EURANDOM, where part of this research was
conducted. We also wish to thank two anonymous referees for their consid-
erable effort and helpful suggestions.
REFERENCES
[1] Billingsley, P. (1986). Probability and Measure, 2nd ed. Wiley, New York.
MR0830424
[2] Billingsley, P. (1999). Convergence of Probability Measures, 2nd ed. Wiley, New
York. MR1700749
[3] Bramson, M. (1998). State space collapse with applications to heavy traffic limits
for multiclass queueing networks. Queueing Syst. 30 89–148. MR1663763
[4] Bramson, M. (2001). Stability of earliest-due-date, first-served queueing networks.
Queueing Syst. 39 79–102. MR1865459
[5] Bramson, M. and Dai, J. (2001). Heavy traffic limits for some queueing networks.
Ann. Appl. Probab. 11 49–90. MR1825460
[6] Doytchinov, B., Lehoczky, J. and Shreve, S. (2001). Real-time queues in heavy
traffic with earliest-deadline-first queue discipline. Ann. Appl. Probab. 11 332–
378. MR1843049
[7] Ethier, S. N. and Kurtz, T. G. (1986). Markov Processes: Characterization and
Convergence. Wiley, New York. MR0838085
[8] Grishechkin, S. (1994). GI /G/1 processor sharing queue in heavy traffic. Adv. in
Appl. Probab. 26 539–555. MR1272726
[9] Gromoll, H. C. (2004). Diffusion approximation for a processor sharing queue in
heavy traffic. Ann. Appl. Probab. 14 555–611. MR2052895
[10] Gromoll, H. C., Puha, A. L. andWilliams, R. J. (2002). The fluid limit of a heav-
ily loaded processor sharing queue. Ann. Appl. Probab. 12 797–859. MR1925442
[11] Iglehart, D. L. and Whitt, W. (1970). Multiple channel queues in heavy traffic I.
Adv. in Appl. Probab. 2 150–177. MR0266331
[12] Kallenberg, O. (1986). Random Measures. Academic Press, New York. MR0854102
[13] Kruk,  L., Lehoczky, J. and Shreve, S. (2003). Second order approximation for
the customer time in queue distribution under the FIFO service discipline. Ann.
Univ. Mariae Curie-Sk lodowska Sect. AI Inform. 1 37–48. MR2254131
[14] Kruk,  L., Lehoczky, J. and Shreve, S. (2006). Accuracy of state space collapse
for earliest-deadline-first queues. Ann. Appl. Probab. 16 516–561. MR2244424
[15] Kruk,  L., Lehoczky, J., Shreve, S. and Yeung, S.-N. (2003). Multiple-input
heavy-traffic real-time queues. Ann. Appl. Probab. 13 54–99. MR1951994
PROCESSOR SHARING QUEUE WITH SOFT DEADLINES 55
[16] Kruk,  L., Lehoczky, J., Shreve, S. and Yeung, S.-N. (2004). Earliest-deadline-
first service in heavy-traffic acyclic networks. Ann. Appl. Probab. 14 1306–1352.
MR2071425
[17] Kruk,  L. and Zieba, W. (1994). On tightness of randomly indexed sequences of
random variables. Bull. Pol. Acad. Sci. Math. 42 237–241. MR1811853
[18] Lehoczky, J. P. (1996). Real-time queueing theory. In Proceedings of the IEEE
Real-Time Systems Symposium. IEEE, New York.
[19] Prohorov, Y. V. (1956). Convergence of random processes and limit theorems in
probability theory. Theory Probab. Appl. 1 157–214. MR0084896
[20] Puha, A. L., Stolyar, A. L. and Williams, R. J. (2006). The fluid limit of an
overloaded processor sharing queue. Math. Oper. Res. 31 316–350. MR2234000
[21] Puha, A. L. and Williams, R. J. (2004). Invariant states and rates of convergence
for a critical fluid model of a processor sharing queue. Ann. Appl. Probab. 14
517–554. MR2052894
[22] Reiman, M. I. (1984). Open queueing networks in heavy traffic. Math. Oper. Res. 9
441–458. MR0757317
[23] van der Vaart, A. and Wellner, J. A. (1996). Weak convergence and empirical
processes. Springer, New York. MR1385671
[24] Williams, R. J. (1998). Diffusion approximations for open multiclass queueing net-
works: Sufficient conditions involving state space collapse. Queueing Syst. 30
27–88. MR1663759
[25] Yashkov, S. F. (1987). Processor-sharing queues: Some progress in analysis. Queue-
ing Syst. 2 1–17. MR0903424
[26] Yeung, S.-N. and Lehoczky, J. P. (2004). Real-time queueing networks in heavy
traffic with EDF and FIFO queue discipline. Preprint.
Department of Mathematics
Stanford University
Stanford, California 94305-2125
USA
E-mail: gromoll@math.stanford.edu
Department of Mathematics
Maria Curie-Sk lodowska University
Pl. Marii Curie-Sk lodowskiej 1
20-031 Lublin
Poland
E-mail: lkruk@hektor.umcs.lublin.pl
