Abstract. In the first part of this manuscript a relationship between the spectrum of self-adjoint operator matrices and the spectra of their diagonal entries is found. This leads to enclosures for spectral points and in particular, enclosures for eigenvalues. We also consider graph invariant subspaces, and their corresponding angular operators. The existence of a bounded angular operator leads to basis properties of the first component of eigenvectors of operator matrices for which the corresponding eigenvalues lie in a half line. The results are applied to an example from magnetohydrodynamics.
Introduction
Throughout, A is a self-adjoint operator acting on a Hilbert space H 1 and is bounded from below, C is a self-adjoint operator acting on a Hilbert space H 2 and is bounded from above, and B is a densely defined closed operator from H 2 to H 1 . We shall be concerned with the spectral properties of block operator matrices of the form with domain Dom(M 0 ) = (Dom(A) ∩ Dom(B * )) × (Dom(B) ∩ Dom(C)). Operator matrices of this form appear in many applications, and the results obtained in this manuscript are applied to an example from magnetohydrodynamics. For a thorough account of this subject, the reader is referred to the monograph [17] . We will always assume the following condition is satisfied (1.2) Dom(|A| 1 2 ) ⊂ Dom(B * ).
We denote by t the closure of the quadratic form of A which has domain Dom(|A| 2 ) ⊂ Dom(B), then the operator M 0 is called diagonally-dominant. A diagonally-dominant operator matrix is self-adjoint, and we therefore write M instead of M 0 ; see [8, Section 2] .
Eigenvalues of operator matrices can often be characterised by variational principles; see for example [5, Theorem 2.1] and [8, Theorem 3.1] . Enclosures for eigenvalues can also be obtained in terms of the eigenvalues of A, the upper bound on the spectrum of C, and the constants a and b which satisfy (1.3); see [8, Theorem 4.5] . In Section 2 we prove a relationship between σ(M) (the spectrum of M) and σ(A), σ(C), and the constants a and b. This leads to new enclosures for spectral points. Our approach is more general than the available variational principles; for example, we are not restricted to approximating only the discrete spectrum.
In Section 3 we consider spectral subspaces L (α,∞) (M) for α ∈ R, that is, the range of the spectral projection associated to M and the interval (α, ∞). We are concerned with the existence of a so-called angular operator K : H 1 → H 2 with (1.6) L (α,∞) (M) = x Kx : x ∈ Dom(K) .
If the representation (1.6) exists, the subspace L (α,∞) (M) is called a graph invariant subspace. Graph invariant subspaces and angular operators have been widely studied and the following list is by no means exhaustive; [1] , [2] , [7] , [9] , [12] , [14] , [16] . The case where A, B and C are bounded is considered in [9] , where it is shown that if ∆ is an interval in ρ(C) (the resolvent set of C) then the subspace L ∆ (M) is graph invariant. In [1] the case where B is bounded and the diagonal entries are separated is considered. It is shown that for max σ(C) < α < min σ(A), the subspace L (α,∞) (M) admits the representation (1.6) with K ∈ B(H 1 , H 2 ). The top-dominant case with C ∈ B(H 2 ) has been considered in [12] . The authors show that if there exists an α < min σ(A) such that C − αI − B * (A − αI) −1 B ≪ 0, then L (α,∞) (M) admits the representation (1.6) with K ∈ B(H 1 , H 2 ). With a new approach, we prove the existence of graph invariant subspaces and bounded angular operators, our hypothesis is unrelated to those above, and is readily verified for a wide class of problems which includes any top-dominant or diagonally-dominant matrix for which A has compact resolvent and C ∈ B(H 2 ). If A has compact resolvent, then σ(M) ∩ (max σ(C), ∞) consists only of isolated eigenvalues of finite multiplicity. In Section 4 we consider basis properties of the first component of eigenvectors corresponding eigenvalues which lie in the interval (max σ(C), ∞). From the existence of a bounded angular operator, one can deduce that the first components of the corresponding eigenvectors form a Riesz basis for H 1 ; see [1, Theorem 3.5] , and [12, Corollary 2.6] . Under our hypothesis we also obtain a Riesz basis, and even a Bari basis. However, our angular operator may not be everywhere defined, in this case we find the co-dimension of Dom(K) in terms of the so-called Schur complement. In the final section we apply our results to a top-dominant operator matrix which arises in magnetohydrodynamics.
1.1. Operator matrices and Schur complements. Associated with M is the first Schur complement, which is a family of operators S(·) acting in H 1 . When B is bounded, the first Schur complement is given by
Evidently, S(λ) is defined for all λ ∈ ρ(C), with Dom(S(λ)) = Dom(A), and S(λ) is self-adjoint for all λ ∈ ρ(C) ∩ R. The spectrum of S(λ) is given by σ(S) = {λ ∈ C : 0 ∈ σ(S(λ))}. It follows from the Schur factorisation that σ(S) ∩ ρ(C) = σ(M) ∩ ρ(C); see [8, Section 4.1] . When B is unbounded, the operator (1.7) may not be densely defined. However, the Schur complement can be defined for any λ ∈ C with Re λ > max σ(C) using the following form
where Dom(s λ ) = Dom(|A| 1 2 ) and υ < min σ(A) is arbitrary. The Schur complement is then defined using the first representation theorem; for more details see [5, Section 4.2] and references therein. The spectra of the Schur complement and M coincide on {z ∈ C : Re z > max σ(C)}, however, if υ < min σ(A), Dom(A) ⊆ Dom(B * ) and for every a > 0 there exists a b ≥ 0 such that
then the Schur complement can be defined on ρ(C), and σ(S)∩ρ(C) = σ(M)∩ρ(C); see [5, Section 4.2] . We will find it useful to note that for any α ∈ ρ(M) for which S(α) is defined, the restriction of (M − αI)
Resolvent sets and spectral enclosures
Let U be a subset of ρ(C) on which σ(S) and σ(M) coincide. If B is bounded, and λ ∈ σ(M) ∩ U , then for each ε > 0 there exists a normalised x ∈ Dom(A) such that
From the spectral theorem it follows that
The theorem below generalises this statement to the case where B is unbounded. We note that when B is bounded (1.3) holds with the constants a = 0 and b = B 2 .
Theorem 2.1. Let M be a top-dominant or diagonally-dominant operator matrix and let a,
Proof. Since λ / ∈ σ(C) and λ ∈ U , it follows that S(λ) is well defined and 0 ∈ σ(S(λ)), that is, S(λ) does not have a bounded inverse. If λ ∈ σ(A) then the assertion is obvious. Suppose that λ / ∈ σ(A) and that (2.1) is false. With t the quadratic form associated to A, and using (1.3), we have for all x ∈ Dom(|A| 
.
That is,
Since (2.1) is assumed to be false, we have δ < 1. By [6, Lemma VI.3.1] there exists an operator G ∈ B(H 1 ) with G ≤ δ, such that for all x, y ∈ Dom(|A| 1 2 ) we have
Consider the operator T defined as follows,
we deduce that (I + G|A − λI|(A − λI) −1 ) −1 exists and is bounded. It follows that T −1 exists and is bounded, that is,
The Schur complement S(λ) is the unique operator which satisfies Dom(S(λ)) ⊆ Dom(|A| , and for all x ∈ Dom(T ) and y ∈ Dom(|A| 1 2 ), we have
from which we deduce that T = S(λ), and therefore S(λ) −1 exists and is bounded. However, λ ∈ σ(M) ∩ U and therefore λ ∈ σ(S), the result follows from the contradiction.
where
Proof. Note that aλ + b ≥ 0 whenever λ ≥ min σ(A), this follows from (1.3). If c < min σ(A) then (c, min σ(A)) ⊂ ρ(M) since s λ is a strictly positive form for λ ∈ (c, min σ(A)). Therefore (2.2) follows from (2.1). We now prove the second assertion. Using (2.2) we obtain
From (2.5) we deduce that α ± ∈ R and λ ∈ [α − , α + ]. For the final assertion, we note that dist[λ, σ(A)] = µ − λ, and obtain
Although c = max σ(C) may not be below min σ ess (M), the eigenvalues of M which are greater than c, but less than λ e = min(σ ess (M) ∩ (c, ∞)), can often be approximated using a variational principle, which we now describe. For γ ∈ (c, ∞), let L (−∞,0) (S(γ)) be the spectral subspace of S(γ) corresponding to the interval (−∞, 0). We set κ(γ) = dim(L (−∞,0) (S(γ))) and assume there exists a γ ∈ (c, ∞) such that κ(γ) < ∞, then there exists an α such that (c, α) ⊂ ρ(M); see [8, Theorem 3.1] . Set κ = κ(α) and let 
consists of a sequence of eigenvalues λ n → ∞, and κ(γ) < ∞ for all γ ∈ (c, ∞); see [5, Theorem 4.5] . Corollary 2.2 is unlikely to offer improvements to the estimate (2.6), however, we can obtain information about the resolvent set in the region (λ e , ∞) as the corollary below shows. Also, in the theorem below, we are able to obtain spectral enclosures for spectral points in the interval (c, ∞), moreover, we are not restricted to approximating the discrete spectrum and we do not require the finiteness of κ(γ).
then squaring both sides implies that aµ + b < 0 which contradicts (1.3). That β + 2 ≤ µ 2 follows immediately from the definition of β
, and the pairs {µ 1 , µ 2 }, {µ 3 , µ 4 } satisfy the hypothesis of Corollary 2.3. With
We consider the following family of operators
Denote the corresponding self-adjoint closures by M(t). Note that the matrix
. We now show that M(t) is a holomorphic family. Let l = (α
it therefore follows from Corollary 2.3 that l, r ∈ ρ(M(t)) for every t ∈ [0, 1]. We denote by S(λ, t) the Schur complement corresponding to the matrix M(t), that is, the operator corresponding to the form
and the first representation theorem. S(λ, 1) is a holomorphic family of type (B) with respect λ ∈ {z ∈ C : Re z > c}; see [6, Theorem VII.4.2] . Similarly, S(λ, t) is a holomorphic family of type (B) with respect to both variables λ ∈ {z ∈ C : Re z > c} and t ∈ R. Let (x, y)
It follows from the definitions of top-dominant and diagonally-dominant operators, that 
where Γ is a circle which passes through l and r, from which the result follows.
To obtain accurate approximation of the spectrum, particularly of the discrete spectrum, a numerical method is likely to be necessary. In the region (λ e , ∞) the traditional Galerkin (finite section) method is unreliable; see for example [11, Theorem 2.1]. There are several numerical methods available for locating spectral points in this region, for example, the second order relative spectrum and the method of Davies and Plum; see [11] and [4] respectively. Both of these methods can benefit significantly from a priori information about the resolvent set and the dimension of spectral subspaces. The second order relative spectrum requires solving quadratic eigenvalue problems of the form
2 | L u = 0 where P is the orthogonal projection onto a finite-dimensional subspace L; see [11] . To demonstrate, we suppose the hypothesis of Theorem 2.4 holds and that in addition dim(L [β Re z − α
Graph invariant subspaces
With E the spectral measure corresponding to M and α ∈ R, let
This section is concerned with the existence of angular operators corresponding to subspaces
Theorem 3.1. Let M be a top-dominant or diagonally-dominant operator matrix and let C ∈ B(H 2 ). If α ∈ R satisfies max σ(C) = c < α ∈ (ρ(M) ∩ ρ(A)) and
then there exists a closed bounded operator K α which satisfies (3.1).
Proof. Similarly to the proof of Theorem 2.1 we have an operator G ∈ B(H 1 ) such that S(α) −1 admits the following representation,
where G ≤ δ.
Note that (A − αI)|A − αI| −1 + G ∈ B(H 1 ) and for all x ∈ H 1 we have
from which we obtain
Let x ∈ H 1 and y ∈ Dom(B(C − αI) −1 ). Using (1.8) we have
and for the last term on the right-hand side we have the upper bound
The operator B * |A − αI|
is bounded by the closed graph theorem, and therefore also the adjoint operator is bounded, in particular |A − αI| 
Therefore |A − αI|
. With E the spectral measure corresponding to C, we obtain
We see that if x = 0 and y = 0, then the right-hand side is negative. Since Dom(B(C − αI) −1 ) is dense in H 2 we deduce that L (α,∞) (M) is the graph of an operator, denote this operator by K α . The subspace L (α,∞) (M) is closed, thus K α is a closed operator.
We suppose that K α is unbounded. Therefore, there is a sequence x n → 0 with x n ∈ Dom(K α ) and K α x n → 1. Let x ∈ H 1 , y ∈ Dom(B(C − αI) −1 ), and note that by the closed graph theorem (C − αI) −1 B * S(α) −1 is bounded, then from the above inequality we have
Since Dom(B(C − αI) −1 ) is dense in H 2 , for any y ∈ H 2 there is a sequence y n → y with y n ∈ Dom(B(C − αI) −1 ). Evidently, the above inequality holds for all x ∈ H 1 and for all y ∈ H 2 . We obtain
From the contradiction we deduce that K α is bounded. 
For any normalised (x, y) T ∈ Dom(M), it follows from (1.4) and the observation (A − υI)
) and x ∈ Dom(|A| 1 2 ). Noting also that the adjoint of (A − υI) − 
If C ∈ B(H 2 ) it follows that M is bounded from below and therefore form closable, the corresponding closed form we denote by a. Similarly, we see that Dom(a) = Dom(|A| 1 2 ) × H 2 , and for any (x, y) T ∈ Dom(a) we have
Corollary 3.3. Let M be a top-dominant or diagonally-dominant operator matrix and let C ∈ B(H 2 ). Suppose that for some c < α ∈ ρ(M) there exists a closed bounded operator K α which satisfies (3.1). If dim(L (−∞,0) (S(γ))) < ∞ for some γ ∈ (c, ∞), and (c, α)∩σ ess (S) = ∅, then there exists ac ∈ R with (c,c] ⊂ ρ(M), and a closed bounded operator K c which satisfies
Proof. Let λ 1 < · · · < λ n be the eigenvalues of M which lie in the interval (c, α). Let x 1 , . . . , x m be an orthonormal basis of Ker(S(λ n )), and suppose that 
however, α > λ n , and from the contradiction we deduce that L [λn,∞) (M) is also the graph of an operator. This operator is a finite-dimensional extension of K α , and therefore is also closed and bounded. We repeat this argument for each of the eigenvalues λ 1 , . . . , λ n which lie in the interval (c, α) and deduce that K α has a finite-dimensional extension to a closed bounded operator K c such that (3.1) holds. It follows that Dom(K c ) is closed, and therefore codim(Dom(K c )) is equal to dim(Dom(K c ) ⊥ ); see [6, Lemma III.1.40] . For proof of the existence of ac with the stated properties see [8, Theorem 3.1] . Using [8, Lemma 3.4] we have for any x ∈ L (−∞,0) (S(c)) and for any y ∈ H 2 \{0}
T ∈ L (c,∞) (M), and
However, if 0 = y n → K c x we have
contradicting (3.4), from which we deduce that codim(Dom(
, and using (1.8)
from which we deduce that codim(Dom(K c )) ≤ κ.
Theorem 3.4. Let M be a top-dominant or diagonally-dominant operator matrix with A unbounded and C ∈ B(H 2 ). If there exists an α ∈ (c, ∞) ∩ ρ(M) such that a/(α − c) < 1/2, then for sufficiently large β > c there exists a closed bounded operator K β which satisfies (3.1).
Let E be the spectral measure associated to A. We consider the operator matrix
LetM be the self-adjoint closure of (3.6). We have A + tE((−∞, µ)) ≥ µI > αI > cI. It follows that the Schur complement associated toM is strictly positive on (c, µ), therefore (c, α] ⊂ ρ(M). Also note that min σ(M) ≤ min σ(M), and
Denote byt the form associated to the operator A + tE((−∞, µ)), then it is clear that Dom(t) = Dom(t) = Dom(|A| 1 2 ). Moreover, for all x ∈ Dom(|A| 1 2 ) we have
that is, the constants a, b ∈ R which satisfy (1.3), also satisfy (1.3) when we replace A with A + tE((−∞, µ)). We have A + tE((−∞, µ)) ≥ µI, therefore dist[α, σ(A + tE((−∞, µ)))] ≥ µ − α, and we obtain
Using Theorem 3.1 we deduce that there exists a closed bounded operatorK α which satisfies (3.1) for the subspace
, that is, we have a closed bounded operatorK c which satisfies (3.1) for the subspace L (c,∞) (M). Let E andẼ be the spectral measures associated to M andM respectively. Let β > α, and Γ be a circle which passes through α and anyα < min σ(M). For any normalised φ ∈ L (β,∞) (M) we have
, and note that
We obtain
Let 0 < ε < 1. For sufficiently large β ∈ R and any φ ∈ L (β,∞) (M) with φ = 1, we have Ẽ (−∞, α))φ ≤ ε. Suppose that φ is of the form φ = 0 y and therefore y = 1.
We haveẼ
from which we obtain x ≤ ε and 1
However, we may choose ε > 0 to be arbitrarily small. We deduce that for sufficiently large β ∈ R there exists a closed operator K β which satisfies (3.1) for the subspace L (β,∞) (M). A similar argument shows that K β is bounded.
If dim(L (−∞,0) (S(γ))) < ∞ for some γ ∈ (c, ∞), and we can choose β in Theorem 3.4 with (c, β) ∩ σ ess (M) = ∅, then by Corollary 3.3 we can extend the operator K β to an operator K c . In particular, we have the following corollary.
Corollary 3.5. Let M be a top-dominant or diagonally-dominant operator matrix where A has compact resolvent and C ∈ B(H 2 ). There exists ac ∈ R with (c,c] ⊂ ρ(M), and a closed bounded operator K c which satisfies (3.1), moreover,
Proof. For a diagonally-dominant or top-dominant matrix with C ∈ B(H 2 ) and A having compact resolvent, we have σ ess (M) ∩ (c, ∞) = ∅; see [5, Theorem 4.5] . The interval (c, ∞) contains a sequence of eigenvalues of finite multiplicity which accumulate at infinity. The result follows from Theorem 3.4 and Corollary 3.3.
The top-dominant case with C ∈ B(H 2 ) has also been considered in [12] . We now demonstrate that our hypothesis includes operator matrices which cannot satisfy the hypothesis considered in [12] . The authors of [12] show that if there exists an α < min σ(A) such that 
The operator K c implied by Corollary 3.5 has codim(Dom(K c )) = κ < ∞, and is a restriction of the operator
and
The {x 1 , . . . , x κ+1 } are a linearly independent set, but since codim(Dom(K c )) = κ we have 0 = x = a 1 x 1 + · · · + a κ+1 x κ+1 ∈ Dom(K c ) for some choice of a 1 , . . . , a κ+1 , and therefore
a contradiction.
Basis properties
In this section we derive basis properties for the first components of the eigenvectors of M for which the corresponding eigenvalues lie in the interval (c, ∞).
Corollary 4.1. Let M be a top-dominant or diagonally-dominant operator matrix and let C ∈ B(H 2 ). If A has compact resolvent, and {(x n , K c x n ) T } ∞ n=1 are orthonormal eigenvectors corresponding to the eigenvalues of M which are greater than c, then the set {x n } ∞ n=1 forms a Riesz basis for Dom(K c ).
form an orthonormal basis for L (c,∞) (M), and for any x ∈ Dom(K c ) we therefore have
Therefore x = β n x n , and the sequence {β n } ∞ n=1 is unique because the vectors (x n , K c x n )
T are a basis for L (c,∞) (M). We deduce that the {x n } ∞ n=1 form a basis for Dom(K c ). It remains to show that the {x n } ∞ n=1 form a Riesz sequence. We have (4.1)
and therefore
From (4.1) and (4.2) we have
thus the {x n } ∞ n=1 form a Riesz sequence, and therefore a Riesz basis for Dom(K c ). . If E and F n are the spectral measures corresponding to A and S(λ n ) respectively, and
Proof. We denote by Γ n the circle with centre λ n and radius γ n . It follows from (2.6) that
see [8, Corollary 4.4] . From (4.3) and (4.5) we deduce that dist[λ n , σ(M)\{λ n }] → ∞ as n → ∞, therefore, for all sufficiently large n ∈ N, µ κ+n is the only element from σ(A) which lies inside the circle Γ n . For z ∈ Γ n , we set
also from (4.3) and (4.5) we deduce that (4.6)
Similarly to the proof of Theorem 2.1, we have for all x ∈ Dom(|A| 
x . For all sufficiently large n ∈ N we have δ n < 1, and by [6, Lemma VI.3.1] there exists a family of operators G n (z) ∈ B(H 1 ), parameterised by z ∈ Γ n , with the property G n (z) ≤ δ n < 1, and such that
Similarly to the proof of Theorem 2.1, we obtain the following
and we deduce that (z − λ n ) ∈ ρ(S(λ n )) for all z ∈ Γ n . For any x, y ∈ H 1 the inner product E({µ κ+n })x − F n (∆ n )x, y is equal to
The inner product inside this integral equals
and using the Neumann series we see that this inner product is equal to
It follows from (4.5) that γ n /dist[Γ n , σ(A)] → 1, and therefore with some M ∈ R independent of n ∈ N, we obtain
and the result follows from (4.6). Proof. From Proposition 4.2, we have E({µ κ+n })−F n (∆ n ) < 1 for all sufficiently large n ∈ N. We have x n ∈ Dom(S(λ n )) and S(λ n )x n = 0; see [8, . Therefore x n ∈ F n (∆ n )H 1 . Thus we have E({µ κ+n })x n = 0 for all sufficiently large n ∈ N. For n ≥ N we have E({µ κ+n })x n = x n , y κ+n y κ+n , and thus E({µ κ+n })x n = y κ+n / E({µ κ+n })x n . With the notation of Proposition 4.2, we obtain y κ+n − x n = E({µ κ+n })(y κ+n − x n ) + (I − E({µ κ+n }))(y κ+n − x n ) = E({µ κ+n })x n / E({µ κ+n })x n − E({µ κ+n })x n + (I − E({µ κ+n }))x n ≤ 2 (I − E({µ κ+n }))x n = 2 (F n (∆ n ) − E({µ κ+n }))x n ≤ 2M δ n 1 − δ n .
For someÑ ≥ N we have
That the second term on the right-hand side is finite follows from (4.5) and (4.7). 
An example from magnetohydrodynamics
The following operator appears in magnetohydrodynamics in the space L ρ (0, 1) is essentially self-adjoint; see [8, Example 4.5] . The eigenvalue problem Mu = λu describes the oscillations of a hot compressible gravitating plasma layer in an ambient magnetic field; see [3] and references therein. The first component of the vector u satisfies Dirichlet boundary conditions, ρ(x) the equilibrium density of the plasma, υ a (x) the Alfvén speed, υ s (x) the sound speed, k ⊥ (x) and k (x) are the coordinates of the wave vector with respect to the field allied orthonormal bases, k(x) 2 = k ⊥ (x) 2 +k (x) 2 , and g is the gravitational constant. The essential spectrum of this operator is precisely the range of the functions υ We see that A is a Sturm-Liouville operator with Dirichlet boundary conditions. The operator C is self-adjoint and bounded, with 
