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Abstract 
Recently, Ryjfi6ek introduced an interesting new closure concept for claw-free graphs, and used 
it to prove that every nonhamiltonian claw-free graph is a spanning subgraph of a nonhamiltonian 
line graph (of a triangle-free graph). We discuss the relationship between Ryjfi~ek's closure and 
the Ka-closure introduced by the first author. Our main result deals with a variation on the 
Ka-closure. It implies a simpler proof of Ryjfi6ek's closure theorem, and yields a more general 
closure concept which is not restricted to claw-free graphs only. (~) 1998 Elsevier Science B.V. 
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I. Introduction 
The results in this paper are motivated by a recent closure result due to Ryj~6ek [5] 
(Theorem 1 below), and its connection with a closure concept introduced by one of 
the authors in [2]. 
We use [1] for terminology and notation not defined here and consider finite simple 
graphs only. 
Let G=(V,E)  be a graph on n vertices with vertex set V and edge set E. Let 
N(v) denote the set of  neighbors of a vertex v E V, and let d(v) = [N(v)l denote the 
degree of v. The neighborhood of v is the subgraph of G induced by N(v). The 
local completion of G at a vertex v is the operation of joining all pairs of nonadja- 
cent vertices in N(v), i.e. replacing the neighborhood of v by the complete graph on 
N(v). The graph G is claw-free if it contains no induced subgraph isomorphic to KI,3. 
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If S C V, we denote by G[S] the subgraph of G induced by the vertices of S. By 
dG(u, v) we denote the distance between to vertices u and v in G. 
In [5] Ryj~i6ek proved the following result. 
Theorem 1. Let G be a claw-free 9raph, v a vertex of G whose neighborhood is
connected, and G ~ the 9raph obtained from G by local completion at v. Then 
(i) G ~ is claw-free, and 
(ii) for every cycle C ~ of G t there exists a cycle C of G such that V(C') c_ V(C). 
For a claw-free graph G, we define the Ryj&6ek closure CR(G) of G as the graph 
obtained from G by iteratively performing local completions at vertices with connected 
neighborhoods until no more edges can be added. As shown in [5], CR(G) is uniquely 
determined by G, and CR(G) is the line graph of a triangle-free graph. Moreover, in 
[5] it is shown that Theorem 1 has the following consequences. Let c(G) denote the 
circumference of G, i.e. the length of a longest cycle of G. 
Theorem 2. Let G be a claw-free 9raph on n vertices. Then 
(i) C(CR(G))=c(G). 
(ii) I f  CR(G) is complete and n>>.3, then G is hamiltonian. 
(iii) Every nonhamiltonian claw-free 9raph is a spannin# subgraph of a non- 
hamiltonian line 9raph. 
Theorem 2(ii) implies a result due to Oberly and Sumner [4], who proved that 
a connected claw-free graph on n>~3 vertices is hamiltonian if every vertex has a 
connected neighborhood. Theorem 2(iii) together with a result of Zhan [7] implies that 
every 7-connected claw-free graph is hamiltonian. Moreover it yields the equivalence 
of two conjectures due to Thomassen [6] and Matthews and Sumner [3], respectively: 
every 4-connected line graph is hamiltonian if and only if every 4-connected claw-free 
graph is hamiltonian. 
The main result of [5] was obtained uring the Workshop on the Hamiltonicity of 
2-Tough Graphs held at Enschede, The Netherlands in November 1995, sponsored by 
EIDMA (the Euler Institute for Discrete Mathematics and its Applications). At the 
same meeting we discussed whether the Ryj~6ek closure could be obtained using a 
closure concept introduced in [2] based on the following result in [2]. 
Theorem 3. Let G=(V,E)  be a 9raph and let {x, y,u,v} be a subset of four vertices 
of V such that urgE, {x ,y}CN(u)nN(v)  and xyEE. I f  N (x )UN(y)CN(u)U  
N(v) U {u, v}, then G is hamiltonian if and only if G + uv is hamiltonian. 
Based on Theorem 3, we say that a graph H is a K4-superoraph of a graph G if 
H can be obtained from G by iteratively joining pairs {u, v} satisfying the condition 
in Theorem 3 for some {x,y} C_N(u)ON(v) with xycE ,  and a K4-closure of G if, 
moreover, H contains no such pairs. 
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As noted in [2], a graph can have different K4-closures, but obtaining a K4-closure 
of G can be helpful to answer the question whether G is hamiltonian, for instance, if 
Kn is a K4-closure of G. If  G has a unique K4-closure, then we denote it by Ka(G). 
Theorem 3 has the following obvious consequence for claw-free graphs. 
Corollary 4. Let G=(V,E)  be a claw-free graph and let {x,y,u,v} be a subset of 
four vertices of V such that G[{x,y,u,v}] =K4-  uv. Then G is hamiltonian if and 
only if G + uv is hamiltonian. 
Motivated by the above results, it is natural to investigate the possible connections 
between the Ryj~trek closure and the Kn-closure, and to look for more general closure 
concepts. In fact, our research led to an easy proof of a result which is slightly stronger 
than Theorem 1, using a variation on the K4-closure concept. We present his proof 
in Section 2. In Section 3 we show that, alternatively, the Ryj~irek closure can be 
obtained using a combination of the K4-closure and a similar closure concept defined 
on K5 minus an edge. 
2. A variation on the K4-closure 
We start this section by introducing some additional notation. If P is a path with a 
fixed orientation from one of the end vertices to the other and u,v E V(P), then uP v 
denotes the consecutive vertices of P between u and v (if any) in the direction specified 
<..._ 
by the fixed orie_.~ntation, while v P u denotes the same vertices in reverse order. We 
will consider uP v and v P u both as paths and as vertex sets. We use u + to denote 
the successor of u on P (if any) in the direction specified by the fixed orientation, and 
u-  to denote its predecessor (if any). 
We define a new closure based on the following result. 
Theorem 5. Let G = (V,E) be a graph and let {x,y,u,v} be a subset of four vertices 
of V such that uv ~E and {x,y} C_N(u)NN(v). I f  N(x) C_N(u)UN(v)U {u,v} and 
N(y) \ (N(x )  U {x}) induces a complete graph (or is empty), then for every cycle C' 
of  G + uv there exists a cycle C of G such that V (C)  c_ V(C). 
Proof. Let G, x, y, u, and v be chosen as in the hypothesis of the theorem, and 
assume that C ~ is a cycle in G + uv such that G has no cycle containing all ver- 
tices of C ~. Consider the path P- -C '  - uv in G, and orient it from u to v. Clearly 
N(u)NN(v)C_V(P) .  Hence x and y are on P. Without loss of generality, we may 
assume x E u P y, otherwise we reverse the orientation --~and i+_nnterchange th  roles of u 
and v in the arguments. If xy E E(P), then the cycle uy P vx P u contains all vertices of 
V(P) = V(C'), a contradiction. We obtain the same contradiction if x+u E E. Hence, by 
the hypothesis, x+v E E. I f  y -  E N(x), then the cycle uPxy-Px+vP yu gives a con- 
tradiction. If  y+ E N(x), then the cycle u Pxy  + P vx + P yu contradicts the assumptions. 
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Fig. 1. The graphs G1 and G2. 
Hence y -~N(x)U  {x} and y+ ~_.N(x)U_~x}. The hypothesis of the theorem implies 
y-y+ EE. But then the cycle uPy-y+Pvyu contains all vertices of V(P)--V(C') ,  
our final contradiction. [] 
Remark that x and y can be nonadjacent in Theorem 5, and the graph G need not 
be claw-free. Note, however, that if G is a claw-free graph, then the conditions of 
Theorem 5 are always satisfied if x and y are adjacent. 
Based on Theorem 5, a graph H is called a Kf-closure of a graph G if H can 
be obtained from G by iteratively joining pairs {u,v} satisfying the conditions in 
Theorem 5 for some {x,y} C_N(u)NN(v), and if H contains no such pairs. As with 
the K4-closure, a graph can have different K4*-closures. In fact, the example given in 
[2] to show that a graph can have different K4-closures, also has different K4*-closures. 
We omit the details. If G has a unique K~'-closure, then we denote it by K~(G). 
The examples in Fig. 1 show that there exists a graph G1 such that K4(Gl)= G1 
and K~(G1 ) = G1 + uv for two nonadjacent vertices u and v of GI, as well as a graph 
G2 such that Kn*(G2 ) = G2 and K4(G2)= G2 + uv for two nonadjacent vertices u and 
v of G2. We leave the details to the reader. 
As an obvious consequence of Theorem 5, we obtain the following result. 
Corollary 6. For any graph G and any K*-closure H of G, c(H) = c(G). 
We next show that for every claw-free graph G, the Ryjfi6ek closure CR(G) is 
contained in some K*-closure of G. Before we give a proof of this, we first present a 
useful observation. 
Proposition 7. Let G=(V,E) be a claw-free graph and let {x,y,u,v} be a subset 
of four vertices of V such that uvf[E(G) and {x,y} C N(u)NN(v). l f  xyEE,  then 
N(x) c N(u) U N(v) U {u, v} and N(y)\(N(x) U {x}) induces a complete graph (or is 
empty). 
Proof. Let G and {x, y, u, v} satisfy the hypothesis of the proposition. Suppose there ex- 
ists a vertex z E N(x)\(N(u) UN(v) U {u, v}). Then clearly G[{x,z, u, v}] =K1,3, a cont- 
radiction. Suppose there exist two nonadjacent vertices Zh Z2 E N(y)\(N(x)U {x}). Then 
clearly G[{x,y, zl,z2}]=K1,3. [] 
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Theorem 8. Let G be a claw-free 9raph. Then CR(G) is a spannin9 subgraph of some 
K~-closure of G. 
It is clear from Theorem l(i) and the definition of CR(G) that Theorem 8 follows by 
iteratively applying the next lemma as long as the graph under consideration contains 
vertices with a connected noncomplete neighborhood. 
Lemma 9. Let G be a claw-free 9raph and let x be a vertex of G with a connected 
noncomplete neighborhood. Then the local completion G* of G at x can be obtained 
by iteratively joinin9 pairs {u, v} C_N(x) satisJying the conditions in Theorem 5 for 
some y E N(u) M N(v). 
Proof. Consider the subgraph Hx of G induced by N(x)U {a E V(G) iab E E(G) for 
some bEN(x)}. Note that xEV(Hx). Clearly Hx is a claw-free graph. Hence, by 
Proposition 7, N(x) C_ N(u) U N(v) U {u, v} and N(y)\(N(x) U {x}) induces a complete 
graph (or is empty) in Hx for all y E N(x). Since we only join nonadjacent pairs in 
N(x), N(x) and N(y) will keep these properties for all yEN(x). [] 
Comparing the Ryjfi6ek closure and the K~-closure, it is clear that the latter is 
more generally applicable, since it can be applied to graphs containing induced claws 
(see graph G in Fig. 1 for an example). Unfortunately, we lose the nice property of 
unicity. 
The proof of Theorem 5 (and the corresponding result for hamiltonian graphs) is 
easier and shorter than the proof of Theorem 1 in [5]. One of the reasons for this is that 
in the proof of Theorem 1, all missing edges in a connected noncomplete neighborhood 
are added at the same time, while in the proof of Theorem 5, only one edge is added. 
In this last sense the proof of Theorem 5 is similar to the proofs of many known 
closure results. 
3. A closure concept for Ks -- e 
Let K4 - uv be an induced subgraph of a graph G for two different vertices u and v. 
In Theorem 3 a condition is given to add the edge uv, such that G is hamiltonian if
and only if G + uv is hamiltonian. It is not difficult to adapt he proof of Theorem 3 
in [2] to show that, under the same conditions, in fact c(G + uv) = c(G). 
A natural question that arose during the workshop mentioned before, is whether the 
Ryj~6ek closure CR(G) of a graph G is always contained in some K4-closure of G. 
This is not the case. As an example consider the graph G3 of Fig. 2. One readily 
checks that CR(G3)=K6, while K4(G3)=K6- E(K3). We omit the details. 
However, if we combine the condition on subgraphs i omorphic to K4 - e with the 
following condition on subgraphs isomorphic to K5 -e ,  we obtain a closure concept, 
different from the K~-closure, which is more general than the Ryj~i~ek closure. 
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Fig. 2. The graph G3. 
Theorem 10. Let G=(V,E) be a graph and let {x, yl,y2,u,v) be a subset of five 
vertices of V such that G[ {x, yl, Y2, u, v}] =/£5 - uv. I f  
(1) N(x) C_N(u)UN(v)U {u,v}, 
(2) N(yi) C_N(u) UN(v)UN(y3-i) U {u,v} (i = 1,2), and 
(3) N(yi)\(N(x)U {x}) induces a complete graph (or is an empty set) ( i= 1,2), 
then for every cycle C' of G+uv there exists a cycle C of G such that V(C t) C_ V(C). 
Proof. Let G, x, Yl, Y2, u, and v be chosen as in the hypothesis of the theorem, and 
assume that C I is a cycle in G + uv such that G has no cycle containing all vertices 
of C.  Consider the path P = C' - uv in G, and orient it from u to v. Clearly uv f~ E 
and N(u)NN(v)C V(_P). Hence x,__~vl and Y2 are on P. Without loss of generality, we 
may assume y2 E Yl Pv and x EuPy2; otherwise we interchange the roles of u and v, 
or yl and y2, in ~the arguments. We distinguish two cases. 
Case 1. x E uP yl. As in the proof of Theorem 5, xyl q~ E(P) and x+u f~ E. Hence, 
by (1), x+vEE.__~As in ,  the proof of Theorem 5, Y7 f~ N(x) ( i= 1,2). If y~- EN(u), 
the__.n thecycle uPxyl P vx + P y l  u gives a contradiction. If y~-EN(v), then the cycle 
uPy~vPy lu  contradicts the assumptions. Hence, by (2), Yl EN(y2), and, by (3), 
6- -  +--- 
Yl Y2 EE. Now u__Py~y~PylvPy2u contradicts the assumptions. 
Case 2. xE ylPY2. As in Case 1, x -¢Y l ,  x+ ¢ y2, x+vEE, and, by symmetry, 
x-uEE.  As in Case 1, y~ ~ N(x), and, by symmetry, y+ q~ N(x). Clearly y+ q~ N(u), 
and, as in Case 1, by symm__etry,__~y + ~ N(v). Hence, by (2), y~-EN(y2), and, by (3), 
y+ y~ E E. Now uP ylxy2 P vx + P y2 y + Px-u  contradicts the assumptions. [] 
Based on Theorem 10, a graph H is called a Ks-closure of a graph G if H can 
be obtained from G by iteratively joining pairs {u,v} satisfying the condition in 
Theorem 10 for some {x, yl,y2} such that G[{x, yz,y2,u,v}]=K5-uv, and i fH  con- 
tains no such pairs. Clearly, we get the following analogue of Corollary 6. 
Corollary 11. For any graph G and any Ks-closure H of G, c(H) = c(G). 
Note that in a claw-free graph G the conditions (1), (2) and (3) of Theorem 10 
are satisfied for any {x, yl, y2,u,v} C_ V(G) with G[{x, yl, y2,u,v}] =Ks -uv.  We now 
show how the Ryjfi6ek closure CR(G) of a claw-free graph G can be obtained from G 
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using a combination of the Kn-closure and Ks-closure. This is based on the following 
lemmas. 
Lemma 12. Let G be a claw-free 9raph, x a vertex of G whose neighborhood is 
connected, and u and v two nonadjacent vertices in N(x). Then 
(i) dG[N(x)](U, V) = 2 or 3. 
(ii) I f  dc[N(x)](u,v)=2, and y EN(x)nN(u)nN(v) ,  then G[{x,y,u,v}] is a K4-  uv 
satisfyin9 the hypothesis of Theorem 3. 
(iii) I f  d6[u(x)](u,v)=3, and yl EN(x)NN(u) ,  Y2 EN(x)NN(y l )NN(v) ,  then for 
some K4-supergraph H of G, H[{x, yl,y2,u,v}] is a K5 -uv  satisfyin9 the 
hypothesis of Theorem 10 (with H instead of G). 
Proof. Let G, x, u, and v be chosen as in the hypothesis of the lemma. 
(i) If dGtN(x)](U, V) 1> 4, then for some vertex w E N(x) \ (N(u)  U N(v)), G[{x, u, v, w}] = 
KI,3, a contradiction. Hence d(u, v )=2 or 3. 
(ii) Suppose d6[N(x)](u, v) = 2, and y E N(x) N N(u) N N(v). Then clearly G[{x, y, u, v}] 
=K4-  uv, and, since G is claw-free, N(x)UN(y)C_N(u)UN(v)U{u,v}.  
(iii) Suppose dG[N(x)I(U,V)=3, y lEN(x)NN(u) ,  and y2EN(x)nN(y l )nN(v) .  
Then by (ii), G[{x, Yl, Y2, u}] is a Ka-uy2 satisfying the hypothesis of Theorem 3, 
and G[{x, yl, y2, v}] is a K4 - vyl satisfying the hypothesis of Theorem 3 (also 
after the addition of uy2 to G). Hence, in the Kn-supergraph H = G + {uy2, vyl } 
of G, H[{X, yl,y2,u,v}]=K5 - uv. Using the claw-freeness of G, it is easy to 
check that in H this 1£5 - uv satisfies the hypothesis of Theorem 10. [] 
The next lemma is an analogue of Lemma 9. We omit its proof. 
Lemma 13. Let G be a claw-free 9raph and x a vertex of G with a connected non- 
complete ndiohborhood Then the local completion G* of G at x can be obtained by 
first joining pairs (u, v} C_ N(x) with dc(N(x)](u, v) = 2 (in G) satisfyin9 the conditions 
in Theorem 3, and next joinin9 pairs {u, v} c N(x) with dG[N(x)](U, V) = 3 (in G, if 
any) satisfying the conditions in Theorem 10 (in the new graph under consideration). 
Using Lemma 12 it is not difficult to check that we can obtain the Ryj~ek clo- 
sure CR(G) of a claw-free graph G by iteratively applying Lemma 13 as long as the 
graph under consideration contains vertices with a connected noncomplete neighbor- 
hood. 
In order to show that the Ks-closure is also interesting in itself, consider a graph 
G(p,q), obtained from p different copies of a/£5 - e (p~>2) and a Kq (q>~2p) by 
identifying two vertices of degree 4 of each copy of the/£5 - e with distinct vertices 
of the Kq. One easily checks that G(p,q) has neither a complete Ka-closure nor a 
complete K~'-closure. G(p, q) contains induced claws and vertices of low degree, hence 
has no complete Ryjh6ek closure and no complete closure based on degree conditions 
like, e.g., the classic Bondy-Chv~tal c osure. However, after applying the Ks-closure to 
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G(p,q), each of the copies of the K5 - e is turned into a Ks, and the resulting graph 
has a complete Ka-closure. 
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