We study the G-strand equations that are extensions of the classical chiral model of particle physics in the particular setting of broken symmetries described by symmetric spaces. These equations are simple field theory models whose configuration space is a Lie group, or in this case a symmetric space. In this class of systems, we derive several models that are completely integrable on finite dimensional Lie group G, and we treat in more detail examples with symmetric space SU(2)/S 1 and SO(4)/SO(3). The latter model simplifies to an apparently new integrable nine-dimensional system. We also study the G-strands on the infinite dimensional group of diffeomorphisms, which gives, together with the Sobolev norm, systems of 1 + 2 Camassa-Holm equations. The solutions of these equations on the complementary space related to the Witt algebra decomposition are the odd function solutions.
Introduction
We study a simplified field theoretical model called G-strands in which the fields take values in a Lie group G. The G-strands are related to the chiral model of particle physics, and they have been studied in the context of geometric mechanics in [1] [2] [3] [4] [5] . In this paper, we are considering G-strands where the Lie group is replaced by a symmetric space. The passage from a homogeneous space (i.e. the quotient space of a Lie group by one of its subgroups) to a symmetric space requires an involutive automorphism that provides more structure for the equations. This sort of geometrical structure appears in the theory of complex fluids, which is based on the concept of order parameters resulting from broken symmetries. More precisely, the order parameter belongs to the coset space of the broken symmetry with respect to the remaining symmetry, which is a homogeneous space.
This definition of order parameter includes liquid crystals, He 3 , He 4 and their various generalizations in condensed matter theory. Here we consider models of strands on symmetric spaces for which the dynamics will be shown to be completely integrable. Some of these results are also compatible with well-known chiral models, see for example [6] .
In our previous publications [1] [2] [3] [4] [5] , we introduced and studied the G-strand construction, which gives rise to equations for a map R × R into a Lie group G associated with a G-invariant Lagrangian. In the case of a semisimple Lie group G with a Lie algebra g, various classes of integrable equations have been found. In these cases, the Lax operators take values in a loop algebra g λ = C[λ, λ −1 ] ⊗ g, and the resulting equations correspond to the classes of possible loop algebras g λ . Other possibilities for the derivation of non-equivalent integrable systems use the concept of automorphic Lie algebras, which are subalgebras of g λ . Such subalgebras are obtained as a reduction with respect to an automorphism ϕ of g λ , i.e. they are the ϕ-invariant part of g λ , see [7] . The set of all automorphisms of g λ forms the reduction group, as introduced in [8] . Knowledge of the reduction group is important for the classification of the integrable equations as reductions from a given g λ . The reduction group naturally acts on all structures related to the Lax operator, including the scattering data. Both the continuous and discrete spectra of the Lax operator are orbits of the reduction group, see [8] . Moreover, the automorphisms act naturally on the phase space and Hamiltonian structures, thereby introducing reductions also to them.
Here we shall address a different but related reduction of an integrable system associated to g λ which makes use of symmetric spaces. The structure of a symmetric space is determined by an involutive automorphism of the Lie algebra g, known as Cartan involution, and the corresponding decomposition
where k is a subalgebra, invariant under the Cartan involution, and p is a complementary subspace on which the Cartan involution has an eigenvalue −1. The classification of the symmetric spaces of the simple Lie groups is provided in the classic monograph [9] . Owing to the Lie-algebraic nature of this splitting, the Hamiltonian variables of these equations separate into sets taking values in either k or p. Moreover, by restricting the Hamiltonian to depend only on the variables in the space p, the reduced equations can be written on the symmetric space. We explain how this construction is related to the concept of un-reduction of [10] which was extended to covariant field theories in [11] . Integrable systems on symmetric spaces of finite dimensional Lie algebras have been well studied in the literature, see [12] [13] [14] [15] [16] . A more general but similar construction would be on homogeneous spaces, as studied recently in [17, 18] also in the context of reduction by symmetry. This construction is different from the semidirect product G-strands explored in [3] 
Plan of the work. In §2, we give a brief account of the G-strand construction, reviewing our previous works and illustrating the G-strand construction with several simple but instructive examples. In §3, we construct the theory of integrable G-strands on symmetric spaces for semisimple Lie algebras g, and give examples for SU (2) and SO (4) . The idea of the restriction of the phase space of a Hamiltonian system on a symmetric space may also be useful for non-integrable systems. For example, non-integrable G-strands arise when G is the infinitedimensional group of diffeomorphisms. Diff(R)-strand equations on symmetric spaces and their singular solutions are presented in §4. 
The G-strand equations
We describe here the construction of the G-strand equations based on the theory of reduction by symmetry for covariant field theory in 1 + 1 dimensions. More general systems which encompass the G-strand equations can be found, for example, in [19] .
Let G be a Lie group and consider the map g(t, s) : R × R → G. This map has two tangent vectors associated with the independent variables s and t. We denote them asġ := ∂g/∂t ∈ T g G and g := ∂g/∂s ∈ T g G, respectively. Although, as we see later, the dynamical equations are symmetric under s ↔ t, the time derivative can still be interpreted as the velocity, and the space derivative as a deformation gradient.
We now implement the theory of reduction by symmetry, which requires the Lagrangian density function L(g,ġ, g ) to be left G-invariant and thereby yields a reduced Lagrangian l :
Conversely, this relation defines for any reduced Lagrangian
(2.1) Theorem 2.1 (covariant Euler-Poincaré theorem). With the preceding notation, the following two statements are equivalent:
for variations δg(t, s) of g(t, s) that vanish at the endpoints in t and s. The function g(t, s) satisfies the Euler-Lagrange equation for L on G, given by
holds on g × g, using variations of u := g −1 g t (t, s) and v := g −1 g s (t, s) of the forms δu =ẇ + ad u w and δv = w + ad v w, (2.4) where w(t, s) := g −1 δg ∈ g vanishes at the endpoints. The Euler-Poincaré equation holds on g * × g * d dt
5)
where ad * : g × g * → g * is defined via ad : g × g → g with the pairing ·, · : g * × g → R.
The proof of this theorem is classical and can be found in previous works [19, 20] . The reduced fields u and v have an additional property in the context of covariant field theory which is given in lemma 2.2.
Lemma 2.2. The left-invariant tangent vectors u(t, s) and v(t, s) at the identity of G satisfy zerocurvature relation
Proof. The proof is standard and follows from equality of cross derivatives g ts = g st .
This solution of the Euler-Poincaré equation must satisfy this additional relation (2.6) for it to correspond to a solution on the Lie group, reconstructed via the definition of the reduced vectors (2.1). As we work with the reduced variables and also need the reconstruction to hold, we always 
Assembling these equations into Lie-Poisson Hamiltonian structure gives, using the notation (ad * m)u = ad * u m.
The Hamiltonian matrix in equation (2.9) also appears in the Lie-Poisson brackets for Yang-Mills plasmas, for spin glasses and for perfect complex fluids, such as liquid crystals, see for example [24] [25] [26] .
Remark 2.5 (on the loss of covariance).
The choice of taking the Legendre transform only with respect to the velocity u, destroys the symmetry or covariance of the t and s variables in the Lie-Poisson equation. There exists an intrinsic way to apply the Legendre transformation that preserves this symmetry, developed in [27] , but we not use this method here, as we want to relate the G-strand equations to classical Hamiltonian systems such as σ -models. 
(b) G-strand equations on semisimple Lie algebras
Denoting m := δ /δu ∈ g * and n := δ /δ v ∈ g * , the G-strand equations are
(2.10)
For a semisimple matrix Lie group G and its semisimple Lie algebra g, one has ad * = −ad, and these equations take the commutator form,
where we have used the ad-invariant pairing of semisimple matrix Lie algebras which is given by the Killing form m, n = Tr(ad m ad n ) = Tr(mn), (2.12) where is a negative constant which depends on the Lie algebra. For example, we have = −1/2 for so(3). This pairing is non-degenerate if the Lie algebra is semi-simple and thus allows us to identify g ∼ = g * and the adjoint operator which is the matrix commutator and is identified with minus the coadjoint operator. Accordingly, the Hamiltonian structure reduces to ∂ ∂t
Examples of these systems for various Lie groups are studied in [1, 3, 4] .
(c) Example: the chiral model
For the fields m and v with values in a Lie algebra g, we choose the quadratic Hamiltonian density
We thus have u = m and v = −n and the Hamiltonian equations corresponds to the well-known chiral model for
see for example [6, [28] [29] [30] and references therein. This is an integrable model with a Lax representation 
The Lax representation (2.17) is also modified to
The choice of SU(2) is of particular interest, because after a change of variables shown in [29] the equations result in a generalization of the sine-Gordon equation. The solutions of the chiral model on SU(n) and SO(n) are also discussed in [29] as well as the cases of U(n) and SL(n) in [28, 31] .
For the more general case of GL(n), we refer to [32] .
Symmetric spaces for semisimple Lie algebras
We now formulate the G-strand equations on symmetric spaces. To begin, we recall the definition of a symmetric space and refer the interested reader to the monographs [9, 33] for more details.
A homogeneous space is a manifold M on which a Lie group G acts transitively. As a consequence, M is diffeomorphic to the coset space G/K, where K is a (closed) Lie subgroup of G. Furthermore, in an important special case, the homogeneous space is reductive and its tangent space at the identity can be identified with a subspace p of the Lie algebra g of G. A large class of homogeneous spaces have the special geometrical properties which makes them symmetric spaces. This is the case when K ⊂ G is also a subgroup of
where ϕ : G → G is an involution, i.e ϕ 2 (g) = g. The involution ϕ has an induced actionφ on g and
where k is a subalgebra, invariant under the Cartan involution and corresponding to the eigenvalue +1 f ϕ, and p is a complimentary subspace on which the Cartan involution has an eigenvalue −1. The orthogonality between k and p is with respect to the Killing form of g and the subspace k is Ad(K)-invariant. Moreover, the following relations are fulfilled
3)
The first relation means that k is a Lie subalgebra, the second that p is invariant under the action of k and the third is a characteristic of symmetric spaces which distinguishes them from the semidirect product systems. We refer to [9] for a complete classification of symmetric spaces for matrix Lie groups.
(a) Reduction and un-reduction
Before going into the derivation of the G-strand equations on symmetric spaces, we want to highlight the underlying geometry associated with group reduction in the symmetric space construction. In this construction, we select a Lagrangian, or Hamiltonian that is invariant with respect to the action of the full group G, but we ultimately want to have a system written on T e P = T e (G/K) and not on g. For this, there is an interesting general construction based on the reduction by symmetry that can be applied directly here. For simplicity, we consider only the classical mechanical setting, namely with no space s variable. This construction was used in [34] in the context of image matching and extended to field theories in [11] . The idea is to combine the unreduction scheme of [34] with the usual reduction by symmetry to obtain a dynamical equation on a Lie algebra rather than on the tangent bundle of a symmetric space. This can be achieved only for a particular class of Lagrangians which are symmetric with respect to both groups involved in the
construction of the symmetric space and which do not depend on the complementary subspace in the Cartan decomposition. Specifically, we apply the following procedure of un-reduction and reduction.
(i) This scheme works when the original system is described by a Lagrangian defined on the tangent space of a symmetric space P := G/K, namely
We assume that this Lagrangian is invariant under the Lie groups G and K. For such a system, we cannot apply any reduction by symmetry for this Lagrangian, as TP is not the tangent space of a Lie group. (ii) To overcome this difficulty, we append to TP the so-called adjoint bundlek :
where the quotient is taken with respect to the group action of K on G and the adjoint action of K on k. The Lagrangian L can then be trivially extended to a Lagrangian on this space which does not explicitly depend on the variable in the adjoint bundlek. We thus have an equivalent system described by the Lagrangian
(iii) This extension of the original phase space TP allows us to use a more general theory of reduction by symmetry, called Lagrange-Poincaré reduction theory [35] . Presenting this theory in detail is out of the scope of this work; so we just explain its main ideas. First, this theory can be applied to general Lagrangian systems invariant under a Lie group whose dimension is smaller than the dimension of the configuration manifold, which is the manifold M if the Lagrangian is written on TM. Here, the Lie group is K and it acts on a larger configuration manifold (which happens to be a Lie group) G. Second, the most important tool in this theory is the isomorphism α : T(G/K) → TP ⊕k. This isomorphism is used to define another Lagrangian l on T(G/K) which is equivalent toL, that is
(iv) This step is the last one in the un-reduction procedure which uses the Lagrange-Poincaré reduction in the reverse direction to obtain the equivalent system on TG, with corresponding Lagrangian
This step is described in detail in [11, 34, 35] . (v) The Lagrangian L in the previous step is still equivalent to the original Lagrangian L which was invariant under the action of G. We can thus use the standard Euler-Poincaré reduction theory to reduce this last system with Lagrangian L to a Euler-Poincaré system with reduced Lagrangian
The crucial property of this last Lagrangian is that it will not depend on the k, as none of the previous Lagrangians did, but the equation of motion involves k, as the Euler-Poincaré reduction is done using the full group G. We use this fact later, starting with a Lagrangian whose resulting dynamical system can be written on a symmetric space.
(b) G-strand equations
In this section, we derive the G-strand equations. We start from the complete Lie algebra, then apply the symmetric space definition to show that the equations reduce as expected from the previous theoretical considerations. We first split the variable m and the Hamiltonian according
Note that m ± still belong to g and, because k and p are mutually orthogonal, we have the direct sum decompositions m = m − + m + and
The Lie-Poisson Hamiltonian structure of the G-strand equation (2.9) decomposes accordingly, as
As seen in the previous section, the Hamiltonian cannot depend on k in order to obtain an equation on a symmetric space, while writing it on the Lie algebra g. The previous system thus simplifies to ∂ ∂t
This system reflects the structure of symmetric spaces. Namely, the + variables are advected by the − variables and the evolution of the − variables only depends on the + variables.
(c) Reduction to an integrable σ -model
Although the system (3.6) is rather general, it can be reduced to an integrable σ -model by using a quadratic Hamiltonian that depends only on the symmetric space variables indexed by + in accordance with the discussion of the §2a. For selected constants a and b, we set 
and we arrive at the following system of equations 
We refer to [36, 37] for another derivation of these equations. We can apply the same change of variables as for the classical chiral model to recast this system into a more familiar form. We use t = 1 2 (x − y), s = 1 2 (x + y) and ξ = m
This system can then be written as
and the two fields of the relation (2.6) become
with a similar zero curvature relation, i.e. P x − Q y + [P, Q] = 0. Equation (3.14) is clearly different from the su(2) model. In the case, t → it we have x ≡ z = s + it, y =z = s − it. This example was studied in [31, 38] , where it is shown that the solutions can be constructed via the dressing method.
(d) Example: su(2) chiral model on symmetric spaces
When g is su(2) and k is its Cartan subalgebra, we have
and a(s, t) is a real scalar function. We express v + and m + as a function of two complex fields A 1 (s, t) and A 2 (s, t) as
where the bar denotes complex conjugation. Introducing a two-dimensional complex vector A(s, t) = (A 1 , A 2 ) T and the two-dimensional cross-product A × B = A 1 B 2 − A 2 B 1 , the G-strand equations (3.10) become parameter λ. Only two terms do not vanish and give the conserved quantities C 1 = |A 1 | 2 ds and C 2 = |A 2 | 2 ds.
(3.18)
Note that while C 1 + C 2 is the Hamiltonian, C 1 and C 2 are in fact conserved individually. Their associated continuity equations are 19) or, in the two-dimensional vectorial form
illustrating the underlying covariance of the equations. The real form of this example is equivalent to the case SO(3)/SO (2) by using the isomorphism between SU(2) and SO (3), commonly used in the theory of complex fluids.
(e) Another example: a chiral model on SO(4)/SO(3)
We now increase the dimensions by studying an example with a semi-simple algebra of rank 2. For this, we pick the symmetric space SO(4)/SO (3) . We go directly to the equations of motion, by using the previous theory for the general chiral model equations (3.10). The Lie bracket of so (4) is of dimension 6 and can be written in term of vectors (X, Y) ∈ R 6 and (X , Y ) ∈ R 6 as
and one can choose the first R 3 for k.
Although so(4) may be decomposed as so(4) = so(3) ⊕ so(3) into a direct sum of subalgebras, this is not the Cartan decomposition of so(4); because the complimentary space p in the Cartan decomposition is not a subalgebra. The direct sum decomposition corresponds to the disentangled Lie algebra decomposition of so(4), whereas (3.21) corresponds to the entangled Cartan decomposition so(4) = so(3) ⊕ p with p = so(3), where p ⊃ Y, Y is a three-dimensional linear space. The two decompositions are associated with different so(4) Lie algebra bases which are related via rotations in the so(4) Lie algebra vector space. The explicit decomposition (X, Y) from (3.21) in matrix form is represented as
where the three-dimensional row vector Y ∈ p, and the subalgebra k = so(3) is parametrized by the components of the three-dimensional vector X in a standard way (via the 'hat map', see [3, 22] ).
Remark 3.1 (The SO(p + q)/(SO(p) × SO(q) decomposition).
This construction is similar to the decomposition of the Lie algebra so(p + q) and the derivation of G-strand equation could be done for this algebra in a similar way. The algebra so(p + q) contains matrices of the form
is q × q, and X 2 is p × q. If S = (I p , −I q ) with I n being an identity matrix n × n, the Cartan involution isφ(X) = SXS −1 , then k = so(p) × so(q), the eigenspace ofφ with eigenvalue 1, contains matrices of the form If p = 1 then X 2 is a q-dimensional vector. In the SO(4)/SO(3) example, the symmetric space consists of three-dimensional vectors. A very good explanation is given in [9] , see also [13] for similar constructions in the context of the nonlinear Schrödinger equation.
For the symmetric space SO(4)/SO(4), we can choose m + = (0, Y), v + = (0, Z) and v − = (X, 0), the equations become
or, in terms of X, Y, Z only,
Equation (3.23) has a conserved quantity
The Hamiltonian H = Z 2 + Y 2 gives the conservative form ∂ t H = ∂ s C 1 , that has the same flux C 1 as for (3.25) . The complete integrability is clear from the previous discussion, but nevertheless, let us rewrite the Lax pair, as it can be directly written on so (3), with
where the commutator of the ZCR (2.6) is the cross product. Despite the complete integrability of this system, we observe instabilities for high frequencies. This is found from the dispersion relation of the linearized equation around the equilibrium solution X e = xe 1 , Y e = ye 1 and Z e = ze 1 , with x, y, x ∈ R, by (κ 2 − ω 2 )((ω 2 + z 2 ) 2 − (κ 2 − (x 2 + y 2 )) 2 ) = 0. one of which shows instabilities at high wavenumbers, similar to the G-strand equations derived in [4] .
Following the approach of [39] for deforming integrable systems using the Sobolev H 1 norm, we may introduce non-locality into the G-strand equations in order to regularize them. We use the notation ΛL := (1 − α 2 ∂ 2 s )L, and a direct application of [39] shows that Λ does not appear in the M operator. We, therefore, obtain the following deformed equations of motion
Equation (3.29) seems not to be integrable, as the λ 2 and λ −2 terms do not vanish. Interestingly, the corresponding dispersion relation becomes
The unstable branch is thus bounded from above by 1/α 2 and the ill-posedness of the original equation is replaced by an unstable wavenumber regime. Other regularizing terms may be added, or the limit α → ∞ may be taken in order to reduce these instabilities. In the latter case, the upper bound for the unstable branch will tend to 0. Note that in this limit, the ∂ s terms will disappear, and the system will be equivalent to the finite dimensional reduction of the system explored below, which is integrable.
Finite-dimensional reduction. In the case of s-independent fields, the system reduces to an integrable nine-dimensional dynamical system given in vector form by
The Hamiltonian is H = 1 2 ( Y 2 + Z 2 ), and there are three conserved quantities
Only the last conserved quantity is a Casimir, as one can see from the form of the Hamiltonian structure J : R 9 × R 9 → R 9 given by
The system thus lives in a eight-dimensional space given as a subspace of R 8 with Casimir C 4 . The remaining four constants of motions give us the complete integrability, provided they are in involution with respect to the Hamiltonian structure J in (3.33) . The latter fact can directly be checked and these conserved quantities can also be computed by expanding the quantity M · L of (3.26) in term of powers of λ. Note that these are not all conserved for the 1 + 1 equation, as the complete M operator is an infinite series in λ, which we will not compute here. Explicit solutions may be computed in term of elliptic curves directly using the Lax pair, but we leave this exercise for elsewhere and illustrates typical orbits via numerical integration in figure 1 . Most of the orbits are periodic, and we displayed one which has intersecting orbits and another one which has degenerate periodic orbits.
The equilibrium solutions of this system are given whenever a linear combination of X, Y and Z vanishes. In this case, the quantity H C := H + 4 i=1 μ i C i has a critical point, so that δH C = 0 for a particular set of coefficients μ i . Thus, the equilibria occur when X, Y and Z are aligned. These equilibria are stable provided the coefficients λ i are chosen so that the second variation δ 2 H C has a strictly definite signature. 
Diff(R)-strands on symmetric spaces
We now turn to the study of G-strands on the diffeomorphism group, already investigated in [2] , but not in the context of symmetric spaces. The symmetric space structure for the diffeomorphism groups corresponds to the even or odd functions, thus the corresponding Diff-strand equations will show a particular interaction between the odd and even parts of the functions. We start by recalling previous results on Diff-strands, and derive the equations with the symmetric space structure, then end with an example of strand peakon anti-peakon collisions.
(a) Camassa-Holm equation on symmetric spaces
We first recall the Camassa-Holm equation [40] 
Although the CH equation (4.1) is integrable and admits a bi-Hamiltonian structure, we do not discuss its integrability here. Instead, we exhibit its symmetric space structure by relating the Poisson bracket (4.2) to the Witt algebra W. We refer the interested reader to [41] and references therein for more details on this topic and in particular when a central extension is used to produce the dispersive Camassa-Holm equation. We did not implement this extension here and leave it for future works. In the Witt algebra, H 0 = L 0 /2π is an integral of motion and the Hamiltonian (4.3) decomposes as
One may now recognize the structure of a symmetric space, as follows. As linear subspaces of the Witt algebra W,
Then the Witt algebra can be decomposed as a direct sum W = k ⊕ p and one may check that it satisfies the commutation relation of a symmetric space given in (3.3) . This decomposition is in fact obtained by a Z 2 -grading of the Witt algebra and is equivalent to the splitting of m(x, ·) into even and odd functions. Indeed, the algebra of vector fields v on the circle with commutator
is isomorphic to the Witt algebra. This is obvious if one takes a basis l n = e inx , n ∈ Z. As an infinite dimensional vector space v is the space of the 2π periodic functions, which can be expanded in a Fourier series over l n . Now, the Cartan involution (φm)(x) = m(x + π ), splits v into subspaces of even mode functions (whereφ has eigenvalue 1) and odd mode functions (whereφ has eigenvalue −1). Moreover, the decomposition into even and odd modes is
These are orthogonal with respect to the L 2 -inner product (m(x), n(x)) = 1 2π 2π 0 mn dx ⇐⇒ (l n , l k ) = δ n+k,0 . (4.8)
By a new variable identification e ix → z, the subspace of the even modes is naturally isomorphic to the subspace of even functions, and the subspace of odd modes is isomorphic to the subspace of the odd functions. Thus, we can identify k with the subspace of even functions, and p with the subspace of odd functions. It is known that the CH equation admits odd solutions, including the peakon solutions, see [42, 43] and references therein. This is also the case for the G-strand constructions, as we see below.
(b) Diff(R)-strand equations on symmetric spaces
We now derive the equation of motion for the Diff(R)-strands, where s denotes the strand variable and the x coordinate labels Diff(R), where the odd or even functions are defined. For this, we consider a Lagrangian = (u, v) depending on two fields u(s, t, x) and v(s, t, x). We also need to introduce the momenta m = δ /δu and n = δ /δv. The equations arising are right-invariant Diff(R)-strand equations for maps R × R → G = Diff(R) and in one spatial dimension they may be expressed as a system of two 2 + 1 PDEs in (s, x, t), 9) or, using the explicit form of the coadjoint action, Using the odd/even decomposition introduced in the previous section, the Hamiltonian structure (4.11) becomes The structure of these equations reflects the known property that only odd solutions can survive alone in the CH equation (which is the reduction u ≡ v, m ≡ n and s ≡ t of the Diff(R)-strand equation) and are of the type peakon and anti-peakon collisions, governed by (4.13). As soon as the solution has an even part, the dynamics become more complicated owing to the coupling with (4.14) . In addition, the second system for the even variables does not have any derivative with respect to the s variables and the Hamiltonian structure depends only on the even variables.
(c) Singular solutions of the Diff(R)-strand equations
We now derive the explicit solution of the Diff(R)-strand system by reduction to a system of peakons that still depend on two variables, s and t. For simplicity, we make the following choice for the Lagrangian of singular solutions (4.16) are determined by the following set of evolutionary PDEs in s and t, in which we denote K ab := K(Q a , Q b ) with integer summation indices a, b, c, e ∈ Z:
The last pair of equations in (4.17) may be solved as a system for the momenta (M a , N a ), then used in the previous pair to update the positions Q a (t, s) of the singular solutions. We call these singular solutions 'peakons' for simplicity, although the Green function, in this case, is unbounded and the shape is not the usual peakon shape.
(d) Example: two-peakon solution of a Diff(R)-strand
We now study a simpler system of two 'peakon' collisions and find explicit solutions. If we denote the relative position of the two solutions by X(s, t) = Q 1 − Q 2 , we can express the Green's function as K = K(X) and the first two equations in (4.17) imply
The second pair of equations in (4.17) may then be written as
Assuming X > 0, we have K (X) = − 1 2 sgn(X) = − 1 2 and introducing the variable S 1,2 = M 1,2 + iN 1,2 we can rewrite (4.19) as
The solution for X can then be expressed formally via S 1,2 from (4.18) as where the function f (w) can be either w 2 , cos 2 w, sin 2 w or sinh 2 w with w being an arbitrary harmonic function, i.e. w = 0. We refer to [46] [47] [48] for more details on the Liouville equation. From this computation, the solutions S 1,2 depend on two arbitrary complex harmonic functions h, w, hence the four peakon parameters M 1,2 and N 1,2 can be given in terms of four real arbitrary harmonic functions. Although we lost track of the space-time symmetry of the original equations when we applied the Legendre transformation, some flavour of it still remains, in that the harmonic condition for the arbitrary functions w and h is symmetric in s and t.
(e) Two-peakon solution on the symmetric space: the peakon-antipeakon solution
The reduction of the system (4.19) to a system with only odd functions of x can be achieved by setting
We solve this reduced system directly instead of starting from the general solution of the initial system. The equivalent equation (4.20) becomes, after imposing the symmetry condition, a single complex equation
The imaginary part of (4.25) simplifies to ∂ t N 1 = ∂ s M 1 , and it can be solved by introducing a real scalar function ψ such that M 1 = ∂ t ψ and N 1 = ∂ s ψ. We end this section with an illustration of these solutions, using the harmonic functions indexed by k ∈ Z h k (s, t) = r k cos(kθ ), where r = s 2 + t 2 and θ = arctan t s .
(4.32)
The main properties of the peakon-anti-peakons are recovered, namely that they vanish at the position of interaction, and then exchange their momenta. ( b) (c) ( d) Figure 2 . We display the Hunter-Saxton peakon solution m(s, t) in (4.31) for the harmonic function (4.32) with k = 3 at various times around the collision at t = 0. The order of the harmonic function gives the number of zeroes of the function; that is, the number of intersecting points of the two peakon strands. Note that the solution for n(s, t) in (4.31) is the same, thus not displayed here. (Online version in colour.)
We display in figure 2 a few snapshots of the collision, obtain by plotting (4.31) with the harmonic function (4.32) with k = 3. 1
Conclusion
The G-strand PDEs arise from the Euler-Poincaré variational equations for a G-invariant Lagrangian, coupled to an auxiliary zero-curvature relation. The Hamiltonian formulation of the equations admits a natural phase space which takes values in the dual of a Lie algebra. This fact provides an opportunity for a further splitting of the phase space in a way consistent with the Lie-algebraic structures.
In this study, we have derived equations whose Hamiltonians depend on the variables from the complementary subspaces of a symmetric space. The examples included finite dimensional G-strands, as well as the Diff-strand example for the infinite-dimensional diffeomorphism group. The existence of odd solutions in the x variable, which usually appear as peakon-antipeakon solutions of the Diff-strand equations, was shown to be rooted in the algebraic structure of the phase space, which can be orthogonally decomposed into subspaces of even and odd functions. The invariance of the complementary subspace for odd functions under special Hamiltonian flows arises because the phase space is a symmetric space. Examples in both finite and infinite dimensions considered here suggest topics for further studies. In particular, the finite dimensional integrable XYZ system on the coset space SO(4)/SO (3) in §3 deserves further investigation to determine its full solution behaviour. Likewise, in the Diff-strand example in §4, the remarkable reduction of the 2-peakon equations given by (4.20) to the peakon-antipeakon equation (4.25) should raise additional interesting questions.
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