We study vertex algebras and their modules associated with possibly degenerate even lattices, using an approach somewhat different from others. Several known results are recovered and a number of new results are obtained. We also study modules for Heisenberg algebras and we classify irreducible modules satisfying certain conditions and obtain a complete reducibility theorem.
Introduction
Let L be any nondegenerate even lattice in the sense that L is a finite-rank free abelian group equipped with a symmetric Z-bilinear form ·, · such that α, α ∈ 2Z for α ∈ L. Associated to L there exists a canonical vertex algebra V L ( [Bo] , [FLM] ). These vertex algebras were originated from the explicit vertex-operator realizations of the basic modules for affine Kac-Moody Lie algebras and they form an important class in the theory of vertex algebras. For vertex algebras V L , irreducible modules were classified in [D] (cf. [DLM2] , [LL] ) where Dong proved that every irreducible V L -module is isomorphic to one of those constructed in [FLM] .
The vertex algebras V L were built up by using certain infinite-dimensional Heisenberg (Lie) algebras and their modules. For a nondegenerate even lattice L, set h = C ⊗ Z L and extend the Z-bilinear form on L to a nondegenerate symmetric Cbilinear form ·, · on h. Associated to the pair (h, ·, · ), there is an affine Lie algebrâ h = h⊗C[t, t −1 ]⊕Ck, whose subalgebraĥ * = n =0 h(n)+Ck is a Heisenberg algebra, where h(m) = h ⊗ t m for m ∈ Z. For each α ∈ h = h * , there is a canonical irreduciblê h-module M(1, α) on which k acts as identity and h(0) acts as scalar α, h for h ∈ h. The associated vertex algebra V L is built on the direct sum of the non-isomorphic irreducibleĥ-modules M(1, α) for α ∈ L, where M(1, 0) is a vertex subalgebra with M(1, α) as irreducible modules. Note that the vertex algebra M(1, 0) can also be constructed independently by starting with the finite-dimensional vector space h equipped with a nondegenerate symmetric bilinear form ·, · , without referring to the lattice L. All of these motivated the work [LX] .
The main goal of [LX] was to characterize the family of vertex algebras V L . With vertex algebras V L as models, a class A of simple vertex algebras was formulated, where each V in A contains M(1, 0) associated to some h as a vertex subalgebra and is a direct sum of some non-isomorphic irreducible M(1, 0)-modules M(1, α) with α ∈ h. It was proved therein that each V in A is a direct sum of M(1, α) with α ∈ L for some additive subgroup L of h such that α, α ∈ 2Z for α ∈ L and such that there exists a function (normalized 2-cocycle) ε : L × L → C × satisfying the condition that ε(α, 0) = ε(0, α) = 1, ε(α, β + γ)ε(β, γ) = ε(α + β, γ)ε(α, β), ε(α, β)ε(β, α) −1 = (−1)
Such a vertex algebra V was denoted therein by V (h,L) . (However, the existence and uniqueness of the desired vertex algebra V (h,L) was neglected.) If the vertex algebra V is finitely generated, one can readily see that L is finitely generated, so that L is free of finite rank (as L is torsion-free). In this case, L is a (finite rank) possibly degenerate even lattice. In another work [BDT] , motivated by a certain connection between vertex algebras and toroidal Lie algebras, Berman, Dong and Tan studied modules for a class of vertex algebras which may be identified as V (h,L) with ·, · | L = 0 and dim h = 2rank(L) (finite). Among other results, they constructed and classified N-graded irreducible modules.
In this current paper, we study vertex algebra V (h,L) and its modules associated with a general pair (h, L) from the point of view of vertex algebra extensions. Specifically, we make use of the vertex algebra M(1, 0) and its modules to construct vertex algebra V (h,L) and its modules. This idea goes back to the so-called simple current extension of vertex operator algebras ([Li2] , [Li3] , [DLM1] , [Li4] ). For the vertex algebra V L with L a nondegenerate even lattice, irreducible modules have been constructed before in [FLM] and [LL] with quite different methods. Our treatment here is further different from those of [FLM] and [LL] .
It is known (cf. [LL] ) that on everyĥ-module W of level 1, which is restricted in the sense that for every w ∈ W , h(n)w = 0 for n sufficiently large, there exists a unique module structure for vertex algebra M(1, 0), extending the action ofĥ in a certain canonical way and that every module for vertex algebra M(1, 0) is naturally a restrictedĥ-module of level 1. This leads us to study irreducible restricted modules for Heisenberg algebras, e.g.,ĥ * . It is well known that Heisenberg algebras have canonical realizations on polynomial algebras by differential (annihilation) operators and left multiplication (creation) operators. For a Heisenberg algebra with a fixed nonzero level, there is a very nice module category in which there is only one irreducible module up to equivalence and each module is completely reducible; see [LW2] ( [FLM] , Theorem 1.7.3), [K] . In the case with the Heisenberg algebraĥ * , the modules in this category are restricted and h(n) are locally nilpotent for n ≥ 1. In this paper, we study a bigger category F of restricted modules on which h(n) are locally finite for n ≥ 1. It turns out that F is also very nice in the sense that each module is completely reducible and each irreducible representation can be explicitly realized by using differential operators and left multiplication operators on a space of exponential functions and polynomials. In contrast to the old case, in the category F there are infinitely many unequivalent irreducible objects. We also study and construct certain irreducible restricted modules outside the category F .
For a general pair (h, L) with h = span(L), the vertex algebra V (h,L) like M(1, 0) has irreducible modules other than those constructed from the canonical realization of Heisenberg algebras on polynomial algebras. We construct and classify irreducible V (h,L) -modules in terms of irreducible restrictedĥ-modules of a certain type. For the construction of irreducible modules, we use the idea from [Li3] and [DLM1] and for the classification of irreducible modules, we use certain important ideas (and results) from [D] and [DLM2] . In the case that ·, · | L = 0 we obtain certain irreducible V (h,L) -modules other than those constructed by Berman, Dong and Tan in [BDT] . Furthermore, we give another construction of the vertex algebra V (h,L) by using a certain affine Lie algebra.
This paper is organized in the following manner. In Section 2, we study certain categories of modules for Heisenberg algebras and we classify all the irreducible objects. In Section 3, we study the modules for vertex algebras associated with even lattices. In Section 4, we give a characterization of vertex algebras in terms of an affine Lie algebra.
Modules for Heisenberg Lie algebras
In this section we first associate a Heisenberg Lie algebra H I to each nonempty set I and we then construct and classify irreducible H I -modules of certain types. Especially, we define a category F and we establish a complete reducibility theorem, which generalizes a theorem of [FLM] (Section 1.7).
First, we start with introducing the Heisenberg Lie algebra H I . Let I be any nonempty set, which is fixed throughout this section. Let H I be the Heisenberg Lie algebra with a basis {p i , q i , k | i ∈ I} (over C) and with Lie bracket relations
An H I -module W is said to be of level ℓ ∈ C if k acts as scalar ℓ.
Lemma 2.1. Let W be any irreducible H I -module of level 1. For i ∈ I, p i has an eigenvector in W if and only if p i acts locally finitely. Furthermore, p i w = 0 for some nonzero w ∈ W if and only if p i acts locally nilpotently. The same assertions hold with p i replaced by q i .
Proof. It is clear that if p i is locally finite, p i has an eigenvector, as the scalar field is C. Now, assume that p i has an eigenvector w 0 of eigenvalue λ. Set Proof. Suppose that there exists a nonzero finite-dimensional subspace U which is q i -stable. Then there exists 0 = w ∈ U such that q i w = αw for some α ∈ C. Using induction we get Definition 2.3. Let W be an H I -module of level 1. Set
For our study in the next section on modules for vertex algebras associated to Heisenberg Lie algebras we are interested in H I -modules W such that for every w ∈ W , p i w = 0 for all but finitely many i ∈ I. For convenience, we call such an H I -module a restricted module. In view of Lemmas 2.1 and 2.2, if W is an irreducible restricted H I -module, then I p W is a cofinite subset of I and
Definition 2.4. Define F to be the category of restricted H I -modules W of level 1 such that I p W = I, i.e., p i acts locally finitely on W for every i ∈ I. Let x i (i ∈ I) be mutually commuting independent formal variables. Denote by F 0 (I, C) the set of functions µ : I → C such that µ i = 0 for all but finitely many
a space of functions in x i (i ∈ I). It is clear that M(1, λ) is an H I -module with p i acting as ∂/∂x i , q i as (the left multiplication of) x i , and k as identity.
Lemma 2.5. The H I -module M(1, λ) belongs to the category F and is irreducible.
Proof. Let S be a finite subset of I such that λ i = 0 for all i ∈ I − S. Then ∂e λx /∂x i = 0 for all i ∈ I − S. On the other hand, for any polynomial f (x) in x j (j ∈ I), ∂f /∂x i = 0 for all but finitely many i ∈ I. It follows that for any w ∈ M(1, λ), p i w = 0 for all but finitely many i ∈ I. This shows that M(1, λ) is a restricted H I -module. Let i ∈ I and let f be any polynomial in x j with j = i. For any r ∈ N, 
With
Furthermore, if f (x) = 0, we have f ∈ C and λ i = µ i for all i ∈ I. Thus M(1, λ) µ = 0 for µ = λ and M(1, λ) λ = Ce λx . It now follows immediately that M(1, λ) is an irreducible H I -module. From this proof, it is evident that for λ, µ ∈ F 0 (I, C), M(1, λ) ≃ M(1, µ) if and only if λ = µ. Lemma 2.6. For every nonzero H I -module W in the category F , there exist a nonzero vector w 0 ∈ W and a function λ ∈ F 0 (I, C) such that p i w 0 = λ i w 0 for i ∈ I. Furthermore, the submodule generated by w 0 is isomorphic to M(1, λ).
′ is closed under the actions of p j for j ∈ S. With p j (j ∈ S) locally finite and mutually commuting, there exists 0 = w 0 ∈ Ω ′ such that p j w 0 = λ j w 0 for j ∈ S with λ j ∈ C. We also have p i w 0 = 0 for i ∈ I − S. Defining λ j = 0 for j ∈ I − S gives rise to a function λ ∈ F 0 (I, C). In view of the P-B-W theorem, we have U(
It is straightforward to show that ψ is an H I -module isomorphism.
The following is a generalization of a theorem of [FLM] (Theorem 1.7.3):
Theorem 2.7. Every irreducible H I -module in the category F is isomorphic to M(1, λ) for some λ ∈ F 0 (I, C) and every H I -module in the category F is completely reducible.
Proof. The first assertion follows immediately from Lemma 2.6. For complete reducibility we first consider a special case. Let N be the subcategory of F , consisting of restricted H I -modules of level 1 on which p i acts locally nilpotently for every i ∈ I. We see that for λ ∈ F 0 (I, C), M(1, λ) is in N if and only if λ = 0. Then M(1, 0) is the only irreducible module in N up to equivalence. With Lemma 2.6, the same proof of Theorem 1.7.3 of [FLM] shows that every H I -module in N is completely reducible.
We now prove that every
and for some r ≥ 0 depending on i}.
Note that
For any w ∈ W , since p i w = 0 for all but finitely many i ∈ I and since each p i is locally finite,
Clearly, θ µ is a Lie algebra automorphism of H I . Let ρ : H I → EndW µ denote the Lie algebra homomorphism for the H I -module W µ . Then ρ • θ µ is a representation of H I on W µ in the category N , which is completely reducible. Consequently, ρ is completely reducible.
Let I 1 be any cofinite subset of I and let λ ∈ F 0 (I, C). Define an action of H I on the space e λx C[
This makes e λx C[x i | i ∈ I] an H I -module of level 1, which we denote by M(1, I 1 , λ). In fact, this H I -module M(1, I 1 , λ) is a twisting of the H I -module M(1, λ) by an automorphism of H I . Let θ I 1 be the linear endomorphism of H I defined by
It is evident that θ I 1 is a Lie algebra automorphism and that M(1, I 1 , λ) is isomorphic to the twisting of M(1, λ) by the automorphism θ I 1 . Consequently, M(1, I 1 , λ) is an irreducible H I -module of level 1. Furthermore, using the automorphism θ I 1 and Theorem 2.7 we immediately have:
Next, we continue to investigate general irreducible restricted H I -modules of level 1. Let I = I 0 ∪ I 1 be any disjoint decomposition of I with I 0 = ∅ and I 1 = ∅. We view H I 0 and H I 1 as subalgebras of H I in the obvious way. Note that the two subalgebras are commuting. Let W 0 and W 1 be irreducible modules of level 1 for H I 0 and H I 1 , respectively. Then W 0 ⊗ W 1 is naturally an H I -module of level 1. Furthermore, if either I 0 or I 1 is countable, W 0 ⊗ W 1 is an irreducible H I -module. (Notice that either H I 0 or H I 1 is of countable dimension, which implies that either End
Proposition 2.9. Assume that I is countable. Let W be an irreducible restricted
Proof. We view H I(W ) and H I 0 as subalgebras of H I in the obvious way. Note that the two subalgebras are commuting. From Theorem 2.7, W as an H I(W ) -module is completely reducible. Let W 1 be an irreducible H I(W ) -submodule of W . Since W is an irreducible H I -module, we have
As [H I(W ) , H I 0 ] = 0, it follows that W as an H I(W ) -module is a sum of irreducible modules isomorphic to W 1 . With I countable, W 1 is of countable dimension, so that
Having established Proposition 2.9, we next study irreducible H I 0 -modules U of level 1 with (I 0 ) p U = (I 0 ) q U = ∅ with I 0 a finite subset of I. For the rest of this section, let I 0 be a nonempty finite subset of I. For µ ∈ F 0 (I 0 , C), set
where as before x i (i ∈ I 0 ) are mutually commuting independent formal variables.
a vector space. With p i acting as ∂/∂x i (the formal partial differential operator), q i as x i , and k as identity, the space
where F (I 0 , Z) denotes the set of integer-valued functions on I 0 . It is clear that
We say that an H I 0 -module W of level 1 satisfies Condition C I 0 if for every i ∈ I 0 , q i p i is semisimple and p i w = 0, q i w = 0 for any 0 = w ∈ W . In terms of this notion we have:
is irreducible and satisfies Condition C I 0 . On the other hand, every irreducible
Proof. For any function β ∈ F 0 (I 0 , C), we have
where if β i / ∈ Z,
This proves that M * [µ] satisfies Condition C I 0 . Let W be an irreducible H I 0 -module of level 1, satisfying Condition C I 0 . As q j p j for j ∈ I 0 are mutually commuting and are semisimple on W by assumption, there exists 0 = w 0 ∈ W such that q j p j w 0 = β j w 0 for j ∈ I 0 , where β j ∈ C. This gives rise to a function β ∈ F 0 (I 0 , C). We claim that β ∈ F 0 * (I 0 , C), i.e., β j / ∈ Z for all j ∈ I 0 . For j ∈ I 0 , n ∈ N, we have
Since p j w = 0 and q j w = 0 for any 0 = w ∈ W , it follows that β j − n = 0 and
with q
for m i ≥ 0 and
3 Vertex algebras V (h,L) and their modules
In this section, we study vertex algebras associated with possibly degenerate even lattices. This slightly generalizes the vertex algebras associated with nondegenerate even lattices. We construct and classify irreducible modules satisfying certain conditions for the vertex algebras. First, we start with vertex operator algebras associated with (infinite-dimensional) Heisenberg Lie algebras. Let h be a finite-dimensional vector space equipped with a nondegenerate symmetric bilinear form ·, · , which is fixed throughout this section. Viewing h as an abelian Lie algebra equipped with ·, · as a nondegenerate symmetric invariant bilinear form, we have an affine Lie algebrâ
where k is central and for u, v ∈ h, m, n ∈ Z,
where
and we setĥ * = n =0 h(n) + Ck.
Note that h(0) is a central subalgebra,ĥ * is a Heisenberg algebra, and
a Lie algebra product decomposition.
Lemma 3.1. Let W be any irreducibleĥ-module. Then k and h(0) for every h ∈ h act as scalars on W and W as anĥ * -module is also irreducible.
Proof. Since W is an irreducibleĥ-module and h is finite-dimensional, W is of countable dimension over C. By a version of Schur lemma, we have Endĥ(W ) = C. With k and h(0) being central inĥ, they must act as scalars. It is now clear that W as anĥ * -module is also irreducible.
Anĥ-module W is said to be of level ℓ in C if k acts on W as scalar ℓ, and an h-module W is said to be restricted if for every w ∈ W , h(n)w = 0 for n sufficiently large. For any ℓ ∈ C, denote by C ℓ the 1-dimensional h ⊗ C[t] + Ck-module C with h ⊗ C[t] acting trivially and with k acting as scalar ℓ. Form the induced module
Set 1 = 1 ⊗ 1 ∈ Vĥ(ℓ, 0) and identify h as a subspace of Vĥ(ℓ, 0) through the linear map h → h(−1)1. It is well known now (cf. [LL] ) that there exists a unique vertex algebra structure on Vĥ(ℓ, 0) with 1 as the vacuum vector and with
Furthermore, for every nonzero ℓ, Vĥ(ℓ, 0) is a vertex operator algebra of central charge d = dim h with conformal vector
} is any orthonormal basis of h. It is also known (cf. [LL] ) that every module (W, Y W ) for vertex algebra Vĥ(ℓ, 0) is a restrictedĥ-module of level ℓ with h(x) acting as Y W (h, x) for h ∈ h and the set of Vĥ(ℓ, 0)-submodules of W coincides with the set ofĥ-submodules of W . On the other hand, on every restricted h-module W of level ℓ, there is a unique module structure Y W for vertex algebra Vĥ(ℓ, 0) with
It is known (cf. [LL] ) that vertex algebras Vĥ(ℓ, 0) for ℓ = 0 are all isomorphic. In view of this, we restrict ourselves to the vertex operator algebra Vĥ(1, 0). In literature, the vertex operator algebra Vĥ(1, 0) is also often denoted by M(1). In view of Lemma 3.1, classifying irreducible modules for vertex algebra M(1) amounts to classifying irreducible restrictedĥ * -modules of level 1. One way to apply the results of Section 2 is to fix an orthonormal basis {h
(1) , . . . , h (d) } of h and set
Then identify the Heisenberg Lie algebraĥ * with H I by
In view of Theorem 2.7 we immediately have:
Proposition 3.2. Let W be a restrictedĥ-module of level 1 such that h(0) is semisimple and h(n) is locally finite for n ≥ 1. Then W is completely reducible.
For α ∈ h, we set ( [LW1] , [FLM] )
The following are the fundamental properties:
This is a well defined element of (EndW )[[x, x −1 ]] for any module W for vertex algebra M(1), on which α(0) acts semisimply with only integer eigenvalues and α(n) for n ≥ 1 act locally nilpotently. The following are immediate consequences:
Remark 3.3. Let α ∈ h and let (W, Y W ) be an M(1)-module on which α(0) acts semisimply with only integer eigenvalues and α(n) for n ≥ 1 act locally nilpotently. Recall from [Li2] (and [Li3] ) that
The following basic properties were established in [Li2] and [Li3] 3 : ∆(α, x)1 = 1,
for v ∈ M(1), and Li3] is the notation E − (−α, x) in this paper and in [FLM] , and all the related formulas have been adjusted correspondingly.
It follows that all the above properties with ∆(α, x) replaced by∆(α, x) still hold.
For the rest of this section, we assume that L is an additive subgroup of h such that
Remark 3.4. Note that if L is finitely generated, L is a finite rank free group as L is torsion-free. Assume that L is a free group of finite rank. Let {α 1 , . . . , α r } be a Z-basis of L. Define ε : L × L → C × to be the group homomorphism uniquely determined by ε(α i , α j ) = (−1)
Then ε satisfies all the conditions. Set
In particular, for h ∈ h,
as∆(β, x)h = h + β, h 1x −1 and α(0) = 0 on M(1). One can prove that the quadruple (V (h,L) , Y, e 0 ⊗ 1) carries the structure of a vertex algebra, by using a theorem of [FKRW] and [MP] . Here, we give a uniform treatment for both the vertex algebras and their modules. Definition 3.5. We say anĥ-module W satisfies Condition C L if W is a restricted h-module of level 1, satisfying the condition that for any α ∈ L, α(0) is semisimple with only integer eigenvalues and α(n) with n ≥ 1 are locally nilpotent. Theorem 3.6. Let U be anĥ-module of level 1, satisfying Condition C L . Set
(3.13)
For α, β ∈ L, v ∈ M(1), w ∈ U, we define
Then (V (h,L) , Y, e 0 ⊗1) carries the structure of a vertex algebra with M(1) as a vertex subalgebra and
Proof. First, notice that theĥ-module M(1) satisfies all the assumptions on U and that
Third, Y W (e 0 ⊗ 1, x) = 1 and when U = M(1) we also have
with lim x→0 Y (e α ⊗ u, x)(e 0 ⊗ 1) = e α ⊗ u.
Next, we show that the Jacobi identity holds. Let α, β, γ ∈ L, u, v ∈ M(1), w ∈ U. Using definition and formulas we have
By (3.4) we have
This also shows
On the other hand, we have
We have the following Jacobi identity
Using this and delta-function substitutions we obtain the Jacobi identity as desired. This proves the assertions on vertex algebra structure and module structure. It follows from (3.11) that M(1) is a vertex subalgebra with e 0 ⊗ v identified with v for v ∈ M(1). Furthermore, by (3.14) (cf. (3.11)) we have
Assume that U is an irreducibleĥ-module. In view of Lemma 3.1, there exists λ ∈ h such that h(0) acts as scalar λ, h on U for h ∈ h. Furthermore, h(0) acts on
which gives
Remark 3.7. Let V be a simple vertex algebra containing M(1) (associated to some h) as a vertex subalgebra such that V as an M(1)-module is a direct sum of nonisomorphic irreducible modules M(1) ⊗ Ce α with α ∈ S, where S is a (nonempty) subset of h. It was proved in [LX] that S is an (additive) subgroup equipped with a function ε : S × S → C × , satisfying all the conditions (3.5)-(3.8), such that (3.12) holds for α, β ∈ S. Now, Theorem 3.6 provides the existence of such a simple vertex algebra. On the other hand, it is straightforward to see that cohomologous cocycles ε give rise to isomorphic vertex algebras. If we restrict ourselves to finitely generated vertex algebras, then S is finitely generated. As S, a subgroup of h, is torsion-free, S is a finite rank free group. It follows from [FLM] (Chapter 5) that all the 2-cocycles ε : S × S → C × satisfying (3.6)-(3.8) are cohomologous.
Proof. With M(1) as a vertex subalgebra of V (h,L) , W is a module for vertex algebra M(1), so that W is a restrictedĥ-module of level 1. By Lemma 3.15 of [DLM2] , there exists a nonzero vector w ∈ W such that α(n)w = 0 for α ∈ L, n ≥ 1.
For the rest of the proof we follow Dong's arguments in [D] . Let α be any nonzero element of L. As V (h,L) is simple, from [DL] , we have Y (e α , x)w = 0. Assume that for h ∈ h, β ∈ L, m, n ∈ Z. As W is irreducible, e α k w generates W by operators h(m), e β m for h ∈ h, β ∈ L, m ∈ Z. Then it follows that α(0) acts semisimply on W with only integer eigenvalues and that α(n) for n ≥ 1 act locally nilpotently.
Let {α 1 , . . . , α r } ⊂ L be such that {α 1 , . . . , α r } is a basis for the subspace CL of h. Then extend {α 1 , . . . , α r } to a basis {α 1 , . . . , α r , u 1 , . . . , u s } of h. Let {β 1 , . . . , β r , v 1 , . . . , v s } be the dual basis. Set
Consider subalgebras ofĥ:
as a vector space) denote the canonical irreducible L 0 -module of level 1 on which α i (n) acts locally nilpotent for 1 ≤ i ≤ r, n ≥ 1. Let U 1 be an irreducible L 1 -module of level 1 which is restricted in the sense that for every w ∈ U 1 and 1 ≤ j ≤ s, u j (n)w = 0 for n sufficiently large. Let λ ∈ L o and denote by Ce λ (where e λ is just a symbol) the 1-dimensional h(0)-module with h(0) acting as scalar λ, h for h ∈ h. Set
Then M(1, λ, U 1 ) is anĥ-module of level 1 with h(0) acting on Ce λ , L 1 acting on U 1 , and L 0 acting on M 0 (1).
Proposition 3.9. The definedĥ-module M(1, λ, U 1 ) satisfies Condition C L and is irreducible. On the other hand, every irreducibleĥ-module satisfying Condition C L is isomorphic to M(1, λ, U 1 ) for some λ ∈ L o and some irreducible restricted L 1 -module U 1 of level 1.
Proof. It is evident that M(1, λ, U 1 ) satisfies Condition C L . Notice that the Schur lemma holds for the L 0 -module M 0 (1) as M 0 (1) is of countable dimension over C. Then it follows that M(1, λ, U 1 ) is an irreducibleĥ-module. Let U be an irreduciblê h-module satisfying Condition C L . By Theorem 2.7, U viewed as an L 0 -module is completely reducible with each irreducible submodule isomorphic to M 0 (1). Conse-
is naturally an (L 1 + h(0))-module of level 1. With U an irreducible restrictedĥ-module, U 1 irreducible and restricted. As h(0) is central inĥ and commutes with L 1 , there exists λ ∈ h such that h(0) acts as scalar λ, h on U 1 for h ∈ h, and U 1 is an irreducible
Let λ ∈ L o and U 1 an irreducible restricted L 1 -module of level 1. In view of Proposition 3.9 and Theorem 3.6, we have an irreducible
as a vector space. Set
Because α 1 (0), . . . , α r (0) are semisimple by Lemma 3.8 and u(0) is assumed to be semisimple, we have
Consequently,
for α ∈ L, v ∈ M(1), λ ∈ h. Suppose that W λ 0 = 0 and let 0 = w ∈ W λ 0 . By a result of [DM] and [Li1] , the linear span of
Combining this with (3.18) and the decomposition W = λ∈h W λ , we get
It follows that W λ 0 is an irreducible module for M(1) viewed as a vertex algebra. As h generates M(1) as a vertex algebra, W λ 0 is an irreducibleĥ-module. In view of Lemma 3.8, W λ 0 satisfies Condition C L . We are going to prove that
where α(x) + = n<0 α(n)x −n−1 and α(x) − = n≥0 α(n)x −n−1 . We also have
. Using these relations we obtain
Then we set (3.19) We are going to prove that ψ is a V (h,L) -module isomorphism. First, we establish some properties for E α with α ∈ L. For h ∈ h, we have
If n > 0, from [FLM] (Proposition 4.1.1) we also have
Then we get [h(n), E α ] = 0. Similarly, we have [E α , h(n)] = 0 for h ∈ h, n < 0. From the definition of E α we have In particular, this is true for γ = α, or β. Combining this with Jacobi identity we get
Then by applying Res
we obtain
Finally, we are ready to finish the proof. We have
Then ψ is anĥ-module homomorphism. Furthermore, we have
We see that the set of
On the other hand, assume λ 1 + L = λ 2 + L and
Remark 3.12. Assume that L is a nondegenerate even lattice with h = C ⊗ Z L. Let U be anĥ-module satisfying Condition C L . Then for any h ∈ h, n ≥ 1, h(n) is locally nilpotent and h(0) is semisimple on U. It follows that U is completely reducible. Since α(0) for α ∈ L are assumed to have only integer eigenvalues, U is a direct sum of irreducible modules isomorphic to
Thus Theorem 3.6 recovers the corresponding results of [FLM] with a different proof. In this case, the assumption in Theorem 3.10 that u(0) is semisimple is vacuous. Then we recover Dong's corresponding result in [D] (cf. [DLM2] , [LL] ).
Remark 3.13. Let (h, L) be a pair as in Theorems 3.6 and 3.10 such that CL = h. In this case, L 1 is infinite-dimensional and from Section 2 there are many irreducible restricted L 1 -modules of level 1 besides the one on the polynomial algebra, which give rise to families of irreducible V (h,L) -modules.
A characterization of vertex algebras
In this section we study vertex algebras V (h,L) with ·, · | L = 0. In this case, we give a characterization of the vertex algebras in terms of a certain affine Lie algebra. Let h be a finite-dimensional vector space equipped with a nondegenerate symmetric bilinear form ·, · and let L ⊂ h a free abelian group with α, β = 0 for α, β ∈ L. View h and the group algebra C[L] as abelian Lie algebras.
Then h acts on C[L] (viewed as a Lie algebra) by derivations. Form the cross product Lie algebra p = h ⋉ C [L] and extend the bilinear form on h to p by
This form is symmetric and invariant. Then we have an affine Lie algebrâ
where k is central and We identify p as a subspace of Vp(ℓ, 0) through the linear map a → a(−1)1, where 1 = 1 ⊗ 1. In particular, we identify α with α(−1)1 and e α with e α (−1)1 for α ∈ L. Then there exists a vertex algebra structure on Vp(ℓ, 0) with 1 as the vacuum vector and with Y (a, x) = a(x) for a ∈ p (cf. [LL] ). Recall that D is the linear operator on Vp(ℓ, 0) defined by Dv = v −2 1. Note that the normalized 2-cocycle ε : L × L → C × defined in Remark 3.4 is trivial in the sense that ε(α, β) = 1 for all α, β ∈ L. Proof. First, we show that V (h,L) is ap-module of level 1 with h(x) = Y (h, x) and e α (x) = Y (e α , x) for h ∈ h, α ∈ L. We know that V (h,L) is anĥ-module of level 1 with h(x) = Y (h, x). For α, β ∈ L, since α, β = 0, we have Y (e α , x)e β = E − (−α, x)E + (−α, x)e α x α(0) · e β = E − (−α, x)e α+β , which contains only nonnegative powers of x, so that [Y (e α , x 1 ), Y (e β , x 2 )] = 0.
For h ∈ h, since h(n)e α = δ n,0 h, α e α for n ≥ 0, we have
Then V (h,L) is ap-module of level 1. Clearly, 1 generates V (h,L) as ap-module with a(n)1 = 0 for a ∈ p, n ≥ 0. It follows that there exists a uniquep-module homomorphism ψ from Vp(1, 0) onto V (h,L) , sending the vacuum vector to the vacuum vector. That is, ψ(1) = 1 and ψ(a m v) = a m ψ(v) for a ∈ p, v ∈ Vp(1, 0), m ∈ Z.
As p generates Vp(1, 0) as a vertex algebra, it follows that ψ is a vertex algebra homomorphism. It is easy to see that the following relations hold in V (h,L) : so that the kernel of ψ contains the ideal J. Set V = Vp(1, 0)/J (the quotient vertex algebra). Due to the linear map ψ, the linear map a ∈ p → a(−1)1 ∈ V is also injective, so that p can be identified as a subspace of V . Set
We shall show that K = V by proving that K is a vertex subalgebra of V , containing all the generators. As [D, h(m) For h ∈ h, α ∈ L, m, n ∈ Z, we have Again, it follows from induction that e α m K ⊂ K for m ∈ Z. Thus K is ap-submodule of V , containing the vacuum vector 1. Consequently, K = V . For α ∈ L, U(ĥ)e α is an irreducibleĥ-module of level 1, which is isomorphic to M(1) ⊗ Ce α . Then it follows that ψ is an isomorphism. Proposition 4.2. For any V (h,L) -module (W, Y W ), W is a restrictedp-module of level 1 with a(x) = Y W (a, x) for a ∈ p, satisfying the condition that e 0 (x) = 1, e α+β (x) = e α (x)e β (x), d dx e α (x) = α(x)e α (x) (4.2)
for α ∈ L. On the other hand, if W is a restrictedp-module of level 1, satisfying the above condition, then there exists a V (h,L) -module structure Y W such that Y W (a, x) = a(x) for a ∈ p.
Proof. Let (W, Y W ) be a V (h,L) -module. Then W is naturally a Vp(1, 0)-module. We have e 0 (x) = Y W (e 0 , x) = Y W (1, x) = 1,
