The adequate modeling of input processes often requires that correlation is taken into account and is a key issue in building realistic simulation models. In analytical modeling Markovian Arrival Processes (MAPs) are commonly used to describe correlated arrivals, whereas for simulation often ARMA/ARTA-based models are in use. Determining the parameters for the latter input models is well-known whereas good fitting methods for MAPs have been developed only in recent years. Since MAPs may as well be used in simulation models, it is natural to compare them with ARMA/ARTA models according to their expressiveness and modeling capabilities for dependent sequences. In this paper we experimentally compare MAPs and ARMA/ARTA-based models.
Bause, Buchholz and Kriege
Furthermore, even though there is a multitude of publications dealing with the fitting of on the one hand AR* processes and on the other hand of MAPs, we found no comparison of both kind of process types when being applied for simulation. In this paper we present results of some corresponding experiments. The paper is structured as follows. In the next section we define the type of arrival processes being considered. Section 3 briefly presents the used fitting methods. The main contribution of this paper is given in section 4 where we describe the goodness of the fitting methods being applied to synthetically generated and measured traces and the application of the fitted processes for simulation input modeling. The paper ends with the conclusions in section 5.
STOCHASTIC ARRIVAL PROCESSES
Stochastic models of the input for a simulation model have to capture the relevant behavior that is observed in reality. However, until today most simulation models are based on the implicit assumption of independent and identically distributed arrivals, although it is known that this assumption is often violated in practice (Paxson and Floyd 1995, Crovella and Bestavros 1996) since arrivals are correlated and the negligence of correlation can result in a serious loss of validity of the simulation model (Livny, Melamed, and Tsiolis 1993) . Although models to describe dependencies in arrival processes are known for a long time (Box and Jenkins 1970) the adequate modeling and the application of the resulting input models in simulation is still a challenge (Biller and Ghosh 2004) . The following requirements should be met by a model for arrivals describing correlated input sequences:
• It should adequately capture the marginal distribution of the interarrival time and the correlation structure between subsequent arrivals, • parameters of the model should be easy to fit according to measured traces, and • the input model should be easy to integrate into a simulation model. Two large classes of models for describing input processes exist, namely the AR* processes and Markovian models. Both are briefly introduced in the following paragraphs.
AR and ARMA Processes
The simplest subclasses of ARMA processes are autoregressive (AR) processes of order p (AR(p)) and moving average (MA) processes of order q (MA(q)). An AR(p) process is defined as (Box and Jenkins 1970) z t = φ 1 z t−1 + φ 2 z t−2 + ... + φ p z t−p + a t with the innovations a t that are normally distributed with mean zero and variance σ 2 a . While for an AR(p) model z t is expressed as the weighted sum of the p previous z i , i = 1, ..., p, for a MA(q) model z t is constructed from q previous innovations a i , i = 1, ..., q. Thus, the moving average process is defined as
A combination of autoregressive and moving average processes results in ARMA(p, q) models defined as
The autoregressive integrated moving average (ARIMA(p, d, q)) model adds to an ARMA(p,q) a third parameter d which describes how observed values are modeled (cf. (Box and Jenkins 1970) ). If non-integer values are allowed for d, we finally obtain the fractional autoregressive integrated moving average (F-ARIMA) processes. These models are known to exhibit self-similarity as it can often be observed in network traffic (Sheluhin, Smolskiy, and Osin 2007) .
ARIMA models are usually used as discrete-time processes (Leemis 1998) and hence the data from a trace is interpreted as a count process for ARIMA fitting. For example in (Xue et al. 1999 ) the number of arrivals in given intervals are counted and a F-ARIMA model is used to model the process. Nevertheless, ARIMA processes have also been used to model interarrival time processes in the past, e.g. in (Tran and Reed 2004) ARIMA processes are used for online prediction of the interarrival times of I/O requests.
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We also experimented with ARIMA and F-ARIMA models, but found no significant improvements in the fitting of the considered traces. Hence we concentrate in this paper on AR and ARMA processes and on a third class of AR-based processes, namely ARTA processes.
ARTA Processes
ARTA (Auto Regressive To Anything) Processes (Cario and Nelson 1996) combine a base AR(p) process with an arbitrary marginal distribution and thus can model correlated input processes with a wide variety of shapes for the distribution. They are defined by a marginal distribution F Y and a base AR(p) process and have the form
where Φ is the standard normal cumulative distribution function and {Z t ;t = 1, 2, ...} is a stationary Gaussian AR(p) process. The variance of the series of {ε t } that are independent N(0, σ 2 ε ) random variables is set to σ 2
Then the probability-integral transformation U t = Φ(Z t ) ensures that U(t) is uniformly distributed on (0, 1) (cf. (Devroye 1986) ) and the application of 
Markovian Arrival Processes
Markovian Arrival Processes (MAPs) have originally been developed as input processes in queuing systems that are solved analytically (Lucantoni, Meier-Hellstern, and Neuts 1990) . However, they may as well be used in simulation models. A MAP of order n is described by two n × n matrices D 0 and
is the generator matrix of an irreducible Markov process (Stewart 1994 ) and D 0 is non singular. The MAP behaves like a Markov process with generator matrix Q. D 0 (i, j), i = j and D 1 (i, j) contain transition rates from state i to j. Transitions from D 0 are silent whereas transitions from D 1 generate an arrival event. Thus, simulation of a MAP implies that the transitions of the process are simulated and arrivals are generated whenever a transition from D 1 occurs. Although MAPs do not allow one to describe long range dependencies, they can be applied to approximate long range dependent processes on every finite time scale arbitrarily good (Horvath and Telek 2002) .
FITTING METHODS

Fitting of AR and ARMA
The parameters of AR, MA, ARMA and also ARIMA processes can be computed by a least squares regression approach, using the Yule-Walker equations or by a maximum likelihood approach. Usually, one performs the fitting for different values of p and/or q and chooses the model with the smallest values that gives acceptable fit of the trace. Fitting methods for these models are part of statistical software like R (Chambers 2008) (package stats) which is also used for our examples.
Fitting of ARTA Processes
The first approach to fit ARTA processes is ARTAFACTS (ARTA Fitting Algorithm for Constructing Time Series) (Cario and Nelson 1998) . The algorithm uses a given marginal distribution and fits an AR(p) model according to the given autocorrelation structure of the trace. A wide variety of marginal distributions is supported. More recently the ARTAFIT algorithm has been developed Nelson 2005, Biller and Nelson 2008) . It uses Johnson distributions for the description of the marginal distribution and an advanced method for autocorrelation fitting. The Johnson distribution is completely determined by four parameters which can be chosen such that the distribution can match any finite first four moments (DeBrota et al. 1988 ). In the mentioned paper it is shown that the restriction to Johnson distributions is sufficient to model a wide variety of processes.
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MAP Fitting
The fitting of MAP parameters according to some traffic trace is a complex optimization problem which is a research topic until today. Several different approaches exist nowadays which reach an appropriate fitting quality. In general one can distinguish between approaches that fit the parameters directly according to the values of the trace which usually means that the likelihood is maximized. Other approaches first derive some quantities like higher order moments, joint moments or lag k autocorrelation coefficients from the trace and fit the parameters of the MAP. Methods of the first type have the advantage of using the complete available information but have to handle the possibly very large trace for fitting. The methods that fit derived quantities like joint moments are usually more efficient but neglect some of the information available in the trace by fitting according to specific measures only. An overview of different fitting approaches can be found in (Horvath and Telek 2002) . The question for the best fitting method for MAPs is still open such that several approaches should be tested. For our examples we fit MAPs with two of our own methods. First, we use an algorithm of the expectation maximization type to maximize the likelihood of the MAP with respect to the trace. Thus, if t 1 , . . . ,t m are the interarrival times in the trace, then the following optimization problem is solved
where πQ = 0, πe T = 1 and e = (1, . . . , 1). The algorithm is described in (Buchholz 2003) and will be denoted by MAP EM in the following. Alternatively, we use an algorithm that performs the fitting in two steps. In the first step, the distribution of interarrival times is modeled by a so called phase type distribution (Horvath and Telek 2002) which determines matrix D 0 and vector π. Afterwards, the distribution is extended to a MAP by finding an appropriate matrix D 1 which leaves D 0 and vector π unmodified Panchenko 2004) . The values in D 1 are set to match some lag k autocorrelations found in the trace. Details about the fitting algorithm can be found in (Panchenko and Buchholz 2007 ) and we name this algorithm MAP MOEA in this paper.
EXPERIMENTAL COMPARISON OF FITTING METHODS
In the following we will compare the quality of fitted MAPs, ARMA and ARTA processes for different traces. For our experiments we selected 6 traces. Four of them are synthetically generated traces, two are generated by MAPs and two by ARTA processes. The intention is to check whether processes of one class are able to capture processes of the other class. Two out of the six traces are measured traces which we choose to evaluate the suitability of the process classes and corresponding fitting methods for practical use. As mentioned (Tran and Reed 2004) applied ARIMA models for the modeling of the interarrival time process and (Karki and Hu 2005) reported about the fact that the ARIMA process generated negative values which were ignored in their case. Since MAPs only generate valid interarrival times we also considered this aspect and compared the characteristics of the original traces with those of the traces generated from the fitted processes where we took only feasible values into account by ignoring negative values or by replacing them (by 0). Another possibility to avoid infeasible values is to transform the generated traces of the fitted processes as for example described in (Williamson 1999 ). We do not consider this approach here since the determination of the parameters for the transformation requires additional expert knowledge and is not straightforward.
Synthetically Generated Traces
Traces generated from ARTA processes
The first trace considered in our evaluation contains 20, 000 observations from an ARTA process with AR(5) base process and a Johnson bounded marginal distribution. The available tools for the generation of observations from an ARTA model are limited to this trace length and due to the small number of observations the generated trace shows pikes for autocorrelations of lags above 5 which were not specified by the original model. The parameters of the Johnson distribution are chosen such that the distribution only yields positive values, i.e. we set the shape parameters to γ = 0.6 and δ = 1.4, the location parameter to ξ = 0.0 and the scale parameter to λ = 2.5. Since an AR(5) base process was used for trace generation, we selected an autoregressive process of order 5 for AR fitting. For fitting an ARTA model we used the ARTAFIT software As one can see the ARTA model captures both the autocorrelations and the distribution of the trace well. The AR model provides a good estimation of the autocorrelations too. AR models always assume normal distribution and since the Johnson distribution which was used for trace generation is based on the normal distribution, the AR model captures the distribution as well. But as one can see from Figure 1 b) the distribution of the AR model might yield negative values that we have to deal with when using the AR process for the generation of interarrival times in a simulation model. The obvious choices are to either ignore those values in simulation, i.e. delete them from the generated observations, or to replace them with some non-negative value like 0. Of course this treatment of negative values has impact on the autocorrelations and distributions of the generated observations. For Figure 1 d) we generated 100, 000 observations from the AR model and compared the autocorrelations of the original AR process with the correlations from the generated sequences when ignoring negative values (Trace AR(5) ign) or replacing them with 0 (Trace AR(5) rep). As one can see the effect on the autocorrelations is negligible in this example, but will become more noticeable for the examples presented in the next paragraphs. For MAP fitting this type of trace is actually a difficult task. Although PH distributions can approximate the shape of normal-like distributions reasonably well (cf. e.g. (Thümmler, Buchholz, and Telek 2005) ), fitting becomes more sophisticated when autocorrelations have to be considered as well and one has to accept a trade-off between good distribution fitting vs. good fitting of the autocorrelation structure.
The second synthetically generated trace used for the comparison of fitting methods was again generated by an ARTA process. The trace contains 20, 000 observations and was created from an ARTA model with AR(5) base process and exponential marginal distribution with rate parameter λ = 1.0. For AR and MAP fitting we selected an autoregressive process of order 5 and MAPs of order 5 and 6, respectively. Since ARTAFIT had problems providing a good approximation for the exponential distribution of the trace (this will be discussed in more detail in one of the following examples) we used ARTAFACTS for autocorrelation fitting and set the exponential marginal distribution for the ARTA model manually. Plots for the distribution and the autocorrelation structure of the fitted model are shown in Figure 2 . From Figures 2 a) and b) one can see that the MAP provides a sufficient fitting for the distribution. We omitted the curve for the distribution of the AR process, since it has a Normal shape and therefore is obviously not an adequate approximation of the empirical distribution of the trace. Regarding the autocorrelations of the trace all models provide good results (cf. Figure 2 c ). ARTA and AR model capture the first autocorrelations exactly while the MAP underestimates the correlation at lag 2. As already mentioned the AR model does not fit the distribution of the trace and similar to the previous example the simulation of the AR model yields negative values. Figure 2 d ) shows the autocorrelation of traces generated from the AR model when negative values are ignored or replaced with 0. It is visible that the treatment of negative values has some serious impact on the autocorrelation for this example.
Traces generated from MAPs
The next two traces considered for our comparison are generated using different MAPs. The first trace with 200, 000 elements was generated from a MAP(2) with matrices and has autocorrelations for smaller lags only. The fitting results are shown in Figure 3 . All models provide a good fitting for the autocorrelation, but only the fitted MAPs were able to capture the distribution as well. The distribution of the ARMA models (which is omitted in Figure 3 ) is normal again and the models yield negative values when used in simulation. The Johnson distribution returned by ARTAFIT has similar problems, though in general the Johnson distribution can take forms which only yield positive values. This would require adding further constraints for the distribution fitting, but since the sources were not available for us, we used ARTAFACTS for the autocorrelations only and fitted an exponential distribution 
Measured Traces
In addition to the synthetically generated traces presented in the previous section we compared the fitting methods with real traces. In the following we will present the results for two traces taken from the Internet Traffic Archive (http://ita.ee.lbl.gov/). The trace BC-pAug89 contains a million packet arrivals observed at the Bellcore Morristown Research and Engineering facility in August 1989. The trace LBL-TCP-3 (Paxson and Floyd 1995) contains two hours of TCP traffic from the Lawrence Berkeley Laboratory and was recorded in January 1994. For the comparison of fitting tools both traces were normalized to mean 1.0. We will start with the result for BC-pAug89: Figure 5 a) shows the autocorrelations of different ARMA models that have been used to fit the trace. While the pure AR models (AR(3) and AR (9)) only capture the first 3 and 9 lags, respectively, allowing for only few additional moving average terms in the model results in a vast improvement of the fitting quality for higher lags as can be seen for the curves of an ARMA(3, 2) and an ARMA(9, 5) model, while still keeping the model size small. Again, we have to deal with negative values that the ARMA models might yield when simulated. The impact of ignoring or replacing negative values on the autocorrelation of the simulated ARMA(9, 5) model is shown in Figure 5 b) . We omitted the plots for the other ARMA models because they show similar results. Since the trace is known to exhibit self-similar behavior, we also used F-ARIMA models for fitting, but the resulting models only showed little improvement for higher lags over ARMA models. The plots for the models resulting from MAP and ARTA fitting are shown in Figure  6 . The two MAPs fitted with different techniques either overestimated (MAP MOEA) or underestimated (MAP EM) the higher lag autocorrelations, but provide a good approximation for the lower lags. The ARTA model was fitted again using ARTAFACTS with a manually chosen exponential distribution. Since ARTAFACTS only supports autocorrelation for up to five lags, the resulting model only captures the first five autocorrelations. But since ARTA models use an underlying AR base process it is obvious that capturing autocorrelations up to a reasonable lag would result in a very large base process for the ARTA model. As already mentioned the second trace from a real system is the LBL-TCP-3 trace. Figure 7 shows the fitting results for different ARMA models. All the ARMA models provide an adequate fitting of the autocorrelation while, of course, the pure AR models are limited to the smaller lags (cf. Figure 7 a) . Figure 7 b) shows the impact on the autocorrelation when ignoring or replacing negative values for the ARMA(9, 5) model. Figure 8 shows the fitting results for MAPs and ARTA models. As one can see from Figure 8 a) ARTAFIT was not able to return a Johnson distribution that only has positive values. Using this distribution would lead to similar results as described before for ARMA models. Hence, we used a manually fitted exponential distribution again and used ARTAFACTS only for capturing the autocorrelations (cf. Figure 8  b) . The MAPs provided a sufficient fitting of both distribution and autocorrelation for the LBL-TCP-3 trace and the MAP resulting from MAP MOEA was even able to capture higher lag autocorrelations. 
CONCLUSIONS
In this paper we analyzed empirically different methods to model correlated input processes in simulation models. Our examples indicate that all the investigated models are able to provide an adequate fitting of the autocorrelation. Of course AR models can only capture the first few lags or would require a large amount of AR coefficients. The same holds for ARTA models which inherit this property from the underlying base AR process. Regarding the distribution ARMA models yield poor results, since they always assume a normal distribution. But even in cases where the empirical distribution of the trace has a normal shape (cf. Figure 1 ) the fitted ARMA model might yield negative values and requires some additional effort to be usable in a simulation run. Software for ARTA models currently only support an automated fitting of a distribution from the Johnson family, which in our experience was in many cases not sufficient to capture the characteristics of the empirical distribution of the traces. Using distributions other than Johnson provided better results but requires some expert knowledge for selecting an appropriate distribution and its parameters. MAPs provided sufficient results in capturing both distribution and autocorrelation in our experiments but Figure 1 shows that in some cases one has to accept a trade-off between good distribution and good autocorrelation fitting. Table 1 shows a rough rating of our experiment results for comparison of the quality of the used fitting methods. For each trace and fitting method we assessed the quality of the fitted distribution (PDF) and the autocorrelation (AC). The assessment of the quality of autocorrelation fitting consists of four entries, the upper two entries give an indication of the fitting of lower and higher lags, respectively. The lower two entries assess the quality of the lower lag autocorrelations of the traces generated from the fitted processes, taking the procedure of replacing or ignoring negative values into account. As mentioned, MAPs always generate feasible values, so that we omitted those entries for them. The same holds for ARTA processes with a given distribution. Other empty entries indicate that we received no useful result from the used tools. It is noticeable that AR* fitting methods have difficulties to fit the distribution in case it does not belong to the Johnson family of distributions. Unsurprising the resultant processes capture the autocorrelations nearly perfectly up to the user given lag distance p, but higher lag correlations were not captured well. MAPs are in most cases better in fitting the distribution, but are somewhat worse in fitting lower lag correlations. On the other hand our experience was that they can capture higher lag correlations better than the AR* fitting methods which surely depends on the character of the trace's correlation structure.
Concerning the use of the fitted arrival processes in simulation models our evaluation implies a different view. As mentioned, MAPs generate only positive and thus valid interarrival times by their nature, so that the valuation does not change in this respect. AR* fitted processes might generate negative and thus infeasible interarrival time values dependent on the processes distribution. In such situations our experience is that replacing negative values (by 0 in our experiments) is slightly better for autocorrelation fitting than ignoring those values but often results in a bias of the marginal distribution.
In summary, our experiments suggest that the fitting and modeling of arrival processes by MAPs is not only of interest in analytical models, but also offers several advantages for simulation models. A drawback of using MAPs is that the available fitting methods are more time consuming than fitting AR* models. In our experiments fitting of pure AR models was fastest followed by ARTA fitting when only autocorrelations were considered. The time for fitting both distribution and autocorrelation for ARTA models heavily depended on the type of the distribution, i.e. was fast for traces from a Johnson distribution (in the range of CPU minutes) but required much more time for the other empirical distributions (in the range of CPU hours). As already mentioned MAP fitting was most time consuming, but still acceptable: Depending on the size of the trace CPU time was in the range of several minutes up to several hours. 
