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A NEW APPROACH FOR THE EXISTENCE PROBLEM OF
MINIMAL CUBATURE FORMULAS BASED ON THE
LARMAN-ROGERS-SEIDEL THEOREM
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Abstract. In this paper we consider the existence problem of cubature formulas of degree 4k+1
for spherically symmetric integrals for which the equality holds in the Mo¨ller lower bound. We prove
that for sufficiently large dimensional minimal formulas, any two distinct points on some concentric
sphere have inner products all of which are rational numbers. By applying this result we prove that
for any d ≥ 3 there exist no d-dimensional minimal formulas of degrees 13 and 21 for some special
integral.
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1. Introduction. A main problem of numerical integration is to approximate
the integral
∫
Ω
f(x)dµ.
Here x is a d-dimensional vector and µ is a positive measure on a domain Ω in Rd.
We search for an approximant by taking a positive linear combination of the function
values of f as specified points X = {x1, . . . , xN}, that is,
N∑
i=1
wif(xi). (1.1)
We call (1.1) a cubature formula. The values wi are the weights and xi are the points
of a cubature formula. From the practical viewpoint of numerical computation, it is
desirable that every coefficient is positive; see [26, p.12]. To each formula we assign the
set of functions for which it is exact. Most often this set is the space of all polynomials
of degree at most t; in this case a cubature formula is said to be of degree t. We refer
the readers to the comprehensive monographs [10, 24] for the basic theory of cubature
formula. Hereafter we only consider cubature formulas of odd degree.
It is well known [23] that the smallest possible number of points |X | in a cubature
formula of degree 2k + 1 is bounded from below:
|X | ≥ dimPk(Ω). (1.2)
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Here Pk(Ω) is the space of polynomials of degree at most k restricted to Ω. The bound
(1.2) can be improved for some broad class of integrals called spherically symmetric
integrals [17, 18] (see Section 2 for the definition of spherical symmetry):
|X | ≥
{
2 dimP∗k (Ω)− 1 if k is even and 0 ∈ X,
2 dimP∗k (Ω) otherwise.
(1.3)
Here P∗k (Ω) is the subspace of Pk(Ω) consisting of even polynomials or odd polyno-
mials if k is even or odd, respectively. A cubature formula is said to be minimal if
equality holds in one of the above lower bounds.
A fundamental problem in combinatorics and numerical analysis is the existence
and nonexistence of minimal formulas for spherically symmetric integrals. In the
one-dimensional case there always exists a minimal formula of odd degree, and the
points and the weights of the formula can be uniquely determined in terms of roots of
an orthogonal polynomial [10]. This one-dimensional formula is known as Gaussian
quadrature formula. The problem becomes much harder in multidimensional cases. In
the two-dimensional case many minimal formulas have been already found [1, 11, 26,
27, 30]. An outstanding result is due to Xu [30]: He found some special spherically
(circularly) symmetric integral for which there exists a minimal formula of general
degree. In higher dimensional cases, however, only a few minimal formulas have been
found so far, all of which have small degrees or low dimensions. It seems to be the
conventional belief (see, e.g., [2, 9, 12, 20, 21, 32]) that there exists no minimal formula
of degree 4k + 1 for any d-dimensional spherically symmetric integrals for k ≥ 1 and
d ≥ 3 with some possible exceptional cases. There are some reasons why we focus on
the degree 4k + 1 case: The structure of minimal formulas is strongly restricted. For
instance a famous theorem by Mo¨ller [16] states that the points of a minimal formula
have the antipodality and contain the origin.
There are some recent papers involving small degree cases which support the
conventional belief mentioned above. Hirao and Sawa [12] observed the relationship
between minimal formulas of degree 5 and certain combinatorial objects called tight
spherical 5-designs, and thereby showed nonexistence of minimal formulas of degree 5
with possible exceptions d = (2m+1)2−2, m ≥ 5; see also [21, 28]. In the same paper
they also proved there exists no minimal formula of degree 9 for classical integrals like,
Gaussian integral on Rd, Jacobi integral on the ball. Bannai and Bannai [4] improved
this result for all spherically symmetric integrals and concluded the conventional belief
is true for the degree 9 case. However as far as the authors know, very little is known
on the existence and nonexistence of minimal formulas of degree at least 13 for general
values of d ≥ 3.
The present paper has several aims. The primary one is to develop a new theory
to number-theoretically characterize the structure of minimal formulas of degree 4k+1
for spherically symmetric integrals. To do this, we unify a theorem by Mysovskikh [19]
which is classical in numerical analysis and the Larman-Rogers-Seidel theorem [14]
(and its generalization by Nozaki [22]). The Larman-Rogers-Seidel theorem is widely
accepted in combinatorics, but is not fully recognized in numerical analysis and re-
lated areas. Conversely, the Mysovskikh theory is not fully understood by researchers
in combinatorics. Thus the secondary aim of this paper is to inform the Larman-
Rogers-Seidel theorem to researchers in numerical analysis, and conversely, to let
combinatorialists know details of the Mysovskikh theory. The final aim is to discuss
the usefulness of our new theory.
The present paper is organized as follows. In Section 2 we review some basic
facts about minimal formulas and give preliminary lemmas for further arguments
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in the following sections. In Section 3 by bringing the Mysovskikh theorem and a
generalization of the Larman-Rogers-Seidel theorem together, we prove that for any
spherically symmetric integral, the points of a minimal formula of degree 4k + 1 on
a particular concentric sphere have inner products all of which are rational numbers.
In Section 4 we discuss applications of the new theory to the existence problem of
minimal formulas: We prove that for any d ≥ 3, there exist no d-dimensional minimal
formulas of degree 13 and 21 for some particular integral.
2. Preliminaries. For p, q ∈ R with 0 ≤ p < q ≤ ∞, let Ω = {x ∈ Rd | p ≤
‖x‖ < q} and W be a positive weight function on Ω which is a function of ‖x‖. Under
the assumption that polynomials up to a sufficient large degree are integrable with
respect to Ω for W , we consider the integral defined by
∫
Ω
f(x)W (‖x‖)dx =
∫ q
p
(∫
Sd−1
f(rx)dρ
)
rd−1W (r)dr, (2.1)
where ρ is the surface measure on the d-dimensional unit sphere Sd−1. This is called a
spherically symmetric integral. Several classical integrals like, Gaussian integral on the
entire space, Jacobi integral on the ball, belong to the class of spherically symmetric
integrals. Cubature formulas for spherically symmetric integrals find applications in
various fields; for instance Lyons and Victoir [15] recently considered cubature formula
on Wiener space for application to mathematical finance, where cubature for Gaussian
integral plays a key role. Hereafter we only consider spherically symmetric integrals.
Let l be a nonnegative integer. Let Homl(R
d) be the space of all homogeneous
polynomials of degree l and rdl = dim(Homl(R
d)). We consider an orthonormal basis
of Homl(R
d), say {Pl,i | 1 ≤ i ≤ rdl }, and let Pl = (Pl,1, . . . , Pl,rdl ). The bilinear form
K2k(x, y) =
k∑
m=0
P2m(x)P
T
2m(y).
is called the reproducing kernel of P∗2k(Rd) with respect to Ω for W . We note that any
finite dimensional Hilbert space has a unique reproducing kernel; for instance see [10].
There is a close relationship between minimal formulas of odd degree and repro-
ducing kernels, as the following famous theorem by Mysovskikh shows [19]; we write
the statement only for the degree 4k + 1 case.
Theorem 2.1 ([19]). Assume there exists a minimal formula X of degree 4k+1
for a spherically symmetric integral. Then, the formula is minimal if and only if the
following hold:
(i) ∀x, y ∈ X, x 6= ±y, K2k(x, y) = 0.
(ii) ∀x ∈ X \ {0}, w(x) = 1/(2K2k(x, x)) and w(0) = 1/K2k(0, 0).
We also refer the readers to [31] for relationship between minimal formulas and re-
producing kernels.
Theorem 2.1 includes some proven facts that the points of a minimal formula of
degree 4k + 1 have the antipodality and contain the origin; see [17] for details. The
following result mentions more on the structure of minimal formulas.
Theorem 2.2 ([12]). Assume there exists a minimal formula of degree 4k + 1
for a spherically symmetric integral. Then the following hold:
(i) The points are distributed over k distinct concentric spheres and the origin.
(ii) The weights take a constant on each concentric sphere.
(iii) The points on each concentric sphere are similar to a spherical (2k+3)-design.
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See also [27] for the structure of two-dimensional minimal formulas of degrees 4k+1.
To calculate the reproducing kernel of P∗2k(Rd), we have to compute an orthonor-
mal basis of P∗2k(Rd) with respect to Ω for W . Let Harm(Rd) be the set of all
harmonic polynomials. Let l be a nonnegative integer. We define Harml(R
d) =
Harm(Rd) ∩Homl(Rd). Let φl,i, i = 1, . . . , dim(Harml(Rd)) be an orthonormal basis
of Harml(R
d) such that
1
|Sd−1|
∫
Sd−1
φl1,i1(x)φl2,i2(x)dρ = δl1,l2δi1,i2 .
It is well known (see, e.g., [3, 25]) that
dim(Harml(R
d))∑
i=1
φl,i(x)φl,i(y) =
d+ 2l− 2
d− 2 C
((d−2)/2)
l (〈x, y〉), ∀x, y ∈ Sd−1,
where C
(λ)
l is the Gegenbauer polynomial of parameter λ, which is explicitly given by
C
(λ)
l (t) =
(−1)l
2l
Γ(λ+ 1/2)Γ(l+ 2λ)
Γ(2λ)Γ(l + λ+ 1/2)
(1− t2)1/2−λ
l!
dl
dtl
(1− t2)l+λ−1/2.
Let k,m be nonnegative integers with k ≥ m. We consider the polynomial space
P∗2k−2m(R) with respect to the interval [p, q) for the weight function V −10 rd+4m−1W (r),
where V0 =
∫ q
p r
d−1W (r)dr. Since P∗2k−2m(R) consists only of even polynomials, by
using Gram-Schmidt’s orthonormalization method, we can construct an orthonormal
basis g2m,j(r
2), j = 0, . . . , k −m, where g2m,j(r2) is a polynomial of degree j in r2,
such that
δj,j′ =
1
V0
∫ q
p
g2m,j(r
2)g2m,j′(r
2)rd+4m−1W (r)dr.
By recalling Eq.(2.1), we obtain
∫
Ω
(V0|Sd−1|)−1/2φ2m1,i1(x)g2m1,j1(‖x‖2) · (V0|Sd−1|)−1/2φ2m2,i2(x)g2m2,j2(‖x‖2)W (‖x‖)dx
=
1
|Sd−1|
∫
Sd−1
φ2m1,i1(x)φ2m2,i2(x)dρ ·
1
V0
∫ q
p
g2m1,j1(r
2)g2m2,j2(r
2)rd+4m−1W (r)dr
=δi1,i2δj1,j2δm1,m2 .
Hence (V0|Sd−1|)−1/2φ2m,i(x)g2m,j(‖x‖2) form an orthonormal basis of P∗2k(Rd) with
respect to Ω for W ; see [3, 12].
Lemma 2.3 ([12]). Let d ≥ 3. The reproducing kernel of P∗2k(Rd) with respect to
Ω for W is given as follows:
K2k(x, y)
=


1
V0|Sd−1|
k∑
m=0
k−m∑
j=0
g2m,j(‖x‖2)g2m,j(‖y‖2)(‖x‖‖y‖)2m d+ 4m− 2
d− 2 C
((d−2)/2)
2m
( 〈x, y〉
‖x‖‖y‖
)
if x, y ∈ Rd \ {0},
1
V0|Sd−1|
k∑
j=0
g0,j(‖x‖2)g0,j(‖y‖2) if x = 0.
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The following lemma is useful for calculating reproducing kernels in Section 4.
Lemma 2.4. Let K1 be the reproducing kernel of P∗2k(R) with respect to [1,∞)
for a weight function µ and K2 be the reproducing kernel of P∗2k(R) with respect to
(0, 1] for a weight function γ(y) = y−4k−2µ(1/y). Then for any x, y ∈ (0, 1] we have
K2(x, y) = (xy)2kK1
(
1
x
,
1
y
)
,
or equivalently, for x, y ∈ [1,∞),
K1(x, y) = (xy)2kK2
(
1
x
,
1
y
)
.
Proof. Let Rj(x
2), j = 0, . . . , k be polynomials of degree j in x2, which form an
orthonormal basis of P∗2k(R) with respect to [1,∞) for µ. Then by changing variable
x = 1/y, we get
δj,j′ =
∫ ∞
1
Rj(x
2)Rj′ (x
2)µ(x)dx =
∫ 1
0
(
y2kRj
(
1
y2
))(
y2kRj′
(
1
y2
))
µ(1/y)
y4k+2
dy.
Let Pj(y) = y
2kRj(1/y
2). Then Pj(y) ∈ P∗2k(R), and from the assumption γ(y) =
y−2−4kµ(1/y),
∫ 1
0 Pj(y)Pj′ (y)γ(y)dy = δj,j′ , i.e., Pj are an orthonormal basis ofP∗2k(R) with respect to (0, 1] for γ and hence
K2(x, y) =
k∑
j=0
Pj(x)Pj(y) = (xy)
2k
k∑
j=0
Rj
(
1
x2
)
Rj
(
1
y2
)
.
Since x, y ∈ (0, 1], we have 1/x2, 1/y2 ∈ [1,∞). Hence from the fact Rj(1/x2)
are an orthonormal basis of P∗2k(R) with respect to [1,∞) for µ, it follows that∑k
j=0Rj(1/x
2)Rj(1/y
2) is a reproducing kernel of P∗2k(R) with respect to [1,∞) for
µ. The result follows by the uniqueness of reproducing kernels of Hilbert space.
3. Characterizing the structure of minimal formulas. In this section we
develop a theory of minimal formulas of degree 4k + 1 by unifying the Mysovskikh
theorem and a generalization of the Larman-Rogers-Seidel theorem [22].
First we introduce the Larman-Rogers-Seidel theorem [14].
Theorem 3.1. Let X be a finite set in Rd with only two Euclidean distances
a1, a2 (a1 < a2) between any two distinct points. If |X | is greater than 2d + 3, then
a21/a
2
2 = (m− 1)/m where m is a positive integer bounded above by 1/2 +
√
d/2.
Nozaki [22] extended this theorem for points with more Euclidean distances.
Theorem 3.2. Let X be a finite set in Rd with only s Euclidean distances
a1, . . . , as between any two distinct points. If |X | ≥ 2
(
d+s−1
s−1
)
+ 2
(
d+s−2
s−2
)
, then for
each i = 1, . . . s,
∏
j=1,2,...,s,j 6=i
a2j
a2j − a2i
is an integer, whose absolute value is bounded by some function of d and s.
Now, let r1, . . . , rp be positive real numbers. Let Y be a set in R
d supported by
Sd−1r1 , · · · , Sd−1rp , where Sd−1ri is the (d−1)-dimensional sphere of radius ri. We denote
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the ith layer of Y by Yi, namely, Yi = Y ∩ Sd−1ri . Let A(Yi) = {〈x, y〉/r2i | x, y ∈
Yi, x 6= y}.
We can prove various theorems similar to Theorem 3.2 for antipodal finite sets
which are supported by a sphere.
Theorem 3.3 ([22]). Let s be an integer with s ≥ 4. Let Y be an antipodal
finite set in Sd−11 with s inner products between any two distinct points. If |Y | ≥
4
(
d+s−3
s−2
)
+ 2, then every inner product is rational.
Theorem 3.3 leads to the following proposition which is closely related to minimal
formulas of degree 4k + 1.
Proposition 3.4. Let p, d be integers such that p ≥ 2, d ≥ 4p2 − 2p+ 1. Let Y
be an antipodal set supported by p concentric spheres with |Y | = 2∑p−1i=0 (d+2p−1−2i2p−2i )
and for each i, |A(Yi)| ≤ 2p+ 1. Then there exists Yl such that for any α ∈ A(Yl), α
is a rational number.
Proof. By using the pigeonhole principle, we can choose Yl such that
|Yl| ≥ 2
p
p−1∑
i=0
(
d+ 2p− 1− 2i
2p− 2i
)
.
By the assumptions of p and d, we obtain
2
p
p−1∑
i=0
(
d+ 2p− 1− 2i
2p− 2i
)
≥ 2
p
((d+ 2p− 1
2p
)
+
(
d+ 2p− 3
2p− 2
))
≥ 4
(
d+ 2p− 2
2p− 1
)
+ 2. (3.1)
If |A(Yl)| ≤ 2p, then |Yl| ≤ 2
(
d+2p−2
2p−1
)
[8]. This contradicts (3.1), and hence |A(Yl)| =
2p+ 1. Thus the result follows from Theorem 3.3.
The following theorem presents a number-theoretic characterization of the struc-
ture of minimal formulas of degree 4k + 1.
Theorem 3.5. Let k, d be integers such that k ≥ 2, d ≥ 4k2 − 2k + 1. Assume
there exists a d-dimensional minimal formula X of degree 4k + 1 for a spherically
symmetric integral. Then there exists a layer Xl such that every α ∈ A(Xl) is a
rational number.
Proof. By Theorem 2.2 the points X are distributed over k distinct concentric
spheres and the origin. By (1.3) and [7, Lemma 1.7], we have
|X \ {0}| = 2
k−1∑
i=0
(
d+ 2k − 1− 2i
2k − 2i
)
.
By Lemma 2.3 in [12], the reproducing kernel of P∗2k(Rd) is a polynomial of degree
k in variables ‖x‖2, ‖y‖2, 〈x, y〉2. If x, y ∈ X, x 6= ±y, lie on the same layer, then
by Theorem 2.1, K2k(x, y) is regarded as a polynomial of degree at most k in one
variable 〈x, y〉2. This implies |A(Xi)| ≤ 2k + 1 for each layer Xi. Hence the result
follows by Proposition 3.4.
Remark. Bannai and Damerell [6] proved that there exists no tight spherical t-
design on Sd−1 for t ≥ 8 and d ≥ 4 except for some examples. A key idea of their
proof is to note that the inner products of points of a tight spherical design form
the zeros of a certain orthogonal polynomial, and moreover to show the rationality of
these zeros by the theory of association scheme. In this sense Theorem 3.5 is similar
to Bannai and Damerell’s approach for Euclidean design.
The usefulness of Theorem 3.5 will be clear in Section 4.
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4. Applying the basic theory. Here we use the same notations as in the
previous sections. We consider the following integral:
∫
Ω
f(x)W (‖x‖)dx =
∫
{x∈Rd|1≤‖x‖<∞}
f(x)
√
‖x‖2 − 1
‖x‖4k+d+2 dx
=
∫ ∞
1
(∫
Sd−1
f(rx)dρ
)√
r2 − 1 r−(4k+3)dr. (4.1)
This can be seen as a multidimensional generalization of the two-dimensional inte-
gral Xu [30] focused on, though, of course, many other generalizations can also be
considered. The purpose of this section is to prove the following theorem.
Theorem 4.1. There exists no d-dimensional minimal formula of degree 13 and
21 for the integral (4.1) for any d ≥ 2.
To prove Theorem 4.1 we use some lemmas.
Lemma 4.2. Let d ≥ 3. The reproducing kernel of P∗2k(Rd) with respect to (4.1)
is given as follows:
K2k(x, y) =
4(‖x‖‖y‖)2k
π(d− 2)|Sd−1|
k∑
m=0
k−m∑
j=0
(d+4m−2)C(1)2j
(
1
‖x‖
)
C
(1)
2j
(
1
‖y‖
)
C
((d−2)/2)
2m
( 〈x, y〉
‖x‖‖y‖
)
,
for any x, y ∈ Rd \ {0}.
Proof. We use the same notation g2m,j as in Section 2. We consider the polynomial
space P∗2k−2m(R) with respect to the interval (0, 1] for the weight function
√
1− r2. By
the orthogonality of the Gegenbauer polynomial, 2
√
V0/πC
(1)
2j (r) is an orthonormal
basis of P∗2k−2m(R) with respect to (0, 1] for
√
1− r2. Applying Lemma 2.4, we have∑k−m
j=0 g2m,j(s
2)g2m,j(t
2) = 4π−1V0(st)2(k−m)
∑k−m
j=0 C
(1)
2j (1/s)C
(1)
2j (1/t). Hence the
desired result follows by Lemma 2.3.
The following lemma determines the layers of minimal formulas for the integral
(4.1).
Lemma 4.3. Assume there exists a minimal formula of degree 4k + 1 for the
integral (4.1). Then the points are distributed over the origin and k concentric spheres
of radii (cos(iπ/(2k + 1)))−1 and the sums of weights on each concentric spheres are
π(2k + 1)−1|Sd−1|(sin(iπ/(2k + 1)))2(cos(iπ/(2k + 1)))4k, where i = 1, · · · , k.
Proof. We note that for each ℓ = 0, · · · , 2k,
∫
Ω
‖x‖2ℓW (‖x‖)dx =
∫
Sd−1
dρ
∫ ∞
1
r2ℓ
√
r2 − 1 r−(4k+3)dr
=
|Sd−1|
8
∫ 1
−1
(
t+ 1
2
)2k−ℓ−1 √
1− t2dt, (4.2)
where the last equality follows by standard calculations including changing variable
r →
√
2/(t+ 1). By Theorem 2.2 the points X are distributed over the origin and
k concentric spheres Sd−1r1 , · · · , Sd−1rk . Let Λi =
∑
x∈X∩Sd−1ri w(x) and Ri = r
2
i . Then
the leftmost term of Eq.(4.2) can be represented as
∑k+1
i=1 ΛiR
ℓ
i . Thus
∫ 1
−1
(
t+ 1
2
)2k−1−l√
1− t
1 + t
dt =
k∑
i=1
(
4
|Sd−1|ΛiR
2k
i
)(
R−1i
)2k−1−l
, l = 0, . . . , 2k− 1.
8 M. HIRAO, H. NOZAKI, M. SAWA, AND V. VATCHEV
By letting m = 2k − 1 − l, R˜i = (2 − Ri)R−1i , Λ˜i = 4|Sd−1|−1ΛiR2ki , this formula is,
equivalently,
∫ 1
−1
(
t+ 1
2
)m√
1− t
1 + t
dt =
k∑
i=1
Λ˜i
(
R˜i + 1
2
)m
, m = 0, . . . , 2k − 1.
This is the Gaussian quadrature formula of degree 2k−1 for the integral π−1 ∫ 1−1 f(t)
√
1−t
1+tdt.
It is well known (see, e.g., [13]) that the points and weights in the Gaussian quadrature
formula of degree 2k − 1 are given explicitly for the univariate integral as follows:
R˜i = cos
2iπ
2k + 1
and Λ˜i =
4π
2k + 1
(
sin
iπ
2k + 1
)2
,
where i = 1, . . . , k. By using the half angle formula of the cosine function, we obtain
Ri = r
2
i = (cos(iπ/(2k + 1)))
−2. Moreover, the sums of weights on each concentric
spheres are
Λi =
|Sd−1|
4
R−2ki Λ˜i =
π|Sd−1|
2k + 1
(
sin
iπ
2k + 1
)2(
cos
iπ
2k + 1
)4k
.
Remark. It is basically possible to calculate the radii of layers of minimal formulas
of degree 4k + 1, by taking y = 0 in Theorem 2.1 (i) and solving the equation of
the norm ‖x‖. However for ordinary integrals, it seems to be rare to get “compact
forms” of the radii of layers even for small values of k. Here “compact forms” mean
that the radii take very complicated forms involving imaginary numbers and power
roots, which are not desirable when we further discuss the nonexistence of minimal
formulas: For example, it is useful to know the inner products of points in minimal
formulas when discussing the nonexistence of minimal formulas. To do so, finding
compact forms of radii is useful as well; see [4, 12, 27] for details. From the proof of
Theorem 4.1 below, the readers will also see how useful such compact forms are.
Proof of Theorem 4.1. Assume there exists a d-dimensional minimal formula X of
degree 4k+1 for the integral (4.1). Let x, y ∈ Xl with x 6= ±y and A√Rl = 〈x, y〉2/R2l .
By Theorem 2.1, Lemma 4.2 and the half angle formula of the cosine function, for
each d ≥ 3, we have
0 =
∑
i+j=k
i,j≥0
d+ 4j − 2
4k
C
(1)
2i
(√
1 + cos(2lπ/(2k + 1))
2
)2
C
((d−2)/2)
2j
(
A
1/2√
Rl
)
. (4.3)
We regard Eq.(4.3) as an equation of cos(2lπ/(2k + 1)).
(i) The Case of k = 3. We assume d ≥ 31. According to Theorem 3.5, we can
choose some layer of the formula, sayXl, over which the points have rational distances.
Let f(x) = x3 + 12x
2 − 12x− 18 ∈ Q[x] be the minimal polynomial of cos(2lπ/7) [29].
When dividing the right hand side of Eq.(4.3) by f(cos(2lπ/7)), the remainder is
1
384
d(d + 2){(d+ 4)(d+ 6)A2√Rl − 6(d+ 4)A√Rl + 3} cos
(2lπ
7
)2
+
1
384
d{(d+ 2)(d+ 4)(d+ 6)A2√
Rl
− 6(d+ 2)(d+ 3)A√Rl + 3d} cos
(2lπ
7
)
+
1
46080
d
{
(d+ 2)(d+ 4)(d+ 6)(d+ 8)(d+ 10)A3√
Rl
− 15(d+ 2)(d+ 4)(d+ 6)2A2√
Rl
+ 45(d+ 2)(d2 + 6d+ 24)A√Rl − 15(d2 + 44)
}
.
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By the minimality of f , we have
0 =(d+ 4)(d+ 6)A2√Rl − 6(d+ 4)A√Rl + 3.
0 =(d+ 2)(d+ 4)(d+ 6)A2√Rl − 6(d+ 2)(d+ 3)A√Rl + 3d.
0 =(d+ 2)(d+ 4)(d+ 6)(d+ 8)(d+ 10)A3√Rl − 15(d+ 2)(d+ 4)(d+ 6)
2A2√Rl
+ 45(d+ 2)(d2 + 6d+ 24)A√Rl − 15(d2 + 44). (4.4)
By multiplying the first equation in (4.4) by d+2 and then subtracting the new equa-
tion from the second equation in Eq.(4.4), we see that A√Rl = 1/(d+2). Substituting
this value of A√Rl into the first equation in Eq.(4.4) implies that d = −1,−6. This is
a contradiction. We deal with the remaining cases 2 ≤ d ≤ 30 in Appendix A.
(ii) The Case of k = 5. We assume d ≥ 91. According to Theorem 3.5, we can
choose some layer of the formula, sayXl, over which the points have rational distances.
Let f(x) = x5 + 12x
4 − x3 − 38x2 + 316x + 132 ∈ Q[x] be the minimal polynomial of
cos(2lπ/11) [29]. When dividing the right hand side of Eq.(4.3) by f(cos(2lπ/11)),
the remainder is
c0 + c1 cos
(2lπ
11
)
+ c2 cos
(2lπ
11
)2
+ c3 cos
(2lπ
11
)3
+ c4 cos
(2lπ
11
)4
,
where
c0 =
1
3715891200
d{(d+ 2)(d+ 4)(d+ 6)(d+ 8)(d+ 10)(d+ 12)(d+ 14)(d+ 16)(d+ 18)A5√
Rl
− 45(d+ 2)(d+ 4)(d+ 6)(d+ 8)(d+ 10)(d+ 12)(d+ 14)2A4√
Rl
+ 630(d+ 2)(d+ 4)(d+ 6)(d+ 8)(d+ 10)(d2 + 22d+ 128)A3√Rl
− 3150(d+ 2)(d+ 4)(d+ 6)(d+ 8)(d2 + 16d+ 84)A2√Rl
+ 4725(d+ 2)(d2 + 6d+ 32)(d2 + 14d+ 72)A√Rl − 945(d4 + 10d3 + 100d2 + 440d+ 4384)},
c1 =
1
10321920
d{(d+ 2)(d+ 4)(d+ 6)(d+ 8)(d+ 10)(d+ 12)(d+ 14)A4√Rl
− 28(d+ 2)(d+ 4)(d+ 6)(d+ 8)(d+ 10)(d+ 14)A3√Rl + 210(d+ 2)(d+ 4)(d+ 6)(d+ 8)(d+ 14)A
2√
Rl
− 420(d+ 2)(d3 + 24d2 + 164d+ 312)A√Rl + 105(d3 + 20d2 + 92d+ 16)},
c2 =
1
10321920
d(d+ 2){(d+ 4)(d+ 6)(d+ 8)(d+ 10)(d+ 12)(d+ 14)A4√Rl
− 28(d+ 4)(d+ 6)(d+ 8)(d+ 10)(d+ 14)A3√Rl + 210(d+ 4)(d+ 6)(d
2 + 22d+ 128)A2√Rl
− 420(d+ 4)(d2 + 20d+ 132)A√Rl + 105(d2 + 18d+ 152)},
c3 =
1
46080
d(d+ 2){(d+ 4)(d+ 6)(d+ 8)(d+ 10)A3√Rl − 15(d+ 4)(d+ 6)(d+ 7)A
2√
Rl
+ 45(d+ 4)2A√Rl − 15(d+ 1)},
c4 =
1
46080
d(d+ 2)(d+ 4){(d+ 6)(d+ 8)(d+ 10)A3√
Rl
− 15(d+ 6)(d+ 8)A2√
Rl
+ 45(d+ 6)A√Rl − 15}.
By the minimality of f , we have c0 = 0, c1 = 0, c2 = 0, c3 = 0, c4 = 0, and therefore
f3,4 := c3 − c4 = 1
3072
{(d3 + 12d2 + 44d+ 48)A2√
Rl
− 6(d2 + 6d+ 8)A√Rl + 3(d+ 2)},
f2,1 := c2 − c1 = 1
3072
{(d3 + 12d2 + 44d+ 48)A2√Rl − 3(2d
2 + 13d+ 18)A√Rl + 3(d+ 3)}.
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Since
0 = f3,4 − f2,1 =
d{(d+ 2)A√Rl − 1}
1024
,
we obtain A√Rl = 1/(d+ 2). By substituting A
√
Rl
into f3,4, we obtain
f3,4 = −d(d+ 1)(d+ 6)
1536(d+ 2)
< 0.
This is a contradiction. We deal with the remaining cases 2 ≤ d ≤ 90 in Appendix A.
Remark. When 2k+1 is a prime number, the minimal polynomial of cos(2πl/(2k+
1)) is uniquely determined, not depending on l [29]. Using this fact, we proved there
exist no minimal formulas of degrees 13 and 21 for the integral (4.1). Similar but
more extensive considerations will enable us to discuss the nonexistence of minimal
formulas for other degrees, though we do not pursue it here.
5. Conclusion. Unifying the Mysovskikh theorem and a generalization of the
Larman-Rogers-Seidel theorem, we obtained a new necessary condition for the exis-
tence of minimal formulas of degree 4k + 1 for spherically symmetric integrals. And
thereby we solved the existence problem of minimal formulas of degrees 13 and 21 for
the integral (4.1). In this paper we only focused on the particular integral. We hope
that our approach could also be applied for other spherically symmetric integrals.
Appendix A. Small dimensional cases of the proof of Theorem 4.1.
In this section we finish off the remaining cases of the proof of Theorem 4.1. The
following lemma plays a key role.
Lemma A.1. Let d ≥ 3. Assume there exists a d-dimensional minimal formula
of degree 4k + 1 for the integral (4.1). Then,
8
2k + 1
k∑
m=0
k−m∑
j=0
(
sin
(2j + 1)π
2k + 1
)2{(
d+ 2m− 1
2m
)
−
(
d+ 2m− 3
2m− 2
)}
(A.1)
is an integer.
Proof. We use the same notations r1, S
d−1
r1 ,Λ1 as in Section 4. According to
Theorem 2.2 (ii), let w1 = w(x) for every x ∈ X ∩ Sd−1r1 . By combining Theorem 2.1
(ii) and Lemma 4.2, we have w1 = 1/(2K2k(x, x)). Thus by Lemma 4.3,
|X ∩ Sd−1r1 | =
Λ1
w1
=
8
2k + 1
(
sin
π
2k + 1
)2 k∑
m=0
k−m∑
j=0
d+ 4m− 2
d− 2
{
C
(1)
2j
(
cos
π
2k + 1
)}2
C
((d−2)/2)
2m (1)
=
8
2k + 1
k∑
m=0
k−m∑
j=0
(
sin
(2j + 1)π
2k + 1
)2
d+ 4m− 2
d− 2 C
((d−2)/2)
2m (1)
=
8
2k + 1
k∑
m=0
k−m∑
j=0
(
sin
(2j + 1)π
2k + 1
)2{(
d+ 2m− 1
2m
)
−
(
d+ 2m− 3
2m− 2
)}
.
where the last equality follows by the fact d+4m−2d−2 C
((d−2)/2)
2m (1) = dim(Harm2m(R
d))
(see [3]).
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Let n be an positive integer. For j = 0, . . . , k, we obtain approximate sine func-
tions
S1(n; k, d) =
n−1∑
l=0
(−1)2l
(4l+ 1)!
(
2j + 1
2k + 1
π−
)4l+1
−
n−1∑
l=0
1
(4l+ 3)!
(
2j + 1
2k + 1
π+
)4l+3
,
S2(n; k, d) =
n−1∑
l=0
(−1)2l
(4l+ 1)!
(
2j + 1
2k + 1
π+
)4l+1
−
n−1∑
l=0
1
(4l + 3)!
(
2j + 1
2k + 1
π−
)4l+3
+
(π+)
4n
(4n)!
,
where π± are positive real numbers with π− < π < π+. These functions satisfy
S1(n; k, d) < sin((2j + 1)π/(2k + 1)) < S2(n; k, d). By using Lemma A.1 and the
above equations, we have
N1 :=
8
2k + 1
k∑
m=0
k−m∑
j=0
(S1(n; k, d))
2
{(
d+ 2m− 1
2m
)
−
(
d+ 2m− 3
2m− 2
)}
< |X1| < 8
2k + 1
k∑
m=0
k−m∑
j=0
(S2(n; k, d))
2
{(
d+ 2m− 1
2m
)
−
(
d+ 2m− 3
2m− 2
)}
=: N2.
By choosing the suitable values n and π±, we see that (A.1) are not integers when (i)
k = 3, 3 ≤ d ≤ 30, (ii) k = 5, 3 ≤ d ≤ 90.
For example, for (k, d) = (3, 20), by substituting n = 5, π+ = 3.14160 and
π− = 3.14159, we obtain
47868.2 < N1 < |X1| < N2 < 47868.8.
When (k, d) = (5, 80), by substituting n = 11, π+ = 3.1415926535898 and π− =
3.1415926535897, we obtain
318122993450.96< N1 < |X1| < N2 < 3.18122993450.99.
It remains to consider the case when d = 2. Since the radii and weights of minimal
formulas of degree 4k + 1 are determined by Lemma 4.3. By applying these values
to the equation in [5, Theorem 3.1.1 (2)], we easily see that there exists no two-
dimensional minimal formula, which completes the proof.
Acknowledgments. This research started during the second and third author’s
visit at the University of Texas at Brownsville, 2010, under the sponsorship of the
Japan Society for the Promotion of Science. They would like to express their sincerest
appreciation to Oleg Musin for his hospitality and discussions throughout this work.
The first author is deeply grateful to Hiroyuki Matsumoto for fruitful discussions.
The third author would also like to thank Eiichi Bannai, Etsuko Bannai, Yuan Xu for
many valuable comments for the present work.
REFERENCES
[1] B. Bajnok, On Euclidean designs, Adv. Geom., 6 (2006), pp. 423–438.
[2] E. Bannai, private communication.
[3] Ei. Bannai and Etsu. Bannai, Tight Gaussian 4-designs, J. Algebraic Combin., 22 (2005),
pp. 39–63.
[4] Ei. Bannai and Etsu. Bannai, Tight 9-designs on 2 concentric spheres, to appear in J. Math.
Soc. Japan, arXiv:1006:0443v1.
12 M. HIRAO, H. NOZAKI, M. SAWA, AND V. VATCHEV
[5] Ei. Bannai, Etsu. Bannai, M. Hirao, and M. Sawa, Cubature formulas in numerical analysis
and Euclidean tight designs, European J. Combin., 31 (2010), pp. 423–442.
[6] Ei. Bannai and R.M. Damerell, Tight spherical designs, II, J. London Math. Soc., 21 (1980),
pp. 13–30.
[7] Etsu. Bannai, On antipodal Euclidean tight (2e+1)-designs, J. Algebraic Combin., 24 (2006),
pp. 391–414.
[8] P. Delsarte, J.M. Goethals, and J.J. Seidel, Spherical codes and designs, Geom. Dedicata,
6 (1977), pp. 363–388.
[9] P. Delsarte and J.J. Seidel, Fisher type inequalities for Euclidean t-designs, Lin. Algebra
Appl., 114–115 (1989), pp. 213–230.
[10] C.F. Dunkl and Y. Xu, Orthogonal Polynomials of Several Variables, Encyclopedia of Math-
ematics and its Applications, 81. Cambridge University Press, 2001.
[11] A. Haegemans, Tables of circularly symmetrical integration formulas of degree 2d−1 for two-
dimensional circularly symmetrical regions, Report TW 27, K.U. Leuven Applied Mathe-
matics and Programming Division, 1975.
[12] M. Hirao and M. Sawa, On minimal cubature formulae of small degree for spherically sym-
metric integrals, SIAM J. Numer. Anal., 47 (2009), pp. 3195–3211.
[13] V.I. Krylov, Approximate Calculation of Integrals, Macmillam, 1962.
[14] D.G. Larman, C.A. Rogers, and J.J. Seidel, On two-distance sets in Euclidean space, Bull.
London Math. Soc., 9 (1977), pp. 261–267.
[15] T. Lyons and N. Victoir, Cubature on Wiener space, Stochastic analysis with applications
mathematical finance, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 460 (2004),
pp. 169–198.
[16] H.M. Mo¨ller, Kubaturformeln mit minimaler Knotenzahl, Numer. Math., 35 (1976), pp. 185–
200.
[17] H.M. Mo¨ller, Lower bounds for the number of nodes in cubature formulae, Numerische Inte-
gration (Tagung, Math. Forschungsinst., Oberwolfach, 1978), pp. 221–230, Internat. Ser.
Numer. Math., 45, Birkha¨user, Basel-Boston, Mass., 1979.
[18] I.P. Mysovskikh, Construction of cubature formulae, Vopr. Vychisl. i Prikl. Mat. Tashkent,
32 (1975), pp. 85–98.
[19] I.P. Mysovskikh, Interpolatory cubature formulas, Nauka, Moscow, 1981 (in Russian).
[20] A. Neumaier and J.J. Seidel, Discrete measures for spherical designs, eutactic stars and
lattices, Nederl. Akad. Wetensch. Indag. Math., 50 (1988), pp. 321–334.
[21] M.V. Noskov and H.J. Schmid, On the number of nodes in n-dimensional cubature formulae
of degree 5 for integrals over the ball, J. Comput. Appl. Math., 169 (2004), pp. 247–254.
[22] H. Nozaki, A generalization of Larman-Rogers-Seidel’s theorem, preprint, arXiv:0912.2387v3.
[23] J. Radon, Zur mechanischen Kubatur, Monatsh. Math., 52 (1948), pp. 286–300.
[24] S.L. Sobolev and V.L. Vaskevich, The Theory of Cubature Formulas, Mathematics and its
Applications, 415. Kluwer Academic Publishers Group, Dordrecht, 1997.
[25] G. Szego¨, Orthogonal Polynomials (4th ed.), American Mathematical Society, Providence,
R.I., 1975.
[26] A.H. Stroud, Approximate Calculation of Multiple Integrals, Prentice-Hall Series in Automatic
Computation. Prentice-Hall, Inc., Englewood Cliffs, N.J., 1971.
[27] P. Verlinden and R. Cools, On cubature formulae of degree 4k+1 attaining Mo¨ller’s lower
bound for integrals with circular symmetry, Numer. Math., 61 (1992), pp. 395–407.
[28] N. Victoir, Asymmetric cubature formulae with few points in high dimension for symmetric
measures, SIAM J. Numer. Anal., 42 (2004), pp. 209–227.
[29] W. Watkins and J. Zeitlin, The minimal polynomial of cos(2pi/n), Amer. Math. Monthly,
100 (1993), pp. 471–474.
[30] Y. Xu, Minimal cubature formulae for a family of radial weight functions, Adv. Comput.
Math., 8 (1998), pp. 367–380.
[31] Y. Xu, Constructing cubature formulae by the method of reproducing kernel, Numer. Math.,
85 (2000), pp. 155–173.
[32] Y. Xu, Lower bound for the number of nodes of cubature formulae on the unit ball, J. Com-
plexity, 19 (2003), pp. 392–402.
