We propose new model selection criteria based on generalized ridge estimators dominating the maximum likelihood estimator under the squared risk and the Kullback-Leibler risk in multivariate linear regression. Our model selection criteria have the following favorite properties: consistency, unbiasedness, uniformly minimum variance. Consistency is proven under an asymptotic structure p n → c where n is the sample size and p is the parameter dimension of the response variables. In particular, our proposed class of estimators dominates the maximum likelihood estimator under the squared risk even when the model does not include the true model. Experimental results show that the risks of our model selection criteria are smaller than the ones based on the maximum likelihood estimator and that our proposed criteria specify the true model under some conditions.
Introduction
Model selection criteria such as AIC (Akaike (1971) ) and Cp (Mallows (1973) ) have been used in various applications and their theoretical properties have been extensively studied. We consider a model selection problem in a multivariate linear regression based on a kind of generalized ridge estimators. The multivariate linear regression considered in this paper has p response variables on a subset of k explanatory variables, and the response is contaminated by a multivariate normal noise. This model, in which the response is multivariate, is thus an extension of multiple linear regression, where the response is univariate. Applications of multivariate linear regression include genetic data analysis, (e.g., Gharagheizi (2008) ) and multiple brain scans (e.g., Basser and Pierpaoli (1998) ). Multivariate linear regression is written as
where Y is an n × p observation matrix of p response variables, A is an n × k observation matrix of k explanatory variables, B is a k × p unknown matrix of regression coefficients, Σ is a p × p unknown covariance matrix, k is a nonstochastic number, and n is the sample size. We assume that, for all n ≥ k, n − p − k − 1 > 0 and that rank(A) = k.
The purpose of the model selection problem is to select an appropriate subset of regression coefficients. Suppose that J denotes a subset of the index set of coefficients F = {1, ..., k}. J denotes the power set of F , and k J denotes the number of elements that J contains, that is, k J = |J|. Then, the candidate model corresponding to the subset J can be expressed as
where A J is an n × k J matrix consisting of the columns of A indexed by the elements of J, and B J is a k J × p unknown matrix of regression coefficients. We assume that the candidate model corresponding to J * ∈ J is the true model.
One way to perform model selection in multivariate linear regression is to apply the well known model selection criteria such as AIC (Akaike (1971) ), AICc (Bedrick and Tsai (1994) ), Cp (Mallows (1973) ), and MCp (Fujikoshi and Satoh (1997) ). These criteria are unbiased or asymptotic unbiased estimators of the squared risk and the Kullback Leibler risk that are defined as follows:
where Φ is an estimator of B, f is the true probability density of Y , andf is a predictive density ofỸ conditional to Y whereỸ is the independent copy of Y . Cp and MCp are unbiased estimators of the squared risk of the maximum likelihood estimator, and AIC and AICc are asymptotic unbiased and unbiased estimators, respectively, of the Kullback-Leibler risk of the maximum likelihood estimator. In particular, it is shown that MCp and AICc are uniformly minimum variance unbiased estimators of their corresponding risks (Davies et al. (2006) ). One important property of a model selection criterion is consistency, that is, it selects the true model asymptotically in probability. Fujikoshi et al. (2014) showed consistency of AIC, AICc , Cp and MCp under an asymptotic structure p n → c and some conditions in multivariate linear regression, although they are not consistent in usual univariate settings. Besides model selection criteria corresponding to the maximum likelihood estimator as introduced above, some authors have studied those corresponding to other estimators that might dominate the maximum likelihood estimator. Yanagihara and Satoh (2010) investigated an unbiased estimator of the squared risk of the ridge estimator. They developed a model selection criterion to select the model candidate and the parameter of the ridge estimator simultaneously. Furthermore, although Nagai et al. (2012) proposed the model selection criterion of this type, it is not based on estimators that are rigorously proven to dominate the maximum likelihood estimator.
In this paper, we propose new model selection criteria for multivariate linear regression based on new shrinkage estimators dominating the maximum likelihood estimator under the given risks. In particular, even when the model does not include the true model, our proposed estimator dominates the maximum likelihood estimator under the squared risk. Moreover, our model selection criteria have the following favorite properties: consistency, unbiasedness, and uniformly minimum variance. Furthermore, our model selection criteria have closed forms that are given by modifying AICc and MCp.
We construct a class of Bayes estimators that dominate the maximum likelihood estimator under the risks and have a form of the generalized ridge estimator. The generalized ridge estimator of multivariate linear regression is a class of estimators that can be written as
where
. In other words,
Our estimator is related to the generalized Bayes estimator proposed by Maruyama and Strawderman (2005) for linear regression, the Stein type estimator proposed by Konno (1991) for multivariate linear regression, and the generalized Bayes estimator proposed by Tsukuma (2009) for multivariate linear regression. In contrast to these estimators, our estimators enable us to construct closed-form model selection criteria based on them. Moreover, as stated above, it is shown that the criteria have several favorable statistical properties. Since our model selection criteria are based on the generalized ridge estimators dominating the maximum likelihood estimator, it is expected that the risks of our estimators on the models selected by our model selection criteria are smaller than the risks of the maximum likelihood estimator on the models selected by MCp and AICc. We carry out numerical experiments to show the properties of our method. The contents of this paper are summarized as follows. In Section 2, we list the classes of estimators dominating the maximum likelihood estimator under the squared risk and the Kullback-Leibler risk. Our estimator is given as a Bayes estimator, and eventually, it is shown that it has the same form as a generalized ridge estimator. By setting the hyper parameters of our Bayes estimator appropriately, we derive the class of estimators dominating the maximum likelihood estimator under the squared risk and the Kullback-Leibler risk. In Section 3, we construct model selection criteria based on the estimators in the classes proposed in Section 2. It is also shown that our model selection criteria are uniformly minimum variance unbiased estimators of the two risks respectively and have consistency. In Section 4, we give numerical comparisons between our model selection criteria with AIC, AICc and MCp. In Section 5, we provide the discussion and conclusions.
Generalized ridge estimator
In this section, we construct a class of Bayes estimators that have the form of the generalized ridge estimator and dominate the maximum likelihood estimator under the squared risk and the Kullback-Leibler risk. To derive the estimator, we rotate the coordinate and construct the Bayes estimator that can be considered as a generalized ridge estimator on the coordinate. It is shown that the Bayes estimator with tuned hyper parameters dominates the maximum likelihood estimator under the squared risk and the Kullback-Leibler risk. Then, the Bayes estimator is minimax because the maximum likelihood estimator is minimax optimal with constant risk. In particular, in the case of the squared risk, it is not necessary that the candidate model includes the true model. However, in the case of the Kullback-Leibler risk, this property is shown only on models that include the true model.
First, we give a coordinate transformation on Y to derive the estimator. Let Q J be an n × n orthogonal matrix such that
Then (X J , Z J ) has the joint density given by
With this transformation, the squared risk can be rewritten as
where Φ J is an estimator of Θ J . Note that the maximum likelihood estimator of Θ J is given by X J , and thus X J is minimax optimal. We construct the Bayes estimator of Θ J so that it dominates the maximum likelihood estimator under the squared risk and the Kullback-Leibler risk.
Derivation of the estimator
In this subsection, we derive a Bayes estimator that is based on the following prior distribution:
where Λ J and C J are diagonal matrices:
, and π(Σ) is any distribution on the positive definite matrices such that E Σ −1 |X J , S J and
Theorem 1
The Bayes estimator based on the prior (1) and (2) is given bŷ
and (I kJ + F J ) −1 is given by
Therefore, the joint density of (
is regarded as the generalized ridge estimator.
The Bayes estimator is close to the multivariate form of Maruyama (2005) . While he defined a prior of Λ J as univariate, in this paper, Λ J is a hyper parameter. Since his estimator does not have a closed form, we change the prior to construct the Bayes estimator expressed in a closed form. We consider a plug-in predictive density by using this Bayes estimator even for the KullbackLeibler risk because it is easy to handle.
Generalized ridge estimator under the squared risk
In this subsection, we set the parameters of the generalized ridge estimator and show that it dominates the maximum likelihood estimator under the squared risk for any candidate model. In many studies, although several generalized ridge estimators have been examined, they assume that the candidate model includes the true model. However, this paper does not make this assumption.
In the following theorem, we give sufficient conditions of the parameters so that the Bayes estimatorB J,B dominates the maximum likelihood estimatorB J under the squared risk.
Theorem 2
Let
F x J,kJ ) and assume that
Then,
because of the following reason. If we use S J and not S F , we need to assume that the candidate model J includes the true model to show thatB J,B dominatesB J . Moreover, in this case, we do not obtain a closed form of the model selection criterion. However, by employing our definition of C J , we obtain an unbiased estimator of the risk by slightly modifying MCp.
While the assumption (i) of this theorem gives the condition of Λ J , we may simply set λ
The assumption (ii) of this theorem means a restriction of the dimension. In particular, p ≥ 3 is the same condition as that under which Stein's estimator dominates the maximum likelihood estimator with respect to the squared risk. The assumption (iii) is to ensure that the candidate models contain the true model.
Each row ofB J,B is similar to the Stein's estimator. Furthermore,B J,B dominatesB J under the squared risk when the model J includes the true model. However, this is not obvious when the model J does not include the true model. Furthermore, from the form of lows ofB J,B and the fact that Stein's estimator is not admissible,B J,B is not admissible. However, we employ this form rather than pursuing a statistically optimal one because of its computational efficiency. In fact, the model selection criteria based on the estimator can be analytically computed as shown later.
Proof. From the assumption (iii), without loss of generality, we may regard J * as F . Therefore, let B J * be B F and A J * be A F . For
Therefore it is sufficient to show that the sum of the second and third terms is non-positive. From the definitions of X J and S F ,
⊤ . From the definition of W J and the joint density of (X J , S J ), the joint density of w J,1 , w J,2 , ..., w J,kJ , Z F , and
From the Fisher-Cochran theorem and the definitions of W J and S F , w J,
Y are independent for a fixed model J. Therefore, from Lemma 2.1 of Kubokawa and Srivas-tava (2001) , the second term is given by
Similarly, from the proof of Proposition 2.1 of Kubokawa and Srivastava (2001) 
Therefore, from the assumptions (i) and (ii), the sum of the second and third terms is given by
Generalized ridge estimator under the Kullback-Leibler risk
In this subsection, we set the parameters of the generalized ridge estimator and show that it dominates the maximum likelihood estimator under the Kullback-Leibler risk when the candidate model includes the true model. We consider a plug-in predictive density that is obtained by plugging-in estimators to B J and Σ to construct a model selection criterion which is given in a closed form.
LetΣ J be the maximum likelihood estimator of Σ on the model J. Then we obtain the condition of the parameters under which the plug-in predictive density withB J,B andΣ J dominates the plug-in predictive density withB J and Σ J under the Kulback-Leibler risk.
Theorem 3
In the case of the Kullback-Leibler risk, we exclude the case where the candidate model does not include the true model. The reason is as follows. Our estimator is not of the covariance but the mean. However, the plug-in predictive density depends on not only the mean but also the covariance and thus the predictive performance is affected by the estimation performance of covariance.
This makes it difficult to analyze whether the plug-in predictive density dominates the maximum likelihood estimator in the case where J * ⊂ J. Even for this situation, it might be possible to construct a plug-in predictive density that dominates the plug-in predictive density with the maximum likelihood estimator. However, our main purpose is to construct a model selection criterion, and thus, we do not pursue this problem in this paper.
Proof. From the assumption (iii), without loss of generality, we regard J * as J. The Kullback-Leibler risk of the plug-in predictive density based on B J,B andΣ J is given by
Thus, the first terms depends on only the true distribution and not on the plug-in predictive density. The integrand of the second term can be written as
The third term of this expression can be written as
Similarly, log f (Ỹ |B J ,Σ J ) can be written as
Therefore,
The second term of the last expression above is evaluated by
Then from Lemma 2.1 of Kubokawa and Srivastava (2001) , the first term is given by 
and let
. From the definitions of w J,i , u J,i,1 , u J,i,2 and v J,i,2 , they are independent. Therefore,
Therefore from the assumptions (i) and (ii), this implies that
Model selection criterion
In this section, we construct model selection criteria based on the generalized ridge estimators that are proposed in Section 2. We show that the model selection criteria are unbiased estimators of the risks of the generalized ridge estimators. Moreover, we show that they are uniformly minimum variance unbiased estimators and have consistency.
We consider a noncentrality matrix to show consistency. Let r J = k F − k J and
Then, we can expressΩ J = Γ ⊤ J Γ J where Γ J is an r J × p matrix because the rank ofΩ J is at most r J . Moreover, let
where Ω J and Ξ J are r J ×r J matrices. We call Ω J the noncentrality matrix of Y on J and let the rank of Ω J be denoted by γ J . We assume that γ J is independent of n and p. Intuitively, Ω J represents "magnitude" of model misspecification. Indeed, it holds that
J is perpendicular to the range of A J * .
Modified MCp
In this subsection, we propose a model selection criterion that is a modification of MCp under the squared risk. MCp is the estimator of the squared risk with the maximum likelihood estimator and given by
where MCp(J) is MCp under a model J. We construct a model selection criterion based on the generalized ridge estimator dominating the maximum likelihood estimator. Let Λ J = diag dJ,1(p−2) n−kF −p+3 , ...,
The risk is minimum with this setting. Then
by the proof of Theorem 2. Based on this observation, we propose to use ZMCp as an unbiased estimator of R S (B J * , Σ,B J,B ) under a model J, which is defined as
The model selection criterion has the following properties.
Theorem 4
ZMCp is a uniformly minimum variance unbiased estimator of the squared risk when J * ∈ J .
Theorem 5
Assume that
The fact of Theorem 4 is obvious by Section 4 of Davies et al. (2006) because ZMCp is described by complete sufficient statistics. The theorem means that ZMCp is the best unbiased estimator of the squared risk of the generalized ridge estimator.
Theorem 5 is seen as an extension of Fujikoshi et al. (2014) . He showed that MCp has consistency under similar conditions to Theorem 5.2 of his paper. The difference between the conditions of our result and his is fourth condition. The assumption (iv) is to ensure that the regression coefficients do not have strong correlation, and hence, we can distinguish the candidate models. His conditions do not contain the assumption (iv). The assumption (iv) is necessary for the consistency of ZMCp because ZMCp cannot select the true model when the true model has strong correlation of regression coefficients.
Proof. From Fujikoshi et al. (2014) , we can express the differences between MCp(J) and MCp(J * ) as
is the noncentral Wishart distribution that has degree of freedom k, scale matrix Σ and noncentral matrix Ω. Moreover, L J and M J are independently distributed for a fixed model J (but L J and L J ′ (or M J and M J ′ ) for different J, J ′ ∈ J could be depended.). Based on a well-known asymptotic method on Wishart distributions, we can see that under assumptions (ii) and (iii)
In the case of J * ⊂ J, from (3),
Therefore, from (4),
Similarly, in the case of J * ⊂ J, from (3),
From the definitions of x J,i and Z F , letting η J,i = (D J P
Modified AICc
In this subsection, we propose a model selection criterion that is a modification of AICc under the Kullback-Leibler risk. AICc is the estimator of the Kullback-Leibler risk with the maximum likelihood estimator and given by AICc(J) = n log 1 n S J + np log 2π
where AICc(J) is AICc under a model J. As in MCp, we consider the generalized ridge estimator and construct an unbiased estimator of the Kullback-Leibler risk corresponding to that. R KL (B J * , Σ,f (·|B J,B , Σ J )) is given by
by the proof of Theorem 3. In contrast to AICc which is the unbiased estimator of R KL (B J * , Σ,f (·|B J , Σ J )), we denote by ZKLIC an unbiased estimator of R KL (B J * , Σ,f (·|B J,B , Σ J )) under a model J which is given by
Theorem 6
ZKLIC is a uniformly minimum variance unbiased estimator of the Kullback-Leibler risk when J * ⊂ J.
Theorem 7
were evaluated. In the experiment to evaluate the risks of the selected models, we employed n = 100, 200 and p/n = 0.04, 0.06, ..., 0.8. In the experiment to evaluate the probability of selecting the true model, we employed n = 100, 200, 400, 600 and p/n = 0.04, 0.06, ..., 0.8. The true model was determined by B J * = (1, −2, 3, −4, 5) ⊤ 1 ⊤ p , J * = {1, 2, 3, 4, 5}, and the (a, b)-th element of Σ was defined by (0.8) |a−b| (a = 1, ..., p; b = 1, ..., p). Here, 1 p is the p-dimensional vector of ones. Thus, J 1 , J 2 , J 3 , and J 4 are underspecified models, and J 6 , J 7 , J 8 , J 9 , and J 10 are overspecified models. Explanatory variables A is generated in two different ways: in Case 1, A a,b = u Figure 2 show the squared risks of the selected models by MCp and ZMCp. While Figure 3 and Figure 4 show the Kullback-Leibler risks of the selected models by AIC, AICc, and ZKLIC, the constant part depending on the true distribution was subtracted. In Case 1, it is seen that ZMCp largely improves MCp. On the other hand, in Case 2, the difference between the squared risks of the selected models is not as much as that in Case 1. The reason is that the explanatory variables have larger correlation in Case 1 than in Case 2, and the generalized ridge estimator is more robust against the correlation. Figure 5 and Figure 6 show the probability of selecting the true model by each model selection criterion. In Figure 6 , the probability of selecting the true model by our model selection criteria is large when the sample size is large. However, in Figure 5 , this probability is small; the matrix of regression coefficient has large correlation. Furthermore, the probabilities of selecting the true model by our model selection criteria are smaller than those of existing ones in each case. The reason for this is that the variance of our model selection criteria is bigger than those of the existing ones. Although the risks of our model selection criteria are smaller than the ones based on the maximum likelihood estimator, the probability of selecting the true model by our criteria is worse than their probabilities. This is because predictive efficiency and consistency are not compatible (Yang (2005) ) and our criteria are specialized in making the risk smaller.
Conclusion
In this paper, we proposed model selection criteria based on the generalized ridge estimator, which improves the maximum likelihood estimator under the squared risk and the Kullback-Leibler risk, in multivariate linear regression. Moreover, we showed that our model selection criteria have the same properties as MCp, AIC, and AICc in a high-dimensional asymptotic framework. We demonstrated through the numerical experiments that our model selection criteria have better performances in terms of the risks than the ones based on the maximum likelihood estimators, especially when the matrix of regression coefficients has strong correlation.
