The * -algebra M2 ⊗ M2 models a pair of qubits. We show in detail that M3 ⊕ C models an unordered pair of qubits. Then we use the late 19 th century Schur-Weyl duality, to characterize the * -algebra that models an unordered n-tuple of d-level quantum systems. With more elementary Representation Theory and Number Theory, we characterize the quantum cycles. We finish with a characterization of the von Neumann algebra that models the unordered words.
Finite dimensional * -algebras together with (completely) positive unital maps in the opposite direction, model finite dimensional quantum computation. The * -algebras are the types (systems): a single qubit M 2 a single qutrit M 3 an ordered pair of qutrits M 3 ⊗ M 3 a bit C 2 a qbit or a qutrit M 2 ⊕ M 3
More general, writing type for the * -algebra that models type:
n-level quantum system = M n n-level classical system = C n (ordered) pair of t and s = t ⊗ s t (classical) or s = t ⊕ s .
The (completely) positive untial maps in the opposite directions are the programs (operations). For example:
1. Measure a qubit in the standard basis m : M 2 ← C 2 (qubit → bit) (λ, µ) → λ |0 0| + µ |1 1| 2. Apply Hadamard gate to a qubit h : M 2 ← M 2 (qbit → qbit) a → H † aH, where H = These basic quantum types are well known. But what about an unorderd pair of qubits? An unordered pair of bits is simply a trit (00, 01 = 10 or 11). However, we will see an unordered pair of qubits is not a qutrit, but rather M 3 ⊕ C.
In Section 1, we prove this in detail to get a feel for this surprising result. Then in Section 2, we characterize the * -algebras that model unordered ntuples of d-level quantum systems using late 19 th century Schur-Weyl duality. With more elementary representation theory, we characterize the * -algebra for qubit 3-cycles in Section 3. Then, with some number theory, we characterize arbitrary quantum cycles in Section 4. We finish with a characterization of the von Neumann algebra for the quantum unordered words in Section 5. Then we will have proved the following.
System
Model unordered pair of qubits
Unordered pair of qubits
The Hilbert space that models a pair of qubits is C 2 ⊗ C 2 . Write H = C 2 ⊗ C 2 . Let σ : H → H denote the unitary map that flips the two qubits:
A natural category for finite-dimensional quantum computation is Star op PU . The objects are finite-dimensional unital * -algebras. The arrows are positive unital linear maps in the opposite direction.
The * -algebra that models a pair of qubits is B(H) ∼ = M 4 . The map that switches the two qubits, is given by the following map in the opposite direction:
The * -algebra for an unordered pair of qubits is given by the coequalizer of id and B(σ) in Star op PU . This is the equalizer of B(σ) and id in Star PU , which is simply given by the following subalgebra of M 4 E = {a; a ∈ M 4 ; σaσ = a} ⊆ M 4 .
We write S for the symmetric part of H:
One might expect: E = B(S). This is not the case. There is another summand of E. First, a small detour.
It is easy to verify that the projection onto S is given by
which is called the symmetrizer. The complementary projection
projects onto the antisymmetric subspace of V , which is given by A = {v; v ∈ H; σv = −v}.
By considering the images of the standard basis vectors under P A and P S , it is easy to determine that
are orthonormal bases for S and respectively A. There is a map i :
Its image, Im i, is actually the equalizer E. We have to show both inclusions. First, suppose a ∈ Im i. Then a = P S aP S + P A aP A . Note that σP S = P S σ = P S and σP A = P A σ = −P A . Thus:
Hence a ∈ E.
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Conversely, suppose a ∈ E. First note a = P S aP S + P A aP A + P S aP A + P A aP S . Now since σaσ = a, we have:
Thus P S aP A = −P A aP S . Their images are orthogonal, hence P S aP A = P A aP S = 0. So a = P S aP S + P A aP A , and hence a ∈ Im i.
At first one might be surprised that the antisymmetrical vector
|10 of H is a possible state of an unordered pair of qubits, since σ switches its sign. The explanation is simple: in * -algebras, two states that differ only by global phase are identified. Thus the antisymmetrical vector is symmetric up to global phase −1.
An astute reader might note that we have proven a bit more: the * -algebra associated to an unordered pair of d-level quantum systems is given by B(A) ⊕ B(S) as well, where
Unordered tuples
We define an unordered n-tuple of d-level quantum systems as follows. Consider the Hilbert space (C d ) ⊗n . A permutation of n elements π ∈ S n acts on it in a obvious way, by permuting the basis vectors as follows:
( 1) The equalizer of all π ∈ S n in Star PU is the * -algebra for unordered n-tuples of d-level quantum systems. It is given by the following subalgebra of
We will demonstrate that
First, we will review some of the basics of the representation theory of finite groups. Then we will introduce Schur-Weyl duality and use it to prove the result.
A representation ρ of a group G is a group homomorphism ρ : G → GL(V ) for some vector space V . Often, one refers to the vector space V as the representation instead of the group homomorphism.
The vector space (C d ) ⊗n is a representation of S n , by the action given in equation (1). For any group G, consider ρ trivial : G → GL(C) given by ρ trivial (g) = I. This is called the trivial representation.
Given two respresentations ρ :
That is: linear maps that commute with the group actions of the representations. Often, one leaves out the σ and writes gv instead of σ(g)v.
Now, it is important to note that
. A representation is called indecomposable, if it is not the direct sum in this way of two other representations.
Given a representation on a vector space V and a subspace U , one calls U invariant (under G) if for every u ∈ U and g ∈ G we have gu ∈ U . A representation on V is called irreducible if the only invariant subspaces are {0} and V itself. This intentionally implies that the unique representation on the zero-dimensional vector space is not irreducible, for the same reason that 1 is not prime and ∅ is not connected as a topological space.
A slightly surprising, but welcome theorem, is that a representation of a finite group is indecomposable if and only if it is irreducible. Furthermore, every representation is the direct sum of irreducible representations uniquely (up to isomorphism). See [FH, Proposition 1.5] .
Thus there are distinct irreducible representations U λ and natural num-
and hence
Now, given a morphism between representations, it is easy to see that its kernel and image are invariant. Thus, the only morphisms between irreducible representations are invertible or zero maps. This is the first part of Schur's lemma. Consequently
The second part of Schur's lemma is the following observation. Suppose we have a endomorphism f of an irreducible representation V . Since the base field C is algebraically closed, f must have an eigenvalue λ, which is to say that f − λI has non-trivial kernel. The map f − λI is itself a morphism of representations, and since V is irreducible, ker(f − λI) = V and so f − λI = 0. That is to say: f = λI. Thus endomorphisms of irreducible representations are scalar multiples of the identity. We deduce
Thus, if we know the irreducible representations of S n and their multiplicities in (C d ) ⊗n , then we know E. Schur-Weyl duality solves this problem for us. Actually, it gives a correspondence between the irreducible representations of
⊗n is a representation of GL(d), via the following action
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The Schur-Weyl duality asserts
where U λ are irreducible representations of S n and V λ are irreducible representations of GL(d). See [FH, Exercise 6.30] . Thus m λ = dim V λ . Together with the duality statement, we are given explicit constructions for U λ and V λ . See [FH, Theorem 4.3] and [FH, §6.1] . From this one can derive [FH, Theorem 6.3 (
In particular, in the case of unordered n-tuples of qubits, we see
3-cycle of qubits
A 3-cycle of qubits is given by the equalizer
The cyclic subgroup C 3 of S 3 contains {(), (1 2 3), (1 3 2)}. We can use the same argument as before, to derive that E ∼ = M mi , where m i is the multiplicity of the ith irreducible representation of C 3 in C 2 ⊗ C 2 ⊗ C 2 . However, Schur-Weyl duality does not apply. We need to determine the multiplicities m i in another way.
To this end, we will introduce the theory of characters. Given a representation ρ : G → GL(V ). For each g ∈ G we can consider the trace Tr ρ(g). This yields a map χ V = Tr •ρ : G → C, which is called the character of ρ.
Note that by the cyclic property of the trace, we have for any character χ that χ(h −1 gh) = χ(ghh −1 ) = χ(g). Thus on the same conjugacy class, a character will give the same value. Such a function is called a class function.
Using Schur's lemma one can work out that
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Also, using spectral decomposition, we can derive χ V ⊕W = χ V + χ W . Thus, for two such class functions α, β : G → C, one is lead to define
This turns out to be a Hermitian inner product on the class functions. In fact, with respect to this inner product Thus, to determine the multiplicities of the irreducible representations of C 3 in C 2 ⊗ C 2 ⊗ C 2 , it is sufficient to determine the character of C 2 ⊗ C 2 ⊗ C 2 and the characters of the irreducible representations of C 3 .
Lets determine the irreducible representations of C 3 . As C 3 is Abelian, its conjugacy classes are trivial. Write π for the generator of C 3 such that C 3 = {1, π, π 2 }. Thus, we are looking for #C 3 = 3 irreducible representations. The trivial representation maps every group element to the identity matrix. It has character (1, 1, 1). Then we two 1-dimensional representations given by π → (ω) and π → (ω 2 ), where ω = e 2 3
iπ . Using the inner product, we can compute that these are distinct irreducible representions. We summarize these results in a character table:
Now we compute the character χ of C 2 ⊗ C 2 ⊗ C 2 . This is particularly easy because of the way the action is defined: the value of the character on g is the number of basis vectors fixed by g. Thus:
We compute
Thus the * -algebra for a 3-cycle of qubits is given by
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A n-cycle of d-level quantum systems is given by the equalizer
First, we compute the irreducible representation of C n . Let π ∈ C n be such that C n = {1, π, π 2 , . . . , π n }. Note that by commutativity, the conjugacy classes are trivial. For any 0 ≤ k ≤ n, define a 1-dimensional representation ρ k by
where ω = e 2πi/n . Note that ρ 0 is the trivial representation. Now, observe
and Tr ρ j (π) = Tr ρ i (π) whenever i = j, so these are k distinct irreducible representations. The character table is given by
. . . . . .
Now we will compute that character χ of the representation on (C d ) ⊗n . The value of χ(π i ) is the amount of basis vectors that are fixed by π i . All basis vectors are fixed by 1 = π 0 , so χ(1) = d n . The only basis vectors fixed by π are of the form |vv . . . v . The general case is more subtle. For instance, suppose n = 4 and d = 2. Then |0101 is fixed by π 2 . Given 0 ≤ i < n. If a basis vector |v 1 . . . v n is fixed by π i , then we must have v j = v π i (j) = v π 2i (j) = . . . for any 0 ≤ j < n. If i is coprime to n, then {0, π i (0), π 2i (0), . . .} ranges over all indices and thus the basis vector must be of the form |vv . . . v . If j is not coprime to n, then {0, 1, . . . , n} splits into several equally sized orbits of π i . The size of each of them is the order of π i , which equals n gcd (i,n) . Thus the number of orbits is gcd(i, n). On each of the orbits, the basis vector has the same value, but is otherwise unrestricted. Thus there are d gcd(i,n) basis vectors fixed by π i . Thus χ(π i ) = d gcd(i,n) . Now, we will compute the multiplicity of the kth irreducible representation in ρ, which is given by (χ k , χ):
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Quantum words over a d-level quantum system are modeled by the infinite dimensional Hilbert space
Note that it only contains sequences that are square summable. The corresponding von Neumann algebra is the set of all bounded operators B(H).
We will define a representation ρ H of n∈N S n on H as follows.
We want to compute the equalizer of the actions, which is simply given by
where BRep( n S n )(H, H) denotes the represenation morphisms that are (as linear maps between Hilbert spaces) bounded. We cannot simply apply the same techniques as in Section 2. There are various difficulties. First off, H is infinite dimensional and the group n S n is not finite thus a priori we do not know whether H splits into irreducible representations of n S n . Secondly, the infinite product is not a coproduct anymore. We will work around these issues ad hoc.
Let i n : S n → n∈N S n denote the obvious inclusion and p n : B(H) → B((C d ) ⊗n ) the obvious projection. Then p n • ρ H • i n is the action we considered in (1). Recall that
and U λ are distinct irreducible representations for S n indexed by
which are called n-block Young diagrams of height at most d. The diagram λ is often depicted as a row of λ 1 blocks, then a row of λ 2 blocks beneath it and so on. All blocks are left justified. For instance, (4, 2, 0) is written as . Note that U λ for any λ ∈ Y n is an irreducible representation for n∈N S n as well, since S m acts trivially on U λ if m = n. However, not all U λ are distinct.
For each n ∈ N, there is the trivial representation of S n . They correspond to the Young diagrams of height 1 ( , , , . . . ). They are all isomorphic as representations of n∈N S n . The representation isomorphism between any two, is the unique non-zero map between the 1-dimensional subspaces. We will show all other representations are distinct.
The kernel of a representation, is the subgroup of elements that are sent to the identity operator. If two representations are isomorphic then their kernels and dimensions are the same.
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Given n, m ∈ N and λ ∈ Y n and µ ∈ Y m with λ = µ such that, without loss of generality, U λ is not a trivial representation.
Suppose n = m and U λ is isomorphic to U µ as representation of n∈N S n . Then it is also isomorphic via the same isomorphism as representation of S n = S m , quod non. Thus U λ and U µ are distinct.
For the remaining case, suppose n = m. U λ is not a trivial representation, thus there is an element π ∈ S n that is not in its kernel. If U µ is a trivial representation, then U λ and U µ must be distinct as they have different kernels. If U µ is not a trivial representation, then there is an element π ′ ∈ S m that is not in its kernel. By definition of the action on H, every element of S n is in the kernel of U µ . Thus U λ and U µ have different kernel. Hence they are distinct.
We have a direct sum decomposition of H into irreducible representations of n∈N S n : Using Schur's lemma and the fact that ⊕ is a biproduct, we derive
We have to be a bit more careful for the remaining summand, since is not a
