Let G/H be a compact 4-symmetric space of inner type such that the dimension of the center Z(H) of H is at most one. In this paper we shall classify involutions of G preserving H for the case where dim Z(H) = 0, or H is a centralizer of a toral subgroup of G.
Introduction
It is known that Riemannian k-symmetric spaces is a generalizations of Riemannian symmetric spaces. The definition is as follows:
Let G be a Lie group and H a compact subgroup of G. A homogeneous space (G/H, , ) with G-invariant Riemannian metric , is called a Riemannian k-symmetric space if there exists an automorphism σ of on G such that 1. G σ o ⊂ H ⊂ G σ , where G σ and G σ o is the set of fixed points of σ and its identity component, respectively, 2. σ k = Id and σ l = Id for any l < k,
The transformation of G/H induced by σ is an isometry.
We denote by (G/H, , , σ) a Riemannian k-symmetric space with an automorphism σ. Gray [5] classified Riemannian 3-symmetric spaces (see also Wolf and Gray [15] ). Moreover compact Riemannian 4-symmetric spaces is classified by Jeménez [7] . The structure of Riemannian ksymmetric spaces is closely rerated to the study of finite order automorphisms of Lie groups. Such automorphisms of compact simple Lie groups were classified (cf. Kac [8] and Helgason [6] ).
It is known that involutions on k-symmetric spaces are important. For example, the classifications of affine symmetric spaces by Berger [1] are, in essence, the classification of involutions on compact symmetric spaces G/H preserving H. Similarly, such involutions play an important role in the classification of symmetric submanifolds on compact symmetric spaces (cf. Naitoh [11] and [12] ).
On a compact 3-symmetric space (G/H, , , σ), an involution τ preserving H satisfies τ •σ = σ • τ or τ • σ = σ −1 • τ . The classification of affine 3-symmetric spaces ( [15] ) was made by classifying involutions τ satisfying τ • σ = σ • τ . Moreover, [13] and [14] classify halfdimensional, totally real and totally geodesic submanifold (with respect to the canonical almost complex structures) of compact Riemannian 3-symmetric spaces (G/H, , , σ) by classifying involutions τ on G satisfying τ • σ = σ −1 • τ .
In general, there exists an involution τ such that τ • σ • τ −1 = σ or σ −1 for Reimannian 4-symmetric spaces. These automorphisms do not appear in Riemannian symmetric spaces and 2000 Mathematics Subject Classification. Primary 53C30; Secondary 17B20, 53C35. 1 3-symmetric spaces. However, if the dimension of the center of H is at most one, each involution τ preserving H satisfies τ • σ • τ −1 = σ or σ −1 .
According to [7] , a compact simply connected Riemannian 4-symmetric space decomposes as a product M 1 × · · · × M r , where M i (1 ≤ i ≤ r) is compact, irreducible Riemannian 4-symmetric space. In this paper we treat a compact, irreducible Riemannian 4-symmetric space (G/H, , , σ) such that the dimension of the center of H is at most one. In purticular we classify involutions of G preserving H for the case where dim Z(H) = 0, or dim Z(H) = 1 and H is a centralizer of a toral subgroup of G. More precisely, let g and h be the Lie algebras of G and H, respectively. Then we first prove that there exists a maximal abelian subalgebra t of g contained in h such that τ (t) = t for any involution τ preserving h. Except for the case where dim Z(H) = 1 and τ • σ • τ −1 = σ −1 , we classify involutionsτ of the root system of h with respect to t. Moreover, for each involutionτ (τ = Id) of the root system of h, we prove that there exists an involution τ 0 preserving h such that τ 0 | h =τ . Then each involution τ can be written as τ = τ 0 •Ad(exp √ −1h) or τ = Ad(exp √ −1h) for some √ −1h ∈ t since τ | t is an involution of the root system of h, and we obtain all τ by considering conjugations within automorphisms preserving h. For the case where dim Z(H) = 1 and τ • σ • τ −1 = σ −1 , using graded Lie algebras, we classify all τ by an argument similar to that in [13] .
According to [14] , for 3-symmetric spaces (G/H, , , σ) with dim Z(H) = 0, each involution τ with τ • σ • τ −1 = σ −1 preserving H is obtained from a grade-reversing Cartan involution of some graded Lie algebra of the third kind. In the case where (G/H, , , σ) is 4-symmetric with dim Z(H) = 0 and τ • σ • τ −1 = σ −1 , we can see that there exists τ which is not obtained from a grade-reversing Cartan involution of any graded Lie algebra of the fourth kind.
The organization of this paper is as follows:
In Section 2, we recall the notions of root systems and graded Lie algebras needed for the remaining part of this paper. Moreover we recall some results on automorphisms of order k (k ≤ 4).
In Section 3, we remark on some relation between involutions of 4-symmetric space (G/H, , , σ) reserving H and root systems of the Lie algebra of G.
In Section 4, by using the results in Section 3, we describe the restrictions of involutions to the root systems for the case where the dimension of the center is zero.
In Section 5-8, we enumerate all involutions τ of compact 4-symmetric spaces such that τ (H) = H and the dimension of the center of H is zero, or H is a centralizer of a toral subgroup of G.
In Section 9, we describe some conjugations between involutions. In Section 10, by making use of the results in Section 5-8 together with conjugations in Section 9, we give the classification theorem of the equivalence classes of involutions.
Preliminaries

Root systems
Let g and t be a compact semisimple Lie algebra and a maximal abelian subalgebra of g, respectively. We denote by g C and t C the complexifications of g and t, respectively. Let ∆(g C , t C ) be the root system of g C with respect to t C and Π(g C , t C ) = {α 1 , . . . , α n } the set of fundamental roots of ∆(g C , t C ) with respect to a lexicographic order. For α ∈ ∆(g C , t C ), put (2.1) g α := {X ∈ g C ; [H, X] = α(H)X for any H ∈ t C }.
Since the Killing form B of g C is nondegenerate, we can define H α ∈ t C (α ∈ ∆(g C , t C )) by α(H) = B(H α , H) for any H ∈ t C . As in [6] , we take the Weyl basis {E α ∈ g α ; α ∈ ∆(g C , t C )} of g C so that
2 [E α , E −α ] = H α , [E α , E β ] = N α,β E α+β , N α,β ∈ R, N α,β = −N −α,−β , A α := E α − E −α , B α := √ −1(E α + E −α ) ∈ g.
We denote by ∆ + (g C , t C ) the set of positive roots of ∆(g C , t C ) with respect to the order. Then it follows that (2.2)
For α ∈ ∆(g C , t C ), define a Lie subalgebra su α (2) of g by (2.3) su α (2) := R √ −1H α + RA α + RB α ∼ = su(2).
We denote by t α the root reflection for α ∈ ∆(g C , t C ). Then there exists an extension of t α to an element of the group Int(g) of inner automorphisms of g, which is denoted by the same symbol as t α . Since the root reflection of su α (2) for α coincides with the restriction of t α to R √ −1H α and t α is the identical transformation on the orthogonal complement of R √ −1H α in t, the following lemma holds.
Lemma 2.1. There exists an element φ ∈ Int(su α (2))(⊂ Int(g)) such that φ| t = t α | t .
and denote the highest root δ by
We set
Then from (2.1) we have
Assume that g is simple. Then the following is known.
Lemma 2.2 ([10]
). Any inner automorphism of order 2 on g is conjugate within Int(g) to some
Remark 2.1. According to Lemma 2.2, for any inner automorphism τ H of order 2 on g, there exists an inner automorphism ν of g such that ν(H) ≡ K i (m i = 1 or 2) (mod 2Π(g C , t C )).
We write h ∼ k if τ h is conjugate to τ k within the group of inner automorphism of g.
If σ is conjugate to τ (1/2)h 5 , then a pair (g, g σ ) is 3-symmetric. Indeed, for example, if
, and hence (g, g σ )
is a 3-symmetric pair because τ (2/3)(Kp+Kq) is of order 3.
(2) Let z be the center of h. If σ = Ad(exp(π/2) √ −1h a ) (a = 0, 1, 2, 3), then the dimension of z is equal to a ( [7] ).
Graded Lie algebras
In this subsection we recall notions and some results on graded Lie algebras. Let g * be a noncompact semisimple Lie algebra over R. Let τ be a Cartan involution of g * and (2.5)
the Cartan decomposition of g * corresponding to τ . Let a be a maximal abelian subspace of p * and ∆ the set of restricted roots of g * with respect to a. We denote by Π = {λ 1 , . . . , λ l } the set of fundamental roots of ∆ with respect to a lexicographic ordering of a. We call a collection of
Let Π andΠ be fundamental root systems of noncompact semisimple Lie algebras g * and g * respectively. Partitions {Π 0 , Π 1 , . . . , Π m } of Π and {Π 0 ,Π 1 , . . . ,Π n } ofΠ are said to be equivalent if there exists an isomorphism φ from Dynkin diagram of Π to that ofΠ such that m = n and φ(Π i ) =Π i (i = 0, 1, . . . , n). Take a gradation
of ν-th kind on g * so that g * 1 = {0}. We denote by Z the charactiristic element of the gradation, i.e. Z is a unique element in p * ∩ g * 0 such that
be two graded Lie algebras. These gradations are said to be isomorphic if ν =ν and there exists an isomorphism φ : g * →ḡ * such that φ(g * i ) =ḡ * i (−ν ≤ i ≤ ν). Then the following holds.
Theorem 2.1 (Kaneyuki and Asano [9] ). Let g * be a noncompact semisimple Lie algebra over R and Π a fundamental root system of g * . Then there exists a bijection between the set of equivalent classes of partitions of Π and set of isomorphic classes of gradations on g * .
The bijection in the theorem is constructed as follows:
Then there is a unique Z in a such that λ(Z) = h Π (λ) for all λ ∈ ∆. For a partition {Π 0 , Π 1 , . . . , Π n } we obtain a gradation g * = ν i=−ν g * i whose charactiristic element equals Z. This correspondence induces a bijection mentioned in the theorem.
Define
Let t * be a Cartan subalgebra of g * such that a ⊂ t * . Take compatible orderings on t * and a.
We clarify the relation between K i and h j .
Lemma 2.5. Let λ i be any root in Π.
Proof. (1): Considering the classification of the Satake diagrams, for α p ∈ Π(g * C , t * C ), p = j, it follows that α p | a = 0 or α p | a = λ q for some q (q = i). Thus we have
(2): Similarly as above, for α p ∈ Π(g * C , t * C ), p = j, k, it follows that α p | a = 0 or α p | a = λ q for some q (q = i). Therefore
Riemannian 4-symmetric spaces
In this section we use the same notation as in Section 2. Let (G/H, , , σ) be a Riemannian 4-symmetric space with an inner automorphism σ of order 4. Let g and h be the Lie algebras of G and H, respectively. Note that h coincides with the set g σ of fixed points of σ. Choose a subspace m of g so that g = h + m is an Ad(H)-and σ-invariant decomposition. Let t be a maximal abelian subalgeba of g contained in h, and z the center of h.
Suppose that g is a compact simple Lie algebra. Let Aut h (g) be the set of automorphisms of g preserving h.
Proof. Since µ(h) = h, we obtain gσ = h, whereσ := µ • σ • µ −1 . In particular, we havẽ σ| t = Id t . Therefore, it follows from Proposition 5.3 of Chapter IX of [6] that there is √ −1Z ∈ t such that (3.1)σ = Ad(exp π 2 √ −1Z).
Since σ = Ad(exp(π/2) √ −1K i ) with m i = 3 or 4, we obtain E α j ∈ h C (j = i) and E α i ∈ h C . Moreover, since g σ = gσ = h, it follows from (3.1) that 
Proof. It is easy to see that z = R √ −1K i for some i with m i = 3. Since τ (h) = h, we have τ ( √ −1K i ) = ± √ −1K i , and therefore
This completes the proof of tha lemma.
(ii) Put
In the remaining part of this paper, we suppose that σ = Ad(exp(π/2) √ −1K i ) for some α i ∈ Π(g C , t C ) with m i = 3 or 4. If m i = 3, the Dynkin diagram of h is isomorphic to the extended Dynkin diagram of Π(g C , t C ) except α i and α 0 , and if m i = 4, it is isomorphic to that of Π(g C , t C ) except α i (cf. Theorem 5.15 of Chapter X of [6] ). We denote by Π(h) the fundamental root system of h corresponding to the Dynkin diagram of h.
. . , h m are simple ideals. From the classification of compact 4-symmetric pairs (g, h) ( [7] ), it follows that (i) h i ≇ h j for any i, j ∈ {1, . . . , m} (i = j), or (ii) there exists only one pair (p, q) such that
. Therefore we have a direct sum decomposition h i = k i ⊕ p i . Let a i be a maximal abelian subspace of p i and t i be a maximal abelian subalgebra of h i containing a i . We take a fundamental root system Π i = {λ 1 , . . . , λ n i } for the set of nonzero roots with respect to (h iC , t iC ). From Theorem 5.15 of [6] , there exists
is an automorphism of Π i of order 1 or 2. Hence we have
. Then by (3.4), we have τ (t) =t and τ (Π) =Π. Since there exist µ ∈ Int(h) and w ∈ W (h, t) such that µ(t) = t and w(µ(Π)) = Π(h), we obtain
which completes the proof of the lemma for the case (i).
The case (ii): If τ (h i ) = h i for i = 1, . . . , m, then by the same argument as in the case (i), we can prove the claim. Hence we assume that and τ (h p ) = h q and τ (h i ) = h i for i = p, q. Define isomorphisms τ 1 : h q −→ h p and τ 2 :
Since τ is an involution, it follows that
4. The case where dim z = 0
In the remaining part of this paper we use the same notation as in Section 2 and Section 3. Let (G/H, , , σ) be a Riemannian 4-symmetric space such that σ is inner and dim z = 0. From Lemma 2.4 together with Remark 2.2 we may suppose that σ = Ad(exp π 2 √ −1K i ) for some i with the property m i = 4.
According to Section 3 and Jiménez [7] , 4-symmetric pairs (g, h) satisfying the condition dim z = 0 are given by
Let τ be an involution of g preserving h. By Lemma 3.4, we may assume τ (t) = t and We denote
In the above case (i), since τ | t = Id t and τ (Π(h)) = Π(h), the possibility of τ | t is as follows:
Then we get
, and hence
By a similar argument as above, we obtain the following proposition.
Proposition 4.1. Suppose that dim z = 0. Let τ be an involution of g such that τ (h) = h and τ (Π(h)) = Π(h). Then all the possibilities of τ | t such that τ | t = Id t are given by Table 1 . 
For Type IV in Table 1 , it is easy to see τ (
Similarly, for Type I we get τ • σ = σ • τ and for the other types, we have
Finally, in order to compute the dimension of g τ , we prove the following Lemma.
Proof. If τ (α) = β, (β = ±α), we can put τ (E α ) = cE β for some c. Since τ is involutive and τ (H α ) = H β , it is easy to see that E α + cE β and
5. The case where dim z = 0 and τ
We consider the cases of Type II, III, IV, V and VI in Table 1 . First we construct τ by using graded Lie algebras. Let g * be a normal real form of a complex simple Lie algebra g C . Let t * be a Cartan subalgebra of g * . Then we have a Cartan decomposition g * = k + p * with
We take a gradation g * = 4 p=−4 g * p of the fourth kind on g * corresponding to a partition
Then the characteristic element of the gradation coincides with K i . Let τ * be the Cartan involution defined by (2.5). Put σ := Ad(exp(π/2) √ −1K i ). Then σ is an automorphism of order 4 on the compact dual g :
By Lemma 3.4 and Proposition 4.1, τ * is conjugate within Int(h) to an involutive automorphism τ Π of Type II, III, IV, V or VI in Table 1 , that is, there exists µ ∈ Int(h) such that
Note that dim z = 0 by Theorem 5.15 of Chapter X of [6] , and it follows from (5.1) that
RA α .
Now we prove the following Lemma.
In the remaining part of this section, we shall determine all involutions for each type. Furthermore for each involution τ , we shall determine h ∩ g τ and g τ .
be the involutive automorphisms which conjugate within Int(h) to the Cartan involutions τ * with respect to Type IV, V, III, VI, respectively. We denote by τ any involution of each types.
Type IV : Now, we investigate involutions of Type IV in Table 1 . Since g * is a normal real form and of type e 8 , the pair (g * , k) is given by (e 8(8) , so(16)). Note that dim k = 120. Set σ = Ad(exp(π/2) √ −1K 3 ). From (5.1) and (5.3), considering the number of roots α ∈ ∆ + (g * C , t * C ) such that α(K 3 ) = 0 or 4 (for example see Freudenthal and Vries [3] ), we get dim(h ∩ k) = 29. Then it follows from (5.2) and Proposition 4.1 that τ Π 1 is of Type IV in Table 1 .
Then using
11
Taking t so that
On the other hand, for any involution τ of Type IV, the number of the subsets {α, β} such that α ∈ ∆ + (g C , t C ), τ (α) = β, α = ±β and α(K 3 ) ≡ 0 (mod 4) is 12. Since dim t + = 5, by an argument similar to the proof of Lemma 4.1 we obtain
where β 1 = α 1 + 2α 2 + 3α 3 + 4α 4 + 3α 5 + 2α 6 + α 7 (see Table 1 ) and c 1 ∈ C with |c 1 | = 1 (cf. Corollary 5.2 of Chapter IX of [6] ).
Remark 5.1. Except for conjugations within Aut h (g), we can determine the constant c 1 uniquely. Indeed, from the proof of Theorem 5.1 of Chapter IX of [6] , there exists µ ∈ Aut(g) such that (5.6)
where ǫ 0 = ±1 and ǫ β 1 = ±1. Note that ǫ 0 and ǫ β 1 are uniquely determined since
Thus we get a 1 = α 1 (H) ≡ 1 (mod 2). Similarly as above, we obtain a 2 ≡ 0,
Then by (5.5) and (5.6) we have
and it follows from (5.7) that c 4 1 By an argument similar to (5.5), we may assume
wherec 1 ∈ C and |c| = 1. Then, by Proposiion 5.3 of Chapter IX of [6] , there exists
where k 1 , . . . , k 8 ∈ R. Then since τ 2 = Id and τ Π 1 (h) = h + − h − , we have τ 2h + = Id and hence 2h + ≡ 0 (mod 2Π(g C , t C )). Therefore we get k 1 , . . . , k 5 ∈ Z. Then we have
Considering (5.5) and (5.8) together with (2.4), we obtain
and therefore
, and therefore 2k 6 ∈ Z. Hence we may assume that τ is one of the following:
respectively. Consequently, τ is conjugate within Aut h (g) to one of following:
Now we shall compute the dimension of h ∩ g θ and g θ , where θ is one of
It is easy to see that positive roots α such that ν(α) = α are 6 , α 5 +α 6 +α 7 , α 4 +α 5 +α 6 +α 7 +α 8 , α 1 +α 2 +2α 3 +2α 4 + α 5 , α 1 +α 2 +2α 3 +2α 4 +α 5 +α 6 , α 1 +α 2 +2α 3 +2α 4 +2α 5 +α 6 + α 7 , α 1 + α 2 + 2α 3 + 2α 4 + 2α 5 + 2α 6 + α 7 , α 1 + α 2 + 2α 3 + 3α 4 + 2α 5 +α 6 +α 7 +α 8 , α 1 +α 2 +2α 3 +3α 4 +2α 5 +2α 6 +α 7 +α 8 , α 1 + α 2 +2α 3 +3α 4 +3α 5 +2α 6 +2α 7 +α 8 , α 1 +α 2 +2α 3 +3α 4 +3α 5 + 3α 6 + 2α 7 + α 8 , 2α 1 + 2α 2 + 4α 3 + 5α 4 + 4α 5 + 3α 6 
We consider the case of τ Π 1 • τ K 6 . Put γ := α 1 + α 2 + 2α 3 + 2α 4 + α 5 . Take a Weyl basis so that τ Π 1 (E γ ) = E γ (cf. see Gilkey and Seitz [4] ). Then it is easy to see that
. By using the classification of symmetric spaces, we get g
Similarly as above we can obtain h ∩ g θ and g θ for θ = τ Π 1 • τ K 6 • σ. By an argument similar to above, we can obtain all involutions τ of Type V and VI, and determine h ∩ g τ and g τ , which are listed in Table 2 .
Now we investigate involutions of Type II and III in Table 1 . Since g * is a normal real form and of type e 7 , the pair (g * , k) is given by (e 7(7) , su (8)). It is easy to see that dim(h ∩ k) = 13. On the other hand, for an involution τ of g, we can see that dim t + = 4 if τ is of Type II, 5 if τ is of Type III, and if τ is of Type II (resp. Type III), the number of the subsets {α, β} such that α ∈ ∆ + (g C , t C ), τ (α) = β, α = ±β and α(K 4 ) ≡ 0 (mod 4) is 6 (resp. 4). Hence we obtain
Therefore the Cartan involution τ * of g * = e 7 (7) is conjugate within Int(h) to an involution τ Π 3 of Type III. By an argument similar to Type IV, we can obtain all involutions τ of Type III, which are listed in Table 2 .
Finally we consider the Type II. Put
for some c 3 ∈ C with |c 3 | = 1. On the other hand, from Theorem 5.1 of Chapter IX of [6] , There exists an automorphism ϕ on g such that
where ǫ = ±1. If ǫ = −1, then we have
Thus the inner automorphism ϕ 2 has the form τ K 7 . Hence we have
Put γ := α 2 + α 3 + 2α 4 + 2α 5 + 2α 6 + α 7 . Then we get ϕ(γ) = −γ and from the proof of Theorem 5.1 of Chapter IX of [6] , we get
Therefore we obtain
This implies that
This contradicts (5.10). Thus ϕ(E α 0 ) = E α 7 , that is,
and it is easy to see
• ϕ is an involutive automorphism of e 7 . From (5.12), we obtain
Hence we can construct an involution of Type II. By an argument similar to Type IV, we can give all involutions of Type II.
Consequently we obtain the following proposition.
Then τ is conjugate within Aut h (g) to one of automorphisms listed in Table 2 .
The case where dim
In this section we investigate involutions τ of g such that dim z = 1 and τ •σ = σ −1 •τ . First, we construct such involutions by using graded Lie algebras. Let g * be a noncompact simple Lie algebra over R such that g C is simple. Let g * = k + p * and τ be the Cartan involution as in (2.5), and a be a maximal abelian subspace of p * . Let t * be a Cartan subalgebra of g * such that a ⊂ t * . We take compatible orderings on a and t * .
Take a gradation g * = 3 p=−3 g * p of the third kind on g * corresponding to a partition
Considering the classification of the Satake diagram, there exists a unique α j ∈ ∆(g * C , t * C ) such that α j | a = λ i with m j = 3, and it follows from Lemma 2.5 that h i = K j . Therefore, by Remark 2.2 we have dim z = 1.
Generally, let (G/H, , , σ) be a compact Riemannian 4-symmetric space such that G is simple and σ is inner. As before, let t be a maximal abelian subalgebra of g contained in h. We suppose that σ = τ (1/2)K i for some α i ∈ Π(g C , t C ) with m i = 3. Then z = R √ −1K i . From [7] , a pair (g, h) is one of the following:
Remark 6.1. Each 4-symmetric pair described in the above is neither symmetric nor 3-symmetric. Indeed, except for (g 2 , su(2) ⊕ R), it follows from the classifications of compact ksymmetric spaces (k = 2, 3) that each 4-symmetric pair described in the above is not k-symmetric (k = 2, 3). Now, for (g 2 , su(2) ⊕ R), we prove that it is not isomorphic to a k-symmetric pair (k = 2, 3). First, we note that σ = τ (1/2)K 1 with m 1 = 3. From the classification of compact symmetric spaces, it is obvious that the pair (g 2 , su(2) ⊕ R) is not symmetric. Let (g 2 , θ) be a 3-symmetric pair. Then θ is conjugate to τ (2/3)K 2 and
If there exists µ ∈ Aut(g) such that µ(g 2 σ ) = µ(g 2 τ (1/2)K 1 ) = g 2 τ (2/3)K 2 , then we have µ(su α 2 (2)) = su α 1 (2). Therefore it follows that there exists k ∈ C with |c| = 1 such that
which implies that µ(H α 2 ) = ±H α 1 . However, this is a contradiction because |α 1 | = |α 2 |. Consequently, the 4-symmetric pair (g 2 , σ) is not k-symmetric (k = 2, 3).
Now we assume that σ = τ (1/2)K i for some α i ∈ Π(g C
Lemma 6.1.
Proof. Since m i = 3 and
We define a subset ∆ + s (s = 1, 2, 3) of ∆ + m as follows:
Then we have an orthogonal decomposition m = m 1 ⊕ m 2 ⊕ m 3 , where
Proof. Since
Thus we obtain τ (m 2 ) = m 2 .
and τ (E α ) ∈ g τ (α) , we get τ (α)(K i ) = −α(K i ) = −1 (resp. −3). This completes the proof of the lemma. Put h ± := {X ∈ h ; τ (X) = ±X}, m ± s := {X ∈ m s ; τ (X) = ±X}. Since τ (h) = h and τ (m) = m, we can write
Put g * := k + √ −1p. Then we have Z := K i ∈ √ −1p. We shall prove the following lemma.
Lemma 6.3. The eigenvalues of ad(Z) : g * → g * are 0, ±1, ±2 and ±3.
Proof. First we note that h + + √ −1h − is the 0-eigenspace of ad(Z). It is easy to see that
If X ∈ m + 1 , then by (6.2), we have
Thus we have σ(m Similarly, we obtain
By a straightforward computation we have
Then by (6.1), we have σ(X 1 ) = α∈∆ + 1
(a α B α − b α A α ). Using (6.5), it is easy to see that
Similarly, we get
for X j ∈ m j (j = 2, 3). Therefore it follows from (6.2) that
Note that X s ± √ −1σ(X s ) ∈ g * for X s ∈ m + s (s = 1, 3) from (6.3) and (6.4). Moreover,
2 , and
Consequentry, from (6.6) and (6.8) the lemma is proved. Now, we are in a position to prove the following proposition which classifies involutions preserving h for this case.
p=−3 g * p be a graded simple Lie algebra of the third kind with a grade-reversing Cartan involution τ , which is corresponding to a partition {Π 0 , Π 1 } of Π = {λ 1 , . . . , λ l } such that Π 1 = {λ i } with n i = 3. Put σ = Ad(exp(π/2) √ −1h i ). Then σ is an automorphism of order 4 on the compact dual g of g * such that dim z = 1 and τ
are obtained from a graded Lie algebra by the method described in (1).
Proof. We have proved (1) in the above. Now we prove (2). For each σ = Ad(exp(π/2) √ −1K i ) and τ with τ • σ = σ −1 • τ , it follows from Lemma 6.3 that there exists a graded Lie algebra g * = 3 p=−3 g * p with the characteristic element Z := K i such that τ is the Cartan involution. As above, let g * = k + p * be the Cartan decomposition of g * corresponding to τ and let a be a maximal abelian subspace of p * such that Z ∈ a. Moreover, let t * be a Cartan subalgebra of g * containing a equipped with a compatible ordering. By Lemma 6.3, we have λ(Z) = 0, ±1, ±2 or ±3 for any λ ∈ ∆ := ∆(g * , a). If ∆ is a reduced root system, then from Lemma 2.4 together with Lemma 2.4 of [15] there exists w ∈ W (g * , a) such that 1 4
Here T is an element in a satisfying λ(T ) ∈ Z for any λ ∈ ∆, and h is one of the following:
with n p = 1, 2, 3 or 4, (n q 1 , n q 2 ) = (1, 1), (1, 2) or (2, 2), n r 1 = n r 2 = 1 and n s 1 = n s 2 = n s 3 = 1. If ∆ is a nonreduced root system, then ∆ ′ := {λ ∈ ∆ ; 2λ ∈ ∆} is a reduced root system of type B l with the fundamental root system Π. Applying Lemma 2.4 together with Lemma 2.4 of [15] to ∆ ′ , we can see that there exists w ∈ W (g * , a) such that (1/4)w(Z) = (1/4)h + T with λ(T ) ∈ Z for any λ ∈ ∆ ′ and h is one of
Hence we may assume that there exists θ ∈ Int(k) such that
Next, we shall prove that h = h p for some λ p ∈ Π with n p = 3. In the case where h = h p with n p = 1, there exists a unique α ip ∈ Π(g C , t C ) such that m ip = 1 and α ip | a = λ p . Therefore by Lemma 2.5 together with Remark 2.2 we have h p = K ip and (g, h) is a symmetric pair, which also contradicts Remark 6.1. Similarly, if h = h p , h q 1 + h q 2 , 2h r 1 + h r 2 or h a with n p = n a = 2 and n q 1 = n q 2 = n r 1 = n r 2 = 1, then a pair (g, h) is 3-symmetric, which contradicts Remark 6.1.
In the case where h = h s 1 + h s 2 + h s 3 with n s 1 = n s 2 = n s 3 = 1, there exist unique , 2, 3 ). Then we have h = K i 1 + K i 2 + K i 3 and hence dim z = 3, which is a contradiction.
In the case where h = h q 1 + h q 2 , then we obtain
Here
. Therefore by Remark 2.2 we have dim z = 1.
In the case where h = h p with n p = 4, then we have
For the case (i), it follow from Remark 2.2 that dim z = 0. For the case (ii), it is easy to see that the center z(g
Note that if σ = Ad(exp(π/2) √ −1K i ) with m i = 3, then the center z of h coincides with R √ −1K i as mentioned before. It is easy to see that h is the centralizer of z in g. However, g
is not the centralizer of z(g τ (1/2)h ). Indeed, let α = j k j α j be a root satisfying
which implies that A α belongs to the centralizer of z(g τ (1/2)h ) and A α ∈ g τ (1/2)h . Hence σ is not conjugate to τ (1/2)h .
Finally, consider the case where h = h j + h k with n j = n k = 2. In this case, we have
By the same argument as (i) above, the first case is impossible. Moreover, if
since g τ (1/2)h is generated by t and {A α , B α ; α(h) ≡ 0 (mod 4)}. However, this is a contradiction.
Consequently we obtain h = h p with n p = 3 which completes the proof of (2) of the proposition.
7. The case where dim z = 0 and τ • σ = σ • τ
In this section we consider the case where dim z = 0 and τ • σ = σ • τ . In this case, it follows from Proposition 4.1 that τ | t = Id t or τ is of Type I in Table 1 .
First we consider the Type I in Table 1 . From Section 5 there exists an automorphim ϕ satisfying (5.11). We note that ϕ is an involution of Type I in Table 1 . Let t ± be the (±1)-eigenspaces of ϕ. Then we have For any involution τ of Type I, it follows from Proposiion 5.3 of Chapter IX of [6] that there exists √ −1h ∈ t such that τ = ϕ • τ h . We put h = h + + h − , h ± ∈ √ −1t ± . Then since τ 2 = Id, we can write
As in the case of Type IV in Section 5, we may assume τ (E α 1 ) = E α 6 , τ (E α 3 ) = E α 5 and τ (E α 7 ) = E α 0 . Indeed, for example, if τ (E α 1 ) = b 1 E α 6 for some b 1 ∈ C with |b 1 | = 1, then using 6 . Using (7.1), by an argument similar to the case of Type IV in Section 5 we can prove that τ is conjugate within Int(h) to one of the following involutions:
Note that su α 2 (2) ⊂ h ∩ g ϕ , and hence t α 2 ∈ Int(h ∩ g ϕ ). Therefore we have ϕ
Put ν := τ | t . It is easy to see that the set ∆ + ν of positive roots α satisfying ν(α) = α coincides with
Using (5.11), we can check that ϕ(E α ) = E α for any α ∈ ∆ + ν . For example
and thus ϕ(E α 3 +α 4 +α 5 ) = E α 3 +α 4 +α 5 . Hence it follows from Lemma 4.1 that dim g ϕ = 79. By using the classification of symmetric spaces, we get g ϕ ∼ = E 6 ⊕ R. The number of subsets {α, β} such that α ∈ ∆ + (g C , t C ), τ (α) = β, α = ±β and α(K 4 ) ≡ 0 (mod 4) is 6. Furthermore α ∈ ∆ + (g C , t C ) such that τ (α) = α and α(K 4 ) ≡ 0 (mod 4) is only α 2 . Since dim t + = 4, we get dim(h ∩ g ϕ ) = 4 + ((6 + 1) × 2) = 18.
Therefore we get h ∩ g ϕ ∼ = D 8 ⊕ C 1 . Similarly as above we can compute dim(h ∩ g τ ) and dim g τ for the other types.
Next we consider the case τ | t = Id. First we suppose that g is of type e 8 and σ = Ad(exp(π/2) √ −1K 3 ). Then by (4.2) (i), we have
Furthermore a maximal abelian subalgebra t is decomposed into t = (A 7 ∩ t) ⊕ (A 1 ∩ t). Hence we can write
We define v i ∈ √ −1(A 7 ∩ t), i ∈ Λ := {0, 2, 4, 5, 6, 7, 8} and
, it follows from Lemma 2.2 and Remark 2.1 that there exist µ 1 ∈ Int(A 7 ) and µ 2 ∈ Int(A 1 ) such that
where Π A l denotes the fundamental root system of Type A l . Therefore considering Lemma 2.3 we may assume
where i = 2, 4, 5, 6 and m 0 , m 1 , m 2 , m 4 , . . . , m 8 ∈ Z. Consequently τ is conjugate within Int(h) to one of the following automorphisms:
where i = 1, 2, 4, 5, 6, j = 2, 4, 5, 6 and m 0 , m 1 , m 2 , m 4 , . . . , m 8 ∈ Z. Now we compute v j . Put
we have a 1 = 1, a 2 = a 4 = · · · = a 8 = 0 and a 1 + 2a 3 = 0. Hence we obtain
Then computing simultaneus equations α i (v j ) = δ ij , i, j ∈ Λ, we obtain (7.5)
Thus (7.4) implies that τ is conjugate within Int(h) to one of the following:
where m = −((1/2)m 0 +m 1 +(3/2)m 2 +3m 4 +(5/2)m 5 +(3/2)m 7 +m 8 ). From (7.5) if i, j = 2, 5, then τ 2 = Id. Therefore i = 1, 4, 6 and j = 4, 6. Hence τ is conjugate within Int(h) to some τ h where h is one of the following:
where i = 1, 3, 4, 6, j = 1, 4, 6 and k = 4, 6. If
15 of Chapter X of [6] ). Furthermore (2)) .
In this case, τ K 1 | A 7 = Id and A τ K 1 1 ∼ = R, and hence
Similarly as above, we can get (g τ , h ∩ g τ ) for each τ = τ h . Now we consider the reflection t α 1 ∈ Int(su α 1 (2)) ⊂ Int(h). It is easy to check that t α 1 maps
Next, we consider the case where g is of type e 8 and σ = Ad(exp(π/2) √ −1K 6 ). Then by (4.2) (ii), we have h ∼ = A 3 ⊕ D 5 . By a computation similar to the above case, we obtain (7.7)
Then, considering Lemma 2.3, τ is conjugate within Int(h) to one of the following automorphisms:
where a = 1, 2, 3, 7, 8, b = 1, 2, 3, c = 7, 8, and m is equal to that of the above case. Since τ 2 = Id, it follows from (7.7) that τ is conjugate within Int(h) to some τ h where h is one of the following:
where i = 1, 3, 6, 8, j = 1, 3, 8 and k = 1, 3. By a computation similar to the above case, we obtain g τ and h ∩ g τ . We put (7.9)
, β 2 := 1 0 0 0 1 2 2 1 ,
It is easy to check that
Moreover we have
Therefore we have
For the case where g = e 7 and σ = Ad(exp(π/2) √ −1K 4 ), we can check that τ is conjugate within Int(h) to some τ h where h is one of the following:
where i = 1, 2, 4, 6, j, k = 1, 2, 4, 6 (j < k), l, m, n = 1, 2, 4, 6 (l < m < n) and p = 2, 4. Using the reflection t α 2 ∈ Int(h) we have
and since t α 5 +α 6 +α 7 • t α 6 ∈ Int(h), we have
Furthermore put γ 1 := α 1 + 2α 2 + 2α 3 + 4α 4 + 3α 5 + 2α 6 + α 7 . Then t γ 1 • t α 1 ∈ Int(h) gives the following conjugations:
Finally we consider an involution ϕ ∈ Aut h (g) (see (5.11) ). Then it is easy to see that
and therefore ϕ gives the following conjugations:
For the case where g = f 4 and σ = Ad(exp(π/2) √ −1K 3 ), we can check that τ is conjugate within Int(h) to some τ h where h is one of the following:
Here i = 1, 3, 4 and j, k = 1, 3, 4 (j < k). Using the reflection t α 4 ∈ Int(h) and t α 1 +α 2 +2α 3 +α 4 we have
Proposition 7.1. Suppose that dim z = 0. Let τ be an involution of g such that τ • σ = σ • τ . Then τ is conjugate within Aut h (g) to one of automorphisms listed in Table 3 .
8. The case where dim z = 1, τ • σ = σ • τ Let (G/H, , , σ) be a compact Riemannian 4-symmetric space such that G is simple and σ = Ad(exp(π/2) √ −1K i ) for some α i ∈ Π(g C , t C ) with m i = 3. By Remark 2.2, we have dim z = 1. We shall classify the equivalence classes of involutions τ such that τ • σ = σ • τ . According to Section 3 and Jiménez [7] , 4-symmetric pairs (g, h) satisfying the condition dim z = 1 are given by
Suppose that g is of type e 8 . From Section 3, the Dynkin diagram of h is one of the following:
The case (i) : In this case, σ = Ad(exp(π/2) √ −1K 2 ). From Lemma 3.2, the possibilities of positive roots whose coefficients of α 2 are 3 are as follows:
.
Hence we have
which is a contradiction. Therefore τ satisfies τ | t = Id t . Hence from Proposition 5.3 of Chapter IX of [6] , τ has a form τ H for a suitable element H ∈ √ −1t. From (8.1), we have
and we can write
Note that τ T = τ | A 7 : A 7 → A 7 and (τ T ) 2 = Id on A 7 . We define v i ∈ √ −1(A 7 ∩ t), i ∈ Λ := {1, 3, 4, 5, 6, 7, 8} by α i (v j ) = δ ij . From Lemma 2.3, we may suppose that τ is conjugate within Int(h) to one of the following automorphisms:
where i = 1, 3, 4, 5 and
Indeed if j = 1, considering the α 1 series containing α i , we have α i (H α 1 ) = 0 for i = 1, 3 and
We can obtain the other equations by a similar computation as above.
Computing these simultaneous equations we have
. . , a 8 ∈ R. Then we get a 3 = · · · = a 8 = 0 and a 1 = 1, since α i (v 1 ) = δ i1 for i ∈ Λ. Thus we have 
Therefore by (8.4) and (8.6) it follows that τ is conjugate within Int(h) to one of the following:
where m = −(1/4)(5m 1 + 10m 3 + 15m 4 + 12m 5 + 9m 6 + 6m 7 + 3m 8 − 2k). Moreover, since τ 2 = Id, it ifollows from (8.6) that τ is conjugate within Int(h) to some τ h where h is one of the following:
By a computation similar to Section 7 we can obtain (g τ h , h ∩ g τ h ) for each h. 
The case (ii): In this case, σ = Ad(exp(π/2) √ −1K 7 ) and
By a computation similar to the case (i), we have τ | t = Id t . Hence we can write
where
Then from Lemma 2.3, we may assume τ is conjugate within Int(h) to one of following automorphisms:
where a = 1, 2, 8, b = 1, 2 and m 1 , . . . , m 6 , m 8 ∈ Z. Furthermore we obtain
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Similarly as in the case (i), we can see that τ is conjugate within Int(h) to some τ h where h is one of the following:
where i = 1, 2, 7, 8, j = 1, 2, 8 and k = 1, 2. It is easy to check that the reflection t α 8 ∈ Int(h) maps
In the case where g = e 7 , the Dynkin diagram of h is one of the following:
The case (i): In this case, σ = Ad(exp(π/2) √ −1K 3 ) and h ∼ = A 1 ⊕ A 5 ⊕ R √ −1K 3 . By an argument similar to the above, we can see that τ is conjugate within Int(h) to some τ h where h is one of the following:
where i = 1, 2, 3, 4, 5, j = 1, 2, 4, 5 and k = 2, 4, 5. Using the reflection t α 1 ∈ Int(h) we obtain
Furthermore, similarly as in Remark 8.1 we get
The case (ii): In this case, σ = Ad(exp(π/2) √ −1K 5 ) and h ∼ = A 2 ⊕A 4 ⊕R √ −1K 5 . Moreover, τ is conjugate within Int(h) to some τ h where h is one of the following:
where i = 1, 3, 5, 6, j = 1, 3, 6 and k = 1, 3. Similarly as in Remark 8.1 we get
In this case, τ is conjugate within Int(h) to some τ h where h is one of the following:
where i = 1, 2, 3 and j, k = 1, 2, 3 (j = k). Using the reflection t α 1 ∈ Int(h) we have
In this case, τ is conjugate within Int(h) to some τ h where h is one of
Using the reflection t α 2 ∈ Int(h) we have
If g = e 6 , then σ = Ad(exp(π/2) √ −1K 4 ) and
. By an argument similar to the case where g = e 8 , we obtain τ | t = Id t or
If τ | t = Id t , then τ is conjugate within Int(h) to some τ h where h is one of the following:
where i = 1, 2, 4, 5, j, k = 1, 2, 4, 5 (j < k) and l, m, n = 1, 2, 4, 5 (l < m < n). Using the reflection t α 2 ∈ Int(h) we have
Next suppose that g = e 6 and τ satisfies
Let t ± be the (±1)-eigenspaces of τ | t , respectively. Then we have
It is known that there exists an involutive automorphism ψ of outer type satisfying
Therefore there exists √ −1h + ∈ t + such that τ 2
Then by an argument similar to that in Section 7, we can see that τ is conjugate within Aut h (g) to one of the following involutions:
Thus we obtain
Furthermore by an argument similar to that in Section 7, we can compute dim(h ∩ g τ h ) and dim g τ h for each h. Consequently we have the following proposition.
Proposition 8.1. Suppose that dim z = 1 and σ = Ad(exp(π/2) √ −1K i ) for some α i ∈ Π(g C , t C ) with m i = 3. Let τ be an involution of g such that τ • σ = σ • τ . Then τ is conjugate within Aut h (g) to one of automorphisms listed in Table 4 .
9. Remarks on conjugations
The case where g = e 6 and σ = τ (1/2)K 4 . We shall show that τ
Hence we get µ
1 is in Aut h (g) and gives a conjugation between τ K 2 +K 5 and τ K 1 +K 2 .
Similarly as above, by using
The case where g = e 8 and σ = τ (1/2)K 2 . From Proposition 8.1, we see that
Then
Put γ := 2α 1 + 2α 2 + 4α 3 + 5α 4 + 4α 5 + 3α 6 + 2α 7 + α 8 . Then for any α ∈ ∆ k 1 and α ′ ∈ ∆ k 2 , we can see that α 1 ± α ∈ ∆(g C , t C ) and γ ± α ′ ∈ ∆(g C , t C ) (cf. [3] ). Therefore, we get (9.1)
For any ν ∈ Aut(g) satisfying ν(k 1 ) = k 2 , it follows from (9.1) that ν(su α 1 (2)) = su β (2). Hence there is no automorphism in Aut h (g) such that it maps k 1 to k 2 because su α 1 (2) ⊂ h and su β (2) ⊂ h.
Next we shall show that τ K 5 is conjugate within Aut h (g) to τ K 2 +K 5 . Set
It is easy to see that Π ′ := {γ 1 , . . . , γ 8 } is a fundamental root system of e 8 (cf. [3] ). Therefore there exists a unique ν in W (g, h) such that ν(Π) = Π ′ . Hence we have ν(
Then it is easy to see that ν −1 (K 2 ) = −K 2 and ν −1 (
The case where g = e 7 and σ = τ (1/2)K 3 . From Proposition 8.1, we can see that g
Indeed, note that g
and A 1 ⊂ g τ K 3 +K 4 coincide with su α 2 (2)(⊂ h) and su β (2)( ⊂ h), respectively. Here β = α 1 + 2α 2 + 2α 3 + 4α 4 + 3α 5 + 2α 6 + α 7 . Therefore, there is no automorphism in Aut h (g) which maps g
The case where g = e 8 and σ = τ (1/2)K 6 . For the reflection t α 1 ∈ Int(h), it follows from Proposition 5.1 that t −1
By an argument similar to the case g = e 7 , for the reflection t α 3 ∈ Int(su α 3 (2)) ⊂ Int(h), it follows that
where i = 1, 4 and j = 1, 4. Therefore
It is easy to see that
, and it follows from (9.2) and (9.3) that
For t α 4 ∈ Int(h), we get Hence we have t −1
, where a = e sπ √ −1 . Note that s ∈ Z since (t −1 α 4 • τ Π 2 • t α 4 ) 2 = Id, and thus we may assume s = 0 or 1. If s = 0, then we have (e 7 , su(6) ⊕ su(2) ⊕ R, K 3 ) E 7 α 3 (e 7(7) , su(8)) so(6) ⊕ so(2) F 4 α 3 (e 7(5) , so(12) ⊕ su(2)) sp(3) ⊕ so(2) (e 7 , su(5) ⊕ su(3) ⊕ R, K 5 ) E 7 α 5 (e 7(7) , su(8)) so(5) ⊕ so(3) (e 6 , su(3) ⊕ su(3) ⊕ su(2) ⊕ R, K 4 ) E 6 α 4 (e 6(6) , sp(4)) so(3) ⊕ so(3) ⊕ so(2) F 4 α 4 (e 6(2) , su(6) ⊕ su(2)) su(3) ⊕ su(2) (f 4 , su(3) ⊕ su(2) ⊕ R, K 2 ) F 4 α 2 (f 4(4) , sp(3) ⊕ su(2)) so(3) ⊕ so(2) (g 2 , su(2) ⊕ R, K 1 ) G 2 α 1 (g 2(2) , su(2) ⊕ su(2)) so(2) Table 7 : dim z = 0, τ • σ = σ • τ , σ = τ (1/2)H and k = g τ .
e 7 ⊕ su(2) su(8) ⊕ su(2) K 4 e 7 ⊕ su(2) sp(4) ⊕ su(2) K 6 so(16) s(u(4) + u(4)) ⊕ su(2) K 3 + K 4 so(16) sp(4) ⊕ su(2) K 3 + K 6 e 7 ⊕ su(2) s(u(4) + u(4)) ⊕ su(2) (2) s(u(6) + u(2)) ⊕ so(2) K 1 + K 6 so(16) s(u(6) + u(2)) ⊕ so(2) (e 8 , so(10) ⊕ so(6), K 6 ) K 1 so(16) (so(8) + so(2)) ⊕ so(6) K 3 e 7 ⊕ su(2) (so(6) + so(4)) ⊕ so(6) K 6 so(16) so(10) ⊕ so (6) K 8 e 7 ⊕ su(2) so(10) ⊕ (so(4) + so(2)) K 1 + K 8 e 7 ⊕ su(2) (so(8) + so(2)) ⊕ (so(4) + so(2)) K 2 + K 7 e 7 ⊕ su(2) u(3) ⊕ u(5) K 3 + K 8 so(16) (so(6) + so(4)) ⊕ (so(4) + so(2)) K 2 + K 6 + K 7 so(16) u(3) ⊕ u(5) (e 7 , so(6) ⊕ so(6) ⊕ su(2), K 4 ) K 1 so(12) ⊕ su(2) so(6) ⊕ (so(4) + so(2)) ⊕ su(2) K 2 su(8) so(6) ⊕ so(6) ⊕ so(2) K 4 so(12) ⊕ su(2) so(6) ⊕ so(6) ⊕ su(2) K 1 + K 2 e 6 ⊕ R so(6) ⊕ (so(4) + so(2)) ⊕ so (2) K 1 + K 6 so(12) ⊕ su(2) (so(4) + so(2)) ⊕(so(4) + so(2)) ⊕ su(2)
su (8) u(3) ⊕ u(3) ⊕ su(2) (8) (so(4) + so(2)) ⊕(so(4) + so(2)) ⊕ so(2) K 2 + K 3 + K 7 so(12) ⊕ su(2) u(3) ⊕ u(3) ⊕ so(2) K 3 + K 4 + K 7 e 6 ⊕ R u(3) ⊕ u(3) ⊕ su(2) (f 4 , so(6) ⊕ so(3), K 3 ) K 1 sp(3) ⊕ su(2) (so(4) + so(2)) ⊕ so(3) K 3 so(9) so(6) ⊕ so(3) K 4 so(9) so(6) ⊕ so(2)
(e 7 , so(6) ⊕ so(6) ⊕ su(2), K 4 ) ϕ e 6 ⊕ R so(16) ⊕ sp(1) ϕ • τ K2
su (8) so(16) ⊕ so(2) ϕ • τ K4 su(8) so(16) ⊕ sp(1) ϕ : E α1 → E α6 , E α2 → E α2 , E α3 → E α5 , E α4 → E α4 , E α7 → E α0 Table 8 : dim z = 1, τ • σ = σ • τ , σ = τ (1/2)H and k = g τ . (2) s(u(6) + u(2)) ⊕ R K 4 e 7 ⊕ su(2) s(u(5) + u(3)) ⊕ R K 5 so(16) s(u(4) + u(4)) ⊕ R K 8 e 7 ⊕ su(2) s(u(7) + u(1)) ⊕ R K 2 + K 3 e 7 ⊕ su(2) s(u(6) + u(2)) ⊕ R K 2 + K 4 so(16) s(u(5) + u(3)) ⊕ R (e 8 , e 6 ⊕ su(2) ⊕ R, K 7 ) K 1 so(16) (so(10) + R) ⊕ su(2) ⊕ R K 2 so(16) (su(6) + su(2)) ⊕ su(2) ⊕ R K 7 e 7 ⊕ su(2) e 6 ⊕ su(2) ⊕ R K 8 e 7 ⊕ su(2) e 6 ⊕ so(2) ⊕ R K 1 + K 7 e 7 ⊕ su(2) (so(10) + R) ⊕ su(2) ⊕ R K 1 + K 8 e 7 ⊕ su(2) (so(10) + R) ⊕ so(2) ⊕ R K 2 + K 7 e 7 ⊕ su(2) (su(6) + su(2)) ⊕ su(2) ⊕ R
so(16) (su(6) + su(2)) ⊕ so(2) ⊕ R (e 7 , su(6) ⊕ su(2) ⊕ R, K 3 ) K 1 so(12) ⊕ su(2) su(6) ⊕ so(2) ⊕ R K 2 su(8) s(u(5) + u(1)) ⊕ su(2) ⊕ R K 3 so(12) ⊕ su(2) su(6) ⊕ su(2) ⊕ R K 4 so(12) ⊕ su(2) s(u(4) + u(2)) ⊕ su(2) ⊕ R K 5
su (8) s(u(3) + u(3)) ⊕ su(2) ⊕ R K 7 e 6 ⊕ R s(u(5) + u(1)) ⊕ su(2) ⊕ R K 1 + K 2 e 6 ⊕ R s(u(5) + u(1)) ⊕ so(2) ⊕ R K 1 + K 4 so(12) ⊕ su(2) s(u(4) + u(2)) ⊕ so(2) ⊕ R K 1 + K 5
su (8) s(u(3) + u(3)) ⊕ so(2) ⊕ R K 3 + K 4 so(12) ⊕ su(2) s(u(4) + u(2)) ⊕ su(2) ⊕ R K 3 + K 5 e 6 ⊕ R s(u(3) + u(3)) ⊕ su(2) ⊕ R (e 7 , su(5) ⊕ su(3) ⊕ R, K 5 ) K 1 so(12) ⊕ su(2) s(u(4) + u(1)) ⊕ su(3) ⊕ R K 3 so(12) ⊕ su(2) s(u(3) + u(2)) ⊕ su(3) ⊕ R K 5
su (8) su ( so (9) s(u(2) + u(1)) ⊕ su(2) ⊕ R K 1 + K 3 sp(3) ⊕ su(2) s(u(2) + u(1)) ⊕ so(2) ⊕ R K 2 + K 4 sp(3) ⊕ su(2) s(u(2) + u(1)) ⊕ su(2) ⊕ R (g 2 , su(2) ⊕ R, K 1 )
sp (4) su(3) ⊕ su(2) ⊕ so(2) ⊕ R ψ • τ K4 sp(4) su(3) ⊕ su(2) ⊕ sp(1) ⊕ R ψ : E α1 → E α6 , E α2 → E α2 , E α3 → E α5 , E α4 → E α4
