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Abstract 
 
The generation of electricity to meet an ever-growing demand has become a defining characteristic 
of the modern world for both developed and developing nations alike. This, coupled with the 
intensifying concern with pollution and its effects on the environment has put immense pressure on 
how quickly and efficiently power is produced. Being the most prevalent source of electricity 
generation, coal fired power plants have been subject to increasing scrutiny and study in an effort to 
improve the efficiency at which they operate. Hence, coal fired power plants are being run at increased 
temperatures and pressures such as those observed in Super-critical and Ultra-super-critical plants. 
This has by extension put excessive demand on materials used in these plants specifically within the 
boiler and superheater pipe sections where the most extreme thermodynamic conditions are 
experienced. The most commonly used materials for these applications are in the family of 
ferritic/martensitic 9-12% Cr steels chosen for their superior material properties especially during 
long-term exposure as coal fired power plants typically operate for over 20 years before being 
decommissioned. 
One of the lesser understood aspects of 9-12%Cr steels is with regard to their long-term material 
properties specifically that of creep degradation and deformation. This has been partially due to the 
reliance of creep life predictions in the past being based on accelerated creep testing and empirically 
based modelling. With the relatively recent revelations of empirically based modelling shown to be 
inaccurate when extrapolated to the long-term, a need has been identified amongst researchers to 
develop more accurate models based on physical relationships and material microstructure. 
Moreover, the insight obtained from modern experimental techniques and technologies as well as 
ever-expanding computing capabilities provide an opportunity to produce microstructurally based 
models with a high degree of complexity. Thus motivated, the focus of this dissertation was to develop 
a physically based dislocation creep model using the Continuum Damage Mechanics (CDM) approach. 
A dislocation CDM model was developed and implemented in the current work for uniaxial creep 
loading using the numerical modelling software MatlabTM. The CDM approach was built upon 
fundamental dislocation theory as well as other microstructural considerations pertaining to 
dislocation creep including subgrain coarsening, 𝑀23𝐶6 precipitate coarsening and stress 
redistribution. The CDM model was found to require calibration in order to be applied to specific 9-
12% Cr steels which was implemented using a parameter optimisation routine. The results obtained 
were compared with experimentally obtained, long-term creep-time and microstructural data for the 
11% Cr steel CB8 and the 9% Cr steel P92. The CDM creep-time predictions were found to vary in 
accuracy depending upon the experimental data against which the model was calibrated. Upon 
further investigation, it was hypothesised that the discrepancy observed was due to the formation of 
the Modified Z-phase in some of the long term creep data but not in others which was based primarily 
on the differing creep exposure times of the various samples. The CDM creep-time predictions for P92 
were found to be accurate when compared with experimental results regardless of creep exposure 
times. The apparent difference in the approximation of the creep deformation for the two steels was 
concluded as being due to the formation of the Modified Z-phase in CB8 but not in P92 as Modified Z-
phase formation is intrinsically linked with the Cr content of the steel. 
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Nomenclature 
𝜀𝑠𝑠  Steady state creep strain 
𝜀?̇?𝑖𝑛  Minimum creep strain rate 
𝑑  Particle diameter at time t 
𝑑𝑖   Initial particle diameter 
𝜀̇  Strain/creep rate 
𝜌𝑚  Mobile dislocation density 
𝑣  Mobile dislocation average velocity 
𝑏  Burgers vector 
𝜎𝑒𝑥  External applied stress 
𝜎𝑖  Internal stress 
𝜎𝑒𝑓𝑓  Effective stress 
𝑀  Taylor factor 
𝜏𝑝𝑟𝑒𝑐  Precipitate contribution to total back stress 
𝜏𝑠𝑔𝑏  Subgrain boundary contribution to total back stress 
𝜏𝑑𝑖𝑠𝑙   Dislocation contribution to total back stress 
𝜎𝑂𝑟  Orowan/threshold stress for orowan looping  
𝐺  Shear modulus 
𝜆  Average inter-particle spacing 
𝑣𝑔  Average dislocation glide velocity 
∆𝐺  Gibbs free energy of activation  
𝜎𝑏𝑎𝑟  Activation stress barrier 
𝑇  Temperature 
𝑘  Boltzman Constant (≈ 1.38 × 10−23𝐽𝐾−1) 
𝐷0  Vacancy diffusion coefficient  
𝛼  Dislocation geometric constant of the order of unity 
𝑄𝑐  Activation energy for dislocation climb 
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𝐻  Stress redistribution variable 
𝐷𝑑 Dislocation density damage variable 
𝐷𝑝  Particle coarsening damage variable 
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𝐾2  Primary creep limiting constant 
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𝜎0  Primary creep/ normalising stress parameter 
𝑆  Subgrain size 
𝑆𝑖  Initial subgrain size 
𝐿𝑒𝑓𝑓  Effective inter-particle spacing 
Ω   Atomic volume (Ω ≈ 𝑏3), 
𝑅  Ideal gas constant (≈ 8.314𝐽𝐾−1𝑚𝑜𝑙−1) 
𝑅𝑗  Frequency of atomic jumps 
𝑅0  Atomic attempt frequency 
𝑃  Probability of an available vacancy site 
𝑧  Atomic jump distance 
𝑉𝑃  Precipitate volume fraction 
𝐸𝑟𝑟𝑚𝑖𝑛  Percentage error in time at which the minimum creep rate is reached 
𝐸𝑟𝑟𝑡𝑟  Percentage error in time at which the onset of tertiary creep occurs 
𝐸𝑟𝑟5%  Percentage error in time at which 5% strain is reached 
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1 Introduction 
 
The modern world has seen the rise of electricity usage from a luxury enjoyed by a few developed 
nations to a worldwide basic necessity. The availability of electricity has come to be a benchmark 
against which the success of a people is measured. This is understandable as electricity now plays a 
major role in almost every sector from business and agriculture to mining and everyday domestic use. 
However, with this proliferation in the need for electricity, ever growing pressure is put on generating 
enough of it to meet demand. Added to that is the growing concern for the dire state of the natural 
environment and the urgent need to reduce pollution and carbon emissions.  This two-fold problem 
cannot be solved by only producing more power, but rather by doing so in a more efficient way so as 
to have a lower impact on the environment.  
While cleaner power generating technologies have seen a profound rise in popularity in recent years, 
coal-fired power plants remain the most widely used form of electricity generation and is expected to 
continue to be so for many years to come [1]. This is mostly due to coal being abundant and relatively 
cheap, and coal-fired power stations being relatively easy to construct and maintain. Therefore, 
attention needs to be put on improving the efficiency and operating life of these power plants. The 
efficiency of coal-fired power plants is generally improved by raising the temperature and pressure of 
the steam operating conditions. Consequently the last 100 years has seen a drastic rise in these 
parameters (see Figure 1-1) with the result that today ultra-supercritical generators operate at over 
600°C and 300 bar (30 MPa). 
 
Figure 1-1 Heat rate of steam power plants in Germany as a function of steam parameters since the year 1900 [2]  
The intensification of power plant operating conditions has seen a corresponding evolution in the way 
steels are fabricated and selected for various critical regions within the plant. These steels are required 
to have a high resistance to stress corrosion cracking, low thermal expansion and high creep resistance 
in order to withstand their extreme applications. Over the past several decades, this has led to the 
development of heat-resistant 9-12% Cr steels which possess all of the aforementioned 
characteristics. However, one of the lesser understood material properties in these steels is that of 
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creep strength and loss of creep strength specifically in the long term. Added to this is the tendency 
of short-term or accelerated creep test results to produce erroneous predictions when extrapolated 
to the long-term. While long-term creep tests can be more reliable, they are costly to conduct and do 
not produce immediate results.  As coal-fired power plants often exceed 25 years of operational 
service [3], the lack of insight into creep degradation of 9-12% Cr steels in the long term is becoming 
a point of growing concern amongst researchers. 
An alternative to extensive creep testing is the use of computer modelling and simulations. With the 
ever-growing capabilities of computer processing power, complex models and simulations can be 
produced far more quickly than physical testing. Added to this is the relative flexibility of computer 
models compared to experimental setups.  
In the work presented in this dissertation a Continuum Damage Mechanics (CDM) modelling approach 
will be used to predict long-term dislocation creep behaviour of two types of 9-12% Cr steels. This 
model will be microstructurally based with emphasis on microstructural evolution and loss of creep 
strength. The model will be calibrated using long-term creep data for the 11% Cr steel, CB8 obtained 
from the Graz University of Technology. A comprehensive analysis of the various model parameters 
as well as the reliability of the results will be made. Finally, microstructural observations made from 
the model’s results will be discussed.  
1.1 Objectives 
The objectives of the research are: 
 To perform a comprehensive study of dislocation creep phenomena in 9-12% Cr steels 
 To investigate current approaches in modelling dislocation creep with emphasis on the 
Continuum Damage Mechanics (CDM) method 
 To develop and explain from physical principles a CDM model for uniaxial dislocation creep 
in 9-12% Cr with capabilities of producing creep-time as well as microstructural predictions 
 To source and compare experimental long-term creep data to model predictions and 
estimations based on creep-time and microstructural observations 
Ultimately, this research will aid in the development of a holistic creep model to be used in the 
life assessment of 9-12%Cr in coal fired power plants.  
1.2 Details of Thesis Format 
The thesis begins with a brief background to the development and use of 9-12% Cr steels in coal fired 
power plants as well as an overview of dislocation creep phenomena. Chapter 2 proceeds with a 
detailed analysis of the microstructure of 9-12% Cr steels with emphasis on the aspects pertinent to 
creep deformation. Chapter 3 introduces various fundamentals of dislocation creep modelling and 
goes on to examine existing CDM creep modelling approaches. In Chapter 4, data obtained from 
experimental creep tests for the steels CB8 and P92 is explained.  
Chapter 5 details the model used for the current study and includes relevant derivations, techniques 
and procedures. Chapter 6 documents and discusses strain-time and microstructural results for the 
steel CB8. Chapter 7 follows with an assessment and discussion for the model results obtained for the 
steel P92. Finally, Chapter 8 highlights the major conclusions reached based on the results and Chapter 
9 makes recommendations based on the conclusions drawn.  
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1.3 Power Plant Steels 
The need for increased thermal efficiency in steam power plants has led to the development of steels 
with higher creep strength and an acceptable level of creep ductility. One of the greatest 
breakthroughs in this regard has been the development of heat-resistant ferritic-martensitic 9-12% Cr 
steels which was spurred by the start of public electrification in the 1950s [2]. These steels, used 
mostly for header and steam pipes in the steam generator regions of power plants, have seen a 
continuous improvement in material properties and continue to do so to this day.  Some of the major 
factors influencing the development of heat resistant steels include [2]: 
 Long-term operational experience 
 Insight gained from long term creep tests 
 Investigations into the influence of heat treatment on creep behaviour 
 Examination of microstructure during creep loading 
 Computer-aided alloy design methods 
 Development of metallographic methods and equipment for the identification of precipitates 
 Computer-aided creep modelling 
During the early 1900s, non-alloyed carbon steels were generally used in critical regions of steam 
power plants. This was due to a lack of understanding of the influence of key alloying elements such 
as N, Al and Mo on creep rupture strength. As operating conditions were relatively mild at the time 
(12 bar, 245°C), the use of non-alloyed steels was not too problematic. The 1920s saw the beginning 
of the use of low alloy steels for power plant applications due to heightened operational requirements 
(450°C, 35 bar) [2]. These steels were selected primarily based on hot tensile and short term creep 
test observations. Due to limited coordination among various research programmes at the time, a 
wide variety of alloys were produced for the manufacture of steam boilers and turbines. Some of the 
alloys produced included those with chemical composition (wt%): 0.15%C-0.3-0.5%Mo, 0.13%C-1%Cr-
0.5%Mo and 0.10%C-2.25%Cr-1%Mo [2]. In the 1950s the use of long-term creep testing gave rise to 
the development of MoV steels with higher creep capabilities and saw the start of 9-12% Cr steels 
which would go on to form the basis of modern power plant steels. 
One of the more important findings of the 1950s was the identification of Molybdenum as an 
important alloying element in increasing high temperature creep strength.  The increase in creep 
strength due to the addition of Mo is the result of solution hardening as well as the precipitation of 
Mo2C. While the addition of Mo does significantly improve the strength of the steel there is a marked 
decline in creep ductility with Mo content of above 0.35% for temperatures of above 400°C. This 
problem was solved by the addition of Cr which began the development of CrMo steels for use at 
temperatures beyond 550°C [2]. A typical CrMo heat resistant steel chemical composition is 0.13%C-
1%Cr-0.5%Mo.  
Another crucial alloying element for increased high temperature creep strength has been identified 
as Vanadium. Steels with chemical compositions of 0.14%C-0.6%Mo-0.3%V have been used 
preferentially for steam pipes and superheater steam pipes in the past due to their superior creep 
strength. The improvement in creep properties with the addition of V is due to the precipitation of 
V4C3 and Mo2C. 
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The most prevalent ferritic steels used for thick walled components in modern day super-critical and 
ultra super-critical power plants are the designated P91 and P92 steels as well as other variants [4] 
[5]. These steels which were developed in the 1970s have complex chemical compositions with 
numerous alloying elements added to improve material properties [4]. Compared to earlier 9-12% Cr 
steels such as the X22CrMoV12 these steels typically have a lower C content, reduced Cr content and 
additional alloying elements resulting in improved creep strength [4].  Table 1-1 shows the major 
alloying elements present in P91 and P92 steels and Table 1-2 highlights the property enhancing 
function of the respective elements. 
Table 1-1: Chemical composition of type P91 and P92 steels in wt% [6] 
Element 
 C Mn Si S P Cr Ni Mo W V Nb N B Al 
P91 0.08-
0.12 
0.30-
0.60 
0.20-
0.50 
0.01 0.02 8.00-
9.50 
0.40 0.85-
1.05 
- 0.18-
0.25 
0.06-
0.10 
0.03-
0.07 
- 0.04 
P92 0.07-
0.13 
0.30-
0.60 
0.50 0.01 0.02 8.50-
9.50 
0.40 0.30-
0.60 
1.50-
2.00 
0.15-
0.25 
0.04-
0.09 
0.03-
0.07 
10-
60 
ppm 
0.04 
 
Table 1-2: Summary of functions of alloying elements in 9-12%Cr steels [5] 
Alloying 
Element 
Function 
C Essential for the precipitation of M23C6 and NbC 
Mn  Stabilises austenite and provides creep strength 
Si Stabilises ferrite and influences the kinetics of carbide precipitation. Also provides 
some corrosion resistance 
Cr Provides essential corrosion resistance as well as precipitation of M23C6 
Mo Provides solution hardening as well as the precipitation of Mo2C 
W Provides microstructural stability as well as solid solution strengthening 
V Provides creep strength through the precipitation of MX 
Nb Provides creep strength through the precipitation of MX 
N Provides creep strength through the precipitation of MX 
B Reduces coarsening rate of  M23C6 precipitates 
Al Produces AlN precipitates which stabilise austenitic grain size 
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1.4 Dislocation Creep Curves 
Dislocation creep, as the term implies, is the time-dependent plastic deformation (creep) of a material 
due to the motion of dislocations. Creep in steels is usually considered at elevated temperatures (<0.4 
Tm) and at stresses below the material’s yield stress which differentiates it from conventional plastic 
deformation. 
Creep tests have been used extensively over the past decades in order to characterise creep 
deformation. These tests are most frequently conducted at constant tensile load and at a constant 
temperature. The test results are typically plotted as creep curves which represent the time 
dependence of strain over a gauge length. Creep curves for 9-12% Cr steels are generally assumed to 
consist of three distinct stages. Although strictly speaking this assumption is inaccurate as each stage 
smoothly transitions into the next, it allows for simpler modelling of creep deformation. The three 
creep stages are aptly referred to as the Primary, Secondary and Tertiary stages with the Primary and 
Tertiary stages being transient and the Secondary stage being regarded as steady-state. The secondary 
creep stage generally encompasses the vast majority of the material’s service life and has therefore 
received the most attention from researchers. However, the extent and influence of each stage on the 
overall creep curve can vary patently, depending on conditions of stress and temperature (see Figure 
1-2). 
 
 
 
 
 
 
 
 
 
 
  Primary Creep  
The Primary stage of creep is usually typified by a decrease in strain rate ultimately merging into the 
‘constant’ strain region of Secondary creep. This transient behaviour is generally attributed to strain 
hardening – that is, the hardening effect caused by an increase in dislocation density as a result of a 
stress increase within a crystalline microstructure (see Figure 1-3). As basic material science dictates, 
an increase in dislocation density translates to a reduction in free dislocation mobility as dislocations 
act as obstacles to other dislocations. Since dislocation motion fundamentally leads to material 
deformation (strain), a lack of dislocation motion therefore has a hardening effect on the material.  
Time 
St
ra
in
 
Increasing Stress/ 
Temperature 
Figure 1-2: Schematic of creep curves varying with Stress/Temperature 
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An alternative explanation for the primary creep behaviour particularly in Ferritic/Martensitic steels, 
is that the initial dislocation structure is not in equilibrium with the applied stress and the observance 
of the decreasing strain rate is due to a type of stress redistribution between the applied stress, 
dislocation sub-structure and precipitates (see Figure 1-4). Motivation for this explanation stems from 
observed creep data indicating very slight variation in primary creep strain for large variations in stress 
and temperature testing conditions [7]. Furthermore, while austenitic steels show a marked increase 
in dislocation density during primary creep, the increase is comparatively slight for Ferritic/Martensitic 
steels which have high initial dislocation densities following phase transformation [8]. It is more than 
likely however that both strain-hardening as well load-transfer phenomena occur concurrently in 9-
12% Cr steels, the extent of each differing depending on pre-service treatment.           
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Applied Strain/Creep 
Applied Strain/Creep 
Applied 
Stress 
Figure 1-3: Schematic of an idealised Austenitic grain showing dislocation evolution during primary creep  
 
Figure 1-4: Schematic of an idealised Ferritic/Martensitic grain showing dislocation evolution due to applied stress 
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  Secondary Creep   
The secondary stage of dislocation creep generally dominates the service life of 9-12% Cr in 
engineering applications. It is traditionally represented as a steady-state creep region 𝜀?̇?𝑆, in the creep 
curve (see Figure 1-5 (a)). However, this is a simplification as in practice the creep rate decreases 
during primary creep, reaches an instantaneous minimum  𝜀?̇?𝑖𝑛(see Figure 1-5(b))  before increasing, 
leading into the tertiary creep region [9]. This ‘steady-state’ behaviour is commonly attributed to the 
dynamic balance of mobile dislocation generation and annihilation contributing to hardening and 
softening of the microstructure respectively [8]. As this process is accompanied by a multitude of 
microstructural changes, a minimum creep rate is observed rather than one of strictly steady-state. 
These microstructural changes include subgrain evolution, precipitate evolution, void growth and 
formation of new phases each having an effect on mobile dislocation as well as the overall creep rate 
to varying degrees.  
 
 
 
 
 
 
 
 
 
  Tertiary Creep  
The tertiary creep stage is the third and final creep stage which begins at the end of the secondary 
creep stage and culminates in rupture. It is generally identified as an accelerated strain rate with an 
exponential increases in material strain over time. This behaviour has been attributed to a range of 
microstructural as well as mechanical factors. Among the microstructural factors are, subgrain growth 
and coarsening, precipitation of new phases, precipitate coarsening and void growth and coalescence.  
  
Time 
𝜀̇ 
𝜀?̇?𝑖𝑛 
Time 
𝜀?̇?𝑠 
𝜀̇ 
(a) (b) 
Figure 1-5: Plots of creep strain rate vs time illustrating (a) steady state creep έSS and (b) minimum creep rate έmin 
Steady-state 
creep rate 
Minimum 
creep rate 
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2 Dislocation Creep Microstructure Evolution in 9-12% Cr Steels 
 
The high temperature, high stress operating conditions under which 9-12% Cr steels are placed in coal 
fired power plant applications, have a significant effect on these materials’ microstructure. These 
effects on microstructure in turn give rise to the long term loss of creep strength. The microstructure 
of 9-12% Cr steels is tempered martensite which is formed after normalising and tempering heat 
treatments [10].  
In the case of Dislocation Creep, the microstructural changes of interest are those which give rise to 
greater mobile dislocation motion and therefore greater creep rate. Several microstructural changes 
have been identified over the years as being detrimental to the Dislocation Creep strength of 9-12% 
Cr steels [11]. These include:  
I. The strain dependent coarsening of subgrains; 
II. The coarsening/Ostwald Ripening of creep-strengthening precipitates; 
III. The reduction in network dislocation density; 
IV. The depletion of solid solution elements such as Mo/W and subsequent formation of Laves 
phase;  
V. The degradation of fine creep strengthening MX precipitates and subsequent formation of 
the Z-phase. 
 
2.1 Subgrain Evolution 
The microstructural sources of creep include the migration of dislocations and subgrain boundaries. 
After tempering heat treatments the subgrain width is in the range of 0.3-0.7 µm [4]. Subgrain 
boundaries consist of network dislocations within prior austenite grains. Subgrain boundaries are 
often confused with martensitic lath boundaries; however, according to Sonderegger [12] there is a 
marked difference in misorientation between the two. Subgrain boundaries display random 
misorientation while martensitic lath boundaries show preferential axes-angle combinations [12]. The 
strengthening effect of subgrain boundaries is due to the fact that they are obstacles to mobile 
dislocations. 
Subgrain boundaries are often thought of as ‘hard’ regions when compared with the ‘soft’ subgrain 
interior [10]. Thus, a small subgrain size equates to a high ratio of ‘hard’ to soft regions. However, the 
initial subgrain structure alone does not necessarily determine the creep properties of a Cr steel. A 
prime example is the 12CrMoV steel which has a finer subgrain size than does the P92 steel and yet 
has poorer long term creep strength[13]. This seemingly inconsistent result stems from the fact that 
subgrains coarsen and dislocation densities decrease in different Cr steels during service at different 
rates [13]. The creep strength of a steel therefore lies in its ability to maintain its initial microstructure 
and minimise the migration of dislocations and subgrains. This is influenced by a variety of factors the 
most important being precipitate and solid solution strengthening. 
After creep exposure, subgrains in 9-12% Cr steels tend to have a polygonal shape [14]. While some 
subgrain growth has been observed during thermal ageing, it is far more significant under creep 
loading indicating that subgrain growth is both strain and temperature dependent [14]–[16]. 
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Figure 2-1 illustrates schematically the subgrain coarsening processes in Cr steels during creep. The 
initial dislocation tangles formed during tempering heat treatment (Figure (a)) begin to form into 
dislocation networks under applied stress (Figure (b)). Dislocations within subgrains annihilate due to 
high temperatures and stresses. After prolonged exposure to creep conditions network dislocations 
form into a more regular arrangement (Figure(c)) and begin to coarsen (Figure (d)).   
 
2.2 Precipitate Evolution 
During the steel tempering process, carbide and nitride particles precipitate on prior austenite grain 
boundaries (PAGB), ferrite subgrain boundaries and on dislocations within subgrains [10].Three main 
types of precipitate are known to have an effect on the  creep strength of 9-12% Cr creep resistant 
steels [17]. These include metal carbide (𝑀23𝐶6) precipitates, metal carbonitride (MX) precipitates 
and the intermetallic Laves phase (Fe,Cr)2(Mo.W).  
 
 M23C6 Precipitates 
𝑀23𝐶6 is a conventional notation used to denote a family of metal carbides, the most common of 
which is 𝐶𝑟23𝐶6 although Ni, Mo, and Fe, are often found to substitute for Cr [17]. 𝑀23𝐶6 is the most 
prevalent precipitate present in creep resistant steels and as such has a significant impact on the creep 
properties of the material. 𝑀23𝐶6 carbides have been found to have a mean diameter of between 100-
300nm [18]–[20] . They contribute to the overall creep strength by stabilising the initial microstructure 
through the pinning of grain and subgrain boundaries as well as by acting as obstacles to dislocation 
movement within the grain [5] [21]. 𝑀23𝐶6 precipitates have been observed to coarsen during creep 
exposure especially near prior austenite grain boundaries. This leads to larger precipitate particles and 
hence greater inter-particle spacing resulting in a loss of creep strength. However, this process in 
𝑀23𝐶6 precipitates is significantly suppressed by the addition of a small amount of Boron [17]. The 
coarsening process is thermodynamically-driven as larger particles are more energetically favourable 
than smaller ones due to their smaller interface/volume ratio. This process is traditionally described 
using the Ostwald ripening law: 
Figure 2-1 : Schematic of subgrain coarsening behaviour during dislocation creep 
(c) (a) (b) (d) 
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 𝑑3 − 𝑑𝑖
3 = 𝐾𝑝𝑡 (2.1) 
Where 𝑑  is the particle diameter at time 𝑡, 𝑑𝑖  is the initial particle diameter and 𝐾𝑝 thermodynamically 
based constant (see section 5.3).  According to Xu et al [22] 𝑀23𝐶6 carbides precipitate mostly on high 
angle boundaries with misorientation angle of 40°-60° due to high grain boundary energy. Xu et al [22] 
also noted that the average size of 𝑀23𝐶6 increases significantly within the first 12000h of thermal 
ageing and slows down between 12000h and 25000h of exposure. This was attributed to a large 
increase in V concentration substituting for Fe, W and Mo in 𝑀23𝐶6 between 12000h and 25000h of 
ageing resulting in a decrease in coarsening rate [22]  
 
 MX Precipitate Evolution 
The notation MX represents a family of carbonitride precipitates present in 9-12% Cr ferritic steels 
which comprise mainly of strong carbide/nitride formers (Ti, Nb, V, Zr, Ta) the most common of which 
are the VN  and NbC precipitates [17] [23]. The NbC precipitates are often referred to as primary MX 
precipitates as they remain undissolved throughout the heat treatment while the VN precipitates are 
often referred to as secondary MX as they nucleate only during tempering [23]. Both types of MX 
precipitates have the same NaCl type cubic crystal structure but behave differently [23].   
Primary MX (NbC) precipitates at high temperatures on austenite grain boundaries and prevents grain 
growth during normalising heat treatments [23]. Secondary MX (VN) precipitates usually nucleate on 
imperfections such as dislocations within the matrix as well as on ferrite subgrain boundaries and prior 
austenite grain boundaries (PAGB)[10] [23]. They contribute to the overall creep strength of the steel 
by pinning free dislocations [17]. MX precipitates have been found to be more stable against 
coarsening than other precipitates present in creep resistant steels during long-term creep exposure 
[10]. 
 
 M2X 
The M2X family made up mainly of Cr2N precipitates are thermodynamically stable and are often found 
in 9-12% Cr steels [23]. They have a hexagonal crystal structure and normally precipitate on grain 
boundaries and on dislocations [23]. Unlike the MX precipitates, M2X has been found to coarsen and 
become large resulting in a loss of creep strength [23]. 
 
 Z-phase and Modified Z-phase 
The Z-phase is the name assigned to a thermodynamically stable nitride often found in the 9-12% Cr 
microstructure. Its role with regard to Cr steel creep strength has been the subject of debate amongst 
researchers for decades ranging from beneficial to extremely deleterious [23].  The original Z-phase 
with chemical formula CrNbN, was first observed in the 1950’s by Binder et al. [24]. It has since been 
associated with having minor but nonetheless beneficial effects on the creep strength as it precipitates 
quickly and consists of small, fine rod-like particles [23].  
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Conversely, the modified Z-phase with chemical formula Cr(V,Nb)N which was first observed in 1985 
by Andren et al [25] , has largely been accepted as being detrimental to the long term creep strength 
of 9-12% Cr steels. Unlike the original Z-phase, the modified Z-phase only precipitates after extended 
periods of creep exposure, often over 10 000h. It precipitates as coarse particles which has been 
observed to occur in parallel with the dissolution of fine MX particles. This has led researchers [26] 
[27] to conclude that the modified Z-phase forms by dissolving the MX particles as the two comprise 
of the same elements [23], [28], [29]. Thus, the detrimental effects of the modified Z-phase are 
twofold. First, in its depletion of the highly beneficial MX precipitates and second, in its ineffectiveness 
in hindering dislocation and subgrain motion due to its coarse, irregular structure.  
Some researchers have suggested that the formation of the modified Z-phase is the major contributing 
factor to the loss of creep strength in 9-12% Cr steels and gives the creep/time graph its characteristic 
sigmoidal shape [30]. In a recent study by Danielsen et al. [31], the modified Z-phase precipitation rate 
was studied for both 9% Cr and 12% Cr steels with almost identical chemical composition apart from 
the Cr content. They found that the modified Z-phase precipitated about 20 times faster in the 12% 
Cr steel compared to the 9% Cr steel [31]. This finding reinforced the already widely accepted 
hypothesis that the modified Z-phase is significantly more detrimental in 10.5-12% Cr steels than in 
9% Cr steels and can even be neglected in steels with a Cr content below 9% [32]. The Cr content has 
therefore clearly been highlighted as the major driving force for the formation of the modified Z-
phase.       
 
Figure 2-2: Image of the most common precipitates present in 9-12% Martensitic/Ferritic steels [23] 
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2.3 Dislocation Motion and Creep 
Dislocation mobility and its dependence on temperature and stress are of key importance in 
understanding the elementary mechanics of material plasticity [33]. There are two major components 
which influence the flow stress of a metal. The first is the long-range interaction of mobile dislocations 
with the crystal microstructure and the second is the stress required to “push” the mobile dislocations 
over local energy barriers which hinder their movement [33]. The latter is of greater significance when 
considering precipitate hardened steels under creep deformation. 
Short-range dislocation interaction with energy barriers takes place over such a small volume that it 
is strongly influenced by thermal vibrations within the lattice. Thermal activation helps dislocations to 
overcome these energy barriers and continue motion past the obstacle. In many cases, the energy 
barriers that obstruct dislocation motion are of the order of one electron-volt and involve some 
hundreds of atoms only [33]. Therefore added thermal energy favours overcoming these energy 
barriers. The Orowan equation [34]  is commonly used to describe the relationship between 
deformation rate and dislocation mobility: 
 𝜀̇ = 𝜌𝑚𝑣𝑏 (2.2) 
Where, 𝜀 ̇ is the deformation rate, 𝜌𝑚 is the mobile dislocation density, 𝑣 is the average dislocation 
velocity and  𝑏 is the Burger’s vector. The average velocity 𝑣 is determined almost entirely based on 
the rate-controlling step. That is the step that takes the greatest amount of time to overcome. 
 
 Back stress  
During the dislocation creep deformation process the externally applied stress on the material is 
counteracted by a resistive stress which is often referred to as the back stress or inner stress. 
Consequently, not all of the external stress goes into deforming the material as some of it is required 
to overcome this inner stress. The existence of the back stress is usually attributed to microstructural 
features of the material which hinder dislocation motion and hence creep deformation. In creep 
resistant martensitic steels these features mostly consist of immobile dislocations, subgrain 
boundaries and precipitates. 
The back stress is traditionally accounted for by subtracting it from the applied external stress to give 
an effective stress value.  
 𝜎𝑒𝑓𝑓 = 𝜎𝑒𝑥 − 𝜎𝑖 (2.3) 
Where, 𝜎𝑒𝑥 is the externally applied stress and 𝜎𝑖 is the inner stress. The effective stress is then further 
used to calculate strain/creep rates using power-law relations.  The internal stress can be expressed 
as a superposition of individual contributions from dislocations and precipitates as shown below [4]. 
 𝜎𝑖 = 𝑀𝜏𝑖 = 𝑀(𝜏𝑑𝑖𝑠𝑙 + 𝜏𝑝𝑟𝑒𝑐 + 𝜏𝑠𝑔𝑏) (2.4) 
Where, 𝑀 is the Taylor factor (usually between 2 and 3) and 𝜏 is the shear stress. While a Taylor factor 
of 3 is often used for modelling purposes, it should be noted that this is only strictly accurate for a 
specimen with uniform crystallographic texture under uniaxial loading. Furthermore, the “true” Taylor 
factor can be calculated based on crystallographic texture. The subscripts in the parenthesis denote 
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contributions from dislocations, precipitates and subgrain boundaries, respectively. The general 
Norton creep law is then expressed as [4]: 
 𝜀̇ = 𝐴(𝜎𝑒𝑥 − 𝜎𝑖)
𝑛 = 𝐴𝜎𝑒𝑓𝑓
𝑛  (2.5) 
Where 𝐴 and 𝑛 are constants. The largest contribution to the back stress is attributed to the shear 
stress due to precipitation hardening (𝜏𝑝𝑟𝑒𝑐) and is quantified by the critical Orowan stress (𝜎𝑂𝑟).  
 
 Precipitation Strengthening 
The effect of precipitate hardening in steels can be explained in two general ways [35]. 
1. Increase of creep strength by direct interaction of particles with mobile dislocations acting 
themselves as obstacle for dislocation motion. 
2. Increase of creep strength indirectly by pinning of grain and subgrain boundaries. 
In the first case where precipitates interact directly with mobile dislocations, several mechanisms have 
been suggested to occur. These include shearing of the precipitate particles; local or general climb; 
precipitate dragging and the Orowan mechanism. Due to the nature of the second phase particles 
present in 9-12% Cr steels, the shearing of particles by dislocations is generally ignored. Also, 
precipitate dragging does not play a significant role in creep deformation at elevated temperatures 
[36]. Therefore, the only major direct precipitate-dislocation interactions are local and general climb 
as well as the Orowan mechanism. Since the Orowan mechanism is only slightly influenced by 
temperature, climb usually dominates creep at higher temperatures within the diffusional creep 
regime [4]. Hence the main dislocation-precipitate interaction at higher stresses and lower 
temperatures (dislocation creep regime) is attributed to the Orowan mechanism. The threshold stress 
required for plastic flow via the Orowan mechanism is given by: 
 
𝜎𝑂𝑟 = 𝐶
𝐺𝑏
𝜆
 
(2.6) 
Where, 𝐶 is a constant, 𝐺 is the shear modulus, 𝑏 is the Burgers vector and 𝜆 is the average spacing of 
particles in the glide plane. The Orowan mechanism is believed to occur in three stages [4].  First, the 
dislocation encounters the precipitate particles and begins to bow out due to the shear stress acting 
in the glide plane. If the shear stress is sufficient, the dislocation bows out completely around the 
precipitate particles and annihilates itself, forming loops around the particles (see Figure 2-3 b). The 
dislocation is then able to continue to glide past until it encounters another obstacle. 
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Figure 2-3 Bypassing of non-shearable particles by the Orowan mechanism [37] 
 Particle Spacing and Distribution 
The presence of precipitate particles plays a vital role in increasing the creep strength of a large variety 
of steels particularly by introducing the back stress or threshold stress.  Within the dislocation 
controlled creep regime the Orowan mechanism is the main dislocation-particle interaction 
mechanism. The Orowan stress 𝜏𝑂𝑟 is mainly influenced by the mean particle spacing 𝜆. In a recent 
treatment by Sonderegger et a l[38], a model was suggested to calculate the particle spacing 𝜆 based 
on random distribution of particles with arbitrary size distributions. This was done by considering the 
surface to surface distance between a particle and its nearest neighbour 𝜆𝑠𝑠. The number of particles 
per unit area was then calculated by considering different size classes based on particle radii as well 
as their number densities within a given volume. This was then used to setup a probability function to 
depict the probability that a nearest neighbour distance is smaller than 𝜆𝑠𝑠. Finally the Kocks criterion 
was used by setting the probability 𝑊 = 2/3. The resulting formulation for particle spacing was given 
as: 
 
𝜆𝑠𝑠 = √(
ln(3)
2𝜋 ∑ 𝑛𝑉,𝑖𝑟𝑖𝑖
+ (2𝑟𝐴)2) − 2𝑟𝐴 
(2.7) 
Where 𝑟𝐴 is the mean projected radius, 𝑛𝑉,𝑖 is the particle number density per volume. The subscript 
𝑖 denotes the specific particle size class. It was found that the particle spacing model showed good 
agreement with numerical simulations [39]. 
It was further suggested by [39] that the particle spacing model could be implemented into shear 
stress formulas to quantify the strengthening effects of numerous particle strengthening mechanisms 
including the Orowan mechanism. The resulting strength contribution would then be of the form: 
 
𝜏 = 𝐶
𝐺𝑏
𝜆
ln (
𝑟𝑎
𝑟𝑖
)  𝑓(𝜃𝑐𝑟𝑖𝑡) 
(2.8) 
Where, 𝜏 is the strength contribution, C is a constant, G is the shear modulus, b is the burgers vector, 
𝑟𝑖 and 𝑟𝑎 are the inner and outer cut-off radii of the dislocations respectively and 𝜃𝑐𝑟𝑖𝑡 is the critical 
bow-out angle of the dislocations.  
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3 Creep Modelling 
3.1 Glide controlled flow rule (exponential law creep) 
A common approach to obtaining a creep flow rule is based on the assumption that creep is controlled 
by the glide of dislocations or more accurately the obstacles to dislocation glide. This approach was 
first suggested by Kocks et al. [40] in 1975. According to Kocks et al. obstacles to dislocation motion 
can be viewed as energy barriers. The velocity of a dislocation can therefore be calculated based on 
the time taken for a dislocation to overcome an energy barrier as well as the time it takes the 
dislocation to move between obstacles: 
 
𝑣𝑔 =
∆𝐿
𝑡0 + 𝑡𝑔
 
(3.1) 
Where, 𝑣𝑔 is the average dislocation velocity, ∆𝐿 is the distance between two obstacles, 𝑡0 is the time 
taken to overcome the obstacle and 𝑡𝑔 is the time taken for the dislocation to glide between obstacles 
(see Figure 3-1). Generally the dislocation glide time 𝑡𝑔 is negligible as it is far less than the time 
required to overcome the obstacle 𝑡0 leading to: 
 
𝑡𝑔 ≈ 0 &     𝑣𝑔 =
∆𝐿
𝑡0
              
(3.2) 
 
 
Figure 3-1: Dislocation glide and climb over obstacles [41] 
Since energy barriers can be overcome by both stress and temperature, the activation energy must 
have some temperature dependence.  Since thermal activity favours dislocation mobility, the increase 
in temperature should lower the height of the energy barrier. 
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Figure 3-2 illustrates the effect of temperature on the height of an energy barrier representing an 
obstacle to dislocation glide. It shows that as the temperature increases, the amount of thermal 
agitation also increases resulting in lower applied stress required to overcome the energy barrier. 
Kocks et al.[40] put forward an Arrhenius type equation to describe the dislocation glide velocity 𝑣𝑔 in 
terms of a stress dependent Gibbs free energy of activation: 
 
𝑣𝑔 = 𝛽 exp (−
∆𝐺
𝑘𝑇
) 
(3.3) 
Where, 𝛽 is a pre-exponent constant and ∆𝐺(𝜎) is the Gibbs free energy of activation which can be 
expressed as: 
 ∆𝐺 = ∆𝐹 (1 −
𝜎
𝜎𝑏𝑎𝑟
) (3.4) 
Where, ∆𝐹 is the energy required to overcome the barrier without applied stress and 𝜎𝑏𝑎𝑟 is the stress 
required to overcome the energy barrier without any thermal agitation. It can be seen from equation 
3.12 that if the applied stress 𝜎 is set equal to the barrier stress 𝜎𝑏𝑎𝑟 then the Gibbs free energy of 
activation ∆𝐺(𝜎) falls to zero and the obstacle can be overcome by the dislocation. However, if 𝜎 <
𝜎𝑏𝑎𝑟 then the energy barrier/obstacle cannot be overcome by stress alone (∆𝐺(𝜎) ≠ 0) and some 
extra thermal agitation is needed. By combining equation 3.11 and equation 3.12 an expression for 
dislocation glide velocity 𝑣𝑔 can be obtained: 
 
𝑣𝑔 = 𝛽 exp (−
∆𝐹
𝑘𝑇
(1 −
𝜎
𝜎𝑏𝑎𝑟
)) 
(3.5) 
 
Figure 3-2: Effect of temperature on the height of an energy barrier [41] 
 
σapplied 
Thermal agitation 
Distance 
T1 < T2 
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A flow rule can now be obtained for glide controlled creep using the Orowan equation (equation 3.2) 
as well as the expression for mobile dislocation density (equation 4.4) giving: 
 
𝜀?̇?𝑠 =
𝛼𝛽𝜎2
𝑏
exp (−
∆𝐹
𝑘𝑇
(1 −
𝜎
𝜎𝑏𝑎𝑟
)) 
(3.6) 
At absolute zero, no thermal agitation contributes to overcoming the energy barrier hence the 
applied stress 𝜎, must be equal to the barrier stress 𝜎𝑏𝑎𝑟 leading to the following simplifications: 
 
𝜀0̇ =
𝛼𝛽𝜎2
𝑏
exp(−0) =
𝛼𝛽𝜎2
𝑏
 
(3.7) 
   
 
𝜀?̇?𝑠 = 𝜀0̇ exp (−
∆𝐹
𝑘𝑇
(1 −
𝜎
𝜎𝑏𝑎𝑟
)) 
(3.8) 
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3.2 Climb controlled flow rule (power-law creep) 
The most commonly used flow rules for dislocation creep today are mostly based on the climb 
controlled flow rule developed by Weertman [42] in 1957. The flow rule is centred on the assumption 
that dislocation climb over obstacles is the rate controlling process during steady state dislocation 
creep and that thermally activated vacancies dictate the rate at which dislocations climb. Vacancies 
can diffuse into an edge dislocation thereby replacing an atom and causing the dislocation to climb to 
a different glide plane and continue to glide until its motion is hindered once again. This is known as 
positive climb (see Figure 3-3 (a)). Alternatively the vacancy at the end of an edge dislocation can be 
replaced by a lattice atom causing the dislocation to once again climb to a different glide plane but in 
the opposite direction. This is known as negative climb (see Figure 3-3 (b)). 
The rate at which edge dislocations climb can therefore be approximated by the rate at which 
vacancies diffuse within a crystal structure. This approach assumes that dislocation glide causes almost 
all the strain but the average velocity is determined by dislocation climb. A creep rate relationship can 
then be formulated based on vacancy diffusion laws, dislocation climb theory, and dislocation density 
approximations using Orowan’s equation (equation 3.2). In this way Weertman, arrived at the 
following expression for the climb controlled dislocation creep rate [42]: 
 𝜕𝜀
𝜕𝑡
 =
𝛼𝜎3𝑏𝐷0
𝑘𝑇𝐺2
exp (−
𝑄𝑐
𝑅𝑇
) 
(3.9) 
Where 𝐺 is the shear modulus, 𝛼 is a dimensionless constant which reflects the strength of dislocation-
dislocation interaction, 𝐷0 is the vacancy diffusion coefficient, 𝑄𝑐 is the activation energy associated 
with dislocation climb. A complete derivation of equation 4.5 can be found in section 5.1. Equation 
4.5 can be simplified by combining all the constants, resulting in the general Three-power-law 
expression: 
 
𝜀̇ =
𝜕𝜀
𝜕𝑡
 = 𝜀0
′ 𝜎3exp (−
𝑄𝑐
𝑅𝑇
) 
(3.10) 
The three-power-law expression has been found by numerous researchers to only be accurate for 
specific steels under specific conditions of creep. In general, the value of the stress exponent has been 
found to vary between 3 and 7. This has led researchers to be cautious of the power law creep 
formulation and to investigate alternate approaches to modelling dislocation creep [43]. Furthermore, 
power-law creep does not explicitly consider the effects of long term changes in microstructure such 
as those discussed in chapter 2, which undoubtedly influence the dislocation creep rate.   
 
Figure 3-3: (a) Vacancy controlled (a) positive and (b) negative climb of an edge dislocation [69] 
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3.3 Continuum Damage Mechanics (CDM) 
 Dyson-McClean CDM model 
In recent years there has been a trend amongst investigators towards describing dislocation creep 
using continuum damage mechanics. This has been especially the case for materials with complex 
microstructures such as 9-12% Cr creep resistant steels. The desire to model creep phenomena based 
on microstructure stems from the tendency of short term data and empirical models to over-estimate 
the long term performance of many materials [44]. Most of the current CDM creep models are based 
on the works of Dyson et al.[45]. This approach uses a set of coupled differential equations which 
represent the accumulated creep strain as well as various forms of microstructural evolution. It is 
impossible to take into account every aspect of the microstructure therefore only those aspects which 
contribute most to creep are assessed. The approach of Dyson et al. is particularly useful for particle 
strengthened alloys where stress is distributed between the matrix and the precipitates. The set of 
coupled equations can best be represented in functional form as [46]: 
 𝜀̇ = 𝜀̇(𝜎, 𝑇, 𝐻, 𝐷𝑖) (3.11-1) 
 ?̇? = ?̇?(𝜎, 𝑇, 𝐻, 𝐷𝑖) (3.11-2) 
 ?̇?𝑖 = ?̇?𝑖(𝜎, 𝑇, 𝐻, 𝐷𝑖) (3.11-3) 
Equation 3.11-1 describes the strain accumulation as a function of stress (𝜎), temperature (𝑇), stress 
redistribution between the particles and matrix (𝐻), and the damage due to microstructural changes 
in the material (𝐷𝑖). Two microstructural damage variables were identified by Dyson et al. as having 
a significant impact on creep in particle strengthened steels. These are the damage due to particle 
coarsening (𝐷𝑝) and the damage due to the decrease in mobile dislocation density (𝐷𝑑) resulting in 
strain softening. The set of coupled differential equations used by Dyson et al. are: 
 
𝐶𝑟𝑒𝑒𝑝 𝑟𝑎𝑡𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛:                  𝜀̇ = 𝜀0̇(1 + 𝐷𝑑) exp (−
𝑄𝑐
𝑅𝑇
) Sinh [
𝜎(1 − 𝐻)
𝜎0(1 − 𝐷𝑝)
] 
(3.12-1) 
 
𝐵𝑎𝑐𝑘𝑠𝑡𝑟𝑒𝑠𝑠 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:                ?̇? =
ℎ′
𝜎
(1 −
𝐻
𝐻∗
) 𝜀̇ 
(3.12-2) 
 𝑀𝑜𝑏𝑖𝑙𝑒 𝐷𝑖𝑠𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 ∶   ?̇?𝑑 = 𝐶𝜀̇ (3.12-3) 
 
𝑃𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑒 𝐶𝑜𝑎𝑟𝑠𝑒𝑛𝑖𝑛𝑔             ?̇?𝑝 =
𝐾𝑃′ 
3
(1 − 𝐷𝑝)
4
 
(3.12-4) 
 𝑆𝑡𝑟𝑒𝑠𝑠 𝑟𝑎𝑡𝑒:                                      ?̇? = 𝜎𝜀̇ (3.12-5) 
Where 𝜀0̇ is a characteristic strain rate which is dependent on precipitate volume fraction and mobile 
dislocation density, 𝑄𝑣 is the activation energy associated with vacancies and formation of jogs, 𝜎 is 
the applied stress, 𝜎0 is a normalising stress associated with dislocation-particle interactions, ℎ
′ is the 
effective modulus, 𝐻∗ is the limiting value of 𝐻. The coarsening damage factor 𝐷𝑝 is defined in terms 
of the initial inter-particle spacing 𝜆𝑖 and the particle spacing at any given time 𝜆 as: 
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𝐷𝑝 = (1 −
𝜆𝑖
𝜆
) 
(3.13) 
The dislocation damage factor 𝐷𝑑 is defined in terms of the initial dislocation density 𝜌𝑖 and the 
dislocation density at any given time 𝜌 as: 
 𝐷𝑑 = (1 −
𝜌𝑖
𝜌
) (3.14) 
The model also requires 10 material constants namely; 𝜀0̇, 𝑄𝑐 , 𝜎0, ∆𝐻𝑠, 𝑇𝑠, ℎ
′, 𝐻∗, 𝑄𝑝, 𝐾𝑃′  and 𝐶. 
While these parameters can be obtained (estimated) from theoretical derivations, they are often more 
accurately derived empirically from experimental data.  
In a publication, Hore et al. [46] describe a method for obtaining initial values of 𝜎0, 𝜀0̇, 𝑄𝑑 , 𝑇𝑠, 𝐻
∗, ℎ′ 
from experimental creep data of 2.25CrMo steel as a large amount of creep data was available. These 
values were used as initial guesses in producing creep data for 9CrMoVNb steel where only a limited 
amount of creep data was available. Hore et al. thereafter used an optimisation scheme to obtain an 
optimum data set for the material constants [46]. In so doing, Hore et al. showed that the chief issue 
of creep modelling being a scarcity of long-term creep data could be overcome by the use of an 
optimisation routine. The optimised material properties used by Hore et al. are shown in Table 3-1. 
Table 3-1: Material parameters for 2.25Cr1Mo and 9CrMoVNb steels 
Alloy 
name 
Parameter 
 ?̇?𝟎 (𝒔
−𝟏) 𝑸𝒅(𝒌𝑱𝒎𝒐𝒍
−𝟏) 𝝈𝟎𝒎(𝑴𝑷𝒂) ∆𝑯𝒔 (𝒌𝑱𝒎𝒐𝒍
−𝟏) 𝑻𝒔(𝑲) 𝒉
′(𝑴𝑷𝒂) 𝑯∗ 𝑸𝒑(𝑲𝑱𝒎𝒐𝒍
−𝟏) 𝒌𝒑𝟎(𝒔
−𝟏) 𝑪 
2.25Cr1Mo 2.71E08 298 28 137 936 1.06E03 0.3 200 2.5E05 10 
9CrMoVNb 3.0E08 300 30 140 950 1.03E04 0.3 210 2.2E05 27 
 
Hore et al. reported that the model predictions for the 2.25Cr1Mo and 9CrMoVNb steels correlated 
well with experimental results at various temperatures and stresses and produced a better 
relationship than power law models [46].   
  
  
21 
 
 Oruganti CDM Model 
In a recent publication by Oruganti et al [47] a CDM model for 9-10% Cr Ferritic Steels was put forward 
based on the original formulations of Dyson et al. The model produced by Oruganti et al. deviates 
from the original works of Dyson et al. in its’ selection of ‘key microstructural features’ which 
contribute significantly to creep. These features include MX precipitate spacing, MX coarsening and 
subgrain evolution.  
The equation set for the Oruganti CDM models was formulated as: 
 
𝐶𝑟𝑒𝑒𝑝 𝑟𝑎𝑡𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛:          𝜀̇ = 𝜀0̇
′ exp (−
𝑄𝑐
𝑅𝑇
) sinh [
𝜎(1 − 𝐻∗(1 − 𝐷𝑠))
𝜎0(1 − 𝐷𝑃)
] 
(3.26-1) 
 𝑃𝑟𝑖𝑚𝑎𝑟𝑦 𝑐𝑟𝑒𝑒𝑝:      ?̇?0 = 𝐾1 (1 −
𝜎0
𝐾2
) 𝜀̇ (3.26-2) 
 
𝑆𝑢𝑏𝑔𝑟𝑎𝑖𝑛 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:     ?̇?𝑠 =
𝜀̇
𝑆𝑖
(𝐾𝑆1 + 𝐾𝑆2 exp (−
𝑄𝑠
𝑅𝑇
)) (1 − 𝐷𝑆)
2 
(3.26-3) 
 
𝑀𝑋 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:        ?̇?𝑃 =
𝐾𝑃
𝑑𝑖
3 exp (−
𝑄𝑃
𝑅𝑇
) (1 − 𝐷𝑃)
4 
(3.26-4) 
Where 𝜀0̇ is a characteristic strain rate, 𝑄𝑐 is the activation energy associated with vacancies and 
formation of jogs, 𝜎 is the applied stress, 𝜎0 is a normalising stress associated with dislocation-particle 
interactions, 𝐻∗ is a limiting parameter for stress redistribution between ‘soft’ and ‘hard’ regions 
within the grain, 𝐾1 and 𝐾2 are primary creep parameters, 𝐾𝑆1 and 𝐾𝑆2 are coefficients corresponding 
to the temperature independent and temperature dependent parts of subgrain growth respectively, 
𝐾𝑃 is a coarsening rate constant, 𝑃𝑖 is the initial particle size and 𝑄𝑝 is a particle coarsening activation 
energy. 
The precipitate coarsening damage parameter is defined as: 
 
𝐷𝑝 = (1 − (
𝑑𝑖
𝑑(𝑡)
)) 
(3.19) 
Where 𝑑𝑖  and 𝑑(𝑡) are the initial precipitate diameter and diameter at any time 𝑡 repectively.  
The subgrain coarsening damage parameter is defined as: 
 
𝐷𝑠(𝑡) = 1 − (
𝑆𝑖
𝑆(𝑡)
) 
(3.19) 
Where 𝑆𝑖 and 𝑆(𝑡) are the initial subgrain width and width at any time 𝑡 repectively.  
Oruganti et al. used a formulation originally devised by Kelly [48] to ascertain whether or not the 
precipitate spacing 𝜆, is rate controlling: 
 
𝜆 =
1
√𝑛𝐴[1 + 𝐿√𝑛𝐴]
−
𝜋𝑡
2
 
(3.17) 
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Where 𝑛𝐴 is the area density of particles and 𝐿 is the length of the line that the particle makes upon 
interception with the slip plane.  
The Oruganti model also accounts for back stress generated by subgrain boundaries bowing out 
between M23C6 particles based on the mechanics suggested by Argon and Takeuchi [49] giving the 
following expression: 
 
𝜎𝐵
𝑆 = 0.26(1 − 𝑣)
𝛿
4
3   𝜃
1
3
𝑏
1
3   𝑆
𝜎   
(3.20) 
Where 𝛿 is the M23C6 inter-particle spacing on the subgrain boundaries, 𝜃 is the average 
misorientation between adjacent subgrains, 𝑏 is the Burger’s vector, 𝑆 is the average subgrain width 
and 𝑣 is the Poisson’s ratio. Oruganti et al. also take into account the back stress generated by block 
boundaries as being inversely proportional to the square of the block width 𝐵: 
  𝜎𝐵
𝐵 ∝
𝜎
√𝐵
 (3.21) 
Hence the total back stress can be written as: 
 
𝜎𝐵 = (
𝐾′
𝑆
+
𝐾′′
√𝐵
) 
(3.22) 
 𝜎𝐵 = 𝐻
∗𝜎 (3.23) 
Where  
 
𝐻∗ =  (
𝐾′
𝑆
+
𝐾′′
√𝐵
) 
(3.24) 
Due to a lack of data, values for 𝐾′′ are estimated based on values of 𝐾′.  
The back stress due to subgrain and block boundaries is assumed to be instantaneous and is 
subtracted from the applied stress where 𝐻∗ determines the maximum possible back stress. The 
damage factor (1 − 𝐷𝑠) is associated with the back stress and takes into account the migration and 
annihilation of subgrains during creep. The reference stress 𝜎0 arises from the primary creep stage 
which is dependent on the evolution of the initial dislocation structure. This model has 12 parameters, 
9 of which are physically bounded, 2 of which describe the primary stage (𝐾1 and 𝐾2) and hence do 
not affect the long-term creep predictions. The final input parameter is a scaling parameter 𝜀0̇
′ . The 9 
physically based parameters are, 𝑄𝑃 , 𝐾𝑆1, 𝐾𝑆2, 𝑄𝑆, 𝑃𝑖 , 𝑆𝑖, 𝐻
∗ and 𝑄𝐶. The same parameter set was used 
in the Oruganti model over a wide stress and temperature range. 
In their publication Oruganti et al. applied the CDM model to two different ferritic steels after standard 
austenisation and tempering heat treatments. The model showed good agreement with experimental 
results and provided more accurate predictions when compared to extrapolated predictions from 
experiments running for less than 10000 hours. This was attributed to weakening due to coarsening 
of MX carbonitrides which the CDM model took into account but which the extrapolated experimental 
predictions did not. 
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 Christopher CDM creep model 
A CDM creep model based on the works of Dyson et al. was recently investigated by Christopher et 
al.[50]. In the investigation, damage caused by coarsening of dislocation networks and subgrains as 
well as coarsening of precipitates was considered. The model was formulated by using a set of coupled 
equations to describe the creep deformation process. The master equation was set up as: 
 
𝐶𝑟𝑒𝑒𝑝 𝑟𝑎𝑡𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛:                             𝜀̇ = 𝜀0̇(1 + 𝐷𝑑) Sinh [
𝜎(1 − 𝐻)
𝜎0,𝑖(1 − 𝐷𝑝)
] 
(4.23-1) 
 
𝐵𝑎𝑐𝑘 − 𝑠𝑡𝑟𝑒𝑠𝑠 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:                                                  ?̇? = (
ℎ
𝜎
) (1 −
𝐻
𝐻∗
) 𝜀̇ 
(4.23-2) 
 
𝐵𝑎𝑐𝑘 − 𝑠𝑡𝑟𝑒𝑠𝑠 𝑙𝑖𝑚𝑖𝑡𝑒𝑟:                             ?̇?∗ =
𝐻∗(1 − 𝐻∗)
2
(1 + 𝐷𝑑)
−1?̇?𝑑 
(4.23-3) 
 𝑀𝑜𝑏𝑖𝑙𝑒 𝑑𝑖𝑠𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑑𝑎𝑚𝑎𝑔𝑒 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:                                            
                    ?̇?𝑑 = 𝑘2 (
𝜌𝑆𝑆
𝜌𝑁,𝑖
)
0.5
(1 + 𝐷𝑑)
0.5 (1 − (1 + 𝐷𝑑)
−1 ((
𝜌𝑁,𝑖
𝜌𝑆𝑆
)
0.5
) 𝜀̇ 
 
(4.23-4) 
 
      𝑀23𝐶6 𝑐𝑜𝑎𝑟𝑠𝑒𝑛𝑖𝑛𝑔 𝑑𝑎𝑚𝑎𝑔𝑒 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:                    ?̇?𝑃 =
𝐾𝑃′ 
3
(1 − 𝐷𝑃)
4 
(4.23-5) 
 𝑆𝑡𝑟𝑒𝑠𝑠 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:                                                                              ?̇? = 𝜎𝜀̇ (4.23-6) 
The dislocation damage parameter 𝐷𝑑 due to network dislocation coarsening is expressed as: 
 
𝐷𝑑 = (
𝜌𝑁
𝜌𝑁,𝑖
) − 1 𝑓𝑜𝑟 0 ≥ 𝐷𝑑 ≥ −1, 
(4.25) 
Where 𝜌𝑁 and 𝜌𝑁,𝑖 are the dislocation density at any given time and initial dislocation density 
respectively. The damage parameter due to particle coarsening 𝐷𝑃, is expressed as: 
 
𝐷𝑃 = 1 − (
𝑃𝑖
𝑃(𝑡)
)  𝑓𝑜𝑟 0 ≤ 𝐷𝑃 ≤ 1, 
(4.26) 
 Where 𝑃𝑖 and 𝑃(𝑡) are the initial particle diameter and particle diameter at any time t respectively. 
𝐻 is the normalised back stress defined as: 
 𝐻 = 𝜎𝐾/𝜎 (4.27) 
Where 𝜎𝐾 is a measure of strain-induced stress distribution between hard regions (subgrain 
boundaries) and soft regions (matrix). 𝜎0,𝑖 is a normalising stress due to dislocation-particle 
interaction. The constant ℎ is the effective modulus and 𝐻∗ is the maximum value of 𝐻.  
The constant 𝑘2 is a dislocation annihilation parameter derived using the Kocks-Mecking approach 
[51] and 𝐾𝑃′ is related to the rate constant for particle coarsening from the Ostwald ripening law. The 
initial parameters are derived from either experimental findings or physical relationships. The 
normalising stress 𝜎0,𝑖 is obtained using the Orowan stress as follows: 
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𝜎0,𝑖 =
𝑘𝑇𝜎𝑜𝑟
𝛼𝐺𝑏3
 
(4.29) 
 
𝜎𝑜𝑟 =
𝛼𝑀𝐺𝑏
𝐿
 
(4.30) 
 𝜎0,𝑖 = 𝑀𝑘𝑇/(𝐿𝑏
2) (4.31) 
Where 𝑀 is a Taylor factor and 𝐿 is the mean inter-particle spacing. 𝐿 is calculated for 𝑀23𝐶6 particles 
as well as 𝑀𝑋 particles using the following expression: 
 1
𝐿𝑒𝑓𝑓
=
1
𝐿𝑀23𝐶6
+
1
𝐿𝑋
 
(4.32) 
The damage parameter for network dislocation coarsening is obtained from the Kocks-Mecking [51] 
approach with respect to strain: 
 𝑑𝜌
𝑑𝜀
= 𝑘1𝜌𝑁
0.5 − 𝑘2𝜌𝑁 
(4.33) 
Where 𝑘1 and 𝑘2 are dislocation storage and annihilation parameters. As the network dislocation 
density approaches steady state, 
𝑑𝜌
𝑑𝜀
= 0 a saturation dislocation expression can be derived as 𝜌𝑠𝑠 =
(
𝑘1
𝑘2
). Therefore equation 4.33 can be rewritten as: 
 𝑑𝜌
𝑑𝜀
= 𝑘1𝜌𝑁
0.5 (1 − (
𝜌𝑁
𝜌𝑆𝑆
))
0.5
 
(4.34) 
By integrating equation 4.34 with respect to strain, the following expression can be obtained: 
 
𝜌𝑁 = (𝜌
0.5 − (𝜌𝑠𝑠
0.5 − 𝜌𝑁,𝑖
0.5) exp (− (
𝑘2
2
) 𝜀))
2
 
(4.35) 
Due to its complex nature, the value of 𝜀0̇ is obtained from experimental results using the relation: 
 
𝜀0̇ =
𝜀?̇?𝑡 𝑡=0.1ℎ
sinh (
𝜎
𝜎0,𝑖
)
 
(4.36) 
Once initial values for the input parameters were selected, the values for 𝜎0,𝑖, 𝐾′𝑝, 𝑘2, 𝜀0̇ and 𝐻
∗ were 
optimised based on experimental creep test results using a least square error function. This model 
therefore has 8 input parameters, 5 of which require optimisation. This model was found by 
Christopher et al. to produce good creep predictions for a variety of stresses for 9Cr1Mo steel. 
 
 Yin et al CDM Model 
The CDM creep modelling approach of Yin et al. also builds on the original work of Dyson et al. with 
particular emphasis on precipitation kinetics [52]. Using a Monte Carlo simulation, Yin et al. modelled 
intra-granular as well as inter-granular precipitate evolution of MX and M23C6 precipitates and 
incorporated it into a CDM creep model [53]. The precipitation kinetics model was set up by 
  
25 
 
considering a simulation cell which included both matrix and grain boundaries. The number of grain 
boundaries was then calculated using a non-equilibrium segregation model. The pre-service and 
service heat treatments were then divided up into time increments ∆𝑡, and precipitate nucleation, 
growth and dissolution was modelled [53].  
𝐶𝑟𝑒𝑒𝑝 𝑟𝑎𝑡𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛: 𝜀̇ =
𝜀0̇
(1 − 𝐷𝑑)(1 − 𝐷𝐶)
Sinh [
𝜎(1 − 𝐻)
𝜎0(1 − 𝐷𝑝)(1 − 𝐷𝑁)
] 
(4.46-1) 
𝑀𝑜𝑏𝑖𝑙𝑒 𝑑𝑖𝑠𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑑𝑎𝑚𝑎𝑔𝑒 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:                       ?̇?𝑑 = 𝐶(1 − 𝐷𝑑)
2𝜀̇ (4.46-2) 
𝐶𝑎𝑣𝑖𝑡𝑦 𝑔𝑟𝑜𝑤𝑡ℎ 𝑑𝑎𝑚𝑎𝑔𝑒:                                                              ?̇?𝑁 = 𝐴
′𝜀𝐵
′
𝜀̇ (4.46-3) 
𝐵𝑎𝑐𝑘 − 𝑠𝑡𝑟𝑒𝑠𝑠 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:                                              ?̇? = (
ℎ
𝜎
) (1 −
𝐻
𝐻∗
) 𝜀̇ 
(4.46-4) 
𝑆𝑜𝑙𝑖𝑑 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑑𝑎𝑚𝑎𝑔𝑒 𝑒𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:                           ?̇?𝑐 = 𝐾𝑐𝐷𝑐
1
3(1 − 𝐷𝑐) 
(4.46-5) 
Where 𝐶 is a material constant, 𝐴′ and 𝐵′ are cavity growth constants and 𝐾𝑐 is a Wert-Zener solid 
solution constant. The damage due to precipitate coarsening 𝐷𝑃 was calculated by Yin et al. using 
precipitation kinetics which included, particle nucleation, growth and coarsening. 
3.3.4.1 Nucleation 
The nucleation of particles was modelled using classical nucleation theory: 
 
𝐼 = 𝑍𝛽∗ (
𝑁
𝑥0
) exp (
∆𝐺∗
𝑘𝑇
) exp (−
𝜏
𝑡
) 
(4.37) 
Where 𝐼 is the nucleation rate, 𝑁 is the number of a particular type of atomic site, 𝑥0 the molar fraction 
of solute atoms in the nucleus phase, ∆𝐺∗ the energy required to form the critical nucleus, t is the 
time and 𝜏 is the incubation time for nucleation. The coefficients 𝑍 and 𝐵∗ are define as: 
 
𝑍 =
𝑉𝜃𝑥(∆𝐺𝑉)
2
8𝜋√𝑘𝑇𝐾𝑗𝛾𝛼𝜃
3
 
(4.38) 
 
𝐵∗ =
16𝜋𝛾𝛼𝜃
2 𝐷𝑥𝛼𝐿𝑗
𝑎4(∆𝐺𝑉)2
 
(4.39) 
 
Where 𝑉𝜃𝑥 is the volume occupied by one atom in the nucleus, ∆𝐺𝑉 is the free energy change per unit 
volume of the nucleus, 𝛾𝛼𝜃 is the interfacial free energy, 𝐷 is the diffusivity, 𝑥𝛼 is the solute 
concentration in the matrix, a the lattice parameter, 𝐿𝑗 and 𝐾𝑗 are shape factors defined as: 
 
𝑉 =
4
3
𝜋𝑟3𝐾𝑗 
(4.40) 
 𝑆 = 4𝜋𝑟2𝐿𝑗 (4.41) 
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The value for 𝜏 is usually very small such that the term exp (
−𝜏
𝑡
) is taken as unity. The number of nuclei 
generated per unit time is described using:  
 
∆𝑁(𝑡) = 𝑍𝛽∗ (
𝑁
𝑥0
) exp (
∆𝐺∗
𝑘𝑇
) ∆𝑡 
(4.42) 
Where ∆𝑁(𝑡) is the number of nuclei generated in the time interval ∆𝑡. The nucleation rate changes 
with time as the solute concentration decreases due to precipitate formation which is reflected in the 
value of ∆𝐺𝑣.  
3.3.4.2 Growth and Coarsening 
Once the number of generated nuclei reaches its limiting value determined by equation 4.42 the 
growth and coarsening equations control the precipitate evolution. Given the initial solute 
concentration and volume fraction of precipitates, the solute concentration at time t can be calculated 
using: 
 
𝐶?̅? = 1 −
𝑉𝑓𝜌𝜃𝑁𝑟
𝜌𝛼𝐶𝑔
 
(4.43) 
Where 𝐶𝑔 is the initial concentration of solute, 𝑉𝑓 is the volume fraction of precipitates at any time, 
𝜌𝛼 and 𝜌𝜃 are the molar density of the matrix and precipitate phase respectively and 𝑁𝑟  is the number 
of rate controlling atoms in the precipitate molecule. The concentration gradient in the vicinity of the 
surface of a particle of radius of curvature 𝑟 at any time 𝑡 can be approximated using: 
 
𝑔 =
𝐶?̅? − 𝐶?̅?
𝑑
 
(4.44) 
Where 𝑑 is the average interparticle spacing and 𝐶𝑟 is the solute concentration at the surface of the 
particle. If g>0 then the particle grows and if g<0 the particle dissolves. Both these rates are 
determined using Fick’s first law of diffusion. The increase in volume of a particle ∆𝑉 can therefore be 
calculated using:  
 
∆𝑉 =
𝐷𝑆𝑔𝜌𝜃
𝐶𝜃𝜌𝜃 − 𝐶𝑟𝜌𝛼
∆𝑡 
(4.45) 
At each time step, each particle is allowed to grow or dissolve depending on the concentration 
gradient and therefore the change in volume ∆𝑉. Also, at each time step, the average concentration 
in the matrix is recalculated. This entire routine was used by Yin et al. instead of the traditionally used 
Ostwald ripening law.   
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4 Experimental Data 
 
For the current study, experimental creep data was required in order to calibrate as well as validate 
the proposed CDM model. Creep data for 9-12% Cr steels, particularly long term creep data is limited 
in open literature. For this reason, only two steels were used. The first was for the experimental 10% 
Cr steel from the COST (European Cooperation in Science and Technology) programme designated 
CB8 (see Table 4-1). This data was generously shared by the Graz University of Technology. The data 
included long term (>10000h) continuous creep strain-time results at 650°C at three different stresses: 
75MPa, 85MPa and 100 MPa. The reader is directed to Appendix A-1 Section 0 for the full creep-time 
data. Corresponding microstructural results of subgrain and precipitate size evolution were obtained 
from Sonderegger [12] (see Appendix A-1 section 0). As these results were the most comprehensive 
available, they were used for the calibration of the model in this study.  
In order to determine the chemical composition of the CB8 samples, electron energy loss spectroscopy 
and energy-dispersive X-ray spectroscopy (EDX) was used. The microstructural data included subgrain 
size measurements obtained from interrupted creep tests at 75 MPa and 650°C at intervals for up to 
16000h of creep loading. These measurements were made using EBSD (Electron Back Scatter 
Diffraction) in an SEM (Scanning Electron Microscope) with a special resolution of 200nm and 
orientation resolution of 1- 1.5° [15].  
The second set of creep data was obtained from the works of Ennis et al [54] available in open 
literature for the 9% Cr steel, P92. This data consisted of continuous creep rupture test results at 104 
MPa as well as at 92 MPa both at 650°C. The publication by Ennis et al. also included measurements 
of initial subgrain and precipitate size for the samples. Transmission Electron Microscopy (TEM) of thin 
foil and extraction double replicas was used to obtain information on precipitate morphology and 
analysis. Precipitate size distribution and subgrain sizes were quantified using a line-intercept 
technique on enlarged TEM images. 
 
Table 4-1: Chemical composition in wt% of COST steel CB8 [12] 
Element C Mn Cr Ni Mo V Nb Co B N Si P S Al Ti 
Wt% 0.17 0.2 10.86 0.15 1.42 0.21 0.061 2.94 0.01 0.024 0.27 0.009 0.006 0.026 0.001 
 
Table 4-2: Chemical composition in wt% of steel P92 [54] 
Element C Mn Cr Ni Mo V Nb N Si P S Al 
Wt% 0.10 0.4 9.0 0.40 0.5 0.23 0.052 0.05 0.50 0.02 0.50 0.04 
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5 Current Model 
 
The basic structure for the CDM model used in this thesis was selected based mainly on available 
experimental creep data as well as the availability of literature for material constants and properties 
for the steels being analysed, namely CB8 and P92. 
5.1 CDM Strain Rate Equation 
The creep strain flow rule used for the dislocation creep CDM method is derived from the well-known 
Orowan equation discussed in section 2.3 and repeated here for convenience: 
 𝜀̇ = 𝜌𝑚𝑣𝑏 (2.9) 
Where, 𝜀̇ is the uniaxial strain rate, 𝜌𝑚 is the mobile dislocation density, 𝑣 is the average dislocation 
velocity and  𝑏 is the Burger’s vector. The average velocity 𝑣 is determined almost entirely based on 
the rate-controlling step. That is the step that takes the greatest amount of time to overcome. With 
regards to dislocation creep this is the time required to overcome obstacles via dislocation climb as 
described by Weertman [42]. 
 
𝑣𝑐 =
Ω
𝑏𝑘𝑇
𝐷𝑣𝜎 
(5.1) 
Where Ω is the atomic volume (Ω ≈ 𝑏3), 𝑏 is the Burger’s vector, T is temperature, 𝐷𝑣 is the vacancy 
diffusion coefficient and 𝜎 is the applied stress. Strictly speaking 𝜎 is the component of the applied 
stress normal to the glide plane. However, it is a reasonable assumption that this normal component 
is directly proportional to the applied stress making the expression qualitatively sound in this regard.  
𝐷𝑣 is a measure of the rate at which atomic jumps are made into vacancy sites and is what 
fundamentally dictates dislocation glide along slip planes on an atomic scale. However, in order for an 
atomic jump to be made, an atom needs to overcome an energy barrier associated with breaking 
atomic bonds with its neighbouring atoms. The frequency of atomic jumps is described using an 
Arrhenius type formula: 
 
𝑅𝑗 = 𝑅0 exp (−
𝐸𝑚
𝑅𝑇
) 
(5.2) 
Where 𝑅0 is the ‘attempt frequency’ which is typically of the order of the Debye frequency and 𝐸𝑚 is 
the activation energy required for an atomic jump to occur (roughly equal to 1mV). In addition to the 
determination of the frequency of atomic jumps, the probability of an existing vacancy site needs to 
be considered. This probability is expressed as: 
 
𝑃 = 𝑧2 exp (−
𝑄𝑑
𝑅𝑇
) 
(5.3) 
Where 𝑧 is the atomic jump distance. The diffusion coefficient can hence be expressed as the product 
of the frequency of atomic jumps and the probability of an available vacancy site: 
𝐷𝑣 = 𝑃𝑅𝑗 = 𝑧
2𝑅0 exp (−
𝑄𝑑
𝑅𝑇
) exp (−
𝐸𝑚
𝑅𝑇
) 
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𝐷𝑣 = 𝐷0 exp (−
𝑄𝑐  
𝑅𝑇
) 
(5.4) 
Where  
𝐷0 = 𝑧
2𝑅0 𝑎𝑛𝑑 𝑄𝑐 = 𝑄𝑑 + 𝐸𝑚 
According to Weertman [42], the mobile dislocation density 𝜌𝑚 within a crystal can be described as a 
function of stress using the following empirical relation: 
 
𝜌𝑚 = 𝛼 (
𝜎
𝑏𝐺
)
2
 
(5.5) 
Where 𝐺 is the shear modulus and 𝛼 is a dimensionless constant which reflects the strength of 
dislocation-dislocation interaction.   
By combining the expressions for 𝜌𝑚 (equation 5.5), 𝑣𝑐 (equation 5.1) using equation 2.2, an 
expression for steady-state dislocation creep can be obtained giving the well-known three power 
creep law as discussed in section 3.2: 
 𝜕𝜀
𝜕𝑡
 =
𝛼𝜎3𝑏𝐷0
𝑘𝑇𝐺2
exp (−
𝑄𝑐
𝑅𝑇
) 
(4.5) 
The inconsistency in stress exponent (see section 3.2) has been suggested to be due to microstructural 
features which affect creep and are not explicitly considered in the power-law creep formulation [55]. 
In order to account for microstructural changes occurring during creep, the CDM approach assumes a 
sinh(𝜎) relationship between the uniaxial creep strain rate 𝜀̇  and the applied stress giving: 
 𝜕𝜀
𝜕𝑡
 = 𝜀0
′  exp (−
𝑄𝑐
𝑅𝑇
) sinh (
𝜎
𝜎0
) 
(5.6) 
While the value of 𝜀0
′  does have a physical basis, it is commonly approximated empirically and 
considered as a scaling parameter.  
𝜎0 is a reference stress parameter which represents stress redistribution between initial dislocation 
structure and precipitates during primary creep as well as the evolution of the dislocation structure as 
it moves into equilibrium with the applied stress: 
 𝜕𝜎0
𝜕𝑡
= 𝐾1 (1 −
𝜎0
𝐾2
)
𝜕𝜀
𝜕𝑡
  
(5.7) 
𝐾1 is an empirically determined parameter which describes the rate at which equilibrium between the 
applied stress and initial dislocation structure is reached. 𝐾1 has been reported to be in the range of 
the shear modulus [47]. 𝐾2 represents the maximum value of 𝜎0 once the initial dislocation structure 
has moved into equilibrium with applied stress and is determined by the dislocation-precipitate stress 
interaction: 
 
𝐾2 =
5𝑘𝑇𝑉𝑝
0.5𝜎𝑜𝑟
𝛼𝐺𝑏3
 
(5.8) 
Where 𝑉𝑝 is the volume fraction of precipitates and 𝜎𝑜𝑟 is the Orowan stress expressed as:  
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𝜎𝑜𝑟 =
𝛼𝑀𝐺𝑏
𝜆𝑒𝑓𝑓
 
(5.9) 
Where 𝛼 is a geometric term for dislocations and is obtained theoretically by idealising an edge 
dislocation with an arbitrary line tension interacting with an obstacle (see [56] for detailed 
explanation). It’s value can be approximated as unity[50]. 𝜆𝑒𝑓𝑓 is the effective inter-particle spacing 
for 𝑀23𝐶6 and 𝑀𝑋  precipitates determined using: 
 1
𝜆𝑒𝑓𝑓
=
1
𝜆𝑀23𝐶6
+
1
𝜆𝑀𝑋
 
(5.10) 
Table 5-1: Theoretical approximations for CDM strain rate parameters for 9-12% Cr Steels 
Parameter Theoretical Approximation 
𝑅0 (𝑠
−1) 1 × 1013 (𝐷𝑒𝑏𝑦𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦) Ref. [57] 
𝑧 (𝑛𝑚) 0.25 (𝑏𝑢𝑟𝑔𝑒𝑟𝑠 𝑣𝑒𝑟𝑐𝑡𝑜𝑟)           Ref. [50] 
𝐷0 (𝑚
2𝑠−1) 6.2 × 10−7 
𝜀0̇
′  (𝑠−1) 3.78 × 105 
𝑄𝑐  (𝑘𝐽𝑚𝑜𝑙
−1) 330 Ref.  [7], [45], [50] 
𝑘 (𝐽𝐾−1) 1.38 × 10−23 
𝑅 (𝐽𝑚𝑜𝑙−1𝐾−1) 8.31 
𝑇 (𝐾) 923 
𝑀 3 Ref. [7], [50] 
𝜆𝑒𝑓𝑓 (𝑛𝑚) 60 
𝜆𝑀23𝐶6  (𝑛𝑚) 260 
𝜆𝑀𝑋 (𝑛𝑚) 80 
𝑏 (𝑛𝑚) 0.25 Ref.[7], [50] 
𝑉𝑝 0.02 Ref. [55] 
𝐾1 (𝑀𝑃𝑎) 7.14 × 10
3 Ref. [7] 
𝐾2 (𝑀𝑃𝑎) 9.55  
𝛼 1 
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The strain rate equation was modified using the CDM method to include damage parameters due to 
subgrain coarsening 𝐷𝑆, 𝑀23𝐶6 coarsening 𝐷𝑃 and, back stress evolution 𝐻
∗. The rate equation was 
modified as per the guidelines described by Dyson et al. [45] and summarised in Table 5-2. 
 
𝐶𝑟𝑒𝑒𝑝 𝑟𝑎𝑡𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 ∶                   𝜀̇ = 𝜀0̇
′ exp (−
𝑄𝑐
𝑅𝑇
) sinh [
𝜎(1 − 𝐻∗(1 − 𝐷𝑠))
𝜎0(1 − 𝐷𝑃)
] 
(5.11-1) 
 
Table 5-2: Summary and description of various CDM damage parameters 
Damage Parameter Description Arithmetic Relation to Creep 
Rate 
Precipitate Coarsening Damage 
Parameter 𝑫𝑷 
Effects of precipitate 
coarsening resulting in 
larger interparticle 
spacing. Mostly 𝑀23𝐶6 
and 𝑀𝑋 type precipitates 
are considered  
sinh (
1
1 − 𝐷𝑝
) 
Subgrain Coarsening Damage 
Parameter 𝑫𝑺 
Effects of increase in 
average subgrain size due 
to subgrain coarsening 
and growth  
sinh(1 − 𝐷𝑆) 
Back stress Evolution Damage 
Parameter 𝑯∗ 
Effects of initial 
dislocation structure 
accounting for back stress  
sinh(1 − 𝐻∗) 
 
For the current model the damage parameters considered were: subgrain coarsening damage 𝐷𝑆, 
precipitate coarsening damage 𝐷𝑝 and back stress evolution damage 𝐻
∗. The damage parameter 𝐷𝑆 
was chosen on the basis of available subgrain data for the steels being investigated (CB8, P92). For the 
steel CB8, the average subgrain size during creep as well as thermal ageing was obtained from 
Sonderegger [12]. As the damage parameter 𝐷𝑆 is structured based on subgrain size rather than 
network dislocation density this made it the obvious choice for the current study. The damage 
parameter 𝐷𝑝 was selected to describe the coarsening of 𝑀23𝐶6 precipitates as the presence of this 
type of coarsening has been reported for CB8 [12] as well as P92 [54] and various other 9-12% Cr steels 
[20], [45], [50], [58], [59]. The coarsening of 𝑀𝑋 type precipitates was ignored for the current study 
as they have been reported to be stable and not coarsen during creep exposure by numerous studies 
[4], [14], [15]. The back stress concept and its influence on creep has become the focus of significant 
study over the past few years and has been applied to numerous creep resistant steels including CB8 
[12], [60], [61]. Therefore, it was included in the current CDM model using the damage parameter 𝐻∗ 
as defined by Christopher et al. [47].  
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5.2 Subgrain Coarsening Damage Derivations 
Subgrain growth and coarsening is a strain and temperature dependent process. The average 
subgrain size is assumed to be proportional to the applied strain, giving: 
 𝑆(𝑡) = 𝑆𝑖 + 𝜀𝐾𝑠 (5.12) 
Where 𝐾𝑠 is a subgrain growth constant and 𝑆(𝑡) is the average subgrain width at time 𝑡 and 𝑆𝑖 is the 
initial subgrain width. As subgrain coarsening/growth is both temperature and strain dependent, 𝐾𝑠 
can be expanded into a temperature dependent and temperature independent constant. The 
temperature dependence is described using an Arrhenius type formulation giving: 
 
𝑆(𝑡) = 𝑆𝑖 + 𝜀 ( 𝐾𝑠1 + 𝐾𝑆2 exp (−
𝑄𝑠
𝑅𝑇
)) 
(5.12) 
The damage parameter for subgrain coarsening is defined as: 
 
𝐷𝑠(𝑡) = 1 − (
𝑆𝑖
𝑆(𝑡)
) 
(3.19) 
With this formulation, the initial damage parameter value 𝐷𝑠 = 0 as the subgrain size at time 𝑡 = 0 is 
equal to the initial subgrain size i.e. 𝑆(𝑡) = 𝑆𝑖. As subgrain growth/coarsening occurs, the subgrain 
size at time 𝑡 exceeds that of the initial subgrain size giving 𝑆(𝑡) > 𝑆𝑖 and hence 𝐷𝑠(𝑡) > 0.  
Rearranging gives: 
 𝑆(𝑡)/𝑆𝑖 = (1 − 𝐷𝑠)
−1 (5.13) 
 
 
(1 − 𝐷𝑠)
−1 = 1 +  𝜀 ( 𝐾𝑠1 + 𝐾𝑆2 exp (−
𝑄𝑠
𝑅𝑇
)) 
(5.14) 
Differentiating with respect to time gives: 
 𝜕𝐷𝑠
𝜕𝑡
=
𝜕𝜀
𝜕𝑡
( 𝐾𝑠1 + 𝐾𝑆2 exp (−
𝑄𝑠
𝑅𝑇
)) (1 − 𝐷𝑠)
2𝑆𝑖
−1 
(5.15) 
 
Or 
 
?̇?𝑠 =
𝜀̇
𝑆𝑖
( 𝐾𝑠1 + 𝐾𝑆2 exp (−
𝑄𝑠
𝑅𝑇
)) (1 − 𝐷𝑠)
2 
(5.16) 
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Table 5-3: Theoretical approximations for subgrain growth and coarsening parameters in 9-12% Cr steels 
Parameter Theoretical Approximation 
 𝐾𝑠1 (𝑚𝑠
−1) 3.9 × 10−6 Ref. [7] 
𝐾𝑆2 (𝑚𝑠
−1) 7.7 × 1012 Ref. [7] 
𝑄𝑠 (𝑘𝐽𝑚𝑜𝑙−1) 303 Ref. [7] 
𝑆𝑖 (𝜇𝑚) 0.7 [15] (for CB8 steel) 
 
 
5.3 M23C6 Coarsening Damage Derivations: 
The Oswald Ripening law, equation 3.1 is assumed to apply to precipitate coarsening. It relates the 
precipitate diameter 𝑑 at time 𝑡 to the initial precipitate diameter 𝑑𝑖:  
 𝑑3 − 𝑑𝑖
3 = 𝐾𝑝𝑡 (2.10) 
Where 𝐾𝑝 is a thermodynamically based constant defined according to Barker et al.[62] as: 
 
𝐾𝑝 =  
8 
9
𝛾𝑉𝑚  ∑
(
𝑥𝑖
𝛼
𝛽
𝐷𝑉
𝑅𝑇 )
(𝑥𝑖
𝛽
− 𝑥𝑖
𝛼
𝛽
)
2
𝐶
𝑖=1
 
 
(5.17) 
Where 𝛾 is the precipitate interfacial energy, 𝑉𝑚 is the molar volume of the precipitate phase, 𝐷𝑉 is 
the diffusion coefficient  of element 𝑖 in the matrix, 𝑥𝑖
𝛽
 is the mole fraction of element 𝑖 in the 
precipitate and 𝑥𝑖
𝛼
𝛽 is the mole fraction of element 𝑖 at the precipitate/matrix interface. The value for 
𝐾𝑝 is often determined empirically or using thermodynamic modelling tools and has been reported to 
be in the range of 10−29 to 10−28 𝑚3𝑠−1 for 𝑀23𝐶6 precipitates at 650°C in 9-12% Cr steels by various 
studies [20], [63] [64]. 
 
If a damage parameter is defined as: 
 
𝐷𝑃 = 1 −
𝑑
𝑑𝑖
 
(5.18) 
Then,  
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 𝑑𝑖
𝑑
= 1 − 𝐷𝑃 
(5.19) 
 𝑑3(𝑡)
𝑑𝑖
3 =
𝐾𝑝𝑡 + 𝑑𝑖
𝑑𝑖
3  
(5.20) 
Inverting gives: 
 𝑑𝑖
3
𝑑3(𝑡)
=
𝑑𝑖
3
𝐾𝑝𝑡 + 𝑑𝑖
3 
(5.21) 
Hence, 
 
(1 − 𝐷𝑃)
−3 = 1 +
𝐾𝑝𝑡
𝑑𝑖
3  
(5.22) 
Differentiating with respect to time gives: 
 
3(1 − 𝐷𝑃)
−(3+1)
𝜕𝐷𝑃
𝜕𝑡
=
𝐾𝑃
𝑑𝑖
3    
(5.23) 
 𝜕𝐷𝑃
𝜕𝑡
=
𝐾𝑃
3𝑑𝑖
3 (1 − 𝐷𝑃)
4 
(5.24) 
 
Table 5-4: Theoretical approximations for M23C6 coarsening parameters in 9-12% Cr steels 
Parameter Theoretical Value 
𝐾𝑝 (𝑚
3𝑠−1)          4.72 × 10−28 
𝑥𝑖
𝛼
𝛽
 
0.0841            Ref. [63] 
𝑥𝑖
𝛽
 0.6062             Ref. [63] 
𝐷𝑉  (𝑚
2𝑠−1) 9.57 × 10−20  Ref. [63] 
𝑉𝑚 (𝑚
3𝑚𝑜𝑙−1) 1.82 × 10−4     Ref. [52] 
𝛾 ( 𝐽𝑚−2)   0.668                 Ref. [59] 
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5.4 Stress-redistribution Parameter 
The redistribution of stress between the hard subgrain regions and soft matrix regions can be defined 
in terms of a damage parameter 𝐻∗ as: 
 
𝐻∗ =
2𝜙𝑠𝑔
1 + 2𝜙𝑠𝑔
 
(5.25) 
Where 𝜙𝑠𝑔 is the volume fraction of subgrain boundaries. As subgrain coarsening occurs, this leads to 
a change in the redistribution of stress and hence a change in the damage parameter 𝐻∗ According to 
[50] a rate equation for the redistribution of stress between the subgrain boundaries and matrix 
during creep can be defined as: 
 𝜕𝐻∗
𝜕𝑡
=
𝐻∗(1 − 𝐻∗)
2
(1 + 𝐷𝑠)
−1
𝜕𝐷𝑠
𝜕𝑡
   
(5.26) 
 
Table 5-5: Theoretical approximations for stress redistribution parameters in 9-12% Cr steels 
Parameter Theoretical Value 
𝜙𝑠𝑔 0.33 Ref.[50] 
𝐻0
∗ 0.40 
 
The fundamental differential equations are summarised below: 
 
𝐶𝑟𝑒𝑒𝑝 𝑟𝑎𝑡𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 ∶                   𝜀̇ = 𝜀0̇
′ exp (−
𝑄𝑐
𝑅𝑇
) sinh [
𝜎(1 − 𝐻∗(1 − 𝐷𝑠))
𝜎0(1 − 𝐷𝑃)
] 
(5.11-1) 
 𝑃𝑟𝑖𝑚𝑎𝑟𝑦 𝑐𝑟𝑒𝑒𝑝 𝑟𝑎𝑡𝑒:                       ?̇?0 = 𝐾1 (1 −
𝜎0
𝐾2
) 𝜀̇ (5.11-2) 
 
𝑆𝑢𝑏𝑔𝑟𝑎𝑖𝑛 𝐷𝑎𝑚𝑎𝑔𝑒 𝐸𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:     ?̇?𝑠 =
𝜀̇
𝑆𝑖
(𝐾𝑆1 + 𝐾𝑆2 exp (−
𝑄𝑠
𝑅𝑇
)) (1 − 𝐷𝑆)
2 
(5.11-3) 
 
𝐵𝑎𝑐𝑘𝑠𝑡𝑟𝑒𝑠𝑠 𝐷𝑎𝑚𝑎𝑔𝑒 𝐸𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:  ?̇?∗ =
𝐻∗(1 − 𝐻∗)
2
(1 + 𝐷𝑠)
−1?̇?𝑠 
(5.11-4) 
 
𝑀23𝐶6 𝐷𝑎𝑚𝑎𝑔𝑒 𝐸𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛:             ?̇?𝑝 =
𝐾𝑃
3𝑑𝑖
3 (1 − 𝐷𝑃)
4 
(5.11-5) 
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5.5 Empirically based Parameter Determinations 
The CDM modelling method while being physically based is often used in conjunction with 
experimental and microstructural measurements to calculate ‘actual’ values for the various required 
parameters. This is done in order to produce more accurate and reliable results for the specific steels 
being assessed. This section details the various calculations carried out to determine the CDM 
parameters for the steel CB8. 
 Creep Rate Parameters 
Some of the parameters used as an initial guess were calculated based on information extrapolated 
from creep-time plots. The first parameter 𝜀0̇
′ , as derived and explained in section 5.1 ,is often 
considered as a scaling parameter and was calculated by plotting a graph of log(𝜀?̇?𝑖𝑛) 
against log (𝑠𝑖𝑛ℎ (
𝜎𝐻∗
𝜎0
)) for a set of creep curves for CB8 for applied stress of 75, 85 and 100 MPa as 
shown in Figure 5-1. This was done by firstly assuming that the damage parameters 𝐷𝑃 = 𝐷𝑠 = 0 
which is motivated by the assumption that the minimum strain rate is reached relatively early within 
the creep deformation timeline and therefore degradation due to particle and subgrain evolution is 
negligible. Also, at 𝜀?̇?𝑖𝑛 (the time at which the minimum creep rate is reached) the stress distribution 
between the ‘soft’ matrix and ‘hard’ particles, 𝐻∗ is taken as being at its maximum value. Thus, the 
strain-rate equation reduces to: 
 
𝜀?̇?𝑖𝑛 = 𝜀0̇
′ exp (−
𝑄𝑐
𝑅𝑇
) sinh [
𝜎(1 − 𝐻∗)
𝜎0
] 
(5.27) 
Taking logs of each side gives: 
 
log(𝜀?̇?𝑖𝑛) = log (𝜀0̇
′ 𝑒𝑥𝑝 (−
𝑄𝑐
𝑅𝑇
)) +  log (𝑠𝑖𝑛ℎ (
𝜎𝐻∗
𝜎0
)) 
(5.28) 
  
37 
 
By plotting the graph of log(𝜀?̇?𝑖𝑛) against log (𝑠𝑖𝑛ℎ (
𝜎𝐻∗
𝜎0
)) as shown in Figure 5-1, the y-intercept 
gives the value of log (𝜀0̇
′ 𝑒𝑥𝑝 (−
𝑄𝑐
𝑅𝑇
)) as shown by equation 5. Therefore, for a known temperature 
and value of creep activation energy, 𝑄𝑐 the empirical value of 𝜀0̇
′  can be calculated. 
 
Figure 5-1: log έmin versus log (sinh (σH*/σ0)) for a set of creep curves of CB8 steel at 650°C 
The creep activation energy 𝑄𝑐 is generally taken to be equal to that of lattice self-diffusion plus that 
of dislocation jog formation. This value can be calculated using thermodynamic software such as 
ThermocalcTM or from minimum creep rate data [1]. This value has generally been found to be in the 
range of 330 kJmol-1 for 9-12% Cr steels  [11], [50], [58] . As the value for 𝑄𝑐 has a significant impact 
on the overall creep life of the material, an attempt was made to obtain an accurate approximation 
of it using an optimisation routine. In order to do this, an acceptable range of values needed to be 
specified. According to various studies [8], [45], [47], [50] the value for lattice self-diffusion in 9-12% 
Cr steels can be as low as 280 kJmol-1  and as high as 360 kJmol-1. This range was found to be too large 
a window in which to search for an optimised value and was therefore incremented to acceptable 
ranges and the optimised parameter set compared using a Root Mean Squared Error calculation 
against experimental data (see Figure 5-2).  The optimisation range with the lowest RMSE value for 
CB8 was found to be 290 kJmol-1 -340 kJmol-1. 
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Figure 5-2: Graph comparing the RMSE associated with various optimisation ranges of Qc 
   
 Subgrain Evolution Parameters 
The values of the subgrain constants 𝐾𝑆1 and 𝐾𝑠2  as derived in section 5.2 obtained from subgrain 
coarsening data for CB8 [12]. The value of the subgrain coarsening activation energy 𝑄𝑠, requires 
subgrain coarsening data over a range of different temperatures as its value is independent of 
temperature. However, the value of 𝑄𝑠 has been found to be similar to that of lattice self-diffusion 
[47], and can therefore be obtained from thermodynamic modelling software such as Matcalc or it 
can be assumed. For the purpose of this study the value of 𝑄𝑠 was assumed as 330 𝑘𝐽/𝑚𝑜𝑙 as 
determined by Oruganti et al. [7]. Once this was done, the value of 𝐾𝑆2 was calculated from the plot 
of subgrain size vs strain for a thermally aged sample (Figure 5-3).  As the gradient of the plot is equal 
to 𝐾𝑆2 exp (−
𝑄𝑠
𝑅𝑇
). The value of 𝐾𝑆1 was then calculated from the plot of subgrain size vs strain for a 
creep loaded sample. The gradient of this plot being equivalent to, 𝐾𝑆1 + 𝐾𝑆2 exp (−
𝑄𝑠
𝑅𝑇
)  
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Figure 5-3 Plot of subgrain size against (a) time and (b) strain for CB8 at 75 MPa and 650°C 
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 Particle Coarsening Paramters 
The empirical value for the precipitate coarsening constant 𝐾𝑝 for 𝑀23𝐶6 precipitates was obtained 
from microscopy results of average precipitate diameter in CB8 steel during creep exposure at 75 MPa 
and 650°C (see Appendix A section 0). 𝐾𝑝 was taken as the gradient of the plot of precipitate diameter 
𝑑3, against time as per the Ostwald ripening law (equation 2.1). Figure 5-4 shows the diameter-time 
plot along with a linear best fit approximation. 
 
Figure 5-4: Plot of average M23C6 diameter against time for CB8 at 75 MPa and 650°C 
The empirically calculated values for the parameters discussed in this chapter are summarised in 
Table 5-6 for the steel CB8. 
Table 5-6: Empirically obtained CDM parameter values for the steel CB8 
Parameter Empirically Calculated Value 
𝜀0̇
′  (𝑠−1) 4.8 × 107 
𝑘 (𝐽𝐾−1) 1.38 × 10−23 
𝑅 (𝐽𝑚𝑜𝑙−1𝐾−1) 8.31 
 𝐾𝑠1 (𝑚𝑠
−1) 7.4 × 10−6  
𝐾𝑆2 (𝑚𝑠
−1) 2.9 × 1012 
𝐾𝑝 (𝑚
3𝑠−1) 6 × 10−28 
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6 CB8-Model Results  
 Parameter Analysis 
In order to develop the current model, a comprehensive understanding and interpretation of the 
various parameters used was required. This was done by adjusting the values of these parameters 
within prescribed limits [47] and systematically examining the effects these adjustments have on the 
strain/time plots as well as on relevant microstructural predictions. 
6.1.1.1 Scaling Parameter 𝜺𝟎
′  
The parameter 𝜀0
′  is a characteristic strain rate and is usually described as a measure of mobile 
dislocation density and precipitate volume fraction [7], [46], [58] as explained in section 5.1. 
While the relationship described by Equation 4.5 gives some insight into the parameter 𝜀̇′0 , a specific 
physical relationship between this parameter and the aforementioned quantities without material 
constants cannot be found in literature. In fact, this parameter is usually estimated using empirical 
calculations based on minimum creep rate data as outlined in section 5.5.1. Estimates of this 
parameter were obtained from literature and varied within acceptable limits [47] to analyse its effects 
on creep predictions using the CDM approach as shown in Figure 6-1. 
Figure 6-1(a) shows that an increase in the value of 𝜀0
′  corresponds to a decrease in time to rupture 
predicted by the model. Also, the value of 𝜀0
′  affects the entire creep curve proportionally. This 
justifies the treatment of this parameter as a scaling constant. Figure 6-1(b) shows that the creep 
rate during each creep stage varies proportionally with ?̇?′0 while the time at which the minimum 
creep rate occurs varies only slightly. This is once again consistent with the behaviour of a scaling 
parameter.  
 
Figure 6-1:(a) Model analysis of (a) strain-time plots and (b) strain rate-time plots until rupture for various values of έ0 
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6.1.1.2 Back stress Limiting Value H* 
The parameter 𝐻∗ represents the limiting value of stress distribution between ‘hard’ and ‘soft’ regions 
within the material microstructure. In the context of 9-12% Cr steels these ‘hard’ regions include 
subgrain/network dislocation boundaries as well as any prominent precipitate substructure. The ‘soft’ 
regions in this context can be taken as the material matrix. As the stress redistribution due to 𝑀𝑋 and 
𝑀23𝐶6 is considered in the evaluation of the normalising stress 𝜎0, only the subgrain structure is 
considered as a ‘hard’ region in the evaluation of 𝐻∗ as shown in section 5.4. However, as the subgrain 
structure is well known to coarsen during creep exposure, the value of 𝐻∗is expected to vary as well 
[14].  Therefore, the value of 𝐻∗ is coupled to the subgrain coarsening damage parameter 𝐷𝑠 by the 
kinetic rate equation 5.11-4. 
 The starting value of 𝐻∗ denoted as 𝐻0
∗ is calculated from physical relations as explained in section 
5.4,  has been reported in literature to be in the range of 0.3- 0.45 for 9-12% Cr steels [4, 30, 31, 34]. 
For the current investigation, three different values of 𝐻0
∗ were used to examine their effects on the 
overall strain/time plots as shown in Figure 6-2. 
 
Figure 6-2: Model analysis of strain-time plots for various values of H0* 
Figure 6-2 displays the effect on the strain/time curve of adjusting the value of 𝐻0
∗ and as expected 
there is a marked difference in the model’s prediction for the different values. Firstly, the model 
predicts an increase in creep strength with increasing  𝐻0
∗ as indicated by an increase in time to rupture 
for increasing values of 𝐻0
∗. Also, the model predicts that the onset of tertiary creep occurs earlier for 
lower values of 𝐻0
∗.For 𝐻0
∗ values of 0.30, 0.35 and 0.45, the onset of tertiary creep occurs at 
approximately 8000h, 11000h and 13000h respectively. These observations can be interpreted by 
considering that the 𝐻∗ is a measure of stress distribution between subgrain boundaries and matrix. 
Therefore a higher value of  𝐻0
∗ implies greater stress distribution and a more prevalent initial subgrain 
structure and higher creep strength. However, as subgrain coarsening occurs the stress distribution 
decreases leading to a loss in creep strength resulting in the onset of tertiary creep. 
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Figure 6-3: Model predictions of limiting Back stress values over time for various initial values of H0* 
Figure 6-3 displays the change in 𝐻∗ over time for values of  𝐻0
∗ of 0.30, 0.35 and 0.45 respectively. 
The graph shows an initial steady decrease in the value of  𝐻∗ following by a more accelerated 
decrease in its value. Also, as the initial value of 𝐻∗ is reduced, the decrease in its value occurs more 
rapidly. This observations can be explained by once again considering the physical interpretation of 
the parameter 𝐻∗. Firstly, since this parameter represents the distribution of stress between the 
subgrain boundaries and the matrix, a decrease in its value indicates a decrease in the stress 
distribution between these two microstructural features. As subgrains grow and coarsen under creep 
exposure, there is consequently a loss in subgrain boundary structure. This therefore causes a 
decrease in the distribution of stress between the subgrain boundaries and the matrix and hence a 
decrease in the value of 𝐻∗. 
Primary Creep Constant 𝑲𝟏 
The primary creep constants 𝐾1 and𝐾2 describe how the reference stress 𝜎0 evolves during creep 
exposure. The reference stress 𝜎0 is effectively a measure of how the initial mobile dislocation 
structure evolves to reach equilibrium with the applied stress. This process in 9-12% Cr steels is 
primarily governed by the interactions between mobile dislocations and precipitates. Once the 
dislocations are pinned by precipitates, the microstructure effectively moves into equilibrium with the 
applied stress and the primary creep stage can be assumed to be complete.  
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Figure 6-4 (a) shows that there is a slight decrease in creep strength with decreasing values of 𝐾1. As 
shown in Figure 6-4 (b), 𝐾1 only affects the creep rate during the primary creep stage and is a 
measure of the rate at which primary creep occurs. This parameter therefore has little effect on the 
later stages of creep. 
6.1.1.3 Primary Creep Constant  𝑲𝟐 
The primary creep stage constant 𝐾2 is defined as the limiting value of 𝜎0 and is mainly dependent on 
the initial precipitate (𝑀23𝐶6 𝑎𝑛𝑑 𝑀𝑋) size, inter-particle spacing and type. It is the theoretical 
maximum stress withstood by the precipitate structure within the steel. The value of 𝐾2 has been 
reported to be in the range of 10-14 MPa [46], [47].  
Figure 6-4  (a) Model analysis of strain-time plots until rupture for various values of K1 (b) Model analysis of strain-
time plots during primary creep for various values of K1 (c) Model analysis of σ0 during creep for various values of K1 
(d) Model analysis of strain rate-time plots during creep for various values of K1 
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Figure 6-5 (a) illustrates the impact of the value of 𝐾2 on the model’s creep strain time plots. It is clear 
that 𝐾2 has a significant impact on the entire creep life of a steel and influences the time at which 
tertiary creep occurs and therefore rupture time. The creep strength of the steel in the model displays 
a proportional relationship with the value of 𝐾2 as indicated by the increase in time to rupture with 
increasing values of 𝐾2. A 𝐾2 value of 12.6 MPa results in a 1% creep strain at about 12000 hours whilst 
a 𝐾2 value of 10.6 results in a 1% creep strain at less than 8000 hours. These results can be interpreted 
with an understanding of what 𝐾2 represents. As 𝐾2 is a measure of resistance to dislocation motion 
due to precipitates acting as dislocation obstacles, a higher value of 𝐾2 translates to greater resistance 
to dislocation motion. Since dislocation motion is fundamentally what drives dislocation creep, a 
reduction in it essentially provides greater creep strength to the steel. Also, while 𝐾2 is a constant 
used in describing primary creep and therefore only the initial precipitate structure, it has a significant 
impact on the later stages of creep as the precipitates play such a pivotal role in limiting dislocation 
motion throughout the creep life of the steel.  
Figure 6-5: (a) Model analysis of strain-time plots until rupture for various values of K2 (b) Model analysis of 
strain-time plots during primary creep for various values of K2 (c) Model analysis of σ0 during creep for various 
values of K2 
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6.1.1.4 Primary Creep Constant  𝑲𝒔𝟏 
The material parameters 𝐾𝑠1 and 𝐾𝑠2 describe the temperature independent and temperature 
dependent aspects of subgrain growth and coarsening as explained in section 5.2. 
Figure 6-6: (a) Model analysis of strain-time plots for various values of Ks1 (b) Model analysis of subgrain size plots during 
creep for various values of Ks1 (c) Model analysis of DS during creep for various values of Ks1 
Figure 6-6 (a) shows the model’s creep strain-time plot for various values of 𝐾𝑠1. The results show that 
 𝐾𝑠1 has a strong influence on when the tertiary creep stage begins, the rate at which it occurs and the 
time at which rupture occurs. Conversely, the value of 𝐾𝑠1 has little to no impact on the primary and 
secondary creep stages (below approx. 10 000h).  𝐾𝑠1 is a measure of subgrain growth and evolution 
due to an applied strain. The subgrain structure in 9-12% Cr steels only exhibits significant growth and 
coarsening towards the end of the secondary and throughout the tertiary creep stages when enough 
strain has accumulated in the microstructure to drive these changes. Therefore the influence that the 
value of 𝐾𝑠2 seems to have almost exclusively on the later stages of dislocation creep agrees with 
theory [18], [65]. Figure 6-6 (b) displays the model’s prediction of subgrain size during creep for 
different values of ks1. As with the creep-time plots,  𝐾𝑠1 has a clear impact on the subgrain size 
especially in the later creep stages. The predicted values of subgrain size during creep show good 
agreement with reported values in literature particularly below 10 000h. Bazazi [17] reported a 
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subgrain size of approximately 0.9 𝜇𝑚 for X20CrMoV12 steel after approximately 10 000h of creep 
exposure. This agrees well with the results shown in Figure 6-6 (b) especially for 𝐾𝑠1 values of 10.6 ×
10−6𝑚𝑠−6 and 8.6 × 10−6𝑚𝑠−6 bearing in mind that these values are highly dependent on applied 
stress and material microstructure. Figure 6-6 (c) shows the change in the subgrain damage parameter 
𝐷𝑠 during creep for various 𝐾𝑠1. As expected the subgrain damage parameter evoluton shows the 
same trend as the as the subgrain coarsening results with the rate of coarsening increasing with 
increasing values of 𝐾𝑠1. However, the subgrain coarsening damage parameter 𝐷𝑠 begins to plateau 
as it approaches 1. This is due to the fact that the damage in quantified on a scale between 0 and 1 
with 1 representing material failure.  
Primary Creep Constant 𝑲𝒔𝟐 
The parameter  𝐾𝑠2 relates to the aspects of subgrain coarsening which are thermally activated. The 
effects of temperature on subgrain coarsening have been found to be small at typical creep exposure 
temperatures (550°C-650°C) by researchers [12], [17].  
 
?̇? = 𝜀̇ (𝐾𝑆1 + 𝐾𝑆2 exp (−
𝑄𝑠
𝑅𝑇
)) 
(4.21) 
For constant temperature applications, the above equation can be simplified to: 
 ?̇? = 𝜀̇(𝐾𝑆1 + 𝐾𝑆2′) (6.0) 
Where: 
 
𝐾𝑆2
′ =  𝐾𝑆2 exp (−
𝑄𝑠
𝑅𝑇
) 
(6.1) 
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Figure 6-7: (a) Model analysis of strain-time plots for various values of Ks2 (b) Model analysis of subgrain size plots during 
creep for various values of Ks2 (c) Model analysis of DS during creep for various values of Ks2 
As with 𝐾𝑠1,  𝐾𝑠2 has an effect almost exclusively on the tertiary creep stage. This effect, albeit slight, 
increases with increasing values of 𝐾𝑠2. An increase in the value of  𝐾𝑠2 implies a greater dependence 
of the subgrain coarsening rate on thermal agitation. This is different from the thermal activation 
energy constant 𝑄𝑠, which is a measure of the energy required for subgrain growth and coarsening to 
start, not the rate at which it occurs. Once again, the only slight impact that the value of 𝐾𝑠2 has on 
the subgrain coarsening rate (Figure 6-7 (b)) and by extension the creep strain rate (Figure 6-7 (b)) 
agrees well with reports from literature [12], [17].  
 
6.1.1.5 Coarsening Constant 𝑲𝑷 
The coarsening constant 𝐾𝑃 describes the rate at which coarsening occurs during creep exposure 
based on the Ostwald ripening law as described in section 5.3. In 9-12% Cr steels the coarsening of 
𝑀23𝐶6 has been repeatedly shown to be detrimental to creep strength in numerous studies [8], [15], 
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[66]. Values of 𝐾𝑃 have been found to be in the range of 10
−29 − 10−28𝑚3𝑠−1 for 𝑀23𝐶6 precipitates 
[12], [64]. Model results for various values of 𝐾𝑃 within an acceptable range are shown in Figure 6-8. 
 
Figure 6-8: (a) Model analysis of strain-time plots for various values of KP (b) Model analysis of average M23C6 precipitate 
diameter plots during creep for various values of KP (c) Model analysis of strain rate-time plots for various values of KP 
Figure 6-8 (a) shows that the value of the 𝑀23𝐶6 coarsening constant plays a significant role in the 
tertiary creep stage especially above 10 000h of creep exposure. The value of 𝐾𝑝 influences both the 
onset of tertiary creep as well as the rate of creep thereafter until rupture. Figure 6-8 (c) shows that 
the value of 𝐾𝑝
′  has a very slight impact on the minimum creep rate and the time taken to reach it. The 
role of 𝑀23𝐶6 in creep resistant steels has been well documented as mainly affecting the later stages 
of creep and the model displays this behaviour well. The coarsening mechanism typically influences 
the creep rate by causing an increase in inter-particle spacing and allowing dislocations and subgrain 
boundaries which would otherwise be pinned, to migrate. However, until the inter-particle spacing 
reaches a critical value such that the Orowan stress is high enough to allow dislocations to move past 
precipitates, the dislocation motion will still be impeded. Thus the effects of 𝑀23𝐶6 coarsening are 
negligible in the early stages of creep. 
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 Theoretical Model Predictions for CB8 
The CDM creep model proposed in chapter 5 was set up initially with model parameters based on 
purely theoretical approximations as outlined in sections 5.1- 5.4. The main model parameters are 
summarised in Table 6-2. The model was implemented in the numerical solving software MatlabTM. 
The equation set 5.11 was solved and integrated with respect to time using Matlab’s ODE45 function; 
a Fourth order Runge-Kutta routine with an adaptive step size (see appendix B1 for full derivations). 
The model’s strain-time predications were calculated using initial subgrain and 𝑀23𝐶6 data for CB8 
(see Appendix A1). The predictions for the three stress conditions being analysed were compared to 
the experimentally obtained data and are shown in Figure 6-9. Full source code with commented 
descriptions can be found in Appendix C2. Also, a Graphical User Interface (GUI) was created for 
convenience (see Appendix) C2. The GUI can be launched using the file: CDM_GUI.m. The GUI runs 
the CDM initialisation function: CDM_Dislocation_creep_Model_function.m. The CDM differential 
equation loop is run in the file: CDM_equation_loop.m. 
Table 6-1: Initial values for CDM parameters 
Parameter Initial Value 
 ?̇? (𝒔−𝟏) 0 
 ?̇?𝟎 (𝑴𝑷𝒂) 2 
 ?̇?𝒔 0 
 ?̇?∗ 0.4 
 ?̇?𝒑 0 
 𝑺(𝝁𝒎) 0.7 
 𝑷(𝒏𝒎) 60 
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Table 6-2: Summary of theoretically calculated CDM parameters 
Parameter Theoretical Value 
 𝑸𝒄 (𝒌𝑱/𝒎𝒐𝒍) 330 
 𝑸𝒔 (𝒌𝑱/𝒎𝒐𝒍) 303 
 ?̇?′𝟎 (𝒔
−𝟏) 3.78 × 105 
 𝑲𝟏 (𝑷𝒂) 7.14 × 10
9 
 𝑲𝟐 (𝑷𝒂) 9.5 × 10
6 
 𝑲𝑺𝟏 (𝒎𝒔
−𝟏) 3.9 × 10−6 
 𝑲𝒔𝟐 (𝒎𝒔
−𝟏) 7.7 × 10−6 
 𝑲𝒑 (𝒎
𝟑𝒔−𝟏) 4.72 × 10−28 
 
The creep-strain time plots for CB8 shown in Figure 6-9 clearly show that the CDM strain-time 
predictions for all three stress states grossly underestimate the creep strength of the material 
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Figure 6-9: (a) Plot of 75 MPa, 650°C creep test for sample 8.96 with model result. (b) Plot of 85 MPa, 650°C creep test for sample 
8.93 with model result. (c) Plot of 100 MPa, 650°C creep test for sample 8.74 with model result.  
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particularly within the secondary and tertiary creep stages. The model predicts creep rupture at 
approximately 4000h, 3000h and 2000h for stresses of 75, 85 and 100 MPa respectively while rupture 
only occurred at approximately 16000h, 12000h and 9000h for the same stresses. Conversely, model 
predictions for the primary creep regions seem to correlate well with the experimental obtained creep 
curves. 
 While these results may at first appear to dismiss the CDM approach as being wholly inaccurate, it is 
important to consider that the results thus far have been based on purely theoretical approaches to 
obtaining all the model parameters as determined in sections 5.1-5.4. No form of calibration has been 
used for the model in order to obtain parameter values specific to CB8. Furthermore, some of these 
parameters have been calculated based on theoretic approximations and are likely to have innate 
inaccuracies. The CDM modelling approach is generally used in conjunction with some form of 
parameter optimisation [7], [11], [50]. In light of this, the fact that the model is capable of accurately 
reflecting the creep properties of the material albeit exclusively for primary creep for each stress state, 
lends credibility to the approach. It is also apparent that the model results lose accuracy in their 
predictions of the onset of tertiary creep leading to an early, exponential loss in creep strength. The 
error therefore lies in the equations/ characteristics or more specifically their parameters which 
influence tertiary creep. The parameter analysis shown in section 6.1.1 indicate that tertiary creep 
and its onset is dictated mostly by subgrain and precipitate evolution described by equations 5.11-3 
and 5.11-5 respectively.  
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 Model Callibration and Parameter Optimisation 
In order to produce accurate creep predictions for specific material microstructures using the CDM 
approach, a parameter optimisation routine was utilised for the various material parameters. This was 
motivated by the fact that microstructural measurements are often only approximate and have some 
acceptable scatter associated with them. Therefore optimising the parameters within acceptable 
limits can be justified. In order to optimise the parameter set, initial parameter guesses; creep test 
data; and an optimisation merit function are required. 
The creep test data for the current study were obtained from the Graz University of Technology for 
the 11% Cr COST steel designated CB8. This consisted of long-term, constant stress, creep strain-time 
data for stresses of 75, 85 and 100 MPa at 650°C (see Chapter 4). This data was used to obtain initial 
parameter guesses as explained in section 5.5. 
6.1.3.1 Optimisation Routine 
The best way to obtain an optimised parameter set for a given steel, is to run the CDM model with 
initial guess parameter values and compute the error between experimental and model results. Based 
on the error calculated, the initial parameter guesses need to be adjusted using a minimisation 
function and the process repeated until pre-determined error conditions are met. For the current 
study a Sum of Squared Error (SSE) was used as the merit function to calculate the error between the 
model and experimental creep strain-time plots. This merit function was then minimised and new 
parameter guesses produced using a constrained Nelder-Mead simplex function (fminsearchbnd.m). 
This iterative process was continued until pre-set tolerance limits were met.  
Consider a parameter set 𝑝0 representing the initial model parameter guesses 𝑄𝑐 , 𝜀0
′ , 𝑘1, 𝑘2, 𝑘𝑠1 𝑘𝑠2 
and 𝑘𝑝. The equation set 5.11 in section 5 is solved numerically to give strain time predictions, 𝜀(𝑡𝑖 𝑝𝑖). 
The SSE is computed between experimental strain time data 𝜀𝑒𝑥𝑝(𝑡) and the model prediction 𝜀(𝑡𝑖 𝑝𝑖) 
as: 
 
𝑆𝑆𝐸 = ∑ [
𝜀𝑒𝑥𝑝(𝑡) − 𝜀(𝑡𝑖 𝑝𝑖)
𝜀𝑒𝑥𝑝
]
2𝑁
𝑖=1
 
 
(6.3) 
This equation is then minimised in an iterative fashion until an optimised parameter set for the 
material at the experimental conditions (stress and temperature) is obtained.  
In order to obtain a global parameter set to satisfy parameter conditions across a range of 
temperatures, experimental data at different creep conditions is required. The Universal Sum of 
Squared Error (USSE) for the material can then be computed as:  
 𝑈𝑆𝑆𝐸 (𝑝) = 𝑆𝑆𝐸1(𝑝) + 𝑆𝑆𝐸2(𝑝) + ⋯ + 𝑆𝑆𝐸𝑁(𝑝) (6.4) 
Where 1,2, 𝑁 represent the SSE at various creep conditions. The 𝑈𝑆𝑆𝐸(𝑝) is then minimised in the 
same manner as explained earlier and a new parameter set is generated. Once again this procedure 
continues iteratively until the tolerance limits are met giving a material specific optimised parameter 
set across a range of creep conditions.  
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Yes 
No Calculate the USSE(p) by summing the individual SSE values 
Minimise the USSE(p) using the nonlinear Nelder-Mead minimisation 
technique and generate a new parameter set 𝑝𝑖+1 
Output corresponding optimised 
parameter set 
End 
Minimum value 
of USSE(p) 
attained? 
Input creep application conditions 
Input creep experimental data for the various application 
conditions of temperature and applied stress 
Input Initial parameter ‘guesses’ 
Compute CDM strain predictions for parameter set i.e.: 𝜀(𝑡𝑖 𝑝𝑖) 
Calculate the SSE(p) for each creep strain time plot 
Start 
Figure 6-10: Flow chart of material parameter optimisation routine 
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Parameter optimisation was conducted for three different stress states, 75 MPa, 85MPa and 100 MPa 
for CB8 steel at a single temperature only. This was due to the availability of results of creep tests 
conducted at 650°C only (see section 4). These conditions were selected due to availability and 
reliability of experimental creep curves. Optimisation across stresses (by minimising the USSE(p)) as 
well as optimisation at a single stress (by minimising the SSE(p)) was conducted and analysed. Full 
source code can be found in appendix C2. The file: Optiisation_multiple_stresses_CB8.m initialises the 
optimisation routine capturing initial parameter guesses and creep conditions. Thereafter the 
objective function is calculated by running the CDM model loop (myodefn_stress.m) and calculating 
the SSE for each stress state and USSE for the stress range. The function fminsearchbnd.m then 
produces a new parameter set and the iterative routine continues. 
 
 Accuracy Measurement Techniques 
6.1.4.1 Onset of Tertiary Creep 
An important criterion required to measure the effectiveness of creep estimates is the accuracy to 
which it can predict the onset of tertiary creep. Tertiary creep for most 9-12% Cr steel applications 
signifies the end of the useful life of the component as material behaviour becomes increasingly 
unpredictable within this regime (see section 1.4). There exist two main techniques used to 
determine the onset of tertiary creep [67]: 
1. Point of departure of the creep curve from the ‘steady-state’ secondary creep line (Figure 
6-11 (a)) 
2. Point at which the 0.2% off-set strain intercepts the creep curve (Figure 6-11 (b)) 
According to Stark et al. [67] the 0.2% offset method produces more reliable and consistent 
predictions of the onset of tertiary creep when compared against experimental observations. This 
approach was used in the current study as a means by which the prediction of the onset of tertiary 
creep could be compared to the experimentally obtained results. However, the conventional approach 
in determining the 0.2% offset strain and time (𝜀𝑡 𝑡𝑡) was adjusted for the current study in the 
𝑡𝑡 
Onset of tertiary 
creep 
Time 
St
ra
in
 
𝜀𝑡 
𝑡𝑡 
Onset of 
tertiary creep 
Time 
St
ra
in
 
𝜀𝑡 
0.2% 
(a) (b) 
Figure 6-11 Method of determining the onset of tertiary creep using (a) the point of departure from steady state creep line and (b) the point at which 
the 0.2% off-set strain intercepts the creep curve 
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following way. Instead of assuming a steady state creep strain rate 𝜀?̇?𝑠, the time at which the minimum 
creep rate  𝜀?̇?𝑖𝑛 occurred was used as the point at which the 0.2% strain was added. As 𝜀?̇?𝑠, is an 
idealisation of secondary creep the preferred use of  𝜀?̇?𝑖𝑛 was based on the grounds of it being a more 
valid reflection of actual creep phenomena as explained in section 1.4.2. 
 
 𝑡𝑡 = 𝑡(𝜀𝑡) (6.5-1) 
 𝜀𝑡 = 𝜀(𝑡(𝜀𝑡)) + 0.2% (6.5-2) 
 𝑡(𝜀𝑡) = 𝑡( 𝜀?̇?𝑖𝑛) (6.5-3) 
 
6.1.4.2 Minimum Creep Rate 
The minimum creep rate 𝜀?̇?𝑖𝑛 and the time at which it occurs are commonly used measurements for 
secondary creep. The minimum creep rate represents the peak creep strength of a material and is 
used for creep life measurements such as the Monkman-Grant relationship. The time at which it 
occurs during creep loading is a direct indication of a material’s creep resistance and is often used as 
a metric of remaining creep life. Figure 6-12 shows how the error between the predicted and 
experimentally observed time at which the minimum creep rate (𝐸𝑟𝑟𝑡) is obtained. This error is 
normalised by the time at which fracture occurs (𝑡𝑓) giving: 
 
𝐸𝑟𝑟𝑚𝑖𝑛 = (√
𝐸𝑟𝑟𝑡
𝑡𝑓
)
2
 
(6.6) 
 
Time 
𝜀̇ 
𝑡𝑒𝑥𝑝 𝑡𝑚𝑜𝑑 
𝐸𝑟𝑟𝑡 
𝜀?̇?𝑖𝑛 
Figure 6-12: Schematic of error calculation between model prediction and experimental 
obtained creep curves for minimum creep rate 
Model  
Exp  
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6.1.4.3 Time at 5% Strain 
One of the difficulties in measuring creep prediction accuracy lies in the approximation of tertiary 
creep. While the primary and secondary creep stages exhibit high repeatability during creep tests, the 
tertiary creep stage can often be random and relatively unpredictable. This makes it difficult to 
ascertain the reliability of creep predictions of tertiary creep. However, for higher creep stresses (such 
as those typical of dislocation creep) tertiary creep becomes more predictable and a technique used 
by Hore et al [46] is to measure the accuracy to which the time at 5% strain is predicted. As the current 
study is focused on high creep stresses (75-104 MPa) this approach was adopted as a measure of 
tertiary creep prediction accuracy. Figure 6-13 shows how the error in the time at which 5% strain 
occurs (𝐸𝑟𝑟𝑡5%) is determined. This error is normalised by the time at which fracture occurs (𝑡𝑓) giving: 
 
𝐸𝑟𝑟5% = (√
𝐸𝑟𝑟𝑡5%
𝑡𝑓
)
2
 
(6.7) 
  
Figure 6-13: Schematic of error calculation between model prediction and 
experimental obtained creep curves for the time at which 5% strain is reached 
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 CB8 Optimisation across Stress Range 
The first optimisation attempt was made using creep deformation data (see section 4) at the three 
stress states (75, 85 and 100 MPa) for CB8 simultaneously until rupture. This was done in order to 
calculate the USSE(p) that is, the optimum parameter set across the stress range. If the model captures 
a true representation of the material’s creep behaviour this optimisation should produce the ‘best 
case results’ across the stress range. Once the optimisation routine was complete, the optimised 
parameters were used in the CDM creep model for each stress state and the model output was 
compared with experimental creep data for CB8 at the different stresses. 
 
6.1.5.1 Model Results from Optimisation against samples at stress states of 75, 85 and 100 MPa 
simultaneously until Rupture 
 
Table 6-3: Table of optimised parameters for model optimisation against samples 8.96 at 75 MPa, 8.93 at 85 MPa, 8.74 
at 100 MPa, 650 °C 
Optimised 
Parameter 
Recommended Range Range Used Initial Guess Optimised 
Parameters 
 𝑸𝒄 (𝒌𝑱/𝒎𝒐𝒍)  290 − 340 330.0 325 
 ?̇?′𝟎 (𝒔
−𝟏) 5 × 106 − 5 × 107 5 × 106 − 5 × 107 4.84 × 107 1.8 × 107 
 𝑲𝟏 (𝑷𝒂) 5 × 10
9 − 1 × 1010 5 × 109 − 1 × 1010 7.14 × 109 5.3 × 109 
 𝑲𝟐 (𝑷𝒂) 8 × 10
6 − 1.5 × 107 8 × 106 − 1.5 × 107 1.17 × 107 1.5 × 107 
 𝑲𝑺𝟏 (𝒎𝒔
−𝟏) 1 × 10−6 − 1 × 10−5 1 × 10−6 − 1 × 10−5 7.1 × 10−6 6.1 × 10−6 
 𝑲𝒔𝟐′ (𝒎𝒔
−𝟏) 5 × 10−7 − 5 × 10−6 5 × 10−7 − 5 × 10−6 6.0 × 10−6 1.9 × 10−6 
 𝑲𝒑 (𝒎
𝟑𝒔−𝟏) 1 × 10−29 − 1 × 10−28 1 × 10−29 − 1 × 10−28 6.0 × 10−29 1.0 × 10−28 
 
Table 6-4: Table of Non-optimised parameters 
Parameter Value 
𝑹 (𝑱𝑲−𝟏𝒎𝒐𝒍−𝟏) 8.314 
𝑷𝒊(𝒏𝒎) 108 
𝑺𝒊 (𝝁𝒎) 0.7 
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Figure 6-14: (a) Plot of 75 MPa, 650°C creep test for sample 8.96 with model result. Model parameters optimised across 
stress range (b) Plot of 85 MPa, 650°C creep test for sample 8.89 with optimised model result. Model parameters 
optimised at multiple stresses (c) Plot of 100 MPa, 650°C creep test for sample 8.74 with model result. Model 
parameters optimised at multiple stresses 
The error between the creep-time model predictions and the experimental data was quantified using 
the methods outlined in section 6.1.4 for each sample. The results for the three error metrics namely 
the percentage error in the time at which the minimum creep rate occurs (𝐸𝑟𝑟𝑚𝑖𝑛), the time at which 
the onset of tertiary creep occurs (𝐸𝑟𝑟𝑡𝑟) and the time at which 5% strain is reached (𝐸𝑟𝑟𝑚𝑖𝑛). Figure 
6-15 shows a bar plot of the error measurements. 
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Figure 6-15 Plot of percentage error between model and experimental creep curves at the minimum strain rate, onset of 
tertiary creep and 5% strain for CB8 
From the initial model optimisation against the experimental creep strain-time data at the three 
different stress states, it is apparent that the model predicts the creep life at all three stressed states 
relatively well through the primary and early secondary creep regions but loses accuracy in predicting 
tertiary creep. This is shown by the relatively low percentage error for 𝐸𝑟𝑟𝑚𝑖𝑛 and 𝐸𝑟𝑟𝑡𝑟 when 
compared with the error for tertiary creep, 𝐸𝑟𝑟5%. While values of 𝐸𝑟𝑟𝑚𝑖𝑛 and 𝐸𝑟𝑟𝑡𝑟 fall below 15% 
for all stress state, the error values for 𝐸𝑟𝑟5% are approximately 17%, 22% and 33% for the stresses 
75, 85 and 100 MPa respectively. 
Based on the error calculations, it can be deduced that the most significant sources of error in the 
model’s predictions occur in the final stages of creep leading to rupture. A possible cause of this error 
could be due to macrostructural necking clearly apparent in all the creep specimens and characterised 
by an almost instantaneous sharp increase in strain (see Figure 6-14). As these effects are not 
microstructurally based (the CDM approach is fundamentally a microstructural approach) optimising 
parameters against data which includes necking may distort the model’s results.  
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 Multiple Stress Optimisation- Varying Strain Limit  
To overcome the problem of macrostructural necking distortion during parameter optimisation as 
explained in section 6.1.5.1, an attempt was made to limit the strains of the experimental creep-time 
data set against which optimisation was carried out. By limiting the strain of the creep data, the effects 
of necking could be negated leaving only the aspects of creep present during the creep tests dictating 
the optimisation of the creep parameters. The onset of necking occurs as a result of insufficient strain 
hardening causing the localised strain to propagate under higher localised stress. The presence of 
‘random’ inhomogeneities within the specimen microstructure can accelerate the strain propagation 
leading to necking. Therefore, the onset of necking can be regarded in this context as a ‘random’ 
phenomenon. In order to account for the distortion due to necking a range of three different strain 
limits was used for parameter optimisation. The accumulated strains of 8%, 6% and 4% were chosen 
as conservative estimates based on observation of the experimental creep curves.    
Table 6-5: Optimised parameter sets for various strain limits considered 
Optimised 
Parameter 
Full Creep Curve 8% Strain Limit 6% Strain Limit 4% strain Limit 
𝑸𝒄 (𝒌𝑱/𝒎𝒐𝒍) 325 338.0 334.0 340.0 
?̇?′𝟎 (𝒔
−𝟏) 1.8 × 107 4.2 × 107 4.0 × 107 5.0 × 107 
𝑲𝟏 (𝑷𝒂) 5.3 × 10
9 5.0 × 109 7.1 × 109 5.0 × 109 
𝑲𝟐′ (𝑷𝒂) 1.5 × 10
7 1.4 × 107 1.5 × 107 1.4 × 107 
𝑲𝑺𝟏 (𝒎𝒔
−𝟏) 6.1 × 10−6 6.1 × 10−6 6.2 × 10−6 6.0 × 10−6 
𝑲𝒔𝟐 (𝒎𝒔
−𝟏) 1.9 × 10−6 8.1 × 10−7 9.5 × 10−7 2.6 × 10−6 
𝑲𝒑′ (𝒎
𝟑𝒔−𝟏) 1.0 × 10−28 9.5 × 10−29 9.5 × 10−29 1.0 × 10−28 
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Figure 6-16 shows that adjusting the maximum accumulated strain against which the model is 
optimised has a profound effect on the model’s creep strain predictions for each stress state. The 
model’s results for the 75 MPa and 85 MPa appear to produce improved predictions for the primary 
and secondary creep stages as the maximum optimisation strain is reduced to 8%, 6% and 4% 
respectively. This is clearly illustrated in Figure 6-18 where a strain limit of 8% results in a reduction in 
𝐸𝑟𝑟𝑚𝑖𝑛  of approximately 7% for the 75 MPa sample. The error remains approximately constant for 
the 6% and 4% strain limit conditions with 𝐸𝑟𝑟𝑚𝑖𝑛  values of 5%, 3% and 4% for the 75, 85 and 100 
MPa stress condition respectively.  
 
 
 
 
Figure 6-16:(a) Plot of 75 MPa, 650°C creep test for CB8 with model result. Model parameters optimised at multiple stresses up 
to rupture, 8%, 6% and 5% strain respectively (b) Plot of 85 MPa, 650°C creep test for CB8 with model result. Model 
parameters optimised at multiple stresses up to rupture, 8%, 6% and 5% strain respectively (c) Plot of 100 MPa, 650°C creep 
test for CB8 with model result. Model parameters optimised at multiple stresses up to rupture, 8%, 6% and 5% strain 
respectively 
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Figure 6-18: Graph illustrating error between experimental and model predictions of time at which the minimum strain 
rate occurs for various optimisation strain limits 
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Figure 6-17:(a)  Creep rate-time plot for CB8 at 75 MPa, 650°C with model result. Model parameters optimised at multiple stresses up 
to rupture, 8%, 6% and 5% strain respectively (b) Creep rate plot for CB8 at 85 MPa, 650°C with model result. Model parameters 
optimised at multiple stresses up to rupture, 8%, 6% and 5% strain respectively (c) Creep rate plot for CB8 at 100 MPa, 650°C with 
model result. Model parameters optimised at multiple stresses up to rupture, 8%, 6% and 5% strain respectively 
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The improvement in the prediction of the primary and secondary stages of creep comes at the expense 
of reduced accuracy in predicting tertiary creep and rupture time. This is clearly evident in Figure 6-16 
(b) at 12 000h of creep exposure at 85 MPa. The predicted creep strain at this time is approximately 
5% whereas the experimental creep plot indicates a strain of approximately 10%. Conversely, the 
predicted creep plots for the 100 MPa condition (Figure 6-16 (c)) shows a continuous improvement in 
creep prediction for the entire creep curve for decreasing strain optimisation limits.  
In order to compare model predictions with experimental results during tertiary creep, the error in 
the time at 5% strain was compared as explained in section 6.1.4.3.  
 
 
 
 
 
 
 
 
 
Figure 6-19 displays a clear trend in model accuracy with change in optimisation strain limit. Model 
predictions at 85 and 75 MPa show a significant improvement in model accuracy from optimisation 
against the entire creep curve to model predictions from optimisation with a 6% strain limit. As shown 
in Figure 6-19 the model’s creep predictions from optimisation against the entire creep curve for 85 
and 75 MPa produce an 𝐸𝑟𝑟5% of 22% and 17% respectively. However model predictions for the same 
stresses but optimised with a 6% strain limit produces 𝐸𝑟𝑟5% of 8% and 2% respectively. A clear 
improvement in model prediction is thus observed by reducing the optimisation strain limit. This trend 
reverses however once the maximum strain limit is reduced to 4% as indicated by an 𝐸𝑟𝑟5% of 13% 
and 14% for 75 and 85 MPa respectively  
The 100 MPa model predictions show a significant increase in accuracy from optimisation against the 
entire creep curve to optimisation against creep curves with progressively lower strain limits (see 
Figure 6-19). The 𝐸𝑟𝑟5% value for the full creep curve optimisation is 33% and reduces to 2% when 
optimised with a 4% strain limit. While the accuracy of the model’s creep predictions for all applied 
stresses shows improvement with a decreasing optimisation strain limit, the 100 MPa condition 
appears to behave anomalously in that it produces a minimum error for the 4% strain limit while the 
85 and 75 MPa conditions display a minimum error for the 6% strain limit (see Figure 6-19) 
Overall, the improvement in the model’s creep prediction results when lower strain limits are used for 
parameter optimisation confirms that strain-time data towards the end of the creep curve due to 
macrostructural necking does distort optimisation results. It is also apparent that limiting the 
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maximum strain during optimisation is a simple and effective method of excluding the distortion 
effects of necking.  
While imposing a limit on the maximum optimisation strain does improve prediction accuracy, the 
extent to which it does so, seems to depend on the stress conditions being analysed. While the 75 and 
85 MPa stress conditions seem to behave similarly in this regard (with an optimal strain limit of 6%) 
the 100 MPa condition behaves differently. Also, while the 100 MPa stress condition shows 
improvement in prediction accuracy along the entire creep curve, the 75 and 85 MPa conditions seem 
to show improvement only until early, tertiary creep (see Figure 6-16). It is therefore, logical to 
conclude that the discrepancy due to different stress conditions lies in the tertiary creep stage.  
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 Optimising Parameters for Individual Stress Conditions 
In order to investigate the effects on the various parameters due to the different stress conditions, 
the parameter optimisation routine was run against experimental data for a single stress condition.  
That is, the parameter optimisation routine was set to produce a parameter set for a single SSE (see 
section 6.1.3). This was again done for different strain limits in order to analyse the effects of necking 
on the model’s creep prediction accuracy. With each optimised parameter set the model’s creep 
prediction capabilities were assessed by extrapolating to different stress conditions and comparing its 
results with the experimental strain-time data. Table 6-6 shows the optimised parameter sets for the 
various strains at 75 MPa. 
6.1.7.1 Parameter Optimisation for CB8 at 75 MPa 650°C 
Table 6-6 shows the results of the parameter optimisation carried out against the creep-time data 
for CB8 sample 8.96 at 75 MPa and 650°C. 
Table 6-6: Optimised parameters for the 75 MPa stress condition for various optimisation strain limits 
75 MPa Stress Condition 
Optimised 
Parameter 
Full Creep Curve 8% Strain Limit 6% Strain Limit 4% strain Limit 
𝑸𝒄 (𝒌𝑱/𝒎𝒐𝒍) 340 339.0 330.0 337.0 
?̇?′𝟎 (𝒔
−𝟏) 3.1 × 107 2.5 × 107 6.4 × 106 7.0 × 106 
𝑲𝟏 (𝑷𝒂) 7.9 × 10
9 9.7 × 109 9.1 × 109 7.3 × 109 
𝑲𝟐′ (𝑷𝒂) 1.2 × 10
7 1.2 × 107 1.4 × 107 1.3 × 107 
𝑲𝑺𝟏 (𝒎𝒔
−𝟏) 1.1 × 10−6 2.1 × 10−5 5.8 × 10−5 3.9 × 10−5 
𝑲𝒔𝟐 (𝒎𝒔
−𝟏) 3.2 × 10−6 5.9 × 10−7 7.2 × 10−7 4.5 × 10−6 
𝑲𝒑′ (𝒎
𝟑𝒔−𝟏) 9.3 × 10−29 5.6 × 10−29 9.6 × 10−29 1.0 × 10−28 
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Figure 6-20 (a) shows that as the strain limit for the parameter optimisation at 75 MPa is decreased 
to 6%, model predictions for the 75 MPa and 85 MPa ( Figure 6-20 (c)) conditions improve for the 
entire creep curve up to the onset of necking. The 100 MPa stress condition also shows a significant 
improvement in model accuracy for the primary and secondary creep regions with a decrease in 
optimisation strain limit. However, even with an optimisation strain limit of 4% the model does not 
accurately represent the tertiary creep region and underestimates the sample’s creep strength (Figure 
6-20 (c)).  
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Figure 6-20(a) Plot of model’s creep strain-time predictions for CB8 at 75 MPa optimised at 75 MPa against creep data up to various 
strain limits (b) ) Plot of model’s creep strain-time predictions for CB8 at 100 MPa optimised at 75 MPa against creep data up to various 
strain limits (c) ) Plot of model’s creep strain-time predictions for CB8 at 85 MPa optimised at 75 MPa against creep data up to various 
strain limits 
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Figure 6-21: Graph illustrating error between experimental and model predictions of time at which the minimum strain 
rate occurs for various optimisation strain limits. Optimisation at 75 MPa, 650°C 
Figure 6-21 illustrates the 𝐸𝑟𝑟𝑚𝑖𝑛 values for the three stress states with the SEE parameter set 
obtained from optimising against the 75 MPa test sample. Similarly to the results in section 6.1.6, the 
𝐸𝑟𝑟𝑚𝑖𝑛 values drop significantly with a reduction in optimisation strain limit. The 𝐸𝑟𝑟𝑚𝑖𝑛 values drop 
from approximately 11%, 7% and 12% for the Full Curve to 3%, 2% and 5% with a 4% strain limit for 
the applied stresses of 75, 85 and 100 MPa respectively. This once again demonstrates the significant 
improvement in the models accuracy by negating any necking effects. Furthermore, the trend in the 
reduction in  𝐸𝑟𝑟𝑚𝑖𝑛 values is consistent across the stress range with the highest accuracy obtained 
for each stress with a 4% strain parameter limit.  
 
Figure 6-22: Graph illustrating error between experimental and model times to reach 5% strain for various optimisation 
strain limits. All optimisation carried out at 75 MPa 
Figure 6-22 confirms that for the 75 MPa optimisation condition, there is an improvement in model 
accuracy in the prediction of the time at which 5% strain is reached. This is especially true for the 75 
MPa and 85 MPa conditions with a 𝐸𝑟𝑟5% value falling well below 5% for the 6% strain limit parameter 
optimisation (Figure 6-22). While the 100 MPa condition does show a significant improvement in 
accuracy up to the 6% optimisation strain limit, the percentage error in the time to reach 5% strain 
does not fall below 15%.   
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6.1.7.2 Parameter Optimisation for CB8 at 85MPa 650°C 
 Table 6-7 shows the results of the parameter optimisation carried out against the creep-time data 
for CB8 sample 8.93 at 85 MPa and 650°C. 
Table 6-7: Optimised parameters for the 85 MPa stress condition for various optimisation strain limits 
85 MPa Stress Condition 
Optimised Parameter Full Creep Curve 8% Strain Limit 6% Strain Limit 4% strain Limit 
𝑸𝒄 (𝒌𝑱/𝒎𝒐𝒍) 332 335.0 334.0 334.0 
?̇?′𝟎 (𝒔
−𝟏) 4.3 × 107 1.2 × 107 2.5 × 107 4.4 × 107 
𝑲𝟏 (𝑷𝒂) 7.1 × 10
9 9.3 × 109 6.0 × 109 5.0 × 109 
𝑲𝟐′ (𝑷𝒂) 1.4 × 10
7 1.2 × 107 1.5 × 107 1.5 × 107 
𝑲𝑺𝟏 (𝒎𝒔
−𝟏) 6.9 × 10−6 1.4 × 10−5 4.5 × 10−5 9.2 × 10−6 
𝑲𝒔𝟐 (𝒎𝒔
−𝟏) 1.0 × 10−6 8.9 × 10−7 1.2 × 10−6 6.9 × 10−7 
𝑲𝒑′ (𝒎
𝟑𝒔−𝟏) 9.8 × 10−29 7.9 × 10−29 9.4 × 10−29 7.5 × 10−29 
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The parameter optimisation done against the 85 MPa experimental data displays similar results to 
that done against the 75 MPa data. Once again, a decrease in strain limit during optimisation produces 
more reliable results when compared with experimental data. While it does show significant 
improvement in model accuracy with decreasing optimisation strain limit, the 100 MPa stress 
condition once again falls short of predicting the tertiary creep region accurately, tending rather to 
underestimate the creep strength of the material. 
 
 
 
Figure 6-23(a) Plot of model’s creep strain-time predictions for CB8 at 85 MPa optimised at 85 MPa against creep data up to 
various strain limits (b) Plot of model’s creep strain-time predictions for CB8 at 100 MPa optimised at 85 MPa against creep data 
up to various strain limits (c) Plot of model’s creep strain-time predictions for CB8 at 75 MPa optimised at 85 MPa against creep 
data up to various strain limits 
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Figure 6-24: Graph illustrating error between experimental and model times to reach 5% strain for various optimisation 
strain limits. Optimisation carried out at 85 MPa 
Figure 6-24 shows that the value of 𝐸𝑟𝑟5% decreases with decreasing strain limit for all applied stresses 
resulting in an increase in model accuracy. The extent to which the 𝐸𝑟𝑟5% decreases, differs between 
the different stress conditions. The 75 MPa and 85 MPa stress conditions behave similarly and display 
an initial sharp decrease in 𝐸𝑟𝑟5% when optimised with decreasing strain limit. The value of 𝐸𝑟𝑟5% 
then plateaus reaching a minimum with a 6% strain limit and 𝐸𝑟𝑟5% values of less than 2%. This is then 
followed by an increase in 𝐸𝑟𝑟5% for a strain limit of 4%. Conversely, the 100 MPa stress condition 
shows a continuous decrease in 𝐸𝑟𝑟5% with a minimum 𝐸𝑟𝑟5% value of 9% for the 4% strain limit 
condition. 
6.1.7.3 Parameter Optimisation for CB8 at 100 MPa 650°C 
Table 6-8 shows the results of the parameter optimisation carried out against the creep-time data 
for CB8 sample 8.74 at 100 MPa and 650°C. 
Table 6-8: Optimised parameters for the 100 MPa stress condition for various optimisation strain limits 
100 MPa Stress Condition 
Optimised 
Parameter 
Full Creep Curve 8% Strain Limit 6% Strain Limit 4% strain Limit 
𝑸𝒄 (𝒌𝑱/𝒎𝒐𝒍) 339 340.0 340.0 340.0 
?̇?′𝟎 (𝒔
−𝟏) 4.9 × 107 5.0 × 107 5.0 × 107 5.0 × 107 
𝑲𝟏 (𝑷𝒂) 5.0 × 10
9 5.1 × 109 5.0 × 109 5.0 × 109 
𝑲𝟐′ (𝑷𝒂) 1.4 × 10
7 1.5 × 107 1.5 × 107 1.5 × 107 
𝑲𝑺𝟏 (𝒎𝒔
−𝟏) 6.1 × 10−6 7.5 × 10−6 6.0 × 10−6 6.0 × 10−6 
𝑲𝒔𝟐 (𝒎𝒔
−𝟏) 3.5 × 10−6 4.9 × 10−6 3.1 × 10−6 2.3 × 10−6 
𝑲𝒑′ (𝒎
𝟑𝒔−𝟏) 9.9 × 10−29 9.7 × 10−29 1.0 × 10−28 1.0 × 10−28 
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Figure 6-25 (a) shows that when the parameter optimisation is carried out against data at 100 MPa, 
there is once again an improvement in creep prediction accuracy with a decrease in strain albeit 
slight. Contrary to previous results (optimisation at 75 and 85 MPa), this improvement does not 
extend to the other stress conditions (Figure 6-25 (b) & (c)). In fact, lowering the strain limit results 
in a decrease in model accuracy when extrapolated to the 75 and 85 MPa stress conditions. 
 
 
 
 
 
Figure 6-25(a) Plot of model’s creep strain-time predictions for CB8 at 100 MPa optimised at 100 MPa against creep data up to 
various strain limits (b) Plot of model’s creep strain-time predictions for CB8 at 75 MPa optimised at 100 MPa against creep data 
up to various strain limits (c) Plot of model’s creep strain-time predictions for CB8 at 85 MPa optimised at 100 MPa against creep 
data up to various strain limits 
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Figure 6-26: Graph illustrating error between experimental and model predictions of time at which the minimum strain 
rate occurs for various optimisation strain limits. Optimisation at 100 MPa, 650°C 
Figure 6-27 shows the 𝐸𝑟𝑟𝑚𝑖𝑛 values for CB8 with model parameters optimised at 100 MPa. The 
figure shows that the accuracy behaviour of the various stress condition differs significantly with 
changes in optimisation strain limit. The 100 MPa condition shows a marked reduction in 𝐸𝑟𝑟𝑚𝑖𝑛 
value from approximately 3% for the Full curve case, to below 2% with strain limits of 8%, 6% and 
4%. Conversely, the 𝐸𝑟𝑟𝑚𝑖𝑛 values for the 75 and 85 MPa stress conditions show an increase in their 
𝐸𝑟𝑟𝑚𝑖𝑛 values with decreasing strain limits.  
 
Figure 6-27:  Graph illustrating error between experimental and model times to reach 5% strain for various optimisation 
strain limits. Optimisation carried out at 100 MPa 
 
Figure 6-27 shows that similarly to the 𝐸𝑟𝑟𝑚𝑖𝑛 results, there is an increase in model accuracy with 
decreasing strain limit with regards to the 𝐸𝑟𝑟5% values for the 100 MPa condition only. This is 
illustrated by a reduction in the value of 𝐸𝑟𝑟𝑚𝑖𝑛 for the 100 MPa condition with decreasing strain limit. 
As the strain limit used for optimisation is decreased from the Full curve case to 6%, the error between 
the experimental and model prediction (𝐸𝑟𝑟𝑚𝑖𝑛) decreases drastically from approximately 7% to 
below 1%.  However, this behaviour is reversed for the 75 and 85 MPa conditions where the model 
predictions deviate more from experimental results with decreasing optimisation strain limit. Figure 
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6-27 shows a large increase in 𝐸𝑟𝑟𝑚𝑖𝑛 from approximately 7% for the full creep curve condition to 
approximately 14% and 15% for the 6% strain limit at the 75 MPa and 85 MPa stress conditions 
respectively.  
 
 Discussion of Individual Stress Optimisation Results 
From the optimisation results thus far it is clear that both the strain limit and stress condition for the 
experimental data against which parameter optimisation is carried out, have a significant impact in 
the model’s creep-time prediction reliability. The former seems to improve the model’s reliability 
when limited to approximately 6% creep strain. This improvement is most starkly observed when 
optimisation is carried out at either 75 or 85 MPa and extrapolated to the other (see Figure 6-20 & 
Figure 6-23). It can therefore be concluded that macrostructural necking observed in creep data does 
significantly distort the values of the optimised parameters and that its effects can be effectively 
diminished by reducing the strain limit during parameter optimisation. 
Parameter optimisation carried out against the 100 MPa experimental data (section 6.1.7.3) seems to 
overestimate the material’s creep strength when extrapolated downwards to the 75 and 85 MPa 
stress conditions and does so increasingly with a decrease in optimisation strain limit. Conversely, 
parameter optimisation carried out against either the 75 MPa (section 6.1.7.1) or 85 MPa (section 
6.1.7.2) experimental creep-time data tends to underestimate the material’s creep strength when 
extrapolated upwards to 100 MPa. There is therefore a clear disconnect between predicted and 
experimental creep results which cannot be attributed to macrostructural necking. Moreover, this 
inaccuracy seems to exist mostly in the prediction of the tertiary stage of creep and its point of onset. 
This is clearly illustrated in Figure 6-28 where the results extrapolated between 85 MPa and 75 MPa 
produce 𝐸𝑟𝑟𝑡𝑟 values of less than 2% whereas the extrapolation to the 100 MPa stress condition 
results in 𝐸𝑟𝑟𝑡𝑟 values of up to 8%.  
 
Figure 6-28: Plot of errors between model and experimental predictions for the time of onset of tertiary creep (Errtr) for 
various optimisation stress conditions 
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The primary and secondary stages of creep seem to be accurately represented across the stress range 
by the model when optimisation is carried out at either 75 or 85 MPa with a strain limit of 6%. Once 
again, optimisation carried out against the 100 MPa sample produces anomalous results as shown in 
section 6.1.7.3, where a reduction in strain limit results in an increase in 𝐸𝑟𝑟𝑚𝑖𝑛 when extrapolated to 
the 75 and 85 MPa stress conditions. As the parameter optimisation in this context can be interpreted 
as a model calibration, a discrepancy between optimised and extrapolated results can be attributed 
to differences in material properties at the different stress states. Since the material properties 
considered in this model are all microstructurally based, it is likely that the microstructural evolution 
at 100 MPa differs from that at 75 and 85 MPa specifically within the tertiary creep region.     
Table 6-9: Summary of individual stress optimisation and extrapolation results 
Optimisation 
Stress 
Extrapolated Stress MPa 
 75 85 100 
 Secondary 
creep 
(𝐸𝑟𝑟𝑚𝑖𝑛) 
Tertiary Creep 
(𝐸𝑟𝑟5%) 
Secondary 
creep 
(𝐸𝑟𝑟𝑚𝑖𝑛) 
Tertiary Creep 
(𝐸𝑟𝑟5%) 
Secondary 
creep 
(𝐸𝑟𝑟𝑚𝑖𝑛) 
Tertiary Creep 
(𝐸𝑟𝑟5%) 
75 (6% 
Strain Limit) 
2.7 1.6 1.9 0.3 4.8 16.3 
(Underestimate of 
creep strength) 
85 (6% 
Strain Limit) 
1.9 0.6 1.6 1.5 3.3 12.1 
(Underestimate of 
creep strength) 
100 (6% 
Strain Limit) 
4.0 14 
(Overestimate 
of creep 
strength) 
5.1 10.3 
(Overestimate 
of creep 
strength) 
1.3 0.2 
 
If it is assumed that a microstructural effect is responsible for the lack of consistency in the results 
extrapolated to and from the 100 MPa condition, it is then logical to conclude that it only has an effect 
in the later stages of creep in CB8. Further, since the extrapolation ‘downwards’ from the 100MPa 
optimised condition results in an overestimation of creep strength it can be surmised that this 
microstructural change manifests itself as a loss of creep strength in the long term. This assumption is 
further reinforced by the underestimation of creep strength observed when parameter optimisation 
is carried out at 75 or 85 MPa and extrapolated ‘upwards’ to the 100 MPa condition. 
A closer examination of the experimental creep-time plots for the 75, 85 and 100 MPa samples, as 
shown in Figure 6-29 provides some insight into the possible discrepancy in the observed results. An 
  
76 
 
important consideration is the rupture times of the respective samples. The 100 MPa sample ruptures 
after approximately 9000h of creep exposure while the 85 MPa and 75 MPa samples rupture after 
approximately 12000h and 16000h respectively. The sample set can therefore be divided into two 
groups; those which rupture prior to 10000h of creep exposure and those which rupture after 10000h. 
The significance of the 10000h mark lies in its observed correlation with microstructural changes in 9-
12% Cr steels and specifically the precipitation of the Modified Z-Phase (see section 2.2.4). In a detailed 
study by Danielsen et al. [29] the precipitation of the Modified Z-phase was only found to occur in 9-
12% Cr steels after 10000h of creep exposure at 650°C. Furthermore, the authors reported that this 
was only the case for steels with a Cr content exceeding approximately 11%. As CB8 has a Cr content 
of 10.9% (see chapter 4), the precipitation of the Modified Z-phase is likely. 
 
Figure 6-29: Long term creep time plots for CB8 at with applied stresses of 75, 85 and 100 MPa and temperature of 650°C 
This seems to offer a credible explanation for the observed results. The apparent loss in creep 
strength and resulting overestimation of creep strength when model extrapolation is carried out 
from the 100 MPa calibration condition (rupture time below 10000h) to the 85 and 75 MPa 
conditions (rupture time above 10000h) seems to agree well with the precipitation of the Modified 
Z-phase and its resulting effects. 
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 Microstructure Results 
Along with strain time data, the current CDM model produces microstructural predictions for subgrain 
and 𝑀23𝐶6 precipitate growth and coarsening. These results were compared to experimentally 
determined results for CB8 (see section 0). The experimental results were obtained from interrupted 
creep tests at 75 MPa and 650°C. The microstructural results were obtained after parameter 
optimisation against creep strain-time data. In that way, the model’s microstructural predictions are 
obtained directly from mechanical creep data.  
6.1.9.1 Subgrain Coarsening 
Figure 6-30 shows model and experimental results of subgrain size during creep. The model results 
are displayed for parameter optimisation carried out at stresses of 75, 85 and 100 MPa and 
extrapolated to 75 MPa. The error in the experimental measurements was taken as 200nm based on  
the spatial resolution of the measurement technique used (see section 4). 
 
Figure 6-30: Experimental (see Appendix A-1) and model predicted plot of average subgrain diameter for CB8 during 
creep exposure at 75 MPa 650°C. Model results shown for parameter optimisation carried out at 75, 85 and 100 MPa 
The results show that the CDM model is capable of producing predictions of subgrain size during creep 
within acceptable limits within the primary and secondary creep stages regardless of optimisation 
stress. The error apparent in the primary and secondary creep stages (up tp appox. 11000h) appears 
to be constant suggesting that it may be an offset error possibly due to an inaccurate initial reading. 
This seems to be the case for optimisation carried out at all stresses. The tertiary creep results 
however appear to lie outside the error margins for both the 75 MPa and 100 MPa optimisations with 
the former overestimating the coarsening rate and the latter underestimating it. The results optimised 
at 85 MPa on the other hand lie within the acceptable error even at the later stages of tertiary creep.   
6.1.9.2 Discussion of Subgrain Coarsening Results 
The subgrain coarsening results appear to produce consistently accurate approximations of subgrain 
coarsening in CB8 particularly within the primary and secondary creep regime. As subgrain coarsening 
is a strain dependent phenomenon and has been considered as such in the current model, it is 
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intrinsically coupled with every other creep property investigated including back stress evolution and 
𝑀23𝐶6 precipitate coarsening. This makes the results all the more impressive and suggests that the 
description of subgrain coarsening used as well as its relationship to dislocation creep has been 
effectively captured by the CDM model.  
The error between the model and experimental curves within the tertiary creep stage seems to mirror 
the errors observed for the creep strain-time curves. In particular the results for the parameter set 
optimised at 75 MPa overestimate the subgrain size above 14000h. 
6.1.9.3 M23C6 Precipitate Coarsening 
In addition to subgrain coarsening, the model used in this study also produces predictions of 𝑀23𝐶6 
precipitate coarsening. These results are expressed as precipitate diameter over time. The model 
results are essentially precipitate measurements obtained from mechanical creep-time data via the 
CDM relationships explained in section 5. Figure 6-31 shows the model results as well as experimental 
𝑀23𝐶6 coarsening data for CB8 at 75 MPa and 650°C. The model results are shown for parameter 
optimisation carried out at 75, 85 and 100 MPa.  
 
Figure 6-31: Experimental and model predicted plot of M23C6 average diameter for CB8 during creep exposure at 75 MPa 
650°C. Model results shown for parameter optimisation carried out at 75, 85 and 100 MPa 
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7 P92-Model Results  
One of the aims of this project is to produce a physically based dislocation creep model for 9-12% Cr 
steels. While it is impossible to verify unconditionally that this model can be applied to all 9-12% Cr 
steels, it can be substantiated by application to more than one type of 9-12% Cr steel. The model’s 
applicability to different 9-12% Cr steels can then to some extent be validated.  
After producing successful strain-time results for the steel CB8 with 11% Cr content, the CDM model 
used in this study was applied to the 9% Cr steel P92. The model results were optimised at 92 MPa 
and 104 MPa stress conditions at a temperature of 650°C. The optimised parameters used for CB8 
were used as initial parameter guesses. This was done to assess the degree to which initial parameter 
guesses could be applied to different types of 9-12% Cr steels. The initial subgrain size 𝑆𝑖 and 
𝑀23𝐶6diameter 𝑃𝑖 were obtained from Ennis et al.[54] for P92.  
Table 7-1: Optimised Parameter set for P92 Steel 
Optimised 
Parameter 
Full Creep Curve 11% Strain Limit 8% Strain Limit 6% strain Limit 
𝑸𝒄 (𝒌𝑱/𝒎𝒐𝒍) 331 328 340 314 
?̇?′𝟎 (𝒔
−𝟏) 4.9 × 107 5.4 × 106 4.2 × 107 1.1 × 107 
𝑲𝟏 (𝑷𝒂) 1.0 × 10
10 5.0 × 109 5.2 × 109 5.1 × 109 
𝑲𝟐′ (𝑷𝒂) 1.5 × 10
7 1.0 × 107 1.1 × 107 1.5 × 107 
𝑲𝑺𝟏 (𝒎𝒔
−𝟏) 5.9 × 10−5 9.5 × 10−6 7.5 × 10−6 6.5 × 10−6 
𝑲𝒔𝟐 (𝒎𝒔
−𝟏) 1.9 × 10−6 9.4 × 10−7 2.0 × 10−6 5.1 × 10−6 
𝑲𝒑′ (𝒎
𝟑𝒔−𝟏) 1.0 × 10−29 1.1 × 10−29 1.0 × 10−29 1.0 × 10−28 
 
Table 7-2: Initial parameter values for P92 steel 
Parameter Initial Value 
 ?̇? (𝒔−𝟏) 0 
 ?̇?𝟎 (𝑴𝑷𝒂) 2 
 ?̇?𝒔 0 
 ?̇?∗ 0.4 
 ?̇?𝒑 0 
 𝑺(𝝁𝒎) 0.79 Ref. [54] 
 𝑷(𝒏𝒎) 95 Ref. [54] 
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Figure 7-1 (a) Plot of creep strain-at 104 MPa, 650°C for various optimisation strain limits. (b) Plot of creep strain-time 
for P92 at 92 MPa, 650°C for various optimisation strain limits. All parameter optimisation carried out at 92 MPa and 104 
MPa simultaneously 
Figure 7-1 shows that the CDM model produces accurate predictions of creep strain-time data for both 
the 92 and 104 MPa stress conditions for the primary and secondary creep stages when compared 
with experimental creep curves. It also produces accurate predictions of tertiary creep which improves 
in accuracy with a decrease in optimisation strain limit at 8% and 6%. 
 
 
Figure 7-2: Graph illustrating error between experimental and model time at minimum creep rate for various 
optimisation strain limits. Optimisation carried out at 92 MPa and 104 MPa simultaneously 
Figure 7-2 shows that the 𝐸𝑟𝑟𝑚𝑖𝑛 value decreases significantly when a strain limit for parameter 
optimisation is used. The 𝐸𝑟𝑟𝑚𝑖𝑛 value decreases from approximately 25 to 7 and from 33 to 17 for 
the 104 MPa and 92 MPa stress conditions respectively when the optimisation strain limit is decreased 
to 8%. The percentage error thereafter remains almost constant for both stress conditions as the strain 
limit is decreased further to 6% and 4%.  
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Figure 7-3: Graph illustrating error between experimental and model times to reach 5% strain for various optimisation 
strain limits. Optimisation carried out at 92 MPa and 104 MPa simultaneously 
 
 
Figure 7-4: Graph illustrating error between experimental and model time at onset of tertiary creep for various 
optimisation strain limits. Optimisation carried out at 92 MPa and 104 MPa simultaneously 
Figure 7-3 shows the percentage error between experimental and model times to reach 5% creep 
strain (𝐸𝑟𝑟5%). As this is a measure of the accuracy of tertiary creep predictions, the results show 
quantitatively the improvement in tertiary creep approximation when parameters are optimised with 
8% and 6% strain limits for both stress. Furthermore, Figure 7-3 shows a clear trend in the behaviour 
of the model at both stress states. This similarly applies to Figure 7-4 which displays the percentage 
error in the model’s approximation of the onset of tertiary creep. Both stress approach a minimum 
error using the 8% strain limit with the 104 MPa stress condition approaching a 0% error.  
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7.1 Discussion of P92 Results 
The P92 model results overall responded well to parameter optimisation and produced creep strain-
time predictions for the entire creep curve at stresses of both 92 MPa and 104 MPa. The parameter 
optimisation was successfully run at the two stresses simultaneously in order to obtain the USSE(p) 
and thus calibrate the CDM model for P92 across the entire stress range considered.  
The optimised parameter set obtained from the CB8 calibration was used as initial guesses for the P92 
optimisation routine. This was done to analyse the flexibility of the CDM approach when applied to 
similar grades of steel but which exhibit significantly different creep strengths. In this regard the model 
responded very well as illustrated by the relatively large degree of accuracy in predicting creep life for 
both stresses considered.  
The various strain limits set for the parameter optimisation were once again implemented in order to 
negate the optimisation distortive effects due to macrostructural necking as was done for CB8. This 
method showed to improve the model’s creep strain-time predictions for secondary as well as tertiary 
creep. For the secondary creep case this was illustrated by the decrease in error in the prediction of 
the minimum creep rate (𝐸𝑟𝑟𝑚𝑖𝑛) a metric of secondary creep deformation. The results showed little 
improvement in accuracy when the strain limit was reduced to below 8% suggesting that the distortion 
effects on the secondary creep stage had been effectively removed and not further improvement in 
accuracy could be obtained. The time at which the onset of tertiary creep was predicted by the model 
also showed a decrease in percentage error (𝐸𝑟𝑟𝑡𝑟) when optimised with a strain limit and a minimum 
error achieved for the 6% strain limit. This behaviour was then reversed for lower strain limits with a 
progressive increase in error observed for the 6% and 4% strain limits compared to the 8% case. This 
can be interpreted as an initial improvement in the model’s approximation of the onset of tertiary 
creep due to the negation of necking followed by an increase in error due to loss of tertiary creep 
microstructural data at lower strain limit optimisation once again resulting in parameter distortion. It 
is therefore crucial to remove any distortion effects of necking while at the same time retaining 
adequate strain-time information in describing tertiary creep. Thus a parameter optimisation strain 
limit which satisfies these conditions needs to be selected which for P92 is approximately 6% strain.  
Another point of interest is the correlation in the model’s results for the two stresses with significantly 
different creep lives of approximately 7000h and 12000h for the 104 MPa and 92 MPa stress 
conditions respectively. While the absolute values may differ, the two sets of results show similar 
trends in the error associated with the minimum creep rate, onset of tertiary creep and time at 5% 
strain. This suggests that the microstructural features associated with creep at the two conditions are 
similar and have been accurately captured by the model’s calibration approach i.e. parameter 
optimisation. 
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7.2 A Comparison of CB8 and P92 Results 
The CDM approach proposed in this study was applied to two grades of 9-12% creep resistant steels 
namely CB8 and P92. While the model’s performance for both steels was mostly successful, some 
crucial similarities and differences in creep strain-time predictions were observed. 
Firstly, parameter optimisation was carried out over the entire creep curve for the two steels over 
stress ranges of 75-100 MPa and 92-104 MPa for CB8 and P92 respectively. The initial results had large 
associated error for the secondary and tertiary creep stages when compared with long term 
experimental creep data. This error was hypothesised as being due to macrostructural necking 
distorting parameter optimisation. As a result strain limits of 8%, 6% and 4% were each implemented 
during optimisation in order to preclude these distortive effects. This approach was found to improve 
creep-strain results for secondary and tertiary creep for both steels across the stress ranges 
considered although the extent to which it did so varied for the two steels. The P92 steel showed a 
clear trend in the reduction of error for both stress conditions with minimum error observed for with 
a strain limit of 6%. The results for CB8 on the other hand showed a trend for the 85 MPa and 75 MPa 
stress conditions but not for the 100 MPa stress condition. By conducting the parameter optimisation 
at the three strains individually, it was found that results for the 85 MPa 75 MPa conditions could not 
be accurately predicted if the parameter optimisation was conducted at the 100 MPa stress condition 
and vice-versa.  
Predictions for the 85 and 75 MPa stress conditions when parameters were optimised at 100 MPa 
tended to overestimate creep strength while the opposite occurred at 100 MPa for parameter 
optimisation carried out at 75 or 85 MPa. A key difference in creep deformation between the three 
stress conditions was identified as the length of time for which the sample was under creep exposure. 
While the 75 and 85 MPa samples only failed after approximately 17000h and 12000h respectively, 
the 100 MPa sample failed after less than 9000h. The significance of this is that the Modified Z-phase 
has been reported in literature as forming only after 10000h of creep exposure at 650°C [32]. The 
acceleration of the creep process apparent for samples only after 10000h of creep exposure was thus 
attributed to the precipitation of the Modified Z-phase and its detrimental effects on creep strength.  
Conversely, the model results for the P92 steel did not show any obvious discrepancies between the 
92 MPa and 104 MPa stress conditions even though these two samples were exposed to creep 
conditions for approximately 13000h and 7000h respectively. In fact, the creep-time results obtained 
for creep exposure on either side of the 10000h mark produced good results when compared against 
experimental data. The question arises as to why these two similar grades of steels behave so 
differently during long term creep exposure. A possible explanation is that the CB8 and P92 steel 
grades are not as similar as assumed upon initial inspection especially with regards to their respective 
chemical compositions. A key difference is in their Cr content. While CB8 has a Cr content of 
approximately 11 wt%, P92 has a Cr content of 9wt%. This seemingly minor difference in Cr content 
may not affect the initial microstructure of the steel and by extension the initial stages of creep, but 
after 10000h of exposure to high temperature and stress conditions it may influence creep properties 
significantly. Studies undertaken by Danielsen et al [29], [31] strongly indicate that the precipitation 
of the Modified Z-phase is almost undetectable for Cr contents of less than 11% even after exposure 
times of 31000h at 650°C. The loss of creep strength in CB8 after 10000h of creep exposure but not in 
P92 can be attributed to the precipitation of the Modified Z-phase in the former but not in the latter.  
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Figure 7-5 shows a comparison of the model’s creep strain-time predictions for both CB8 and P92 at 
stresses of 104 MPa and 92 MPa and a temperature 650°C. 
 
Figure 7-5: A comparison of creep strain-time model predictions for CB8 and P92 at stresses of 104 MPa and 92 MPa at 
650°C 
The relative creep strength of CB8 and P92 seems to be strongly dependent on stress and thereby 
creep exposure time. Figure 7-5 illustrates that at 104 MPa CB8 displays apparent higher creep 
strength as indicated by its lower gradient during secondary creep compared to P92 as well as the 
time at 5% strain. Conversely at 92 MPa, P92 appears to display higher creep strength. A possible 
explanation for this change in behaviour could be that P92 has lower tensile strength properties but 
is more resistant to long-term microstructural changes i.e. it maintains its initial microstructure to a 
greater extent than does CB8. Another possible explanation is that the Modified Z-phase begins to 
precipitate for the 92 MPa condition in CB8 as it begins to approach the 10000 exposure time resulting 
in a loss of creep strength. As P92 is not susceptible to Modified Z-phase precipitation it does not 
experience these adverse effects and thus maintains greater long-term creep resistance.  
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8 Conclusions 
 
The aim of this MSc research project was to investigate the modelling of dislocation creep in 9-12% Cr 
steels using the Continuum Damage Mechanics approach. The key conclusions of this investigation 
are summarised below:  
 A CDM model was successfully constructed based on existing dislocation creep theory as well 
as experimental observations for 9-12% Cr steels. The model included considerations of 
mobile dislocation motion, primary creep microstructure, back stress evolution, subgrain 
coarsening and 𝑀23𝐶6 precipitate coarsening. 
 
 The various model parameters were analysed and interpreted based on physical phenomena 
and shown to agree with observations and reports in literature. An optimisation routine was 
set up in order to calibrate the parameters to specific steels. A procedure to obtain initial 
parameter guesses was introduced and described in detail. 
 A method to compare model accuracy against experimental long-term creep strain-time data 
was proposed as:  
1. Percentage error between model and experimental time at minimum creep 
rate (𝐸𝑟𝑟𝑚𝑖𝑛) as a measure of secondary creep accuracy. 
2. Percentage error between model and experimental time at onset of tertiary creep 
(𝐸𝑟𝑟𝑡𝑟). 
3. Percentage error between model and experimental time at 5% creep strain as a 
measure of tertiary creep accuracy (𝐸𝑟𝑟5%). 
 
 Parameter optimisation was conducted for the 11% Cr CB8 across stress ranges as well as at 
individual stresses. The following conclusions were made: 
1. Macrostructural necking in experimental samples significantly distorts parameter 
optimisation particularly within the secondary and tertiary creep regimes. This is 
effectively overcome by running optimisation up to a maximum strain of 6% so as to 
preclude to effects of necking. 
2. Parameter optimisation carried out across the stress range considered (75-100 MPa) 
produces inaccurate results due to varying microstructural features within the stress 
range. After optimisation for individual stress states, it was found that a significant 
change in microstructure occurs at approximately 10 000h of creep exposure. Based 
on reports in literature, this change in microstructure is due to the formation of the 
Modified Z-phase – a feature not considered in the current creep model. 
3. The model’s microstructural predictions of subgrain coarsening as well as 𝑀23𝐶6 
coarsening were found to coincide well with experimental data as well as reports from 
literature. 
 
 Parameter optimisation was carried out for the 9% Cr steel, P92. Macrostructural necking was 
once again found to distort model strain-time accuracy which was overcome by limiting the 
optimisation strain limit to 6% as with CB8. However, unlike CB8, creep strain results were 
found to produce accurate results even beyond 10000h of creep exposure. 
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 The difference in the strain-time behaviour between the CB8 and P92 model results with 
regards to the 10000h of creep exposure was attributed to the precipitation of the Modified 
Z-phase in CB8 but not in P92. The difference in the Cr content of each steel was concluded as 
the underpinning root cause of the formation of the Modified Z-phase in one steel but not the 
other. 
 
 Overall, the CDM model proved to be an accurate tool in predicting creep behaviour based on 
microstructural features as well as a useful tool in analysing microstructural evolution. 
However, the use of CDM in this context comes with a number of caveats. Firstly, an accurate 
description and understanding of material microstructure is required in order to calibrate the 
model. Also as illustrated with the CB8 results, the data against which the model is optimised 
plays a significant role in its prediction accuracy. Finally, caution must be taken in using 
experimental data with significant macrostructural distortion such as necking. 
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9 Recommendations  
 
The key recommendations made in this study based on the conclusions are: 
 Investigate the applicability of the developed CDM model to more grades of 9-12% Cr. The 
CDM method used in this study has only been applied and analysed for two 9-12% Cr steels. 
This has been mostly due to a lack of long term creep test data for other steels. However, as 
more data becomes available, it can be used to evaluate the extent to which the developed 
model can make creep life and microstructural predictions over the full range of 9-12% Cr 
steels.  
 Incorporate the Modified Z-phase as a damage parameter in the developed model. A major 
finding of the current study was the identification of the Modified Z-phase and its influence 
on model calibration. Hence the consideration of it will improve the model’s capabilities. A 
possible method of capturing the complex kinetics of the modified Z-phase is to use 
thermodynamic modelling software such as MatcalcTM. 
 Expand the current model to include multiaxial loading effects rather than only the purely 
uniaxial case. This can be achieved by modifying the current strain-time differential equation 
to incorporate a Von Mises effective stress such as: 
𝜀?̇?𝑗 =
3
2
(
𝑆?̅?𝑗
𝜎𝑒
) 𝜀0̇ sinh [
𝜎𝑒(1 − 𝐻
∗(1 − 𝐷𝑠))
𝜎0(1 − 𝐷𝑃)
] 
Where : 
𝜎𝑒 is the Von Mises effective stress; 𝜀?̇?𝑗  the deviatoric strain rate tensor and 𝑆?̅?𝑗 the deviatoric 
stress tensor 
 Apply the model to complex, critical components used in high temperature and high stress 
regions in power plants. This can be achieved by incorporating a Finite Element Analysis 
approach.  
 Explore the application of the model and required modifications to simulate the creep 
behaviour of the Heat Affected Zone (HAZ) created by welds. 
 Explore the use of creep compression as opposed to tensile test results to optimise parameter 
sets. This will remove any distortion caused by necking giving a ‘true’ representation of creep 
strain. 
 Implement the developed CDM model within a Finite Element framework of the creep 
specimen. This can be used to further account for the effects of macrostructural necking. 
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Appendix A1– Experimental creep data 
CB8 – M23C6 Coarsening Data 
Table 10-1: Particle size data for M23C6 precipitates in CB8 in as received state 
As recieved       
Particle size class 
(nm) Frequency Midpoint fx 
0 0     
25 0 12.5 0 
50 0.12 37.5 4.5 
75 0.23 62.5 14.375 
100 0.21 87.5 18.375 
125 0.12 112.5 13.5 
150 0.13 137.5 17.875 
175 0.051 162.5 8.2875 
200 0.05 187.5 9.375 
225 0.025 212.5 5.3125 
250 0.03 237.5 7.125 
275 0.01 262.5 2.625 
300 0.001 287.5 0.2875 
325 0.005 312.5 1.5625 
350 0 337.5 0 
375 0 362.5 0 
400 0 387.5 0 
425 0 412.5 0 
450 0 437.5 0 
475 0 462.5 0 
  0.982   103.2 
Mean  105.0916497     
Variance 39.51232514     
Standard Deviation 6.285883004     
 
 
Figure 10-1: Plot of particle size data for M23C6 precipitates in CB8 in as received state 
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Table 10-2: Particle size data for M23C6 precipitates in CB8 after 2000h of creep exposure at 75 MPa and 650°C 
2000 h       
Particle size class 
(nm) Frequency Midpoint fx 
0 0     
25 0.035 12.5 0.4375 
50 0.32 37.5 12 
75 0.245 62.5 15.3125 
100 0.16 87.5 14 
125 0.145 112.5 16.3125 
150 0.035 137.5 4.8125 
175 0.035 162.5 5.6875 
200 0.015 187.5 2.8125 
225 0 212.5 0 
250 0.02 237.5 4.75 
275 0 262.5 0 
300 0 287.5 0 
325 0 312.5 0 
350 0 337.5 0 
375 0 362.5 0 
400 0 387.5 0 
425 0 412.5 0 
450 0 437.5 0 
475 0 462.5 0 
 Total 1.01   76.125 
Mean  75.37128713     
Variance 32.72322974     
Standard Deviation 5.720422165     
 
 
Figure 10-2: Plot of particle size data for M23C6 precipitates in CB8 after 2000h of creep exposure at 75 MPa and 650°C 
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Table 10-3: Particle size data for M23 C6 precipitates in CB8 after 4031h of creep exposure at 75 MPa and 650°C 
4031 h       
Particle size class 
(nm) Frequency Midpoint fx 
0 0     
25 0.015 12.5 0.1875 
50 0.05 37.5 1.875 
75 0.145 62.5 9.0625 
100 0.22 87.5 19.25 
125 0.2 112.5 22.5 
150 0.11 137.5 15.125 
175 0.07 162.5 11.375 
200 0.03 187.5 5.625 
225 0.06 212.5 12.75 
250 0.03 237.5 7.125 
275 0.03 262.5 7.875 
300 0.01 287.5 2.875 
325 0.005 312.5 1.5625 
350 0 337.5 0 
375 0.005 362.5 1.8125 
400 0 387.5 0 
425 0 412.5 0 
450 0 437.5 0 
475 0 462.5 0 
 Total 0.98   119 
Mean  121.42857     
Variance 47.174169     
Standard Deviation 6.8683454     
 
 
Figure 10-3: Plot of particle size data for M23 C6 precipitates in CB8 after 4031h of creep exposure at 75 MPa and 650°C 
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Table 10-4: Particle size data for M23C6 precipitates in CB8 after 7063h of creep exposure at 75 MPa and 650°C 
7063 h       
Particle size class 
(nm) Frequency Midpoint fx 
0 0     
25 0 12.5 0 
50 0.055 37.5 2.0625 
75 0.1 62.5 6.25 
100 0.17 87.5 14.875 
125 0.22 112.5 24.75 
150 0.13 137.5 17.875 
175 0.07 162.5 11.375 
200 0.02 187.5 3.75 
225 0.05 212.5 10.625 
250 0.04 237.5 9.5 
275 0.045 262.5 11.8125 
300 0.015 287.5 4.3125 
325 0.02 312.5 6.25 
350 0.005 337.5 1.6875 
375 0 362.5 0 
400 0.002 387.5 0.775 
425 0.005 412.5 2.0625 
450 0.001 437.5 0.4375 
475 0 462.5 0 
 Total 0.948   128.4 
Mean  135.443038     
Variance 46.34890149     
Standard Deviation 6.808002753     
 
 
Figure 10-4: Plot of particle size data for M23C6 precipitates in CB8 after 7063h of creep exposure at 75 MPa and 650°C 
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Table 10-5: Particle size data for M23C6 precipitates in CB8 after 16564h of creep exposure at 75 MPa and 650°C 
16564 h       
Particle size class 
(nm) Frequency Midpoint fx 
0 0     
25 0 12.5 0 
50 0.07 37.5 2.625 
75 0.15 62.5 9.375 
100 0.145 87.5 12.6875 
125 0.26 112.5 29.25 
150 0.13 137.5 17.875 
175 0.06 162.5 9.75 
200 0.035 187.5 6.5625 
225 0.05 212.5 10.625 
250 0.02 237.5 4.75 
275 0.005 262.5 1.3125 
300 0.01 287.5 2.875 
325 0.02 312.5 6.25 
350 0.001 337.5 0.3375 
375 0 362.5 0 
400 0 387.5 0 
425 0.001 412.5 0.4125 
450 0.001 437.5 0.4375 
475 0 462.5 0 
Total 0.958   115.125 
Mean  120.1722338     
Variance 55.59861582     
Standard Deviation 7.456447936     
 
 
Figure 10-5: Plot of particle size data for M23C6 precipitates in CB8 after 16564h of creep exposure at 75 MPa and 650°C 
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CB8- Subgrain Coarsening data 
 
Table 10-6: Subgrain diameter measurements during creep exposure and thermal aging. Creep testing carried out at 75 
MPa and 650°C and thermal ageing at 650°C 
CB8- Subgrain Coarsening Data  
Creep Loaded Thermally aged 
Subgrain diameter 
(µm) time (h) 
Subgrain diameter 
(µm) time (h) 
0.7 0 0.7 0 
0.89 2000 0.6 2000 
0.93 4000 0.8 4000 
0.98 7000 0.69 7000 
1.6 16500 0.75 16500 
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CB8- Creep-time data 
 
Table 10-7: Long term creep-time data until rupture for CB8 at applied stress of 75, 85 and 100 MPa and 650°C 
Sample 8.93 
Stress = 75 MPa 
  Sample 8.96 
Stress = 85 MPa 
  Sample 8.74 
Stress = 100 MPa 
Strain Time (h)   Strain Time (h)   Strain  Time (h) 
0.0000 0   0.0000 0   0.0000 0 
0.0012 100   0.0006 77   0.0026 50 
0.0019 200   0.0010 193   0.0026 100 
0.0021 300   0.0021 307   0.0027 200 
0.0024 723   0.0026 442   0.0028 300 
0.0026 1000   0.0045 511   0.0044 555 
0.0027 1140   0.0031 578   0.0045 700 
0.0029 1301   0.0026 604   0.0050 900 
0.0031 1800   0.0040 892   0.0053 1007 
0.0032 3051   0.0062 1204   0.0065 1274 
0.0053 4606   0.0078 1512   0.0066 1609 
0.0061 5752   0.0067 2204   0.0067 2016 
0.0072 7251   0.0082 2874   0.0104 2498 
0.0084 8138   0.0101 3499   0.0104 3002 
0.0086 8426   0.0106 4339   0.0108 3574 
0.0101 9043   0.0109 4964   0.0133 4031 
0.0101 9887   0.0139 5462   0.0147 4739 
0.0103 10128   0.0140 6079   0.0160 5026 
0.0106 10404   0.0146 6869   0.0178 5643 
0.0106 10573   0.0168 7176   0.0195 6131 
0.0107 10819   0.0168 7337   0.0209 6372 
0.0108 11124   0.0191 7818   0.0231 6648 
0.0110 11409   0.0198 8133   0.0248 6817 
0.0113 11488   0.0205 8491   0.0249 7063 
0.0117 11539   0.0227 8605   0.0300 7368 
0.0117 11629   0.0237 8720   0.0349 7653 
0.0117 11679   0.0246 8867   0.0360 7732 
0.0120 11680   0.0258 9347   0.0342 7783 
0.0126 11862   0.0256 9419   0.0378 7873 
0.0127 12102   0.0262 9605   0.0391 7923 
0.0147 12157   0.0275 9652   0.0436 7924 
0.0147 12252   0.0308 10387   0.0463 8106 
0.0151 12332   0.0317 10502   0.0482 8346 
0.0157 12493   0.0314 10525   0.0556 8401 
0.0157 12658   0.0320 10638   0.0571 8496 
0.0166 12685   0.0319 10681   0.0608 8576 
0.0167 13134   0.0328 10746   0.0737 8737 
0.0195 13759   0.0325 10796   0.0980 8902 
0.0288 14257   0.0339 10865   0.1133 8929 
0.0342 14874   0.0341 10905       
0.0487 15666   0.0396 11165       
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Table 10-7 continued 
Stress = 75 MPa  Stress = 85 MPa  Stress = 100 MPa 
0.0800 15886   0.0446 11327       
      0.0504 11512       
      0.0604 11705       
      0.0676 11796       
      0.0859 11935       
      0.0969 11982       
      0.1298 12098       
      0.1835 12165       
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Table 10-8:Long term creep-time data up to 8% strain for CB8 at applied stress of 75, 85 and 100 MPa and 650°C 
CB8 Experimental Creep Data until 8% Strain 
Sample 8.93 
Stress = 75 MPa 
  Sample 8.96 
Stress = 85 MPa 
  Sample 8.74 
Stress = 100 MPa 
Strain  Time (h)   Strain  Time (h)   Strain  Time (h) 
0.0000 0   0.0000 0   0.0000 0 
0.0012 100   0.0006 77   0.0026 50 
0.0019 200   0.0010 193   0.0026 100 
0.0021 300   0.0021 307   0.0027 200 
0.0024 723   0.0026 442   0.0028 300 
0.0026 1000   0.0045 511   0.0044 555 
0.0027 1140   0.0031 578   0.0045 700 
0.0029 1301   0.0026 604   0.0050 900 
0.0031 1800   0.0040 892   0.0053 1007 
0.0032 3051   0.0062 1204   0.0065 1274 
0.0053 4606   0.0078 1512   0.0066 1609 
0.0061 5752   0.0067 2204   0.0067 2016 
0.0072 7251   0.0082 2874   0.0104 2498 
0.0084 8138   0.0101 3499   0.0104 3002 
0.0086 8426   0.0106 4339   0.0108 3574 
0.0101 9043   0.0109 4964   0.0133 4031 
0.0101 9887   0.0139 5462   0.0147 4739 
0.0103 10128   0.0140 6079   0.0160 5026 
0.0106 10404   0.0146 6869   0.0178 5643 
0.0106 10573   0.0168 7176   0.0195 6131 
0.0107 10819   0.0168 7337   0.0209 6372 
0.0108 11124   0.0191 7818   0.0231 6648 
0.0110 11409   0.0198 8133   0.0248 6817 
0.0113 11488   0.0205 8491   0.0249 7063 
0.0117 11539   0.0227 8605   0.0300 7368 
0.0117 11629   0.0237 8720   0.0349 7653 
0.0117 11679   0.0246 8867   0.0360 7732 
0.0120 11680   0.0258 9347   0.0342 7783 
0.0126 11862   0.0256 9419   0.0378 7873 
0.0127 12102   0.0262 9605   0.0391 7923 
0.0147 12157   0.0275 9652   0.0436 7924 
0.0147 12252   0.0308 10387   0.0463 8106 
0.0151 12332   0.0317 10502   0.0482 8346 
0.0157 12493   0.0314 10525   0.0556 8401 
0.0157 12658   0.0320 10638   0.0571 8496 
0.0166 12685   0.0319 10681   0.0608 8576 
0.0167 13134   0.0328 10746   0.0737 8737 
0.0195 13759   0.0325 10796   0.0807 8877 
0.0288 14257   0.0339 10865       
0.0342 14874   0.0341 10905       
0.0487 15666   0.0396 11165       
0.0800 15886   0.0446 11327       
      0.0504 11512       
      0.0604 11705       
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Table 10-8 Continued 
      0.0676 11796       
      0.0809 11855       
 
Table 10-9:Long term creep-time data up to 6% strain for CB8 at applied stress of 75, 85 and 100 MPa and 650°C 
CB8 Experimental Creep Data until 6% Strain 
Sample 8.93 
Stress = 75 MPa 
  Sample 8.96 
Stress = 85 MPa 
  Sample 8.74 
Stress = 100 MPa 
Strain Time (h)   Strain Time (h)   Strain  Time (h) 
0.0000 0   0.0000 0   0.0000 0 
0.0012 100   0.0006 77   0.0026 50 
0.0019 200   0.0010 193   0.0026 100 
0.0021 300   0.0021 307   0.0027 200 
0.0024 723   0.0026 442   0.0028 300 
0.0026 1000   0.0045 511   0.0044 555 
0.0027 1140   0.0031 578   0.0045 700 
0.0029 1301   0.0026 604   0.0050 900 
0.0031 1800   0.0040 892   0.0053 1007 
0.0032 3051   0.0062 1204   0.0065 1274 
0.0053 4606   0.0078 1512   0.0066 1609 
0.0061 5752   0.0067 2204   0.0067 2016 
0.0072 7251   0.0082 2874   0.0104 2498 
0.0084 8138   0.0101 3499   0.0104 3002 
0.0086 8426   0.0106 4339   0.0108 3574 
0.0101 9043   0.0109 4964   0.0133 4031 
0.0101 9887   0.0139 5462   0.0147 4739 
0.0103 10128   0.0140 6079   0.0160 5026 
0.0106 10404   0.0146 6869   0.0178 5643 
0.0104 10573   0.0168 7176   0.0195 6131 
0.0107 10819   0.0168 7337   0.0209 6372 
0.0108 11124   0.0191 7818   0.0231 6648 
0.0128 11409   0.0198 8133   0.0248 6817 
0.0117 11488   0.0205 8491   0.0249 7063 
0.0113 11539   0.0227 8605   0.0300 7368 
0.0098 11629   0.0237 8720   0.0349 7653 
0.0117 11679   0.0246 8867   0.0360 7732 
0.0120 11680   0.0258 9347   0.0342 7783 
0.0106 11862   0.0256 9419   0.0378 7873 
0.0125 12102   0.0262 9605   0.0391 7923 
0.0147 12157   0.0275 9652   0.0436 7924 
0.0137 12252   0.0308 10387   0.0463 8106 
0.0141 12332   0.0317 10502   0.0482 8346 
0.0157 12493   0.0314 10525   0.0556 8401 
0.0153 12658   0.0320 10638   0.0571 8496 
0.0136 12685   0.0319 10681   0.0608 8576 
0.0167 13134   0.0328 10746       
0.0195 13759   0.0325 10796       
0.0288 14257   0.0339 10865       
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Table 10-9 Continued 
0.0342 14874   0.0341 10905       
0.0487 15666   0.0396 11165       
0.0600 15963   0.0446 11327       
      0.0504 11512       
      0.0604 11705       
 
Table 10-10:Long term creep-time data up to 4% strain for CB8 at applied stress of 75, 85 and 100 MPa and 650°C 
CB8 Experimental Creep Data until 4% Strain 
Sample 8.93 
Stress = 75 MPa 
 
Sample 8.96 
Stress = 85 MPa 
 
Sample 8.74 
Stress = 100 MPa 
Strain  
Time 
(h)   Strain  
Time 
(h)   Strain  
Time 
(h) 
0 0   0.0000 0   0.0000 0 
0.0012 100   0.0006 77   0.0026 50 
0.0019 200   0.0010 193   0.0026 100 
0.0021 300   0.0021 307   0.0027 200 
0.0024 723   0.0026 442   0.0028 300 
0.0026 1000   0.0045 511   0.0044 555 
0.0027 1140   0.0031 578   0.0045 700 
0.0029 1301   0.0026 604   0.0050 900 
0.0031 1800   0.0040 892   0.0053 1007 
0.0032 3051   0.0062 1204   0.0065 1274 
0.0053 4606   0.0078 1512   0.0066 1609 
0.0061 5752   0.0067 2204   0.0067 2016 
0.0072 7251   0.0082 2874   0.0104 2498 
0.0084 8138   0.0101 3499   0.0104 3002 
0.0086 8426   0.0106 4339   0.0108 3574 
0.0101 9043   0.0109 4964   0.0133 4031 
0.0101 9887   0.0139 5462   0.0147 4739 
0.0103 10128   0.0140 6079   0.0160 5026 
0.0106 10404   0.0146 6869   0.0178 5643 
0.0104 10573   0.0168 7176   0.0195 6131 
0.0107 10819   0.0168 7337   0.0209 6372 
0.0108 11124   0.0191 7818   0.0231 6648 
0.0128 11409   0.0198 8133   0.0248 6817 
0.0117 11488   0.0205 8491   0.0249 7063 
0.0113 11539   0.0227 8605   0.0300 7368 
0.0098 11629   0.0237 8720   0.0349 7653 
0.0117 11679   0.0246 8867   0.0360 7732 
0.012 11680   0.0258 9347   0.0342 7783 
0.0106 11862   0.0256 9419   0.0378 7873 
0.0125 12102   0.0262 9605   0.0391 7923 
0.0147 12157   0.0275 9652       
0.0137 12252   0.0308 10387       
0.0141 12332   0.0317 10502       
0.0157 12493   0.0314 10525       
0.0153 12658   0.0320 10638       
0.0136 12685   0.0319 10681       
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Table 10-10 Continued 
0.0167 13134   0.0328 10746       
0.0195 13759   0.0325 10796       
0.0288 14257   0.0339 10865       
0.0342 14874   0.0341 10905       
      0.0396 11165       
 
 
 
P92- Creep-time Data 
 
Table 10-11: Long term creep-time data until rupture for P92 at applied stress of 92 and 104 MPa and 650°C 
P92 Experimental Creep Data until Rupture 
Stress = 92 MPa 
    
Stress = 104 MPa 
  
Strain 
Time 
(h)   Strain 
Time 
(h) 
0.0000 0   0.0000 0 
0.0049 377   0.0080 248 
0.0083 1155   0.0098 810 
0.0092 2018   0.0129 1328 
0.0117 3011   0.0148 1976 
0.0143 4048   0.0172 2494 
0.0160 4998   0.0202 3013 
0.0177 5688   0.0240 3359 
0.0193 6422   0.0261 3732 
0.0219 7416   0.0308 4379 
0.0253 8322   0.0381 5001 
0.0278 9359   0.0471 5501 
0.0329 10222   0.0701 6000 
0.0397 11259   0.0931 6400 
0.0532 12296   0.1115 6700 
0.0735 12901   0.1368 6800 
0.0938 13031   0.1622 6801 
0.1149 13075   0.1842 6802 
0.1360 13076       
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Table 10-12: Long term creep-time data up to 11% strain for P92 at applied stress of 92 and 104 MPa and 650°C 
P92 Experimental Creep Data until 11% Strain 
Stress = 92 MPa   Stress = 104 MPa 
Strain  Time (h)   Strain  Time (h) 
0.0000 0   0 0 
0.0049 377   0.0080 248 
0.0083 1155   0.0158 810 
0.0092 2018   0.0199 1328 
0.0117 3011   0.0238 1976 
0.0143 4048   0.0272 2494 
0.0160 4998   0.0302 3013 
0.0177 5688   0.0330 3359 
0.0193 6422   0.0351 3732 
0.0219 7416   0.0418 4379 
0.0253 8322   0.0471 5001 
0.0278 9359   0.0531 5501 
0.0329 10222   0.0701 6000 
0.0397 11259   0.0931 6400 
0.0532 12296   0.1115 6700 
0.0635 12501       
0.0735 12901       
0.0800 12951       
0.0938 13031       
0.1149 13075       
 
Table 10-13:Long term creep-time data up to 4% strain for P92 at applied stress of 92 and 104 MPa and 650°C 
P92 Experimental Creep Data until 4% Strain 
Stress = 92 MPa   Stress = 104 MPa 
Strain Time (h)   Strain Time (h) 
0.0000 0   0.0000 0 
0.0049 377   0.0080 248 
0.0083 1155   0.0158 810 
0.0092 2018   0.0199 1328 
0.0117 3011   0.0238 1976 
0.0143 4048   0.0272 2494 
0.0160 4998   0.0302 3013 
0.0177 5688   0.0330 3359 
0.0193 6422   0.0351 3732 
0.0219 7416   0.0418 4379 
0.0253 8322       
0.0278 9359       
0.0329         
0.0397         
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Appendix A2 CB8 Model Result Values 
Parameters Optimised at 100 MPa 650°C 
 Table 10-14: Model and experimental creep time results for CB8 after parameter optimisation at 100 MPa 650°C 
 
Table 10-15: Model and experimental creep time error values for CB8 after parameter optimisation at 100 MPa 650°C 
Full Curve Model Results 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 1.31E-06 7344 19046 1.18 8572 16700 
85 1.88E-06 5576 14046 1.66 8034 12175 
100 3.20E-06 3834 9182 1.28 4004 7718 
8% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 1.24E-06 7739 19046 1.18 9167 17595 
85 1.77E-06 5682 14046 1.66 8491 12807 
100 2.98E-06 3704 9407 1.28 4274 8123 
6% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 1.24E-06 7777 19046 1.18 9205 17885 
85 1.77E-06 5687 14046 1.66 8496 12502 
100 2.97E-06 3693 9407 1.28 4363 8365 
4% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 1.22E-06 7959 19046 1.18 9387 18443 
85 1.73E-06 6163 14046 1.66 8621 13417 
100 2.88E-06 3698 9407 1.28 4468 8663 
Experimental Results 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 8.43E-07 7138 15963 1.18 10426 15666 
85 2.12E-06 5069 12165 1.66 8276 11327 
100 3.02E-06 3574 8929 1.28 4531 8346 
% Error in Time at onset of Tertiary Creep 
75 11.61 7.88 7.65 6.51 
85 1.99 1.77 1.81 2.84 
100 5.90 2.88 1.88 0.70 
% Error in Time at Minimum creep rate 
75 1.29 3.76 4.00 5.14 
85 4.17 5.04 5.08 9.00 
100 2.91 1.46 1.33 1.39 
% Error in Time at 5% strain 
75 6.60 12.31 14.16 17.73 
85 7.49 13.07 10.37 18.45 
100 7.52 2.67 0.23 3.81 
  
107 
 
Parameters Optimised at 85 MPa 650°C 
Table 10-16: Model and experimental creep time results after for CB8 after parameter optimisation at 85 MPa 650°C 
 
Table 10-17: Model and experimental creep time error values for CB8 after parameter optimisation at 85 MPa 650°C 
 
 
 
 
 
 
 
 
Full Curve Model Results 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 1.66E-06 4834 15607 1.18 6739 13227 
85 2.41E-06 3874 12662 1.66 5981 9535 
100 4.19E-06 2564 7315 1.28 3026 5956 
8% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 8.40E-07 6003 17776 1.18 10541 15976 
85 1.28E-06 4346 13567 1.66 8384 11189 
100 2.41E-06 2565 7634 1.28 4286 6676 
6% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 1.41E-06 6112 18518 1.18 8017 15573 
85 2.01E-06 4514 14046 1.66 7324 11502 
100 3.38E-06 3101 8973 1.28 3807 7331 
4% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 1.51E-06 7338 19046 1.18 7789 16836 
85 2.19E-06 5069 14046 1.66 7067 12068 
100 3.78E-06 3274 9407 1.28 3323 7564 
Experimental Results 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 8.43E-07 7038 15963 1.18 10426 15666 
85 2.12E-06 4869 12165 1.66 8376 11327 
100 3.02E-06 3574 8929 1.28 5031 8346 
% Error in Time at onset of Tertiary Creep 
75 23.10 0.72 15.09 16.52 
85 19.69 0.06 8.65 10.76 
100 22.45 8.35 13.71 19.13 
% Error in Time at Minimum creep rate 
75 13.81 6.48 5.80 1.88 
85 8.18 4.30 2.92 1.64 
100 11.31 11.30 5.29 3.36 
% Error in Time at 5% strain 
75 15.57 1.98 0.59 7.47 
85 15.83 1.22 1.54 6.54 
100 28.64 20.02 12.16 9.37 
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Parameters Optimised at 75 MPa 650°C 
Table 10-18: Model and experimental creep time results after for CB8 after parameter optimisation at 75 MPa 650°C 
 
Table 10-19: Model and experimental creep time error values for CB8 after parameter optimisation at 75 MPa 650°C 
 
 
 
 
 
 
 
Full Curve Model Results 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 1.06E-06 5428 16210 1.18 9237 14416 
85 1.58E-06 4211 12509 1.66 7575 10220 
100 2.91E-06 2510 7113 1.28 3833 6158 
8% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 9.60E-07 5656 16771 1.18 9663 14808 
85 1.53E-06 4078 12722 1.66 7416 10004 
100 3.19E-06 2565 6539 1.28 3484 5526 
6% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 8.21E-07 6563 18487 1.18 10490 15915 
85 1.21E-06 4612 14046 1.66 8540 11357 
100 2.19E-06 3117 8407 1.28 4609 6981 
4% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 7.69E-07 6701 18258 1.18 11337 16252 
85 1.14E-06 4839 14046 1.66 8946 11524 
100 2.08E-06 3146 8095 1.28 4886 6963 
Experimental Results 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
75 8.43E-07 7138 15963 1.18 10426 15666 
85 2.12E-06 5069 12165 1.66 8376 11327 
100 3.02E-06 3574 8929 1.28 5031 8346 
% Error in Time at onset of Tertiary Creep 
75 7.45 4.78 0.40 5.70 
85 6.58 7.89 1.35 4.68 
100 13.42 17.32 4.72 1.62 
% Error in Time at Minimum creep rate 
75 10.71 11.16 7.99 2.73 
85 7.05 11.44 4.58 1.89 
100 11.91 15.78 7.36 4.79 
% Error in Time at 5% strain 
75 7.98 5.48 1.59 3.74 
85 9.77 11.68 0.26 1.74 
100 26.21 33.78 16.36 16.57 
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Appendix A3 P92 Model Result Values Optimised across Stress range 93-
104 MPa and 650 °C 
 
Table 10-20: Model and experimental creep time results after for P92 after parameter optimisation across stress range 
92-104 MPa at 650°C 
 
Table 10-21: Model and experimental creep time error values for P92 after parameter optimisation across stress range 
92-104 MPa at 650°C 
 
 
 
 
 
 
 
Full Curve Model Results 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
104 6.77E-06 1328 6802 2.25 3013 4535 
92 3.60E-06 3011 13076 2.44 5688 8238 
11% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
104 6.15E-06 2494 6802 2.25 3359 5357 
92 2.92E-06 4998 13076 2.44 7416 10607 
8% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
104 4.66E-06 2494 6802 2.25 3732 5469 
92 1.99E-06 4998 13076 2.44 9359 11631 
6% Creep Curve 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
104 6.89E-06 3359 6802 2.25 3159 6167 
92 4.08E-06 5688 13076 2.44 5688 10228 
Experimental Results 
Stress 
(Mpa) 
MinRate 
(s^-1) 
Time at min 
creep rate (h) 
Time at 
failure (h) 
Tertiary creep 
onset strain (%) 
Time at onset of 
tertiary creep (h) 
Time at 5% 
strain 
104 6.80E-06 2913 6802 2.25 3359 5001 
92 3.02E-06 6016 13076 2.44 8322 11259 
% Error in Time at onset of Tertiary Creep 
104 5.09 0.00 5.49 5.95 
92 20.14 6.93 7.93 20.14 
% Error in Time at Minimum creep rate 
104 23.30 6.15 6.15 6.56 
92 22.98 7.79 7.79 2.50 
% Error in Time at 5% strain 
104 9.32 7.12 9.36 23.32 
92 26.84 5.79 3.30 9.16 
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Appendix B1 Derivations 
Fourth order Runge-Kutta with an adaptive stepsize  
Consider the initial value problem: 
 𝑑𝑥
𝑑𝑡
= 𝑓(𝑡, 𝑥(𝑡)), 
(A.1) 
Where, 
 𝑥(𝑡) = (𝑥1(𝑡), 𝑥2(𝑡), … 𝑥𝑛(𝑡)), 𝑓𝜖[𝑎, 𝑏] × 𝑅
𝑛 → 𝑅𝑛 (A.2) 
With the initial condition 
𝑥(0) = 𝑥0 
To obtain the numerical approximation of the Initial Value Problem over the time interval  [𝑎, 𝑏] , the 
interval needs to be divided into 𝑀 equal subintervals and mesh points 𝑡𝑗 selected: 
𝑡𝑗 = 𝑎 + 𝑗ℎ,   𝑗 = 0,1 … . 𝑀 𝑎𝑛𝑑 ℎ =
𝑏 − 𝑎
𝑀
 
Here, ℎ is referred to as the step size. 
The family of Runge-Kutta (RK) methods is given by: 
 
𝑥(𝑡𝑛+1) ≔ 𝑥𝑛+1 = 𝑥𝑛 + ℎ ∑ 𝑐𝑖𝑘𝑖,
𝑚
𝑖=1
 
(A.3) 
Where 𝑚 denotes the Order of Differential equation. For 𝑚 = 4: 
  𝑘1 = 𝑓(𝑡𝑛, 𝑥𝑛),                                                                                                             (A.4-1) 
  𝑘2 = 𝑓(𝑡𝑛 + 𝛼2ℎ, 𝑥𝑛 + ℎ𝛽21𝑘1(𝑡𝑛, 𝑥𝑛))                                                                 (A.4-2) 
  𝑘3 = 𝑓 (𝑡𝑛 + 𝛼3ℎ, 𝑥𝑛 + ℎ(𝛽31𝑘1(𝑡𝑛, 𝑥𝑛) + 𝛽32𝑘1(𝑡𝑛, 𝑥𝑛)))                             (A.4-3) 
  𝑘4 = 𝑓 (𝑡𝑛 + 𝛼4ℎ, 𝑥𝑛 + ℎ(𝛽41𝑘1(𝑡𝑛, 𝑥𝑛) + 𝛽42𝑘1(𝑡𝑛, 𝑥𝑛))+𝛽43𝑘1(𝑡𝑛, 𝑥𝑛)) (A.4-4) 
 
By matching the coefficients in the equation set A.4 with those of the Taylor series the following is 
obtained: 
 
  𝑘1 = 𝑓(𝑡𝑛, 𝑥𝑛)                         (A.5-1) 
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𝑘2 = 𝑓 (𝑡𝑛 +
ℎ
2
, 𝑥𝑛 +
ℎ
2
𝑘1) 
(A.4-2) 
  𝑘4 = 𝑓(𝑡𝑛 + ℎ, 𝑥𝑛 + ℎ𝑘3)   (A.4-3) 
  
𝑘3 = 𝑓 (𝑡𝑛 +
ℎ
2
, 𝑥𝑛 +
ℎ
2
𝑘2) 
(A.5-4) 
  
𝑥𝑛+1 = 𝑥𝑛 +
ℎ
6
(𝑘1 + 𝑘2 + 𝑘3 + 𝑘4) 
(A.5-5) 
The equation set A.5 is the commonly used fourth order Runge-Kutta method (RK4) for approximating 
the solutions to ODE’s. In order to improve the accuracy of the approximation an adaptive stepsize 
control can be implemented when finding the solution to A.5. This technique can be illustrated by 
considering the stepsizes ℎ and ℎ/2 used to compute the approximate solutions 𝑥1 and 𝑥2 respectively 
for The RK method of order 𝑝. If the exact solution is denoted by ?̃?𝑛+1 then, 
 ?̃?𝑛+1 = 𝑥1 + 𝐶ℎ
𝑝+1 + 𝜗(ℎ𝑝+2), (A.6) 
 
 
?̃?𝑛+1 = 𝑥2 + 2𝐶 (
ℎ
2
)
𝑝+1
+ 𝜗(ℎ𝑝+2), 
(A.7) 
Therefore, 
 
|𝑥1 − 𝑥2| = 𝐶ℎ
(𝑝+1) (1 −
1
2𝑝
) 
(A.8) 
Or,   
 
𝐶 =
|𝑥1 − 𝑥2|
(1 − 2−𝑝)ℎ𝑝+1
 
(A.9) 
By substituting the formulation of 𝐶 into A.7, the following is obtained: 
 ?̃?𝑛+1 = 𝑥2 + 𝜀 + 𝜗(ℎ
𝑝+2), (A.10) 
Where, 
𝜀 =
|𝑥1 − 𝑥2|
(2𝑝 − 1)
 
The expression denoted by 𝜀 is an indicator of the truncation error. Therefore the estimate has been 
improved to the order 𝑝 + 1. For a fourth order formulation i.e. 𝑝 = 4, 
 
?̃?𝑛+1 = 𝑥2 +
|𝑥1 − 𝑥2|
15
+ 𝜗(ℎ𝑝+2), 
(A.11) 
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Appendix C1- Graphical user interface screenshot 
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Appendix C2 – Source Code (Implemented in MatlabTM) 
Graphical User Interface (GUI) code  
 
function varargout = CDM_GUI(varargin) 
% CDM_GUI MATLAB code for CDM_GUI.fig 
%      CDM_GUI, by itself, creates a new CDM_GUI or raises the existing 
%      singleton*. 
% 
%      H = CDM_GUI returns the handle to a new CDM_GUI or the handle to 
%      the existing singleton*. 
% 
%      CDM_GUI('CALLBACK',hObject,eventData,handles,...) calls the local 
%      function named CALLBACK in CDM_GUI.M with the given input arguments. 
% 
%      CDM_GUI('Property','Value',...) creates a new CDM_GUI or raises the 
%      existing singleton*.  Starting from the left, property value pairs 
are 
%      applied to the GUI before CDM_GUI_OpeningFcn gets called.  An 
%      unrecognized property name or invalid value makes property 
application 
%      stop.  All inputs are passed to CDM_GUI_OpeningFcn via varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows only one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
  
% Edit the above text to modify the response to help CDM_GUI 
  
% Last Modified by GUIDE v2.5 10-Jun-2016 14:26:41 
  
% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @CDM_GUI_OpeningFcn, ... 
                   'gui_OutputFcn',  @CDM_GUI_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
  
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
  
  
% --- Executes just before CDM_GUI is made visible. 
function CDM_GUI_OpeningFcn(hObject, eventdata, handles, varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
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% handles    structure with handles and user data (see GUIDATA) 
% varargin   command line arguments to CDM_GUI (see VARARGIN) 
  
% Choose default command line output for CDM_GUI 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
% UIWAIT makes CDM_GUI wait for user response (see UIRESUME) 
% uiwait(handles.figure1); 
  
  
% --- Outputs from this function are returned to the command line. 
function varargout = CDM_GUI_OutputFcn(hObject, eventdata, handles)  
% varargout  cell array for returning output args (see VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
  
  
function Stress_Callback(hObject, eventdata, handles) 
% hObject    handle to Stress (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of Stress as text 
%        str2double(get(hObject,'String')) returns contents of Stress as a 
double 
  
  
% --- Executes during object creation, after setting all properties. 
function Stress_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to Stress (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function Temperature_Callback(hObject, eventdata, handles) 
% hObject    handle to Temperature (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of Temperature as text 
%        str2double(get(hObject,'String')) returns contents of Temperature 
as a double 
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% --- Executes during object creation, after setting all properties. 
function Temperature_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to Temperature (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function QC_Callback(hObject, eventdata, handles) 
% hObject    handle to QC (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of QC as text 
%        str2double(get(hObject,'String')) returns contents of QC as a 
double 
  
  
% --- Executes during object creation, after setting all properties. 
function QC_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to QC (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function QP_Callback(hObject, eventdata, handles) 
% hObject    handle to QP (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of QP as text 
%        str2double(get(hObject,'String')) returns contents of QP as a 
double 
  
  
% --- Executes during object creation, after setting all properties. 
function QP_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to QP (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
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% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function QS_Callback(hObject, eventdata, handles) 
% hObject    handle to QS (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of QS as text 
%        str2double(get(hObject,'String')) returns contents of QS as a 
double 
  
  
% --- Executes during object creation, after setting all properties. 
function QS_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to QS (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function STRAIN0_Callback(hObject, eventdata, handles) 
% hObject    handle to STRAIN0 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of STRAIN0 as text 
%        str2double(get(hObject,'String')) returns contents of STRAIN0 as a 
double 
  
  
% --- Executes during object creation, after setting all properties. 
function STRAIN0_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to STRAIN0 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
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function K_ONE_Callback(hObject, eventdata, handles) 
% hObject    handle to K_ONE (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of K_ONE as text 
%        str2double(get(hObject,'String')) returns contents of K_ONE as a 
double 
  
  
% --- Executes during object creation, after setting all properties. 
function K_ONE_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to K_ONE (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function K_TWO_Callback(hObject, eventdata, handles) 
% hObject    handle to K_TWO (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of K_TWO as text 
%        str2double(get(hObject,'String')) returns contents of K_TWO as a 
double 
  
  
% --- Executes during object creation, after setting all properties. 
function K_TWO_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to K_TWO (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function KS_ONE_Callback(hObject, eventdata, handles) 
% hObject    handle to KS_ONE (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of KS_ONE as text 
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%        str2double(get(hObject,'String')) returns contents of KS_ONE as a 
double 
  
  
% --- Executes during object creation, after setting all properties. 
function KS_ONE_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to KS_ONE (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function KS_TWO_Callback(hObject, eventdata, handles) 
% hObject    handle to KS_TWO (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of KS_TWO as text 
%        str2double(get(hObject,'String')) returns contents of KS_TWO as a 
double 
  
  
% --- Executes during object creation, after setting all properties. 
function KS_TWO_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to KS_TWO (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function KP_Callback(hObject, eventdata, handles) 
% hObject    handle to KP (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of KP as text 
%        str2double(get(hObject,'String')) returns contents of KP as a 
double 
  
  
% --- Executes during object creation, after setting all properties. 
function KP_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to KP (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
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% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
% --- Executes on selection change in popupmenu1. 
function popupmenu1_Callback(hObject, eventdata, handles) 
% hObject    handle to popupmenu1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: contents = cellstr(get(hObject,'String')) returns popupmenu1 
contents as cell array 
%        contents{get(hObject,'Value')} returns selected item from 
popupmenu1 
  
  
% --- Executes during object creation, after setting all properties. 
function popupmenu1_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to popupmenu1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: popupmenu controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
% --- If Enable == 'on', executes on mouse press in 5 pixel border. 
% --- Otherwise, executes on mouse press in 5 pixel border or over 
popupmenu1. 
function popupmenu1_ButtonDownFcn(hObject, eventdata, handles) 
% hObject    handle to popupmenu1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
  
% --- Executes on button press in pushbutton1. 
function pushbutton1_Callback(hObject, eventdata, handles) 
% hObject    handle to pushbutton1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
sigma1 = str2num(get( handles.Stress,'string')); 
  
Temp = str2num(get( handles.Temperature,'string')) 
T = Temp+273 
sigma=sigma1*10^6 
R = 8.314    
steel = {get(handles.popupmenu1,'Value')}; 
steel = cell2mat(steel); 
if steel == 1 
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P_i = (108*10^-9)^3;    % Initial M23C6 ppt size in m 
S_i = 0.7*10^-6;        % Initial subgrain size in m 
  
Q_c = (str2num(get( handles.QC,'string')))*10^3; 
Q_p = (str2num(get( handles.QP,'string')))*10^3; 
Q_s = (str2num(get( handles.QS,'string')))*10^3; 
k_one = (str2num(get( handles.K_ONE,'string'))); 
k_two = (str2num(get( handles.K_TWO,'string'))); 
kp = (str2num(get( handles.KP,'string')))/P_i; 
ks_one = (str2num(get( handles.KS_ONE,'string'))); 
ks_two = (str2num(get( handles.KS_TWO,'string'))); 
strainO = (str2num(get( handles.STRAIN0,'string'))); 
  
 [t,y] = CDM_Dislocation_creep_Model_function ( sigma,T, k_one, k_two, kp, 
R, ks_one, ks_two, Q_c, Q_p, Q_s, P_i, S_i, strainO); 
  
else if steel == 2 
         
         
P_i = (95*10^-9)^3;    % Initial M23C6 ppt size in m 
S_i = 0.79*10^-6;        % Initial subgrain size in m 
  
Q_c = (str2num(get( handles.QC,'string')))*10^3; 
Q_p = (str2num(get( handles.QP,'string')))*10^3; 
Q_s = (str2num(get( handles.QS,'string')))*10^3; 
k_one = (str2num(get( handles.K_ONE,'string'))); 
k_two = (str2num(get( handles.K_TWO,'string'))); 
kp = (str2num(get( handles.KP,'string')))/P_i; 
ks_one = (str2num(get( handles.KS_ONE,'string'))); 
ks_two = (str2num(get( handles.KS_TWO,'string'))); 
strainO = (str2num(get( handles.STRAIN0,'string'))); 
         
[t,y] = CDM_Dislocation_creep_Model_function_P92 ( sigma,T, k_one, k_two, 
kp, R, ks_one, ks_two, Q_c, Q_p, Q_s, P_i, S_i, strainO); 
    end 
end 
 
 
 
CDM Execution Function – CB8  
 
File name:CDM_Dislocation_creep_Model_function.m 
function [t,y] = CDM_Dislocation_creep_Model_function (  sigma,T, k_one, 
k_two, kp, R, ks_one, ks_two, Q_c, Q_p, Q_s, P_i, S_i, strainO); 
  
%global k T sigma k_one k_two kp R ks_one ks_two Q_c Q_p Q_s P_i S_i 
strainO ; % Global Constants 
%% Model Time vector (may need to be adjusted depending on model 
parameters) 
if  sigma == 100*10^6;           
        tspan=[0 30666800];     % Time vector for 100 MPa stress condition        
else if sigma == 85*10^6; 
        tspan=[0 39566800];     % Time vector for 85 MPa stress condition  
else if sigma == 75*10^6; 
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        tspan=[0 50566800];     % Time vector for 75 MPa stress condition 
    end 
    end 
end; 
  
% initialize solution vector, 
  
y(1,1) = 0;             % Initial Creep Strain in 1/s 
y(2,1) = 2*10^6;        % Initial Primary creep stress in MPa  
y(3,1) = 0;             % Initial Subgrain coarsening D_s damage 
y(4,1) = 0;             % Initial M23C6 evolution coarsening D_p 
y(5,1)= 0.35;           % Initial stress redistribution value 
y(6,1) = sigma;         % Initial applied stress in MPa 
y(7,1) = (108*10^-9);   % Initial M23C6 ppt size in m 
y(8,1)= S_i;            % Initial Subgrain size in m 
y(9,1) = 0; 
  
%% Call Experimental data 
if  sigma == 100*10^6; 
        sample_number = 8.74;        
else if sigma == 85*10^6; 
        sample_number = 8.93;    
else if sigma == 75*10^6; 
        sample_number = 8.96; 
    end 
    end 
end 
     
[td,RawStrain]= expdata(sample_number); % Call experimental creep-time data 
  
%% 
[t,y]=ode45('Orut_no_voids',tspan,y,sigma,T, k_one, k_two, kp, R, ks_one, 
ks_two, Q_c, Q_p, Q_s, P_i, S_i, strainO);   % Call Fourth Order Runge-
Kuttta solver ODE45 
  
RawStrain = smooth(RawStrain); 
  
  
% Model strain rate evaluation 
dy= diff(y(:,1)); 
dt= diff(t./3600); 
dydt= dy./dt; 
%% Error Calculations 
  
 yb(1,1) = 0;                       % Strain 
 yb(2,1) = 2*10^6;                  % Primary creep 
 yb(3,1) = 0;                       % Subgrain evolution D_s 
 yb(4,1) = 0;                       % MX evolution D_p 
 yb(5,1)= 0.4;                      % Initial stress redistribution value 
 yb(6,1) = sigma;                   % Initial applied stress in MPa 
 yb(7,1) = (108*10^-9);             % Initial M23C6 ppt size in m 
 yb(8,1)= S_i;                      % Initial Subgrain size in m 
 yb(9,1) = 0; 
  
[t2,yb]=ode45('Orut_no_voids',td,yb,sigma,T, k_one, k_two, kp, R, ks_one, 
ks_two, Q_c, Q_p, Q_s, P_i, S_i, strainO);        % Run Model with Exp data 
time vector 
  
%Time at 5% Strain 
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I = find(yb(:,1)<=0.05);                      
QI = max(I);                                 % Identify model strain vector 
position at 5% strain 
Mod_time_at_5perC_strain = t2(QI)/3600       % Model time vector value at 5 
percent strain 
  
%%  
  
RawStrain2 = smooth(RawStrain);              % Smooth experimental strain 
data 
  
tm = t2./3600;                               % Model time vector in hours 
rate = yb(:,1)./tm;                          % Model strain rate 
  
td1 = td./3600;                              % Experimental time vector in 
hours 
rateExp = smooth(RawStrain2./td1);            % Experimental strain rate 
minMod = min(rate);                          % Model minimum strain rate 
  
%%  
ffm = find(rate==minMod);                    % Model minimum strain rate 
vector position 
fftm = t2(ffm);                              % Model Time vector at which 
minimum strain rate occurs 
pos_tm = find(t2==fftm); 
strain_minratem = yb(pos_tm,1)*100;          % Model minimum strain rate in 
percent 
wm= yb(:,1)*100; 
Ter_onsetm = strain_minratem +0.2;           % Model Onset of tertiary 
creep strain  
[v ,index] = min(abs(wm-Ter_onsetm)); 
closestValuesm = wm(index); 
pos_clvalm=find(wm==closestValuesm); 
Mod_Time_at_teronset=t2(pos_clvalm)/3600     % Model Time at which onset of 
tertiary creep occurs 
Mod_time_at_minrate = fftm/3600              % Model Time at which minimum 
creep rate occurs 
  
  
%% Experimental M23C6 precipitate size/time  data 
pptexp = [108 
109 
141 
145 
156]*10^-9; 
  
ppttime =[0 
100 
500 
1000 
1500]; 
  
% M23C6 size error 
errorppt=[6.4,5.7,6.8,6.8,7.4]; 
  
%% Experimental subgrain size/time data 
expsubd = [0.7 
0.89 
0.93 
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0.98 
1.6]; 
D =[0 
2000 
4000 
7000 
16500]; 
  
% Subgrain size error 
E=[0.2,0.2,0.2,0.2,0.2]; 
  
%% Graphs 
  
% Plot of creep strain vs time for model  
figure(1) 
plot(t/3600, y(:,1)*100, 'g-' , 'LineWidth' , 2) , grid on 
hold on 
plot(td/3600,RawStrain*100, 'r--' , 'LineWidth' , 2),grid on 
ylabel('Strain (%)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of Dislocation Creep ' , 'FontSize' , 15) 
legend('Model','Sample 8.89'); 
hold off 
  
% Plot of primary creep stress evolution 
figure(2)                                            
plot(t/3600, y(:,2), 'r-' , 'LineWidth' , 2) , grid 
hold on 
ylabel('Strain (%)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Primary Creep ' , 'FontSize' , 15) 
hold off 
  
% Plot of subgrain size and subgrain damage evolution 
figure(3) 
subplot(2,1,1) 
plot(t/3600, y(:,3), 'bl-' , 'LineWidth' , 2) , grid 
ylabel('Subgrain Evolution Damage ' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Subgrain Evolution Model ' , 'FontSize' , 15) 
subplot(2,1,2) 
plot(t/3600,y(:,8)*10^6, 'g-' , 'LineWidth' , 2) , grid 
 hold on 
errorbar(D,expsubd,E, 'r--' , 'LineWidth' , 2)  
ylabel('Subgrain size (microns)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of subgrain growth' , 'FontSize' , 15) 
  
% Plot of M23C6 size and M23C6 damage evolution 
figure(4) 
subplot(2,1,1) 
plot(t/3600, y(:,4), 'bl-' , 'LineWidth' , 2) , grid 
ylabel('M23C6 Coarsening Damage' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of M23C6 Coarsening' , 'FontSize' , 15) 
subplot(2,1,2) 
title('Graph of M23C6 Coarsening' , 'FontSize' , 15) 
hold on 
plot(t/3600,y(:,7)*10^9, 'g-' , 'LineWidth' , 2) , grid 
errorbar(ppttime,pptexp*10^9,errorppt, 'r--', 'LineWidth' , 2) 
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axis([0,1600,100,180]); 
ylabel('Precipitate diameter (nm)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of M23C6 Coarsening' , 'FontSize' , 15) 
hold off 
  
% Plot of Strain rate data 
figure(5) 
loglog(t(2:end)./3600,dydt, 'g-' , 'LineWidth' , 2) , grid 
hold on 
loglog(td1,rateExp, 'b-' , 'LineWidth' , 2)  
ylabel('Log Strain Rate (h^-1)' , 'FontSize' , 15) 
xlabel('Log Time (h)' , 'FontSize' , 15) 
title('Graph of creep Strain Rate' , 'FontSize' , 15) 
hold off 
end 
 
CDM Execution Function – P92 
 
File name: CDM_Dislocation_creep_Model_function_P92.m 
% Muhammad Stracey 
% Center for Materials Engineering UCT 2016 
% CB8 CDM Dislocation Creep Model  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [t,y] = CDM_Dislocation_creep_Model_function_P92 (  sigma,T, 
k_one, k_two, kp, R, ks_one, ks_two, Q_c, Q_p, Q_s, P_i, S_i, strainO); 
  
%global k T sigma k_one k_two kp R ks_one ks_two Q_c Q_p Q_s P_i S_i 
strainO ; % Global Constants 
%% Model Time vector (may need to be adjusted depending on model 
parameters) 
if  sigma == 104*10^6;           
        tspan=[0 25566800];     % Time vector for 100 MPa stress condition        
else if sigma == 92*10^6; 
        tspan=[0 48566800];     % Time vector for 85 MPa stress condition  
    end 
end; 
  
% initialize solution vector, 
  
y(1,1) = 0;             % Initial Creep Strain in 1/s 
y(2,1) = 2*10^6;        % Initial Primary creep stress in MPa  
y(3,1) = 0;             % Initial Subgrain coarsening D_s damage 
y(4,1) = 0;             % Initial M23C6 evolution coarsening D_p 
y(5,1)= 0.35;           % Initial stress redistribution value 
y(6,1) = sigma;         % Initial applied stress in MPa 
y(7,1) = (95*10^-9);    % Initial M23C6 ppt size in m 
y(8,1)= S_i;            % Initial Subgrain size in m 
  
  
%% Call Experimental data 
       
 if sigma == 104*10^6; 
        sample_number = 104;    
else if sigma == 92*10^6; 
        sample_number = 92; 
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    end     
end 
     
[td,RawStrain]= expdataP92(sample_number); % Call experimental creep-time 
data 
  
%% 
[t,y]=ode45('CDM_equation_loop',tspan,y,sigma,T, k_one, k_two, kp, R, 
ks_one, ks_two, Q_c, Q_p, Q_s, P_i, S_i, strainO);   % Call Fourth Order 
Runge-Kuttta solver ODE45 
  
RawStrain = smooth(RawStrain); 
  
  
% Model strain rate evaluation 
dy= diff(y(:,1)); 
dt= diff(t./3600); 
dydt= dy./dt; 
%% Error Calculations 
  
 yb(1,1) = 0;                       % Strain 
 yb(2,1) = 2*10^6;                  % Primary creep 
 yb(3,1) = 0;                       % Subgrain evolution D_s 
 yb(4,1) = 0;                       % MX evolution D_p 
 yb(5,1)= 0.35;                      % Initial stress redistribution value 
 yb(6,1) = sigma;                   % Initial applied stress in MPa 
 yb(7,1) = (95*10^-9);             % Initial M23C6 ppt size in m 
 yb(8,1)= S_i;                      % Initial Subgrain size in m 
  
  
[t2,yb]=ode45('CDM_equation_loop',td,yb,sigma,T, k_one, k_two, kp, R, 
ks_one, ks_two, Q_c, Q_p, Q_s, P_i, S_i, strainO);        % Run Model with 
Exp data time vector 
  
%Time at 5% Strain 
I = find(yb(:,1)<=0.05);                      
QI = max(I);                                 % Identify model strain vector 
position at 5% strain 
Mod_time_at_5perC_strain = t2(QI)/3600       % Model time vector value at 5 
percent strain 
  
%%  
  
RawStrain2 = smooth(RawStrain);              % Smooth experimental strain 
data 
  
tm = t2./3600;                               % Model time vector in hours 
rate = yb(:,1)./tm;                          % Model strain rate 
  
td1 = td./3600;                              % Experimental time vector in 
hours 
rateExp = smooth(RawStrain2./td1);            % Experimental strain rate 
minMod = min(rate);                          % Model minimum strain rate 
  
%%  
ffm = find(rate==minMod);                    % Model minimum strain rate 
vector position 
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fftm = t2(ffm);                              % Model Time vector at which 
minimum strain rate occurs 
pos_tm = find(t2==fftm); 
strain_minratem = yb(pos_tm,1)*100;          % Model minimum strain rate in 
percent 
wm= yb(:,1)*100; 
Ter_onsetm = strain_minratem +0.2;           % Model Onset of tertiary 
creep strain  
[v ,index] = min(abs(wm-Ter_onsetm)); 
closestValuesm = wm(index); 
pos_clvalm=find(wm==closestValuesm); 
Mod_Time_at_teronset=t2(pos_clvalm)/3600     % Model Time at which onset of 
tertiary creep occurs 
Mod_time_at_minrate = fftm/3600              % Model Time at which minimum 
creep rate occurs 
  
  
  
%% Graphs 
  
% Plot of creep strain vs time for model  
figure(1) 
plot(t/3600, y(:,1)*100, 'g-' , 'LineWidth' , 2) , grid on 
hold on 
plot(td/3600,RawStrain*100, 'r--' , 'LineWidth' , 2),grid on 
ylabel('Strain (%)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of Dislocation Creep ' , 'FontSize' , 15) 
legend('Model','Sample 8.89'); 
hold off 
  
% Plot of primary creep stress evolution 
figure(2)                                            
plot(t/3600, y(:,2), 'r-' , 'LineWidth' , 2) , grid 
hold on 
ylabel('Strain (%)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Primary Creep ' , 'FontSize' , 15) 
hold off 
  
% Plot of subgrain size and subgrain damage evolution 
figure(3) 
subplot(2,1,1) 
plot(t/3600, y(:,3), 'bl-' , 'LineWidth' , 2) , grid 
ylabel('Subgrain Evolution Damage ' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Subgrain Evolution Model ' , 'FontSize' , 15) 
subplot(2,1,2) 
plot(t/3600,y(:,8)*10^6, 'g-' , 'LineWidth' , 2) , grid 
ylabel('Subgrain size (microns)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of subgrain growth' , 'FontSize' , 15) 
  
% Plot of M23C6 size and M23C6 damage evolution 
figure(4) 
subplot(2,1,1) 
plot(t/3600, y(:,4), 'bl-' , 'LineWidth' , 2) , grid 
ylabel('M23C6 Coarsening Damage' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of M23C6 Coarsening' , 'FontSize' , 15) 
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subplot(2,1,2) 
title('Graph of M23C6 Coarsening' , 'FontSize' , 15) 
hold on 
plot(t/3600,y(:,7)*10^9, 'g-' , 'LineWidth' , 2) , grid 
axis([0,1600,100,180]); 
ylabel('Precipitate diameter (nm)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of M23C6 Coarsening' , 'FontSize' , 15) 
hold off 
  
% Plot of Strain rate data 
figure(5) 
loglog(t(2:end)./3600,dydt, 'g-' , 'LineWidth' , 2) , grid 
hold on 
loglog(td1,rateExp, 'b-' , 'LineWidth' , 2)  
ylabel('Log Strain Rate (h^-1)' , 'FontSize' , 15) 
xlabel('Log Time (h)' , 'FontSize' , 15) 
title('Graph of creep Strain Rate' , 'FontSize' , 15) 
hold off 
end 
 
 
CDM Equation Loop Function (Nested in ODE45) 
 
File name: Orut.m 
function F = Orut(t,y,sigma,T, k_one, k_two, kp, R, ks_one, ks_two, Q_c, 
Q_p, Q_s, P_i, S_i, strainO); 
  
  
F = zeros(8,1); 
F(1) = strainO*exp(-Q_c/(R*T)).*sinh( (y(6).*(1-y(5).*(1-
y(3))))./(y(2).*(1-y(4))));   % Creep Rate differential equation 
F(2) = k_one.*(1-y(2)./k_two)*F(1); % Primary creep differential equation                                                  
F(3) =  F(1)./S_i.*(ks_one+ks_two).*(1-y(3)).^2; %Subgrain Damage Evolution                                       
F(4) = (kp/3).*((1-y(4)).^4); % M23C6 Precipitate Damage Evolution                                                           
F(5) = -(y(5).*(1-y(5)))./2.*(1+y(3)).^-1.*F(3);% Backstress Damage     
F(6) = 0; % Applied Stress Rate                                                                               
F(7) = kp./3.*y(7); % M23C6 Precipitate Growth Equation                                                                    
F(8)= F(1).*(ks_one+ks_two); % Subgrain Growth Equation                                                            
 
Optimisation Routine Across Stress Range – CB8 
Execution File 
 
File name: Optimisation_multiple_stresses_CB8.m 
clear all; close all; clc 
global k sigma T sigma2 sigma3 
  
  
%tic 
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sigma =  75*10^6;        % Stress condition one (MPa)  
sigma2 = 85*10^6;        % Stress condition two (MPa) 
sigma3 = 100*10^6;       % Stress condition three (MPa) 
  
T = 650+273;              % Temperature 
%% Initial Guess values 
  
Q_cg = 3.30E+05;          % Creep activation energy guess (kJ/mol)                                    
strainOg = 4.84E+07;      % Normalising strain guess value (1/s)          
k_oneg = 7.14E+09 ;       % Primary creep rate constant guess value(MPa) 
k_twog= 1.17E+07;         % Primary creep limiting stress guess value (MPa) 
ks_oneg = 7.14E-06;       % Temperature independent subgrain coarseing 
constant guess value 
ks_twog = 6E-06;          % Temperature dependent subgrain coarseing 
constant guess value 
kpg = 6E-29;              % M23C6 ppt coarsening constant 
  
%% Initialise optimisation routine 
v = [Q_cg   strainOg    k_oneg  k_twog  ks_oneg  ks_twog kpg];    % Initial 
guess vector 
  
LB = [290*10^3  5*10^6 5*10^9 8*10^6   6*10^-6 5*10^-7 1*10^-29]; % 
Optimisation lower bound values 
UB = [340*10^3  5*10^7 10*10^9 15*10^6 6*10^-5 5*10^-6 6*10^-28]; % 
Optimisation upper bound values 
  
[k,fval,exitflag,output] = 
fminsearchbnd(@myobj_multiple_stresses_CB8,v,LB,UB); % Call objective 
function myobj_P92 nested in Nelder-Mead simplex fminsearchbnd  
display('optimisation complete') 
 
Objective Function 
 
File name: myobj_multiple_stresses_CB8.m 
%least squares Objective function for P92 across stress range 
% Muhammad Stracey 
function obj = myobj_multiple_stresses_CB8(k) 
global R T P_i S_i sigma  sigma2 sigma3; 
  
[td,RawStrain]= expdata(8.96); 
[td2,RawStrain2]= expdata(8.93); 
[td3,RawStrain3]= expdata(8.74); 
  
%% Constants 
  
R = 8.314;          % Boltzman Constant in J/(K mol) 
P_i = (108*10^-9)^3; % Initial M23C6 ppt size ^3 in m 
S_i = 0.7*10^-6;   % Initial subgrain size in m 
  
%% Update parameter trial values 
  
Q_c = k(1);     % Creep activation energy in kJ/mol                       
strainO = k(2); % Normalising strain in 1/s 
k_one = k(3) ;  % Primary creep rate constant in MPa 
k_two= k(4);    % Primary creep limiting stress in MPa 
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ks_one = k(5);  % Temperature independent subgrain coarseing constant 
ks_two = k(6);  % Temperature dependent subgrain coarseing constant  
kp = k(7)/P_i;  % M23C6 ppt coarsening constant 
  
% initialize solution vector, 
  
 x0(1,1) = 0;             % Initial Creep Strain in 1/s 
 x0(2,1) = 2*10^6;        % Initial Primary creep stress in MPa  
 x0(3,1) = 0;             % Initial Subgrain coarsening D_s damage 
 x0(4,1) = 0;             % Initial M23C6 evolution coarsening D_p 
 x0(5,1) = 0.35;          % Initial stress redistribution value 
  
   %f = @(t,x) myodefcn(tspan,p,y);  %function to call ode45 
  [t,x] = ode45(@(t,x) myodefcn_stress1(t,x,Q_c,strainO, k_one, k_two, 
ks_one, ks_two,kp), td, x0);  %xs is the state variable predicted by the 
model 
  [t2,x2] = ode45(@(t2,x2) myodefcn_stress2(t,x2,Q_c,strainO, k_one, k_two, 
ks_one, ks_two,kp), td2, x0); 
  [t3,x3] = ode45(@(t3,x3) myodefcn_stress3(t,x3,Q_c,strainO, k_one, k_two, 
ks_one, ks_two,kp), td3, x0); 
      
y = smooth(RawStrain); 
y2 = smooth(RawStrain2); 
y3 = smooth(RawStrain3); 
  
  
  
%% Plot model and experimental results      
figure(1) 
subplot(3,1,1) 
plot(t/3600, x(:,1)*100, 'g-' , 'LineWidth' , 2) , grid 
ylabel('Strain (%)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of Dislocation Creep ' , 'FontSize' , 15) 
hold on 
plot(td/3600, y(:,1)*100, 'b-' , 'LineWidth' , 2) 
 hold off 
subplot(3,1,2) 
plot(t2/3600, x2(:,1)*100, 'g-' , 'LineWidth' , 2) , grid 
ylabel('Strain (%)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of Dislocation Creep ' , 'FontSize' , 15) 
hold on 
plot(td2/3600, y2(:,1)*100, 'r-' , 'LineWidth' , 2)  
hold off  
subplot(3,1,3) 
plot(t3/3600, x3(:,1)*100, 'g-' , 'LineWidth' , 2) , grid 
ylabel('Strain (%)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of Dislocation Creep ' , 'FontSize' , 15) 
hold on 
plot(td3/3600, y3(:,1)*100, 'b-' , 'LineWidth' , 2)  
hold off 
  
%% Calculate Sum of squares error 
n1 = numel(y);  % Get number of data points from model result 1 
n2 = numel(y2); % Get number of data points from model result 2 
n3 = numel(y3); % Get number of data points from model result 3 
SSE= max((x(:,1)-y).^2);      % Calculate SSE for stress 1  
SSE_2 = max((x2(:,1)-y2).^2); % Calculate SSE for stress 2 
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SSE_3 = max((x3(:,1)-y3).^2); % Calculate SSE for stress 3   
SSE_1_N = (SSE/n1);           % Normalise error using number of data points  
SSE_2_N = (SSE_2/n2);         % Normalise error using number of data points  
SSE_3_N = (SSE_3/n3);         % Normalise error using number of data points  
SSEM = [SSE_1_N,SSE_2_N,SSE_3_N]; % Vectorise errors 
  
%% Impose condition to ensure error is distributed aprox. equally between 
stresses 
if sqrt(SSE) < 10^-4 && sqrt(SSE_2)< 10^-4 && sqrt(SSE_3)< 10^-4 
        obj = (SSE_1_N + SSE_2_N +SSE_3_N)/3; % USSE value when conditions 
are not met 
else 
        obj = max(SSEM)                       % USSE value when conditions 
are met 
end 
     
end 
 
Optimisation Routine across Stress Range – P92 
Execution File 
File name: Optimisation_multiple_stresses_P92.m 
%% Optimisation initialisation for P92 
% Muhammad Stracey 
  
clear all; close all; clc 
global k sigma T sigma2  
  
sigma = 92*10^6;          % Stress condition one (MPa)  
sigma2 = 104*10^6;        % Stress condition two (MPa) 
T = 650+273;              % Temperature 
  
%% Initial Guess values 
  
Q_cg = 3.38E+05;          % Creep activation energy guess (kJ/mol)                                    
strainOg = 4.17E+07;      % Normalising strain guess value (1/s)          
k_oneg = 5.00E+09 ;       % Primary creep rate constant guess value(MPa) 
k_twog= 1.37E+07;         % Primary creep limiting stress guess value (MPa) 
ks_oneg = 6.13E-06;       % Temperature independent subgrain coarseing 
constant guess value 
ks_twog = 8.09E-07;       % Temperature dependent subgrain coarseing 
constant guess value 
kpg = 9.51E-29;           % M23C6 ppt coarsening constant 
  
%% Initialise optimisation routine 
v = [Q_cg   strainOg    k_oneg  k_twog  ks_oneg  ks_twog    kpg]; % Initial 
guess vector 
  
LB = [290*10^3  5*10^6   5*10^9 8*10^6   6*10^-6 5*10^-7 1*10^-29];    % 
Optimisation lower bound values  
UB = [340*10^3  5*10^7   10*10^9 15*10^6 6*10^-5 5*10^-6 6*10^-28];    % 
Optimisation upper bound values 
  
[k,fval,exitflag,output] = fminsearchbnd(@myobj_P92,v,LB,UB); % Call 
objective function myobj_P92 nested in Nelder-Mead simplex fminsearchbnd  
display('optimisation complete') 
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Objective Function 
 
File name: myobj_P92.m 
%least squares function Objective function for P92 across stress range 
% Muhammad Stracey 
function obj = myobj_P92(k) 
global R T P_i S_i sigma  sigma2 ; 
  
[td,RawStrain]= expdataP92(92);     % Call experimental creep-time data for 
stress condition 1 
[td2,RawStrain2]= expdataP92(104);  % Call experimental creep-time data for 
stress condition 2 
y = smooth(RawStrain);              % Smooth creep-time data for stress 
condition 1 
y2 = smooth(RawStrain2);            % Smooth creep-time data for stress 
condition 2 
%% Constants 
  
R = 8.314;          % Boltzman Constant in J/(K mol) 
P_i = (95*10^-9)^3; % Initial M23C6 ppt size ^3 in m 
S_i = 0.79*10^-6;   % Initial subgrain size in m 
  
%% Update parameter trial values 
  
Q_c = k(1);     % Creep activation energy in kJ/mol                       
strainO = k(2); % Normalising strain in 1/s 
k_one = k(3) ;  % Primary creep rate constant in MPa 
k_two= k(4);    % Primary creep limiting stress in MPa 
ks_one = k(5);  % Temperature independent subgrain coarseing constant 
ks_two = k(6);  % Temperature dependent subgrain coarseing constant  
kp = k(7)/P_i;  % M23C6 ppt coarsening constant 
  
% initialize solution vector, 
  
 x0(1,1) = 0;             % Initial Creep Strain in 1/s 
 x0(2,1) = 2*10^6;        % Initial Primary creep stress in MPa  
 x0(3,1) = 0;             % Initial Subgrain coarsening D_s damage 
 x0(4,1) = 0;             % Initial M23C6 evolution coarsening D_p 
 x0(5,1) = 0.35;          % Initial stress redistribution value 
  
%% Run model with updated parameter set 
 [t,x] = ode45(@(t,x) myodefcn_stress1(t,x,Q_c,strainO, k_one, k_two, 
ks_one, ks_two,kp), td, x0);  % Model predictions for stress 1 
 [t2,x2] = ode45(@(t2,x2) myodefcn_stress2(t,x2,Q_c,strainO, k_one, k_two, 
ks_one, ks_two,kp), td2, x0); % Model predictions for stress 2 
   
  
  
%% Plot model and experimental results     
figure(1) 
subplot(2,1,1) 
plot(t/3600, x(:,1)*100, 'g-' , 'LineWidth' , 2) , grid 
ylabel('Strain (%)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of Dislocation Creep ' , 'FontSize' , 15) 
hold on 
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plot(td/3600, y(:,1)*100, 'b-' , 'LineWidth' , 2) 
hold off 
subplot(2,1,2) 
plot(t2/3600, x2(:,1)*100, 'g-' , 'LineWidth' , 2) , grid 
ylabel('Strain (%)' , 'FontSize' , 15) 
xlabel('Time (h)' , 'FontSize' , 15) 
title('Graph of Dislocation Creep ' , 'FontSize' , 15) 
hold on 
plot(td2/3600, y2(:,1)*100, 'r-' , 'LineWidth' , 2) 
hold off 
  
%% Calculate Sum of squares error 
n1 = numel(y);                 % Get number of data points from model 
result 1 
n2 = numel(y2);                % Get number of data points from model 
result 2 
SSE_1= max((x(:,1)-y).^2);      % Calculate SSE for stress 1  
SSE_2 = max((x2(:,1)-y2).^2);   % Calculate SSE for stress 2 
SSE_1_N = (SSE_1/n1);           % Normalise error using number of data 
points  
SSE_2_N = (SSE_2/n2);           % Normalise error using number of data 
points 
SSEM = [SSE_1_N,SSE_2_N];      % Vectorise errors 
   
%% Impose condition to ensure error is distributed aprox. equally between 
stresses 
if sqrt(SSE_1) < 10^-6 && sqrt(SSE_2)< 10^-6  
      obj = (SSE_1_N + SSE_2_N)/2;          % USSE value when conditions 
are not met 
else 
    obj = max(SSEM)                         % USSE value when conditions 
are met 
end 
         
end 
 
CDM Loop 
  
Stress condition 1 
File name: myodefcn_stress1 
 
function F = myodefcn_stress1(t,x,Q_c,strainO, k_one, k_two, ks_one, 
ks_two,kp) 
  
global  R T P_i S_i sigma A B ; 
  
F = zeros(5,1); 
F(1) = strainO*exp(-Q_c/(R*T)).*sinh( (sigma.*(1-x(5).*(1-
x(3))))./(x(2).*(1-x(4)))); % Creep Rate differential equation 
F(2) = k_one.*(1-x(2)./k_two).*F(1);                                                  
% Primary creep differential equation 
F(3) = F(1)./S_i.*(ks_one+ks_two).*(1-x(3)).^2;                                       
% Subgrain Damage  Evolution 
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F(4) = kp/3.*(1-x(4)).^4;                                                             
% M23C6 Precipitate Damage Evolution 
F(5) = -(x(5).*(1-x(5)))./2*(1+x(3)).^-1.*F(3);    
 
 
Stress condition 2 
File name: myodefcn_stress2 
 
function F = myodefcn_stress2(t,x2,Q_c, strainO, k_one, k_two, ks_one, 
ks_two,kp) 
  
global  R T P_i S_i sigma2  ; 
  
  
F = zeros(5,1); 
F(1) = strainO*exp(-Q_c/(R*T)).*sinh( (sigma2.*(1-x2(5).*(1-
x2(3))))./(x2(2).*(1-x2(4)))); % Creep Rate differential equation 
F(2) = k_one.*(1-x2(2)./k_two).*F(1);                                                      
% Primary creep differential equation 
F(3) = F(1)./S_i.*(ks_one+ks_two).*(1-x2(3)).^2;                                           
% Subgrain Damage  Evolution 
F(4) = kp/3.*(1-x2(4)).^4;                                                                 
% M23C6 Precipitate Damage Evolution 
F(5) = -(x2(5).*(1-x2(5)))./2*(1+x2(3)).^-1.*F(3);                                         
% Backstress Damage Evolution 
 
Stress condition 3 
File name: myodefcn_stress3 
 
function F = myodefcn_stress3(t,x3,Q_c, strainO, k_one, k_two, ks_one, 
ks_two,kp) 
  
global   R T P_i S_i sigma3  ; 
  
  
F = zeros(5,1); 
F(1) = strainO*exp(-Q_c/(R*T)).*sinh( (sigma3.*(1-x3(5).*(1-
x3(3))))./(x3(2).*(1-x3(4)))); % Creep Rate differential equation 
F(2) = k_one.*(1-x3(2)./k_two).*F(1);                                                      
% Primary creep differential equation 
F(3) = F(1)./S_i.*(ks_one+ks_two).*(1-x3(3)).^2;                                           
% Subgrain Damage  Evolution 
F(4) = kp/3.*(1-x3(4)).^4;                                                                 
% M23C6 Precipitate Damage Evolution 
F(5) = -(x3(5).*(1-x3(5)))./2*(1+x3(3)).^-1.*F(3);                                         
% Backstress Damage Evolution 
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Nelder-Mead Routine 
Routine adapted from [68] 
File name: fminsearchbnd 
function [x,fval,exitflag,output] = 
fminsearchbnd(fun,x0,LB,UB,options,varargin) 
  
  
% size checks 
xsize = size(x0); 
x0 = x0(:); 
n=length(x0); 
  
if (nargin<3) || isempty(LB) 
  LB = repmat(-inf,n,1); 
else 
  LB = LB(:); 
end 
if (nargin<4) || isempty(UB) 
  UB = repmat(inf,n,1); 
else 
  UB = UB(:); 
end 
  
if (n~=length(LB)) || (n~=length(UB)) 
  error 'x0 is incompatible in size with either LB or UB.' 
end 
  
% set default options if necessary 
if (nargin<5) || isempty(options) 
   options = optimset('MaxFunEvals',1000000); 
end 
  
% stuff into a struct to pass around 
params.args = varargin; 
params.LB = LB; 
params.UB = UB; 
params.fun = fun; 
params.n = n; 
% note that the number of parameters may actually vary if  
% a user has chosen to fix one or more parameters 
params.xsize = xsize; 
params.OutputFcn = []; 
  
% 0 --> unconstrained variable 
% 1 --> lower bound only 
% 2 --> upper bound only 
% 3 --> dual finite bounds 
% 4 --> fixed variable 
params.BoundClass = zeros(n,1); 
for i=1:n 
  k = isfinite(LB(i)) + 2*isfinite(UB(i)); 
  params.BoundClass(i) = k; 
  if (k==3) && (LB(i)==UB(i)) 
    params.BoundClass(i) = 4; 
  end 
end 
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% transform starting values into their unconstrained 
% surrogates. Check for infeasible starting guesses. 
x0u = x0; 
k=1; 
for i = 1:n 
  switch params.BoundClass(i) 
    case 1 
      % lower bound only 
      if x0(i)<=LB(i) 
        % infeasible starting value. Use bound. 
        x0u(k) = 0; 
      else 
        x0u(k) = sqrt(x0(i) - LB(i)); 
      end 
       
      % increment k 
      k=k+1; 
    case 2 
      % upper bound only 
      if x0(i)>=UB(i) 
        % infeasible starting value. use bound. 
        x0u(k) = 0; 
      else 
        x0u(k) = sqrt(UB(i) - x0(i)); 
      end 
       
      % increment k 
      k=k+1; 
    case 3 
      % lower and upper bounds 
      if x0(i)<=LB(i) 
        % infeasible starting value 
        x0u(k) = -pi/2; 
      elseif x0(i)>=UB(i) 
        % infeasible starting value 
        x0u(k) = pi/2; 
      else 
        x0u(k) = 2*(x0(i) - LB(i))/(UB(i)-LB(i)) - 1; 
        % shift by 2*pi to avoid problems at zero in fminsearch 
        % otherwise, the initial simplex is vanishingly small 
        x0u(k) = 2*pi+asin(max(-1,min(1,x0u(k)))); 
      end 
       
      % increment k 
      k=k+1; 
    case 0 
      % unconstrained variable. x0u(i) is set. 
      x0u(k) = x0(i); 
       
      % increment k 
      k=k+1; 
    case 4 
      % fixed variable. drop it before fminsearch sees it. 
      % k is not incremented for this variable. 
  end 
   
end 
% if any of the unknowns were fixed, then we need to shorten 
% x0u now. 
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if k<=n 
  x0u(k:n) = []; 
end 
  
% were all the variables fixed? 
if isempty(x0u) 
  % All variables were fixed. quit immediately, setting the 
  % appropriate parameters, then return. 
   
  % undo the variable transformations into the original space 
  x = xtransform(x0u,params); 
   
  % final reshape 
  x = reshape(x,xsize); 
   
  % stuff fval with the final value 
  fval = feval(params.fun,x,params.args{:}); 
   
  % fminsearchbnd was not called 
  exitflag = 0; 
   
  output.iterations = 0; 
  output.funcCount = 1; 
  output.algorithm = 'fminsearch'; 
  output.message = 'All variables were held fixed by the applied bounds'; 
   
  % return with no call at all to fminsearch 
  return 
end 
  
% Check for an outputfcn. If there is any, then substitute my 
% own wrapper function. 
if ~isempty(options.OutputFcn) 
  params.OutputFcn = options.OutputFcn; 
  options.OutputFcn = @outfun_wrapper; 
end 
  
% now we can call fminsearch, but with our own 
% intra-objective function. 
[xu,fval,exitflag,output] = fminsearch(@intrafun,x0u,options,params); 
  
% undo the variable transformations into the original space 
x = xtransform(xu,params); 
  
% final reshape to make sure the result has the proper shape 
x = reshape(x,xsize); 
  
% Use a nested function as the OutputFcn wrapper 
  function stop = outfun_wrapper(x,varargin); 
    % we need to transform x first 
    xtrans = xtransform(x,params); 
     
    % then call the user supplied OutputFcn 
    stop = params.OutputFcn(xtrans,varargin{1:(end-1)}); 
     
  end 
  
end % mainline end 
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% ====================================== 
% ========= begin subfunctions ========= 
% ====================================== 
function fval = intrafun(x,params) 
% transform variables, then call original function 
  
% transform 
xtrans = xtransform(x,params); 
  
% and call fun 
fval = feval(params.fun,reshape(xtrans,params.xsize),params.args{:}); 
  
end % sub function intrafun end 
  
% ====================================== 
function xtrans = xtransform(x,params) 
% converts unconstrained variables into their original domains 
  
xtrans = zeros(params.xsize); 
% k allows some variables to be fixed, thus dropped from the 
% optimization. 
k=1; 
for i = 1:params.n 
  switch params.BoundClass(i) 
    case 1 
      % lower bound only 
      xtrans(i) = params.LB(i) + x(k).^2; 
       
      k=k+1; 
    case 2 
      % upper bound only 
      xtrans(i) = params.UB(i) - x(k).^2; 
       
      k=k+1; 
    case 3 
      % lower and upper bounds 
      xtrans(i) = (sin(x(k))+1)/2; 
      xtrans(i) = xtrans(i)*(params.UB(i) - params.LB(i)) + params.LB(i); 
      % just in case of any floating point problems 
      xtrans(i) = max(params.LB(i),min(params.UB(i),xtrans(i))); 
       
      k=k+1; 
    case 4 
      % fixed variable, bounds are equal, set it at either bound 
      xtrans(i) = params.LB(i); 
    case 0 
      % unconstrained variable. 
      xtrans(i) = x(k); 
       
      k=k+1; 
  end 
end 
  
end % sub function xtransform end 
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Continuum Damage Mechanics (CDM) modelling of Dislocation Creep in 9-12% Cr Streels 
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ADDENDUM 1: 
Please append a C<>PY of lhe research proposal here, as well as any interview schedules or questionnaires: 
ADDENDUM 2: To be completed If you answered YES to Question 2: 
It is assumed that you have read the UCT Code for Research involving Human Subjects (available at 
http://web.uclac.zatdeots/educate/download/uctcodeforresearchinvolvinghum ansubjects.pdQ in order to be 
able to answer the questions in this addendum. 
2. 1 Does the research discriminate against partle:lpation by Individuals, or differentiate bet\lteen 
pa.r11eipant,, on the groonds of gender. race or ethnic group, age range, religion, income, 
handican i11neS$ or anv similar classification? 
YES NO 
2.2 Does the resea,ch. require the participation or socia1Jy or physleal y vulnerable people YES NO 
(chikiren, aged, di sabled, etc) or legally restricted groups? 
2.3 Wilt you noC be able 10 sea.ire the informed consent of all participants in the research? 
(In the case of children. will you not be able lo obtain the consent of their guardian$ or 
YES NO 
oarents?) 
2.4 Will any oonfidential data be collecteo °' wlll ldenllflablo reeo<ds of individuals be kept? YES NO 
2.5 In reporting on this research is there any possibltity that you will not be able to keep the YES NO 
Identities of the individuals involved anonymous? 
2.6 Ale there any foreseeable risks of physical, psychological or social harm to participants 
thal might occur in the course of the research? 
YES NO 
2.7 Does the research include making payments or giving gifts to any participants? YES NO 
If you l\ave answered YES to any of these questions, please describe how you plan to address these Issues 
(a~l)end to form): 
ADDENDUM 3: To be completed If you answered YES to Question 3: 
3.1 Is the community expected to make decisions'°'· during or based on the resea1ch? YES NO 
3.2 At the end of the research wm any economic or social process be tennlnated Of' left YES NO 
ul'l&uppol1ed, or equipment or facilities used in the research be recovered from the participants 
or communitv') 
3.3 VVHI any service be ptovided at a level below the generolfy accepted $tandards? YES NO 
If you have answered YES to any of these questions, please describe how you plan to address these iswes 
t~ppAnd tn foon) 
ADDENDUM 4: To be completed ff you answered YES to Question 4 
4.1 Is there any existing or potential conflict of interest betweM a research sponsor, soademlc 
supervisor, other researcher& °' participants? 
YES NO 
4.2 wm information that reveals the Identity of participants be suppfied to a research sponsor, YES NO 
other than with the permission of the individuals? 
4.3 Does the proposed research potentially conflict with the research of any other indMdual or YES NO 
group within too Ul'liverslty? 
If you have answered YES to any of these questions, please describe how you plan to address these 
issues(append to form) 
