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I. INTRODUCTION 
We investigate the behavior, as t + 00, of the solutions of 
x’(t) = - ; ,:_,(L - (t - T))~(x(T)) dr (’ = ; ; 0 < t < w), U-1) 
where L > 0 is a given constant and g(x) is the restoring force of a given 
spring, which is not necessarily linear. Specifically, we assume 
g(x) is locally Lipschitzian (1.2) 
(so that for each 0 < A < 05 there exists K = K(A) < 00 such that 
I~~~~-~~~~I~~I~-~l~ifI~I~I~I~~~ and 
s’(x) > 0(x Z O), G(x) = j; g(5) d6 -+ 00 (I x I -+m>. (1.3) 
Our principal result, Theorem 1 below, includes as special cases the earlier 
work of Brownell and Ergen [l] and of Nohel [2]. The hypotheses on g(x) 
in [l] and [2] are much more restrictive than (1.2) and (1.3). Also related 
to the present investigation are the papers of Volterra [3] on linear delay 
equations and of Levin [4] on a nonlinear Volterra equation. We comment 
on all of these in more detail later. Equation (l.l), withg(x) = c(exp [x] - 1) 
and c > 0 a constant, occurs in certain problems of reactor dynamics; see 
[2] for references to the applied literature. 
t Operated with support from the U. S. Army, Navy, and Air Force. 
* Partially supported by the National Science Foundation (G-19925). 
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The kernel (l/L) (L - t) of (1.1) is a limiting case of a class of kernels 
considered in Theorem 2 below. This limiting case is excluded from Theorem 
2 and, as will be seen, permits phenomena which cannot occur in the 
seemingly more general situation. 
On formally differentiating (l.l), one obtains 
x"(t) + g(W) = + j:-L&(4) & (0 < t < 03). (1.4) 
From (1.4) it is probably not surprising to find that the equation 
x” + g(x) = 0, (1.5) 
together with its equivalent system 
x’ = y, y’ = -g(x), (1.6) 
is intimately related to the behavior of the solutions of (1.1) for large t. 
To facilitate the discussion, we introduce some notation and recall several 
well-known results for (1.5) and (1.6). These will also be used in the proofs. 
Let x = p)(t) = ~(t, t,, a, /3) be the solution of (1.5) such that 
&II, to, % 8) = % FJ’(to, to, % 8) = B. (1.7) 
Then x = p)(t), y = v’(t) is the solution of (1.6) which passes through the 
point (ar, /3) of the X, y phase plane at time t = to. As (1.5) is autonomous one 
has 
dt + to, t % B) = d4 0, % 8), (1.8) 
that is, for fixed (a, j?), v is a function only of the difference t - to. v is also 
periodic. For (IX, 8) # (0, 0), let p = p(~, 8) > 0 denote the common least 
period of all solutions of (1.6) passing through (a, 8). Thus 
v(t + P(% B), 43, % 8) = v(t, to, % 8) CC% 8) # (O,W. (1.9) 
From (1.8), (1.9) one trivially has 
9-G to + #+, 8), % 8) = &, to, % B> ((% Lo f (0, ON. (1.10) 
Let r = ~(oI, 8) denote the orbit of (1.6) passing through (OL, j3), i.e., 
q, B) = {(x, Y) I x = v(t, to, QB B), Y = v’(c to, % B); - O” < 4 to -=c -1. 
(1.11) 
In particular, r(O, 0) = (0,O). Clearly, p(& II) = p(a, 8) if (h, CL) E ~(oL, p). 
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Also, Qa, /3) = r(X, CL) if and only if (a, 8) E r(& p). Finally, we recall that 
G(p(t, t,, a, 8)) + 9 h’(t, t,, a, B)l” = G(a) + +BB, (1.12) 
so that one also has 
r(a, B) = {(x,Y) I G(x) + 8~" = W + +P). (1.13) 
THEOREM 1. Let (1.2), (1.3) b e satisfied and let 4(t) E C[-L, 0] be given. 
(i) Then there exists a unique function x = u(t) which coincides with #(t) on 
-L < t < 0, satisfies (1.1) on 0 < t < ~3, and is continuous at t = 0. Moreover, 
1 u(j)(t) ( < IiT1 < 03 (0 < t < -;j = 0, 1, 2) (1.14) 
for some constant Kl. 
(ii) Let Sz = sZ(#) be the limit set, as t --+ 00, of the curve x = u(t), y  = u’(t). 
Thus, 
L? = {(x,y) 1 x = 1’ n~z u(tn), y  = b+t u’(tJ; for some {tn} -+ 03). 
Then there exists an orbit r = F(#) of (1.6) such that 
sz = r. 
If Q = I’ # (0, 0), then there exists an integer m 3 1 such that 
L = mAa, B) CC% B) E 0 
Also, if (cu, fi) E Q = r and if 0 < K, < 03 is a constant, then 
Jiili [oaks 1 u(j)(t + nL) - qP(t, t,, OL, /3) ) ] = 0 (j = 0, 1, 2) 
... 2 
(1.15) 
(1.16) 
(1.17) 
(1.18) 
for some sequence {t,), where 0 < t, = t,(a, /3) < p(q 8) if r # (0,O) and 
tn is arbitrary if r = (0,O). 
It is possible, for a particular L and g(x), that there does not exist a triple 
01, p, m, with (01, 8) # (0,O) and m > 1 an integer, which satisfies the relation 
L = mp(a, j3) (e.g., ifL = 2 v and g(x) = 2x). It is the assertion of Theorem 1 
that in this case Q = (0, 0)-for any initial function I/J(~). 
Although (1.18) includes (1.16), the latter more clearly shows, perhaps, 
the geometrical simplicity of the result. It and the following few paragraphs 
are reminiscent of familiar results concerning autonomous ordinary differ- 
ential equations in the plane. In fact, (1.17) and (1.18) are byproducts of 
our proof of (1.16). 
As an immediate consequence of Theorem 1 one has 
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COROLLARY 1. Let (1.2), (1.3) be sutisjkd. If a(t) is a periodic sol&ion of 
(l.l), then there exist t,, a, j3 such that u(t) = v(t, t,, a, fl). Moreower, if 
(01, /3) # (0, 0), there exists an integer m 2 1 such that L = mp(a, /I). 
The following converse of Corollary 1 is elementary and does not depend 
on Theorem 1. 
LEMMA 1.1. Let (1.2), (1.3) 6 e sutis$ed. If there exists a triple a, fl, m, 
with (01, /3) # (0,O) and m 2 1 an integer, which sutisjes L = mp(a, /3), then 
f&t, t,, a, /?) is a solution of (1.1) for any t,. 
For, with p(t) = q(t, t,, OL, /3), one has 
1 t -- 
L s CL - (t - 4) &W dT t--L 
=- ; fmL(L - (t - T)) v”(T) d7 = v’(t), 
where the first equality follows from (1.5) and the second from an integration 
by parts and L = mp(a, /I). 
It is an obvious consequence of Theorem 1 and Lemma 1.1 that a limit 
set of (1.1) corresponds to a one parameter family of periodic solutions of 
(1.1) which differ by translation. 
The sole effect of the condition G(x) + 00 as ) x / -+ ~0 of (1.3) is to enable 
us to state Theorem 1 as a global rather than a local result. If one merely 
assumes that (1.2) and xg(x) > 0(x # 0) hold only in a neighborhood of the 
origin and that maxeLqtg,, j t,h(t) ( is sufficiently small, then the conclusions 
of Theorem 1 are still valid. In order to obtain this local result, only rather 
obvious changes in the proof of (i) ( see Section II) are required. A similar 
remark also holds for Theorem 2 below. 
Brownell and Ergen [I] have considered (1.1) by quite different methods 
than those employed here. In the present terminology, their hypotheses 
are that 
g(x) E C’,g’(x) > O,g(O) = O,g(x) > -K > - 03 (--03 < x < m), 
(1.19) 
for some constant K, and that 
{ci 1 ~(a, 0) = L/m} is a finite set for m = 1, 2, .... (1.20) 
Clearly (1.19) alone is considerably more stringent than (1.2), (1.3). Also, 
(1.20) is not implied by (1.19). In [l] a very weak form of Theorem 1 is 
obtained under (1.19) alone; however, to obtain (1.18) (or even (1.16)) both 
(1.19) and (1.20) are invoked there. It should be noted that (1.19) precludes 
the linear case g(x) = Kx (K > 0). 
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The results of Urabe [5] and Levin and Shatz [6] on Eq. (1.5) are some- 
what related to (1.20). In these papers the problem of determining necessary 
and sufficient conditions for g(x) to satisfy in order that p(a, p) be a constant 
is considered. It is a byproduct of Section III below that an hypothesis of 
the type (1.20), which rules out the phenomena of [5, 61, is not necessary 
in Theorem 1. 
Nohel [2] has examined (1.1) in the close linear case 
g(x) = h + o(x) (x - O), (1.21) 
where k > 0 and where maxPLGtGo ( +(t) 1 is small. He excludes the values 
K = ~P(277/L)~ (n = 1,2, ...) in (1.21). This precludes the existence of any 
triple 01, 8, m, with (01, /3) # (0, 0) and m > 1 an integer, satisfying 
L = mp(a, 8). Thus, by Theorem 1, u(t) + O(t -+ -) in this case, which is 
established in [2] by completely different methods. 
The following result concerns the equation 
x’(t) = - St 4 - 4 g@(T)> dr (0 < t < 00) (1.22) 
t--L 
and complements Theorem 1. 
THEOREM 2. Let g(x) be continuous and satisfy (1.3) and let u(t) satisfy 
u(t) E C[O, L], u(L) = 0, (-l)Wk)(t) > 0 (0 < t < L; K = 0, 1,2,3). 
(1.23) 
Let t/(t) E C[-L, 0] be given. If u”(t) * 0, then there exists a unique function 
x = u(t) which coincides with 4(t) on-L~t~O,sutisfies(1.22)onO~t<~, 
and is continuous at t = 0. Moreover, 
&l zqt) = 0 (j= 0, 1,2). (1.24) 
If u(t) = (l/L) (L - t), then (1.22) reduces to (1.1). However, this is 
precisely the case excluded in Theorem 2. It is seen that, in general, the 
behavior of the solutions of (1.22) (under the hypothesis of Theorem 2) is 
considerably simpler than the behavior of those of (1.1). 
Our proofs of Theorems 1 and 2 employ certain nonnegative (Liapounov) 
functions of the solutions of (1.1) and (1.22) respectively. The Liapounov 
function for (1.22) reduces to the one for (1.1) if u(t) = (l/L)(L - t). 
This function is essentially the same as one used by Levin [4] in considering 
the equation. 
x’(t) = - I’ u(t - T)g(x(T)) d7 (0 < t -=c -), (1.25) 
II 
36 LEVIN AND NOHEL 
where a(t) (on the interval 0 < t < m) and g(x) satisfy the hypothesis of 
Theorem 2. (It is shown in [4] that (1.24) holds for all solutions u(t) of 
(1.25) - if a(t) * a(0). If a(t) = a(O), then x”(t) + u(O)g(x(t)) = 0 so that 
all solutions of (1.25) are periodic.) Little more than the proof of (i) of 
Theorem 1 and the analysis of [4] have anything in common. On the other 
hand, although the results do not overlap, the arguments of [4] and the 
proof of Theorem 2 are sufficiently similar for a brief sketch of the latter 
to suffice here. 
In [3] Volterra considered the linear delay equation 
x”(t) + m(t) = j-1 LF(t - T) X(T) dT, (1.26) 
where c and L are given positive constants. Comparison of (1.4), in the 
linear case g(x) = Kx (K > 0), and (1.26) shows that neither of Volterra’s 
critical conditions 
i 
F(t) > O,F’(t) -=I 0 (O<tcL) 
m=c- 
s 
LF(~) dr > 0 
0 
are satisfied by (1.4). Indeed, Volterra shows under his hypothesis that (1.26) 
has no nontrivial periodic solutions. It is by way of highly modified versions 
of Volterra’s Liapounov function that [3] ’ A m uences both [4] and this study. 
II. PROOF OF THEOREM l(i) 
Suppose there exists a function u(t) which coincides with +(t) on 
-L < t < 0, satisfies (1.1) on 0 < t < m, and is continuous at t = 0. Then 
u’(t) = - $ St- (L - (t - T)) g+(T)) dr (0 < t < m) (2.1) 
t L 
u”(t) + &(tN = $ fmLg(U(T)) dT (0 < t -==l co), (2.2) 
where the derivatives are from the right at t = 0. Of course, (2.1) and (2.2) 
are simply (1.1) and (1.4) respectively with u(t) replacing x(t). Define 
E(t) = G&(t)) + & f-, [/+(s)) Al2 dT 3 0 (0 B t < -1. (2.3) 
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A calculation involving (2.1) and an integration by parts yields 
E’(t) =- & [/leLg(u(T)) cq -G 0 (0 G t < ->a (2.4) 
Hence 
G@(t)) < E(t) d J-W) -=z 03 
which together with (1.3) implies that 
(0 < t <,m), 
I u(t) I < K ( m (0 < t < a) (2.5) 
for some constant K. From (2.5), which is (1.14, j = 0), and (2.1) there 
follows (1.14, j = 1). From (2.5) and (2.2) there follows (1.14, j = 2). 
It is now an easy matter to prove the existence of a function u(t) which 
satisfies the assumptions of the preceding paragraph. Suppose the existence 
of u(t) has already been established on the interval -L < t < nL, where 
n 3 0. (For n = 0 this holds as u(t) = z/i(t), -L < t < 0.) Then in the inter- 
val nL < t < (n + l)L one may write (1.1) as 
X’(t) = - $ f 
nL 
(L - (t - T))&(T)) dr - ; 1”” (L - (t - T))&(T)) dT, 
t L 
(2.6) 
where the second term on the right-hand side of (2.6) is a known function. 
Integration of (2.6) transforms it into an ordinary Volterra equation of the 
second kind (in the interval nL < t < (n + 1)L). In the presence of the 
Lipschitz condition (1.2) and the a priori bound (2.5), the continuation of 
u(t) over the interval nL < t < (n + t)L now follows readily from the 
standard successive approximations procedure. This completes the existence 
proof. Uniqueness is a trivial consequence of (1.2) and a well-known argument 
involving the Gronwall inequality. 
It may be remarked that if g(x) is only assumed to be continuous and 
satisfy (1.3), one can still obtain the existence, but not the uniqueness, 
of u(t). The bounds (1.14) are obtained as above and the same induction 
by intervals is followed. Instead of the standard successive approximations 
procedure one may use the results of Nohel [7]. The Lipschitz condition 
(1.2) will, however, play a crucial role in Lemma 3.1 below. 
IV. PROOF OF THEOREM l(ii) 
From (2.3) and (2.4) one has 
‘tlil E(t) = Y > 0 (3.1) 
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for some constant v < ~0. If v = 0, then (1.3) and (2.3) imply that 
u(t) + O(t -+ a). The latter together with (2.1) then yields u’(t) + 0 (t + -). 
Hence, D = (0, 0) = I’(0, 0), which establishes (1.16) and, readily, all the 
remaining assertions of the theorem. Conversely, it is easily seen that if 
in = (0, 0), then v = 0. Thus, 
v > 0 if and only if Q # (0,O). (3.2) 
Observe, however, that it has not yet been shown impossible to have both 
v > 0 and (0,O) E Q. 
It is simpler and more instructive not to make the assumption v > 0 until 
near the end of the proof. 
We now show that 
f(t) = ; St .&+)) dT 4 0 (t 4 00). 
t--L 
Differentiation of (2.4) yields 
which together with (2.5) implies that 1 E”(t) [ < K < m (0 < t < 00) for 
some constant K. This together with (2.3), (2.4), and the mean value theorem 
implies (see Lemma 1 of [4]) that E’(t) + 0 (t + a), which is equivalent 
to (3.3). 
It is intuitively clear from (2.2) and (3.3) that u(t) stays arbitrarily close to 
solutions of (1.5) for longer and longer intervals of time as t -+ 03. This is 
an important fact and is made precise in 
LEMMA 3.1. If (01, /3) E Q, then there exist sepmces {tn} and {T,}, where 
t,--+* and T,-+m as n-a, such that 
PROOF: Let (01, /I) E Q. Then by the definition (1 .15) there exists a sequence 
{t,}, with tn + ~0 as n + 03, such that 
a = l&y&), /I = l&u’(tn). (35) 
Consider the sequence {qn(t) = ~(t, t,, a, /3), e,(t) = ~‘(t, tn, 01, fl)s)> of 
solutions of (1.6). Each member of this sequence has the same orbit F((Y, /l) 
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and I~~(t)j~K<os(--co<t<w:n=l,2;..) for some K. Clearly 
(2.2) may be written as 
u’(t) = v(t), o’(t) = -g@(t)) +f(t) (0 < t < -). (3.6) 
From (1.2), (1.6), (2.Q (3.6), and the preceding, one has 
I w> - d&) I + I w - K(t) I d WI 4t) - %dt> I + I w> - ut> I) 
+ if(t) I (0 d t < -), (3.7) 
where 0 < Ki < ~0 is independent of both t and n. On integrating (3.7) and 
using the Gronwall inequality, one obtains 
I u(t) - 9$&w I + I w - g&w I (t, < t < co; n = 1, 2, **.) 
< I I 4&J - I + 0~ I u’(h) - B I + k m=t,Gt<m I f(t) I \ exp VW - &Jl- (3.8) 1 
The result, (3.4), follows immediately from (3.3), (3.5), and (3.8) if one 
takes, say, 
Tn = 1% I I 4&J - 01 I + I u’(h) - B I + $- max,nGt<co If(t) 1 I-l”*’ 1 
(n = 1, 2, a-). 
From Lemma 3.1 one has 
F(tx,fLl) CD if (CS, p) E Q. (3.9) 
For if (01, fl) = (0, 0), then (3.9) is trivial. If (01, fl) # (0, 0), it is obvious 
that (3.9) follows from (1.8), (1.9), and (3.4). 
Define, for any two points (ozi, /3r), (aa, @, the set D(olr, /IX; c+, /I,) as the 
closed connected set whose boundary is composed of the two curves 
Q1, I%> and r(a2, b2). Thus, %, B r; 01~, f12) is a closed annular type region. 
We permit degeneracies for this annulus, i.e., D(0, 0; 0,O) = (0,O) and 
D(al, 8; 01~~ P2) = W-+ 84 if (a2, P22) E Jh, A). 
Another consequence of Lemma 3.1 is that 
Q = WI, A; 01~~ P2) for SOme (s A), (01~~ B2)- (3.10) 
It is obvious that $2 is a closed set. As Q is a bounded set there exists an 
(OL, /3) E Q. By (3.9), r(o1,p) C Q. Suppose there exists a (h, p) E Q but 
(h, p) 6 r(a, /3). If no such point exists, then (3.10) is already established. 
For definiteness suppose that ((Y, p) # (0,O) and that (h, CL) is in the interior 
of the region bounded by r(a, 8). Again by (3.9), r(X, p) C 9. Let (x0, yO) 
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be an interior point of D(m, p; h, p). We now show that (x0, y,,) E Q, which 
will clearly establish (3.10). S ince the curve x = u(t), y = u’(t) must cross 
r(xO, yO) infinitely often as t -+ 03 in order for both ~(cu, /j) C 52 and 
r(h, p) C Q, there exists a sequence {t,}, with t, -+ 00 as Al-+ 00, such that 
(u(tJ, u’(tJ) E Qo, yo) for n = 1, 2, ..a. Hence, there exists a cluster 
point (.$, 6) E F(x,,, yO) of the sequence {(u(&), zl’(t,J)}. Hence, (5,6) E Q. 
By the preceding and (3.9), (x,, yO) E P(f, S) C Q, which establishes (3.10). 
The conclusion (1.16) asserts that the annulus D(al, 8; oc,, &) of (3.10) 
is always degenerate. In order to show this we require several preliminary 
observations. 
LEMMA 3.2. If (a, jl) E Q then 
s 
t t-Lg(y(7, to, %B)) dT = 0 (--00 < t, to < m). (3.11) 
PROOF: Let (CX, 8) E Q and let p(t, to) denote the left-hand side of (3.11). 
As (3.11) is trivially true if (01, j3) = (0, 0), assume that (01, /?) # (0,O). 
It is easy to show with the aid of (1.8) and (1.10) that 
p(t, 4)) = p(t - to, O),p(t + P(% B), to) = p(4 to) c--o0 < 6 to < 00). 
Therefore, 
where c is arbitrary, is independent of to. Let {tn}, {T,} be as in Lemma 3.1. 
Observe from (3.3) and the definition that 
I PO + 4 tn) I < j:‘” I &P(T, L % PI) 
-g@(T)) 1 d7 + L 1 f(t + L) I (0 f t < 0~; n = 1,2, **a). (3.13) 
From (2.5), (3.3), (3.4), (3.13), and the continuity of g one has 
(3.14) 
The result (3.11) is implied by (3.12) and (3.14). 
The identity (3.11) and the bounds (1.14;j = 0, 1) imply that 
p(t + L, to, a, /3) = p)(t, to, a, P) for --03 < t, to < 00 if (a, 18) E Q. 
(3.15) 
To show this one differentiates (3.11) and obtains g(q(t, t,, ~1, j3)) = 
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g(p(t -L, t,, a, /I)), so that by (1.5) ~“(t, &, 01, B) = ~“(t -L, to, a:, 8). 
Hence, 
?‘(t, to, (y, /3) = ~‘(t -L, to, 01, /3) + k for --oo < t, to < 03 if (OL, P) E Q 
(3.16) 
for some constant k. By induction one then has 
qqnL, to, a,@ = ~‘(0, to, a,P)+ nk (n = 1, 2, *..). 
As y’(t, to, OL, /3) is bounded, k = 0. From (3.16) with k = 0, (3.15) now 
follows from a repetition of the same argument. 
There exists an integer m > 1, which is independent of (01, /I), such that 
da, 8) = (llm)L if (a, 8) E Q and (a, 8) f; (0, 0). (3.17) 
For, if (01, /3) E Q and (CU, /I) # (0, 0), then (3.15) trivially implies p(a, /3) = 
[l/m(ol, /I)] L for some integer m(a, j3) 3 1. This implies (3.17) by (3.10) and 
the continuity of p(a, ,!I) for (01, p) # (0, 0). (Of course, (3.17) may be vacuous. 
That is, it may be the case that Q = (0, O).) 
Also stemming from Lemma 3.1 is the identity 
Wt, to, 013 8)) + & j:, [ j:d,(s, to, a,@> ds]' dT - v = 0 
for -00 < t, to < 03 if (~,p) EQ. (3.18) 
If Y = 0, then by (3.2) Q = (0, 0), in which case (3.18) is obviously true. 
If v > 0, then by (3.2) there exists an (01, /3) E Q and (ol, /3) # (0,O). Let 
(01, /I) be one such and let q(t, to) denote the left-hand side of (3.18). From 
(1.8), (1.10) one has 
4(t, to) = q(t - to, 01, q(t + f(% B>, to) = 4(4 to) (-- < 4 to < -1. 
(3.19) 
From the definition of q(t, to) and (2.3) one has 
q(t + -L tn) = G(y(t + 4 tn, c+P)) - G(u(t + L)) 
+ & j”‘” [jt+‘g(v(s, tn, a, B)) ds]2 dT - & jyL [ j~&W ds]’ dT 
t = 
-v + qt + L). (3.20) 
Hence (3.18), for v > 0 and (~1, ,?I) # (0, 0), now follows from (2.5), (3.1), 
(3.4), (3.19), and (3.20)-the details are similar to those of Lemma 3.2. Let 
v > 0. From (3.18) and an obvious continuity argument it now follows that 
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if (X, p) is sufficiently close to but different from (0, 0), then (h, p) $ Q. 
Thus, if Y > 0, one now has from (3.10) that (0,O) $ Q, which completes 
the proof of (3.18). 
A more useful form of (3.18) is 
G(dt, to, 019 8)) + ; W(t, to, a, B)]” + -& s” W(T, to, a, P)]” dr = v 
tL 
for --oo < t, to < 00 if (a, j?) E 52, (3.21) 
which one obtains by substituting 
an immediate consequence of (1.5), into (3.18) and using (3.15) in the 
resulting relation. 
The theorem has already been established for v = 0. Suppose v > 0. 
Then it has been shown above that Sz consists of the orbits of p”(t) = 
q(t, 0, -A, 0), where 0 < A, < A < A, < 00, for some A,, A,. To com- 
plete the proof of (1.16) we must show that A, = A,. 
From (3.21) and (3.17) one has respectively 
(--a, < t < m, A, < A < A2) (3.22) 
~a = (l!m)L (4 < A < A,), (3.23) 
where pa = p(-A, 0) and where m > 1 is an integer which is independent 
of A. For the first two terms of (3.22), the identity 
G(vz&)) + 8KWl” = W-4 (--00 < t < 03, A, < A < A,) (3.24) 
holds in view of (1.12). Use of (3.23) and the symmetry of T(-A, 0) gives 
& fdL [~I;(T)]~ d7 = ; j:‘2m [P;(T)]” dT. 
An elementary change of variables, based on (3.24), in this last integral 
implies 
& /I-, [v;(T)]” dT = 1/2 ; IIT’ (G(--A) - G(f)F2 df 
(-- < t < OJ, A, < A < A,), (3.25) 
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where B(A) > 0 and G(B(A)) = G(--A). On combining (3.22), (3.24), and 
(3.25) one obtains 
G(--A) + 1/? ; jBtA)(G(-A) - G(f))li2 de = v (Al < A < A,). 
-A (3.26) 
However, from (1.3) it is evident that the left-hand side of (3.26) is a strictly 
increasing function of A, so that A, = A,. This completes the proof of 
(1.16). 
We now prove (1.17) and (1.18). It is obvious from (1.16) and (3.23) 
that (1.17) is valid. Consider the sequence of points {P,}, where P, = (u(nL), 
u’(nL)) for n = 1, 2, .... Then, letting d denote distance, one has from (1.16) 
that d(P,, r) + 0 as 12 + 03. This last fact combined with (1.8), (1.9) and 
(3.3) now yields (1.18, j = 0, 1) by the same argument employed in the 
proof of Lemma 3.1. (To avoid confusion, note that the t, of (1.18) and 
Lemma 3.1 are different.) From (1.5), (1.18, j = 0), (2.2), and (3.3) one sees 
that (1.18, j = 2) is also valid. This completes the proof of Theorem 1. 
IV. PROOF OF THEOREM 2 
As noted in the introduction, [4] may be consulted for details omitted in the 
following sketch. It should be observed that up to the result that E’(t) -+ 0 
(t -+ -), the essentials of the following and Sections II and III are the same. 
However, unlike the following, the proof of Theorem 1 was far from over at 
that point. 
The hypothesis (1.23) and u”(t) z@ 0 imply 
-u’(t), u”(t) > 0 for 0 < t < t, for some 0 < t, <L 
h’(t) + 0, t2a”(t) -+ 0 as t -+ 0 + 
u’(t), tu”(t), Pa”‘(t) ELl(O,L), 
which are employed in the following calculations. 
Suppose there exists a function u(t) which satisfies the hypothesis of the 
theorem. Thus 
Define 
u’(t) = - jt 4 - 7) Au(T)) dT 
t--L 
u”(t) + a(O) g(W) = - j:, a’@ - 4 g@(T)) dT. 
(0 < t < -) 
W) = GW)) - ; s:_, a’(t - T) [I” ( ( ))&I2 dT >, 0. / u s 
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Then 
Hence, G(u(t)) < E(t) < E(0) < 03 (0 < t < m), so that 
1 u(~)(t) ( < K < ,xz (0 < t < 00; j = 0, 1,2). 
The procedure employed in the proof of Theorem l-(i) now yields the 
existence and the uniqueness of the u(t) of the preceding paragraph. 
Differentiating E’(t) one obtains 
E”(t) = $ a”(L) [fLg(u(s)) ds]’ - ; f-, a”‘@ - T) [St g@(s)) &I2 d7 
t 
Hence, 1 E”(t) 1 < K < 00 (0 < t -=c a), so that E’(t) + 0 (t -+ 03), which 
in turn yields 
lim t-xc ,imL a”@ - T) [I:g(u(s)) ds]’ d7 = 0. 
Hence, 
lim t+m /I_, [am&) df dT = 0 (0 < h < to). 
Assuming u(t) -H 0 (t + a), one now obtains a contradiction from the pre- 
ceding limit (see [4]). Thus, u(t) + 0 (t -+ 00); (1.24) then follows. 
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