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Abstract
Starting from a selfadjoint Schrödinger operator A=−d2/dx2 + q with a gap G in its spectrum
F. Gesztesy, B. Simon, G. Teschl [J. Analyse Math. 70 (1996) 267–324] succeed in constructing
another Schrödinger operator A˜ = −d2/dx2 + q˜ that is unitarily equivalent (and thus isospectral)
to A. As the means they apply come from the Weyl–Titchmarsh theory the connections prove to be
intricate, in particular the relation between A and A˜. We show that a central assertion in GST’s paper
rests substantially on factorizations of the form
(A−µ)(A− ν)= B∗B, A˜B = BA,
µ, ν being numbers in G and B an invertible 2nd order differential operator generated by
corresponding eigensolutions of A. Hence A˜ = UAU∗ where U is the unitary operator B|B|−1.
The operators B and U do not occur explicitly in F. Gesztesy, B. Simon, G. Teschl [J. Analyse Math.
70 (1996) 267–324].
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let A = −d2/dx2 + q be a selfadjoint Schrödinger operator in the Hilbert space
H = L2(R) with a gap in its spectrum (see below for details). In [11] the following
assertion, among other things, is proved: Let µ < ν be numbers in the very same interval
⊂ R \ σ(A) and f , g nontrivial real-valued solutions of −u′′ + qu= zu for z= µ, z= ν,
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respectively, such that f is L2 in (0,∞) and g is L2 in (−∞,0) or in (0,∞). Then the
Wronski determinant w := fg′ − f ′g has no zeros and the new (“deformed”) Schrödinger
operator A˜ = −d2/dx2 + q˜ with potential q˜ := q − 2(ln |w|)′′ is unitarily equivalent—
and thus isospectral—to A. (Moreover, applying a certain limiting procedure allows the
choice µ= ν.) If µ or ν lie on the boundary of the spectral gap, unitary equivalence may
be lost; nevertheless the operators A and A˜ are yet “almost” unitarily equivalent and have
accordingly very similar spectra (cf. [15] for related questions).
Besides these assertions a lot of other results can be found in [11]. However, the reader
my wish some crucial relations to be illuminated more strongly, for instance the relation
between the operators A and A˜. Here we would like to comply with this wish.
Let us give a formal approach. The basic idea is to look for a closed differential operator
B such that |B| := (B∗B)1/2 and A commute but A and B do not commute. Then create a
left divisor of BA and B , i.e., an operator A˜ with A˜B = BA. The operators BA and A˜B
have the same order, hence A˜ should be a differential operator of order 2. If B is invertible
(and if certain conditions on domain and range are fulfilled) U := |B|B−1 is unitary and
we have
A˜= BAB−1 = BA|B|−1|B|B−1 = B|B|−1A′(B|B|)−1 =UAU∗.
But how to find such an operator B? Since |B|2 = B∗B has to commute with A it may
be appropriate to pick a real polynomial P such that P(A)  0 and to decompose P(A)
according to a Jacobi factorization
P(A)= B∗B (1)
since then |B| is a function of A. Now, let P be a real polynomial with only real
zeros µ1,µ2, . . . ,µn. Let q,p, b0, b1, . . . , bn−1 be real-valued functions defined on some
interval J ⊂ R and having sufficient regularity. In order to derive some necessary
conditions we consider the formal differential operators
∂ := d
dx
, D := 1
i
∂, τ :=D2 + q, τ˜ := τ − p, (2a,b,c,d)
β :=Dn +
n−1∑
k=0
in−kbkDk = in
[
(−1)n∂n +
n−1∑
k=0
(−1)kbk∂k
]
(3)
(τ , τ˜ , β being the formal candidates for the operators A, A˜, B , respectively). Suppose now
that
β∗β = P(τ)= (τ −µ1)(τ −µ2) · · · (τ −µn), (4)
τ˜ β = βτ or (equivalently) τβ − βτ = pβ. (5a,b)
(Here β∗ is the formal adjoint of β .) Choose a real fundamental system (f1, . . . , fn) of
βu= 0. It is well known (and easily verified) that its Wronskian
w :=W(f1, . . . , fn)= det
((
f
(k)
j
)
j=1,...,n;k=0,...,n−1
) (6)
has no zeros in J and
bn−1 =w′/w (7)
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holds. Inserting β into Eq. (5b) and comparing the coefficients of the differentiator Dn on
both sides gives
2b′n−1 = p. (8)
Combining this with (7) provides
q˜ = q − p = q − 2(w′/w)′ (9)
as the potential of the new (formal) Schrödinger operator τ˜ . Moreover, we have
βu= (−i)n 1
w
W(f1, f2, . . . , fn,u) (10)
for a sufficiently regular u since the differential operator defined by the right side of (10)
has the same fundamental system and the same leading coefficient as β . Finally we show
that it is no loss of generality if we assume one of the functions f1, . . . , fn to be an
eigensolution of τ . Let f be the column vector with entries f1, . . . , fn. On the one hand
we have component-wise βτf = τ˜ βf = 0 according to (5a). Thus a constant (n × n)-
matrix C exists with τf = Cf . On the other hand we have P(τ)f = 0 by (4) and thus
P(C)f = 0. Hence 0 = detP(C) = det(C − µ1I) · · ·det(C − µnI) (I the unit matrix),
thus one of the zeros of P is an eigenvalue of CT , say µ1. Choose a vector m = 0 with
CTm = µ1m and an (n × n)-matrix M with detM = 1 such that m is the first column
of M . Then the components of g :=MT f form a fundamental system of βu = 0 with
the same Wronskian as the f1, . . . , fn; moreover, we have τg1 = µ1g1. The operator β is
unchanged, too.
After the previously discussed necessary conditions we now are to focus on the
sufficient conditions. Here we restrict ourselves to the case n = 2. (Some remarks to the
general case will be made at the end of this section.) Let P be the quadratic polynomial
P(x)= (x−µ)(x−ν) with the zeros µ, ν taken from one and the same spectral gap of the
given Schrödinger operator A (with formal term τ ). Then by the spectral theorem P(A)
is a positive differential operator. The fact that such an operator can always be factorized
in the Jacobi form B∗B with some differential operator B , is essentially asserted by a
theorem that goes back to Frobenius [6–9] and has been proved by Krein [12,14] and
Heinz [13] independently (see Appendix A for the classical version of this so-called “FKH
Theorem”). Thus we can expect to find solutions f1, f2 of (τ −µ)(τ − ν)u= 0 such that
their Wronskian w :=W(f1, f2) has no zeros on R and the operator β , defined by the
right-hand side of (10), satisfies Eqs. (4) and (5a) with q˜ given by (9). It turns out that
certain eigensolutions f1, f2 of τ associated with µ and respectively ν have the desired
property, at least for the case µ = ν. For the case µ = ν we can take f1 as a solution of
τu= µu and f2 as a solution of (τ −µ)u= f1. If f1 is in L2((−∞,0)) or in L2((0,∞))
then in the case µ= ν it is easy to see that a suitable choice of f2 makes the Wronskian w
zero-free. For since we have
w′ = (f1f ′2 − f ′1f2)′ = f2 · τf1 − f1 · τf2 =−µ1f 21 (11)
we can manage w(x) to be proportional to an integral of f 21 from −∞ or ∞ to x .
Before we present the theorem that covers the central assertions of GST which we hope
to have made plausible we state some preliminaries.
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If I ⊂ R is an open set and k ∈ N0 then Wk(1) is the space of the complex-valued
functions that are k times weakly differentiable on I , i.e.,
W 0(I) := L1loc(I);
Wk(I) := {u ∈W 0(I) ∣∣ u,u′, . . . , u(k−1) ∈ACloc(I)}, k ∈N.
We use the abbreviations
Wk0 (I) :=
{
u ∈Wk(I) ∣∣ suppu⊂ I, suppu is compact}, Wk :=Wk(R),
Wk0 :=Wk0 (R),
L2loc := L2loc(R), L2−∞ := L2loc ∩L2
(
(−∞,0)), L2∞ := L2loc ∩L2((0,∞)).
The modified Wronskian of two functions u,v ∈W 1 is defined to be the function
[u,v] :=W(u, v¯) := uv¯′ − u′v¯.
For x ∈ [−∞,∞] let be [u,v]x := limy→x[u,v]y if the right-hand side exists as a limit
∈ [−∞,∞].
In the following it is important to distinguish between formal differential operators (that
may be interpreted as maps in a Lloc space; under this aspect we call them local differential
operators and mostly use small Greek letters as symbols) and the global operators, i.e.,
the Hilbert space operators associated with them. Functions will be identified with the
associated multiplication operators as long as no confusion arises.
Putting D := (1/i)d/dx we consider the local Schrödinger operator
τ :W 2 →W 0, τ :u → (D2 + q)u (12)
where we assume the potential to be real-valued with
q ∈L1loc(R). (13)
The global Schrödinger operator as an operator in the Hilbert space H = L2(R) is defined
by
Au := τu, D(A)= {u ∈H ∣∣ u ∈W 2, τu ∈H} (14)
where we suppose:
A is selfadjoint, σ (A) =R. (15a,b)
A function u ∈W 2 which satisfies τu= λu for some λ ∈ C is called an eigensolution
of τ ; λ is called the corresponding eigenparameter. If λ /∈ σess(A) there always exist
nontrivial eigensolutions u and v of τ belonging to λ that are in L2−∞ andL2∞, respectively.
If λ is real, u and v can be chosen to be real-valued. Condition (15a) is equivalent to the
assumption that τ is limit point (LP) at −∞ and ∞, i.e., that there exist for every λ ∈ C
eigensolutions of τ to λ with u /∈ L2−∞ and v /∈ L2∞. In this case, every eigensolution
of τ lying in L2−∞ or L2∞ is obviously uniquely determined up to a factor. (As for these
propositions see Weidmann [19].)
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Theorem 1.1. Let µ  ν be real numbers such that the closed interval [µ,ν] is a subset
of the resolvent set of A. Let be f a nontrivial real-valued eigensolution of τ belonging
to the eigenparameter µ and, in the case µ = ν, g a nontrivial real-valued eigensolution
belonging to ν. Assume that one of the following three conditions holds:
Case Ia: µ< ν, f ∈ L2∞, g ∈L2−∞;
Case Ib: µ< ν, f ∈L2∞, g ∈ L2∞;
Case II: µ= ν, f ∈L2∞.
Then:
(i) The Wronski function
w(x) :=
{ [f,g](x) (x ∈R, µ< ν),∫∞
x
f 2 (x ∈R, µ= ν), (16)
is in W 3 and has no zeros.
(ii) The functions
ϕ := g
w
(µ< ν), ψ := f
w
(µ ν) (17a,b)
are eigensolutions of the local Schrödinger operator
τ˜ :W 2 →W 0, τ˜ :u → (D2 + q˜)u with q˜ := q − 2(ln |w|)′′ (18)
and belong to the eigenparameters µ and ν, respectively. Moreover, we have:
ϕ ∈ L2−∞ \L2∞, ψ ∈L2∞ \L2−∞ in the Case Ia, (19a)
{ϕ,ψ} ⊂ L2−∞ \L2∞ in the Case Ib, (19b)
ψ ∈ L2−∞ \L2∞ in the Case II. (19c)
(Obviously, τ˜ is always LP at +∞ and in Case Ia even at −∞.)
(iii) The new (the “deformed”) Schrödinger operator
A˜ := τ˜  {u ∈W 2 ∩H ∣∣ τ˜ u ∈H ; τ˜ is LC at −∞⇒ [ψ,u]−∞ = 0} (20)
is selfadjoint and unitarily equivalent to A. More precisely: Let B be the closure of
the operator
B0 := β 
{
u ∈W 20
∣∣ τu ∈H} (21)
where β is the local operator
βu :=
[
τ + i w
′
w
D − 1
2
(
µ+ ν + w
′′
w
)]
u, u ∈W 2. (22)
Then D(A)=D(B), B is invertible with bounded inverse and
(A−µ)(A− ν)= B∗B and A˜B = BA. (23a,b)
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The operators
U :=B|B|−1 = B[(A−µ)(A− ν)]−1/2 (µ ν), (24a)
V := B(A−µ)−1 (µ= ν) (24b)
are unitary maps from H to H , and we have
A˜=UAU∗ (µ ν), A˜= VAV ∗ (µ= ν). (25)
(iv) In the case µ= ν we have the following representation:
(V u)(x)= u(x)− f (x)
w(x)
∞∫
x
f (t)u(t)dt (x ∈R, u ∈H). (26)
Remark 1.2. In GST’s paper [11] (cf. condition (H.2.3)) it is supposed that one of needed
eigensolutions has at least one zero. That excludes the case µ and ν lying below the
infimum of the spectrum of A.
The proof we shall give is divided into a “local” part merely dealing with the local
operators and a “global” part where the Hilbert space relations are examined. In the
following two paragraphs the intermediate results are formulated as lemmata.
For preparation we resume a question that has been posed above (it may be allowed to
treat it in this introduction since it still concerns the general case): How to find an operator
β with the properties (4) and (5a)? Based on a method due to Crum [2] and presented more
formally in [17, p. 71] we sketch a Frobenius-type procedure that gives a partial answer.
The initial idea consists of using the simple identity (Ω ⊂R open)
g′′
g
− (1/g)
′′
1/g
= 2(ln |g|)′′, g ∈W 2(Ω), g(x) = 0 on Ω. (27)
Let I ⊂ R be an open interval. Let τ be the local Schrödinger operator defined by (12).
Let n ∈N, and let µ1, . . . ,µn ∈R. Putting P(x) := (x −µ1) · · · (x −µn) we consider the
local differential operator
PI (τ ) := P(τ) 
{
u ∈W 2(I) ∣∣ τ ju ∈W 2(I) (j = 1, . . . , n− 1)}. (28)
Choose functions f1, . . . , fn ∈Wn+1(I) with
(τ −µj)fj = 0 (j = 1, . . . , n) (29)
such that the zeros of the Wronskians
w0(x) := 1 (x ∈ I), wk :=W(f1, f2, . . . , fk) (k = 1, . . . , n) (30)
have no finite limit points and w :=wn is zero-free on I . (It is clear that the existence of
such solutions of P(τ)u= 0 depends on the regularity of q and the spectral qualities of τ
established as an operator in the Hilbert space L2(I). If q is sufficiently smooth the wk can
be represented in terms of the fj and f ′j ; the resulting expressions take the Wronskians’
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place if q is less regular, cf. [4].) The union N of all zeros of the functions w1, . . . ,wn−1
is a closed null set. For k = 1, . . . , n let
gk = wk
wk−1
and βk := gkD 1
gk
, (31a,b)
the βk being considered as local differential operators defined on W 1(Ω) where Ω :=
I \N .
The “heart” of the procedure consists of the following commutation relations:
τu= (β∗i β1 +µ1)u (u ∈W 2(Ω)), (32a)(
βjβ
∗
j +µj
)
u= (β∗j+1βj+1 +µj+1)u (u ∈W 2(Ω); j = 1, . . . , n− 1). (32b)
(It is evident that (32a) holds. A sketch of the proof of (32b) can be found in Appendix B.)
With
γku := (−i)
k
wk
W(f1, . . . , fk, u)
(
u ∈Wk(Ω); k = 1, . . . , n) (33a)
we have for k = 2, . . . , n,
γk = βkγk−1 on Wk(Ω), (33b)
since the operators on both sides of (33b) have the same principal part Dk and the same
fundamental system 〈f1, . . . , fk〉 (note that the function γk−1fk is a solution of βku= 0).
Let β be the operator defined by (10). As a consequence of (33) we obtain
β = γn = βnγn−1 = βnβn−1γn−2 = · · · = βnβn−1 · · ·β2β1 on Wn(Ω) (34)
since β1 = γ1. It is now easy to verify that the local operators β and
τ˜ := τ − 2(ln |w|)′′ on W 2(I) (35)
satisfy the relations (4) and (5a) as desired. Namely, for k = 1, . . . , n+ 1 let
qk := q − 2
(
ln |wk−1|
)′′
, τk :=D2 + qk on W 2(Ω). (36)
Then on W 2(Ω) we have τ = τ1, τ˜ = τn+1 and
τk = β∗k βk +µk (k = 1, . . . , n), τn+1 = βnβ∗n +µn. (37)
This is proved by induction: For k = 1 the assertion is true. Let k ∈ {1, . . . , n} such that
τk = β∗k βk +µk holds. Using the identity (27) we then have on W 2(Ω)
τk+1 =D2 + qk+1 =D2 + q − 2
(
ln |wk|
)′′ =D2 + q − 2(ln |wk−1|)′′ − 2(ln |gk|)′′
= τk + (1/gk)
′′
1/gk
− g
′′
k
gn
= τk + gkDg−2k Dgk − g−1k Dg2kDg−1k
= β∗k βk +µk + βkβ∗k − β∗k βk = βkβ∗k +µk.
If k < n the r.h.s. equals β∗k+1βk+1 +µk+1 according to (32b). Now, let k ∈ {1, . . . , n} and
u ∈W 2(Ω), βku ∈W 2(Ω). Then we infer from (37) and (32b) that τku ∈W 1(Ω) and
τk+1βku=
(
βkβ
∗
k +µk
)
βku= βk
(
β∗k βk +µk
)
u= βkτku. (38)
58 U.-W. Schmincke / J. Math. Anal. Appl. 277 (2003) 51–78
On the one hand, we conclude from (34) and this formula that for each u ∈Wn(Ω) with
βu ∈W 2(Ω) we have τu ∈Wn(Ω) and
τ˜ βu= τn+1βnβn−1 · · ·β2β1u= βnτnβn−1 · · ·β2β1u
= βnβn−1τn−1βn−2 · · ·β2β1u= βnβn−1 · · ·β2β1τ1u= βτu. (39)
On the other hand, let u ∈W 2(Ω) such that τ ku ∈W 2(Ω) (k = 1, . . . , n − 1). Then, in
view of the same commutation formula (38) we find by induction:
β∗1β∗2 · · ·β∗k βkβk−1 · · ·β1u= (τ −µ1)(τ −µ2) · · · (τ −µk)u (k = 1, . . . , n). (40)
Now it is clear that little more will be needed to verify the equivalence
u ∈D(PI (τ )) ⇔ β∗βu ∈W 0(I) and τ˜ βu ∈W 0(I) ⇔ βτu ∈W 0(I).
Then, as a consequence, we proceed from (40) and (39) to the desired relations
β∗βu= (τ −µ1)(τ −µ2) · · · (τ −µn)u, τ˜βu= βτu on I, (41a,b)
u being such that one side of the respective equation is locally integrable in I .
Remark 1.3. In the case n= 1 we have β = β1. Hence the main formulae reduce to
τ = β∗β +µ1, τ˜ = ββ∗ +µ2. (42)
In 1882 Darboux [3] (cf. Pöschl and Trubowitz [16, Chapter 10]) discovered that oper-
ators τ˜ , τ , connected by relations of the type (42), have (in modern language) a certain
“spectral similarity”. In fact, if f is an eigensolution of τ belonging to the eigenpara-
meter λ then ϕ := βf is an eigensolution of τ˜ belonging to the same λ for we have
τ˜ ϕ = τ˜ βf = βτf = βλf = λϕ. The new operator results, so to speak, from one com-
mutation only; therefore the procedure presented above has, in the case n= 1, been called
“single commutation method” (or “Crum–Darboux method” although the whole “multi-
ple” idea is already included in Crum’s paper, cf. [4,5]). In the case n = 2 it ought to be
denoted as “double commutation method”; this designation, however, has been reserved
for the variant in the case n= 2, µ1 = µ2 which we describe below (cf. Gesztesy [10]).
Remark 1.4. Operators as β and B shall be called Darboux operators. The term should
have only an informal meaning; therefore we do not make it more precise (except for an
ad hoc use in Definition 2.1). A global or local Darboux operator is characterized by the
relations mentioned in the very beginning, i.e., by relations of the form
B∗B = P(A), A˜B = BA (43a,b)
or
β∗β = P(τ), τ˜β = βτ, (44a,b)
respectively. Here we have to emphasize that the factorization formulae (32a,b) are only
sufficient to generate Darboux operators. Instead of taking eigensolutions of τ it is possible
to choose other solutions f1, . . . , fn of the equation P(τ)u = 0. But in this case one has
to consider that these solutions must satisfy the condition of “pairwise conjugacy” which
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is quite intricate (see Appendix A). In the case n = 2, however, it reduces to the simple
equation
[f1, τf2] + [τf1, f2] = (µ1 +µ2)[f1, f2]. (45)
In order to comment on the last remark let us consider the case n= 2, µ1 = µ2. Then we
have P(τ)= (τ − µ1)2. Now, if we choose f1, f2 as linearly independent eigensolutions
of τ the Wronskian of f1 and f2 will be constant and thus τ and τ˜ will coincide. For that
reason, let us choose f1 as a (real) eigensolution of τ to µ1 but f2 as a (real) solution
of the equation (τ − µ1)u = f1. Eq. (45) then holds so that f1 and f2 are conjugate
and β satisfies the relation (44a). It can be easily shown that β satisfies (44b). Finally, it
is seen from (11) that the Wronskian w is not constant. So the operators τ , τ˜ really differ.
In GST’s paper, the case µ1 = µ2 is treated less directly. Working with an eigenfamily
(i.e., eigensolutions f (·, λ) parametrized by the eigenparameter λ) one can differentiate
the equation τf (·, λ)− λf (·, λ)= 0 with respect to λ and will so obtain
τfλ(·, λ)− λfλ(·, λ)= f (·, λ). (46)
Therefore f (·,µ) and fλ(·,µ) are connected in the same way as the functions f1 and f2
above and thus are conjugate solutions of the equation P(τ) = 0. (All this has not been
carried out in [11] but it is implicitly contained in the calculations.)
2. Darboux triples
It is clear from the statements above that looking for operators with (1.43) means, in the
case n= 2, looking for special solutions of the equation
(τ −µ1)(τ −µ2)u= 0. (1)
The following notion takes this fact into account.
Definition 2.1. Let q ∈ L1loc(R,R) and τ := (D2 + q)  W 2. Let f1, f2 be real-valued
functions. The triple 〈τ, f1, f2〉 is said to be a Darboux triple if there are real numbers µ1,
µ2 (called the D-numbers of the triple) such that
(a) f1 is an eigensolution of τ belonging to µ1,
(b) there is a real a number such that
(τ −µ2)f2 = af1, (2)
(c) the Wronskian w := [f1, f2] has no zeros.
The number a is called the link number and the local operator β , defined by
βu := − 1
w
W(f1, f2, u)
(
u ∈W 2), (3)
the (local) Darboux operator of the triple.
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Remark 2.2. Let 〈τ, f1, f2〉 be a Darboux triple as above. The numbersµ2, a are evidently
given by
µ2 = 1
w
W(f1, τf2), a = 1
w
W(τf2, f2). (4a,b)
According to Lemma A.2 (see Appendix A) the Darboux operator belonging to 〈τ, f1, f2〉
has the representation
βu= τu+ w
′
w
u′ − 1
2
(
µ1 +µ2 + w
′′
w
)
u, u ∈W 2. (5)
Since it does not change if f1 or f2 is multiplied by a number = 0 we can always assume
that a = 0 or a = 1.
Remark 2.3. Let 〈τ, f1, f2〉 be a Darboux triple as above. Then
fˆ2 := af1 + (µ2 −µ1)f2 (6)
is an eigensolution of τ belonging to µ2 that is nontrivial if a = 0 or µ1 = µ2. In the last
case 〈τ, f1, fˆ2〉 is a Darboux triple too, with the some D-numbers and the same Darboux
operator. Thus, in the case µ1 = µ2, we can suppose without loss of generality, that f1, f2
are both eigensolutions of τ (so that a = 0).
Lemma 2.3. Let 〈τ, f1, f2〉 be a Darboux triple with D-numbers µ1, µ2 etc. as in
Definition 2.1. Let fˆ2 as in Remark 2.3 and
τ˜ u := τu− 2(ln |w|)′′ (u ∈W 2), ϕj := 1
w
f3−j (j = 1,2). (7a,b)
Then:
(a) Let u ∈W 2 . If one of the functions τu, βu is in W 2 , so is the other and we have:
(βτ − τ˜ β)u= 0, (τ −µ1)(τ −µ2)u= β∗βu. (8a,b)
(b) 〈τ˜ , ϕ2, ϕ1〉 is also a Darboux triple. It has D-numbersµ2, µ1 and the link factor is −a,
i.e., we have
(τ −µ2)ϕ2 = 0, (τ −µ1)ϕ1 =−aϕ2. (9a,b)
The triple 〈τ˜ , ϕ2, ϕ1〉 (to be called the complementary Darboux triple of 〈τ, f1, f2〉)
has the Darboux operator β∗.
(c) (Darboux relations) Let λ ∈C. Then for all u ∈W 2,
u ∈N(τ − λ) ⇒ βu ∈N(τ˜ − λ),
u ∈N(τ˜ − λ) ⇒ β∗u ∈N(τ − λ). (10)
(d) The dimension of βN(τ −µj) is 1 for j ∈ {1,2}. More precisely:
Let u ∈N(τ −µ1), v ∈N(τ −µ2) (so that c1 := [u,f1], c2 := [v, fˆ2] are constants).
Then
βu= c1 fˆ2
w
= c1
(
(µ2 −µ1)ϕ1 + aϕ2
)
, βv = c2 f1
w
= c2ϕ2. (11a,b)
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Proof. Assume that 〈τ, f1, f2〉 is a Darboux triple. Then Lemma A.2 can be applied (see
Appendix A) since the hypotheses (A.7), (A.8) are fulfilled.
Ad (a). Let u ∈W 2. Lemma A.2 asserts in (b) the equivalence
τu ∈W 2 ⇔ βu ∈W 2 (12)
and the factorization (8b). Eq. (8a) remains to be verified. Put
f := f1 and Ω :=R \N(f ) (13a,b)
and consider the local differential operators
β1 := fD 1
f
, β2 := w
f
D
f
w
, (14a,b)
defined as operatorsW 2(Ω)→W 0(Ω). Then one easily verifies the “double commutation
formulae”
(τ −µ1)u= β∗1β1u, (τ˜ −µ2)u= β2β∗2u, (15a,b)(
β1β
∗
1 +µ1
)
u= (β∗2β2 +µ2)u (16)
(see also Appendix B) and the relation
βu= β2β1u. (17)
Assume now βu ∈W 2. According to (12) and (15)–(17) we obtain
τ˜ βu= (β2β∗2 +µ2)β2β1u= β2(β∗2β2 +µ2)β1u
= β2
(
β1β
∗
1 +µ1
)
β1u= β2β1
(
β∗1β1 +µ1
)
u= βτu,
thus we have v := (τ˜β − βτ)u= 0 on Ω . But since v ∈ L1loc and R \Ω has measure 0, it
follows v = 0, what proves (8a).
Ad (b). On account of (A.17) and (A.18) we have
(τ˜ −µ2)ϕ2 = w˜(τ −µ1)f1 = 0,
(τ˜ −µ1)ϕ1 = w˜(τ −µ2)f2 = w˜af1 =− a
w
f1 =−aϕ2.
Thus 〈τ˜ , ϕ2, ϕ1〉 is a Darboux triple with (9a,b). The Darboux operator β˜ belonging to it
has the representation
β˜u= τ˜ u− w
′
w
u′ − 1
2
(
µ2 +µ1 + (1/w)
′′
1/w
)
u, u ∈W 2,
and from (A.12), this turns out to be β∗.
Ad (c). This is an immediate consequence of the commutation formula (8a).
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Ad (d). First we exclude the case “a = 0 and µ1 = µ2”: Since then each solution of
τu= µ1u is a linear combination of f1 and f2 and so βu= 0 holds. Choose real-valued
eigensolutions h and k of τ belonging to µ1 and µ2, respectively, such that
[h,f1] = 1,
[
k, fˆ2
]= 1. (18a,b)
Then, according to (A.15),
wf1βh=w2
(
1
w
[h,f1]
)′
=w2
(
1
w
)′
= −(τf1 · f2 − f1 · τf2)
=−f1
(
µ1 · f2 − (µ2f2 + af1)
)= f1fˆ2.
In the same way be obtain wfˆ2βk =w2((1/w)[k, fˆ2])′ = f1fˆ2, so that we conclude
βh= 1
w
fˆ2, βk = 1
w
f1. (19a,b)
Now, let u ∈N(τ −µ1), v ∈N(τ −µ2). Since u and v are eigensolutions of τ pertaining
to µ1 and µ2, respectively, the Wronskians c1 := [u,f1], c2 := [v, fˆ2] are constant. Then
there exist numbers c3, c4 ∈C such that
u= c1h+ c3f1, v = c2k + c4fˆ2.
Applying (19a,b) to these equations yields (11a,b). ✷
The next lemma presents a weak version of the factorization formula (8b). We omit
the proof as well as the proof of the subsequent lemma since only standard methods are
involved. If ∆⊂R is an open interval, we define
(u, v)∆ :=
∫
∆
u · v¯, ‖u‖∆ :=
√
(u,u)∆
(
u,v ∈L2(∆)). (20a,b)
Lemma 2.4. Let 〈τ, f1, f2〉 be a Darboux triple with the D-numbers µ1, µ2 and the
Darboux operator β and τ˜ given as in (7a). Let ∆⊂R be a bounded open interval.
(a) Let u ∈W 2 . If one of the functions τu, τ˜ u, βu, β∗u is in L2(∆), so do the other.
(b) Let u ∈W 20 (∆), v ∈W 2 and τu, τv ∈L2(∆). Then
(βu,βv)∆ =
(
(τ −µ1)u, (τ −µ2)v
)
∆
. (21)
Lemma 2.5. Let 〈τ, f1, f2〉 be a Darboux triple and β the Darboux operator belonging to
it. Let ∆⊂R be a bounded open interval. Let v ∈L2(∆) be a function such that
(βu, v)∆ = 0 for any u ∈W 2(∆) with βu ∈ L2(∆). (22)
Then v ∈W 2(∆) and β∗v = 0.
Our final propositions concern the question how to find Darboux triples. The first one is
more trivial. The proof—here omitted—is straightforward.
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Lemma 2.6. Let τ be given by (1.12), (1.13). Let µ ∈ R and f,g ∈W 2 be real-valued
eigensolutions of τ pertaining to µ such that
f ∈ L2∞, [f,g] = 1. (23a,b)
Let x0 ∈R, c ∈ [0,∞) and define
F(x) := f (x)
x∫
x0
fg + g(x) ·
(
c+
∞∫
x
f 2
)
, x ∈R. (24)
Then
(τ −µ)F = f, [f,F ]x = c+
∞∫
x
f 2 (x ∈R); (25a,b)
thus 〈τ, f,F 〉 is a Darboux triple with D-numbers µ1 = µ2 = µ.
The last lemma essentially reproduces the main content of Lemma 2.2 in GST [11]. We
sketch the proof for the reader’s convenience.
Lemma 2.7. Let τ be given by (1.12), (1.13) with LP at −∞ and ∞ so that the
associated Schrödinger operator A (see (1.14)) is selfadjoint. Let µ,ν ∈ R with µ < ν
and [µ,ν] ⊂ R \ σ(A). Let f , g be nontrivial real-valued eigensolutions of τ pertaining
to µ, ν, respectively, such that
f ∈ L2∞, g ∈ L2−∞ ∪L2∞. (26a,b)
(a) For any u ∈D(A),
[f,u]∞ = 0, g ∈L2−∞ ⇒ [g,u]−∞ = 0. (27a,b)
(b) If g ∈ L2∞ then
[f,g]x = (ν −µ)
∞∫
x
fg (x ∈R). (28)
(c) 〈τ, f, g〉 is a Darboux triple with the D-numbers µ1 = µ, µ2 = ν.
Proof. Ad (a). This is a well known assertion of the Weyl–Stone theory, but can be seen
directly: Take a function ϑ ∈ C∞(R,R) with values 0 in (−∞,0), 1 in (1,∞). Then
v := f ϑ ∈ D(A). Owing to the symmetry of A and Lagrange’s identity one has for all
u ∈D(A)
0 = (Av,u)− (v,Au)= lim
a→−∞
b→∞
([v,u]b − [v,u]a)= [f,u]∞. (29)
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Ad (b). Take the same ϑ as above. Then u := ϑg ∈D(A) and so [f,g]∞ = [f,u]∞ = 0.
Integrating the identity
[f,g]′ = (µ− ν)fg (30)
from x to ∞ leads to (28).
Ad (c). We need to show that w := [f,g] is zero-free. In order to get a contradiction,
assume w to have a zero, say c. Choose a real number b with
f (c)− bg(c)= 0, f ′(c)− bg′(c)= 0
(note that f and g have at most zeros of order 1). Define
µ˜ := 1
2
(µ+ ν), δ := 1
2
(ν −µ). (31a,b)
The functions
h(x) :=
{
bg(x) (x < c),
f (x) (x  c),
k(x) :=
{0 (x < c),
f (x)− bg(x) (x  c),
are in D(A), accordingly as g ∈ L2−∞ or g ∈ L2∞, since they are continuous at c as well as
their derivatives and do not vanish. An easy calculation yields
(τ − µ˜)h=
{
δh on (−∞, c),
−δh on (c,∞), (τ − µ˜)k =
{0 on (−∞, c),
−δ(f + bg) on (c,∞).
Now, in view of the spectral theorem and the assumptions on µ and ν, choose an ε > 0
such that∥∥(A− µ˜)u∥∥2  (δ2 + ε)‖u‖2 (u ∈D(A)). (32)
Case 1. g ∈L2−∞.—Then we have |(τ − µ˜)h| = δ|h| and so on account of (32)
δ2‖h‖2 = ∥∥(τ − µ˜)h∥∥2 = ∥∥(A− µ˜)h∥∥2  (δ2 + ε)‖h‖2 = 0,
with is a contradiction.
Case 2. g ∈L2∞.—Applying (32) to k we obtain
0 < ε‖k‖2 = (δ2 + ε)‖k‖2 − δ2‖k‖2  ∥∥(A− µ˜)k∥∥2 − δ2‖k‖2
= δ2
∞∫
c
(|f + bg|2 − |f − bg|2)= 4δ2b ∞∫
c
fg = 4δ2b 1
2δ
w(c)= 0,
where we have made use of (28). This contradiction completes the proof. ✷
3. Global operator relations and proof of the theorem
The proof of Theorem 1.1 is performed in six steps. Each result is formulated as a
lemma since some of them may have an interest of their own.
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We begin with the general hypotheses. Let τ be as in (1.12), (1.13) with LP at −∞ and
∞ so that the associated Hilbert space operator A, defined by (1.14), is selfadjoint. Let µ,
ν be real numbers with µ  ν and [µ,ν] ⊂ R \ σ(A). Let f , g be nontrivial real-valued
eigensolutions of τ belonging to µ and ν, respectively. Now we have two cases:
Case I. µ< ν. Suppose
f ∈ L2∞ and
[
g ∈L2−∞(Case Ia) or g ∈L2∞(Case Ib)
]
. (1a,b)
Case II. µ= ν. Suppose (1a) and
[f,g] = 1. (2)
Furthermore, in this case let F be the function that is defined by (2.24) (see Lemma 2.6) if
we put x0 = 0 and c= 0 there.
Remark 3.1. Note that
f /∈ L2−∞, Case Ia ⇒ g /∈L2∞, Case Ib ⇒ g /∈ L2−∞; (3a,b,c)
otherwise, µ or ν would be an eigenvalue of A.
Remark 3.2. If we define f2 to be g in the Case I and F in the Case II, we can conclude
that 〈τ, f,f2〉 is a Darboux triple with the D-numbersµ, ν, according to Lemmata 2.7, 2.6.
Its Darboux operator is again denoted by β .
We retain the former notations: w := [f,f2], µ˜ := (µ + ν)/2, δ := (ν − µ)/2, q˜ :=
q − 2(ln |w|)′′, τ˜ := (D2 + q˜) W 2. Furthermore we define
ϕ := 1
w
f2, ψ := 1
w
f, (4a,b)
D0 :=
{
u ∈D(A) ∣∣ suppu is compact}= {u ∈W 20 ∣∣ τu ∈H} (5)
and introduce the Hilbert space operators
A0 :=A D0, B0 := β D0, B := B0, (6a,b,c)
B̂ := β  {u ∈W 2 ∩H ∣∣ βu ∈H}. (7)
Lemma 3.3. We have D(A)=D(B) and
(Bu,Bv)= ((A−µ)u, (A− ν)v)= ((A− µ˜)u, (A− µ˜)v)− δ2(u, v) (8)
for all u,v ∈D(A). Besides (E being the identity operator in H),
B∗B = (A−µ)(A− ν)= (A− µ˜)2 − δ2E. (9)
Proof. Due to Lemma 2.4, (8) holds for all u,v ∈D0. Since A∗0 = A and A is selfadjoint
we have A0 =A. By standard procedures we arrive at the assertion. ✷
In the sequel, integrals without limits extend over the whole real line.
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Lemma 3.4. We have
B∗ = β∗  {u ∈W 2 ∩H ∣∣ β∗u ∈H}, B ⊂ B̂. (10a,b)
Proof. Ad (10a), “⊃”. Let v ∈W 2 ∩H with β∗v ∈H . Then for any u ∈D0,
(B0u,v)=
∫
βu · v¯ =
∫
u · β∗v = (u,β∗v);
thus v ∈D(B∗0 )=D(B∗) and β∗v = B∗0v = B∗v.
Ad (10a), “⊂”. Let v ∈D(B∗). It it sufficient to show that v ∈W 2 because we have then
for all u ∈D0
(u,B∗v)= (Bu, v)=
∫
βu · v¯ =
∫
u · β∗v,
hence B∗v = β∗v in each bounded open interval and thus β∗v ∈ H . Now, consider the
element h := (A − ν)−1(A − µ)−1B∗v. Since h ∈ D(A2), we have h ∈ W 2 ∩ H and
τh=Ah ∈W 2 ∩H and therefore, according to Lemma 2.3(a)
k := βh ∈W 2. (11)
From (2.8b) follows
β∗k = β∗βh= (τ −µ)(τ − ν)(A− ν)−1(A−µ)−1B∗v = B∗v
and consequently, for any u ∈D0,∫
βu · v¯ = (B0u,v)= (u,B∗v)=
∫
u · β∗k =
∫
βu · k.
If we put r := v − k, we have particularly for any bounded open interval ∆⊂R
0 = (βu, r), u ∈W 20 (∆),
and so r ∈W 2(∆) by Lemma 2.5. Thus, regarding (11) we obtain v = k + r ∈W 2.
Ad (10b). First note that D0 ⊂D(B∗). Namely, if v ∈D0 then v ∈W 20 and τv ∈H and
thus β∗v ∈H , in virtue of Lemma 2.4(a). According to (10a) it follows that v ∈D(B∗) and
B∗v = β∗v. Let now u ∈D(B). Since (B∗v,u)= (v,B∗∗u)= (v,Bu) for all v ∈D(B∗),
we have especially for all v ∈D0∫
βu · v¯ =
∫
u · β∗v = (u,B∗v)= (Bu, v)=
∫
Bu · v¯.
It results βu= Bu ∈H and thus u ∈D(B̂). ✷
The next lemma deals with the growth properties of the functions ϕ and ψ that have
been defined in (4a,b). According to Lemma 2.3, 〈τ˜ ,ψ,ϕ〉 is a Darboux triple with the
D-numbers ν, µ (!) and thus ψ in any case an eigensolution of τ˜ belonging to ν. In Case I
we have f2 = g, so that ϕ is in this case an eigensolution of τ˜ . (In Case II ϕ is of less
importance.)
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Lemma 3.5. The following asymptotic relations hold:
ψ ∈ L2∞ \L2−∞ in Case Ia, ψ ∈ L2−∞ \L2∞ in Cases Ib, II, (12a,b)
ϕ ∈ L2−∞ \L2∞ in Case I. (13)
Proof. Case I. Choose an u ∈N(τ −µ) with u ∈L2−∞ (it exists since µ /∈ σ(A)).
Because of (1a), f and u are linearly independent so that we may assume [u,f ] = 1.
Take a function ϑ ∈ C2(R,R) with values 1 in (−∞,0), 0 in (1,∞). Then ϑu ∈D(A)=
D(B) (see Lemma 3.3) and thus β(ϑu) ∈ H . Therefore, due to formula (2.11a) from
Lemma 2.3,
ϕ = 1
2δ
βu ∈L2−∞ (14)
since βu equals β(ϑu) in (−∞,0). In the following we pay attention to the inequality∣∣∣∣ln |w(b)||w(a)|
∣∣∣∣=
∣∣∣∣∣
b∫
a
w′
w
∣∣∣∣∣
b∫
a
∣∣∣∣ (µ− ν)fgw
∣∣∣∣= 2δ
b∫
a
|f ||ϕ| = 2δ
b∫
a
|ψ||g| (15)
that is valid for all a, b ∈R with a  b (here we use the identity (2.30)).
Case Ia. Choose any v ∈ N(τ − ν) with v ∈ L2∞. Because of (3b), g and v are linearly
independent so that we may assume [v,g] = 1. Take a function ϑ ∈C2(R,R) with values
0 in (−∞,0),1 in (1,∞). Then ϑv ∈ D(A) = D(B) and thus β(ϑv) ∈ H . Therefore,
according to formula (2.11b) from Lemma 2.3,
ψ = βv ∈ L2∞. (16)
Now we prove that ϕ /∈ L2∞ and ψ /∈ L2−∞. Assume the contrary. If ϕ ∈ L2∞, we use (15),
(1a) and Schwarz’s inequality∣∣∣∣ln |w(x)||w(0)|
∣∣∣∣ 2δ
( ∞∫
0
f 2 ·
∞∫
0
ϕ2
)1/2
=: c1 <∞ (0 x <∞),
hence∣∣w(0)∣∣e−c1  ∣∣w(x)∣∣ ec1∣∣w(0)∣∣=: c2 (0 x <∞),
and, on account of (3b),
∞> c22
∞∫
0
ϕ2 = c22
∞∫
0
(
g
w
)2

∞∫
0
g2 =∞,
which is absurd. In the same way, one infers from ψ ∈ L2−∞ and (1b) that∣∣∣∣ln |w(x)||w(0)|
∣∣∣∣ 2δ
( 0∫
−∞
ψ2 ·
0∫
−∞
g2
)1/2
=: c3 <∞ (0 x <∞)
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and hence, due to (3a),
∞> c24
0∫
−∞
ψ2 = c24
0∫
−∞
(
f
w
)2

0∫
−∞
f 2 =∞,
where c4 := ec3 |w(0)|. This proves (12a) and (13) for Case Ia.
Case Ib. Choose any v ∈N(τ − ν) with v ∈ L2−∞. Because of (3c), g and v are linearly
independent so that we may assume [v,g] = 1. Arguing in the same way as for (16) we
find
ψ = βv ∈ L2−∞. (17)
Take now a functionϑ ∈ C2(R,R) with values 0 in (−∞,0), 1 in (1,∞). The functions
h := ϑf , k := ϑg are in H , together with their images τh, τk. Therefore, h, k ∈D(A), and
because of the symmetry of A we have
0 = (Ah, k)− (h,Ak)= lim
x→∞
a→−∞
x∫
a
(
τh · k − h · τk)
= lim
x→∞[h, k]x − lima→−∞[h, k]a = limx→∞w(x). (18)
Now we show that ϕ /∈ L2∞ and ψ /∈ L2∞. Suppose that the contrary holds. Then, because
of {f,g} ⊂ L2∞, we conclude from (15) due to Schwarz’s inequality that ln |w| is bounded
on the interval [0,∞). This contradicts (18).
Case II. In this case we have w = [f,F ] and, according to (2.25b),
ψ2(x)= f
2(x)
w2(x)
= f 2(x)
( ∞∫
x
f 2
)−2
=
(
1
w(x)
)′
, x ∈R,
and thus for all a, x ∈R
x∫
a
ψ2(t)dt = 1
w(x)
− 1
w(a)
. (19)
On the one hand, regarding (1a) and (3a), we have
w(x)=
∞∫
x
f 2 → 0 (x→∞), w(x)=
∞∫
x
f 2 →∞ (x→−∞). (20a,b)
Passing to the limit a→−∞ in (19) shows that ψ ∈ L2−∞ and leads to
x∫
−∞
ψ2(t)dt = 1
w(x)
(x ∈R). (21)
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On the other hand, we infer from (21) and (20a) that ψ /∈ L2∞. This completes the
proof. ✷
Lemma 3.6 (Polar decomposition of B). The operators B and
|B| := (B∗B)1/2 = [(A−µ)(A− ν)]1/2 (23)
(see Lemma 3.3) are invertible with bounded inverses defined on H . The operator
U :=B|B|−1 (24)
is unitary as a map from H on H . Moreover, we have
B =U |B|, B(B∗B)−1 =U |B|−1. (25a,b)
Proof. The operator (A− µ)(A− ν) = B∗B is strictly positive since [µ,ν] ⊂ R \ σ(A)
and the resolvent set is open. Therefore, (B∗B)−1 and |B|−1 exist as bounded operators
defined on H . By well-known arguments we conclude from D(B) =D(|B|) that U is an
isometric operator with R(U) = R(B). In view of the inequality ‖Bx‖ = ‖|B|x‖ ε‖x‖
(x ∈ D(B)), with suitable ε > 0, it is clear that B is invertible and that B−1 is formally
bounded. Thus R(B) = R(B)= N(B∗)⊥ (note that B is a closed operator). It remains to
prove that R(B)=H or, equivalently,
N(B∗)= {0}. (26)
We start from a variant of the Lagrange identity:
b∫
a
(
βu · v¯ − u · β∗v)= ( 1
w
[u,wv]
)b
a
(27)
holding for all a, b ∈ R and all u,v ∈ W 2. Now, let v ∈ N(B∗). Since β∗ is a real
differential operator we may suppose, without loss of generality, that v is real-valued. In
view of (10a) we have β∗v = 0. Since β∗ is the Darboux operator belonging to the Darboux
triple 〈τ˜ ,ψ,ϕ〉, the functions ψ , ϕ form a fundamental system of the equation β∗u = 0.
So we can find real numbers c1, c2 with
v = c1ψ + c2ϕ = h
w
(28)
if we define h := c1f + c2f2. On the other hand, inserting v = h/w into (27) yields (recall
that D(A)=D(B))
0 = (Bu, v)− (u,B∗v)= lim
x→∞
a→−∞
x∫
a
(βu · v − u · β∗v)
= lim
x→∞
a→−∞
(
1
w
[u,h]
)x
a
, u ∈D(A). (29)
Now take a function ϑ ∈ C2(R,R) with values 0 in (−∞,0), 1 in (1,∞). Obviously,
u := ϑf ∈D(A). Inserting this into (29) we obtain together with (28)
0 = lim
x→∞
1
w(x)
[u,h]x = lim
x→∞
1
w(x)
[f, c1f + c2f2]x = lim
x→∞
1
w(x)
c2[f,f2]x = c2.
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Since c1 = 0 would imply ψ = 1/c1v ∈ H , a contradiction to the assertions (12a,b) in
Lemma 3.5, we conclude that c1 = c2 = 0 and so v is the null element. The relations (25a,b)
are trivial. ✷
Remark 3.7. In Case Ia we have ϕ ∈ L2−∞ \L2∞ and ψ ∈ L2∞ \L2−∞, so that in this case
v ∈H and (28) can immediately seen to imply v = 0.
Lemma 3.8. τ˜ is always LP at +∞. In the Case Ia τ˜ is also LP at −∞. The operator
A˜ := τ˜  {u ∈W 2 ∩H ∣∣ τ˜ u ∈H ; τ˜ is LC at −∞ ⇒ [ψ,u]−∞ = 0}
is selfadjoint. Moreover, we have
BA= A˜B. (30)
Proof. Both first assertions and the selfadjointness of A˜ follow directly from Lemma 3.5
(recall that ψ and ϕ are eigensolutions of τ ; for ϕ this is true only in Case I) so that
only (30) remains to be proved.
Step 1. We show that
BA⊂ A˜B. (31)
Let u ∈D(A) and Au ∈D(B) =D(A) (see Lemma 3.3). Since u ∈W 2 ∩H and, due to
Lemma 3.4, also βτu ∈H and BAu= βτuwe conclude from Lemma 2.3(a) that βu ∈W 2
and
τ˜Bu= τ˜ βu= βτu= BAu ∈H. (32)
In Case Ia it is thus verified that Bu ∈D(A˜) and A˜Bu= BAu ∈H . In order to show that
the latter holds even in Cases Ib and II we are going to prove
[βu,ψ]−∞ = 0. (33)
Define
G :=
{
(ν −µ)g (Case Ib),
f (Case II). (34)
Obviously, G is an eigensolution of τ belonging to ν with G ∈ L2∞ \ L2−∞. Choose an
eigensolution h of τ belonging to ν with h ∈ L2−∞ and [h,G] = 1. From formula (2.11b)
of Lemma 2.3 follows:
βh=ψ. (35)
Choose now η ∈ D0 \ {0} with supp η ⊂ (0,1). Then v := (A − ν)−1η ∈ D(A) and
Av = νv + η ∈D(A)=D(B) and thus v ∈D(A2)=D(B∗B). Furthermore,
(τ − ν)v = 0 in R \ [0,1].
Since τ is LP at −∞ and ∞ and h and G, just as v, are eigensolutions in R \ [0,1] that are
associated with the eigenparameter ν, it follows from h ∈ L2−∞, G ∈ L2∞ and v ∈H \ {0}
that there are numbers c1, c2 ∈C \ {0} with
v(x)=
{
c1h(x) (x < 0),
c2G(x) (x > 0).
(36)
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Defining
ξ := [βu,βv]
we obtain by (35) and (36) (note that βG= 0)
ξ(x)=
{
c1[βu,ψ] (x < 0),
0 (x > 0),
and thus, applying Lemma 3.3 and (32) (it is clear that this formula holds with u replaced
by v):
0= ((A−µ)Au, (A− ν)v)− ((A−µ)u, (A− ν)Av)= (BAu,Bv)− (Bu,BAv),
0= lim
x→−∞
b→∞
b∫
x
(
βτu · βv¯− βu · βτ v¯)= lim
x→−∞
b→∞
b∫
x
(
τ˜ βu · βv¯− βu · τ˜ βv¯)
= lim
x→−∞
b→∞
[βu,βv]bx =− lim
x→−∞ξ(x)=−c1 limx→−∞[βu,ψ]x.
Since c1 = 0, (33) follows.
Step 2. We show: Suppose u ∈D(A˜B). Then βAu ∈H , and for any y ∈D(A),(
(A− ν)y,Au)= (B(A−µ)−1y,βu). (37)
Let u ∈D(B), βu= Bu ∈D(A˜). Then u ∈W 2 ∩H , and because of Lemma 2.3(a)
βAu= βτu= τ˜ βu ∈H, (38)
moreover, in Case Ib and II,
[βu,ψ]−∞ = 0. (39)
(Since ψ ∈ L2−∞ in these cases, (39) is valid even if τ˜ is LP at −∞.) Besides, we have in
Case I
[βu,ϕ]−∞ = 0. (40)
To prove this we note that τ˜ is LP at −∞ in Case Ia so that then [v,ϕ]−∞ = 0 for each
v ∈D(A˜), especially for v = βu. In Case Ib we infer from relation
1
w(b)
− 1
w(a)
= 2δ
b∫
a
ϕψ (a, b ∈R) (41)
that the limits [ϕ,ψ]−∞ = − limx→−∞ 1w(x) exists. It is zero, otherwise we would have
1/w2  const > 0 in a neighbourhood of −∞ which would lead to the contradiction
∞>
0∫
−∞
ϕ2 =
0∫
−∞
g2
w2
 const
0∫
−∞
g2 =∞.
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Thus
[ϕ,ψ]−∞ = 0 in Case Ib. (42)
From this and the symmetry of A˜ we conclude that [v,ϕ]−∞ = 0 for each v ∈D(A˜), in
particular for v = βu. Thus (40) is verified.
Eq. (37) shall be proved first for all y ∈ D0. Let y ∈ D0 \ {0}. Choose an R > 0 such
that supp y ⊂ (−R,R). Then v := (A− µ)−1y ∈D(A2)=D(BA) and (τ − µ)v = 0 in
R \ (−R,R). Choose a function h ∈ N(τ − µ) with h ∈ L2−∞ and [h,f ] = 1 (note that
f /∈L2−∞). Then there exist numbers c1, c2 ∈C \ {0} with
v(x)=
{
c1h(x) (x <−R),
c2f (x) (x > R).
(43)
We define
Φ :=
{
(ν −µ)ϕ (Case I),
ψ (Case II), ξ := [βu,βv],
and find according to Lemma 2.3(d)
βh=Φ
and thus by (43) (note that βf = 0)
ξ(x)=
{
c1[βu,Φ] (x <−R),
0 (x > R).
Due to (39), (40) we have [βu,Φ]−∞ = 0 and thus, if we use (38),
0=− lim
x→−∞ξ(x)=−c1 limx→−∞
b→∞
[βu,βv]bx = lim
x→−∞
b→∞
b∫
x
(
τ˜ βu · βv¯− βu · τ˜ βv¯)
= lim
x→−∞
b→∞
b∫
x
(
βτu · βv¯− βu · βτ v¯)= (βAu,Bv)− (Bu,BAv),
so that we obtain by Lemma 3.3(
B(A−µ)−1y,βAu)= (Bv,βAu)= (BAv,Bu)= ((A−µ)Av, (A− ν)u)
= (A(A−µ)v, (A− ν)u)= (Ay, (A− ν)u)
= ((A− ν)y,Au).
Thus (37) is verified for all y ∈ D0. To prove this for any y ∈ D(A), we note that
B(A− µ)−1 is bounded (since defined on H ) and choose a sequence {yn} from D0 with
yn→ y , Ayn→Ay . An obvious limiting procedure leads to the assertion.
Step 3. We prove:
D(A˜B)⊂D(BA).
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Let u ∈D(A˜B). Let x ∈H . Then y := (A−ν)−1x ∈D(A), and using (37) and Lemma 3.6
we arrive at
(x,Au)= ((A− ν)y,Au)= (B(A−µ)−1y,βAu)
= (B(A−µ)−1(A− ν)−1x,βAu)= (B(B∗B)−1x,βAu)
= (U |B|−1x,βAu)= (|B|−1x,U∗βAu)= (x, |B|−1U∗βAu).
Therefore, Au= |B|−1U∗βAu ∈D(|B|)=D(B) and thus u ∈D(BA). ✷
Proof of Theorem 1.1. The assertions (i), (ii) and most of the claims under (iii) have
already been verified. Two propositions remain to be proved:
(a) Let U be the unitary operator from Lemma 3.6. Then
UAU∗ = A˜. (44)
(b) In Case II (where U = B|A−µ|−1) even the operator V := B(A−µ)−1 is unitary as
a map from H onto H , and
VAV ∗ = A˜. (45)
Moreover, V can be represented as an integral operator in the form (1.26).
Ad (a). Let {Et } be the spectral family of A. Because of [µ,ν] ⊂ R \ σ(A) we can find
an ε > 0 such that σ(A)⊂Ω :=R \ [µ− ε, ν + ε] so that for all u ∈D(A)
|B|−1Au= [(A−µ)(A− ν)]−1/2Au= ∫
Ω
t√
(t −µ)(t − ν) dEtu=A|B|
−1u.
From this we conclude:
|B|−1A=A|B|−1. (46)
Since both sides of (44) are selfadjoint operators it is sufficient to prove the inclusion
UAU∗ ⊂ A˜. (47)
Let x ∈H and U∗x ∈D(A). Considering (46) and Lemma 3.8 we obtain:
UAU∗x = B|B|−1AU∗x = BA|B|−1U∗x = A˜B|B|−1U∗x = A˜UU∗x = A˜x.
Thus (47) and so (a) are verified.
Ad (b). Consider the Case II (i.e., µ = ν etc.). The operator V is bounded, as defined
on H ; moreover, V :H → H is bijective because R((A − µ)−1) = D(A) = D(B) and
R(B)=H . Since we have according to Lemma 3.3 for all x ∈H
‖V x‖2 = (B(A−µ)−1x,B(A−µ)−1x)
= ((A−µ)(A−µ)−1x, (A−µ)(A−µ)−1x)= ‖x‖2,
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V is unitary. To prove the inclusion VAV ∗ ⊂A (and thus (45)) we note that (A−µ)−1 ×
A⊂A(A−µ)−1 and therefore, for all x ∈H with V ∗x ∈D(A),
VAV ∗x = B(A−µ)−1AV ∗x = BA(A−µ)−1V ∗x
= A˜B(A−µ)−1V ∗x = A˜V V ∗x = A˜x.
In order to verify the representation (1.26) we consider the integral operator
(Ku)(x) :=w(x)u(x)− f (x)
∞∫
x
f (t)u(t)dt
(
x ∈R; u ∈L2∞
)
. (48)
Let u ∈H . Then v := (A−µ)−1u ∈D(A)=D(B) and thus τv,βv ∈H and by (2.27a)
[f, v]∞ = 0. (49)
Thus we have for all x ∈R
(Kτv)(x)= (τv)(x)w(x)− f (x)
∞∫
x
(−f v′′ + f qv)
= (τv)(x)w(x)− f (x)
∞∫
x
(−f ′′v − [f, v¯]′ + f qv)
= (τv)(x)w(x)−f (x) lim
b→∞
{ b∫
x
[
(µ−q)f v+f qv]−[f, v]b+[f, v¯]x}
= (τv)(x)w(x)+µ(Kv−wv)(x)− [f, v¯]xf (x)
where we have used (49). Combining this with the relation
βv − u= βv− (τ −µ)v = w
′
w
v′ − 1
2
w′′
w
v =−f
2
w
v′ + 1
2
2ff ′
w
v =−f
w
[f, v¯]
we obtain eventually
Ku=K(τ −µ)v =wu− f [f, v¯] =wu+w(βv − u)
=wβv =wBv =wB(A−µ)−1u=wV u,
so that V = (1/w)K . This completes the proof of the theorem. ✷
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Appendix A. The FKH theorem
Let n ∈ N, I ⊂ R be an open interval and pk ∈ Ck(I) (k = 0, . . . , n) real-valued
functions with pn(x) > 0 (x ∈ I). We consider the differential operators
ϑ :=
n∑
k=0
DkpkD
k, αk := (−1)k
n∑
j=k
Dj−kpjDj (k = 1, . . . , n), (A.1)
defined on C2n(I) and C2n−1(I), respectively, and
P(u, v) :=
n∑
k=1
{
αku ·Dk−1v − αkv ·Dk−1u
} (
u,v ∈ C2n−1(I)). (A.2)
From the Lagrange identity
DP(u,v) = u · ϑv − v · ϑu (u,v ∈ C2n(I)) (A.3)
it is seen that for two solutions u1, u2 of the differential equation
ϑu= 0 (A.4)
we have always P(u, v) = const. If this constant is 0 the solutions u1, u2 are said
to be conjugate. In the case n = 1—and only then—conjugacy is equivalent to linear
dependence.
Theorem A.1 (Frobenius–Krein–Heinz). In the Hilbert space H = L2(I) consider the
(obviously symmetric) operator L0 := ϑ  C2n0 (I). Then L0 is nonnegative if and only
if there are pairwise conjugate real-valued solutions f1, . . . , fn of (A.4) such that their
Wronskian w :=W(f1, . . . , fn) has no zeros on I .
If f1, . . . , fn are such solutions, let B be the closure of the operator
B0u :=
√
pn
w
W(f1, . . . , fn,u)
(
u ∈ Cn0 (I)
) (A.5)
and L the energetic closure (Friedrichs extension) of L0. Then we have
L= B∗B. (A.6)
For a proof cf. Heinz [3], Coppel [1, Chapter II] and Glazman [12, Section 44]. (See
also [20].) To some extent an adaptation to our problem is given by the following lemma
dealing with some local aspects of Theorem A.1.
Lemma A.2. Let q and τ be given as in (1.12) and (1.13). Let µ1, µ2 ∈R and f1, f2 ∈W 2
be real-valued functions with τf1, τf2 ∈W 2 such that w := [f1, f2] has no zeros and
(τ −µ1)(τ −µ2)fj = 0 (j = 1,2), (A.7)
[f1, τf2] + [τf1, f2] = (µ1 +µ2)[f1, f2] (A.8)
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hold on R. Then w ∈W 3 . Define
q˜ := q − 2(ln |w|)′′, µ˜ := 1
2
(µ1 +µ2),
ϕj := 1
w
f3−j (j = 1,2), w˜ := [ϕ1, ϕ2] (A.9)
and the operators
τ˜ u := (D2 + q˜)u, βu := − 1
w
W(f1, f2, u)
(
u ∈W 2). (A.10)
Then:
(a) For any u ∈W 2,
βu= τu+ w
′
w
u′ −
(
µ˜+ 1
2
w′′
w
)
u, (A.11)
β∗u= τu−
(
w′
w
u
)′
−
(
µ˜+ 1
2
w′′
w
)
u
= τ˜ u− w
′
w
u′ −
(
µ˜+ 1
2
(1/w)′′
1/w
)
u, (A.12)(
β∗ 1
w
− 1
w
β
)
u= 0, (A.13)(
τ˜
1
w
+ 1
w
τ
)
u= 2
w
(β + µ˜)u= (β∗ + µ˜) 2
w
u, (A.14)
fjβu=w
(
1
w
[u,fj ]
)′
, j = 1,2. (A.15)
(b) If u ∈W 2 and if one of both functions τu, βu in W 2 , so does the other, and we have
(τ −µ1)(τ −µ2)u= β∗βu. (A.16)
(c) We have(
τ˜
1
w
+ 1
w
τ
)
fj = 2
w
µ˜fj , (τ˜ −µj)ϕk = w˜(τ −µ3−j )f3−k (j, k = 1,2),
(A.17)
[ϕ1, τϕ2] + [τϕ1, ϕ2] = (µ1 +µ2)[ϕ1, ϕ2], w˜ =− 1
w
. (A.18)
Proof. The assertions (a) and (c) can be verified by direct calculation. Now, let u ∈W 2,
x ∈ R and choose an open neighbourhood Ω of x and a number j ∈ {1,2} such that
f := fj has no zeros in Ω . On account of (a) and the identities
βu=−w
f
(
1
w
(u′f − uf ′)
)′
, u · τf − τu · f = (u′f − uf ′)′ (A.19)
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it can be easily seen that
βu ∈W 2(Ω) ⇔ τu ∈W 2(Ω) (A.20)
and eventually also (A.16) hold, what proves (b). ✷
Appendix B. Proof of the commutation formula (1.32b)
Since Deift’s proof of Crum’s result (Theorem 12 in [4]) demonstrates in detail how to
handle Wronskians it may be allowed to give only a sketch of the procedure. We start from
the identity
w′k+1wk−1 −wk+1w′k−1 = (µk −µk+1)wkW(f1, . . . , fk−1, fk+1)
(k = 1, . . . , n− 1). (B.1)
For k = 1 the r.h.s. has to be interpreted as (µ1 − µ2)w1W(f2) so that in this case the
relation becomes [f1, f2]′ = (µ1−µ2)f1f2 which obviously is true. Let n ∈N, n 3, and
k ∈ {2, . . . , n− 1}. The l.h.s. of (B.1) can be written as the determinant W(f1, . . . , fk+1)
where the elements of the last row have been replaced first by the entries
f
(k+1)
j wk−1 − f (k)j w′k−1 (j = 1, . . . , k + 1)
and then, in view of (1.29), by the elements
a
(k)
j := −µj
(
f
(k−1)
j wk−1 − f (k−2)j w′k−1
)
(j = 1, . . . , k + 1).
Now let, for s ∈ {0, . . . , k − 1}, Qs be the determinant which is obtained from the
Wronskian of the f1, . . . , fk by deleting the (s + 1)th row and the kth column. Define
cj := 0 (j = 1, . . . , k − 1), ck :=wk, ck+1 :=W(f1, . . . , fk−1, fk+1).
Then a standard calculation yields (note that for k = 2 the sum vanishes):
a
(k)
j =−µj
{
cj +
k∑
s=3
(−1)sf (k−s)j Qk−s
}
(j = 1, . . . , k + 1).
Inserting these terms in the last row of the determinant W(f1, . . . , fk+1) leads eventually
to (B.1). With (1.31a) and the identity
wk−1wk+1 =w2k
(
1
wk
W(f1, . . . , fk−1, fk+1)
)′
(cf. Coppel [1, p. 87]) we conclude from (B.1)
gk
gk+1
(
1
g2k
(gk+1gk)′
)′
= µk −µk+1.
But the l.h.s. equals to
g′′k+1
gk+1
− (1/gk)
′′
1/gk
and this coincides with β∗k+1βk+1 − βkβ∗k according to (1.31b). ✷
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