Cloud Robotics is an emerging paradigm in which robots, seen as abstract agents, have the possibility to connect to a common network and share on a complex infrastructure the information and knowledge they gather about the physical world; or conversely consume the data collected by other agents or made available on accessible database and repositories. In this paper we propose an implementation of an emergency-management service exploiting the possibilities offered by cloud robotics in a smart city scenario. A high-level cloud-platform manages a number of unmanned aerial vehicles (quadrotor UAVs) with the goal of providing aerial support to citizens that require it via a dedicated mobile app. The UAV reaches the citizen while forwarding a realtime video streaming to a privileged user (police officer),connected to the same cloud platform, that is allowed to teleoperate it by remote.
Introduction
At the dawn of cloud robotics [8] [9] [10] many and interesting applications are possible exploiting the power of this technology [11] [12] . Moreover the number of applications that see UAV as interesting devices for environment monitoring is growing. Indeed users can access to services built by fetching data from UAVs, such as telemetry or video streaming. As this paper illustrates, these services, which are part of the IT architecture, can be accessed via web or other devices, such as smartphone applications. A real security problem in a urban context is proposed as a test case in this paper; urban spaces monitored by cameras are not an efficient way to decrease crime rates since criminal events e.g., theft, robbery, rape tend to occur in unmonitored zones. Thus the aim of this test case is to apply this cloud architecture, based on ROS [1] [2], to crime prevention. In the case of aggression the user requests the emergency service from the IT architecture, by providing GPS coordinates and an identification number. The IT architecture organizes a UAV to reach him/her for offering monitoring and support. In the meantime a police officer will use the service to see the current position of the UAV, its telemetry and video streaming from its camera. When UAVs are required for search and rescue or emergency interventions:
1. User sends a request to the service. 2. The request is automatically forwarded to the platform. 3. The platform transforms the request into a mission in a lower level language message. 4. Depending on the mission the message will be deployed to either a single or a swarm of UAVs
Interfaces
In this paper two interfaces to service are presented:
• A user-side interface which requests help and assistance from the UAV;
• A police-side interface for monitoring and management
The first interface is a mobile application running on an Android smartphone. It acquires GPS coordinates and phone ID when the user request for help. Then it sends these data (GPS coordinates and phone ID), over HTTP protocol, through a GET request to the server of the cloud platform. An example of the GET request could be: http:/ffsc/request/?gps=45.674524,7.398732&cell=32308937642&command=takeoff The second interface is addressed to the police force. The officer accesses all the information about the UAV collected by telemetry and video streaming via a web browser. In this way he/she can know the actual position of the UAV, displayed on a map embedded in the web page. Information about remaining estimated time and distance for mission accomplishment are also made available. In addition, the video streaming from the UAV camera can offer assistance to the person in emergency.
Fig. 2. Web browser GUI
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The Cloud Platform
The cloud platform mainly consists of three layers :
• Front End which contains APIs to build new services;
• Application which contains all specific applications (the so called "remote brain"), that support APIs above; • Adaption which contains adapters and drivers to connect different robots, and abstracts their basics functionalities to the above applications and APIs.
The platform is based on ROS framework [2], as showed in Figure 3 , where gray boxes represent ROS nodes. The platform context is composed by two additional layers:
• Robots which contains all robots. They are connected to the platform through specific ROS nodes, named drivers and adapters (Adaption Layer); • Services which contains all services exploiting APIs exposed by the platform (Front End Layer).
In order to have the cloud platform more robust and resilient we add the following managing elements:
• WatchDog System (WDS): to manage ROS nodes and represent the node status;
• Message Discovery Function (MDF): to enable or disable APIs according to ROS messages.
The Agents
The first validation-tests of the overall system have been conducted using a quadrotor as agent. Three different products are used in the validation of the proposed architecture: and to its relatively young support to multi-copters when compared to other solutions on the market, it is not so common to find academic works that use this hardware.
Notice also that AR.Drone is a commercial ready-to-fly quadrotor while Micropilot and Mikrokopter are just two different models of autopilot electronic boards; in order to fly these require a mechanical frame, four or more motors, the same number of ESCs (Electronic Speed Controllers) and a battery. However since the ROS interface has to communicate directly with the autopilot, from a functional point of view the ROS architecture is not impacted by the general architecture of the agent, therefore this has not been described in detail. The three architectures offer growing functionalities, but also growing difficulties in implementation. Table 1 summarizes their main features and their integration status in ROS environment.
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