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“Engineers like to solve problems. If there are no problems handily available, they will
create their own problems.”
Scott Adams
An Improved Attack on Keystream Generators with Boolean Keyed
Feedback Function
İlker Yasin Yıldız
Abstract
Ultra-lightweight stream ciphers are highly optimized variation of stream ciphers for
miniscule hardwares with limited power and calculation resources such as RFID pro-
duct tags used in retail marketing and Wireless Sensor Network components that are
indispensable part of modern SCADA systems.
In FSE 2015, Armknecht and Mikhalev presented a unique ultra-lightweight stream ci-
pher design approach defined as Keystream Generators with Keyed Update Function
(KSG with KUF) along with a concrete cipher Sprout [1]. This design approach used by
recent stream ciphers such as Fruit [2] and Plantlet [3], promises to make use of secret
key during state updates in order to maintain security level as well as shorten internal
state size to reduce hardware area in conjunction with power consumption. In 2018,
definition of KSG with KUF is narrowed by Kara and Esgin [4], with new definition
Keystream Generators with Boolean Keyed Feedback Function (KSG with Boolean KFF),
on which a generic scope trade-off attack is also mounted. This attack relies on guess
capacity definition given in the same article, to eliminate wrong states during exhaustive
search operation.
In this thesis, we examined this generic Kara and Esgin attack in-depth and accelerated
by a factor up to about 60 times. In order to accomplish this speedup, a new guess
capacity definition and sieving method are introduced in addition to the improved al-
gorithm which contributes efficiency of the attack in both performance and stability.
Improvements are validated with intense performance tests comprising nearly twenty
sample feedback functions, including Sprout, with diverse existence of guess capacities.
Keywords: stream cipher, keyed update, ultra-lightweight, cryptanalysis, sprout, guess
and determine
Anahtarlı Boole Geri Besleme Fonksiyonu olan Kayan Anahtar
Üreteçleri için Gelişmiş Saldırı Yöntemi
İlker Yasin Yıldız
Öz
Ultra-hafifsiklet dizi şifreleme algoritmaları, perakende sektöründe kullanılan RFID ürün
etiketleri ve modern SCADA sistemlerinin vazgeçilmez parçası olan Kablosuz Sensör Ağı
bileşenleri gibi kısıtlı kaynaklara sahip küçük boyutlu cihazlar için özelleştirilmiş dizi
şifreleme algoritmalarıdır.
FSE 2015 etkinliğinde Armknecht ve Mikhalev ultra-hafifsiklet dizi şifreleme örneği
Sprout [1] ile birlikte Anahtarlı Güncelleme Fonksiyonu olan Kayan Anahtar Üreteci
(AGF-KAÜ) adını verdikleri yeni bir tasarım yöntemi sundu. İç durumların gizli anahtar
kullanılarak güncellenmesini öngören bu özgün yöntem, Sprout baz alınarak geliştirilen
Plantlet [3] ve Fruit [2] gibi güncel algoritmalarda da kullanılmıştır. AGF-KAÜ tanımı
2018 yılında Kara ve Esgin tarafından daraltılarak Anahtarlı Boole Geri Besleme Fonk-
siyonu olan Kayan Anahtar Üreteci (ABGBF-KAÜ) olarak yeniden tanımlanmış ve bu
sınıfa uyumlu tüm algoritmaları etkileyen genel ölçekli bir saldırı geliştirilmiştir [4]. Bu
saldırı, aynı çalışmada tanımı yapılan Tahmin Kapasitesi ve Ortalama Tahmin Kapa-
sitesi kavramları kullanılarak tahmin edilebilirliği yüksek iç durumların tespiti üzerine
kuruludur.
Çalışmamızda bu saldırı incelenerek birden fazla yöntemle geliştirilmiş ve 60 kata kadar
hızlandırılmıştır. İlk geliştirmemizde yeni bir Ortalama Tahmin Kapasitesi tanımı ya-
pılmış ve yeni algoritma buna bağlı olarak tasarlanmıştır. Yeni Ortalama Tahmin Ka-
pasitesi tanımını kullanan algoritma, geri besleme değerinin tahmin edilmesinde fayda
sağlamayan iç durumlara ait tahmin kapasitelerini atlayarak saldırıyı etkin hale getirmek-
tedir. Bununla birlikte ikinci geliştirme olarak saldırının eliminasyon süreci etaplara
bölünerek yanlış iç durumların daha kısa sürede elenmesi sağlanmıştır. Geliştirmeleri-
miz, tahmin kapasiteleri değişiklik gösteren, Sprout dahil yirmiye yakın örnek ile yoğun
bir test sürecine tabi tutulmuş ve geçerliliği onaylanmıştır.
Anahtar Sözcükler: dizi şifreleme, anahtarlı güncelleme, ultra-hafifsiklet, kriptanaliz,
sprout, tahmin et ve belirle
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Bölüm 1
Giriş
Bu bölümde tez çalışmamızla ilgili temel bilgileri içeren bir giriş yapılmış ve konumuza
ilişkin çalışmalardan bahsedilmiştir. Daha sonra, tezde yapılan yeni çalışma ve literatüre
katkılarımız anlatılmıştır. Son olarak, 8 bölümden oluşan tez çalışmamızdaki her bir
bölümün içeriğine kısaca değinilmiştir.
1.1 Motivasyon
Yükselen teknoloji ile birlikte haberleşme, bilgi depolama ve arşivleme yöntemleri zaman
içerisinde gelişirken, bilginin mahremiyeti ve gizliliğinin korunmasına dair gereksinim
de aynı oranda artmıştır. Kriptografi, son derece kritik önem arz eden bu gizlilik
ve mahremiyetin korunması için matematiksel yöntemler kullanılarak bilginin yetkisiz
üçüncü şahısların hiçbir mana veremeyeceği karmaşık bir hâle getirilmesi konusunda yön-
temler geliştiren bir bilim dalıdır. Bu matematiksel yöntemler şifreleme algoritması veya
şifreleyici olarak adlandırılır. Kriptografinin başlıca kullanım alanları arasında bilgisa-
yar ağları, internet güvenliği, baz istasyonları, sayısal depolama, akıllı kart teknolojileri,
uydu haberleşmesi ve sayısal yayıncılık gibi alanlar bulunmaktadır.
Şifreleme işleminde anahtar adı verilen gizli ek bilgi kullanılmaktadır. Şifreleme ve şifre
çözme işleminde aynı anahtar kullanılıyorsa buna Simetrik Şifreleme; farklı anahtarlar
kullanılıyorsa Asimetrik Şifreleme denir. Simetrik Şifreleme iki türdür: Blok Şifreleme
ve Dizi Şifreleme. Blok Şifreleme, bilginin eşit parçalara bölünerek anahtarla ayrı ayrı
şifrelenmesi üzerine kuruludur. Tez konumuzla ilgili Dizi Şifreleme ise işleyeceği bilgiyle
1
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aynı büyüklükte anahtar üreterek bir bütün hâlde şifreler. Bu tek parça anahtara Tek
Kullanımlık Şifre (One Time Pad) adı verilir. Kayan Anahtar Üreteçleri olarak da bilinen
dizi şifreleme algoritmaları günümüzde ulaşım ve kimlik kartlarında, perakendecilik sek-
töründe kullanılan ürün etiketlerinde, kablosuz sensör ağlarının (WSN) güvenliğinde, baz
istasyonlarında, radyo frekanslı kimlik belirleme (RFID) cihazlarında kullanılmaktadır.
Ultra-hafifsiklet dizi şifreleme algoritmaları, hesapsal kabiliyeti zayıf ve güç gereksinimi
çok düşük RFID ve WSN cihazları için özelleştirilmiş, gerçeklemelerinin kapladığı do-
nanım alanı olarak mantıksal kapı eşdeğeri son derece az (örneğin 1000 GE’den daha
düşük) algoritmalardır. Bununla birlikte, bir dizi şifreleme algoritmasının geleneksel
Zaman-Bellek-Veri ödünleşim (TMD trade-off) saldırılarına karşı dirençli olması için, iç
durumun anahtar uzunluğundan en az iki kat büyük olması gerekmektedir [9–12]. Tüm
bu kısıtlar göz önünde bulundurulduğunda güvenli bir ultra-hafifsiklet dizi şifreleme al-
goritması tasarlamak çok zorlu bir iş olarak karşımıza çıkmaktadır. ECRYPT organizas-
yonu tarafından düzenlenen, 2004’ten 2008’e kadar süren eSTREAM projesi kapsamında
kazananlar olarak Trivium [5], Mickey v2 [13] ve Grain v1 [14] gibi hafifsiklet dizi şifreleme
algoritmaları tanıtılmıştı. Diğer taraftan, hafifsiklet blok şifreleme türünde Present [15],
Prince [16], Midori [17], LED [18], Piccolo [19], SIMON ve SPECK Ailesi [20], Simeck
[21], KATAN ve KTANTAN Ailesi [22], Lblock [23], ITUbee [24] gibi çok sayıda örnek
bulunmaktadır. Bu sebeple literatüre ultra-hafifsiklet dizi şifreleme algoritmaları için
yapılacak katkılar yüksek önem arz etmektedir.
1.2 İlişkin Çalışmalar
2015 yılında İstanbul’da düzenlenen FSE etkinliğinde Armknecht ve Mikhalev’in sunduğu
Anahtarlı Güncelleme Fonksiyonu olan Kayan Anahtar Üreteci (AGF-KAÜ) yaklaşımı,
anahtarın iki katı uzunluğunda iç durum kullanmadan da güvenli ultra-hafifsiklet algo-
ritma tasarlanması iddiasıyla açıklığı kapatacak bir adım olmuştur [1].
Bu yaklaşımda, alışılagelmiş kayan anahtar üreteçlerinden farklı olarak iç durum gün-
celleme fonksiyonu anahtarı da girdi olarak kabul etmektedir. Eğer anahtar yongaya
kazınmış halde sabitlenirse ve cihazın hayat döngüsü içinde hiç değiştirilmez ise, bu
durumda anahtarı yonganın devre alanında neredeyse hiç yer kaplamayacak şekilde sak-
lamak mümkün olabilir [1]. Diğer taraftan bu yaklaşımda iç durum boyu için ödünleşim
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(trade-off) saldırılarına karşı dayanıklılık açısından bir kısıtlama söz konusu değildir.
Dolayısıyla AGF-KAÜ’ler ile ultra-hafifsiklet dizi şifreleme algoritmaları tasarımının yolu
açılmış oldu.
Türün vücuda bürünmüş ilk örneği olan Sprout algoritması kısa süre içerisinde Lallemand
ve Naya-Plasencia [25], Zhang ve Gong [26] ve Kara&Esgin [27] saldırılarının hedefi
olmasına karşın ana fikrin uygulanabilirliği ve genel yaklaşıma ait güvenlik analizleri
günümüzde bu alanda ilgi çeken araştırma konuları arasındadır.
Sprout algoritmasındaki açıklık 2 yıl sonra düzeltilerek 2017 yılında Plantlet ismiyle
yeniden sunuldu [3]. Plantlet iki yıldır literatürde olmasına rağmen henüz ona yapılmış
başarılı bir saldırı yoktur. AGF-KAÜ türüne diğer bir örnek ise Ghafari vd. tarafından
tasarlanan Fruit algoritmasıdır [2]. Tam çevrim kriptanalizi [28] yayınlandıktan sonra
düzeltilmiş sürümü Fruit-80 olarak yeniden tasarlanmıştır [29]. Kara ve Esgin tarafından
geliştirilmiş genel saldırı yöntemi [4] hariç, şu ana kadar düzenlenen saldırıların tümü
belirli bir algoritma hedef alınarak gerçekleştirilmiştir.
Anahtarlı Boolean Geri Besleme Fonksiyonu olan Kayan Anahtar Üreteci (ABGBF-
KAÜ) sınıfı basitçe, her saat vuruşu başına 1 bit çıktı üreten ve geri besleme değerinin
yalnızca 1 biti anahtardan etkilenen geri besleme fonksiyonuna sahip dizi şifreleme algo-
ritmalarıdır. Bu kayan anahtar üreteci ailesinin net tanımı Bölüm 4’te bulunan Tanım
2’de verilmiştir. Tanım son derece ayrıntılı ve karmaşık gözükse de oldukça doğal bir
tanımdır. Nitekim literatürde var olan tüm örnekler (Sprout [1], Plantlet [3], Fruit [2]
vb. gibi) bu tanıma uymaktadır ve ABGBF-KAÜ sınıfına girmektedir.
Kara ve Esgin’in makalesinde [4] yer alan bir diğer tanım olan Tahmin Kapasitesi
ise, belirli bir iç durumla üretilecek geri besleme değerinin anahtarı bilmeden doğru tah-
min edilme olasılığı olarak geçmektedir [4]. Bu olasılık 0.5 ile 1 arasında bir değerdir.
0.5 değeri geri beslemeyi tahmin etmenin hiçbir avantaj sağlamadığını ifade ederken, 1
değeri anahtarı bilmeden geri besleme değerinin kesin olarak hesaplanabilmesi anlamına
gelmektedir. Aynı çalışmada tanımlanan Ortalama Tahmin Kapasitesi ise olası tüm
iç durumlara ait tahmin kapasitelerinin aritmetik ortalamasıdır. Ortalama Tahmin Ka-
pasitesi yeterli düzeyde (0.5’ten büyük) olan algoritmalara, geri besleme ve çıktı fonksi-
yonları hakkında ayrıntılar bilinmese dahi saldırı uygulanabilmektedir [4]. Bu saldırının
en temel özelliği genel bir saldırı olması ve ortalama tahmin kapasitesi 0.5’den büyük olan
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her türlü ABGBF-KAÜ’ye, saldırının çıktı fonksiyonuna ya da güncelleme fonksiyonuna
bakılmaksızın uygulanabilir olmasıdır.
ABGBF-KAÜ’lere Yapılan Genel Saldırı Algoritması
Saldırı algoritması, Ortalama Tahmin Kapasitesi’ne bağlı olarak hesaplanan Sonlandırma
Değeri uzunluğunda bir kayan anahtar çıktısı alarak iç durum uzayını taramaya başlar.
Aynı zamanda her bir iç durum için bir cezalandırma/uyuşmazlık sayacı (mismatch
count) tutar. İç durumların her biri bağımsız olarak şifreleyiciden geçirilerek her saat
vuruşu için Tahmin Kapasitesi hesaplanır.
Genel olarak saldırının çalışma prensibi test edilen iç durumun ileri ya da geriye doğru
(hangisi uygunsa) bir yandan tüm geri besleme değerlerini, ya Determine(Belirleme) ya
da Check & Guess (Kontrol et ve sonra tahmin et) yöntemi ile oluşturmaya, diğer yan-
dan bu geri besleme değerlerinden kaçının beklenen değerden farklı olduğunu saymaya,
yani her bir iç durum için uyuşmazlık sayacı tutmaya dayalıdır. Ortalama tahmin ka-
pasitesinin oldukça yüksek olduğu ABGBF-KAÜ’lerde doğru iç durumun uyuşmazlık
sayacının diğer bütün rastgele ve yanlış iç durumlarınkinden çok daha düşük olması bek-
lenir. Bu özellik saldırı algoritmasında ayıraç olarak kullanılır ve belli bir eşik değerini
geçen sayaçlara sahip bütün iç durumlar "yanlış iç durum" olarak değerlendirilerek elenir.
Saldırıda tek bir iç durum (doğru iç durum) kalıncaya kadar iç durumlarda ne kadar geri
besleme değeri hesaplanacağı ve eşik değerinin ne olacağı teorik olarak hesaplanmıştır.
Saldırının ayrıntıları için [4] No’lu kaynağa bakılabilir.
Kayan anahtar bitleri kullanılarak geri besleme değerinin belirlenip belirlenemediğine
bakılır. Eğer belirleme mümkün değilse çıktı bitine göre geri besleme değerini bilmeksizin
iç durumun doğruluğunu kontrol etmek mümkündür. Saldırı algoritması bu kontrolün
sonucuna göre iki farklı işlemden birini yapar. Belirleme işlemi mümkün ise Determine
alt yordamı, mümkün değil ise Check&Guess alt yordamı tetiklenir.
Determine basitçe, belirleme için gereken matematiksel denklemi çözerek elde edilen geri
besleme değeri ile iç durumu şifreleyicide 1 saat vuruşu ilerletir. Önerilen geri besleme
değeri varsa belirlenen geri besleme değeri ile aynı olmadığı durumda uyuşmazlık sayacı
o iç durum için 1 artırılır. Uyuşmazlık sayacı, ortalama tahmin kapasitesine bağlı olarak
hesaplanan eşik değerinden düşükse mevcut iç durum sonraki iterasyona aktarılır, aksi
halde o iç durum elenir.
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Check&Guess alt yordamına ise geri besleme değerinin belirlenemediği durumlarda gi-
rilir. Bu alt yordam iç durumun iki kopyasını alarak bir kopyayı ’0’, diğer kopyayı
da ’1’ değerini geri besleme kullanarak 1 saat vuruşu işletir. Hemen akabinde önerilen
değer varsa, ondan farklı bitle işletileni 1 puan cezalandırır. İki iç durum kopyasının da
uyuşmazlık sayacı kontrol edilerek eşik değeri aşan iç durum varsa elenir. Elenmediği
durumda kopyalanan iç durumlar sonraki iterasyona devreder. Saldırı algoritması iç
durumları en fazla Sonlandırma Değeri kadar işletip geriye 1 tane iç durum kaldığında
sonlanacak şekilde çalışmaya devam eder.
Gerçek bir iç durumun uyuşmazlık sayacının herhangi bir iç durumun uyuşmazlık saya-
cından çok daha az olması beklenmektedir. Gerçek durumun beklenen uyuşmazlık sayacı,
ortalama tahmin kapasitesi ile belirlenir. Yanlış durumlar için ise bu sayaç değerinin son-
landırma değerinin yarısı kadar olması beklenir. Dolayısıyla uyuşmazlık sayaç değerinin,
hesaplanan eşik değerini aştığı iç durumların elenmesi neticesinde gerçek iç durumun
yakalanması beklenmektedir. Eşik değeri saldırıdan beklenen başarı oranı, algoritmaya
giren iç durum sayısı ve ortalama tahmin kapasitesine göre hesaplanır.
1.3 Katkılarımız
Tez çalışmamızda ABGBF-KAÜ türüne yapılan KE saldırısı [4] üzerinde çalışılmış ve
saldırı algoritması iki farklı geliştirme yöntemi ile iyileştirilmiştir. Geliştirilmiş algoritma,
mevcut KE saldırısı ile ayrıntılı bir test ve geçerleme sürecinden geçirilerek farklı ABGBF-
KAÜ’lerle karşılaştırılmış ve ortalama olarak yaklaşık 15 kat hızlanma gözlemlenmiştir
(Bkz.: Şekil 7.7 ve 7.8).
Yeni Saldırı Algoritması
Kara ve Esgin’in algoritmasını baz alarak geliştirdiğimiz yeni algoritmada iyileştirmeye
yönelik iki önemli geliştirme yapılmıştır.
İyileştirme No:1 adını verdiğimiz ilk iyileştirme için Ortalama Tahmin Kapasitesi tanı-
mında değişikliğe gidilmiştir. Mevcut Kara ve Esgin tanımına göre Ortalama Tahmin
Kapasitesi, bütün iç durumların tahmin kapasitelerinden hesaplanan doğal bir ortalama
değerdir. Yeni tanımladığımız ortalama tahmin kapasitesinde ise yalnızca 0.5’ten büyük
iç durumlar kullanılarak ortalama hesaplanmaktadır ve saldırıda tahmin kapasitesi 0.5
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olan durumlar dikkate alınmamaktadır. Bu sebeple ortalama tahmin kapasitesi her za-
man için mevcut ortalama tahmin kapasitesi formülü ile hesaplanan değere eşit veya
ondan daha büyük bir değer olmaktadır.
Tanımın geliştirilmesinin yanı sıra algoritma gövdesinde önemli bir değişiklik yapılmıştır.
Ortalama Tahmin Kapasitesi formülünün ana mantığına paralel olarak yalnızca tahmin
kapasitesi 0.5’ten büyük durumları, yani önerilen değer var olduğu zamanları saymak
üzere her bir iç durum için bağımsız olarak, önerilen geri besleme değeri sayacı oluştu-
rulmuştur. Önerilen değer sayacının sonlandırma değerini geçtiği iç durum doğru iç du-
rum olarak kabul edilerek algoritma sonunda sergilenecek şekilde saklanmıştır. Bununla
birlikte önerilen değer olmadığı durumlarda iç durumlar cezalandırılmamış, algoritma
bu iç durumları Determine ve Check&Guess alt yordamları ile işletmeye devam etmiştir.
İyileştirme No:1’de sonuç olarak eski ve yeni ortalama tahmin kapasitesi değerinin farklı
ve aynı olduğu 19 adet geri besleme fonksiyonu ile yaptığımız testlerde 22 kata varan
hızlanma oranları kaydedilmiştir (Bkz.: Şekil 7.1 ve 7.2).
İyileştirme No:3 olarak isimlendirdiğimiz ikinci önemli iyileştirme ise algoritmanın çalış-
masını küçük safhalara bölüp aşama aşama çalıştırarak daha hızlı ve efektif durum eleme
üzerine kuruludur. KE saldırısında tüm iç durumlar tek bir hamlede test edilmektedir.
Gerçek iç durum kalıncaya ve geri kalan bütün iç durumlar eleninceye kadar test al-
goritması çalıştırılmaktadır. Ortalama tahmin kapasitesinin 0.5 değerine yakın olduğu
durumlarda sonlandırma değeri son derece yüksek olmakta ve bu da iç durumların elen-
mesi için yüksek eşik değerlerine kadar işletilmelerini gerektirmektedir. Yeni eleme yön-
temi ile eşik değeri çok daha küçük tutulmuş ve iç durumların hepsi eleninceye kadar
testi çalıştırmak yerine küçük eşik değeri ile belirlenmiş bir oranda iç durum elenmiştir.
Ardından geri kalan iç durumlar küçük eşik değeri ile tekrar teste tabi tutulmuş ve bu
işlem bütün iç durumlar eleninceye kadar tekrar edilmiştir. Bu şekilde parçalı eleme
yöntemi ile eleme yapıldığında iç durumların [4]’de verilen saldırıya göre çok daha hızlı
elendiği ve algoritmanın önemli ölçüde hızlandığı gözlenmiştir (Bkz.: Şekil 7.3 ve 7.4).
KE saldırısında 1000 saat vuruşu işletilmesi öngörülen bir geri besleme fonksiyonu örneği
için, aşamalandırılan algoritmada 100 saat vuruşluk 10 parçaya bölündüğünde iç durum-
ların elenme sınırı olan eşik değeri de buna bağlı olarak yeniden hesaplanarak küçültülür.
İlk eleme aşamasında doğrudan tüm elemeler gerçekleşmeden, kalan iç durumlarla ikinci
eleme aşaması başlatılır. Bu şekilde tek iç durum kalana kadar eleme işlemi tekrarlanır.
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Testlerimizde yanlış iç durumların büyük bir kısmı daha ilk aşamada elendiği için algo-
ritmada [4]’deki saldırıya kıyasla 14 kata varan hızlanmalar gerçekleşmiştir (Bkz.: Tablo
7.4, Şekil 7.3 ve 7.4).
Tasarımın son etabı olarak iyileştirmeler birleştirilerek tek bir algoritma haline getiril-
miştir. İyileştirme No:1’in düzensiz saat vuruşlarıyla gerçekleştirdiği iç durum işletimi,
İyileştirme No:3’ün düzenli saat vuruşu takip ederek işlettiği eleme yöntemine sorunsuz
şekilde entegre edilebilmesi için her bir iç durumun işletilirken hangi saat vuruşunda
kaldığı saklanmıştır. İlk eleme aşamasından kalan iç durumlar yeni eleme aşamasına
geçtiğinde saat vuruşunun en son kaldığı değer görülene kadar işlem yapılmadan bek-
letilmiş, ardından sırası gelen iç durum saldırı algoritmasına dahil edilerek rutin eleme
işlemleri aynı şekilde tek iç durum kalana kadar devam ettirilmiştir. Testlerimizde bütün-
leşik algoritmada 66 kata kadar hızlanma gözlemlenmiştir (Bkz.: Şekil 7.7 ve 7.8).
Birbirinden farklı, Sprout’u temsil eden geri besleme fonksiyonunun da içinde bulunduğu
19 adet örnek üzerinde yürüttüğümüz testlerde KE [4] algoritmasına kıyasla ortalama
hızlanma; binde bir hata payı dikkate alındığında (%99.9 başarımla) 15,17 kat, yüzde
bir hata payı dikkate alındığında ise (%99 başarımla) 14,36 kat olarak kaydedilmiştir.
Test sonuçları için Bölüm 7 incelenebilir. Algoritma yapıları ve performans testleri C++
programlama diliyle kodladığımız benzetim yazılımı kullanılarak gerçekleştirilmiştir. Şef-
faflık açısından benzetim yazılımının kaynak kodları Ek-B’de açıklamalarıyla birlikte
verilmiştir.
1.4 Tezin Bölümleri (Ana Hatları)
Tez çalışmamızı oluşturan 8 adet bölüm aşağıdaki gibidir. Literatüre katkılarımızı içeren
ve yeni bilgilerin olduğu bölümler ’*’ simgesi ile işaretlenmiştir. Özellikle tezdeki katkıla-
rımızın ana kısmını oluşturan bölümler saldırı algoritmasındaki geliştirmelerin anlatıldığı
Bölüm 6 ve deneylerle gelişmelerin doğrulandığı Bölüm 7’dir.
• Bölüm-1 Giriş: Tez içeriği ve yapısı hakkında özet bilgi veren, literatüre olan
katkılarımızın anlatıldığı, asgari düzeyde teknik bilgi gerektiren giriş bölümüdür.
• Bölüm-2 Temel Kavramlar: Kriptolojinin günümüze kadarki gelişiminin özet-
lendiği, temel kavramlardan bahsedilen bölümdür.
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• Bölüm-3 Dizi Şifreleme: Bu bölümde kriptografik algoritmaların tez çalışma-
mızla ilgili ana kolu olan Dizi Şifreleme Algoritmaları’nın tanımı yapılmış ve bu tür
algoritmaların iyi anlaşılması için gerekli temel kavramlar anlatılmıştır. Devamında
ise A5/1 [30], Trivium [5] ve Espresso [31] gibi türün somut örnekleri incelenmiş ve
bölümde anlatılan bilgilerin pekişmesi sağlanmıştır.
• Bölüm-4 Anahtarlı Güncelleme Fonksiyonu olan Kayan Anahtar Üre-
teçleri: Kriptografik algoritmaların sınıflandırıldığı ağaçta bir seviye daha aşağıya
inilerek tez çalışmamızın konusuyla en yakın bağlantılı türün tarifinin yapıldığı
bölümdür. Ayrıca, ilerleyen bölümlerde kullanılacak matematiksel tanımlar ver-
ilmiş ve türün ilk somut örneği olan Sprout [1] algoritması ayrıntılı şekilde incelen-
miştir.
• Bölüm-5 ABGBF-KAÜ Ailesine Yönelik Genel Kapsamlı Saldırı: Tez
konumuz olan kriptografik algoritma türüne, yani Anahtarlı Boolean Geri Besleme
Fonksiyonu olan Kayan Anahtar Üreteçleri ’e yönelik ilk genel kapsamlı saldırı olan
KE [4] saldırısının ayrıntılı şekilde incelendiği bölümdür.
• *Bölüm-6 Geliştirilmiş Saldırı Algoritması: Tasarladığımız yeni algoritma
kapsamında İyileştirme No:1 ve İyileştirme No:3’ün anlatıldığı ve sözde kodlar
(pseudo-code) ile açıklandığı bölümdür.
• *Bölüm-7 Geliştirilmiş Algoritmanın Performans Analizi: Tasarladığımız
yeni algoritma ile orijinal algoritma olan KE [4] saldırısının performans ölçüm-
lerinin sergilendiği bölümdür. Bu bölümde öncelikle test sistemi ve test senaryosu
belirtilmiş ve 19 adet örnek geri besleme fonksiyonu tanımlanmıştır. Daha sonra
bu 19 farklı örnek için testler gerçekleştirilmiş; KE algoritması ve yeni algoritmanın
kıyaslandığı tablolar ve çubuk grafikler verilmiştir.
• *Bölüm-8 Sonuç: Yeni algoritma tasarımında yapılanlar özetlenmiş, çıkarılan
sonuç ve istatistikler verilmiştir. Daha sonra gelişime açık noktalar belirtilmiş ve
çalışmaya devam edilmesi durumunda ele alınması gereken konular vurgulanmıştır.
• Ek-A Belirli bir test durumu için KE algoritmasının bellek kullanım raporu veril-
miştir.
• *Ek-B Benzetim Yazılımı Kaynak Kodları: Bölüm 7’daki testlerin gerçek-
leştirilmesinde kullanılan, tez çalışması kapsamında C++ programlama dilinde
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yazılmış benzetim uygulamasına ait kaynak kodlar açıklamalarıyla birlikte veril-
miştir.
Bölüm 2
Temel Kavramlar
2.1 Kriptografinin Kısa Geçmişi
2.1.1 İletişim Yöntemlerinin Gelişimi
İnsanoğlu uzun mesafe iletişim söz konusu olduğunda tarih boyunca pek çok yöntem
geliştirmiştir. Ateş, duman, davul gibi kalıcılık niteliği bulunmayan ilkel haberleşme
yöntemleri, yerini taş ve duvar yazıtları gibi zamana meydan okuyan eserlere bırakmış;
Eski Mısır’da M.Ö. 3000 yılında Papirus’ın icat edilmesiyle başlayan süreçle birlikte
iletişim daha kolay, ucuz, taşınabilir ve çoğaltılabilir niteliğe bürünmüştür.
Samuel Morse’un 1844 yılında ilk telgraf mesajını göndermesi, Alexander G. Bell’in
1875’te kendi icadı olan Telefon ile yaptığı ilk konuşma ile daha ileri boyuta taşınmış;
tüm dünyaya yayılan telefon ağları üzerine kurulu devrimsel bir teknoloji olan İnternet’in
icadı ile taçlandırılarak günümüze gelmiştir. Günümüzde, hücresel telefon ağları (GSM,
4.5G), radyo frekanslı kimlik belirleme (RFID), kablosuz bilgisayar ağları, uydu haber-
leşmesi gibi teknolojilerin yaygınlaşarak internet bankacılığı, e-ticaret, kamu ve askeri
içerikli verilerin transferi gibi mahremiyet derecesinin yüksek olduğu alanlarda yer bul-
muş ve kriptografiye duyulan ihtiyacı tarihte hiç olmadığı kadar artırmıştır.
10
Bölüm 2. Temel Kavramlar 11
2.1.2 Kriptografi Nedir?
Kriptografi, sayısal haberleşmede ve depolama ortamlarında veri güvenliğini sağlamak ve
mahremiyeti korumak amacıyla geliştirilmiş matematiksel öğreti ve teknikler bütünüdür.
Kriptografide gönderilen veya depolanan verinin, gönderilmesi veya depolanması sırasında
tamamen tanınmaz ve anlamsız biçimde olması, ihtiyaç halinde yetkili taraf veya taraflar
tarafından tekrar okunabilir özgün haline kayıpsız olarak geri döndürülebilmesi amaçlanır.
Bu temel operasyon, açık hâlde olan veriyi oluşturan karakterlere ait sayısal karşılıkların
(ASCII veya UTF-8) matematiksel formüllerden geçirilmesiyle gerçekleşir [32][33]. Açık
veri şifrelenirken anahtar adı verilen sayısal ifade bu matematiksel fonksiyonlarda kul-
lanılarak verinin mahremiyeti formülün mahremiyetinden koparılır. Böylece formüller
bilinse dahi bu gizli anahtar bilgisi olmadığı sürece şifre çözülemez.
2.2 Kriptografik Algoritmaların Sınıflandırılması
2.2.1 Antik Dönem Teknikleri
İletişimde mahremiyet ihtiyacı ortaya çıktığında tekli-alfabetik ve çoklu-alfabetik harf
yerleştirme ve kaydırma teknikleri yaygın olarak kullanılmaktaydı. M.Ö. 500-600 yılla-
rında Ortadoğu’da kullanılan Atbash, aynı dönemde Antik Yunan’da Sparta ordusunun
kullandığı Scytale silindiri, Jül Sezar döneminde kullanılan Sezar harf kaydırması gibi
çok eski örneklerin yanı sıra II. Dünya Savaşı’nda Alman ordusunun kullandığı Enigma
cihazı da dahil olmak üzere bilgisayar tabanlı olmayan tüm kriptografik yöntemleri Antik
Şifreleyiciler başlığı altında topladık.
Antik Şifreleme yöntemlerinin ortak özelliği şifrelenmiş metnin yine alfabeyle sınırla bir
uzayda karşılığının olmasıdır. Antik Şifreleyicilerde atomik nüfuz alanının alfabeyle sınırlı
olması şifreleyici ne kadar güvenli olursa olsun kaba kuvvet(brute-force) saldırılarına karşı
savunmasız bırakmıştır. Zira tekli-alfabetik şifreleyicilerin kriptanalizi alfabedeki harf
sayısı kadar deneme yapmaktan ibarettir.
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2.2.2 Elektronik Dünyaya Geçiş
Bilgisayar ve sayısal iletişim yöntemlerinin gelişmesinden sonra bu dezavantaj ortadan
kalkmıştır. Zira artık alfabedeki harflerde değil 8 Bit ASCII ve 16 bit UTF-8 standar-
dına sahip karakterlerle çalışılmaya başlanmıştır [32][33]. Örneğin UTF-8 kodlamasında
16’lık tabandaki (0041)16 sayısı alfabedeki ’A’ harfini, (003F )16 sayısı ise ’?’ sembolünü
temsil etmektedir. Bu da temsil uzayını alfabedeki harf sayısıyla sınırlı değil, ASCII için
28, UTF-8 için 216 farklı sayıyla belirlendiğini gösterir. Olası kombinasyonların her bir
karakter için 25’ten 28 = 256 ve 216 = 65536’ya yükselmesi şifreleme algoritmalarına
olan saldırıları harf değiştirme tabanlı şifreleme yöntemlerine kıyasla zorlaştırmıştır.
Kriptografik Algoritmalar, başka bir deyişle Modern Şifreleyiciler; Simetrik-Anahtarlı ve
Asimetrik-Anahtarlı olmak üzere iki grup altında incelenmiştir. Simetrik-Anahtarlı şifre-
leyiciler de kendi içerisinde ikiye ayrılmaktadır: Blok Şifreleyiciler ve Dizi Şifreleyiciler.
Dizi Şifreleyiciler açık metni, metin kadar uzunlukta tek bir anahtarla şifreleyen algo-
ritmalardır. Blok Şifreleyiciler ise açık metni blok boyutuna uygun parçalara bölerek
parçalar üzerinde çalışır. Dizi Şifreleyiciler düşük kaynaklı donanım tasarımlarına daha
yatkın yapıları nedeniyle tercih sebebidir. 2001’de standart olarak kabul edilen ve gü-
nümüzde güvenilirliğini koruyan AES, akıllı kart uygulamalarında, kablosuz ağ güven-
liğinde, sabit disklerin şifrelenmesinde ve IPTV içeriklerinin şifrelenmesine kadar birçok
alanda aktif olarak kullanılmaktadır [34].
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Bölüm 3
Dizi Şifreleme
Bu bölümde ana konumuzla bağlantılı olan Dizi Şifreleme algoritmalarının anlaşılması
için gereken temel altyapı bilgisine, bu tür algoritmaların günlük hayattaki kullanım
alanlarına ve A5/1[30], Trivium[5] ve Espresso[31] algoritmalarına ait özet anlatımlara
yer verilmiştir.
3.1 Giriş & Kullanım Alanları
Dizi şifreleme algoritmaları, her bir saat döngüsünde şifreleme parametrelerini değiştir-
mek için iç durum saklayıcıları (internal state registers) adı verilen bir geçici bellek alanı
kullanarak Tek Seferlik Şifre(One-Time Pad) kavramını elektronik ortamda gerçekleyen,
başka bir deyişle kayan anahtar oluşturan algoritmalardır. İleride daha detaylı bahsede-
ceğimiz Tek Seferlik Şifre, kusursuz şekilde rasgelelik ihtiva eden, açık metinle aynı veya
ondan daha uzun olan bir şifreleme anahtarıdır.
Dizi şifreleme algoritmalarının ortak noktası kayan anahtarı üretip açık metinle man-
tıksal XOR işlemine tabi tutmaktır. K dizi şifreleme algoritmasının oluşturacağı kayan
anahtarı, k1 to kn’e kadar olan değerler de bu kayan anahtara ait bitler, P ve C ise
sırasıyla açık metni ve şifrelenmiş metni temsil etsin. Dizi şifreleme algoritması K kayan
anahtarını oluşturduktan sonra bunu P açık metni ile XOR’lar ve C şifreli metnini elde
eder.
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c1 = p1 ⊕ k1
c2 = p2 ⊕ k2
c3 = p3 ⊕ k3
...
cn = pn ⊕ kn
C = P ⊕K
3.1.1 GSM (2G), UMTS(3G) ve LTE(4G) Güvenliği
A5/1 ve A5/2 algoritmaları baz istasyonu ve cep telefonları arasında havadan iletilen
sinyallerin şifrelenmesi için kullanılan 3 LFSR’dan oluşan ve düzensiz işletilen iç du-
ruma sahip en bilinen dizi şifreleme algoritmalarındandır. 1994’ten bu yana çeşitli guess-
and-determine(tahmin et ve belirle), cebirsel ve istatistiksel saldırı yöntemlerinin hedefi
olmuştur [30][35][36].
A5/1 ve A5/2 dizi şifreleme algoritması olmasına karşın, Mutsubishi’nin patentli ürünü
MYSTY1 algoritmasından türetilmiş olan A5/3, diğer adıyla KASUMI [37], 128-bit
anahtar boyutuna sahip, 2G ve 3G hücresel veri iletişiminin korunmasında kullanılan
bir blok şifreleme algoritmasıdır. Günümüzde 4. Nesil (4G, LTE) veri ağında, 32-bit
word uzunluğu, 128-bit anahtar ve 128-bit ilklendirme değeri barındıran SNOW-3G [38]
algoritması kullanılmaktadır. 5. nesil (5G) iletişimi ise 4G’ye benzer şekilde SNOW-3G
[38], AES-CTR [39] ve ZUC [37] algoritmaları kullanılmaktadır.
3.1.2 Kablosuz Ağ Güvenliği (WEP and WPA)
Ron Rivest tarafından 1987 yılında tasarlanan RC4 (Rivest Cipher 4) algoritması özel-
likle İnternet trafiğinin korunmasında SSL/TLS, kablosuz ağ iletişiminin korunması nok-
tasında ise WEP(1999) ve WPA(2003) gibi yaygınlaşmış algoritmalar tarafından kul-
lanılmış; fakat daha sonra istismar edilebilir yapısal sorunları sebebiyle terk edilmek
zorunda kalınmıştır [40][41].
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3.1.3 RFID Uygulamaları
Radyo Frekanslı Kimlik Belirleme anlamına gelen RFID, ulaşım ve kimlik kartlarından,
perakendecilik sektöründe kullanılan ürün etiketlerine, ücretli yol ve köprü geçişlerine
kadar birçok alanda yaygın olarak kullanılan bir teknolojidir. Aktif, Yarı-Pasif ve Pasif
olmak üzere üç farklı RFID etiket türü vardır.
Aktif RFID etiketleri devre, radyo sinyali üreteci ve bir pile sahiptir. En pahalı do-
nanıma sahip olan Aktif RFID etiketleri okuyucu cihaz ile 30 metreye kadar uzaktan
iletişim kurabilmektedir. Yarı-Pasif cihazlar kullanılmadığı süre boyunca uyku modunda
kalarak pilden tasarruf ederek, yalnızca iletişim kuracakları zaman okuyucu cihaz tarafın-
dan uyandırılarak daha fazla güç tüketecek olan işlemleri yapmaya ve veri aktarımına
başlarlar.
Üçüncü ve son tür olarak Pasif RFID etiketleri ise herhangi bir güç kaynağı taşımaz.
Üzerinde sarmal şekilde tasarlanmış olan anten, okuyucu cihazın oluşturduğu manyetik
alana girdiğinde RFID anteni transformatör vazifesi görerek devreye yeterli gücü sağ-
lamaya başlar. Pasif RFID etiketleri yalnızca birkaç santimetre etki alanına sahip-
tir. Okuyucuya çok yakın tutulması gerekir. RFID’de hem dizi şifreleme hem de blok
şifreleme örnekleri görülmesine karşın dizi şifreleme en zayıf donanıma sahip olan Pasif
RFID uygulamalarında kullanılır.
WG serisi, Grain [14], Trivium [5], Mickey [13] bu tür dizi şifreleme algoritmalarına
örnek olarak verilebilir. Bu alanda kullanılan güncel algoritmalar arasında David vd.’nin
tasarladığı A2U2 [42] ve Luo vd.’nin tasarladığı WG-7 [43] bulunmaktadır.
3.1.4 Kablosuz Sensör Ağları (WSN)
Kablosuz sensörler bir ya da daha fazla sensöre ev sahipliği yapan, pil, sayısal devre
ve iletişim biriminden oluşan, görevi kaydettiği veriyi eşdeğeri olan cihazlara ve veri
merkezine aktarmak olan küçük boyutlu otomatik ölçüm cihazlardır. Ölçülebilen büyük-
lüklerden bazıları sıcaklık, nem oranı, duman, titreşim, yanıcı gaz, su seviyesi, asitlik ve
bazlık dengesidir.
18. yüzyılın sonuna doğru sanayi devrimi olduktan sonra fabrikaların etkin yönetimi
ve insan gücünün düşürülmesi amacıyla insansız ölçüm yapma teknolojisinin ihtiyacı
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hissedilmiştir. 15 Ocak 1919’da Amerika Birleşik Devletleri’nin Boston eyaletinde devasa
boyuttaki bir şeker pekmezi tankı infilak ederek 21 kişinin ölümü ve yüzlerce kişinin
yaralanmasına sebep oldu [44]. Şayet tanktaki karbondioksit seviyesi, iç basınç ve sıcaklık
yeterince sık kontrol edilmiş olsaydı önlemi hızlı bir şekilde alınabilir ve felaketin önüne
geçilebilirdi.
Kablosuz Sensör Ağları (Wireless Sensor Networks, WSN) küçük boyutlu, zayıf donanımı
ve düşük güç tüketimi olan ölçüm cihazlarından oluşan bir ağ türüdür. WSN düğüm-
lerinin nihai amacı çok uzun süre bakım gerektirmeden çalışarak ölçüm görevini gerçek-
leştirmektir. Askeri uygulamaların yanı sıra ağır sanayi endüstrisinde, hatta hayvan
belgeselleri ve araştırmalarında bilime katkı sağlama amacıyla kullanılmaktadır.
Kablosuz sensörler bir kaplanın yavrularına takılarak aylarca bu yavruların gelişiminin
veri merkezinden takip edilmesi, orman ve kırsal alanlarda hakimiyet bölgelerinin ayırt
edilmesi ve görsellenmesi sağlanabilir [45, 46]. WSN teknolojisi kullanılarak göçmen
kuşların göç güzergah haritasının çıkarılması, ilgili çeşitli akademik çalışmalar yayınlan-
mıştır [47][48][49]. WSN, bu gibi mobil uygulamaların yanı sıra bir ağaca sabitlenmiş
veya yapay bir taşın içerisine monte edilmiş fotoğraf kapanı gibi hareket etme amacı
gütmeyen uygulamalarda da kullanılmaktadır [50].
3.1.5 ZigBee Protokolü
Bu bölümde WSN ürünlerinde kullanılan protokollerden bahsedilecektir. Silicon Labs
Ember R© EM351/EM357 kablosuz sensör serisi AES-CCM (Cipher Block Chaining Mes-
sage Authentication Code ) şifrelemesini barındıran ZigBee protokolünü kullanmaktadır.
IETF RFC3610 Bluetooth standardı ile uyumluluk arz eden bu protokol AES-CTR (AES
Sayaç Modu) ve CBC-MAC protokollerinin birleşimi olan AES-CCM şifreleme algorit-
masını kullanır. ZigBee için ayrıntılı bilgi, MWRI firmasının yayınladığı donanım bel-
gesinde mevcuttur [51].
Bu algoritma, şifrelemenin temel mantığına uygun olarak, gönderilecek veri büyüklüğün-
de kayan anahtar üreterek veri ile XOR’lar. Diğer dizi şifreleme yöntemlerinden farklı
olarak tüm veri paketlerine 4 bayt’lık bir MIC(Message Integrity Check, Mesaj Bütünlük
Kontrolü) alanı ilave eder. Tablo 3.1’den görüldüğü üzere WSN donanımları oldukça zayıf
özelliklere sahip donanımlardır.
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Tablo 3.1: Silicon Labs Ember R© EM351/EM357 [6] ve NXP Semiconductors JN5148-
001 [7] donanım özellikleri karşılaştırması
Özellik EM351/EM357 NXP JN5148-001
CPU ARM R© Cortex R© 64
Mhz 32-Bit Processor
with FPU
Ayarlanabilir 4-32 Mhz
32-bit RISC CPU
Bellek 32kb / 64Kb 128Kb
Depolama 512Kb(Flash) 128Kb(ROM)
Bağlantı Bluetooth R© Low En-
ergy Mode (Slightly
Modified Compliant)
2.4 Ghz IEEE 802.15.4
Bant Genişliği 1 Mbps / 2 Mbps 500 - 667 kbps
Şekil 3.1: Kablosuz Sensör Ağları için basit bir topoloji görseli.
WSN mesajlarının korunması kullanım alanlarına göre çok kritik olabilmektedir. Bu
sebeple zayıf donanım özelliklerine sahip bu cihazların hafifsiklet şifreleme yöntemlerini
kullanması kaçınılmaz hâle gelmektedir. Kriptografi dünyasında bu ve bunun gibi tasarım
kısıtlarını yerine getirebilmek için EU ECRYPT tarafından 3 aşamadan oluşan eSTREAM
yarışması düzenlenmiştir. Üçüncü faz finalistleri DRAGON, Py ve Pypy, Salsa20, SOSE-
MANUK, Phelix, HC-128 ve HC-256, LEX olmuştur [52]. Kazananlar, Profil I (Yazılım)
ve Profil II (Donanım) olmak üzere iki kategoride toplanmıştır. Seçilen algoritmaları
Tablo 3.2’de görülmektedir.
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Tablo 3.2: eSTREAM yarışmasını kazanan algoritmaların listesi
Profil I(Yazılım) Profil II(Donanım)
HC-128 Grain
Rabbit MICKEY
Salsa20/12 Trivium
SOSEMANUK
3.2 Dizi Şifrelemenin Temel Kavramları
Bu bölümde Dizi Şifreleme algoritmalarının türleri, performans ölçütleri, LFSR, NFSR
ve Tek Kullanımlık Şifre(One Time Pad) gibi önemli temel kavramları anlatılmıştır.
Dizi şifreleme, saklayıcılarının işletim yöntemine göre iki grupta incelenmiştir. Eşzamanlı
Dizi Şifreleme algoritmaları önceki şifreli metin veya açık metinden bağımsız olarak her
bir biti ya da word’ü birbirinden bağımsız olarak şifreler. Bu sebeple yalnızca rasgele
sayı üreteçleri ve ilklendirme vektörleri şifreleme aşamasında kullanılır.
Diğer taraftan, kendi kendine senkron olan veya diğer ismiyle asenkoron dizi şifreleme
algoritmaları ise her bir şifreleme operasyonunda önceki şifreli metni girdi olarak alır.
Yaptığı bu işlem iletişim sırasında bazı bitler kaybolsa dahi alıcı tarafta yeterli miktarda
veri geldiğinde şifre çözme işlemi kendini toparlayarak başarılı şekilde çalışmaya devam
etmektedir.
Bunun zıttı olarak senkron dizi şifreleme algoritmalarında şifreli metne bir bit ilave
edildiğinde veya eksiltildiğinde alıcı tarafta şifre çözme işlemi sonrası tamamen bozuk
sonuçlar elde edilirken, bit sayısı değişmezse yalnızca bozuk bitler etkilenir. Asenkron
dizi şifreleme algoritmalarına AES-CFB (Cipher Feedback, Şifre Geri Besleme ) modu
örnektir.
3.3 Tek Seferlik Şifre (One Time Pad)
Kusursuz şifrelemeyi elde edebilmek için gerçek rasgelelik ihtiva eden, açık metinle aynı
uzunlukta veya ondan daha uzun anahtar kullanılmalıdır. Bu tarifte bir anahtar oluş-
turulup açık metine eklendiğinde (XOR) kusursuz şifreleme gerçekleştirilmiş olur. Bu
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işleme İkili Toplamalı Şifreleme, kullanılan anahtara ise One-Time Pad (Tek Seferlik
Şifre) adı verilir. Literatürde Tek Kullanımlık Şerit şeklinde de geçmektedir.
Tek seferlik denilmesinin nedeni anahtarın birden fazla kez kullanıldığında kusursuz olma
özelliğini yitirmesidir. Tek Seferlik Şifre’nin temel dayanağı Amerika menşeli iletişim fir-
ması olan AT&T Bell Labs mühendisi Gilbert Vernam tarafından 1917 yılında dünyanın
ilk çoklu-alfabetik toplamalı dizi şifreleme yöntemini icat etmesiyle şekil bulmuştur. İcadı
delikli kartları kayan anahtar olarak kullanıp telgraf hattı üzerinden gönderilecek verinin
şifreleme işlemini gerçekleştiren bir teleyazıcı cihazıdır.
3.4 Donanımsal Nitelikler ve Performans Ölçütleri
Bu bölümde dizi şifreleme algoritmalarında şifreleme hızını etkileyen başlıca faktörler
ve belirli bir algoritmanın performansı ilgili bilgi ihtiva eden göstergeler incelenecektir.
Bu faktörler çıktı hızı, yayılım gecikmesi, operasyonel saat frekansıdır. Bu faktörlere
ilave olarak algoritmanın donanım üzerinde gereksinim duyduğu mantıksal kapı sayısını
gösteren, GE (Gate Equivalent, Kapı Eşdeğeri) birimi anlatılmıştır.
3.4.1 Donanım Boyutu (Kapı Eşdeğeri)
Sayısal elektronik devreler AND, NOT, OR, XOR, XNOR, NAND ve NOR gibi muhtelif
mantıksal kapıların uç uca eklenmesiyle meydana gelmektedir. Şifreleme algoritması
tasarımında göz önünde bulundurulması gereken en temel faktörlerden biri devre tasarımı
için gerekli olan mantıksal kapı sayısıdır. Bu birim devre üretim teknolojisinden bağım-
sız bir ölçüttür. Dolayısıyla, 90nm üretim teknolojisi ile üretilmiş bir 750 GE’lik bir
şifreleme algoritması, 45nm teknolojiyle üretilmiş 1500 GE’lik bir algoritma ile aynı fizik-
sel boyuta sahip olacaktır. Tablo 3.3’de bazı bilinen şifreleme algoritmalarının mantıksal
kapı sayıları görülmektedir [53].
3.4.2 Çıktı Hızı
Çıktı hızı bir saniyede şifrelenen bit sayısını ifade eden büyüklüktür. Algoritmayı an-
latan makale veya yayınlarda genellikle bu büyüklük verilir. Çıktı hızı bit/çevrim ile
operasyonel saat frekansının çarpımıyla elde edilir. Örneğin SNOW-3G [38] algoritması
Bölüm 3. Dizi Şifreleme 21
Tablo 3.3: Hafifsiklet dizi şifreleme algoritmalarının karşılaştırılması
Algoritma IV Boyutu Anahtar
Boyutu
Donanım
Boyutu
Trivium 80 Bit 80 Bit 1600 GE
Grain 96 Bit 128 Bit 1300 GE
Espresso 96 Bit 128 Bit 1497 GE
Fruit v2 70 Bit 80 Bit 990 GE
Plantlet (UNI/O) 90 Bit 80 Bit 898 GE
A2U2 - 56 Bit 300 GE
her çevrimde 32-bit işlemekte olup operasyonel frekansı 104 MHz’dir. Bundan dolayı
SNOW-3G’nin çıktı hızı 104 MHz x 32-Bit = 3328 Mbps şeklinde hesaplanabilir.
3.4.3 Yayılım Gecikmesi
Yayılım gecikmesi elektriksel sinyallerin kaynaktan hedefe ilerlediği süre zarfında geçen
zamandır. Devre tasarımında hız limitini belirleyen faktörlerin en önemlisidir. Örnek
vermek gerekirse, bir algoritmaya ait iyileştirilmiş ve parallelleştirilmiş bir güncelleme
fonksiyonu, kötü tasarlanmış ve çok fazla seri bağlantı içeren bir güncelleme fonksiyonuna
sahip aynı algoritmayı çıktı hızı olarak kolaylıkla geride bırakabilir.
Bir sayısal devre yayılım hızı göz önünde bulundurmadan çok yüksek operasyonel saat
frekansıyla işletildiğinde bozuk çıktılar oluşturabileceğinden, tam güvenilirlikle çalışması
beklenen şifreleme algoritmaları için devre optimizasyon süreci ayrı bir çalışma ve mü-
hendislik gerektirir.
Şekil 3.2’de görüldüğü gibi, 4 bitlik bir LFSR devresinin tasarımında elektrik akımı
geçerken mantıksal kapılarda t0, t1, t2 ve t3 yayılma gecikmeleri sebebiyle geri besleme
fonksiyonunun sonucu ancak t0 + t1 + t2 + t3 + t kadar süre sonra D3 flip-flop’una
ulaşabilmektedir.
3.4.4 Operasyonel Saat Frekansı
Elektronik devrede, kare dalga üretecinin 1 saniyede gerçekleştirdiği saat vuruşu sayısıdır.
Hz(Hertz) cinsinden ifade edilir. Şifreleme işini yapan elektroniğin ne kadar hızlı ça-
lışacağını tayin eden bu parametre; donanım hızı, güç gereksinimi ve ısı üretimi gibi
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Şekil 3.2: Bir LFSR geri besleme fonksiyonu üzerinde yayılım gecikmesi örneği.
kriterler göz önünde bulundurularak belirlenir. Tablo 3.4’da bilinen bazı dizi şifreleme
algoritmalarının çalışma frekansları verilmiştir.
Tablo 3.4: Bilinen bazı algoritmaların operasyonel frekans karşılaştırması [8]
Algoritma Bit/çevrim Frekans Çıktı Hızı
Trivium 1 326 MHz 326 Mbps
Grain 1 177 MHz 177 Mbps
SNOW-3G 32 104 MHz 3328 Mbps
E0 1 187 MHz 187 Mbps
3.5 Lineer Geri Beslemeli Ötelemeli Saklayıcı (LFSR)
Lineer Geri Beslemeli Ötelemeli Saklayıcılar bir dizi D tipi flip-flop’tan meydana ge-
len ve mevcut durumunu güncellemek için bir lineer fonksiyon (geri besleme fonksiyo-
nu) kullanan saklayıcılardır. Geri besleme fonksiyonu saklayıcının muhtelif bitlerinin
XOR’lanmasıyla bir bit oluşturur. Saklayıcı saat vuruşu ile işletildiği anda her bir flip-
flop değerini sonrakine aktarır, en baştaki saklayıcıya ise yeni değer olarak geri besleme
fonksiyonundan gelen bit yerleşir.
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Örneğin, Şekil 3.3’teki 4 bitlik bir LFSR’ı ele alalım. Bu örnekte D3’ün sonraki değeri,
diğer bir deyişle geri besleme fonksiyonunun değeri f = Q1⊕Q2⊕Q3’tür. Flip-flop’ların
sonraki değerleri Qsonraki0 = Q1, Qsonraki1 = Q2, Qsonraki2 = Q3 ve son olarak Qsonraki3 = f
olur.
Şekil 3.3: Örnek bir 4 bitlik LFSR devresi
3.6 Lineer Olmayan Geri Beslemeli Ötelemeli Saklayıcı
(NLFSR)
Lineer Olmayan Geri Beslemeli Ötelemeli Saklayıcılar RFID ve akıllı kart uygulama-
ları başta olmak üzere neredeyse tüm güncel dizi şifreleme algoritmalarında kullanılan
saklayıcı tipidir. LFSR’lardan farkı geri besleme fonksiyonudur. Geri besleme fonksiyonu
en az bir adet lineer olmayan ifade içeriyorsa saklayıcı NLFSR olarak değerlendirilir.
Yani, saklayıcıyı meydana getiren bitlerden en az ikisinin çarpımıyla ilgili ifade içermesi
gerekmektedir. Bu sayede geri besleme fonksiyonu daha kompleks olur ve LFSR’lara
kıyasla daha yüksek bir lineer karmaşıklık ihtiva eder. Şekil 3.4’te, Q0.Q1 çarpım ifadesi
içeren 4 bitlik bir NFSR örneği görülmektedir.
3.7 A5/1 Algoritmasına Hızlı Bakış
A5/1 baz istasyonu anteni ve cep telefonu, SIM kartlı modemler ve SMS otomasyon ci-
hazları gibi mobil cihazlar arasındaki sinyal trafiğini şifrelemekte kullanılan dizi şifreleme
algoritmasıdır. 1987 yılında geliştirilen A5/1, Avrupa ülkelerinde kullanılmaya başlandı.
GSM protokolü ilk etapta Avrupa’ya uygun tasarlandığından 1989 yılında A5/1’in kasti
olarak zayıflatılmış varyasyonu olan A5/2 geliştirilerek Avrupa dışında kullanılmaya baş-
landı.
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Şekil 3.4: Geri besleme fonksiyonu f = Q2 ⊕Q3 ⊕Q0.Q1 olan bir NFSR
Ross Anderson’ın FSE 1994’teki yayınına kadar A5/1 ve A5/2’nin tasarımları gün yü-
züne çıkmadı [30]. Sonrasında ise Brienco, Goldberg ve Wagner bu algoritmalarla ilgili
tersine mühendislik çalışmaları yayınladı [35]. Ardından Biryukov, Shamir ve Wagner,
bir kişisel bilgisayar üzerinde A5/1’in gerçek zamanlı kriptanalizini gerçekleştirdi [36].
3.7.1 Kayan Anahtar Üretecinin Tasarımı
A5/1’in kayan anahtar üreteci 19-bit, 22-bit ve 23-bit’lik uzunluğa sahip LFSR’lardan
oluşmaktadır. İlk LFSR besleme fonksiyonu olarak f1 = s1 ⊕ s13 ⊕ s16 ⊕ s17 kullanmak-
tadır. İkinci ve üçüncü LFSR da sırasıyla f2 = s20 ⊕ s21 ve f3 = s7 ⊕ s20 ⊕ s21 ⊕ s22
şeklindedir. Besleme fonksiyonları bu saklayıcıların en düşük anlamlı bitlerini (LSB)
güncellerken, LSB dahil tüm bitleri en yüksek anlamlı bite doğru kaydırır. LSB’nin ye-
rine ise besleme fonksiyonundan çıkan değer uygulanır. Saklayıcı her saat vuruşunda bu
yöntemle işletilir.
19-Bit’lik LFSR-1 L1, 22-Bit’lik LFSR-2 L2 ve 23-Bit’lik LFSR-3 de L3 olsun. A5/1’de
saklayıcılar devrede bulunan saat kontrol ünitesi tarafından birbirlerinden bağımsız olarak
işletilir. Bu kontrol ünitesi L1’in 9. biti olan s8’e, L2’nin 11. biti olan s10’a ve L3’ün
11. biti olan s10 bitlerine bakarak çoğunluk 0 ise kontrol biti 0 olanları, çoğunluk 1 ise
bu biti 1 olanları işletir. L1, L2 ve L3’ün saat kontrol bitleri, her bir ihtimal göz önünde
bulundurularak Tablo 3.5 oluşturulmuştur.
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Tablo 3.5: A5/1’in saat kontrol ünitesine ait çalışma tablosu
L81, L
10
2 , L
10
3 Çoğunluk İşletilecek Saklayıcı
000 0 L1, L2, L3
001 0 L1, L2
010 0 L1, L3
011 1 L2, L3
100 0 L2, L3
101 1 L1, L3
110 1 L1, L2
111 1 L1, L2, L3
Şekil 3.5: A5/1 algoritmasına ait mantıksal devre görseli. f1, f2 ve f3 geri besleme
fonksiyonları, L1, L2 ve L3 de LFSR’lardır. Mavi renkte gösterilen bitler saat kontrol
birimine bağlıdır.
3.7.2 İlklendirme Fazı
Şekil 3.5’te görüldüğü gibi, üç LFSR’ın da MSB’leri XOR’lanarak kayan anahtarı üretmek
üzere zi çıktısını oluşturmaktadır. İlklendirme fazının ilk adımı olarak saklayıcıların
tüm bitleri sıfırlanır. Daha sonra gizli anahtara K’ya ait bitler saklayıcılara, çoğunluk
kontrolü olmaksızın doldurulur. Bu işlemi takiben, çerçeve numarası F ’ye ait bitler üç
saklayıcıya yüklenir ve sistem 100 defa olması gerektiği gibi işletilir. Son adım olarak
kayan anahtara yansıyan 100 bit kullanılmadan atılır. Bu ilklendirme prosedürü sonunda
228 bit’lik kayan anahtar oluşturulup 114 bit’i giden paketleri şifrelemek için, diğer 114-
bit’i de gelen paketleri çözmek için kullanılır.
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3.8 Trivium Algoritmasına Hızlı Bakış
Blok şifreleme tasarım prensiplerinden ilham alınarak Christophe De Canniére ve Bart
Preneel tarafından geliştirilen hafifsiklet dizi şifreleme Trivium, hız ve donanım alan
gereksinimi arasında dengeli bir konum elde etme gayesiyle tasarlanmıştır [5]. eSTREAM
yarışmasının Profil II (Donanım) portföyü için seçilen Trivium’un patenti alınmamış;
fakat ISO/IEC 29192-3 uluslararası standardı haline getirilmiştir [54].
Toplamda 288-bit’lik NLFSR iç durum saklayıcı kapasitesine sahip olan Trivium, 264
bit çıktıyı 80-bit gizli anahtar ve 80-bit ilklendirme vektörü kullanarak oluşturur. Tri-
vium’un tasarım yaklaşımı giriş ve çıkış bitleri arasındaki lineer korelasyonun azaltılması
üzerine kurulmuştur.
Şekil 3.6: Trivium’un mantıksal tasarımına ait görsel [5]
3.9 Espresso Algoritmasına Hızlı Bakış
2015 yılında Elena Dubrova ve Martin Hell tarafından tasarlanmış olan Espresso, ultra-
hafifsiklet dizi şifreleme algoritmalarının güncel örneklerinden biridir [31]. Espresso,
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232ns gibi çok düşük iletim gecikmesi, 2.22 Gbit/sn çıktı hızı ve 1497 GE donanım
alan gereksinimi ile 5G iletişimini hedeflemektedir. 5G iletişim teknolojisini 4G’den
ayıran fark, çok düşük veri iletim gecikmeleri gerektiren uygulamaların hayata geçmesini
mümkün kılmasıdır. Bu uygulamalara en iyi örneklerden biri hastaneye fiziksel erişimi
bulunmayan kilometrelerce uzaktaki bir operatör doktorun, insan güdümlü robotik cer-
rahi kullanarak uzaktan ameliyat gerçekleştirmesini sağlayan, Çin’de ilk testleri gerçekleş-
tirilen teknomedikal üründür [55][56].
Espresso 256-bit’lik NLFSR kullanarak iç durumunu günceller. 128-bit gizli anahtar K
ve 96-bit IV ilklendirme fazında NLFSR’ı Figür 3.7’de görüldüğü gibi doldurmak için
kullanır. K ve IV içeriği olduğu gibi NFSR’a doldurulduktan sonra sistem bu işlem için
özel olarak tasarlanmış iki güncelleme fonksiyonu kullanarak 256 kez işletilir. Bu özel
fonksiyonlar zi çıktı biti ve mevcut saklayıcı bitlerini kullanarak x255 ve x217’yi günceller.
Bu fonksiyonlar aşağıdaki gibi tanımlanmıştır:
g255 = x0 ⊕ x41x70 ⊕ z(x)
g217 = x218 ⊕ x3x32 ⊕ z(x)
Son adım olarak sistem kayan anahtar oluşturma fazına geçmeden önce, NLFSR üç kez
daha işletilir.
Şekil 3.7: Espresso’nun ilklendirme fazının ilk aşaması
Bölüm 4
Anahtarlı Güncelleme Fonksiyonu
olan Kayan Anahtar Üreteçleri
Dizi şifreleme algoritmalarının TMDTO(time-memory-data-tradeoff) saldırılarına karşı
dirençli olabilmesi için iç durum büyüklüğünün gizli anahtardan en az iki kat büyük ol-
ması gerektiği ile ilgili temel kural vardır [57]. Bu kurala göre yeterli güvenlik seviyesinde
modeller üretebilmek adına WSN düğümleri ve RFID etiketleri gibi kısıtlı kaynaklara
sahip cihazlar için güç tüketimi, güvenlik ve donanım boyutu arasında zor bir denge
kurulması gerekmektedir.
Kısıtlı kaynaklara sahip donanımlarda daha etkin bir çözüm önerisi olarak 2015’te Arm-
knecht ve Mikhalev FSE(Fast Software Encryption) etkinliğinde dizi şifreleme algorit-
malarına yeni bir tür kazandırdı [1]. Anahtarla Güncelleme Fonksiyonu olan Kayan
Anahtar Üreteçleri için önerdikleri ilk somut tasarım, Sprout ismini verdikleri dizi şif-
releme algoritmasıdır. Armknecht ve Mikhalev, diğer yaklaşımlardan farklı olarak sabit
gizli anahtarın yalnızca ilklendirme aşamasında değil, iç durumun güncellemesinde de
kullanılarak donanım alan gereksinimini azaltabileceklerini savunmuştur. Yayından kısa
süre sonra güvenlik açıklıkları kullanılarak Lallemand/Virginie [25], Zhang/Gong [26] ve
Kara&Esgin [27] çeşitli saldırı metotları geliştirilmiştir.
Özünde iyi bir fikir olmasına karşın Sprout’un asıl kusuru ana fikrinde değil, bu fikrin
uygulanmasında yatıyordu. Nitekim, 2017 yılında yayınladıkları makalede [3] Plantlet
algoritmasında bu kusur giderilerek Guess-and-Determine(Tahmin et ve Belirle) saldırı-
sına karşı koymayı başarmışlardır.
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Bu bölümde Anahtarla Güncelleme Fonksiyonu olan Kayan Anahtar Üreteçleri (AGF-
KAÜ) ve onun alt kümesi olarak tez çalışmamızdaki geliştirilmiş saldırı algoritmasının
asıl hedefi olan ABGBF-KAÜ(KSG With Boolean KFF)[4] tanımlanmıştır. ABGBF-
KAÜ’un ilk örneği olan Sprout yapısal olarak incelenmiş; ilklendirme fazı, geri besleme
ve çıktı fonksiyonları açıklanmıştır.
4.1 Tanımlar
Tanım 1. Anahtarlı Güncelleme Fonksiyonu olan Kayan Anahtar Üreteci(AGF-
KAÜ) [1]): Anahtarlı Güncelleme Fonksiyonu olan Kayan Anahtar Üreteci aşağıdaki
üç kümeyi içerir:
• Anahtar uzayı K = GF (2)k,
• İlklendirme vektörü uzayı IV = GF (2)v,
• Değişken iç durum uzayı S = GF (2)σ
ve aşağıdaki üç fonksiyondan oluşur:
• İlklendirme fonksiyonu Init : IV × K −→ K,
• Güncelleme fonksiyonu Upd : K × S −→ S ifadesini geçerleyen Updk : S −→ S,
Updk(st) := Upd(k, st) fonksiyonları her k ∈ K için birebir ve örten,
• Çıktı fonksiyonu Out : S = GF (2) (boole çıktı veren fonksiyon)
Aşağıda bu tanıma uyan ve uymayan birer örnek verilmiştir.
Örnek: 10-bit uzunluğunda LFSR türünde L iç durumuna ve 20-bit uzunluğunda sabit
K anahtarı ROM üzerinde bulunan bir kayan anahtar üretecinin güncelleme fonksiyonu
f aşağıdaki gibi tanımlanmıştır. Bu üretecin KSG with KUF olma durumunu tartışınız.
f(L,K) = l1 ⊕ l3 ⊕ l5 ⊕ l7 ⊕ l9 ⊕ k3k7 ⊕ k13k18
l
′
9 = f(L,K)
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Çözüm: Güncelleme fonksiyonu verilen üreteç L iç durumunun l9 bitinin yeni değerini
oluşturmakta ve K anahtarının bitlerinden faydalanmaktadır. Bu yüzden bu üreteç bir
Anahtarlı Güncelleme Fonksiyonu olan Kayan Anahtar Üreteci ’dir.
Örnek: 48 bit uzunlukta NLFSR türünde N iç durumuna sahip ve 56 bit uzunlukta K
anahtarı EEPROM üzerinde bulunan bir kayan anahtar üretecinin bir Anahtarla Güncel-
lenen Kayan Anahtar Üreteci olduğu bilinmektedir. Bu üretecin güncelleme fonksiyonu
f aşağıdakilerden hangisi olamaz?
A) f = n0 ⊕ n1n3 ⊕ n5k7 ⊕ n2k40 ⊕ n4 ⊕ n24k55
B) f = n0 ⊕ n3n7 ⊕ n1k4 ⊕ n6k10 ⊕ n4 ⊕ n26n27
C) f = n0 ⊕ n2n4 ⊕ n0k4 ⊕ n3n9 ⊕ n5 ⊕ n28n29
D) f = n0 ⊕ n2n4 ⊕ n0n4 ⊕ n3n9 ⊕ n5 ⊕ n30n31
E) f = n0 ⊕ n2n4 ⊕ k0n4 ⊕ n3n9 ⊕ n5 ⊕ n30n31
Çözüm: A seçeneğinde n5k7, n2k40 ve n24k55 ifadeleri; B seçeneğinde n1k4 ve n6k10
ifadeleri, C seçeneğinde n0k4 ifadesi ve son olarak E seçeneğinde k0n4 ifadesi bulunduğun-
dan dolayı bu fonksiyonların anahtarla güncellendiği anlaşılmaktadır. Toplam ifadeleri
arasında k biti içermeyen tek fonksiyon D seçeneğinde belirtilendir. Bu yüzden cevap
D’dir.
Tanım 2. Anahtarlı Boole Geri Besleme Fonksiyonu olan Kayan Anahtar
Üreteci (ABGBF-KAÜ) [4]: Kara ve Esgin’in makalesinde [4] verilen tanıma göre bir
AGF-KAÜ aşağıdaki şartları sağladığında Anahtarlı Boole Geri Besleme Fonksiyo-
nu olan Kayan Anahtar Üreteci (Keystream Generator with Boolean Keyed
Feedback Function) olur:
• Kayan anahtarın her bir 1 -bit çıktısı için güncelleme fonksiyonu F ve çıktı fonk-
siyonu G bir kez çalıştırılmalı.
• F(K,S) güncelleme fonksiyonu S iç durumu üzerinde 1-bit’lik değişiklik yapmalı.
Eğer 1 bitten fazla sayıda değişiklik yapıyor ise değişikliğin yalnızca 1 bitlik bir kısmı
anahtara bağlı olmalıdır.
Örnek: Aşağıda güncelleme fonksiyonu verilen kayan anahtar üreteçlerinin hangileri
ABGBF-KAÜ tanımına uymaktadır?
Bölüm 4. Anahtarlı Güncelleme Fonksiyonu olan Kayan Anahtar Üreteçleri 31
I) f | f = f1 −→ s10, f2 −→ s11 ve f1 = s4 ⊕ s5 ⊕ s6k1 , f2 = s1 ⊕ s2 ⊕ s3k2
II) f | f = f1 ⊕ f2 −→ s10 ve f1 = s4 ⊕ s5 ⊕ s6k1 , f2 = s1 ⊕ s2 ⊕ s3k2
III) f | f = f1 −→ s10, f2 −→ s11 ve f1 = s4 ⊕ s5 ⊕ s6k1 , f2 = s1 ⊕ s2 ⊕ s3
Çözüm: I’de güncelleme fonksiyonu f1 ve f2 olmak üzere iki alt fonksiyondan oluşmak-
tadır. f1 iç durumun s10 bitini, f2 ise s11 bitini güncellemektedir. f1 fonksiyonu s6k1
ifadesi olduğu için anahtara bağımlı, f2 fonksiyonu ise s3k2 ifadesinden dolayı anahtara
bağımlıdır. İç durumda anahtara bağlı olarak iki bit değiştiği için I. madde ABGBF-
KAÜ’ye ait değildir.
II’de f fonksiyonu I’de olduğu gibi iki alt fonksiyondan meydana gelmekte; fakat ni-
hayetinde iç durumdan yalnızca 1 bit, yani s10 değişmektedir. Bu sebeple fonksiyonlar
anahtarın hangi bitlerini kullanırsa kullansın yalnızca güncellemeden s10 etkilendiği için
II ABGBF-KAÜ’ye ait bir fonksiyondur.
III’te ise iç durumun s10 ve s11 bitleri değişmektedir; fakat s11’i değiştiren f2 fonksi-
yonunda anahtar bitleri kullanılmamıştır. Bu sebeple III de ABGBF-KAÜ’ye ait bir
fonksiyon olarak değerlendirilebilir.
4.2 Sprout Algoritması
Bu kısımda Armknecht ve Mikhalev’in FSE 2015 etkinliğinde yayınladığı makalesinde
[1] AGF-KAÜ(KSG with KUF) olarak tanımladıkları türe ait verdikleri ilk somut örnek
olarak Sprout ayrıntılı şekilde incelenecektir. Öncelikle Sprout’un ilham alındığı tasarım,
mevcut dizi şifreleme algoritmalarındaki aksayan ve donanım tasarımında zorluğa ne-
den olan noktalar açıklanmıştır. Daha sonra bu zorluklara karşı önerilen çözüm modeli
görsellerle desteklenerek anlatılmıştır.
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4.2.1 Çıkış Noktası
Güç gereksinimi ve donanım alanının kritik olduğu RFID etiketleri ve WSN cihazlarında
hafıza bileşenlerinin etkin kullanılması çok önemlidir. Zira NLFSR ve LFSR gibi ele-
manlar, geri besleme fonksiyon devresi ile birlikte en çok güç tüketen ve yer kaplayan
bileşenler arasındadır [58].
Mikhalev ve Armknecht Sprout’u anlattığı makalesinde bu konuya önem vermiş ve ilk-
lendirme fazına ilave olarak iç durumun değiştirildiği güncelleme fonksiyonlarında dev-
rede sabit bir hafızada bulunan gizli anahtarın kullanıldığı yeni modeli önermiştir [1].
TMDTO(time-memory-data-tradeoff) saldırılarına karşı savunulan, iç durumun anahtar-
dan iki kat uzun olması gerektiği ile ilgili altın kural bu sayede geçersiz olacaktı. Grain
128a’dan yola çıkılarak tasarlanan Sprout’un kendisi kritik güvenlik açıklıkları sebebiyle
bu alanda sık kullanılan bir algoritma olmadı; ama Fruit-80, Plantlet gibi yeni somut
algoritmalara ilham kaynağı oldu [29][3].
4.2.2 Tasarım
Tıpkı Grain 128a’da olduğu gibi Sprout’un iç durumu LFSR ve cebirsel saldırıların önüne
geçmek için NLFSR türü saklayıcıların bileşiminden meydana gelmektedir. 40-bit’lik
LFSR işleyiş sırasında yine 40-bit’ten oluşan NLFSR’ı beslemektedir. zi çıktı fonksi-
yonu ise her iki saklayıcının bitlerini kullanmaktadır. Sprout iç durum boyutuyla aynı
şekilde 80-bit’lik bir gizli anahtar barındırır. Yapıdaki 9-bit’lik bir sayaç ise 80-bit’lik
anahtar ile birlikte işleyişte NLFSR’ı güncellemekte kullanılır. Algoritmanın anahtar
bağımlı olmasını sağlayan şey Round Key Function(Anahtar Çevrim Fonksiyo-
nu)’dur. Şekil 4.1’de görüldüğü gibi LFSR, NLFSR ve sayaç değerleri bu fonksiyonda
kullanılmaktadır. Fonksiyon aşağıda verilmiştir.
k∗t = kt, 0 ≤ t ≤ 79;
k∗t = (kt mod 80) · (l4 + l21 + l37 + n9 + n20 + n29), t ≥ 80;
Bu fonksiyonda görüldüğü üzere ilk 80 saat vuruşunda tüm anahtar bitleri kullanılmakta,
daha sonraki işletimlerde ise sayacın 80’e bölümünden kalanı l4+ l21+ l37+n9+n20+n29
toplamıyla AND işlemine tabi tutulmaktadır. LFSR saklayıcısını güncelleyen fonksiyon
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ise aşağıda verilmiştir:
P (x) = x40 + x35 + x25 + x20 + x15 + x6 + 1
Sprout’un çıktı fonksiyonunun bir parçası olan h(x) ise LFSR ve NLFSR saklayıcı bit-
lerini kullanan lineer olmayan bir fonksiyondur. Tanımda x0, ..., x8 değişkenleri sırasıyla
nt+4, lt+6, lt+8, lt+10, lt+32, lt+17, lt+19, lt+23, tt+38 bitlerini temsil etmekte olup, h(x)
aşağıdaki gibi tanımlanmıştır:
h(x) = x0x1 + x2x3 + x4x5 + x6x7 + x0x4x8
Çıktı bitini oluşturan asıl fonksiyon olan zi ise h(x), lt+30 ve NLFSR saklayıcısının sayaçla
değişen 7 adet bitinin toplamınla XOR işlemine tabi tutulur. NLFSR’daki bu bitler
aşağıdaki toplam sembolüyle ifade edilmiştir.
∑
j∈B
nt+j ve,
B = {1, 6, 15, 17, 23, 28, 34}
Çıktı fonksiyonunun en sade hali aşağıdaki gibidir:
zt = h(x) + lt+30 +
∑
j∈B
nt+j
4.2.3 İlklendirme Fazı
İlklendirme işleminin ilk adımı olarak IV’ye(İlklendirme Vektörüne) ait bitler NLFSR’a
yüklenir. IV’nin geri kalan 30 biti ise LFSR’a, LFSR’ın kalan son 10 bitine ise l30’den
l38’e kadar ’1’, son bit olan l39’a ’0’ yüklenir. Son olarak sistem 320 saat vuruşu kadar
çıktı vermeksizin işletilir. Çıktı vermek yerine bu değer LFSR ve NLFSR’a geri besleme
değeri olarak kullanılır. lt+40 değeri ilklendirme çıktısı olan zt ve kendi geri besleme
fonksiyonundan gelen değer ile XOR’lanarak lt+40 = zt ⊕ f(L) olur. NLFSR’dan nt+40
biti ise ilklendirme aşamasına özel olarak çıktı değeri zt, anahtar çevrim fonksiyonu
k∗t , LFSR’dan bir bit olan lt, sayaç biti c4t ve NLFSR’ın kendi geri besleme fonksiyonu
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Şekil 4.1: Sprout’un tasarımı
olan g(Nt)’nin XOR’lanması ile işletilir. Yani, nt+40 = zt ⊕ k∗t ⊕ lt ⊕ c4t ⊕ g(Nt) olur.
İlklendirmenin özeti Şekil 4.2’de verilmiştir.
Şekil 4.2: Sporut’un ilklendirme fazı
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4.2.4 Gerçekleştirilen Saldırılar
FSE-2015’te duyurulduktan sonra Sprout ile ilgili birçok kriptanaliz makalesi yayınlandı
[27][26][25]. Önce Lallemand ve Naya-Plasencia [25] Sprout üzerinde çalışan ve tam
tarama işleminden (exhaustive search) 210 kat daha hızlı bir şekilde anahtarı tespit eden
bir algoritma geliştirdi. Daha sonra Kara ve Esgin [27] ISR(İç Durum Geri Kazanım)
ve KR(Anahtar Geri Kazanım) algoritmalarıyla bu işlemi 210 kat daha hızlandırdı. Son
olarak Zhang ve Gong anahtar tespit işlemini daha düşük bir veri karmaşıklığı ile yeniden
düzenleyerek Kara ve Esgin saldırısını da 210 kat hızlandırmış oldu [26].
Sprout’a yapılan saldırılar anahtar bitinin lineer olmayan şekilde güncelleme fonksiyonu-
na karışmış olmasından kaynaklanmaktadır. Zira, Anahtar Çevrim Fonsiyonu üzerinden
gelen k∗t biti AND işlemiyle güncelleme fonksiyonunda yer almakta. Bu da çarpımın
diğer yüzünün, yani (l4 + l21 + l37 + n9 + n20 + n29) ifadesinin 1 olduğu anlarda bu
bitin tahmin edilebilmesini mümkün kılmaktadır. Saldırı yeterince süre çalıştırıldığında
iç durum bitleri ve anahtar bitleri elde edilebilmektedir.
Bölüm 5
ABGBF-KAÜ Ailesine Yönelik
Genel Kapsamlı Saldırı
Bu bölümde Tanım 2’de tarifi yapılan ABGBF-KAÜ(KSG with Boolean KFF) için Kara
ve Esgin’in makalesinde [4] modellenen saldırı algoritması genel hatlarıyla anlatılacaktır.
Şimdiye kadar yapılan kriptanaliz çalışmaları Sprout’u doğrudan hedef alan çalışmalardı
[25–27]. Kara ve Esgin’in 2018 yılında yayınlanan makalesinde [4] akademide ABGBF-
KAÜ tanımı ilk kez yapılmış ve bu kayan anahtar üreteç ailesine genel çapta bir saldırı
modellenmiştir. Tez çalışmamızda bu algoritma zaman ve veri karmaşıklığı yönlerinden
geliştirilmiştir. Geliştirilmiş algoritma Bölüm 6’da anlatılmıştır.
5.1 Saldırının Açıklaması
KE saldırısının önemli bir kısmını İç Durum Geri Kazanma için yapılan (Internal State
Recovery) algoritması teşkil etmektedir. İDGK algoritması olası tüm iç durumları, kayan
anahtar çıktısına bakarak test edip, uygunsuz olanları eleme üzerine kuruludur. İDGK
algoritması yalnızca zayıflık teşkil eden iç durumlar üzerinde çalışır. Zira zayıflık teşkil
eden iç durumlar anahtar hakkında ipucu verme ihtimali olan iç durumlardır. İç durumun
tahmin edilebilirliği ise Prg (Guess Capacity, Probability of Guess) başka bir deyişle
Tahmin Kapasitesi olarak geçmektedir.
36
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5.1.1 Tahmin Kapasitesi (Prg)
Saldırının en önemli öncülü dizi şifreleme algoritmasının güncelleme fonksiyonunun 0.5
üzeri bir ortalama tahmin kapasitesi ihtiva ediyor olmasıdır. Yani Prg > 0.5 olmalıdır.
Aksi durumda tahmin etme mekanizması çalışmayacaktır. Kara ve Esgin’in [4] tanımına
göre ileri yönde işletilen S iç durumuna ait Tahmin Kapasitesi formülü aşağıdaki gibidir:
Prg(S)f =
1
2
+ |#{K : fF (K,S) = 0}
2k
− 1
2
|
Herhangi S iç durumundan bağımsız olarak bir algoritmanın güncelleme fonksiyonuna
ait Ortalama Tahmin Kapasitesi [4] formülü ise aşağıdaki gibidir:
Prg =
1
2
+ 2−s
∑
S
|#{K : fF (K,S) = 0}
2k
− 1
2
|
Formüldeki, #{K : fF (K,S) = 0} ifadesi, f ileri yönde işletim için güncelleme fonksi-
yonunun olası tüm anahtar ihtimalleri için kaç adet ’0’ sonucu vereceğinin sayısı olup,
k ise anahtar boyunun bit cinsinden değeridir. Mutlak değer içerisinde olmasının ne-
deni çıktıların ’0’ ya da ’1’ yönelimli oluşmasının aynı sonucu vermesi için kullanılmıştır.
Örneğin güncelleme fonksiyonu daima ’0’ üretiyor olsun. #{K:fF (K,S)=0}
2k
ifadesi 1 sonu-
cunu vereceği için Prg = 1 olur. Daima ’1’ üreten bir güncelleme fonksiyonunda ise
#{K:fF (K,S)=0}
2k
ifadesi 0 sonucunu vereceği için yine Prg = 1 olur.
Ortalama Tahmin Kapasitesi formülü ise basitçe, tüm iç durumlar için hesaplanan tah-
min kapasitelerinin aritmetik ortalamasıdır. s sembolü iç durum büyüklüğünün bit
cinsinden değeridir.
5.1.2 Çıktı Kapasitesi (θ)
Bir saklayıcının geri besleme değerini bilmeden en fazla kaç kez işletilerek çıktı alınabi-
leceğini gösteren parametredir. Tamamen geri besleme fonksiyonunun saklayıcıya olan
bağlantı noktalarıyla ilgilidir. Örneğin LSB’ye doğru kayan 20-bit’lik bir LFSR’ın geri
besleme fonksiyonu f(s) = s0 ⊕ s3 ⊕ s15 ise Çıktı Kapasitesi θ = 19 − 15 + 1 = 5’tir.
İlave edilen 1 iç durumun hiç ilerletilmeden o anki halinden de çıktı alınabildiği için
eklenmiştir.
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5.1.3 Karavana İhtimali ()
İDGK algoritmasının kayan anahtarı veren iç durumlardan doğru olanı gözden kaçırma
ihtimalidir. Bu sayı algoritmanın çalışma süresiyle ters orantılıdır. Algoritmanın %99.9
başarımla çalışması isteniyorsa bu sayıya 0.001 verilmelidir.
5.1.4 Sonlandırma Değeri (αter)
İDGK algoritmasının, sistemi kaç saat vuruşu kadar ilerleteceğini gösteren değerdir. Al-
goritmanın saat sayacı bu değere ulaşınca sonlanır. αter değeri aşağıdaki formülle hesap-
lanır:
αter =
1
(Prg − 1)2
(√−2ln+√2ln2 · (s− θ − d− 1))2
5.1.5 Eşik Değeri (αthr)
İDGK algoritmasında iç durumlar taranırken her bir iç durum için uyuşmazlık sayacı
(Mismatch Counter) tutulur. Bu sayaç eşik değerini geçtiğinde elenmiş olur. Bu eşik
değeri olan αthr aşağıdaki formülle hesaplanır:
αthr = bαter(1− Prg + αter)c
5.1.6 İç Durum Zaafiyet Göstergesi (d)
İDGK çalıştırılmadan önce, istenilirse, her bir iç duruma ait anahtar bilgisi olmadan
hesaplanabilecek çıktı biti sayısı kontrol edilerek, bir tabloda tutulabilir. Kara ve Esgin’in
makalesinde [4] Oﬄine Phase(Çevrimdışı Faz) olarak geçmektedir. Zorunlu bir işlem
adımı değildir. Çevrimdışı Faz çalıştırılmazsa tüm işlemlerde bu değer ’0’ alınır.
5.2 İç Durum Geri Kazanım Algoritması
İDGK algoritması girdi olarak birden fazla iç durum ve kayan anahtar çıktısını alır ve
sonuç olarak o kayan anahtarı üretmekte kullanılan iç durumu tespit eder. Bunu yaparken
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önceki kısımda anlatılan parametreleri kullanır. Algoritma çağrılmadan önce  kullanıcı
girdisi olarak alınır. Buna bağlı olarak Prg, ardından da Prg değerine bağlı olan αter ve
αthr değerleri hesaplanır.
5.2.1 İDGK Sözde Kodu
Kara ve Esgin’in makalesinde [4] İç Durum Geri Kazanım Saldırısı (Internal State Reco-
very Attack) olarak tanımladığı bu algoritma, saldırı mekanizmasının daha iyi anlaşılması
için ayrıntılı şekilde izah edilmiştir.
Girdiler: Boş olmayan bir iç durum aday listesi S, kayan anahtardan bir parça {
zt+1+θf , ..., zt+θf+αter }, sonlandırma değeri olan αter, ortalama tahmin kapasitesi Prg
ve karavana ihtimali 
Kodun Açıklaması
KE saldırısında bahsi geçmemiş olmasına karşın αter’in hesaplanması, θ değerinin kul-
lanıcı tarafından girilmesi ve kayan anahtarın yeterli uzunlukta çıkartılıp önceden hazır-
lanmış olması gerekmektedir. Ayrıca bu noktada boole dönüşü olan IsPossibleToDe-
termine alt yordamının içinde çözülen denklem geri besleme fonksiyonun gerçeklenme
şekline bağlı olarak değişmektedir.
Daha iyi anlaşılabilmesi için bu işlemi bir örnekle açıklayalım. 8-Bit’lik tek bir LFSR’dan
meydana gelen, ft(s) = s3⊕ s5k3⊕ s7k4 geri besleme fonksiyonu ile güncellenen, zt(s) =
s3⊕ s5⊕ s7 çıktı fonksiyonu ile kayan anahtar üreten bir dizi şifreleme algoritması olsun.
Bu noktada geri besleme değerinin belirlenebilmesi için geri besleme fonksiyonda lineer
olmayan şekilde yer alan anahtar bitlerinin hiçbirinin sıfırlanmaması gerekir. Dolayısıyla
s5 ve s7 bitlerinin 1 olduğu yerlerde IsPossibleToDetermine alt yordamı ’true’ değeriyle
sonuçlandığı için algoritma, çıktının θ saat vuruşu kadar ilerisini kontrol ederek geri
besleme değerini belirleyebilir. Belirlemekte kullandığı fonksiyon da çıktı fonsiyonunun
θ kadar kaydırılmış hali olur. Çıktı fonksiyonunu θ = 1 kadar kaydırdığımızda s7 biti
LFSR 1 kez kaydırıldığı için ft(s) haline gelecektir. ft(s) = zt+1(s)⊕ s4 ⊕ s6⊕ denklemi
çözüldüğü takdirde geri besleme değeri ft(s) belirlenmiş olur.
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Algoritma 2.1 İç Durum Geri Kazanım [4]
1: procedure ISR(S, z, , Prg) . Saldırının ana fonksiyon imzası
2: ter ←
√−ln
2αter
. ter hesapla
3: αthr ← bαter(1− Prg + αter)c . αthr hesapla
4: CUR← Liste < s > () . İşlem gören iç durumları tutacak boş liste oluştur
5: NEW ← Liste < s > () . Devredecek iç durumları tutacak boş liste oluştur
6: CUR← S . Aday listesini CUR’e doldur
7: Her #MM(s) ∈ S← 0 . Her bir s iç durumu için uyuşmazlık sayacını sıfırla
8: for i← t, (t+ αter − 1) do . i değişkeni t’den t+ αter − 1’e kadar döngü
9: for each s : CUR do . CUR’deki her bir s iç durumu için döngü
10: if Prg(s) = 0.5 then
11: fbsugg ← null
12: #MM(s)← #MM(s) + 0.5 . Uyuşmazlık sayacını 0.5 artır
13: else
14: fb(s)← fbsugg
15: end if
16: if IsPossibleToDetermine(fbi+1, zi+1+θf ) then
17: Determine fonksiyonunu çalıştır (Algoritma 2.2)
18: else
19: Check & Guess fonksiyonunu çalıştır (Algoritma 2.3)
20: end if
21: end for
22: if IsEmpty(NEW ) then
23: Döngüden çık
24: end if
25: CUR← NEW . NEW’in içeriği CUR’e kopyalanır.
26: NEW ← Liste < s > () . Liste boşaltılır.
27: end for
28: return CUR listesindeki adayların kökleri(root’ları)
29: end procedure
Algoritma 2.2 İç Durum Geri Kazanım - Determine [4]
1: procedure Determine(S, z, , Prg) . Alt yordamın ana fonksiyon imzası
2: Geri besleme değerini fbdet karşılık gelen z çıktı biti üzerinden hesapla
3: s iç durumunu fbdet kullanarak güncelle
4: if fsugg 6= null then . Önerilen değer mevcutsa...
5: if fbsugg 6= fbdet then . Önerilen ve belirlenen değer uyuşmuyorsa...
6: #MM(s)← #MM(s) + 0.5 . Uyuşmazlık sayacını 0.5 artır
7: end if
8: end if
9: if #MM(s) ≤ αthr then . Uyuşmazlık değeri eşik değerinden küçük veya eşitse
10: Güncellenmiş s iç durumunu, #MM(s) değerini ve kök değerini NEW’e ekle
11: end if
12: end procedure
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5.3 Determine Algoritması
Açıklama: Determine (Belirleme) alt yordamı Tahmin Kapasitesi Prg > 0.5 olan bir
iç durum aynı zamanda belirleme işlemini sağlıyorsa çalışır. Belirlenen geri besleme
değeriyle fdet, mevcut s iç durumu işletildiğinde oluşan fi(s) geri besleme değeri karşı-
laştırılır. Farklı olduğu durumlarda s iç durumu için tutulan#MM(s) uyuşmazlık değeri
1 artırılarak güncellenir. Uyuşmazlık değeri eşik değeri aşıyorsa s iç durumu elenir.
5.4 Check & Guess Algoritması
Algoritma 2.3 İç Durum Geri Kazanım - Check & Guess [4]
1: procedure CheckAndGuess(s, αthr, NEW ) . Alt yordamın ana fonksiyon imzası
2: if zi(s) 6= keystreami then . s ile üretilen çıktı biti kayan anahtardaki bitle
uyuşmuyorsa
3: s iç durumunu ele (NEW’e eklenmezse elenmiş olur)
4: else
5: s iç durumundan s0 ve s1 olmak üzere iki kopya oluştur
6: s0 iç durumunu ’0’ geri beslemesiyle güncelle
7: s1 iç durumunu ’1’ geri beslemesiyle güncelle
8: if fbsugg 6= null then . Önerilen değer mevcutsa...
9: if fbsugg == 0 then . Önerilen değer 0 ise...
10: #MM(s1)← #MM(s1) + 1 . s1’in uyuşmazlık değerini 1 artır
11: else
12: #MM(s0)← #MM(s0) + 1 . s0’ın uyuşmazlık değerini 1 artır
13: end if
14: end if
15: if #MM(s0) ≤ αthr then . s0’ın uyuşmazlık değeri eşik değerin altındaysa
16: s0 iç durumunu, #MM(s0) değerini ve kök değerini NEW’e ekle
17: end if
18: if #MM(s1) ≤ αthr then . s1’ın uyuşmazlık değeri eşik değerin altındaysa
19: s1 iç durumunu, #MM(s1) değerini ve kök değerini NEW’e ekle
20: end if
21: end if
22: end procedure
Açıklama: Eğer bir s iç durumunun geri besleme değeri belirlenemiyorsa iki farklı
ihtimal ile işletilir. Check&Guess işlemi bu işlemi yaparken öncelikle s’nin oluşturduğu
çıktı ile i saat vuruşu anındaki kayan anahtarın çıktı bitinin aynı olup olmadığını kontrol
eder. Aynı çıktı oluşturuluyorsa, s iç durumunun s0 ve s1 olmak üzere iki kopyasını
oluşturarak sırasıyla 0 ve 1 geri besleme değerleriyle işletir. Önerilen değer fsugg mevcut
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ise geri besleme değeri örtüşmeyen kopyanın uyuşmazlık sayacını artırır. Son olarak
uyuşmazlık değerlerinin eşik değeri geçip geçmediğine bakılarak eleme işlemi yapılır.
5.5 Anahtar Geri Kazanım Fazı
Anahtar gezi kazanımı için, İDGK sonucunda doğru olduğu tespit edilen bir iç durumun t
anındaki hali ve o andaki belirlenmiş geri besleme değeri kullanılarak anahtar bitleri elde
edilir. Bu işlem için Algoritma 2.1 (İGDK) algoritmasının değiştirilmiş bir sürümünün
kullanılabileceği Kara ve Esgin’in makalesinde [4] Key Recovery Phase bölümünde ifade
edilmiştir. Bu tez çalışmasındaki iyileştirme ve düzeltmelere Anahtar Geri Kazanım Fazı
dahil değildir.
AGK fazının her bir t saat vuruşu anında yaptığı işi basit bir örnekle açıklayalım. 8-
bit’lik anahtara ve LFSR boyuna sahip, ft(s) = s3⊕s5.k0⊕s7.k2 geri besleme fonksiyonu
ve zt(s) = s2 ⊕ s4 ⊕ s6 çıktı fonksiyonuna sahip olsun. Anahtar bitleriyle lineer olmayan
durumdaki s5 ve s7 bitleri t anında 1 olduğu s0−7 = {0, 1, 0, 1, 0, 1, 0, 1} iç durumu için
görüldüğü üzere ft(s) = zt+1 ⊕ s3 ⊕ s5 şeklinde belirlenebilmektedir. Üreteç çıktısında
zt+1(s) = 1 için;
ft(s) = 1⊕ 1⊕ 1
ft(s) = 1
olur. Şimdiyse elde edilen ft(s) değeri geri besleme fonksiyonunda yerine konulduğunda;
ft(s) = s3 ⊕ s5.k0 ⊕ s7.k2
1 = 1⊕ 1.k0 ⊕ 1.k2
k0 ⊕ k2 = 1⊕ 1
k0 ⊕ k2 = 0
olur. Algoritma ilerletildikçe anahtar parça parça tamamlanacak ve halen bilinmeyen
anahtar bitleri kaldıysa bunlar tam tarama işlemi yapılarak elde edilecektir. Sistem
t’den t+ 1’e geçtiğinde anahtardan gelen bitler de kayacağı için, kt+17 = k
t
0 ve k
t+1
0 = k
t
1
ve kt+11 = k
t
2 olur. t + 1 anında elde edeceğimiz anahtar bitlerini içeren denklem de,
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eğer geri besleme değeri belirlenmişse, kt1 ⊕ kt2 = kt+10 ⊕ kt+11 olur. Bu yöntemle 11 saat
vuruşunda elde edilen bitleri alt alta yazarsak;
kt0 ⊕ kt2 = 0
kt1 ⊕ kt3 = 1
kt2 ⊕ kt4 =?
kt3 ⊕ kt5 =?
kt4 ⊕ kt6 =?
kt5 ⊕ kt7 = 0
kt6 ⊕ kt0 =?
kt7 ⊕ kt1 =?
kt0 ⊕ kt2 =?
kt1 ⊕ kt3 = 1
kt2 ⊕ kt4 = 1
kt3 ⊕ kt5 =?
Görüldüğü gibi geri besleme belirlenebildiği durumlarda anahtarlar elde edilebildi. Ü-
çüncü satırda kt2 ⊕ kt4 elde edilemezken, ilerleyen süreçle geri besleme değeri belirlendiği
için bu ifadenin ′1′ olduğu görülmektedir. İşletime devam edilip tüm bitlerin ilişkileri
tespit edildiğinde geriye tüm anahtar ihtimalleri arasından eldeki denklemlere uyanlar
bulunur. Bu şekilde gizli anahtar elde edilmiş olur.
Bölüm 6
Geliştirilmiş Saldırı Algoritması
Önceki bölümde Kara ve Esgin’in makalesinde [4] ABGBF-KAÜ ailesi için tanımlamış
olduğu saldırı metodunun nasıl çalıştığı ayrıntılı olarak incelenmişti. Bu bölümde önce-
likle bu saldırı metodu performans bakımından incelenmiş ve darboğaz oluşturan nok-
talar vurgulanmıştır. Daha sonra iyileştirme ve düzeltme adına üç nokta belirlenmiş ve
bunların performans üzerindeki etkisi ortaya konulmuştur.
6.1 Mevcut Algoritmadaki Darboğaz Noktaları
Kara ve Esgin’in makalesinde tarifi yapılan [4] İDGK algoritması Çevrimdışı Faz çalış-
tırılmadığında tüm iç durum ihtimallerinin taranmasını gerektirmektedir. Algoritma
işletilirken s-bit’lik bir iç durum boyutu için 2s sayıda iç durum taranmakta, geri besleme
belirlenemediği anlarda tetiklenen Check & Guess Algoritması (2.2) sebebiyle algorit-
manın çalıştırıldığı ortamda Ek-A’da görüldüğü gibi yüzde 40 artan bir bellek gereksinimi
ortaya çıkmaktadır (Bkz.: Ek-A).
Bu artan bellek gereksinimi Kayan Pencere yöntemi ile her defasında sınırlı sayıda iç
durum ile algoritma çalıştırılarak ve son tahlilde üretilen çıktılar birleştirilerek önüne
geçilebilir. Bu yöntem kullanıldığında bellek gereksinimi kontrol altına alınabilmektedir.
Testlerimizde kayan pencere büyüklüğü 1000 olarak alınmıştır. Yani 220 adet iç durum
1000’erli gruplar halinde algoritmada ayrı ayrı işlenmiş ve sonuçlar derlenmiştir.
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6.2 Hata Düzeltmesi
Kara ve Esgin’in makelesindeki Determine (Algoritma 2.2) algoritmasında elenmek üzere
olan (yani uyuşmazlık sayacı αthr değerini geçen) iç durum belirlenmiş geri besleme değeri
fbdet ile işletilmektedir. Sonucu etkilemeyen bu fazladan işlem nedeniyle Determine
fonksiyonu içerisinde elenerek yok edilen her bir iç durum için İDGK algoritmasının
1 saat vuruşu fazladan çalıştırılması anlamına gelir. Aşağıda tarifi yapılan düzeltme
sayesinde bu fazladan işletimin önüne geçilmiştir. Düzeltilmiş Determine algoritması
aşağıdaki gibidir:
6.2.1 Sözde Kodlar
İyileştirilmiş Determine Algoritması (İyileştirme No:2)
1: procedure Determine(S, z, , Prg) . Alt yordamın ana fonksiyon imzası
2: if fsugg 6= null then . Önerilen değer mevcutsa...
3: if fbsugg 6= fbdet then . Önerilen ve belirlenen değer uyuşmuyorsa...
4: #MM(s)← #MM(s) + 1 . Uyuşmazlık sayacını 1 artır
5: end if
6: end if
7: if #MM(s) ≤ αthr then . Uyuşmazlık değeri eşik değerinden küçük veya eşitse
8: Geri besleme değerini fbdet karşılık gelen z çıktı biti üzerinden hesapla
9: s iç durumunu fbdet kullanarak güncelle
10: Güncellenmiş s iç durumunu, #MM(s) değerini ve kök değerini NEW’e ekle
11: end if
12: end procedure
Düzeltme işlemi öncelikli olarak uygulanmış, 1 No’lu ve 3 No’lu iyileştirmeler düzeltilmiş
algoritma üzerine kurgulanmıştır. Bölüm 7’da düzeltmenin performans üzerindeki etkisi
gösterilmiştir.
6.3 İyileştirme No:1
1 No’lu iyileştirmemizde Tahmin Kapasitesi için yeni bir tanım yapılmış ve İDGK algo-
ritmasında önerilen geri besleme değeri dikkate alınarak her bir aday iç durum bağımsız
olarak işletilmiştir. Böylece tahmin yürütülemeyen, yani Tahmin Kapasitesi Prg(s) = 0.5
olan iç durumlar için algoritma çekimser davranıp hiçbir işlem yapmadan iç durumu işlet-
meye devam etmeyi öngörmektedir.
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Hatırlatmak gerekirse, İDGK algoritmasının orijinal hâlinde Tahmin Kapasitesi Prg(s) =
0.5 olduğu durumlarda iç durumun uyuşmazlık sayacı 0.5 puan artırılıyordu. Bu yak-
laşımın iki adet sorunu vardır. İlki, üzerinde çalışılan iç durum doğru olan ise, al-
goritma uyuşmazlık sayacını haksız yere 0.5 puan artırmış olur. Doğru olan iç duru-
mun elenmesine sebep olabilir. İkincisi ise geri besleme tahmininde avantaj sağlamayan
Prg(s) = 0.5 anları için algoritmanın boş yere çalışarak, kriptanaliz gerçekleştiren sis-
temin kaynaklarını boşa tüketmesidir.
6.3.1 İyileştirilmiş Algoritma
Ortalama Tahmin Kapasitesi formülünün oluşturulmasında da yukarıda tarifi yapılan
çekimser davranma yöntemi kullanılmıştır. Ortalama alınırken Prg(s) = 0.5 olan iç
durumlar göz ardı edileceğinden, 2s adet iç durum yerine, Prg(s) 6= 0.5 olduğu a adet iç
durum hesaba katılacaktır. Bu iç durumları barındıran bir A kümesi için formül aşağıdaki
duruma gelir.
Preskig =
1
2
+ 2−s
∑
S
|#{K : fF (K,S) = 0}
2k
− 1
2
|
Pryenig =
1
2
+
1
a
∑
S∈A
|#{K : fF (K,S) = 0}
2k
− 1
2
|
Yeni algoritmada her bir iç durum bağımsız olarak testlere girdiğinden algoritmanın her
halukarda durması için tmax parametresini ilave ettik. Bu parametre kullanıcı inisiyati-
finde bir parametre olup αter’in iki katından büyük bir sayı olması önerilir. Saldırının
hazırlık sürecinde önceden üretilmesi gereken kayan anahtar çıktısı da en az tmax uzun-
luğunda olacak şekilde değiştirilmelidir.
Girdi olarak algoritmaya verilen S dizisindeki her bir iç durum orijinal algoritmada αter
kadar işletilirken, iyileştirilmiş algoritmada ise her bir iç durumun αter sayısı kadar teste
girmesi sağlanır. Yani Prg 6= 0.5 olduğu durumlar sayılır, bu süreçte Orijinal Algorit-
mada olduğu gibi uyuşmazlık sayacı αthr değerini geçenler elenir. αter adet teste girip
elenmeden kalanlar ise STORED adını verdiğimiz ayrı bir listeye alınır. Son olarak
STORED listesine alınan iç durumlara ait eşsiz kök değerler tespit edilerek gösterilir.
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6.3.2 Sözde Kodlar
Geliştirilmiş İç Durum Geri Kazanım (İyileştirme No:1)
1: procedure ISR(S, z, , tmax, P rg) . Saldırının ana fonksiyon imzası
2: ter ←
√−ln
2αter
. ter hesapla
3: αthr ← bαter(1− Prg + αter)c . αthr hesapla
4: CUR← Liste < s > () . İşletilmekte olan iç durumların listesi
5: NEW ← Liste < s > () . Sonraki iterasyona devredecek iç durumların listesi
6: STORED← Liste < s > () . Testlerden geçen iç durumların listesi
7: CUR← S . Aday listesini CUR’e doldur
8: Her #MM(s) ∈ S← 0 . Her bir s iç durumu için uyuşmazlık sayacını sıfırla
9: for i← t , tmax do . i değişkeni t’den tmax’e kadar döngü
10: for each s : CUR do . CUR’deki her bir s iç durumu için döngü
11: if #SV (s) ≥ αter then . Önerilen değer sayısı αter’i geçtiyse
12: STORED ← s . s iç durumunu STORED listesine al
13: continue . Döngüye sonraki elemandan devam et
14: end if
15: if Prg(s) = 0.5 then
16: fbsugg ← null . Önerilen değeri ’yok’ olarak işaretle
17: else
18: fbsugg ← fb(s) . Geri besleme değerini önerilen değere ata
19: #SV (s)← #SV (s) + 1 . iç durumun önerilen değer sayacını artır
20: end if
21: if IsPossibleToDetermine(fbi+1, zi+1+θf ) then
22: Determine fonksiyonunu çalıştır (Algoritma 2.2)
23: else
24: Check & Guess fonksiyonunu çalıştır (Algoritma 2.3)
25: end if
26: end for
27: if IsEmpty(NEW ) then . NEW listesi boş ise
28: break . Döngüden çık
29: end if
30: CUR← NEW . NEW’in içeriği CUR’e kopyalanır.
31: NEW ← Liste < s > () . Liste boşaltılır.
32: end for
33: return Reduce(STORED) . STORED listesindeki adayların kökleri
34: end procedure
6.3.3 İyileştirmenin Performansa Etkisi
1 No’lu iyileştirmenin amacı Tahmin Kapasitesi 0.5’ten büyük olan iç durumları işle-
mek olduğu için performans Ortalama Tahmin Kapasitesinin 0.5’e yakınsamasıyla doğru
orantılı olarak yükselmektedir. Bu nedenle, Ortalama Tahmin Kapasitesi eski formüle
göre 1 olan bir tasarım için performans aynı seviyededir. Ayrıntılı performans ölçümleri
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Bölüm 7’da verilmiştir. Hızlanma oranı (Chizlanma) bu iyileştirme için aşağıdaki formülle
hesaplanabilir:
r = a/2s
Chizlanma =
αeskithr
αyenithr
× r
Formüldeki r hızlanma çarpanı, αeskithr eski Tahmin Kapasitesi değerine bağlı olarak hesap-
lanan eşik değeri, αyenithr ise yeni Tahmin Kapasitesi formülüne bağlı olarak hesaplanan eşik
değeridir. Sonuç olan Chizlanma değeri ise hızlanmayı kat cinsinden ifade eder. Örneğin
bir fonksiyon için r = a/2s = 786432/1048576 = 0.75 olsun. Bu fonksiyon için αeskithr =
32.26 ve αyenithr = 16.09 eşik değerleri hesaplanmış olsun. Bu algoritmanın İyileştirme No:1
ile elde edeceği hızlanma Chizlanma = 32.2616.09 × 0.75 ≈ 1.5 kat olarak bulunur. Tablo 7.3
üzerinde örnek geri besleme fonksiyonları için bu değer hesaplanarak sağdaki iki sütunda
gerçek ve öngörülen değerler karşılaştırılmıştır.
6.4 İyileştirme No:3
İyileştirme No:3, İDGK algoritmasının işletilme sürecini aşamalara bölüp sonuca daha
hızlı gitmeyi amaçlar. αter = 1000 olduğu bir durumu örnek olarak ele alırsak, yeni
yöntemle iyileştirme kapsamında bu değer 10’a parçalanıp αter = 100 ve bu değere uy-
gun olarak hesaplanmış olan αthr kullanılarak algoritmanın ilk aşaması işletir. Tüm iç
durumları test etmesi sebebiyle ilk aşama en uzun süren aşama olacaktır.
İkinci aşamada αter = 200 olurken αthr bu değere göre yeniden hesaplanır. Takip eden
tüm aşamalar için süreç benzer şekilde devam eder. Her aşamada daha az iç durum
işletileceğinden algoritmanın tamamlanma süresi buna bağlı olarak git gide daha da
kısalır. Aşamalarda αter, αthr, kalan iç durum sayıları ve tamamlanma süreleriyle ilgili
ayrıntılı rapor Bölüm 7’da verilmiştir.
6.4.1 Sözde Kodlar
İyileştirme No:3’te, önceki iyileştirme ve düzeltmeden farklı olrak algoritma sabitleri ve
değişkenleri görülmektedir. Bunlar arasında Cmax_sieve_count, Calpha_terminate_divider,
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İç Durum Geri Kazanım (İyileştirme No:3)
1: procedure ISRNo3(S, z, , Prg) . Saldırının ana fonksiyon imzası
2: Algoritma Sabitlerini Ayarla
3: Cmax_sieve_count ← 10
4: Calpha_terminate_divider ← 10
5: Cmax_roots_to_stop ← 1
6: Calpha_threshold_multiplier ← 0.75
7: Algoritma Parametrelerini Hesapla
8: αter ← αterCalpha_terminate_divider
9: ter ←
√−ln
2αter
10: αthr ← bαter(1− Prg + αter)c
11: Vclock_offset ← 0
12: hitStates← S . Adayları hitStates listesine al
13: for sieveIndex← 0, Cmax_sieves do
14: Vglobal_alpha_terminate ← αter × (sieveIndex+ 1)
15: ter ←
√
−ln
2.Vglobal_alpha_terminate
16: αthr ← bVglobal_alpha_terminate(1− Prg + Vglobal_alpha_terminate)c
17: αthr ← αthr × Calpha_threshold_multiplier
18: bufferedStates←SIEVE(hitStates, z, , Prg)
19: if numOfRoots(bufferedStates) > Cmax_roots_to_stop then
20: hitStates← bufferedStates . Sonraki iterasyona devret
21: Vclock_offset ← Vclock_offset + αter . Offset değerini artır
22: continue
23: else
24: break . Döngüden çık
25: end if
26: bufferedStates içeriğini ve istatistikleri göster
27: end for
28: end procedure
Cmax_roots_to_stop, Calpha_threshold_multiplier ve Vclock_offset bulunmaktadır.
Elek yöntemi çalışırken aday iç durumların sayısı bir yandan uyuşmazlık sayaçları αthr
değerini geçenlerden dolayı azalırken, öte yandan CheckandGuess algoritması sebebiyle
çoğalmaktadır. Yanlış bir yapılandırma algoritmanın hiç bitmemesine sebep olduğu için
sigorta amaçlı Cmax_sieve_count sabiti kullanılmıştır. Doğru yapılandırılan bir algoritma
için bu sayı sonsuz dahi olsa sorun teşkil etmez ve algoritma yeterli sayıda iterasyon-
dan sonra Cmax_roots_to_stop sabitinden daha az kök sayısı ihtiva eden bir aday grubu
yakaladığında sonlanacaktır.
Calpha_terminate_divider ise süreci parçalara ayırmakta kullanılan en temel algoritma sa-
bitidir. Her bir aşamada saat vuruşunun iç durumlar için kaldığı yerden devam etmesi
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İç Durum Geri Kazanım (İyileştirme No:3)(Devam)
29: procedure sieve(S, z, , Prg, αter, Vclock_offset)
30: CUR← Liste < s > ()
31: NEW ← Liste < s > ()
32: CUR← S
33: for i← Vclock_offset, (Vclock_offset + αter) do
34: for each s : CUR do
35: if Prg(s) = 0.5 then
36: fbsugg ← null
37: #MM(s)← #MM(s) + 0.5
38: else
39: fb(s)← fbsugg
40: end if
41: if IsPossibleToDetermine(fbi+1, zi+1+θf ) then
42: Determine fonksiyonunu çalıştır (Algoritma 2.2)
43: else
44: Check & Guess fonksiyonunu çalıştır (Algoritma 2.3)
45: end if
46: end for
47: if IsEmpty(NEW ) then
48: Döngüden çık
49: end if
50: CUR← NEW
51: NEW ← Liste < s > ()
52: end for
53: return CUR listesindeki adayların kökleri(root’ları)
54: end procedure
gerektiği için Vclock_offset değişkeni her aşama başlangıcında güncellenecek şekilde ayar-
lanmıştır.
Her iterasyonda çağrılan Sieve isimli alt yordam Orijinal Algoritma’dan bir miktar fark-
lılaştırılmış, Vclock_offset değerine göreceli olarak işletilecek şekilde yapılandırılmıştır. Bu
değişikliğin yanı sıra iç durumlara ait uyuşmazlık değerleri sıfırlanmamış; aksine, iç du-
rumların ileriki aşamalarda elenmelerini sağlamak için kaldıkları yerden saymaya devam
etmeleri sağlanmıştır.
Ayrıntılarına yer verilmeyen numOfRoots alt yordamı ise iç durum listesini parametre
olarak alıp farklı kök sayısını döndürmektedir. Algoritmanın sonlanma şartı ise bu alt
yordamdan gelen kök sayısının Cmax_roots_to_stop sabitinden küçük olmasıyla gerçekleşir.
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6.5 Geliştirilmiş Algoritmanın Nihai Tasarımı
Bu bölümde bahsedilen iyileştirmelerin bir araya getirilmesiyle oluşturulan İç Durum
Geri Kazanım algoritmasıdır. İyileştirme ve düzeltmeler birbirinden bağımsız noktaları
etkilediği için hızlanma üç değişikliğin ayrı ayrı oluşturduğu performans artırımından
fazladır. Performans ayrıntıları Bölüm 7’de görülebilir.
6.5.1 Sözde Kodlar
İç Durum Geri Kazanım (Nihai Tasarım 1/3)
1: procedure ISRFinal(S, z, , Prg)
2: Cmax_sieve_count ← 30
3: Calpha_terminate_divider ← 10
4: Cmax_roots_to_stop ← 1
5: Calpha_threshold_multiplier ← 0.75
6: αter ← αterCalpha_terminate_divider
7: ter ←
√−ln
2αter
8: αthr ← bαter(1− Prg + αter)c
9: Vclock_offset ← 0
10: hitStates← S
11: for sieveIndex← 0, Cmax_sieves do
12: Vglobal_alpha_terminate ← αter × (sieveIndex+ 1)
13: ter ←
√
−ln
2.Vglobal_alpha_terminate
14: αthr ← bVglobal_alpha_terminate(1− Prg + Vglobal_alpha_terminate)c
15: αthr ← αthr × Calpha_threshold_multiplier
16: bufferedStates←sieve(hitStates,z,,Prg,Vglobal_alpha_terminate,Vclock_offset)
17: if numOfRoots(bufferedStates) > Cmax_roots_to_stop then
18: hitStatesCumulative← bufferedStates
19: Vclock_offset ← Vclock_offset + αter
20: continue
21: else
22: break
23: end if
24: bufferedStates içeriğini ve istatistikleri göster
25: end for
26: end procedure
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Geliştirilmiş İç Durum Geri Kazanım (Nihai Tasarım 2/3)
27: procedure sieve(S, z, , tmax, P rg, Vglobal_alpha_terminate, Vclock_offset)
28: CUR← Liste < s > ()
29: NEW ← Liste < s > ()
30: STORED← Liste < s > ()
31: CUR← S
32: for i← t+ Vclock_offset , tmax + Vclock_offset do
33: for each s : CUR do
34: if #SV (s) ≥ Vglobal_alpha_terminate then
35: STORED ← s
36: continue
37: end if
38: if Prg(s) = 0.5 then
39: fbsugg ← null
40: else
41: fbsugg ← fb(s)
42: #SV (s)← #SV (s) + 1
43: end if
44: if IsPossibleToDetermine(fbi+1, zi+1+θf ) then
45: Determine fonksiyonunu çalıştır (Algoritma 2.2)
46: else
47: Check & Guess fonksiyonunu çalıştır (Algoritma 2.3)
48: end if
49: end for
50: if IsEmpty(NEW ) then
51: break
52: end if
53: CUR← NEW
54: NEW ← Liste < s > ()
55: end for
56: return Reduce(STORED)
57: end procedure
Geliştirilmiş İç Durum Geri Kazanım (Nihai Tasarım 3/3)
58: procedure Determine(S, z, , Prg)
59: if fsugg 6= null then
60: if fbsugg 6= fbdet then
61: #MM(s)← #MM(s) + 1
62: end if
63: end if
64: if #MM(s) ≤ αthr then
65: Geri besleme değerini fbdet karşılık gelen z çıktı biti üzerinden hesapla
66: s iç durumunu fbdet kullanarak güncelle
67: Güncellenmiş s iç durumunu, #MM(s) değerini ve kök değerini NEW’e ekle
68: end if
69: end procedure
Bölüm 7
Geliştirilmiş Algoritmanın
Performans Analizi
7.1 Ön Bilgiler
Önceki bölümde tanımı yapılan ve ayrıntıları açıklanan düzeltme ve iki iyileştirmeye ait
performans analizleri bu bölümde anlatılmıştır.
Her bir geliştirmenin Orijinal Algoritmayla ayrı ayrı kıyaslanmasının yanı sıra iki iyi-
leştirmenin bütünleşik hâli olan Nihai Tasarım ile de kıyaslama yapılmıştır. Süre bazlı
karşılaştırmalar test yapılan sisteme göre farklılık göstereceğinden kıyaslamalar donanım-
dan bağımsız bir ölçü birimi olması için Saat Vuruşu/İç Durum (Clocks/State) olarak
da gerçekleştirilmiştir.
7.1.1 Benzetimin Bilgisayar Ortamında Gerçeklenmesi
LFSR, NFSR ve diğer kayan anahtar üreteci bileşenleri bilgisayar ortamında C++ prog-
ramlama dili kullanılarak gerçeklenmiştir. Farklı saklayıcı ve anahtar boylarıyla, farklı
geri besleme ve çıktı fonksiyonlarıyla test edilmesini kolaylaştırmak için Nesne Yönelimli
Programlama tekniklerinden faydalanılmıştır. Herhangi bir kriptografik kütüphane veya
yardımcı kod kullanılmamıştır.
Simülasyon programı Qt 5.12.1 interaktif geliştirme ortamı kullanılarak kodlanmış ve
MinGW 7.3.0 C++ derleyicisiyle 64-Bit mimariye uyumlu çalıştırılabilir dosya olarak
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derlenmiştir. Herhangi bir paralel işlem, çok iş parçacıklı mimari vb. hızlandırmalar
kullanılmamıştır. Ölçümler yapılmadan önce test bilgisayarının ağ bağlantısı koparılmış
ve tüm yan uygulamalar kapatılmıştır. Sonuçların sağlığı açısından her bir test aynı
şartlarda gerçekleştirilmiştir. Test bilgisayarında kurulu olan işletim sistemi Microsoft
Windows R© 10 Pro (64-Bit Türkçe) olup testlerden önce tüm güncellemeleri yapılmıştır.
7.1.2 Test Sistemi
Performans ölçümlerinin yapıldığı bilgisayara ait özellikler aşağıda verilmiştir.
Tablo 7.1: Test bilgisayarına ait donanım özellikleri
Bileşen Marka Model Açıklama
Anakart ASUS M5A97 LE R2.0 AMD 970 Çipsetli
Anakart
İşlemci AMD FX-8350 8 Fiziksel Çekirdek @
4.2GHz
Bellek Kingston 9905403-442.A00LF Dual Channel
DDR3-1333
Ekran Kartı MSI GeForce GTX 1080 8 GB GDDR5X
Güç Kaynağı Cooler Master Silent Pro Gold 550 Watt
Sabit Disk Western Digital WD1003FZEX 1 TB, 7200 rpm
İşletim Sistemi Microsoft Windows 10 Pro 64-
Bit
Sürüm 1803 Yapı
17134.765
7.1.3 Test Senaryosu ve Test Fonksiyonları
Herhangi bir İç Durum Geri Kazanımı algoritmasının test edilmesi için önceden bilinen;
ama algoritmanın işleyişine dahil edilmeyen bir İlk İç Durum belirlenir. Saldırının yapıla-
cağı şifreleyiciden bu ilk iç durum kullanılarak elde edilen kayan anahtar çıktısı İDGK
girdi olarak verilir. Algoritma sonlandığında önceden bilinen bu iç duruma ulaşılıp ulaşıl-
madığı kontrol edilir. İç durum adaylarının oluşturulması ve kayan anahtar çıktısı alın-
ması işlemleri ilklendirme safhası olarak adlandırılmıştır. Toplam sürelerin ölçümünde
bu safha ihmal edilmiştir.
Testlerimizde, yine kendi tasarımımız olan 20-Bit’lik LFSR saklayıcıya sahip, 256-bit
anahtar uzunluğu olan bir dizi şifreleyici benzetimi kullandık. Bu benzetim uygulaması
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Kara ve Esgin’in İDGK algoritması da dahil olmak üzere aşağıdaki kiplerde çalışabil-
mektedir:
• Orijinal (KE) + Düzeltme
• Yalnız İyileştirme No:1
• Yalnız İyileştirme No:3
• İyileştirme No:1 ve 3 (Nihai Tasarım)
İyileştirme No:1’de Tahmin Kapasitesi formülü farklı olduğu için, eski formüle kıyasla
daha büyük sonuçlar çıkartabilmekteydi. Eski ve yeni formüller arasındaki sonuç farkının
0’dan 0,438’e kadar değiştiği 19 adet geri besleme fonksiyonu oluşturuldu. Bu fonksiyon-
ların her biri için yukarıdaki çalışma kiplerinin tamamı hem 0.01 hata oranı hem de 0.001
hata oranı için koşturuldu. Sonuçlar fonksiyona özel ayrı sayfada ve tüm fonksiyonla-
rın derlendiği genel bir tabloda derlendi. Bunun üzerinden fonksiyon bazlı hız artırımı,
Tahmin Kapasitesi farkı bazlı hız artırımı ve iyileştirmelerin çeşitli kıyaslamalarını içeren
grafikler oluşturuldu. Sonuç tabloları ilerleyen bölümde ayrıntılı şekilde açıklanacaktır.
Performans testlerinde kullanılan geri besleme fonksiyonları aşağıdaki gibidir:
f1 = s0 ⊕ s2 ⊕ (s17.s18.k5)
f3 = s0 ⊕ s2 ⊕ (s5.s10)⊕ (s17.k5)
f5 = s0 ⊕ s2 ⊕ (s5.s10)⊕ (s17.s18.k5)⊕ (s19.k24)
f6 = s10 ⊕ s12 ⊕ (s5.k0)⊕ (s3.k10.k11)
f7 = s11 ⊕ s12 ⊕ (s5.k0)⊕ (s3.s10.k10.k11)
f8 = s11 ⊕ s12 ⊕ (s5.k0.k3.k10)⊕ (s4.k1)
f10 = s0 ⊕ s2 ⊕ (s15.s16.s17.s18.k5.k10.k15.k20.k25.k30)
f11 = s0 ⊕ s2 ⊕ (s17.s18.k5.k10.k15.k20)
f12 = s0 ⊕ s2 ⊕ (s17.k5.k10.k15.k20)
f13 = s5 ⊕ s10 ⊕ (s11.k5)⊕ (s15.k10)⊕ (s17.k15)
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f14 = s5 ⊕ s10 ⊕ (s11.k5)⊕ (s15.k10)⊕ (s17.k15.k16)
f15 = s5 ⊕ s10 ⊕ (s11.k5)⊕ (s15.k10)⊕ (s17.s19.k15.k16)
f16 = s5 ⊕ s10 ⊕ (s11.k5)⊕ (s17.s19.k15.k16)
f17 = s5 ⊕ s10 ⊕ (s11.k5.k10)⊕ (s17.s19.k15.k16)
f18 = s5 ⊕ s10 ⊕ (s11.k5.k10.k11)⊕ (s17.s19.k15.k16.k17)
f20 = s5 ⊕ s10 ⊕ (s11.s12.k5)⊕ (s17.s19.k15.k16)
f21 = s5 ⊕ (s10.k7)⊕ (s11.s12.k5.k6)⊕ (s17.s19.k15.k16)
f22 = s5 ⊕ (s10.s11.k107)⊕ (s12.s13.k105.k106)⊕ (s17.s19.k115.k116)
fsprout = kt.(s3 ⊕ s9 ⊕ s19)
Çıktı fonksiyonu f1’den f22’ye kadarki geri besleme fonksiyonları için aşağıdaki gibidir:
zt = s
t
0 ⊕ st1 ⊕ st3 ⊕ st8 ⊕ st11 ⊕ st13.st19
Sprout örneğinin gerçek çıktı fonksiyonuna yakın olması için aşağıdaki çıktı fonksiyonu
kullanılmıştır:
zt = s
t
0 ⊕ (st5.st19)⊕ st1 ⊕ st3 ⊕ st9 ⊕ st11 ⊕ st13 ⊕ st17
7.1.4 Performans Metrikleri
Bu kısımda performans kıyaslamalarında kullanılan sütunların okunmasını kolaylaştıra-
cak açıklamalar verilmiştir. Her bir kriter tanımlanarak bir örnekle açıklanmıştır.
Ortalama Hız (Saat Vuruşu/İç Durum): İDGK algoritmasının 220’lik iç durum uza-
yında her bir iç durum için ortalama kaç saat vuruşu işletildiğini gösterir. Bu metrik ne
kadar düşükse İDGK algoritması o kadar kısa sürer. Örneğin 400 c/s hızındaki işletilmiş
olan bir İDGK oturumu, 4000 c/s hızında işletilmiş olan İDGK oturumundan 10 kat
daha hızlıdır. Bu metrik İDGK algoritması aynı kalsa dahi geri besleme fonksiyonuna
bağlı olarak değişir.
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Kat ve Yüzde Bazlı Hızlanma: Performans ölçümlerinde kat ve yüzde bazlı hızlan-
ma bilgileri verilmiş olup, bu hızlanma Orijinal (KE) algoritmaya kıyasla olan hızlanma-
yı gösterir. Örneğin 1,04 kat hızlanma, İyileştirilmiş algoritmada Orijinal algoritmaya
kıyasla yüzde 4 hızlanma gözlemlendiği anlamına gelir.
Toplam Saat Vuruşu: İDGK algoritması işletilirken simülatördeki LFSR’ın kaç defa
kaydırma işlemine tabi tutulduğunu gösteren metriktir. Bu değer toplam iç durum sayısı
olan 220 ’ye bölündüğünde Ortalama Hız bulunur.
Yineleme Sayısı: İDGK algoritmasının saldırı süresi boyunca kaç defa tekrarlandığını
gösterir. İyileştirme No:3’te çok safhalı bir işlem söz konusu olduğu için yineleme sayısı
1’den fazla olmakta ve hata oranı yineleme sayısına bağlı olarak hesaplanmaktadır.
Örneğin 3 kez yinelenen bir İDGK algoritmasında tek iterasyona ait hata oranı başta
 = 0.001 olarak ayarlandıysa başarım oranı algoritma bitiminde 0.9993 ≈ 0, 997 ve
gerçek hata oranı efektif ≈ 0.003 olacaktır.
Toplam Süre: İDGK algoritmasının, ilklendirme sürecinin sonundan itibaren, algoritma
bitiminde tespit edilen iç durumların sergilenmesine kadar geçen süreyi gösteren metrik-
tir. Ölçümler test sistemine bağlıdır. Dolayısıyla, simülatör daha güçlü bir bilgisayar
sisteminde test edildiğinde daha iyi sonuçlar çıkacaktır. Toplam süre tüm yinelemeler
dahil toplamı gösterir.
7.2 Test Sonuçları
Test sisteminde 19 adet geri besleme fonksiyonu  = 0.001 ve  = 0.01 hata oran-
ları için ayrı ayrı tablo oluşturulmuştur (Bkz: Tablo 7.2). Tablolar kalın çizgilerle üç
kısma ayrılmıştır. Soldaki kısım geri besleme fonksiyonunun karakteristiğini gösteren bil-
gilendirme bölümüdür. Orta kısımda Orijinal (KE) algoritmanın hız değeri, iyileştirme-
lerin ayrı ayrı performansları ve birleştirildiğinde ortaya çıkan Nihai Algoritma hızı Saat
Vuruşu/İç Durum(Clocks/State) cinsinden verilmiştir. Sağ kısımda ise iyileştirmelerin
Orijinal algoritmaya göre kıyaslandığında kaç kat hızlandığını gösteren sayılar verilmiştir.
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7.2.1 Grafiklerin Yorumlanması
Tablodaki verilere dayanarak Şekil 7.1, 7.2, 7.3, 7.4, 7.7, ve 7.8, çubuk grafikleri hazırlan-
mıştır. Şekil 7.1, 7.2 ve 7.3, 7.4 için grafiklerde yatay eksen 18 geri besleme fonksiyonunu,
dikey eksen ise bu fonksiyonda İyileştirme No:1 ve İyileştirme No:3’ün orijinal algorit-
mayı kaç kat hızlandırdığını ifade eden sayıyı temsil etmektedir. Yeni ve eski tahmin
kapasite değeri farkı en büyük olan f13 diğer fonksiyonlara göre en büyük hızlanma oranı
yakalamıştır. Tahmin Kapasitesi farkı 0 olan f10, f11, f12, f17 ve f18 fonksiyonları ise
İyileştirme No:1 için hızlanma göstermezken, İyileştirme No:3 için αter değerleriyle doğru
orantılı şekilde hız artışı göstermiştir.
Şekil 7.1: Hata oranı  = 0.001 için İyileştirme No:1 hızlanma oranları
Şekil 7.2: Hata oranı  = 0.01 için İyileştirme No:1 hızlanma oranları
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Şekil 7.3: Hata oranı  = 0.001 için İyileştirme No:3 hızlanma oranları
Şekil 7.4: Hata oranı  = 0.01 için İyileştirme No:3 hızlanma oranları
Tablo 7.4: Saldırı İyileştirme No:3 açık vaziyette f11 geri besleme fonksiyonu için
çalışırken her bir elek iterasyonu için kalan aday iç durum sayısı (Hata: = 0.001)
Elek İndeksi Kalan Aday Sayısı Kök Sayısı Süre(ms)
0 685732 393533 29150
1 46893 33361 9224
2 1093 848 475
3 27 20 15
4 4 2 ≈ 0
5 2 1 ≈ 0
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Şekil 7.5: Hata oranı  = 0.001 için düzeltilmiş algoritma hızlanma oranları
Şekil 7.6: Hata oranı  = 0.01 için düzeltilmiş algoritma hızlanma oranları
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Şekil 7.7: Hata oranı  = 0.001 için Nihai Algoritma hızlanma oranları
Şekil 7.8: Hata oranı  = 0.01 için Nihai Algoritma hızlanma oranları
Bölüm 8
Sonuç
8.1 Yeni Algoritmanın Tasarımı
ABGBF-KAÜ ailesi için genel kapsamlı KE saldırısının [4] iyileştirilmesi için yapılan
araştırmalarımızda öncelikle İyileştirme No:1 adını verdiğimiz; orijinal algoritmadaki,
potansiyel doğru iç durumların elenmesine sebep olabilecek noktaya müdahale edilerek
yeni bir Ortalama Tahmin Kapasitesi(Prg) tanımı yapılmış ve saldırı algoritması bu
tanıma uygun şekilde güncellenmiştir. Yeni algoritmada Tahmin Kapasitesi 0.5 olan
durumlar göz ardı edilip, yalnızca 0.5’ten büyük olan iç duruma özgü tahmin kapasiteleri
işleme alındığı için doğru iç durumun uyuşmazlık değerinin haksız yere yükseltilmesinin
önüne geçilmiştir. Ayrıca, yeni Prg formülüne göre yalnızca 0.5’ten büyük iç durumlar
işleme alındığından Sonlanma Değeri (αter) küçüldüğü için algoritmanın çalışma süresi
iyileştirilmiştir (Bkz.: Şekil 7.1 ve 7.2).
İkinci bir iyileştirme olan İyileştirme No:3’te ise sonlandırma değerini eşit parçalara
bölerek algoritmanın aşama aşama çalışmasını sağladık. Bu iyileştirmede sonlandırma
değerine paralel olarak eşik değeri de küçüldüğü için yanlış iç durumların daha kısa sürede
elendiğini gördük (Bkz.:Tablo 7.4, Şekil 7.3 ve 7.4).
Bu iki iyileştirmenın yanı sıra 1 adet düzeltme noktası keşfedilmiş ve elenen iç durumların
fazladan 1 saat vuruşu işletilmesinin önüne geçilmiştir. Tasarımın son aşaması olarak, 1
düzeltme ve 2 iyileştirme birleştirilerek Nihai Algoritma haline getirilmiştir.
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8.2 Bulgular
Orijinal ve Nihai Algoritma 19 adet örnek geri besleme fonksiyonu için adil bir ortamda
test edilmiştir. %99.9 başarım oranı için orijinal algoritmaya oranla en düşük 2,98 kat,
en yüksek 66.59 kat hızlanma kaydedilmiştir. Öte yandan başarım oranı her iki al-
goritma için %99’a düşürülüp testler tekrarlandığında en düşük 2,25, en yüksek 62,50
kat hızlanma gözlemlenmiştir (Bkz.: Şekil 7.7 ve 7.8). Ortalama hızlanma ise %99.9
başarımda yürütülen testlerde 15,17 kat, %99 başarımla yürütülen testlerde ise 14,36 kat
olarak kaydedilmiştir.
8.3 Bilinen Kısıtlar
KE saldırısı ve araştırmalarımız sonucunda tasarladığımız yeni algoritma çalışmak için
doğası gereği Tahmin Kapasitesinin(Prg) 0.5’ten büyük olmasını gerektirmektedir. Aksi
durumda geri besleme değeri tahmin edilemediği için zayıf iç durum tespiti mümkün
olmamaktadır.
8.4 İleriye Yönelik Araştırma Konuları
İç Durum Geri Kazanım algoritması, sonlanma (αter) ve eşik (αthr) değerlerinin optimal
kullanımı üzerine daha yoğun bir çalışma yapılarak daha da hızlandırılabilir. Bölüm 7’de
kaydedilen hızlanma oranları, αter ve αthr’a ait varsayılan formüllerle hesaplandığında
gerçekleşen hızlanma oranlarıdır. Bu noktada formüllerin, geri besleme fonksiyonu ve
çıktı fonksiyonunun yapısından faydalanacak şekilde geliştirilmesi bir alternatif olarak
düşünülebilir.
8.5 Son Yorumlar
Anahtarlı Boolean Geri Besleme Fonksiyonu olan Kayan Anahtar Üreteçleri, donanım
alanı dar ve güç gereksinimi düşük donanımlar için ideal bir şifreleme algoritması türü
olduğundan yeni tasarımlarda karşılaşmamız muhtemeldir. Çalışmamızda KE saldırısının
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farklı bakış açılarıyla nasıl hızlandırılabildiğinin farkına varılmasını sağladık. Bu bakış
açıları saldırı metotlarını geliştirmek isteyenler için yeni bir ışık olabilir.
Ek A
KE Algoritması Bellek Kullanımı
Raporu
KE algoritmasının aday iç durumları işlerken bellekte ne ölçüde büyüdüğünü göstermek
için algoritmada bu sayıyı dosyaya yazan küçük bir ilave yapılarak dosyaya günlük tut-
ması sağlandı. Başlangıç, bitiş ve doğru iç durumu sırasıyla 590235, 598235 ve 594235
olduğu test durumunda aşağıdaki hata oranı 0.001 için yüzde 40.675, 0.01 için yüzde
39.675 artış gösterdiği gözlemlenmiştir.
Tablo A.1: KE algoritmasının f13 geri besleme fonksiyonunu işletirken bellek kul-
lanımına ait en üst nokta değerleri
 = 0.001  = 0.01
Başlangıç Zirve Başlangıç Zirve
iç durum: 8000
t = 0
iç durum:
11254
t = 3844
iç durum: 8000
t = 0
iç durum:
11174
t = 3689
40.675% artış 39.675% artış
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Şekil A.1: %99 başarım oranı için KE algoritmasının f13 geri besleme fonksiyonunu
işletirkenki bellek kullanımı
Şekil A.2: %99.9 başarım oranı için KE algoritmasının f13 geri besleme fonksiyonunu
işletirkenki bellek kullanımı
Ek B
Benzetim Uygulaması Kaynak
Kodları
Bu bölümde orijinal KE saldırısı[4] ve yeni tasarladığımız saldırı algoritmasını içeren,
C++ programlama diliyle yazılmış benzetim(simülasyon) yazılımına ait kodlar açıklan-
mıştır.
B.1 Geliştirme Süreci
Öncelikle KE saldırısı modeli koda dökülmüş ve çalıştırılmıştır. Çalışmamız iki ayrı pro-
jede yürütüldü. İlk proje olan original_isr’da, KE algoritması orijinal haliyle çalıştırıla-
bildiği gibi, Bölüm 6’da anlattığımız düzeltme ve İyileştirme No:3 özelliklerinin opsiyonel
olarak aktif edilebildiği sürümdür. İyileştirme No:1 daha köklü bir değişiklik gerek-
tirdiğinden projenin ikinci bir kopyasını alarak improved_isr ismiyle kaydettik. İkinci
proje, İyileştirme No:1’de anlatılan yönteminin kalıcı olarak uygulandığı ve orijinal halin-
den tamamen koptuğu, İyileştirme No:3’ün opsiyonel olarak aktif edilebildiği sürümdür.
Nihai Algoritma olarak adlandırdığımız sürüm improved_isr projesinin düzeltme ve
İyileştirme No:3’ün aktif edildiği halidir.
C++ programlama dilinin makro özelliğini kullanarak yaptığımız opsiyonel düzeltmeler
doğası gereği çalışma zamanında değil, derlenme zamanında belirlendiği için kapatıldı-
ğında orijinal algoritmanın performansını etkilememektedir.
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B.2 Proje Yapısı
Projeyi oluşturan kaynak kod dosyalarının içeriği basitçe aşağıdaki tabloda açıklanmıştır.
Her iki proje de aynı yapıya sahiptir.
Tablo B.1: Projeyi oluşturan dosyalar
Dosya Adı Açıklama
main.cpp Uygulamanın başlangıç noktası. Main fonksiy-
onun bulunduğu dosya
internalstaterecovery.cpp Saldırı algoritmasının bulunduğu dosya
constants.h Algoritma sabitlerinin ve geri besleme fonksiy-
onlarının bulunduğu dosya. Ayrıca iyileştirme
ve düzeltmelerin açılıp kapatılabildiği kısımları
da içermektedir.
calculationutility.cpp Algoritma kodlarının sade görünmesi için
matematiksel hesapların yapıldığı yardımcı sınıfı
içeren dosyadır
baseregister.cpp Temel saklayıcı mantığını içeren üst sınıftır
keyregister.cpp BaseRegister sınıfından kalıtım alan, anahtarın
yüklenerek döngüsel kaydırma yapıldığı sınıfı
içeren dosyadır
linearfeedbackshiftregister.cpp BaseRegister sınıfından kalıtım alan, son bitini
güncelleme yeteneğine sahip olan LFSR sınıfını
içeren dosya
statewithmismatchcounter.cpp Uyuşmazlık sayacı, kök ve iç durum saklama
yeteneği olan sınıfı içeren dosyadır
keystreamgenerator.cpp İlk iç durum ve ilk anahtar değeri kullanarak
istenilen uzunlukta kayan anahtar çıktısı veren
sınıftır
B.3 Proje 1
KE saldırısı, düzeltme ve İyileştirme No:3’ün opsiyonel olarak aktif edilebildiği ilk proje
aşağıdaki GitHub adresinde bulunan v1.0 dağıtımı indirilerek temin edilebilir.
https://github.com/ilkeryasinyildiz/original_isr/releases
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B.4 Proje 2
İyileştirme No:1’in KE algoritmasına kalıcı olarak uygulandığı, düzeltme ve İyileştirme
No:3’ün opsiyonel olarak aktif edilebildiği ikinci proje aşağıdaki GitHub adresinde bulu-
nan v1.0 dağıtımı indirilerek temin edilebilir.
https://github.com/ilkeryasinyildiz/improved_isr/releases
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