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Understanding large-scale flood hazard characteristics using streamflow 
observations is important for designing effective mitigation and adaptation 
strategies that reduce the future impacts of floods. Barriers to understanding 
floods include fragmented (and even conflicting) scientific findings of 
regional studies, limited spatiotemporal coverage of streamflow observations, 
and the complexity of flood generating processes. This thesis aims to improve 
the observation-based understanding of flood hazard characteristics at the 
global scale, focusing on three key objectives: (1) collating streamflow 
databases to support global-scale hydrological research; (2) identifying global 
patterns of flooding characteristics using the most comprehensive available 
streamflow database(s); and (3) evaluating the ability of hydrological 
simulations to reproduce trends exhibited from streamflow observations. 
An important element of this research was the production of the Global 
Streamflow Indices and Metadata (GSIM) archive. GSIM was initiated to 
develop an unprecedented daily streamflow dataset containing more than 
30,000 stations worldwide by compiling 12 free-to-access databases. 
Significant efforts were invested in developing GSIM to produce a 
comprehensive set of metadata (e.g. catchment identifiers, catchment 
boundary, and landscape attributes), to evaluate the quality of the streamflow 
records that are included, and to derive time series of indices capturing 
essential aspects of streamflow regimes. GSIM data products have all been 
made available through a public data repository to support hydrological 
research. 
The first empirical investigation of flood characteristics at the global scale 
in this research focused on changes in magnitude of annual maxima 
streamflow, using more than 6000 daily streamflow of the Global Runoff 
Data Base, the core database of GSIM. The investigation assessed the 
significance of trends using the Mann-Kendall test coupled with a 
bootstrapping field significance approach. Across most experiments, there 
were more stations with significant decreasing trends than significant 
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increasing trends, indicating limited evidence to support the hypothesis of 
increasing trends in flood hazard globally. The detected trends were assessed 
in the context of upstream catchment attributes and the findings suggested a 
substantial influence of catchment size on changes in floods.  
The data arising from the GSIM project was used for a global-scale 
assessment of flood seasonality to identify homogeneous regions of flood 
producing mechanisms. The identified relationships of flood generation were 
then used to predict flood timing across the globe, including ungauged 
locations, using climate indices derived from atmospheric reanalysis data-
products. GSIM was also used as an input to compare observed trends in 
streamflow extremes to trends identified from simulated discharge of six 
global hydrological models (GHMs) across more than 3,000 sites globally. 
The findings showed moderate capacity of GHMs in reproducing spatial 
pattern of trends, suggesting the usefulness of GHMs in assessing the 
widespread pattern of changes in flood hazard. 
The release of GSIM enables new opportunities for advances in hydrology 
research through better spatiotemporal coverage of observations. In addition, 
the observation-based investigations in this research have yielded important 
findings and represent a significant contribution to improved understanding 
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Chapter 1. Introduction 
 
1.1 Background and research objectives 
Flooding is one of the leading natural disasters in terms of human fatalities 
and economic loss at the global scale (CRED, 2015, Guha-Sapir, 2014, Kousky, 
2014, Miao, 2018, Smith, 2003). In recent years, rising trends in the population 
impacted by floods (Munich Re, 2004, Munich Re, 2015) and global economic 
losses due to floods (Mills, 2005, Kundzewicz et al., 2013) have raised  concern 
of floods becoming more severe in a warming climate. However, the 
complexity of the processes leading to flood risk, which is determined by not 
only flood hazard but also flood exposure and flood vulnerability (Kron, 2005), 
indicates a limitation of using trends in reported flood damage (e.g. number of 
fatal and economic loss due to floods) to interpret trends in flood hazards (e.g. 
the extent, magnitude or frequency of peak-flow events). For instance, the rapid 
growth of population and assets exposed to floods (Hallegatte et al., 2013, 
Hanson et al., 2011, Hirabayashi et al., 2013, Najibi and Devineni, 2018) 
indicates that a ‘no-trend’ scenario in flood hazards might generate an 
increasing flood risk, assuming no change regarding flood vulnerability. 
Therefore, in order to understand the drivers of change to floods, it is critical to 
directly investigate historical changes in the physical manifestation of floods 
(i.e. the ‘hazard’) and attribute detectable changes to the physical mechanisms 
driving floods. An improved understanding of flood hazard characteristics at 
the global scale will enable evidence-based projections of future floods hazards, 
which has substantial importance in designing effective mitigation and 
adaptation strategies to reduce flood risks in a changing climate. 
In-situ streamflow observations are an important asset for obtaining insights 
of global flood hazard characteristics. The numerous analyses of streamflow 
observations at the continental and global scale have generated important 
scientific evidence of the key factors driving flood hazards and their influence 
on trends in floods in a warming climate. In regions where extreme rainfall 
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plays the dominant role, changes in floods are known to be highly correlated to 
changes in extreme precipitation (Blöschl et al., 2017, Mediero et al., 2015, 
Mallakpour and Villarini, 2015), which have experienced an overall increasing 
trend attributable to anthropogenic climate change (Westra et al., 2013, 
Guerreiro et al., 2018, Donat et al., 2013, Min et al., 2011). In some 
mountainous and high-latitude regions, where snowmelt-related processes 
dominate flood generation, flood magnitude was found to decrease in a warmer 
climate, potentially due to earlier snowmelt timing (Burn and Whitfield, 2016, 
Cunderlik and Ouarda, 2009) or a shift from snowfall to rainfall (Ye et al., 2017, 
Berghuijs et al., 2014). However, over regions with a significant relationship to 
antecedent soil moisture, the implication of climate change on flood hazard 
remains unclear due to the combined effect of changes in potential evaporation 
and extreme precipitation (Bennett et al., 2018, Wasko and Sharma, 2017, 
Ivancic and Shaw, 2015).  
Empirical (data-driven) studies analysing whether large streamflow events 
are changing over time have been conducted at the global (Kundzewicz et al., 
2004, Milly et al., 2002, Hodgkins et al., 2017), continental (Hall et al., 2014, 
Mangini et al., 2018, Bormann et al., 2011) and regional (Delgado et al., 2010, 
Zhao et al., 2015, Zhang et al., 2001, Petrow and Merz, 2009) scales. These 
studies have generally detected a mixed pattern of trends, with some global-
scale studies finding more stations showing decreasing trends than increasing 
trends (Hodgkins et al., 2017, Kundzewicz et al., 2004); an unexpected result 
given the historical increases in flood risk as well as the documented increases 
in heavy rainfall events described earlier. Furthermore, over some flood-prone 
regions such as South and East Asia, observational studies have not yet 
generated a coherent picture about changes in floods and the underlying 
mechanisms due to limited data coverage (Hannah et al., 2011, Gupta et al., 
2014). It is therefore difficult to derive a global perspective on flood hazard 
characteristics using observation-based investigations alone.  
An alternative approach to obtaining insights of flood hazard characteristics 
at the global scale is through simulations of large-scale hydrological models 
(Arnell and Gosling, 2014, Dankers et al., 2014). The key benefit of this 
approach is the global coverage of streamflow simulations with the possibility 
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to extend temporal coverage back to the pre-industrial period or forward to the 
end of the 21st century. With these important features, global hydrological 
models (GHMs) have been increasingly used to assess the implications on flood 
hazards of climate change and other anthropogenic factors such as land use 
change or river morphology. For instance, GHMs have been used to assess 
climate change impacts on fluvial flooding magnitude (Dankers et al., 2014) or 
frequency (Arnell and Gosling, 2014) at a 0.5 × 0.5 arc-degree spatial 
resolution. However, there are several challenges when using GHMs to 
understand flood hazard characteristics, including the tremendous number of 
required inputs representing climate and land-surface characteristics (Chang 
and Franczyk, 2008, Winsemius et al., 2013, Ward et al., 2015); acknowledged 
high uncertainty in streamflow simulations due to uncertainties of model inputs 
(Bierkens, 2015, Ward et al., 2013, Wood et al., 2011), model structure (Gupta 
et al., 2014, Schaake et al., 2006), or parameterisation of human influence 
(Bierkens et al., 2015, Veldkamp et al., 2018). The implications of these 
challenges are that simulated trends in flood hazards could be biased due to 
model uncertainty (Giuntoli et al., 2018). 
Another challenge of using GHMs to understand flood hazard 
characteristics is the contradictory performance of GHMs in terms of 
reproducing trends in streamflow indices relative to observation-based studies. 
In particular, investigations of global flood hazard using GHMs simulations 
(Dankers et al., 2014, Arnell and Lloyd-Hughes, 2014, Arnell and Gosling, 
2014, Alfieri et al., 2015, Alfieri et al., 2017) found more increasing trends 
occurred in land grid cells than decreasing trends, which were attributed to 
changes in climate variables simulated by general circulation models (Bouwer, 
2013, DeGaetano and Castellano, 2017, Kharin et al., 2007). However, the 
reliability of these conclusions is difficult to determine, owing to the fact that 
no evaluation study has been conducted to assess model capacity in reproducing 
trends.  
As a result of limitations to both empirical and model-based studies, it is 
still not possible to draw a common conclusion about changes to flood hazard 
characteristics at the global scale. The findings of both model-based and 
observation-based studies are still fragmented, and even conflicting, due to the 
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varying strategies in choosing study samples, domain, analysis methodology, 
and reference period. This thesis, therefore, aims to contribute an observation-
based perspective to further improve understanding of flood hazard 
characteristics at the global scale. The present thesis takes advantage of the 
most comprehensive set of streamflow observations together with the latest 
global datasets to achieve three objectives: 
Objective 1: To compile a global streamflow database with improved 
spatiotemporal coverage using free-to-access data sources. The dataset, which 
has been made freely accessible in the public domain, can be used to support 
advances in large-scale hydrological research. 
Objective 2: To complement the current understanding of trends in flood 
magnitude and the underlying mechanism. 
Objective 2.1: To obtain new insights of trends in flood hazard using the 
most comprehensive streamflow databases. These findings are important to 
complement the global picture of changes in flood hazard.  
Objective 2.2: To identify the key natural and anthropogenic factors driving 
flood occurrence across the globe. This understanding is of scientific 
importance to explain the underlying mechanisms of detectable trends in the 
Anthropocene. 
Objective 3: To evaluate the capacity of global hydrological models in 
terms of reproducing trends in flood hazards. The evaluation is based on a large-
sample of streamflow observations to obtain insights about the credibility of 
using GHMs to assess climate change implications on trends in flood hazards. 
1.2 Thesis overview 
This thesis is organized into six chapters, where the key publications 
constitute Chapters 2 to 5. The other publications are included as supplementary 
materials: they have been contributed to substantially by the thesis author and 
are also an important element of this research as they directly contribute to 
achieving the defined objectives. Details about the publications within this 
thesis are outlined in Table 1-1 while Figure 1-1 illustrates the synthesis of the 
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main-chapters and the supplementary materials, each is a paper/dataset that has 
been either published or submitted to peer-reviewed journals. 
Table 1-1: Detail of publications within this thesis. 
Item Title Contribution Publication status 
Paper 1  
(Chapter 2*) 
The Global Streamflow Indices and 







A global-scale investigation of trends 







Global scale prediction of flood 
timing using atmospheric reanalysis  
Main author 
85% 




Historical and future changes in 
global flood hazard – Evidence from a 
model-observation investigation  
Main author 
80% 
For submission 06/2019 
Supplementary 
Dataset 1 
The Global Streamflow Indices and 







The Global Streamflow Indices and 







The Global Streamflow Indices and 







Observed Trends in Global Indicators 







Large-sample hydrology: recent 
progress, guidelines for new datasets 
and outstanding challenges 
Co-author 
20% 
Under review (Hydrological 
Sciences Journal) 
* This paper has been reformatted and renumbered as a Chapter within this thesis, but the 
content is identical to the published (Appendix A and Appendix B) or submitted versions. 
The remainder of the thesis is organised as follows: 
Chapter 2 addresses the limited data coverage of the Global Runoff Data 
Base (GRDB; Objective 1), arguably the most popular daily streamflow 
database for global hydrological studies. Limited spatiotemporal coverage of 
the GRDB is the key barrier to generating meaningful understanding about 
flood characteristics for several regions such as the South and East Asia. The 
Global Streamflow Indices and Metadata (GSIM) archive, using the GRDB as 
the core database, is compiled from daily streamflow records of 12 freely 
available databases, yielding an unprecedented number of streamflow gauges, 
representing more than 30,000 locations worldwide. Significant efforts were 
invested in developing GSIM to produce comprehensive metadata (e.g. 
catchment identifiers, catchment boundary, and landscape attributes such as 
climate type, land cover type, the human population). The GSIM catalogue 
(Supplementary Dataset 1: contains stream-gauge metadata, catchment 
boundary and extracted land-scape attributes) has been made available through 




Chapter 3 presents a global-scale investigation of changes in the magnitude 
of annual maxima streamflow (Objective 2.1) using more than 6000 daily 
streamflow gauges of the GRDB (which was undertaken prior to development 
of the GSIM archive). Across most experiments, there were more stations with 
significant decreasing trends than significant increasing trends, indicating 
limited evidence to support the hypothesis of increasing trends in flood hazard 
globally. The detected trends were assessed in the context of upstream 
catchment attributes (e.g. drainage area, changes in forest cover, the presence 
of dams and reservoirs) and the findings suggested a substantial influence of 
catchment size on changes in floods (Objective 2.2). The key assessment of this 
paper was updated using GSIM, and the results presented in Chapter 5 yielded 
similar conclusions regarding changes in flood hazard at the global scale. 
Chapter 4 presents a comprehensive analysis of flood seasonality at the 
global scale using the GSIM archive as the observational basis. The spatial 
association of flood timing is compared against seven climate predictors to 
identify the spatial distribution of the generation mechanism of streamflow 
maximums at the global and continental scales (Objective 2.2). The identified 
relationship of flood generation is then generalised across both gauged and 
ungauged locations to enable a global map of flood timing. 
Chapter 5 provides an evaluation of global hydrological models (available 
through the Inter-Sectoral Impact Model Intercomparison Project) in terms of 
reproducing trends observed across more than 3,600 sites globally (Objective 
3). The findings show the moderate capacity of GHM simulations forced with 
observational climate data in reproducing the key characteristics of trends (e.g. 
mean, spread, field significance and spatial pattern). The performance suggests 
the usefulness of GHMs in assessing the widespread pattern of changes in flood 
hazard. Streamflow simulations forced with hindcast climate data obtained 
from general circulation models, however, have significantly lower 
performance, indicating the influence of climate model uncertainty on GHMs 
in terms of reproducing trends (Objective 3). Projections of discharge under two 
socio-economic scenarios are also assessed, highlighting the substantial 
influence of a warming climate to changes in flood hazard (Objective 2.2). 
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Chapter 6 concludes this thesis with a summary of the key research 
findings, each contributing directly to a defined objective of this thesis. 
Limitations that have not been fully addressed are also presented in this 
concluding chapter, together with future directions to further improve the 
understanding of flood hazard at the global scale. 
The Supplementary section comprises two data sets together with three 
additional publications arising from this thesis, which also contribute 
substantially to the defined objectives. Supplementary Article 1 (published on 
Earth System Sciences Data) describes the evaluation for streamflow quality of 
all GSIM records and the production of time series of indices capturing essential 
aspects of streamflow regimes (Objective 1). The indices described in 
Supplementary Article 1 are also made available through the PANGAEA data 
repository (Supplementary Dataset 2) and can be freely redistributed without 
any restriction. Supplementary Article 2 (published in Geophysical Research 
Letters) takes advantage of the freely available indices to assess changes in low-
/mean-/high-flow indicators at the global scale (Objective 2.1). The results 
highlight increasing trends in flood indicators over some regions, indicating a 
shift of the whole flow distribution to a wetter condition. Supplementary 
Article 3 (for submission 03/2019 to the Hydrological Sciences Journal Special 
Issue on “Hydrological Data: Opportunities and Barriers”) focuses on recent 
progress and challenges of producing and exchanging large-sample 
hydrological datasets together with guidelines toward better data availability 




Figure 1-1: The link of each paper to thesis objectives. Paper 2 was finalised prior to the development of GSIM (key assessment was reproduced using GSIM in Chapter 5). 
Objective 2: To improve the understanding of 
trends in floods hazards and the key 
mechanisms driving flood hazards 
Objective 1: To compile a global 
streamflow database with improved spatio-
temporal coverage using free-to-access data 
Objective 3: To evaluate the capacity of 
global hydrological models in terms of 








An Observation-based Perspective of Global flood hazard 
Paper 1 (Part 1 of the Global Streamflow 
Indices and Metadata archive - GSIM): To 
collate an unprecedented number of 
streamflow records at the global scale 
Supplementary Article 1 (Part 2 of 
GSIM): To quality check and deliver 
publicly available streamflow indices  
Paper 2: To investigate changes in flood 
magnitude using (limited) existing global 
datasets and explain these changes to 
catchment characteristics. 
Sup. Dataset 1: 
GSIM metadata 
Sup. Dataset 2: 
GSIM indices 
Paper 3: To identify homogeneous 
regions in terms of flood processes and 
predict global flood seasonality 
Paper 4: To evaluate the capacity of 
global hydrological models in terms of 
reproducing trends in flood hazards 
Supplementary Article 2: To assess 
changes in streamflow indices 
Supplementary Article 3: To propose 
guidelines that address barriers to 




Chapter 2. The Global Streamflow Indices 
and Metadata Archive (GSIM) – Part 1: 
The production of daily streamflow 









This is the first part of a two-paper series presenting the Global Streamflow 
Indices and Metadata archive (GSIM), a worldwide collection of metadata and 
indices derived from more than 35,000 daily streamflow timeseries. This paper 
focuses on the compilation of the daily streamflow timeseries based on 12 free-
to-access streamflow databases (seven national databases and five international 
collections). It also describes the development of three metadata products (freely 
available at https://doi.pangaea.de/10.1594/PANGAEA.887477): (1) a GSIM 
catalogue collating basic metadata associated with each timeseries, (2) 
catchment boundaries for the contributing area of each gauge, and (3) catchment 
metadata extracted from 12 gridded global data products representing essential 
properties such as land cover type, soil type, climate and topographic 
characteristics. The quality of the delineated catchment boundary is also made 
available and should be consulted in GSIM application. The second paper in the 
series then explores production and analysis of streamflow indices. Having 
collated an unprecedented number of stations and associated metadata, GSIM 
can be used to advance large-scale hydrological research and improve 





2.1 Introduction  
Streamflow observations with global coverage are essential to progress the 
science of large-scale hydrology. For example, global datasets provide 
particularly value when evaluating global hydrological models (Gudmundsson 
et al., 2012a, Ward et al., 2013, Huang et al., 2016), producing runoff estimation 
data-products (Fekete et al., 2002a, Fekete et al., 2002b, Vörösmarty et al., 1989, 
Gudmundsson and Seneviratne, 2016), investigating large-scale weather 
patterns and their relation to hydrological extremes (Ward et al., 2014, Wanders 
and Wada, 2015), and detecting changes in the global hydrological over space 
and time (Milly et al., 2002, Kundzewicz et al., 2012, Do et al., 2017, 
Gudmundsson et al., 2017), amongst numerous other applications.  
Despite the fundamental, widespread and varied applications that streamflow 
observations support, there are many obstacles to the existence and utility of a 
large-scale streamflow archive. Firstly, there are threats to the quantity of data, 
such as political sensitivities (Nelson, 2009), cost recovery and strict access 
policies (Hannah et al., 2011), unavailability in an electronic format, consistency 
of data formats, limited documentation, missing metadata, and a lack of 
resources for database maintenance and updating. Secondly, there are difficulties 
associated with the quality of the data in many regions, such as poor spatial 
coverage, poor quality control, variable quality control between regions, 
inconsistent metadata, imprecise geographic coordinates of the site, changes in 
the density of stream gauges and variable record lengths. Lastly, even in 
locations where there are abundant and high quality streamflow observations, 
there can be questions over its utility in specific research such as climate 
sensitivity analysis due to the manifestation of human impacts—for example, 
urbanization, land-use changes, channelization and upstream dams (Hannah et 
al., 2011). 
To date, the Global Runoff Data Base (GRDB) maintained by the Global 
Runoff Data Centre has been the primary dataset used in large-scale hydrological 
studies, with more than 9000 stations available to the research community 
(GRDC, 2015). The Global Runoff Data Centre (GRDC) database operates 
under the auspices of the UN – World Meteorological Organization (WMO), and 




submissions depends on contributions by national authorities. However, 
although numerous countries have databases of acceptable quality, data supply 
remains resource intensive and the GRDB remains sparse in some regions. For 
example, the latest catalogue of the GRDB database (version December 5th 2017) 
shows that out of 7,238 daily timeseries, there are only 637 stations over South 
America and only 642 stations over Asia. Moreover, many stations in regions 
such as Asia and Russia have not been updated for many years and are missing 
otherwise available data at the end of their records. 
The Global Streamflow Indices and Metadata (GSIM) project has been 
initiated in order to address the demand for a global streamflow database 
(Bierkens, 2015, Hannah et al., 2011, Merz et al., 2012a, Kundzewicz et al., 
2013, Milly et al., 2015, Fekete et al., 2015). The approach of this project is not 
to collect high-quality data from referenced hydrological networks, which have 
been conducted in other studies (Hannaford and Marsh, 2006, Whitfield et al., 
2012, Burn et al., 2012, Hodgkins et al., 2017, Addor et al., 2017) to support 
research that requires assumptions regarding the minimum impact of human 
interference to streamflow, such as the investigation of climate change 
implication on changes in extreme events. Instead, the activities of the GSIM 
project have been to collate publicly available data, apply basic consistency to 
the formatting and establish a standardised set of metadata. In so doing, GSIM 
intends to promote more widespread use of streamflow data, facilitate improved 
research outcomes through increased spatial coverage and gauge density, and 
tackle ongoing challenges for the hydrological community; for example, 
addressing fundamental issues of data quality, identifying additional data 
sources, lobbying for continuity of data networks and developing a method for 
improved governance and maintenance of streamflow data at the global scale.  
To maximise the value of the streamflow dataset for a wide range of 
applications, the GSIM project also seeks to provide information on catchment 
characteristics upstream of the streamflow gauging station. This necessitates a 
consistent approach to delineating the upstream catchment boundary for every 
gauge station, and this is achieved using data from a global Digital Elevation 
Model (DEM). This is because, with the exception of the GRDB databases, 




unavailable. Filling in this missing element of metadata is important to facilitate 
further analysis of the streamflow observations with respect to a wide and ever-
increasing variety of spatial datasets. Although there have been previous efforts 
in producing catchment boundaries for a smaller number of stations (Lehner, 
2012, Arsenault et al., 2016, Schaake et al., 2006, Addor et al., 2017), similar 
work at this magnitude has not been undertaken. This task is complicated by a 
lack of precision in the supplied geographic coordinates of a given site; for 
example when a catchment boundary is extracted, the corresponding calculated 
area may not match the reported area of the catchment and a procedure for 
checking minor shifts in the coordinates is needed to improve identification of 
the likely catchment boundary. The quality of the delineated catchment 
boundary is also made available to GSIM users and should be considered prior 
to using this data product and any accompanied information. 
The availability of catchment boundaries for each gauge enables the 
association of environmental variables to each gauge by extracting them from 
corresponding global-scale gridded products. As part of the GSIM project, a 
number of global data products are provided as an additional dataset so that a 
user can readily filter the GSIM dataset according to specific interests; for 
example, by climate type, soil type, land-use type, irrigation area and population 
density. Other potential applications of this auxiliary information might include 
a comparison to a database of dams for identifying upstream impacts; to 
remotely sensed estimates of forest cover or urban extent for determining land-
use change; to population demographics for improving estimates of flood 
exposure; and to hydrological model outputs for evaluating model performance. 
Finally, to facilitate benefits of this project to the broader community, indices 
characterising water-balance aspects, hydrological extremes and features of the 
seasonal cycle have been derived from the GSIM timeseries and will be made 
publicly available. To ensure standardised quality for the derived indices, a 
quality control procedure coupling the information provided by data providers 
and a data-driven approach was also applied.  
This is the first paper of a two-part series detailing the production of GSIM 
and corresponding data products. This paper outlines the provenance of daily 




the timeseries (Section 2.3), the development of metadata associated with each 
gauge (Section 2.4), an overall summary of the GSIM timeseries and metadata 
(Section 2.5), and data availability (Section 2.6). As the time series database 
cannot be made available online due to varieties of terms and conditions from 
data providers, the second paper in this series (Gudmundsson et al., 2018b) is 
dedicated to the production of streamflow time series indices, including: (1) 
checks for data quality, (2) the production of streamflow timeseries indices, and 
(3) homogeneity assessment of the derived indices. 
2.2 Daily streamflow data and where to find them 
GSIM is a compilation of 12 databases that have either open-access or 
restricted-access policies, and that collectively represent a total of 35,002 
stations. The spatial distribution and the number of stations available in each 
database is illustrated in Figure 2-1 (continental scale figures are also provided 
as supplementary materials). A summary of the data sources is also provided in 
Table 2-1 and detailed information on each database is elaborated upon in 
following sections. The list of databases identified as part of GSIM is not 
exhaustive of all possible data sources, only of those that were known to the 
authors and readily accessible within the project time frame. Where additional 
data is available in a convenient format it may be possible to further augment 
GSIM in the future. 
The various data sources were classified as either a “research database” or a 
“national database”. The reasons for this classification are further outlined in 
Section 2.3, but relate to issues when merging databases and removing duplicate 
gauges. The data sources include: 
(1) Research databases: Databases with daily streamflow data that have 
been compiled on an ad hoc basis from a variety of original sources by 
research organisations. This category includes five different databases: 
The Global Runoff Data Base (GRDB); the European Water Archive 
(EWA); the China Hydrological Data Project (CHDP) data archive; the 
GEWEX Asian Monsoon Experiment – Tropics (GAME) data archive; 
and the Regional Hydrographic Data Network for the Arctic Region 




(2) National databases: Databases with daily streamflow data made 
publicly available by national water authorities as part of water-related 
regulations. This category includes seven databases: The USGS Water 
Data for USA database (USGS); Canada’s National water data archive 
(HYDAT); Japan’s Ministry of Land and Infrastructure database Water 
Information System (MLIT); Spain’s digital hydrological year book 
database (Anuario de aforos digital 2010–2011, AFD); Australia’s 
Bureau of Meteorological Water Data Online database (BOM); India’s 
Water Resources Information System database (WRIS); and Brazil’s 

















Data access information 





Archived database can be obtained via written request to the Global Runoff Data Centre. This database 
is updated when new data submitted by national suppliers. 
European Flow Regimes from International 





Data can be obtained via written request to the Global Runoff Data Centre . This database has been 
frozen since October 2014 and is being integrated into GRDB database. 
A Regional, Electronic, Hydrographic Data Network 





Archived and closed historic database. Part of this data-archived have been included in the databases 
of the Global Runoff Data Centre and updated based on data deliveries 





Archived and closed historic database can be obtained via written request to the author of the database 






Archived and closed historic database 





Individual timeseries can be downloaded from the data portal (updated regularly) 





Archived database. The archive is updated quarterly by the data authority. 





Individual timeseries can be downloaded from the data portal (updated regularly) 






Individual timeseries can be downloaded from the data portal (updated regularly) 





Archived database, DVD available from Spanish authorities (updated annually) 





Individual timeseries can be downloaded from the data portal (updated regularly) 











2.2.1 The Global Runoff Data Base (GRDB) 
The daily streamflow dataset received from the GRDC (6,313 stations with 
greater than 10 years record; see also Gudmundsson and Seneviratne (2016)) is 
referred to as the GRDB in this project. To date, the GRDB has been the largest 
and most extensively used dataset for streamflow analysis at regional and global 
scales. It was thus considered as the starting point and “base” for the GSIM 
project. Indeed, it was awareness of data not available from the GRDB that 
prompted the initial search for additional sources of data to complement the 
database. 
The GRDC was initiated in 1988 by the WMO and is now maintained at the 
German Federal Institute of Hydrology in Koblenz. The GRDC provides free 
and unrestricted access to all hydrological data and products, although the data 
policy indicates that requests for data must reach the GRDC in written form to 
ensure data users do not redistribute the timeseries. More detail about the GRDC 
data policy, and procedure for obtaining its timeseries, are outlined at 
http://www.bafg.de/GRDC/EN/01_GRDC/12_plcy/data_policy_node.html. 
2.2.2 The European Water Archive  
The European Water Archive (referred to as the EWA in this paper) is one 
of the most comprehensive streamflow timeseries archives in Europe, with more 
than 3000 river gauging stations distributed across 29 countries. This archive is 
also currently held by the GRDC and available under the GRDC data policy 
(http://www.bafg.de/GRDC/EN/04_spcldtbss/42_EWA/ewa_node.html, last 
accessed 03 Jan 2018). The EWA stations used in this paper were selected using 
the same criteria as Gudmundsson and Seneviratne (2016), with a total of 3,731 
daily records.  
2.2.3 The China Hydrology Data project 
The China Hydrology Data Project (CHDP) aims to digitise an arrangement 
of hydrological measurements taken at Chinese stations. These measurements 
(including daily discharge) were originally only available in book form (Henck 
et al., 2010). The original data were collected by the Chinese Hydrology Bureau 
and published in annual yearbooks. At the time GSIM began, discharge data 




corresponded to 163 stations until 1987. This project has been terminated since 
2000s and thus no further update available. The data and metadata were obtained 
directly from the author of the project. Detailed information can be viewed at 
http://www.oberlin.edu/faculty/aschmidt/chdp/index.html (last accessed 23 June 
2017).  
2.2.4 The GEWEX Asian Monsoon Experiment – Tropics project 
The GEWEX Asian Monsoon Experiment – Tropics project (GAME) was 
initiated in 1996 to monitor several hydro-climatological variables over the 
humid temperate area in south-east Asia. As one of several important activities 
in this project, many hydrological observation datasets were collected, including 
streamflow data. Available streamflow data was provided by the Royal Irrigation 
Department of Thailand, and comprised 129 timeseries spanning a period from 
1980 to 2000. Daily discharge data and associated metadata were archived and 
can be accessed online at http://hydro.iis.u-tokyo.ac.jp/GAME-T/GAIN-
T/routine/rid-river/index.html (last accessed 23 June 2017). 
2.2.5 The ARCTICNET project 
A regional hydrometeorological data network for the pan-Arctic Region 
project is a regional data bank that can be accessed via the internet and is referred 
to as ARCTICNET in this paper. The databank is designed to support 
hydrological sciences and water resource assessments over this region with the 
goal of estimating the contemporary water and constituent balances for the pan-
Arctic drainage system. ARCTICNET is a static dataset and some time series 
have been included in the databases of the GRDC and updated based on data 
deliveries. Although most data provided in the data portal are at monthly 
resolution, there are 139 high-quality daily streamflow timeseries across Russia 
that are also available, which have not been fully integrated into GRDB. 
Although ARCTICNET’s future status is likely to be a part of the GRDB, these 
stations still have been considered in GSIM production and are referred to as the 
ARCTICNET database in this paper. These timeseries, along with their 
metadata, were archived and can be downloaded at http://www.r-





2.2.6 The USGS database 
The USGS National Data Services for the US provide access to water 
resources data collected at approximately 1.5 million sites in all 50 states of the 
USA, also including the District of Columbia, Puerto Rico, the Virgin Islands, 
Guam, American Samoa and the Commonwealth of the Northern Mariana 
Islands. All timeseries and associated metadata can be queried from the data 
portal http://waterdata.usgs.gov/nwis (last accessed 23 June 2017). To ensure the 
queried data have sufficient geographic metadata (critical for the present 
project), the stations listed in the “Geospatial Attributes of Gages for Evaluating 
Streamflow, version II” (GAGES II) database were used (Falcone, 2011). The 
timeseries from 9,404 stream gauges obtained from the USGS data portal are 
referred to as the USGS database in this paper. 
2.2.7 The HYDAT database 
Canada’s National Water Data Archive (HYDAT) is a database containing 
daily observed hydrometric data from publicly funded gauges in Canada. Also 
available in the HYDAT database are metadata about the hydrometric stations, 
such as latitude and longitude, catchment area, record length, as well as 
information regarding flow conditions (current status, regulated or natural 
regime). The database is updated four times per year and currently contains data 
for 6,325 streamflow stations across Canada. The raw data, as well as an 
extractor executable, are publicly available from Environment Canada's website 
at https://ec.gc.ca/rhc-wsc/default.asp?lang=En&n=9018B5EC-1 (last accessed 
23 June 2017).  
2.2.8 The ANA database 
The data portal HIDROWEB was organised by the Brazilian National Water 
Agency (ANA). It provides a database with all the information collected by 
Brazil’s hydrometeorological network. Streamflow data and associated metadata 
were made publicly available by Brazil’s national water regulations, and have 
been used extensively to monitor critical events, such as floods and droughts. 
Individual timeseries and their associated metadata can be viewed or 




3,313 stations downloaded from this website are referred to as the ANA in this 
paper. 
2.2.9 The AFD database 
Spanish streamflow data were retrieved from the digital hydrological year 
book (Anuario de aforos digital 2010–2011, AFD), which provides observations 
until 2013–2014 and is freely accessible online (http://ceh-
flumen64.cedex.es/anuarioaforos/default.asp (last accessed 23 June 2017). For 
the GSIM, we used the timeseries that was used to develop the E-RUN dataset 
(Gudmundsson and Seneviratne, 2016). The original DVD containing the full 
database was obtained directly from the Spanish authorities via a written form 
request. This collection contains streamflow data from 1,197 gauging stations, 
and is referred to as ADF in this paper. 
2.2.10 The MLIT database 
In Japan, the Ministry of Land, Infrastructure, Transport and Tourism is 
responsible for organising hydrological data. All records are disseminated at 
http://www1.river.go.jp/ (last accessed 23 June 2017). As at 2010, the database 
kept records of all river stations (at both discharge and gauge level). The 
composition of the 15-digit station IDs is outlined in the file 
http://www1.river.go.jp/kitei_sosoku.pdf (PDF), and can be used to query and 
download timeseries, along with its metadata. As the whole database is recorded 
in Japanese, the package ‘translateR’ (Lucas and Tingley, 2016) was used to 
translate the metadata into English. The timeseries downloaded from the 
Japanese water data portal (1,029 stations in total) is referred to as MLIT in this 
paper. 
2.2.11 The BOM database 
As part of the water reform program established in Australia, Water Data 
Online was created to provide free access to nationally consistent, current and 
historical water information. It can be accessed at 
http://www.bom.gov.au/waterdata (last accessed 23 June 2017). Water Data 
Online also contains historical data from some stations that are no longer 
operational. Users can view or download individual streamflow timeseries from 




measured at 2,941 stations obtained from Water Data Online is referred to as the 
BOM database in this project.  
2.2.12 The WRIS database 
The “Generation of Database and Implementation of Web Enabled Water 
Resources Information System in the Country” project (India-WRIS WebGIS) 
was initiated as a joint venture of the Indian Central Water Commission (CWC) 
and the Indian Space Research Organization (ISRO). Unclassified data can be 
accessed online and free of charge at: http://www.india-
wris.nrsc.gov.in/wris.html (last accessed 23 June 2017), while the metadata is 
documented at: 
http://www.cwc.nic.in/main/downloads/Hydrological%20network%20details%
20of%20CWC.pdf.  All 318 stations were downloaded from the website. They 
are referred to as the WRIS database in this paper. 
The production of timeseries and metadata for GSIM comprises several 
stages due to the range of data formats and significant variation in the quality of 
metadata across data sources. To ensure GSIM is presented in a transparent 
manner, the following sections outline procedures that are used to collate the 
timeseries across (Section 2.3), and to produce the metadata (Section 2.4). 
2.3 Procedure for combining databases  
Several of the identified data sources share common spatial domains, where 
typically the research databases may contain a subset of gauges from the national 
databases. It is therefore important to correctly identify duplicate timeseries 
when merging the databases. To maximise the quality of combined timeseries 
and minimise the requirement to combine timeseries, this task is conducted 
following three sequential steps: Step 1 – pre-processing the data to a common 
structure; Step 2 – replacing all GRDB stations in countries that have a national 
database; and Step 3 – identifying remaining duplicates. From the 35,002 
gauges, 3,197 (2,958 and 239 gauges from GRDB and EWA databases 
respectively) were replaced by national databases in Step 2, and 846 cases of 
‘very likely identical’ stations were identified and removed in Step 3, leaving 
30,959 ‘duplication-free’ timeseries available in the GSIM. 




One of the major challenges in producing consistent streamflow indices is 
that data from different sources have different structures and storage formats. 
For example, the MLIT database divides streamflow records at one location into 
separate text files, and each file contains streamflow measurements for one year. 
In comparison, the HYDAT archive includes streamflow measurements from all 
available stations in a single matrix.  
To address the varying standards of data management, the first step in 
combining the databases was to reformat all the streamflow records to ensure 
that each timeseries is kept in a consistent format. Using the GRDB as a guide, 
it was decided to store all data for a given site in a single text file with three 
columns: a) date of measurement, b) value of measurement and c) original 
quality flags (if available), and with basic metadata (e.g. station name, ID, etc.) 
stored in the header of the file. All additionally derived metadata (i.e. from global 
gridded products) is stored in the station catalogue. The streamflow 
measurements were also converted into consistent units (cubic meters per 
second). 
Metadata that have special characters in foreign language sources were also 
pre-processed into the ASCII encoding system. For river names and station 
names that are recorded in Spanish (ADF) or Portuguese (ANA), the special 
characters were replaced by plain alphabetic characters using the core function 
iconv() of the R programming language. For river names and station names that 
are recorded Japanese characters (MLIT), The R package ‘translateR’ (Lucas 
and Tingley, 2016) was used with the Google Translate API for this task. 
Although there are some limitations related to this toolset (e.g. some Japanese 
characters remaining untranslated and requiring manual translation; 
inconsistency in the translated results using the same original Japanese 
characters), this option was chosen to enable an automated and expedient 
translation. As a result, any text-related metadata associated with Japanese 
stations should be treated with care.  
2.3.2 Replace the GRDB stations with national databases, if applicable 
The streamflow records hosted by the GRDC (the GRDB and EWA 




have been undergone quality control procedures by the GRDC. In cases that the 
supplied data contain errors, the GRDC informs data suppliers to improve the 
quality of their database. In term of data availability, time series downloaded 
directly from the national data portal usually represents the latest version of 
streamflow observation, and thus it seemed appropriate to replace stations hosted 
by the GRDC for countries where an equivalent national database was available. 
While this approach is efficient, there is a potential downside of removing 
GRDB stations that were not otherwise present in the national data depositories, 
perhaps due to differences in maintenance of the databases. Nonetheless, the 
number of stations available in the GRDB and EWA databases is much lower 
than that available in national databases for all countries (see Table 2-2). As a 
result of this step, 2,958 stations located in seven countries (Australia, Brazil, 
Canada, India, Japan, Spain, and the United States) were removed from the 
GRDB collection. In addition, 239 stations located in Spain were removed from 
the EWA archive. 
Table 2-2: Number of stations in countries where national databases are available 
Country 
Database 
EWA GRDB National 
Australia - 358 2941 (BOM) 
Brazil - 439 3313 (ANA) 
Canada - 1029 6325 (HYDAT) 
India - 0 318 (WRIS) 
Japan - 151 1029 (MLIT) 
Spain 239 0 1197 (ADF) 
United State  - 981 9404 (USGS) 
2.3.3 Identify and remove duplicates in research databases 
The method of de-duplicating timeseries involves identification of duplicates 
where two data sources have overlapping coverage and potential merging of two 
records at a duplicated site to create a unified record. The de-duplication step 
was generally undertaken between the GRDB and a ‘paired’ dataset (e.g. GRDB 
and GAME). The only exceptions for this step are for GRDB, EWA and 
ARCTICNET, as these three datasets share Russia as a common spatial domain.  
The techniques adopted for combining research databases were based on the 
de-duplication procedures developed in Gudmundsson and Seneviratne (2016), 
which consists of three sequential steps: 
(1) Identification of ‘duplication-candidates’ using metadata similarity. 




metadata (either within one database or across different databases). We 
used three similarity metrics to identify potential timeseries: (1) Jaro–
Winkler distances, a metric representing the alphanumeric similarity of 
strings (Christen, 2012), applied to river names of two records; (2) Jaro–
Winkler distances between station names of two records; and (3) 
geographical proximity estimated from geographical coordinates 
between two records. These metrics were normalised to have the same 
range between 0 and 1, where a value of 0 indicates identical metadata 
(e.g. the same geographic coordinates). This similarity analysis was run 
for each pair in the pool of stations, and any pair with an average value 
below 0.25 was identified as candidate duplicate records. 
(2) Classifications of duplication candidates using timeseries similarity. 
This step aims to decide whether a specific pair of duplication candidates 
is likely to be identical. The overlapping period and correlation 
coefficient were used as criteria for making a decision. Firstly, all 
duplication candidates that do not share any overlap in their period of 
record are kept in the final GSIM collection, as they can represent 
separate timeseries even if they measured discharge at the same 
geographical location (e.g. due to reconstruction of the gauging station). 
Secondly, any timeseries with a correlation coefficient (R2) lower than 
0.90 was automatically identified as ‘very likely different’ (26 pairs), 
whereas R2 > 0.99 indicates ‘very likely identical’ timeseries (786 pairs). 
Finally, candidates with 0.90 ≤ R2 ≤ 0.99 (65 pairs) were visually 
inspected and manually classified as ‘very likely identical’ (60 pairs) or 
‘very likely different’ (five pairs). All timeseries in the ‘very likely 
different’ category were retained while stations of the ‘very likely 
identical’ category were processed using the de-duplication procedure 
(see below).  
(3) De-duplication of identical timeseries: regardless identical timeseries 
come from either the same database or from different databases, records 
with the greater number of data points in the streamflow timeseries were 
kept while the other(s) were discarded. Although this approach has the 




timeseries that could be influenced by this approach is relatively low (846 
timeseries, corresponding to 2.8% of the total number of available 
streamflow records). 
A visual example of the de-duplication procedure is provided in Figure 2-2. 
The left panel demonstrates a case of ‘very likely identical’ stations, when station 
number 2964035 in the GRDB database was identified as an identical gauge to 
W.16 in the GAME archive, based on the similarities between the provided 
metadata and correlation coefficient. The timeseries representing station 
‘GAME_W.16’ was kept in the final collection, while timeseries 
‘GRDB_2964035’ was removed. The right panel in Figure 2-2 demonstrates a 
case of a ‘duplication candidate’ with correlation coefficient of 0.92 (timeseries 
‘GRDB_6123645’ and ‘EWA_9110028’). These timeseries were visually 
inspected, assigned a ‘very likely different’ label, and both timeseries were kept 
in the final collection. 
 
Figure 2-2: Examples of visually inspected duplication-candidate timeseries. Left: Two stations 
that were labelled ‘very likely identical’ stations. Right: Two stations that were labelled ‘very 
likely different’ stations. 
2.4 Production of the GSIM metadata 
Providing a consistent set of metadata for each site has been a significant 
undertaking for GSIM. This section outlines three main stages to developing the 
GSIM metadata: (1) consolidating all available basic metadata; (2) consistently 
delineating catchment boundaries for each site; and (3) developing a 







2.4.1 Consolidating basic metadata from available sources 
Following the GRDB format, each timeseries was accompanied by basic 
metadata, including: 
(1) station ID 
(2) station name 
(3) river name of gauging location 
(4) geographical coordinates of station 
(5) elevation of station 
(6) drainage area 
(7) catchment boundary from original data sources. 
This data is useful for filtering stations according to specific criteria and 
analysis objectives. Moreover, the availability of a catchment boundary for the 
gauge enables additional catchment-scale metadata to be derived as necessary. 
However, not all of this basic metadata was available for all data sources. For 
example, the catchment boundary was only available for parts of the GRDB and 
EWA stations, the drainage area was unavailable in the BOM and MLIT 
databases, and though several data sources included river names in station names 
(BOM, HYDAT, USGS), this metadata was unavailable in English for other 
sources (MLIT, ANA, ADF). Table 2-3 further outlines availability of basic 
metadata for each source. 















GRDB X X X X X X X 
EWA X X X X X X X 
CHDP X X X X - X - 
GAME X X X X X X - 
ARCTICNET X X X X X X - 
USGS X X - X X X - 
HYDAT X X - X - X - 
ANA X E E X X X - 
ADF X E E X X X - 
MLIT X E E X - - - 
BOM X X - X - - - 
WRIS X X X X X X - 




The method for consolidating basic metadata for each station follows three 
steps:  
Step 1. Transfer and review metadata available from original sources.  
The transfer of all existing metadata required a range of simple consistency 
checks and conforming rules, including: 
(1) Reviewing geographical coordinates of all stations. Stations with 
unreasonable locations (e.g. located in the middle of North Atlantic 
Ocean without any land mass, identified from Google Earth) were 
marked to be excluded from the subsequent delineation procedure (24 
stations). 
(2) Separating the river name from the station name. Several sources use a 
consistent format for the station name consisting of two parts: the name 
of the station followed by the name of the water body. This pattern used 
a formula with ‘linking words’ such as ‘at’, ‘upstream’ and 
‘downstream’. Taking station ‘BOM_406219’ with original station name 
‘Campaspe River at Lake Eppalock (Head Gauge)’ as an example, the 
position of linking word ‘at’ was identified and used to extract ‘river’ 
metadata (Campaspe River) from the full station name. 
(3) Retaining the metadata of duplicated timeseries having the most data 
points in contrast to the other timeseries being removed. While this step 
may mistakenly remove some information, it is expedient and reflects the 
typical result of de-duplicated records that longer timeseries were kept 
while the shorter timeseries were removed.  
Step 2. Generate ‘database-merging’ information  
This step documents a summary of efforts taken in creating a consistent set 
of GSIM metadata, and allows a user to check steps that were taken or to identify 
better procedures using alternative timeseries or metadata obtained from original 
sources. There are 12 fields documented for this purpose:  
(1) an indication of whether the timeseries de-duplication procedure was 




(2) which database and station was kept to construct the GSIM timeseries 
(two fields) 
(3) which station that were removed and the corresponding database (three 
fields) 
(4) the value of metrics that represent similarities in the timeseries metadata 
(five fields) 
(5) the number of overlapping days, if applicable (one field) 
Step 3. Generate information about data availability 
The last step in compiling basic metadata for GSIM was to generate metrics 
that represent data availability for each GSIM timeseries, including the temporal 
coverage (i.e. the first and final year), the number of available daily observations, 
the number of missing data points, and the proportion of missing data points.  
2.4.2 Catchment delineation procedure 
With the ever-increasing availability of remote-sensing and modelled data 
products at global and continental scales, the provision of catchment boundaries 
is an important mechanism for extending the utility of GSIM. Although 
catchment boundaries can be generated easily using standard delineation 
algorithms in GIS packages, it requires a global coverage DEM dataset and 
reliable location to represent the outlet of each drainage area, which were 
unfortunately not readily available for GSIM project. This section describes the 
DEM products, and the algorithm to identify the ‘best outlet location’ associated 
with each station that has been used in GSIM project. 
The main DEM product used for GSIM was HydroSHEDS 
(http://hydrosheds.org), which is available at 15 arc-second resolutions (Lehner 
et al., 2006), and has been used extensively in large-scale hydrological studies 
(Lehner et al., 2008, Lehner and Grill, 2013, Wood et al., 2011, Do et al., 2017). 
To address a limitation in the coverage of HydroSHEDS (no information in 
regions above 60 degrees North, and some islands), the Viewfinder Panoramas 
elevation product at 15 arc-second resolutions was used 
(http://viewfinderpanoramas.org, last accessed 25 June 2017) for those 




product to overcome similar data coverage issues (Sil and Sitharam, 2016, 
Fredin et al., 2012, Barr and Clark, 2012, Yamazaki et al., 2015). As there were 
more than 30,000 stations needing to be delineated, the HydroBASINS dataset 
was used, dividing the world into 24 regions, so that the task of delineation could 
be performed in parallel. The regions are shown in Figure 2-3 and are generally 
independent in terms of drainage areas (Lehner and Grill, 2013). North America 
and Europe were specifically broken into more regions to address their relatively 
higher density of gauges. To maintain consistency when delineating boundaries, 
only one DEM product was used per GSIM region. As the quality of the 
Viewfinder Panoramas is not as clearly documented as for HydroSHEDS, its use 
was kept to a minimum. This resulted in five regions using Viewfinder DEM 
and 19 regions using HydroSHEDS (see Table 2-4). 
 
Figure 2-3: GSIM regions for catchment delineation and metadata extraction procedures. 
Other challenges in the catchment delineation procedure are possible errors 
in the geographical coordinates represent the catchment outlet, such as typos in 
reported coordinates (e.g. 13.47N instead of 14.47N), or swapped order of the 
coordinate digits (e.g. 103.45E instead of 103.54E). These errors can lead to 
unreliable results of the delineation procedure, and so that an algorithm to 
identify location that well represents catchment outlet was also applied. This is 
described below.  
Case 1. Reported station coordinates adopted as the outlet 
If there was no information about a drainage area in the station metadata, the 




as the outlet of the delineation process. There are automated techniques for 
repositioning outlets, such as choosing cells with the greatest flow accumulation 
within a search-distance (Snap Pour Point ArcGIS tool), or finding the nearest 
cell possessing a flow-accumulation value above a specified threshold (Lindsay 
et al., 2008). Nonetheless, without information on the catchment area, it is 
impossible to assess the quality of the delineated catchment. Even if a 
repositioning technique were adopted, delineated catchment boundaries should 
be used with caution in this case, and therefore the original geographical 
coordinates was used to represent ‘best outlet location’. 
Table 2-4: DEM products used for each GSIM region 
Region   Description DEM product 
Artic (region 1) Represents the distant part of North America 
(including Alaska, most part of Canada and 
eastern part of Autonomous Province, Russia) 
Viewfinder DEM 15s 
Europe above 60N 
(region 2) 
Represents countries located above 60oN (e.g. 
Sweden, Denmark, Norway, part of Germany, 
part of Russia) 
Viewfinder DEM 15s 
Siberia (region 3) Represents areas above the 60oN part of Asia  Viewfinder DEM 15s 
Islands (region 4) Represents some islands across Pacific Ocean 
(e.g. Honolulu, U.S.) and Atlantic Ocean 
Viewfinder DEM 15s 
Greenland (region 5) Represents land mass of Greenland Viewfinder DEM 15s 
Europe 1 to Europe 6 
(six regions, from region 
6 to region 11) 
Represent most European countries (below 
60oN) 
HydroSHEDS DEM 15s 
North America 1 to North 
America 9 
(nine regions, from region 
12 to region 20) 
Represent U.S. (except Alaska) and the 
southern part of Canada (below 60oN). It also 
includes Central America for simplicity in 
processing catchment boundaries. 
HydroSHEDS DEM 15s 
Africa (region 21) Represents Africa region HydroSHEDS DEM 15s 
Asia (region 22) Represents Asia region (part of Kazakhstan, 
China, Mongolia and Russia)  
HydroSHEDS DEM 15s 
Australia (region 23 Represents Australia, New Zealand and some 
pacific islands 
HydroSHEDS DEM 15s 
South America (region 
24) 
Represents South America HydroSHEDS DEM 15s 
Case 2. Application of an automated repositioning algorithm 
For stations with available information on catchment area, the automated 
repositioning procedure documented in GRDC report number 41 (Lehner, 2012) 
was used with some minor adjustments, and is summarised below: 
(1) The catchment area was estimated using the flow accumulation dataset 
derived from the DEM products. This calculation was repeated for all 
pixels of the HydroSHEDS/Viewfinder gridded river network within a 





(2) The estimated area values were compared with the reported area in the 
original metadata. All pixels were coded with the absolute value of their 
area differences (in %, with reported area in the metadata used as 
reference). Pixels with area differences of more than 50% were excluded. 
This procedure provided an area-based ranking scheme (RA) ranging 
from 0 to 50, where 0 indicates perfect agreement in catchment areas. 
(3) The distance to the original location of the station (geographical 
coordinates reported in the original metadata) was calculated for each 
pixel and normalised to reach 50 at the maximum distance of 5 km. This 
procedure provided a distance-based ranking scheme (RD) ranging from 
0 to 50, where 0 indicates perfect agreement in station locations. 
(4) The final ranking scheme (R) was calculated as a combination of RA and 
RD, where distance rank was weighted twice as high (R = RA + 2RD) to 
penalise pixels that were further away from the original location. 
(5) The outlet was automatically relocated to the position of the pixel 
showing the lowest ranking value, and geographical coordinates of the 
pixel centroid were defined as the ‘best’ outlet for this specific 
catchment.  
(6) In the original technical document (Lehner, 2012), a manual procedure 
was adopted for stations with differences in area above 50 (i.e. the search 
algorithm cannot find any pixel with an area difference less than 50% 
within the 5 km search radius), or for stations that had no reported area 
in the data catalogue. This manual inspection process was infeasible 
given the scope of the GSIM project, having over 30,000 catchments 
being delineated and where river names were not available (or potentially 
inaccurately translated) for many stations.  
A Python script was developed to automatically call the ‘best outlet location’ 
algorithm and the catchment delineation toolset available in ArcGIS software 
(Jenson and Domingue, 1988) for each gauge using the chosen DEM data-
product. The delineated catchment boundary for each station was assigned a 




delineated catchment boundary area. There are four quality categories associated 
with the catchment boundary:  
(1) ‘High’ quality: Area difference less than 5% 
(2) ‘Medium’ quality: Area difference from 5% to less than 10% 
(3) ‘Low’ quality: Area difference from 10% to less than 50% 
(4) ‘Caution’ quality: Area difference greater than or equal to 50%, 
or the reported catchment area was not available in the GSIM 
catalogue. 
Figure 2-4 demonstrates an example where the repositioning algorithm was 
used. Here the ‘best outlet location’ was determined to be 4.8611 km away from 
the original location, which is defined by the reported geographical coordinates 
in the metadata (for station AR_0000007). The reported area in the metadata is 
340km2 while the area of delineated catchment boundary using original 
coordinates was only 0.8km2, which is significantly lower than the correct 
number. On the other hand, the delineated catchment boundary using ‘best outlet 
location’ has an area of 363km2, indicating a better estimation of the upstream 
catchment boundary for this particular station. 
 
Figure 2-4: Example of improvement in quality of catchment boundary using re-located 
geographical coordinates (for station AR_0000007). 
2.4.3 Extraction of catchment-scale metadata  
An important aspect of large-scale hydrology is the ability to exploit gridded 




2015, Gudmundsson and Seneviratne, 2015, Seneviratne et al., 2012). Having 
developed catchment boundaries for each GSIM station enabled a 
supplementary set of catchment-scale metadata to be derived with relative ease. 
A key feature is that the catchment boundaries and the subsequent metadata 
relates to the upstream contributing area that influences a gauge, rather than to 
the catchment (or arbitrarily defined sub-catchment) that contains the gauge and 
therefore includes a non-influencing downstream region.   
In developing the catchment-scale metadata, a standard set of variables have 
been identified with a view to supporting a range of applications such as filtering 
stations according to characteristic features, performing analyses of streamflow 
according to explanatory features of a catchment, or classifying stations 
according to the (in)significance of human impact. As summarised in Table 2-5, 
a total of 12 global data products were used to derive 19 elements of catchment-
scale metadata. These products were chosen to represent five main categories of 
catchment characteristics: (1) topography, (2) human impact, (3) climate type, 
(4) vegetation type, and (5) soil profile. Because the global data products have 
varying resolution and structure, the following method was used to derive the 
catchment-scale metadata: 
(1) Delineated catchment boundaries associated with each stream gauge 
were used to mask the subset of pixels from the resampled dataset.  
(2) If more than 30% of the catchment area was not covered by a specific 
global data product, a ‘No data’ code was given.  
(3) Metadata representing the characteristics of the upstream catchment for 
each streamflow gauge were calculated from the gridded data masked in 
step (1). There were three types of metrics calculated during this step: 
(a) A single value. Used only for the elevation at the geographical 
coordinates of the gauge (i.e. the catchment outlet), number of large 
dams located within the catchment boundary, and total volume of 
corresponding reservoir. 
(b) Average, min, max and quartiles values. Used for continuously 




allow an idea of central tendency as well as spread of extracted data 
within each catchment boundary. 
(c) Percentages of different classes of catchment characteristics. 
Used for categorical data. For example, there are 16 classes in the 
global lithology dataset, and the co-presence of more than one type 
of lithology occurs very often across all catchments. The percentages 
of each lithology class were therefore calculated and recorded for all 
available catchments. To make the results presentable in a final 
catchment-scale metadata matrix, an aggregated metric was 
calculated to indicate that there is a dominant class within the 
catchment boundary (i.e. more than 50% of all available pixels). If 
there is no dominant class within the catchment boundary, a ‘No 





Table 2-5: Global data-products used in GSIM and derived catchment-scale metadata 









15 arc-seconds x 15 arc-seconds - 
(1) Gauge elevation 
(2a-f) Average, minimum, maximum, first quartile, second quartile 
and third quartile values of catchment elevation 
Slope 
Derived from HydroSHEDS and ViewFinder 
D.E.M by authors 
15 arc-seconds x 15 arc-seconds - 
(3a-f) Average, minimum, maximum, first quartile, second quartile 
and third quartile values of catchment slope 
Topographic 
index 
High-resolution global topographic index 
values (Marthews et al., 2015) 
https://catalogue.ceh.ac.uk/documents/ce39148
8-1b3c-4f82-9289-4beb8b8aa7da 
15 arc-seconds x 15 arc-seconds - 
(4a-f) Average, minimum, maximum, first quartile, second quartile 
and third quartile values of catchment topographic index 
Drainage 
density 
GRIN - Global River Network (Schneider et al., 
2017) 
https://www.metis.upmc.fr/fr/node/375  
7.5 arc-minutes x 7.5 arc-minutes - 
(5a-f) Average, minimum, maximum, first quartile, second quartile 
and third quartile values of catchment drainage density (km-1) 
Dams 
Global Reservoir and Dam (GRanD), version 1 
(Lehner et al., 2011) 
http://sedac.ciesin.columbia.edu/data/set/grand-
v1-dams-rev01  
6,862 datapoints storage capacity 
of more than 0.1 km3 
- 
(6) Number of dams upstream 
(7) Total upstream storage volume 
Population 
Gridded Population of the World (GPW) 
version 4 (CIESIN, 2016) 
http://sedac.ciesin.columbia.edu/data/set/gpw-
v4-population-count 
30 arc-seconds x 30 arc-seconds 2005-2014 
(8a-f) Average, minimum, maximum, first quartile, second quartile 
and third quartile values of catchment population (2010) 
(9) 2010 Population count 
Urbanisation 
Night Light Development Index (NLDI) dataset 
(Elvidge et al., 2012) 
http://www.soc-geogr.net/7/23/2012/sg-7-23-
2012.html  
0.25 arc-degrees x 0.25 arc-
degrees 
2006 
(10a-f) Average, minimum, maximum, first quartile, second 
quartile and third quartile values of NLDI over catchment 
Irrigation 
Historical Irrigation Dataset (Siebert et al., 
2015) 
https://mygeohub.org/publications/8/2  
5 arc-minutes x 5 arc-minutes 2005 
(11a-f) Average, minimum, maximum, first quartile, second 









World map of Koppen Weiger climate 
classification system (Rubel and Kottek, 2010) 
http://koeppen-geiger.vu-wien.ac.at 
5 arc-minutes x 5 arc-minutes 1951-2000 
(12) Type of catchment climate (Koppen-Weiger) if one type 
present over more than 50% catchment area, or ‘No dominant type’ 
Land cover 




7.5 arc-seconds x 7.5 arc-seconds 2015 
(13) Type of catchment land-cover 
(UN Land Cover Classification System) for 2015 if one type 
present over more than 50% catchment area, or ‘No dominant type’ 
Lithological 
The Global Lithological Map v1.0 (GLiM) 





0.5 arc-degrees x 0.5 arc-degrees - 
(14) Type of catchment lithology if one type present over more 
than 50% catchment area or ‘No dominant type’ 
Soil profile 
Soil grid 250m (Hengl et al., 2017) 
https://soilgrids.org 
7.5 arc-seconds x 7.5 arc-seconds - 
(15) Type of catchment soil-class (World Reference Base) if one 
type present over more than 50% catchment area or multiple types 
‘No dominant type’. 
(16a-f) Average, minimum, maximum, first quartile, second 
quartile and third quartile values of weight percentage of sand over 
the catchment 
(17a-f) Average, minimum, maximum, first quartile, second 
quartile and third quartile values of weight percentage of silt over 
the catchment 
(18a-f) Average, minimum, maximum, first quartile, second 
quartile and third quartile values of weight percentage of clay over 
the catchment 
(19a-f) Average, minimum, maximum, first quartile, second 





2.5 Overview of the GSIM archive 
This section summarises the GSIM archive, including the availability of 
timeseries combined from 12 original data sources, the associated data-
products and documentation outlining data quality (section 2.5.1). The whole 
time series database cannot be made available online due to data policies from 
a number of original data sources, some of which apply very strict terms and 
conditions regarding to redistribution of streamflow time series. To address 
this limitation and maintain the usefulness of GSIM to the research 
community, three metadata products have been developed and the availability 
of these data products is further discussed in section 2.5.2.  
2.5.1 Timeseries availability 
From the 35,002 timeseries records obtained from 12 different sources, 
the final GSIM timeseries archive holds a total of 30,959 unique stations, of 
which 30,935 stations have associated catchment shapefiles and catchment-
scale metadata (24 stations were removed from this process due to suspect 
geographical locations). Most data sources are still active and being updated 
by the data authorities. GSIM, however, also included 425 “static” time series 
(from ARCTICNET, GAME and CHDP databases) that have been frozen 
since the early 2000s as these stations have improved the gauge density in 
regions with sparse streamflow observation systems (Russia, China and 
Thailand respectively). In addition, 2,735 EWA stations (frozen since 
October 2014) were also included into GSIM as these timeseries have not 
been completely mirrored into GRDB database at the time GSIM was 
initiated. As these “static” time series have been frozen and no further update 
were provided, GSIM users are advised to use them with caution as the data 
may contain errors and/or have been replaced or updated. 
As shown in Table 2-6, it is apparent that spatial coverage of the stations 
in the GSIM database varies significantly across continents, with North 
America and Europe having the greatest number of stations. Including the 
national databases such as MLIT (Japan), ANA (Brazil), BOM (Australia), 
and IWRIS (India) has significantly improved the observational network over 




some of which have recorded streamflow since the mid-20th century and were 
still operating at the time the GSIM database was initiated. This suggests that 
the national databases that are currently available should be given more 
attention in order to improve the quality and quantity of international 
archives. 





















Africa 949 33.8 1 110 1903 2015 
Europe 5,778 40.3 1 208 1806 2016 
Asia 1,915 22.2 1 79 1921 2015 
North America 15,884 42.9 1 156 1860 2016 
South America 3,449 29.3 1 116 1901 2016 
Australia and Oceania 2,984 31.4 1 131 1886 2016 
Global 30,959 38.2 1 208 1806 2016 
 
Regarding temporal coverage, streamflow records across the globe are 
generally available for the second half of the 20th century (as shown in the 
bottom panel of Figure 2-5). Regardless of missing data criteria, the number 
of available data gradually rises to its peak in the late 1970s to early 1980s, 
followed by a mild decrease in the late 1980s as also discussed by Hannah et 
al. (2011) and a secondary peak in the late 2000s. While the overall database 
has over 30,000 gauges, it is clear from Figure 2-5 that from the 1960s 
onwards there are approximately from 10,000 to 15,000 gauges 
simultaneously active. This represents a significant increase in availability 
compared to the GRDB dataset, which had a total of approximately 9000 
gauges and with a similar drop-off in available gauges depending on the 





Figure 2-5: Availability of GSIM timeseries. The top panel illustrates the length of record at 
each station, and the bottom panel illustrates the number of available time series over time 
for four different missing data criteria. 
2.5.2 Data products of GSIM 
2.5.2.1 GSIM catalogue 
The GSIM catalogue is designed for users to easily filter stations 
according to their purpose of application, and where necessary to 
transparently identify steps taken in the development of GSIM. The total 
number of 27 fields included in this document can be divided into three 
groups, namely:  
(1) Basic metadata: This group provides station identification, including 
a unique GSIM number, the name of the river, the name of the station, 
the elevation of the gauge, the provided geographical coordinates, and 




(2) Database merging metadata: This group of fields provides the identity 
of the numbers of original source(s), and if applicable the similarity 
metrics between duplicates. 
(3) Data availability metadata: This group of fields provides an overview 
on the data availability of each timeseries. These statistics were 
generated from the timeseries data and can be used to filter station 
information, such as temporal coverage, data length, and the fraction 
of missing data. 
As illustrated in Table 2-7, source datasets had significant gaps in the 
metadata, especially in cases of gauge elevation (not available in CHDP, 
GAME, HYDAT, BOM, MLIT) and catchment area (not available in BOM, 
MLIT). In addition, the geographical coordinates of all stations were not 
correctly recorded for all stations, with 24 removed as having suspect 
locations and 4,871 shifted coordinates as part of the procedure for aligning 
catchment outlets with reported catchment areas. 








Latitude Longitude Altitude 
Catchment 
area 
ADF 100 100 100 100 100 96.2 99.3 
ANA 100 99.9 100 100 100 69 99 
ARCTICNET 100 100 100 99.3 99.3 99.3 100 
BOM 100 100 100 100 100 0 0 
CHDP 100 99.4 100 100 100 0 84 
EWA 100 100 100 100 100 98.5 94.5 
GAME 100 100 100 100 100 0 100 
GRDB 100 100 100 100 100 67 100 
HYDAT 100 100 100 100 100 0 85.8 
MLIT 100 100 100 100 100 0 0 
USGS 100 100 100 100 100 93.7 25.5 
WRIS 100 100 100 100 100 81.6 97.4 
GSIM 100 99.9 100 99.9 99.9 50.4 73.8 
2.5.2.2 Quality of catchment boundary 
The catchment boundary is the second metadata product that is available 
through GSIM. Of all GSIM stations, 12,150 (39%) were not associated with 
any information about drainage areas (including all MLIT and BOM stations); 
thus, a ‘Caution’ flag is attached to upstream catchments of these stations. 




removed, and the final 18,785 stations were processed to identify the ‘best 
outlet’ location to represent the outlet for delineating upstream catchments. 
The distribution and quality of the delineated catchments of these stations are 
provided in Figure 2-6 (figures at continental scale are also provided as 
supplementary materials). 
As illustrated in the top panel, ‘Caution’ catchments using ‘best’ outlets 
(identified using the method outlined in Section 2.4.2) are generally located 
across all GSIM regions. However, the ‘Caution’ flag appears more 
frequently over regions above 60 degrees North. Further checks would be 
required to improve the association of catchment boundaries to stations. 
Unfortunately, the biggest caveat that applies to the GSIM database, as with 
any global database, is that the metadata were collated from a number of 
sources with varying standards of documentation and quality assurance and 
with limited capacity for additional checking other than automated 
procedures. Therefore, there is likely to be a non-trivial degree of error in the 
metadata for both geographical location and drainage area. Another issue that 
may lead to unreliable results of the delineation process is error in the DEM 
products. This potential error has been documented (Lehner et al., 2006, 
Lehner, 2012), and lower quality DEM products generally exist for regions 
above 60 degrees North due to the lower quality of the original elevation 
products used to derive the DEM datasets. Another note for the use of 
delineated catchments is that very small catchments (area less than 50 km2) 
should be handled with care, as the ‘best’ outlets could be located incorrectly 






Figure 2-6: Quality of delineated catchment boundary according to categories of high, 
medium low and caution identified in Section 2.4.2 (for 18,785 stations that have reported 
drainage area and reasonable geographical coordinates). 
Nonetheless, the quality of delineated catchments is quite positive (as 
illustrated in lower panels of Figure 2-6). Of all 18,785 catchments that had 
reported drainage area in the GSIM catalogue, 68.25%, 11.8% and 15.92% 
catchments have ‘high’ quality (area discrepancy of less than 5%), ‘medium’ 
quality (area discrepancy from 5% to less than 10%) and ‘low’ quality (area 
discrepancy from 10 to less than 50%) respectively, while there are only 
4.03% catchments with ‘Caution’ quality (area discrepancy of more than or 
equal to 50%). 
2.5.2.3 Catchment-scale characteristics  
The final data product that has been made available is the auxiliary 




characteristics associated with GSIM stations. Overall, the spatial coverage 
of original data products (mostly satellite-base) are quite good (see Table 
2-8), with just a small fraction of catchments (less than 10%) that have more 
than 30% of their areas not covered by these datasets. The exception is the 
Nightlight Development Index (NLDI – computed from the 2006 Nightlights 
dataset (Ziskin et al., 2010) and the 2006 Landscan gridded population 
(Bhaduri et al., 2002)). This dataset does not have approximately 25.3% of 
catchments covered, for more than 70% of their areas. 
Table 2-8: Percentages of available catchment-scale characteristics 
Catchment characteristics Number of stations Availability percentage 
Climate classification 30,773 99.5 
Drainage density 29,574 95.6 
Elevation 30,932 99.9 
Irrigation area 30,857 99.7 
Land cover classification 30,888 99.8 
Lithology type 30,154 97.5 
Nightlight Development Index 23,096 74.7 
Population count 30,894 99.9 
Population density 30,800 99.6 
Slope 30,862 99.8 
Soil bulk density 30,812 99.6 
Soil classification 30,764 99.4 
Clay content  30,768 99.5 
Clay content  30,695 99.2 
Silt content  30,828 99.7 
Topographic index 30,725 99.3 
It is important to note that while these catchment-scale characteristics are 
consistent products available for all stations, documentation for the original 
source data should be consulted during application to appreciate the 
limitations and appropriateness of each variable. For examples, the GRanD 
database is not exhaustive of all dams worldwide and there can be ambiguities 
over the affiliated dates (e.g. whether they represent conception, construction 
or commissioning). Furthermore, the extent of overlapping period between 
temporal coverage of streamflow time series and remote sensing based 
datasets need to be carefully assessed in cause-effect studies. Similarly, it is 
likely that there will be updated or new data gridded datasets available over 
time so that applications should consider the appropriateness of the 




GSIM project demonstrates the possibility of using reported global data 
products to extract catchment-scale characteristics associated with each 
station with reasonable quality, enabling many potential applications from 
this rich information. 
2.6 Data availability 
The data described in this paper are available as a compressed zip-archive 
containing (i) a readme file, (ii) metadata of all GSIM stations obtained from 
original data sources and time series, (iii) quality of catchment boundary and 
catchment characteristics extracted from 12 global data-products, (iv) list of 
stations with suspect geographical coordinates and (v) catchment boundaries 
for 30,935 stations that have reasonable geographical location.  
The data can be freely downloaded at 
https://doi.pangaea.de/10.1594/PANGAEA.887477. The uploaded zip-
archive containing two directories and one README.txt file. The readme file 
provides a detailed description of the data. The directory “GSIM_catalogue” 
contains the the metadata of all GSIM stations and a list of stations with 
suspect geographical coordinates. The directory “GSIM_catchments” 
contains shapefiles for 30,935 stations. 
2.7 Conclusion 
In-situ observations of daily streamflow with global coverage are crucial 
to understanding large-scale freshwater resources that are fundamental for 
societal development. The GSIM archive, designed as an expansion of the 
GRDB database, has demonstrated the possibility of significantly improving 
the coverage and density of the global streamflow observational datasets 
using free-to-access databases. The development of the GSIM database was 
not possible without the tremendous investment into the production and 
ongoing maintenance of original data sources of GSIM. This fact emphasises 
the key role of data authorities and international initiatives in enabling 





While the activities of GSIM have been extensive in searching out and 
collating databases, they are by no-means exhaustive (e.g. since submission 
we have been notified of additional potential candidates for inclusion such as 
the Mekong River Commission database, Chile national water database and 
Argentina national water database). It is the authors’ intention that this project 
will stimulate further efforts toward the development of coordinated and 
consistent representation of global streamflow observations. For this reason, 
the process of developing the archive was designed with automation in mind. 
With the exception of needing to visually inspect some cases of duplicated 
timeseries, the archive was automated using scripts in the R and Python 
programming languages.   
Although the GSIM database was compiled from data sources that can be 
obtained free of charge via a data portal or by submitting written requests to 
data authorities, there are some strict conditions related to the redistribution 
of un-processed data. Therefore, it is impossible to make the whole GSIM 
collection publicly available. In addition, with the main aim of harvesting as 
much data as possible, the GSIM database is not focused on collecting high-
quality datasets such as referenced hydrological networks that are available 
in many countries (Whitfield et al., 2012), and thus the data quality may vary 
significantly across the available timeseries. To address these limitations and 
increase the usefulness of the GSIM database, we conducted a set of quality 
checking procedures for all GSIM timeseries. These quality-assured records 
were then used to produce a dedicated set of indices capturing important 
aspects of the daily dynamics from GSIM timeseries, and to explore potential 
applications of GSIM in large-scale hydrology. Detailed information about 
this work and associated distributed data is described in the second part of our 
series on GSIM (Gudmundsson et al., in review).  
With the GSIM archive and production information made publicly 
available in a transparent manner, this project serves the broader hydrology 
community with improved coverage and quality of streamflow information. 
This project has yielded a significant increase in the availability of streamflow 
observations through the process of collating readily-accessed online data, 




Streamflow observations represent an underutilized resource, in part due to 
access limitations, but also due to challenges in accounting for human impacts 
in the observed record. These challenges notwithstanding, ongoing advances 
in global-scale hydrological models and ever-increasing access to remote-
sensed products indicate that wider access to streamflow data has the potential 
to significantly enhance our knowledge of global water resources. 
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Chapter 3. A global-scale investigation of 








This study investigates the presence of trends in annual maximum daily 
streamflow data from the Global Runoff Data Centre database, which holds 
records of 9,213 stations across the globe. The records were divided into three 
reference datasets representing different compromises between spatial 
coverage and minimum record length, followed by further filtering based on 
continent, Köppen-Weiger climate classification, presence of dams, forest 
cover changes and catchment size. Trends were evaluated using the Mann-
Kendall nonparametric trend test at the 10% significance level, combined 
with a field significance test. The analysis found substantial differences 
between reference datasets in terms of the specific stations that exhibited 
significant increasing or decreasing trends, showing the need for careful 
construction of statistical methods. The results were more consistent at the 
continental scale, with decreasing trends for a large number of stations in 
western North America and the data-covered regions of Australia, and 
increasing trends in parts of Europe, eastern North America, parts of South 
America and southern Africa. Interestingly, neither the presence of dams nor 
changes in forest cover had a large effect on the trend results, but the 
catchment size was important, as catchments exhibiting increasing 
(decreasing) trends tended to be smaller (larger). Finally, there were more 
stations with significant decreasing trends than significant increasing trends 
across all the datasets analysed, indicating that limited evidence exists for the 
hypothesis that flood hazard is increasing when averaged across the data-






In recent decades, floods have caused nearly half of all weather-related 
disasters worldwide, and affected more than two billion people (CRED, 
2015). The relative importance of flooding as a natural hazard has also 
increased over this period, whether measured in terms of economic losses 
(Kundzewicz et al., 2013), reinsurance losses (Mills, 2005) or the number of 
reported flood events (Munich Re, 2015, Swiss Re, 2015). Improved 
understanding of the causes of these changes is critical to manage and 
mitigate future impacts. However, the attribution of observed changes 
remains unclear, with possible causes including changes to the magnitude or 
frequency of high flow events (the flood hazard), the number of people or 
assets potentially affected by flooding (the flood exposure), the magnitude of 
impacts given a flood exposure (the flood vulnerability) (Kron, 2005, IPCC, 
2012), or changes to reporting mechanisms and practices (Peduzzi et al., 
2009).  
One possible cause of the observed changes to flood impacts is the 
potential role of anthropogenic climate change. Recently, numerous studies 
have shown an intensification of extreme precipitation over data-covered land 
regions globally, and given that extreme precipitation is a leading cause of 
disastrous flooding (Guha-Sapir, 2014, Guha-Sapir et al., 2015), this 
intensification might cause an associated increase in flood hazard and thus 
flood impact. For example, Min et al. (2011) found that 65% of the data-
covered areas of the globe exhibited increasing trends for annual maximum 
rainfall based on a gridded precipitation data product from 1951-1999. Using 
a point-based data record of 8,326 high-quality land-based stations, Westra et 
al. (2013) detected increasing trends at nearly two-thirds of stations, and 
found that the median intensity of extreme precipitation increased in 
proportion to changes in global mean temperature at a rate of between 5.9% 
and  7.7% K−1. Lehmann et al. (2015) also found large-scale increasing 
patterns in extreme precipitation, with 12% more record-breaking rainfall 
events over 1981–2010. This change was linked to an increasing trend in 




The observed intensification of extreme precipitation led the 
Intergovernmental Panel on Climate Change (IPCC) to find medium 
confidence for the conclusion that the increasing trends in extreme 
precipitation and associated discharge implies greater risk of flooding at the 
regional scale (IPCC, 2014). However, the implications of changes to extreme 
precipitation on discharge should be assessed with care due to the additional 
influence of a catchment’s antecedent moisture content (i.e. the moisture 
stored in the catchment’s soils, groundwater, lakes and reservoirs prior to the 
flood-producing rainfall event), which is affected by a catchment’s long-term 
water balance (Johnson et al., 2016) rather than the intensity of individual 
heavy rainfall events. For example, only a third of discharge above the 99th 
percentile corresponded to precipitation above the 99th percentile (Ivancic and 
Shaw, 2015), indicating that the relationship between changes in extreme 
rainfall intensity and changes in flood hazard are complex and unlikely to be 
direct. This suggests that trends in extreme precipitation are not likely to be 
the only climatic factor influencing flood hazard, so that it is not possible to 
infer the direction and/or magnitude of change in flood hazard from 
information about changes in extreme precipitation alone. 
An alternative approach to understanding changes in flood hazards at the 
global scale is through the use of large-scale hydrological models (Arnell and 
Gosling, 2014, Dankers et al., 2014). Studies that have taken this approach 
generally have found that more increases in flood hazard occurred in land grid 
cells than decreases, which is consistent with changes in climate variables 
generated from global climate models. However, high uncertainty remains a 
challenging issue in simulating streamflow at regional and local scales, as the 
direction of change is not always consistent across models for some river 
basins (Dankers et al., 2014). Although on-going efforts are being made to 
improve model resolution (Wood et al., 2011, Bierkens, 2015) and the 
representation of hydrologic processes (Clark et al., 2015), these models are 
still unable to represent many of the complex processes that are involved in 
the translation of rainfall to runoff at the global scale (Ward et al., 2015, Sood 




Rather than rely on indirectly inferring changes in flood hazard based on 
extreme precipitation data or using large-scale hydrological models to 
understand historical changes, several studies have directly analysed changes 
in streamflow data. However, challenges to this approach include data 
quality, availability, and the range of non-climatic factors that may also cause 
changes in flood hazard. In particular, compared to atmospheric variables 
such as temperature, pressure and rainfall, streamflow measurements are 
more susceptible to local (e.g. catchment-scale) anthropogenic influences. 
For example, land-use change, de-forestation, dams, reservoirs and other 
effects of urbanisation can all affect flood magnitude (Bradshaw et al., 2007, 
FitzHugh and Vogel, 2011), as can other hydraulic influences such as 
regulated water releases, changing channel capacity and/or implementation 
of flood prevention measures (Hewlett and Hibbert, 1967, Stover and 
Montgomery, 2001, Slater et al., 2015). There are also many practical 
challenges in characterising streamflow processes such as the difficulty of 
identifying subsurface contributions, inaccurate stage-discharge curves, tidal 
influences in estuarine catchments, and errors when measuring large flow 
events (Herschy, 1994, Buschman et al., 2009, Di Baldassarre and Claps, 
2011, Ghasemizade and Schirmer, 2013). Finally, political sensitivity and 
costs associated with digitizing records or sharing data (Nelson, 2009, 
Hannah et al., 2011) can affect the availability of streamflow records, 
particularly at the continental or global scale.  
Arguably as a result of the abovementioned challenges, studies that 
investigate changes in flood hazard directly based on observed flow data at 
the global scale are limited (Milly et al., 2002, Kundzewicz et al., 2004). In 
contrast to the extreme precipitation studies described earlier, these studies 
have relied on relatively small datasets (using 29 and 195 time series for the 
Kundzewicz et al. (2004) and Milly et al. (2002) studies, respectively). 
Furthermore, they did not lead to consistent conclusions regarding changes to 
flood hazard, with Kundzewicz et al. (2004) finding a similar number of 
stations exhibiting increasing and decreasing trends, and Milly et al. (2002) 




In contrast to the limited number of global-scale studies, there have been 
numerous studies at regional scales, and some of these have been summarised 
in Table 3-1. However, it can be difficult to infer a picture at the global scale 
from these studies due to varying periods of data and strategies for selecting 
stations. Moreover, little effort has been made in relating any observed 
changes to natural or anthropogenic factors (Merz et al., 2012b) and there is 
an ongoing need for studies that use a consistent methodology for assessing 
streamflow across all regions to advance our knowledge of historical changes 
in floods (Kundzewicz et al., 2012, Milly et al., 2015, Merz et al., 2012a). 
Table 3-1: Summary of observation-based studies on changes to flood frequency and/or 
magnitude. 
Studies Dataset Scale of study Main Findings  
Milly et al. (2002) 29 daily time series 
spanning 1865 – 
1999 from GRDC 
Global A substantial increase in the 
frequency of floods with discharges 
exceeding 100-year levels was 
identified from analysing annual 
maximum monthly-mean flows at 29 
basins larger than 200,000 km2 
Kundzewicz et al. 
(2004) 
195 daily time 
series spanning 
1824 – 2002 from 
GRDC 
Global Annual maximum mean daily 
streamflows were analysed using the 
Mann-Kendall test at the 10% 
significance level. Only 27 (31) 
gauges had statistically significant 
increasing (decreasing) trends, and 
most (137) time series did not show 
any significant changes 
Zhang et al. (2001) 249 Reference 
Hydrometric Basin 
Network (RHBN) 
records covering the 
1947 – 1996 period 
Canada Annual maximum streamflows were 
analysed using the Mann-Kendall test 
at the 10% significance level, with 
significant decreasing trends in 
southern Canada and increasing 
trends in northern Canada 
Cunderlik and 
Ouarda (2009) 
169 stations in the 
RHBN with 
common period 
from 1974 – 2003 
Canada Seasonal maximum streamflows over 
the snowmelt period were analysed 
using the Mann-Kendall test at 10% 
significance level. Almost 20% of all 
stations showed significant trends in 
the magnitude of snowmelt floods. A 
notable finding is most of the detected 
significant trends were decreasing. 







spanning the 1961 – 
2010 period 
Canada Changes in the magnitude and timing 
of flood events exceeding the 25-, 50- 
and 100-year return periods were 
examined. The study found a 
generally decreasing flood 
magnitudes in nival catchments, and 
increasing flood magnitudes in 
pluvial catchments. 
Lins and Slack 
(1999) 
395 time series 
covering the 1944 – 




U.S. Annual maximum streamflows were 
analysed using the Mann-Kendall test 
at the 5% significance level. The 
study found a mix of increasing and 
decreasing trends in annual maximum 
streamflows across the eastern half of 




Studies Dataset Scale of study Main Findings  
western U.S. record mostly 
decreased. 
Douglas et al. 
(2000) 
1474 time series 
spanning over 1874 
– 1988 from HCDN 
U.S. Annual maximum daily streamflows 
were analysed using the Mann-
Kendall test at the 5% significance 
level. Across U.S., no evidence of 
trends in flood flows was found. 
Mallakpour and 
Villarini (2015) 






Central U.S. This study focused on assessing 
changes of flood magnitude and 
frequency in the Central United States 
using the Mann-Kendall test at the 
5% significant level. The findings 
showed that flood frequency has 
increased while there was limited 
evidence of a decrease in flood 
magnitude in this region. 
Archfield et al. 
(2016) 
345 USGS time 
series spanning the 
1940–2013 period 
U.S. Four dimensions of floods 
(frequency, magnitude, duration and 
volume) were evaluated across U.S. 
Although detected trends were more 
than what would be expected by 
chance, this study could not identify 
any clear spatial pattern of changes in 
floods. 
Slater and Villarini 
(2016) 
Daily gage height 




U.S. The peak over threshold approach 
was used to identify the number of 
days exceeding the threshold of gage 
height data. Trends were detected 
using a Poisson regression model at 
the 5% significance level. This study 
identified that there were increases in 
flood risk around the upper 
Midwest/Great Lakes region and 
decreases on the Gulf Coastal Plain, 
the southeastern United States, and 
California 
Stahl et al. (2011) 441 time series 
spanning over 1962 




Europe This study calculated the slope of 
Kendall-Theil robust line for 7-day 
annual maximum streamflows records 
and compared it with model 
simulation from global hydrology 
model. An increasing pattern in the 
north/west and decreasing pattern in 
the south/east of the European 
continent was found. 
Morán-Tejeda et al. 
(2012) 
57 stations spanning 
the 1961–2005 
period obtained 
from Duero water 
management agency 
Spain The 90th and 99th percentile of daily 
streamflow over a year was used to 
represent flood data. This study 
showed a general trend of decreasing 
frequency and magnitude of high 
flows throughout most of the basin. 
Bard et al. (2012) 342 AdaptAlp 
stations (obtained 
from seven data 
authorities) with at 
least 40 years of 
data records over 
the common period 
1961–2005 
Alps (Europe) Snowmelt indices representing 
snowmelt streamflow intensity and 
seasonality were statistically 
investigated at the 10% significance 
level. This study showed an 
increasing trend in spring floods 
associated with snowmelt. 
Hannaford et al. 
(2013) 
132 time series 
covering 1932 – 
2004 period from 
EWA 
Europe Trends in 7-day annual maximum 
streamflow were indicated by the 
Mann-Kendall Z statistic. The results 
demonstrated that trends in flood 
magnitude are highly influenced by 




Studies Dataset Scale of study Main Findings  
Ishak et al. (2013) 330 stations 
spanning over 1955 
– 2004  obtained 
from the Bureau of 
Meteorology 
Australia Annual maximum daily streamflows 
were analysed using the Mann-
Kendall test at the 10% significance 
level. The assessment of trends 
indicated that the south-east and 
south-west regions of Australia have 
experienced a significant downward 
trend in the annual maximum 
streamflow over reference periods. 




2000 the Southern 





Annual maximum daily streamflow 
were analysed using linear regression, 
the Mann-Kendall test at 10% 
significance level and a generalised 
extreme value model. The study 
found that the probability of average 
flood events has decreased during 
recent decades while extreme floods 
are likely to increase. 
Nka et al. (2015) 11 time series 
covering 1950 – 
2010 period  
Africa Annual maximum daily streamflow 
were analysed using the Mann-
Kendall test at 10% significance 
level. This study indicated that a 
mixture of both increasing and 
decreasing trends were found across 
West Africa. 
In order to better understand historical changes in flood hazard at the 
global scale, this paper therefore aims to improve the current understanding 
of changes to annual maximum streamflow by studying changes in the 
magnitude of annual maximum streamflow from a large global dataset of 
daily streamflow observations. The dataset is presented in Section 3.2, 
together with a number of catchment characteristics (climate region, 
catchment size, de-forestation and presence of large dams) that are used to 
screen the quality of records and investigate changes in streamflow with 
respect to potential influencing factors. The annual maximum daily 
streamflow and analysis methods are also described in Section 3.2. Trend 
results are presented in Section 3.3 with respect to the catchment and climatic 
characteristics of the streamflow location. Finally, implications for studies of 
streamflow observations and global-scale modelling efforts are discussed in 
Section 3.4. 
3.2 Data and methodology 
3.2.1 Overview of streamflow database  
High-quality time series of streamflow are critical for change detection 
studies (Sheng and Linghui, 2012). However as indicated in the introduction, 




conducted at national and regional scales. These studies generally have relied 
on reference hydrometric network databases that have undergone extensive 
quality-checking procedures, and thus are less likely to be affected by low-
quality time series (Whitfield et al., 2012). Furthermore, several of the 
datasets contain streamflow records only for catchments with minimum local 
anthropogenic influences (e.g. land use change, impoundments), so that any 
observed changes are more likely to be attributed by climatic causes (Burn et 
al., 2012). Examples of reference databases that have been widely used 
include the UK Benchmark Network (Hannaford and Marsh, 2006, 
Hannaford and Marsh, 2008, Stahl et al., 2010); the Unites States Hydro-
Climatic Data Network (Douglas et al., 2000, Lins and Slack, 1999, Schilling 
and Libra, 2003, Mallakpour and Villarini, 2015); the Canadian Reference 
Hydrometric Basin Network (Yue et al., 2003, Yue and Wang, 2002); and the 
Australia Hydrologic Reference Stations (Franks and Kuczera, 2002, 
Micevski et al., 2006, Turner et al., 2012).  
In contrast to the above datasets, no reference database exists for global 
streamflow data, due to the diversity of instrumentation, collection and 
archiving methods used across different countries, and limitations in 
documentation (Hannah et al., 2011). The main dataset used for global-scale 
streamflow investigations is the Global Runoff Data Centre (GRDC) 
database, which was initiated in 1988 by the World Meteorological 
Organisation. The GRDC is maintained at the German Federal Institute of 
Hydrology in Koblenz (http://grdc.bafg.de), and holds records of 9,213 
stations across the globe (spatial coverage shown in Figure 3-1), with an 
average time series length of 42 years per station (GRDC, 2015). However, 
interpretation of any trends from the GRDC data requires caution since the 
catchments may or may not be affected by anthropogenic activities, and 






Figure 3-1: Global coverage and record length of GRDC streamflow stations 
3.2.2 Reference periods used for analysis 
To facilitate the detection of change in flood magnitude, the minimum 
data record length should be longer than decadal periodicity of hydrological 
cycles (Sheng and Linghui, 2012). Of the 9,213 records in the GRDC, the 
time series were initially filtered using the following procedure: 
• For each station, ‘flood’ flows were obtained as the maximum daily 
value for each calendar year. In this step, the percentage of missing 
data was also estimated, and the annual maximum streamflow for that 
year was classified as ‘missing’ if more than 10% of days within that 
year were not available. 
• Stations with less than 30 years of available annual maximum data 
(not necessarily continuous) were then removed (comprising 5,620 
stations in total). In addition, stations with instances of two or more 
identical annual maximum streamflow values were also identified and 
manually checked through visual inspection, leading to the removal 
of a further 35 stations due to suspect quality. These gauges were 
mostly located in Africa and South America. 
The remaining 3,558 stations represent the most comprehensive 
observation-based record of annual maximum streamflow at the global scale 
currently available. However, the number of annual maxima for these stations 




in the late 1970s to 1990s followed by a decrease in the 2000s owing to data 
collation rather than discontinuation of gauges.  
 
Figure 3-2: The total number of stations with at least 30 years of available data that have 
suitable annual maximum streamflow records in any given year 
Given the changes in data availability with time, three separate reference 
periods were identified for this study:  
- Dataset A1 (1,907 stations) comprises stations with at least 38 years 
annual maximum streamflow records over the 1966-2005 period 
(average record length of 39.7 years). This strict admission criterion 
(no more than 5% missing data) helps ensure the consistency in 
identifying changes in flood hazard over the reference period (while 
not compromising spatial coverage) with a good balance between the 
length of data series and the number of stations.  
- Dataset A2 (3,478 stations) comprises stations with at least 30 years 
annual maximum streamflow over the 1955-2014 period (average 
record length of 47.6 years). This more generous admission criteria 
(up to 50% missing data is allowed) leads to a larger set of stations 
and a better spatial coverage. However, this dataset is also 
accompanied by a significant reduction in terms of data continuity.  
- Dataset A3 (721 stations) comprises stations with at least 80 years 
annual maximum streamflow over the 1900-2014 period (average 




strict admission criteria (less than 30% missing data allowed) 
constrains the available stations to a smaller geographic area (largely 
North America and Europe) but with a better temporal coverage.  
Of these three periods, dataset A1 represents the best compromise among 
data length, completeness and availability of stations. Therefore, this dataset 
is used as the primary dataset for subsequent analyses in this paper, with 
datasets A2 and A3 analysed for comparative purposes in Section 3.3.1.  
3.2.3 Filtering streamflow data based on catchment characteristics  
One challenge in detecting trends in annual maximum streamflow is that 
streamflow measurements are sensitive to local anthropogenic influences 
(e.g. human regulation over the upstream catchment area). To reduce the 
influence of human-induced impact when evaluating trends, many studies 
have used catchment area as a selection criterion. Specifically, small 
catchments with areas less than 1000 km2 have been preferred (Ishak et al., 
2013, Stahl et al., 2010, Hannaford et al., 2013) as these catchments are 
considered less likely to have been extensively modified.  
In this study, an alternative approach was taken whereby the upstream 
catchment area of each station was delineated and used to derive metadata 
such as the existence of large dams, forest-cover changes and climatological 
classification, which can be used to provide insight into the likelihood of 
anthropogenic changes in each catchment. To this end, catchment boundaries 
of the contributing upstream region for each gauge were obtained from the 
GRDC. A number of the GRDC streamflow records did not have catchments 
delineated, and for these catchments the HydroSHEDS flow direction data 
was used for the delineation (http://hydrosheds.cr.usgs.gov), which is 
available at 15 arc-seconds resolution (Lehner et al., 2006). The Viewfinder 
Panoramas elevation product (http://viewfinderpanoramas.org/) was also 
used as an alternative to address lack of coverage in the polar region and on 
some islands in the HydroSHEDS dataset. Having delineated each catchment, 
it is possible to associate catchment features with each streamflow gauge (see 




3.2.3.1 The Global Reservoir and Dams (GRanD) database  
The Global Reservoir and Dams (GRanD) database (Lehner et al., 2011) 
was used with delineated catchment boundaries to determine whether an 
upstream storage was present. The GRanD database contains storages with a 
capacity of at least 0.1km2, representing 6,862 records of reservoirs and their 
associated dams. Although this is a valuable dataset for investigating the 
influence of dams on flood hazard, it is cautioned that the data is obtained 
from various research groups on a voluntary basis, and thus it is unlikely to 
provide a comprehensive description of all dams globally. 
The catchment boundary positions of all 1,907 stations in dataset A1 were 
compared with the dam coordinates to detect the presence of dam(s) and 
classify stations into two sub-datasets:  
- Dataset B1 (1,143 stations): Stations with no dams within the 
upstream boundary. This dataset is referred to as the “no dams” 
dataset. 
- Dataset B2 (764 stations): Stations with at least one dam within the 
upstream boundary. This dataset is referred to as the “dams” dataset, 
which might be affected by dam construction or operation, leading to 
misinterpretation of detected changes.  
3.2.3.2 Köppen-Weiger climate classification 
World maps of the Köppen-Weiger climate classification (Rubel and 
Kottek, 2010) were used to identify the climate classification for each 
catchment. This dataset was developed using a gridded monthly temperature 
product provided by the Climatic Research Unit (CRU) of the University of 
East Anglia (Mitchell and Jones, 2005) and a gridded precipitation product 
(GPCC’s full data reanalysis version 4) obtained from the Global 
Precipitation Climatology Centre (GPCC) for 1901–2007 (Fuchs et al., 2007). 
These observation-based datasets cover the global land areas excluding 
Greenland and Antarctica and have undergone a series of quality control steps 
to avoid inhomogeneities in the gridded data. The world map of Köppen-




adjusted into nine sub-climatic groupings and used in this study. The spatial 
distribution of the nine sub-climatic classifications is illustrated in Figure 3-3. 
 
Figure 3-3: Spatial distribution of nine groupings of Köppen climate types used in this study 
based on Rubel and Kottek (2010). 
The nine sub-climatic groupings were initially developed from the five 
major climatic groups. These major groups comprise equatorial climates (A), 
arid climates (B), warm temperate climates (C), snow climates (D) and polar 
climates (E). Across these five major groups, temperate climates (C) and 
snow climates (D) were regions with the highest density of available runoff 
stations, so that each of these classifications were further subdivided into 
three climate groups to create the nine-group classification system. The main 
features of the classified climates are provided in Table 3-2.  
Table 3-2: Main features of nine climatic groups, based on the Köppen-Weiger climate 
classification system. 
Climate groups Description 
Equatorial climates (A) Tmin >= + 18oC 
Arid climates (B) Pann < 10 Pth 
Warm temperate climates (C): Lowest monthly mean temperature between -3 oC and 18oC 
  Warm summer dry (Cs) Psmin < Pwmin, Pwmax > 3Psmin and Psmin < 40 mm 
  Warm winter dry (Cw) Pwmin < Psmin and Psmax > 10 Pwmin 
  Warm fully humid (Cf) neither Cs nor Cw 
Snow climates (D):    Lowest monthly mean temperature <= -3 oC 
  Snow summer dry (Ds) Psmin < Pwmin, Pwmax > 3Psmin and Psmin < 40 mm 
  Snow winter dry (Dw) Pwmin < Psmin and Psmax > 10 Pwmin 
  Snow fully humid (Df) neither Ds nor Dw 
Polar climates (E): Tmax <= 10 oC 
Tmin (oC)  : Lowest monthly mean air temperature 
Tmax (oC)  : Highest monthly mean temperature 
Pann (mm/year) : Accumulated annual precipitation 




Psmin (mm/month) : Lowest monthly precipitation for the summer half-year 
Pwmax (mm/month) : Highest monthly precipitation for the winter half-year 
Psmax (mm/month) : Highest monthly precipitation for the summer half-year 
Pth   (mm)  : Dryness threshold 
where:   
ℎ = { 2*Tann         if at least 2/3 of annual precipitation occurs in winter,          2*Tann+28  if at least 2/3 of the annual precipitation occurs in summer,
2*Tann+14  otherwise.                                                                              
 
3.2.3.3 The Global Forest Change dataset 2000–2012 
The Global Forest Change dataset 2000–2012 version 1.0 
(http://earthenginepartners.appspot.com) was used to derive the proportions 
of change in forest area, in which “forest” is defined for locations with trees 
at least 5m tall (Hansen et al., 2013). This satellite-derived product was 
obtained from Landsat 7 ETM+ images based on the Normalized Difference 
Vegetation Index (NDVI), and is available at one arc-second resolution. The 
Global Forest Change dataset comprises several products, and the following 
two layers were used in this study: 
- Global forest cover loss 2000–2012 (loss): Forest loss during the 
period 2000–2012 was identified when a disturbance (or a change 
from a forest to a non-forest state) was detected. Each cell in this 
dataset was assigned either a value of 1 (loss) or 0 (no loss). 
- Global forest cover gain 2000–2012 (gain): Forest gain during the 
period 2000–2012 was identified when the inverse of loss (or a change 
from non-forest to forest state) was detected. Each cell in this dataset 
was assigned either 1 (gain) or 0 (no gain) value. 
To assess forest loss or gain, the catchment boundary associated with each 
stream gauge was used to extract the number of one arc-second pixels that 
experienced loss (fl) and gain (fg) in forest cover over 2000–2012. The 
percentage of each catchment area that has undergone forest change (fc) was 





*100 (%)  (1) 




Resulting from this calculation, fc can be positive (indicating that the 
catchment experienced an expansion in forest cover area during 2000 – 2012), 
negative (indicating that the catchment experienced a reduction in forest 
cover area during 2000 – 2012) or zero (indicating that no change has 
occurred during 2000 – 2012). The R-package gfcanalysis (Zvoleff, 2015) 
was used to download and analyse this data. 
3.2.4 Statistical techniques to assess changes to annual maximum 
streamflow records 
To test for monotonic changes in the annual maximum streamflow time 
series, a Mann-Kendall test was applied separately to each location (Wilks, 
2011). In previous studies (as summarised in Table 3-1), statistically 
significant trends were typically reported at the 10% two-sided significance 
level (with the exception of those studies conducted over the United States). 
To compare this study with existing studies, the null hypothesis is rejected if 
the two-sided p-value of the test statistic (Kendall’s ) is lower than 0.1. 
Depending on the value of  (i.e. positive or negative), we then infer that there 
is a monotonic increasing/decreasing trend in the annual maximum 
streamflow over time. 
To assess whether the proportion of trends of hydrology time series was 
significant over a specific group of observations, a field significance 
resampling procedure (Wilks, 2011) was applied (Westra et al., 2013, Ishak 
et al., 2013, Kiktev et al., 2003, Von Storch and Navarra). The general steps 
of this approach are summarised as: 
(1) The reference period, e.g. [1966, 1967, 1968, 1969… 2005], was 
resampled with replacement to create a new set with the same length 
but different year-order from the original period, for example [2005, 
1966, 2001, 1998… 1966].  
(2) The observations at each site were rearranged corresponding to the 
resampled set of years obtained from step (1) to obtain a new sample 
of annual maximum streamflow, where any temporal structure was 




(3) The Mann-Kendall test was applied to the resampled streamflow at 
the 10% two-sided significance level, and the percentage of stations 
showing significant (both increasing and decreasing) trends was 
recorded. 
(4) Steps (1) to (3) were repeated 1000 times to obtain the percentage 
distribution of stations showing significant trends, representing the 
distribution of the null hypothesis. 
The above approach is appropriate when the data are serially independent; 
however in this case stations exhibited mild levels of autocorrelation, with a 
global median value of 0.073, 0.068, and 0.078 for datasets A1, A2 and A3. 
To account for the effect of autocorrelation on the field significance results 
across different groups of stations, a moving-blocks bootstrap approach was 
adopted (Kiktev et al., 2007, Alexander et al., 2006). The distinction of the 
moving-blocks bootstrap in comparison to the conventional bootstrap lies in 
the first step of the resampling procedure (step 1, above), when consecutive 
years of length L are resampled in order to build up a synthetic sample with a 
similar level of autocorrelation to the original data. As autocorrelation in the 
time series varies across different sites, the block length is recommended to 
be determined based on individual time series (Politis, 2003), and thus L also 
varies across different sites. To identify optimal block length L for individual 
annual maximum streamflow time series, the automatic block-length 
selection procedure (Politis and White, 2004) was implemented using the R 
script available at http://www.math.ucsd.edu/~politis/SOFT/PPW/ppw.R).  
The moving-blocks bootstrap resampling procedure that incorporated the 
automatic block-length selection process was used for field significance 
analysis across the experiments in this study and is referred to as the “moving-
blocks bootstrap procedure” throughout this paper. Percentages calculated 
from the observed datasets were compared to resampled distributions 
generated from the moving-blocks bootstrap procedure to determine whether 
the annual maximum data of a specific group of stations exhibited monotonic 
trends. The 10% two-sided significance level of the Mann-Kendall test 
implies that about 5% of stations would show significant 




change is rejected when the observed percentage lies outside the 90% 
confidence interval of the resampled distributions.  
Finally, an alternative method to assess the role of catchment 
characteristics on the presence or absence of trends is to assess whether 
various attributes of catchments with statistically significant increasing and 
decreasing trends are similar or not. To do this, a t-test at the 5% significance 
level was used. If the p-value of a specific test is lower than 0.05, the null 
hypothesis is rejected and there is evidence to support the statement that there 
is a significant difference in the attribute subjected to the t test between 
stations showing increasing trends and stations showing decreasing trends.  
3.2.5 Overall study approach 
Based on the above datasets and statistical testing approaches, four main 
experiments were developed to detect changes in annual maximum 
streamflow over different spatial domains, and to link any detected changes 
with climatic and catchment characteristics. The purpose of each experiment, 
the required datasets and the statistical tests used, with each experiment 
summarised as follow: 
- Identify the global patterns of change in annual maximum 
streamflow and the influence of reference periods. Three datasets 
(A1, A2, and A3) were used to assess changes in the annual maximum 
flow series and the response of detected trends to changing reference 
periods. In this experiment, the Mann-Kendall test was applied to each 
location and the percentage of stations showing significant trends was 
recorded for each dataset. These numbers were analysed to identify 
the importance of choosing a reference period in analysing trends of 
floods at the global scale. 
- Identify the importance of dams to changes in annual maximum 
streamflow. In this experiment, the A1 dataset was divided into two 
subsets (B1 “no dams” and B2 “dams”). The Mann-Kendall test was 
applied at each location and a bootstrap procedure was applied to 
create the null hypothesis distribution for each dataset. The 




significant trends and the null hypothesis distribution (obtained from 
the moving-blocks bootstrap approach) across the three different 
datasets was used to assess whether the presence of dams has a 
significant influence on the results of the analysis. 
- Identify the relationship between geographical or climatic 
characteristics and detected trends. Dataset B1 (“no dams”) was 
analysed using the Mann-Kendall test and moving-blocks bootstrap 
procedure. To contrast the relationship between geographical or 
climatic characteristics and the detected trend, no dam stations were 
divided into six continents (Africa, Asia, Australia (and some islands), 
Europe, North America, South America) or nine climatic regions (arid 
climate, equatorial climate, polar climate, warm summer dry climate, 
warm winter dry climate, warm fully humid, snow summer dry 
climate, snow winter dry climate, snow fully humid). Each group was 
subjected separately to the same statistical analysis to identify 
differences in significant changes of annual maximum streamflow 
records across different continents and climatic groups. 
- Assess the effect of catchment area and forest cover changes on 
trends in annual maximum streamflow. These two characteristics 
were chosen as they can affect the amount of water available for 
runoff. To assess changes to the relationship between flood and 
catchment characteristics, two separate experiments were conducted 
for each dataset:  
(1) Field significance analysis for stations with different 
catchment characteristics. In this experiment, all stations were 
divided into five groups with similar forest cover 
change/catchment sizes using the 20, 40, 60 and 80 quantiles of 
the frequency distribution. Field significance analysis was applied 
to these groups to identify whether a group exhibits a significant 
percentage of stations showing significant trends.  
(2) Apply a t test for differences between stations showing 




significant trends were divided into two groups: a group of stations 
with increasing trends and a group with decreasing trends. A t test 
at the 5% significance level was conducted to assess whether the 
catchment characteristics of increasing trend and decreasing trend 
groups were indistinguishable. If the p-value is lower than 0.05, 
the null hypothesis is rejected and there is evidence to support that 
the catchment characteristics between these two groups are 
different. Based on the distribution of catchment characteristics 
for these two groups, relationships of these variables to changes 
in annual maximum streamflow records can be identified. 
Table 3-3 Experiments conducted, and their associated datasets. 
Experiment Datasets required Statistical tests Results 
Global pattern of 
changes in annual 
maximum 
streamflow 
- Three different streamflow 
datasets: A1, A2, A3 (see 
section 3.2.3.1) 
- Mann-Kendall test 





Impacts of dam to 
changes in annual 
maximum 
streamflow 
- GRanD database was used to 
classify A1 dataset into B1 (no-
dam stations) and B2 (dam 
stations) datasets 
- B1 (no dam stations) and B2 
(dam stations) 
- Mann-Kendall test 











- Köppen-Weiger climate 
classification system was used 
to assign stations into different 
climatic groups 
- Dataset B1 (no dam stations) 
- Mann-Kendall test  











- Catchment size and proportion 
of forest cover changes (2000-
2014) were used to assign 
stations into different catchment 
characteristics group  
- Dataset B1 (no dam stations) 
- Mann-Kendall test  
- Field significance analysis 
(moving-blocks bootstrap 
procedure) 










3.3 Results  
3.3.1 Patterns of change to global annual maximum streamflow and the 
influence of different reference periods 
We start by investigating the number of stations with statistically 
significant increasing and decreasing trends at the 10% (two-sided) 
significance level, and compare to what would be expected under the null 
hypothesis (obtained from moving-blocks bootstrap procedure). The 
percentage of stations with significant trends is presented in Figure 3-4 for 
each of the three reference periods, with the null hypothesis distribution 
generated from 1,000 conventional bootstrap iterations given as a histogram. 
As can be seen, over the main reference period (dataset A1; 1966 – 2005), 
there were 7.1% of stations with statistically significant increasing trends 
(corresponding to 136 stations; Figure 3-4a), and 11.9% of stations with 
statistically significant decreasing trends (corresponding to 226 stations; 
Figure 3-4b). The percentage of stations exhibiting statistically significant 
increasing trends is consistent with the null hypothesis of no change on 
average across the global dataset, whereas the percentage of stations showing 
significant decreasing trends is inconsistent with the null hypothesis.  
Comparing the results from the main reference period (dataset A1) to the 
other two reference periods, it is evident that the percentage of stations with 
significant increasing trends changes from 7.1% (Figure 3-4a), to 11.8% for 
dataset A2 (Figure 3-4c) and 16.4% for dataset A3 (Figure 3-4e). A similar 
pattern is evident for stations with decreasing trends, with the percentage of 
stations showing decreasing trends changing from 11.9% (Figure 3-4b), to 
15.4% for dataset A2 (Figure 3-4d) and 22.9% for dataset A3 (Figure 3-4f). 
With the exception of increasing trends in dataset A1, all results are field 
significant at the 10% (two-sided) significance level, even when the moving-
blocks bootstrap (block size of two) procedure was adopted. Interestingly, 
more stations showed statistically significant decreasing trends than 






Figure 3-4: Percentage of stations showing significant trends based on the Mann–Kendall 
test with each row displaying increasing and decreasing trends respectively. For dataset A1 
(Figure 3-4a and 4b); dataset A2 (Figure 3-4c and 4d); and dataset A3 (Figure 3-4e and 3-4f) 
One possible explanation for the different results between datasets is the 
effect of different data lengths on the statistical power of the Mann-Kendall 
tests, with datasets A1, A2 and A3 having an average of 39.7, 47.6 and 93.0 
years of data, respectively (see Section 3.2.2). For example, of the 652 
stations that were common to datasets A1 and A3, there were 105 stations 
(16.1% of the sample) exhibiting significant changes (either increases or 
decreases) for dataset A1 compared to 257 stations (39.4% of the sample) 
exhibiting significant changes for dataset A3, indicating a greater likelihood 
of trend detection for the longer dataset. However, the composition of the 
stations that were statistically significant was not consistent across the group: 
in particular, considering again those stations that were common between 
datasets A1 and A3, approximately half of the stations that exhibited 
significant trends in group A1 were no longer significant in group A3. Similar 
patterns were found when comparing common stations between datasets A1 
and A2, confirming the potentially strong role of sampling variability 
combined with potential systematic changes over time at individual gauges. 




reference period window on the results of trend detection analyses (Hall et 
al., 2014, Merz et al., 2012a, Kundzewicz and Mondiale, 2000, Hannaford et 
al., 2013, Lins and Slack, 1999). 
An alternative explanation of the differences between datasets is the 
potential for shifts in the spatial distribution of the trend results. Spatial plots 
of stations showing statistically significant increasing and decreasing trends 
are presented in Figure 3-5. Starting with dataset A1 (upper panel of Figure 
3-5), some regional clustering of the trending stations was evident, with a 
large number of stations with significant decreasing trends in North America 
(particularly to the west of the continent), and regions with increasing trends 
concentrated in parts of Europe (e.g. the UK, France and Germany) and parts 
of eastern North America.  
When these results are compared to the other datasets (middle and lower 
panels of Figure 3-5), it is apparent that although data coverage varies 
significantly between the datasets, there are important consistencies in the 
spatial patterns of the trends. For example, the western part of North America 
and the data-covered regions of Australia (particularly the east coast of the 
continent) showed a number of stations with decreasing trends, regardless of 
the dataset used. Similarly, regions with increasing trends—for example in 
Europe, eastern North America, parts of South America and southern 
Africa—were generally consistent across the datasets (although data from 
South America and southern Africa were not available for dataset A3). With 
a better spatial coverage, dataset A2 also revealed information for regions not 
adequately covered by datasets A1 and A3: in particular, the number of 
stations showing increasing trends was outnumbered by the stations showing 
decreasing trends over Asia with the exception of the far eastern region of 
Russia, and all stations located in western Africa showed significant 
decreasing trends. However, due to data limitations over most countries in 
these regions, and the generous data admission criteria for dataset A2 







Figure 3-5: Results for trends in magnitude of floods events for dataset A1 (upper panel), 
A2 (middle panel) and A3 (lower panel). Blue (red) filled dots indicate stations with 
statistically significant increasing (decreasing) trends at the 10% level. Grey dots indicate 
time series that did not exhibit statistically significant changes at the 10% level.  
Based on the above analyses, it can be concluded that although individual 
stations exhibiting statistically significant trends were often different between 
reference periods, the above spatial analysis indicates some consistency 
between the reference periods at the regional scale. Furthermore, stations 
showing significant increasing trends were outnumbered by stations showing 
significant decreasing trends in all three datasets, indicating that although 




hypothesis that there is a significant increase in flood hazard when averaged 
over all the data-covered regions of the globe is not supported by this analysis.  
There are multiple systematic factors that could explain these findings, 
which are investigated in the following sections, such as the influence of dams 
and other forms of human activity. As dataset A1 provides a reasonable 
compromise between data length and spatial coverage, we focus on this 
dataset in the following sections.  
3.3.2 Impact of dams on the number of stations showing significant 
changes and the importance of resampling technique 
To assess impacts of dams on trends in annual maximum streamflow 
records, field significance analyses using moving-blocks bootstrap were 
applied separately to the “no dams” group (B1) and “dams” group (B2), and 
the results compared with the full reference period (A1). The results are given 
in Figure 3-6, and show that 46 stations (6.0%) had statistically increasing 
trends in the “dams” group compared to 90 stations (7.9%) for the “no dams” 
group, whereas 105 stations (13.7%) had statistically significant decreasing 
trends for the “dams” group compared to 121 stations (10.6%) for the “no 
dams” group. The percentage of stations showing statistically significant 
increasing trends was not field significant (Figure 3-6a and 3-6e), whereas the 
percentage of stations showing statistically significant decreasing trends was 
field significant (Figure 3-6c and 3-6g) when either B1 or B2 was used. The 
results were therefore generally consistent with the reference dataset A1, 
indicating that the effect of dams does not appear to have a substantive 





Figure 3-6: Percentage of stations showing significant trends based on the Mann–Kendall 
test for 1,143 stations in “no dams” (B1) dataset (Figure 3-6a and 6b), and 746 stations in 
“dams” (B2) dataset (Figure 3-6c and 3-6d). Left panels show the results for percentage of 
stations showing significant increasing trend while right panels show results for percentage 
of stations showing significant decreasing trend. The histogram represents the distribution of 
percentages obtained from 1000 moving-blocks bootstrap iterations; the red dot indicates the 
observed value while the red line indicates the 95th percentile.  
Although the above results suggest that the presence of large dams does 
not substantially influence the overall trend results, from a hydrological 
perspective, large dams would be expected to have a significant effect on 
flood flows, as in many cases the dams are designed to reduce flood 
magnitude and the flood damage on human assets (FitzHugh and Vogel, 
2011, Lajoie et al., 2007, Jaramillo and Destouni, 2015). On this principle, 
remaining analyses are focused on the “no dams” case (i.e. dataset B2) to 
minimise the influence of large hydraulic structures on any trend results.    
3.3.3 Relationships between trends in floods and geographical/climatic 
characteristics 
This section evaluates whether trends can be associated with the 
geographical or climatic characteristics of stations. To do this, all stations 
were divided into either six continents (representing similar geographical 




characteristics). The results of the continent-based analysis are shown in 
Table 3-4, with three continents (North America, Australia and Africa) 
showing more stations with decreasing trends than increasing trends, and 
three continents (South America, Asia and Europe) showing more stations 
with increasing trends than decreasing trends. However, as with the results 
shown in Figure 3-5, the data were not evenly distributed between continents. 
For example, the whole of Asia is covered by only two streamflow locations, 
and thus is not sufficient to constitute a representative sample.  
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(*: field significant at 10% level) 
The results of the field significance analysis using the moving-blocks 
bootstrap technique for each continent (which accounts for the number of 
stations in the record) are consistent with what was found at the global scale 
(Section 3.3.1), with the percentages of stations showing significant 
decreasing trends being field significant in three continents (13.2%, 19.2% 
and 19.0% for North America, South America and Australia respectively), 
whereas Europe and South America show statistical evidence of increasing 
trends (12.0% and 23.1% respectively).  
Focusing on continents well-represented in the database (i.e. Europe and 
North America), the most notable trends are in the western part of North 
America (as shown in Figure 3-7), where there are approximately ten times 
as many stations with significant decreasing trends compared to significant 
increasing trends. This was also shown in previous studies of the United 
States (Lins and Slack, 1999), and  Canada (Zhang et al., 2001, Whitfield, 
2001, Westmacott and Burn, 1997, Cunderlik and Ouarda, 2009), which 
generally have found a decrease in the magnitude of floods over time that 




parts of North America and Europe, stations with significant increasing or 
decreasing trends appear to be distributed more randomly and this is 
consistent with previous studies of the United States (Lins and Slack, 1999, 
Villarini et al., 2009, Mallakpour and Villarini, 2015) and Europe (Hannaford 
et al., 2013, Stahl et al., 2011). 
 
Figure 3-7: Trends in magnitude of annual maximum flow events for stations in the B1 
dataset over North America. Blue (red) filled dots indicate stations with a statistically 
significant increasing (decreasing) trend at the 10% level. Grey dots indicate that the time 
series that did not exhibit statistically significant changes at the 10% level. 
In addition to grouping the results by continent, stations are also grouped 
by climatic zone (Table 3-5), and the results provide further consistent 
evidence to what have been found at global scale. As can be seen, field 
significant decreasing trends are observed with the moving-blocks bootstrap 
technique in: equatorial climates, arid climates, and snow fully humid 
climates. In contrast, warm fully humid is the only climate zone shows field 
significant increasing trends.  
Table 3-5: Percentage of stations showing significant increasing (decreasing) trend at the 
10% significance level over climatic regions 
Climate groups 
No. of  
stations 
Number of increasing trend 
stations 
Number of decreasing trend 
stations 
Equatorial climates (A) 24 3 (12.5%)  5 (* 20.8%) 
Arid climates (B) 52 2 (3.8%) 19 (* 36.5%) 
Warm summer dry (Cs) 50 1 (2.0%)  7 (14.0%) 
Warm winter dry (Cw) 22 0 (0%)  3 (13.6%) 
Warm fully humid (Cf) 562 60 (* 10.7%)  38 (6.8%) 
Snow summer dry (Ds) 20 0 (0%)  2 (10.0%) 
Snow winter dry (Dw) 1 0 (0%)  0 (0%) 
Snow fully humid (Df) 386 20 (5.2%)  45 (* 11.7%) 
Polar climates (E) 26 4 (15.4%)  2 (7.7%) 
Total 1,143 90 (7.9%)  121 (* 10.6%) 




Table 3-5 also demonstrates the inhomogeneity in data coverage across 
climatic regions. In particular, more than 83% of stations are located in the 
climatic regions “warm fully humid” and “snow fully humid”, corresponding 
to the large proportion of these regions in North America and Europe.  
3.3.4 Relationships between trends in floods and catchment area 
Catchment area has been used in a number of studies as an indicator of 
the magnitude of land-use change (Ishak et al., 2013, Stahl et al., 2010, 
Hannaford et al., 2013), and we now explore the influence of area on the 
overall trend results. To identify the relationship between trends in floods and 
catchment area, the 1,143 “no dam” stations were divided into five groups 
with an equal number of samples based on their catchment area. Similar to 
previous sections, field significance was assessed using moving-blocks 
bootstrap procedure. Of all 1,143 stations, catchment area varies from 1km2 
to 500,000 km2, with more than 60% of the catchments having areas less than 
~1,400km2. The 20, 40, 60 and 80 quantiles of the catchment area distribution 
were used as thresholds to create five different groups of stations based on 
their area: “very small”, “small”, “medium”, “large” and “very large” 
catchments. As shown in Table 3-6, the percentage of stations with decreasing 
trends was found to be significant for the three latter groups, while the 
percentage of stations exhibiting statistically significant increasing trends was 
field significant for only “very small” group.  
Table 3-6: Percentage of stations showing significant increasing (decreasing) trends at the 
10% significance level over different catchment-size groups 
 











Number of stations 229 228 229 228 229 
Significant increasing 26 (* 11.4%) 22 (9.6%) 21 (9.2%) 10 (4.4%) 11 (4.8%) 
Significant decreasing 22 (9.6%) 11 (4.8%) 28 (* 12.2%) 27 (* 11.8%) 33 (* 14.4%) 
Size of catchment (km2) 1 – 134 134-389 389-1,368 1,368-4,008 
4,008-
500,000 
(*: field significant at 10% level)  
A notable pattern in the percentages of stations showing significant trends 
over these catchment-size groups is that groups with larger catchment areas 
generally have stations with more (less) significant decreasing (increasing) 




significant decreasing trends is three times the percentage of stations showing 
significant increasing trends in the last two groups (catchments with area 
above 1,368km2). Even in stations in the “medium catchment” group, stations 
showing significant decreasing trends also outnumbered those showing 
significant increasing trends. In contrast, the “very small” and “small” 
catchment groups generally have more stations showing significant 
increasing trends than stations showing decreasing trends. An implication of 
this pattern is that the strategy of choosing stations using catchment area may 
have a substantial influence on the detected changes in annual maximum 
streamflow records. For example, analysing changes in annual maximum 
streamflow records using only small catchments (e.g. catchments with area 
less than 500km2) will potentially lead to results where there are more stations 
showing significant increasing trends.  
  
Figure 3-8: Bar chart of the differences in area between stations showing significant 
increasing and decreasing trends across five different catchment size groups. 
As an alternative approach to analysing the impact of catchment size on 
trend results, all stations showing significant trends were divided into stations 
showing significant increasing trends and stations showing significant 
decreasing trends, to determine if the catchment areas between these two 
groups are different from each other.  Interestingly, the results of the t test for 
catchments did not provide evidence to reject the hypothesis that there is no 
significant difference in catchment area between the two groups. Although 




(9,932km2 in comparison with 4,868km2 in the significant increasing trend 
group), the null hypothesis is not rejected (p-value: 0.32). This indicates that 
although there is a clear pattern in trends as indicated by Figure 3-8, a high 
level of random variability is also present and the specific nature of the 
analyses is likely to have a large effect on the interpretation of the results—
for example, studies focused on large basins. 
3.3.5 Relationships between trends in floods and changes in forest cover 
rate 
Finally, we investigate the role of forest cover on any identified trends in 
annual maximum streamflow, focusing again on the 1,143 “no dam” 
catchments. Each station was assigned into one among three different groups 
based on the percentage of changes in catchment area over 2000-2012: forest 
gain (fc>0), no change (fc = 0) and forest loss (fc < 0), with results shown in 
Table 7. Interestingly, 68% of the catchments have experienced an expansion 
in forest cover, whereas only 24% of catchments have experienced a decline 
in forest cover, with an average proportion of total forest area cover change 
across all catchments being 1.1% over the 2000-2012 period. These numbers 
are slightly different from changes in forest area globally as reported in the 
recent Global Forest Resources Assessment (Keenan et al., 2015), which 
showed a declining proportion of 1.4% of global forest area over the same 
period. This may be caused by the inhomogeneous spatial coverage of the 
GRDC data, with the Keenan et al. (2015) analysis conducted on all 
continental areas except for Antarctica, whereas our results are based only on 
those regions with streamflow data.  
To assess whether the number of stations showing significant changes is 
field significant, the moving-blocks bootstrap procedure was applied to each 
group separately. Firstly, considering the stations with increasing trends, the 
“forest loss” and “forest gain” datasets show a similar magnitude of 
increasing trends compared to the global scale “no dam” analysis (Section 
3.3.2). In contrast, the dataset with “no change” in forest cover showed a 
higher percentage change, but this result is not statistically significant and 
may be due to the relatively small sample size of this dataset. Considering 




global scale “no dam” analysis for both “forest loss” and “forest gain” as field 
significance was detected.  
As an alternative approach to testing the role of forest cover changes, the 
data were divided into quintiles by forest cover change (i.e. dividing the data 
at the 20, 40, 60 and 80 percentiles), and the field significance of these results 
were evaluated. The results (not shown) were consistent with the results 
presented in Table 3-7.  
Table 3-7: Percentage of stations showing significant increasing (decreasing) trend at the 
10% significance level over forest cover change groups 
 
Forest changes groups 
Forest loss 
(fc < 0 ) 
No change 
(fc = 0) 
Forest gain 
(fc > 0) 
Number of stations 277 (24%) 89 (8%) 777 (68%) 
Stations showing increasing trends 20 (7.2%) 10 (11.2%) 60 (7.7%) 
Stations showing decreasing trends 32 (
* 11.6%) 9 (10.1%) 80 (* 10.3%) 
(*: field significant at 10% level)  
3.4 Discussion and conclusions 
Whilst acknowledging data concerns regarding data record length, spatial 
coverage and quality, this study provides an indication of changes to annual 
maximum streamflow in the data-covered regions of the globe. Three 
reference datasets representing different compromises between data length 
and spatial coverage were examined, and it was found that the choice of 
dataset had a significant influence in terms of whether individual stations had 
significant increasing or decreasing trends, indicating a large role of sampling 
variability and other factors on the station-level trend results. However, when 
comparing trend results of the three datasets at the global scale, it was found 
that a greater number of stations exhibited statistically significant trends (both 
increasing and decreasing) as the average length of record increased, with 
almost 40% of stations exhibiting statistically significant trends at the 10% 
significance level for the longest dataset (A3). This is at least partially 
explained by the increased statistical power of trend detection methods as the 
record becomes longer.  
Although there were substantial differences in station-level results 




at the regional scale. In particular, decreasing trends were observed for a large 
number of stations in western North America and the data-covered regions of 
Australia, and increasing trends in parts of Europe, eastern North America, 
parts of South America and southern Africa. These changes were also 
consistent with previous regional studies; for instance, previous studies have 
found that decreasing trends in the western part of North America (Zhang et 
al., 2001, Whitfield, 2001, Westmacott and Burn, 1997, Cunderlik and 
Ouarda, 2009, Lins and Slack, 1999) and in Australia (Ishak et al., 2013), 
while the eastern part of North America and Europe generally have a mixed 
pattern of changes (Lins and Slack, 1999, Villarini et al., 2009, Mallakpour 
and Villarini, 2015, Hannaford et al., 2013, Stahl et al., 2011). In addition to 
dividing the result by geographical location, consistent results were also 
found when the data were broken into separate climate groups, with 
decreasing trends particularly apparent in stations with equatorial, arid and 
snow fully humid climates (field significant at the 10% significance level) 
while increasing trends are present in only stations with warm fully humid 
climates.  
Neither the presence of dams nor changes in forest cover had a large effect 
on the trend results (although most analyses were conducted using the “no 
dam” dataset to minimise the potential influence of large hydraulic structures 
on results). The lack of a conclusive finding regarding the influence of forest 
cover suggests that forest cover may not play a dominant role explaining 
trends in flood hazard (Clark, 1987, Bruijnzeel, 2004, Bradshaw et al., 2007, 
Van Dijk et al., 2009), although it should be cautioned that the results could 
also be explained by other confounding factors (e.g. agricultural 
development, urbanisation) that may co-occur alongside changes in forest 
cover. It should also be noted that although the Global Forest Change dataset 
is the most advanced product currently available of global tree canopy, the 
period of this dataset does not fully overlap the streamflow records, which is 
the main limitation of this analysis. 
Importantly, for almost all datasets considered, and regardless of whether 
the stations were filtered by the presence of dams, catchment area, or forest 




trends than increasing trends. The results of our global analysis were therefore 
generally consistent with Kundzewicz et al. (2004), who also showed that the 
number of stations showing significant increasing trends was found to be 
smaller than the number of stations showing significant decreasing trends. 
The exception of our analysis was for the “no dam” dataset for the smallest 
two quintiles by catchment size, where there were more stations exhibiting 
increasing than decreasing trends. This result was inconsistent with what was 
found in Milly et al. (2002), although that study focused only in the frequency 
of extreme events (i.e. discharges exceeding 100-year levels), whereas our 
study focused on annual maximum streamflow and thus includes relatively 
moderate ‘flood’ events as well as rarer events. There are multiple factors that 
might explain the effect of catchment size on the trend results; for instance, 
larger catchments typically are affected by longer time-scale rainfall events, 
and thus the climatic forcings may be different compared to smaller 
catchments (Westra et al., 2014). Furthermore, catchment size may be 
associated with other anthropogenic modifications in the catchment, such as 
the presence of agriculture, urbanisation, and the construction of a range of 
hydraulic infrastructure not included in the large dams database. 
Despite potential concerns about data quality, one interesting pattern to 
emerge was that detected changes in annual maximum streamflow are 
inconsistent with the evidence of trends in precipitation. At global scale, 
annual maximum precipitation intensities were found to have increased (Min 
et al., 2011) and a large-scale increasing pattern in extreme precipitation was 
detected (Lehmann et al., 2015), with North America experiencing more 
increasing trends than decreasing trends in annual maximum precipitation 
(Westra et al., 2013). These precipitation-based results therefore appear to be 
inconsistent with the trend results for floods found in our analysis, and 
indicate the potentially important role of changes in catchment conditions and 
river morphology to changes in streamflow regimes (Hall et al., 2014, Merz 
et al., 2012a). Further research is needed to quantify the contribution of 
catchment condition to the rainfall-runoff relationship at global and regional 
scales, including investigation of changes in other dimensions of flooding, 




Finally, the changes in the flood hazard as assessed in this study do not 
explain observed increases in flood losses (Kundzewicz et al., 2013, Mills, 
2005) or in the number of reported events (Munich Re, 2015, Swiss Re, 
2015). In our results, there were more decreasing trends than increasing trends 
in almost all cases, regardless of the dataset used, whether catchments were 
filtered by climatic condition, presence of dams, or forest cover loss. This 
indicates that other factors contributing to flood risks (i.e. exposure and 
vulnerability), are likely to contribute a higher share toward the rise of flood 
losses at a global scale.  
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Chapter 4. Global-Scale Prediction of 
Flood Timing Using Atmospheric 








Flood seasonality is a useful indicator to study the interaction between 
atmospheric and catchment processes in generating floods. This paper 
presents a global assessment of the seasonal timing of floods for 7,894 
gauging locations across the globe over a common period from 1981 to 2010. 
The averaged ordinal date of annual maximum streamflow is then estimated 
for ungauged locations following a two-stage prediction scheme. The first 
stage of the prediction scheme identifies regions that share a common flood 
producing mechanism by analysing the observation of flood timing with 
respect to seven climate predictors representing precipitation timing and snow 
melt dynamics, which are derived from a global climate reanalysis dataset. 
The homogeneous regions in terms of the dominant flood generation process 
are generalised in the second stage of the prediction model through a rule-
based classification. The classification partitions the world into ten hydro-
climate classes, where each class has flood timing predicted using the most 
relevant climate predictor. Using this relatively simple and interpretable 
model structure, a global mean absolute error of 31.9 days was achieved, 
whilst maintaining consistency across large regions in the estimates of timing. 
Potential applications of the developed map include benchmarking the 
performance of global hydrological models and assessing the impact of 





4.1 Introduction  
The seasonal timing of flood events is a useful indicator of how 
atmospheric processes interact with the local catchment, with recent papers 
showing the relevance of intense precipitation, snow melt and rain-on-snow 
events as mechanisms driving the flood timing (Parajka et al., 2010, Blöschl 
et al., 2017, Villarini, 2016, Hall and Blöschl, 2018, Iliopoulou et al., 2019). 
An understanding of flood timing provides useful insights at many scales: (i) 
globally – because of the considerable attention devoted to the development 
of global hydrological models (Bierkens, 2015, Wood et al., 2011, Bierkens 
et al., 2015), and the need to reconcile patterns of non-stationarity in climatic 
drivers such as rainfall (Westra et al., 2013, Westra et al., 2014, Sharma et al., 
2018) with those observed in streamflow (Do et al., 2017, Hodgkins et al., 
2017, Gudmundsson et al., 2019, Gudmundsson et al., 2017); (ii) regionally 
– for analyses of flood frequency within homogeneous regions and for 
detection/attribution of historical changes in flooding (Villarini, 2016, 
Cunderlik et al., 2004); and (iii) locally – to assist understanding of flood 
mechanisms, as required by decision makers in designing strategies for flood 
prevention, mitigation, and response (Dhakal et al., 2015, Ward et al., 2015).  
There have been many studies of flood magnitude and frequency 
characteristics: (i) at global (Asadieh et al., 2016, Dankers et al., 2014, Wasko 
and Sharma, 2017, Woldemeskel and Sharma, 2016, Do et al., 2017, 
Hodgkins et al., 2017); (ii) continental (Ishak et al., 2013, Hall et al., 2014, 
Gudmundsson et al., 2012a, Mediero et al., 2015, Alfieri et al., 2015, Parajka 
et al., 2010, Mallakpour and Villarini, 2015); and (iii) national scales 
(Beurton and Thieken, 2009, Stevens et al., 2016, Slater and Villarini, 2016, 
Merz et al., 2018, Burn and Whitfield, 2016), but comparatively fewer and 
more recent studies of flood timing (Cunderlik and Ouarda, 2009, Burn and 
Whitfield, 2016, Blöschl et al., 2017, Ye et al., 2017, Berghuijs et al., 2016, 
Villarini, 2016, Dettinger and Diaz, 2000, Hall and Blöschl, 2018). 
Interestingly, most of the studies of flood timing find unique information on 
the atmospheric mechanisms that cause floods, where unlike indicators of 
flood magnitude or frequency, the average timing of floods is relatively 




(Hall and Blöschl, 2018), or human influences including land use change and 
river regulation (Villarini, 2016).  
Of the studies that have considered flood timing, most have focused on 
Europe and North America, so that a global perspective of when and why 
floods occur at different times of the year is not yet available. To develop this 
global perspective, it is essential to expand the assessment of flood timing to 
other continents (e.g. Australia, South America, Asia, Africa) using 
consistent datasets and analysis methodology. One possibility is to simulate 
runoff and extract information of flood timing through the use of global 
hydrological models (Lee et al., 2015) forced with global reanalysis climate. 
To our knowledge, Lee et al. (2015) is the only model-based study to produce 
a global map of the peak flow season (defined as the consecutive three month 
period with the highest number of events above a threshold of streamflow 
volume), whereas model-based studies of timing of annual maximum flow 
are not yet available. An alternative possibility is to estimate flood timing 
using available observational datasets from across the globe and construct a 
data-driven model to infer flood timing at locations without streamflow 
observations. In addition to providing meaningful information in its own 
right, such an approach would provide a useful point of comparison for any 
subsequent model-derived maps of flood timing.  
The spatial variation of the dominant mechanisms in flood generation, 
however, poses a challenge to predicting flood timing for ungauged locations. 
Heavy rainfall is one of the most common sources of flooding, as the 
catchment rapidly saturates due to receiving a significant amount of 
precipitation (Kozlowski, 1984). However, many studies have shown that 
other factors also play an important role in the flood generating processes, 
including antecedent soil moisture (Ivancic and Shaw, 2015, Wasko and 
Sharma, 2017, Ye et al., 2017, Bennett et al., 2018) and snowmelt dynamics 
(Parajka et al., 2010, Blöschl et al., 2017, Mediero et al., 2015, Berghuijs et 
al., 2016). Flooding in arid regions or very large catchments may be more 
sensitive to the total amount of rainfall over long periods (up to months) rather 
than short duration rainfall events (Johnson et al., 2016, Ingle Smith, 1999, 




precipitation also needs to be taken into account. A reliable model for flood 
timing, therefore, must possess the capacity to define homogeneous regions 
in terms of flood generation processes, which will then be used as the 
prediction basis. 
The recent publication of a global archive of over 30,000 streamflow 
gauges (GSIM; Do et al., 2018b, Gudmundsson et al., 2018b) provides a 
unique opportunity to explore many aspects of streamflow characteristics at 
the global scale, including flood timing. The main aim of this study is to use 
this resource, combined with an atmospheric reanalysis dataset, to develop a 
data-driven model to infer flood timing at both gauged and ungauged regions 
across the globe. Specifically, global seasonality of flood timing is first 
evaluated across all GSIM stations with sufficient data. Observations of flood 
timing are then analysed with respect to seven climate predictors derived from 
the ERA-Interim dataset to identify potential flood producing mechanisms, 
and the single predictor best suited to explain and predict flood occurrence is 
identified at each location. The regional consistency between flood timing 
and the most relevant predictor can then be generalised to all gauged and 
ungauged locations using a rule-based classification system according to ten 
hydro-climate classes. The remainder of this paper is structured as follows. 
Section 4.2 provides an overview of the data and methods that were used to 
assess the seasonal timing of floods and the prediction scheme development. 
The results are reported in Section 4.3 together with discussions about the 
performance of the prediction scheme. Finally, Section 4.4 summarises the 
key findings and highlights potential application of the proposed prediction 
scheme. 
4.2 Data and methods 
This section summarizes the workflow for global prediction of flood 
timing (Figure 4-1), including input variables, observational analyses, and the 
prediction scheme using a rule-based classification system. The datasets used 
in this study are presented in section 4.2.1, followed by descriptions about 




development of a prediction scheme to derive a global map of flood timing 
(section 4.2.3). 
4.2.1 Datasets 
The Global Streamflow Indices and Metadata (GSIM) archive contains 
streamflow indices from more than 30,000 stations across the globe (Do et 
al., 2018b, Gudmundsson et al., 2018b). To establish a compromise between 
data quality and availability, only stations classified with a ‘useful’ 
homogeneity class (Gudmundsson et al., 2018b) are used to ensure that 
stations with potentially spurious step changes are excluded. A threshold of 
at least 20 yearly data points available during the 1981-2010 common period 
(with each year having at least 350 days of reliable records) was used to select 
streamflow gauges with sufficient data to minimise the influence of inter-
annual and inter-decadal variability, while maintaining a relatively large 
sample for a global scale investigation. This filtering process identified 9,560 
viable stations, of which a further 76 stations were removed due to 
unavailability of catchment area information. To mitigate the influence of 
large-scale climate gradients as well as routing effects and catchment 
processes, an approach of previous global-scale reconstruction studies was 
adopted (van Dijk et al., 2013, Beck et al., 2015) to limit stations to those with 
catchment area less than 10,000km2 (1,226 stations were removed), 
approximately the size of a one-degree longitude/latitude grid cell. Finally, 
364 stations that fall outside of ERA-Interim land regions were also removed, 
as this data is required to develop the prediction scheme. The outcome of this 
filtering process was the identification of a final subset of 7,894 stations to be 







Figure 4-1. Flow chart to make global prediction of flood timing using GSIM and ERA-Interim datasets. 
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Section 4.2.3 Developing a global prediction of flood timing 
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To represent global observation of atmospheric forcing, the ERA-Interim 
dataset was used over the same 1981-2010 period (Dee et al., 2011). 
Regridded daily temperature and precipitation data products at 0.5-degree 
resolution were retrieved directly from the European Centre for Medium-
Range Weather Forecasts data portal. The land-sea mask from ERA-Interim 
was used to keep only values over land regions (except Greenland and 
Antarctica, which were excluded). Time series at monthly and annual 
resolutions were aggregated from original daily time series. Reported 
streamflow gauge coordinates (Do et al., 2018a) were used to identify 
corresponding grid-cells from the global climate dataset and extract 
information of both precipitation and temperature for each streamflow 
station. This dataset covered all the global land regions, providing the 
capacity to make predictions of flood timing across the globe.  
4.2.2 Observations and predictors of flood timing 
4.2.2.1 Observations of flood timing 
The ordinal day of annual maximum streamflow (DOYMAX index, 
available in GSIM (Gudmundsson et al., 2018a)) was selected as the indicator 
of flood seasonality. Circular statistics (Mardia and Jupp, 2009) were used to 
assess the seasonality of historical flood timing , with further details provided 
in the supplementary material. The circular-mean value of each DOYMAX 
time series over the period from 1981-2010 was used as the observed timing 
of flood seasonality for each stream gauge. A concentration statistic ( ) of 
each DOYMAX time series was also calculated to represent the strength of 
the seasonality, where  = 0 indicates that flood occurrence dates were spread 
evenly throughout the year, and  = 1 indicates that all flooding events occur 
on the same ordinal day across all years. Note that a low value of the flood 
timing concentration index  does not always correspond to low levels of 
seasonality and could reflect other complex flood timing distributions (e.g. 
reflective symmetric bi-modal, or asymmetric unimodal), which is beyond 
the scope of our investigation. Stations with non-seasonal flood timing were 
identified through a circular Kuiper’s test, which evaluates whether the time 
series is circularly uniform. Only stations for which the null hypothesis of 




that have statistically significant seasonality) were considered as input for the 
prediction of flood timing.  
Figure 4-2 shows examples of calculating the mean and concentration of 
flood timing. The left panel illustrates a location where flood events can occur 
at any time of the year. The hypothesis of uniformity was not rejected at the 
10% significance level in this case, suggesting the absence of evidence of 
flood seasonality. The right panel provides an example of seasonality where 
all flood events occur between November to April and the majority of the 
events fall in January and February.  
 
Figure 4-2. Example of a station that does not have evidence to reject the null-hypothesis of 
uniformity in a circular time series (left panel; the east branch of Cann River located in 
Victoria, Australia), and a station that has evidence to reject the uniformity hypothesis (right 
panel; Los Sosa River located in Entre Rios Province, Argentina). Grey areas represent the 
density of maximum streamflow events distributed across 12 months of the year. The 
direction of the red arrow represents the average timing, whereas the length of the arrow 
illustrates the concentration index of the record (  value). 
4.2.2.2 Predictors of flood timing 
This section presents the seven climate predictors of flood timing, which 
were considered in this analysis. To ensure global availability for the 
prediction, daily precipitation and temperature data at each grid point of the 
ERA-Interim datasets were used to derive the identified predictors. Each 
predictor is the circular mean value of occurrence date of one hypothesised 
flood producing process over the 1981-2010 period. The seasonality 
assessment using the circular uniformity hypothesis was also applied to these 
seven predictors. Only grid cells where the null hypothesis of circular 
uniformity was rejected at the 10% level are considered, while a missing 




divided into three groups based on the key flood generating processes that 
they represent.  
The first group of predictors focused on short-term precipitation and 
reflect the hypothesis that extreme precipitation events are the primary 
mechanism driving large streamflow events. Based on the contributing areas 
of the gauging stations, it is estimated that all stations in the final subset 
(catchment area less than 10,000km2) had times of concentration of seven 
days or less – based on the Pilgrim McDermott formula (Pilgrim et al., 1987), 
suggesting heavy precipitation events spanning a period of seven days or less 
is appropriate to represent this mechanism. There are two variables 
considered in this group: (i) date of peak daily precipitation in each calendar 
year (PD), which represents flood produced by the single largest precipitation 
event, and (ii) date of peak 7-day precipitation in each calendar year (PD7), 
which represents flood produced by the largest series of precipitation events. 
To extract the PD7 variable, a backward-moving window of seven days was 
applied to each day of the year, and the day of maximum value (comprising 
the total rainfall depth on that day and the six prior days) was recorded for 
each calendar year. 
The second group of predictors focus on long-term precipitation and 
reflect the hypothesis that long-term catchment wetness and antecedent 
moisture conditions play a key role in the flood generating process. There are 
two variables considered in this group: (i) the date of peak 30-day 
precipitation in each calendar year (PD30), which represents the hypothesis 
that the peak discharge occurs when the drainage area is relatively wet, and 
(ii) the date of peak 90-day precipitation in each calendar year (PD90), which 
represents the hypothesis that the timing of peak discharge occurs toward the 
end of a wet season, where significant build-up of catchment moisture will 
have occurred. The calculation process for PD30 and PD90 was similar to 
PD7 variable, but with the backward-moving window set at 30 days and 90 
days respectively.  
The third and final group of predictors focus on snowmelt processes and 
are designed to provide an indicator of snowmelt or rain-on-snow processes. 




snowfall to rainfall in precipitation (TD), which is defined as the first day that 
the surface air temperature rises above 0oC after having been below 0oC for 
at least seven consecutive days (Blöschl et al., 2017). To represent a more 
sophisticated indicator for snowmelt events, a simple degree-day method 
(Woods, 2009, Hock, 2003) was used to simulate snow-dynamics (see 
supplementary material for detail methodology). This led to two predictors 
derived from simulated snowmelt contribution: (i) date of peak value of daily 
snowmelt or rain-on-snow (SD) and (ii) date of the peak value of 7-day 
snowmelt or rain-on-snow (SD7; here a backward-moving window of 7 days 
was used to calculate the time series of total snowmelt or rain-on-snow 
amount). To mask out locations where there was an absence of significant 
contribution of snowmelt to flood generation, additional constraints were 
applied to snowmelt predictors. For the TD predictor, locations where this 
variable cannot be identified for more than 70% of the years were assigned a 
missing value. Missing values were also assigned to SD and SD7 predictors 
across locations where less than 10% of precipitation falls as snow. 
The availability of chosen climate predictors across the globe is shown in 
Figure 4-3. The constraining criteria for snowmelt predictors imply that these 
predictors are mostly available in high latitude regions in the northern 
hemisphere, and in some mountainous areas in the southern hemisphere such 
as the Andes in South America and the Southern Alps in New Zealand. Due 
to non-seasonality of the selected predictors (i.e. where the circular Kuiper 
test does not reject the uniformity hypothesis), some areas, mostly desert 
regions, do not have any available predictors, such as in the interior of 
southern Australia, the south-eastern part of the Arabian Peninsula, or the 
Uruguay River. Furthermore, only snowmelt predictors are available for 
many grid cells across the Appalachian Mountains in North America, Eastern 
Europe, central Kazakhstan, and northern Africa as a result of the lack of 
rainfall seasonality in these regions. Detailed maps of the timing and 
seasonality of each predictor are provided in the supplementary materials 





Figure 4-3. Map of data availability for the seven predictors. Predictors were divided into 
two categories: (1) Rainfall-predictors comprising PD, PD7, PD30 and PD90 and (2) 
Snowmelt-predictors comprising TD, SD and SD7. Unavailability may be due to no data 
being available (for snowmelt-base predictors only) or where the circular uniformity 
hypothesis was not rejected at the 10% level (for all predictors). 
4.2.3 Developing a global prediction of flood timing 
At the global scale, it has been shown previously that the mechanism 
dominating flood occurrence varies significantly in many regions (Berghuijs 
et al., 2016, Blöschl et al., 2017), and thus a reliable prediction for flood 
timing must adequately reflect this spatial variation. To facilitate this 
requirement, the present study proposes a two-stage prediction model, in 
which the first stage (sub-section 4.2.3.1) aims to define homogeneous 
regions in terms of the dominant flood producing mechanism. In the second 
stage (sub-section 4.2.3.2), the defined homogeneous regions are generalised 
across the globe through a classification scheme, in which prediction of flood 
timing is made for each class by a linear function of the most relevant 
predictor. The global prediction for flood timing was then obtained by 
applying the classification system and the linear functions to all land 
locations, including ungauged regions. 
4.2.3.1 Diagnostic of regional consistency between predictors and observed 
flood timing  
This section describes the first stage of the flood timing prediction 
scheme, aiming to define regional patterns of dominant flood generation 
mechanisms from observational data. The discrepancy between the average 
ordinal dates of predictors and annual maximum streamflow events was first 




location across 7,040 stations. The level of consistency between flood timing 
and the predictor with the closest match was assessed by grouping stations 
into five categories based on the magnitude of discrepancy, as outlined in 
Table 4-1. The spatial distribution of the single predictor with the highest 
level of consistency to flood timing at each gauged location was then used to 
represent homogeneous regions in terms of the dominant flood generation 
process. 
Table 4-1. Description of the five consistency categories between flood timing and a single 
predictor 
Category Description 
High consistency Discrepancy between (±)15 days (i.e. within a month) 
Medium 
consistency 
Discrepancy between (±)16 and (±)45 days (i.e. within a season) 
Low consistency Discrepancy between (±)46 and (±)75 days 
Inconsistency Discrepancy is outside of [-75, +75] range 
No data available Predictor data is not available at the reported coordinates of the streamflow 
station due to seasonal uniformity of the time series 
4.2.3.2 Predicting flood timing using a rule-based hydro-climate 
classification 
In the second stage of the prediction scheme, the observed homogeneous 
regions were generalised across the globe through a rule-based classification 
system, which used 11 climate indices (derived from ERA dataset and 
summarised in Table 4-2) as separating variables. The classification scheme 
in this study has a similar structure to that of a classification tree, which is a 
binary tree with nodes defined by simple splitting rules applied to a set of 
input variables and corresponding thresholds (e.g. at the root node, all stations 
are divided into two groups by a decision rule ‘fraction of precipitation falls 
as snow is less than 0.1’). However, each leaf of the tree (i.e. terminal node 
or hydro-climate class in the context of this study) provides a prediction of 
flood timing through a linear function of one of the seven climate predictors 
rather than being simply assigned a class. 
To develop this classification scheme, one possible option is to apply 
machine learning techniques such as recursive binary splitting together with 
a greedy pruning algorithm (see Cannon (2012) for example) on available 
datasets. However, we decided to construct the model in a semi-automated 




physically interpretable while regional patterns of predictors that best explain 
the occurrence of flood are retained.  
Table 4-2. Climate indices that were used as input for the rule-based hydro-climate 
classification. 
Index Description 
MAP mean annual precipitation (m) 
MAT mean annual temperature (oC) 
Thot temperature of the hottest month (oC) 
Tcold temperature of the coldest month (oC) 
Pdry precipitation of the driest month (m) 
Psdry precipitation of the driest month in summer(*) (m)  
Pwdry precipitation of the driest month in winter(*) (m) 
Pswet precipitation of the wettest month in summer(*) (m) 
Pwwet precipitation of the wettest month in winter(*) (m) 
fsnow fraction of precipitation falling as snow (from 0 to 1). Daily precipitation is assumed 
to fall as rainfall when T > 0 
TDindicator Binary variable (0/1) indicates whether transition time from snowfall to rainfall can be 
reliably identified (i.e. at least 70% of the years have a temperature rise from below to 
exceed 0oC).  
(*): summer (winter) is defined as the warmer (cooler) six-month period of October – March and 
April – September for each respective hemisphere. 
At each non-terminal node n, a specific climate index (selected from 11 
climate variables and denoted here by Cn) and corresponding thresholds were 
manually selected to divide the world into sub-regions. The selection of a 
climate index Cn was based on visually matching the spatial variations of all 
climate indices (see supplementary Figures C4-1 to C4-11) to the regional 
consistency between predictors and observed flood timing (results of the 
method presented in Section 4.2.3.1). This procedure was repeated until 
appropriate boundaries were drawn to divide the world into hydro-climate 
classes. 
We define the terminal node of the partitioning scheme (hydro-climate 
class , where  is the index over all classes) to be a homogenous ‘region’ 
that shares a common group of flood timing predictors. At each terminal node 
, the timing of the flood (denoted by ) is then predicted by adding a lag-
day (denoted by 𝛾 ) to the value of the best climate predictor (denoted by 
, which is one of the seven climate predictors that was defined in section 
4.2.2.2). For a specific hydro-climate class , the prediction of flood timing 
( ̂ ) was made using a linear equation:  




The central idea of this prediction scheme is that regions with the same 
hydro-climate class ( ) are likely to have floods, on average, occurring 𝛾  days after the occurrence of the hypothesised mechanism (𝛾  is bounded 
between 0 and +20 days). For example, if the peak daily precipitation (PD) 
was identified as the most suitable predictor for hydro-climate class , the 
flood timing at each station in this class is predicted by adding a constant 𝛾  
to the date of the peak daily precipitation. 
The best predictor and corresponding lag-day for each hydro-climate class 
was determined following an automated optimisation. The objective of the 
optimisation was to (i) minimise error between predicted and observed flood 
timing and (ii) maximise the proportion of locations that have available data 
for the predictor. The former criterion represents the predictive ability while 
the latter indicates the ability to correctly identify regions with common flood 
generating processes of the prediction scheme. The objective function used 
an adjusted mean absolute error:  𝐴 𝐴 = 𝑃𝑅 ∑ | ̂ − |=              ∈ ,      = , , … 𝐽  
where 𝐴 𝐴  is the adjusted mean absolute error for region ,  is the 
number of stations located in hydro-climate class , ̂  is the prediction while 
 is the equivalent observation of flood timing for a specific site  within 
hydro-climate class , and  is the proportion of locations in hydro-climate 
class  having available data for predictors (ranging from 0 to 1). This metric 
was used to penalise predictors that are unavailable for many locations within 
a specific hydro-climate class (the square value emphasises the importance of 
this metric). The predictor  and value of 𝛾  that minimised the error for a 
given climate class were selected for each terminal node of the prediction 
scheme.  
The tree-based flood timing prediction model, calibrated to the seasonal 
flood timing observed across the 7,040 stations, was then applied to all land 




4.3 Results and discussion 
4.3.1 Seasonality characteristics of flood at the global scale 
Figure 4-4 provides an overview of flood seasonality at gauged locations 
at the global scale. The top panel illustrates the average timing of floods for 
the 1981-2010 period, while the lower panel shows the flood timing 
concentration . Stations that exhibit uniformity in the records are 
highlighted as red dots in the lower panel. There is a clear regional association 
in the timing of flood occurrence, of which the patterns over North America 
and Europe concur with prior studies (Villarini, 2016, Blöschl et al., 2017, 
Hall and Blöschl, 2018, Burn and Whitfield, 2016).  
With improved data coverage, this analysis also provides a regional 
perspective of flood timing over Asia (the majority of stations is located in 
Japan and India) and the southern hemisphere (the majority of stations is 
located in Brazil). In Asia, high latitude regions have floods characterised by 
spring snowmelt while the rest of this continent is dominated by summer to 
autumn floods, typically related to the monsoon season and tropical storms. 
In the southern hemisphere, there is a clear transition of flood timing in the 
latitudinal direction, strongly suggesting the influence of large-scale 
atmospheric features on the regional hydrological cycle. Due to the limited 
availability of snowmelt processes in the southern hemisphere (only 
significant in some mountainous areas as discussed in section 4.2.2.2), the 
rainfall regime and its interaction with catchment soil moisture conditions are 





Figure 4-4. Seasonality of flood occurrence across 7,894 GSIM stations fulfilling the quality 
control criteria for the period 1981-2010. Top panel: average flood timing; colour points 
represent long-term-mean value. Lower panel: concentration index ( ) of flood timing 
(values range from 0 to 1); red dots represent records with uniformity hypothesis was not 
rejected at the 10% significance (854 stations). In both panels: grey dots represent GSIM 
stations that were removed prior to this analysis. 
The strength of the seasonal cycle (lower panel of Figure 4-4) 
demonstrates a high level of heterogeneity in the seasonal signal. There are 
several clusters of stations showing uniformity due to the influence of 
climate-related processes that have been documented in previous studies. For 
instance, the east of U.S. is subject to a range of flood generation processes 
occurring throughout the year such as tropical and extratropical storms (Smith 
et al., 2011), or snowmelt dynamics (Villarini and Smith, 2010). European 
stations located at the foothill of mountainous areas tend to be influenced by 
a mix of spring-snowmelt, rainfall events and/or glacier melting in summer 
(Hall and Blöschl, 2018). The southern coast of south-eastern Australia has 
frequent rainfall in winter, but heavier summer precipitation is also possible 




antecedent soil moisture is a likely reason for uniformity in flood timing 
records across this region (Leonard et al., 2008), particularly where soil 
moisture conditions are counter-cyclical with heavy rainfall (e.g. the most 
intense rainfall may occur during summer due to convective processes, but 
on average the soils tend to be the wettest during the winter). Lastly, the south 
of Brazil is characterised by a non-defined rainy season due to the combined 
influence of cold fronts, thunderstorms, and tropical cyclones which make 
rainfall-induced floods occurring throughout the year (Rao and Hada, 1990, 
Teixeira and Satyamurty, 2011). Ultimately of the 7,894 selected records, the 
uniformity hypothesis was rejected for 7,040 locations, and this subset of 
stations that exhibited significant seasonality in flood timing represents the 
final subset used for the prediction of flood timing. 
4.3.2 Distribution of predictors with the least discrepancy to flood timing  
The distribution of the ‘best climate predictor’ for the globe is provided 
in Figure 4-5 (regional maps for areas with a high density of stations are 
provided in supplementary Figure S4-1). An interesting pattern observed 
through this analysis is the high level of spatial clustering in the distribution 
of predictors having the least discrepancy to flood timing, suggesting the 
existence of homogeneous regions in terms of flood generating processes.  
In regions above 35°N where snowmelt plays an important role in flood 
generation, there are clear regional patterns regarding the most important 
predictor of flood timing. In particular, the rainfall-dominant predictors (i.e. 
PD, PD7, PD30, and PD90) are generally the most suitable to explain flood 
occurrences on the western coastline of North America and Western Europe 
(including the UK), while snowmelt-dominant predictors (i.e. TD, SD and 
SD7 which usually occur in spring) are generally most suitable in the north-
central and the north-east of the U.S., most of Canada, Central and North-
Eastern Europe, North Eurasia, and Scandinavia. These findings are generally 
consistent with previous studies (Ye et al., 2017, Berghuijs et al., 2016, 
Villarini and Smith, 2010, Cunderlik and Ouarda, 2009, Burn and Whitfield, 




Focusing on regions with no snowmelt-based predictors (i.e. below 
35°N), short-term precipitation predictors (PD and PD7) generally have the 
closest match with the timing of floods in the south-eastern US, northern 
Australia, and both the eastern and southern regions of Brazil, where previous 
studies have shown the importance of thunderstorm activities or tropical 
cyclones in flood generation (Villarini, 2016, Bradley and Smith, 1994, 
Villarini et al., 2014, Stevenson and Schumacher, 2014, Ávila et al., 2016). 
On the other hand, long-term precipitation predictors (PD30 and PD90) have 
the highest consistency with flood timing in central Brazil and southern 
Australia, while other regions show a mixture between these two groups.  
 
Figure 4-5. Global map of single predictor with smallest discrepancy to flood timing across 
7,040 stations that exhibit seasonality in flood timing. The green colours indicate the short-
precipitation predictor (PD and PD7), blue colours represent the long-precipitation predictors 
(PD30 and PD90) and the red colours represent the snowmelt-base predictors (TD, SD and 
SD7). There are 63 stations with no data available for predictors. These stations are plotted 
in the grey colour. 
This comparison shows two of the main challenges for predicting flood 
timing at the global scale. Firstly, within relatively small geographic areas, 
such as the US Rocky Mountains or the Alpine region in Europe, there is large 
variability in the identified predictor, which reflects the complexity of flood 
formation factors (snowmelt, soil moisture state of the catchment, and 
different types of precipitation) across these regions (Parajka et al., 2010, 
Berghuijs et al., 2016). Secondly, many locations also show a high correlation 
between predictors (e.g. the average timing of short-term precipitation and 
long-term precipitation being in the same month, see supplementary Figure 
S4-2), and this feature creates noise in determining the most important 




utility of the climate predictors to identify different flood-timing mechanisms 
at the regional scale.  
The level of consistency between flood timing and available predictors 
(i.e. the discrepancy, in number of days, between flood timing and available 
predictors as defined in Table 4-1) was also analysed to evaluate the 
appropriateness of using these predictors for estimating flood timing. At the 
continental scale (Figure 4-6), all precipitation-based predictors generally 
have a good level of consistency in Asia, Africa, and South America, with 
more than 70% of stations exhibiting high or medium consistency with flood 
timing. In Oceania (of which the majority of stations are in Australia), flood 
timing is most consistent with long-term precipitation predictors, as both 
PD30 and PD90 have more than 60% of stations exhibiting high or medium 
consistency. In North America and Europe, where snowmelt-related 
processes are a key flood-producing mechanism, the percentage of stations 
showing high or medium consistency between precipitation-based predictors 
and flood timing is lower than the other continental regions; however, this is 
supplemented by snowmelt predictors, which have high and medium 
consistency for approximately 25-40% of stations.  
 
Figure 4-6. Consistency between flood timing and individual predictors (top panels: 
snowmelt-based predictor; bottom panels: rainfall-based predictors), based on definitions in 
Table 4-1. Each bar chart illustrates the percentage of stations allocated into five consistency 
categories for one predictor across the six considered regions. 
The level of consistency between flood timing and the single most 




Table 4-3), suggesting generally high consistency at the global scale with the 
percentage of stations having high and medium levels of consistency being 
50.9% and 31.8% respectively. This pattern is also evident at the continental 
level, with the percentage of locations showing high or medium consistency 
levels ranging from 72% (Oceania) to 97% (Africa). These results indicate 
the potential of using the proposed indices to predict flood timing, which 
could result in a model with up to 80% of locations having a prediction error 
of less than 46 days (i.e. the predicted and observed flood timing will fall 
within the same season). 
Table 4-3. Number of stations grouped by five consistency categories at regional and global 
scales. 
Continents 
Level of consistency Total 
























































































4.3.3 A hydro-climate classification to estimate global flood timing 
A rule-based classification (lower panel of Figure 4-7; herein referred to 
as D10) was developed to partition the land surface into 10 hydro-climate 
classes (top panel of Figure 4-7). Although it is possible to further break each 
class into sub-regions and potentially improve the model’s predictive power, 
the classification scheme was kept at this level of simplicity because the tree 
is found to be able to represent the key regional patterns of the best predictors. 
Among the 11 proposed separating variables, eight were retained for the final 
classification ( 𝐴 , , , , 𝑎 , 𝑓 , ℎ , and ), 
which partition the world into five rainfall-dominant classes (Class 1 to Class 
5) and five snowmelt-dominant classes (Class 6 to Class 10).  
As shown in the resulting tree, the key variable separating rainfall-




the fact that regions where the transition timing predictor (TD) cannot be 
reliably defined (i.e. 𝑎  = 0) are unlikely to have snowmelt 
occurring. For locations where the TD predictor can be reliably estimated, the 
“transitional regions” between rainfall-dominant and snowmelt-dominant 
groups were identified using the fraction of precipitation falling as snow 
(𝑓  < 0.1). The key characteristic of these “transitional regions” is a 
relatively low amount of snowfall (and thus snowmelt) occurring, so that this 
predictor is unlikely to play a dominant role in flood generation. Across these 
“transitional regions”, rainfall-dominant locations (Class 5) were defined if 
more than 12% of precipitation falls into the wettest month of summer (i.e. 
/ 𝐴  > 0.12), while the other locations were classified as snowmelt-
dominant (i.e. Class 6).  
 
Figure 4-7. Global maps of climate regions (top panel) partitioned by the D10 hydro-climate 
system (bottom panel). Each hydro-climate class is defined following a set of separation rules 
and has a prediction of flood timing as a linear function of one predictor.   
The subsequent divisions were completed by visually examining the 




the best match to clusters of climate predictors. As summarised in both Figure 
4-7 and Table 4-4, temperature of the hottest month ( ℎ ), the amount of 
precipitation that falls within the driest month ( ) and the wettest month 
in winter ( ) were selected as separating variables for rainfall-dominant 
flood classes, while the fraction of precipitation falling as snow (𝑓 ) and 
the temperature of the coldest month ( ) are important to derive the 
boundaries among snowmelt-dominant classes. 
The dominant atmospheric predictor of flood timing was then identified 
for each hydro-climate class to form a linear function between that predictor 
and the flood timing response. The most relevant predictor and associated lag-
day in each class were identified through the optimisation process described 
in Section 4.2.3.2 and are presented in Table 4-4. Among 7,040 locations, the 
prediction scheme could be applied for 6,757 stations in total (excluding 283 
stations due to a missing value of the identified predictor). The majority of 
‘no prediction’ locations falls into Class 1 due to the non-seasonal 
characteristic of rainfall-predictors across the south-eastern U.S., which 
contains most stations classified into Class 1. The maximum value of 𝛾  
across ten hydro-climate classes was found to be 10 days, indicating that 
floods, on average, occur within the 10-day window after the timing of the 
dominant predictor. Prediction errors (represented by mean absolute error) 
ranges from 19.9 days (Class 3) to 48.7 days (Class 7), and when averaged 
across all stations had a value of 31.9 days. Across all land regions, flood 
timing is mainly predicted by snowmelt and long-term precipitation 
predictors, which respectively explain flood timing for 48% and 42% of the 




Table 4-4. Description of the hydro-climate classes defined through the D10 classification system (lower panel of Figure 3-6). ‘No prediction’ indicates locations where there 
is no predictor available to predict flood timing. 
Class 
Climate indices used to 
define hydro-climate class 
Number 
of gauges 
% of no 
prediction 
Dominant flood generation Lag-day 
Prediction errors 
(MAE; in days) 
% of global land 
mass 
1 TDindicator, Thot, Pdry  502 33 Short-term precipitation (PD) 10 35.5 4.6 
2 TDindicator, Thot, Pdry, Pwwet  902 4 Long-term precipitation (PD90) 7 23.4 14.6 
3 TDindicator, Thot, Pdry, Pwwet 709 4 Long-term precipitation (PD30) 2 19.9 25.1 
4 TDindicator, Thot 672 5 Long-term precipitation (PD90) 4 26.4 2.3 
5 TDindicator, fsnow, Pswet, MAP 396 4 Short-term precipitation (PD7) 0 39.0 4.9 
6 TDindicator, fsnow, Pswet, MAP 1,082 0 Snowmelt predictor (TD) 10 33.7 2.3 
7 TDindicator, fsnow, Tcold 905 0 Snowmelt predictor (TD) 10 48.7 3.0 
8 TDindicator, fsnow, Tcold  233 0 Snowmelt predictor (SD7) 0 18.1 1.3 
9 TDindicator, fsnow, Tcold 775 0 Snowmelt predictor (SD7) 4 31.7 6.8 
10 TDindicator, fsnow 864 1 Snowmelt predictor (SD7) 10 34.0 35.1 
Global 
TDindicator, Thot, Pdry, Pwwet, 
Pswet, MAP, fsnow, and Tcold 





Although the overall performance of the prediction scheme is reasonable 
at the global scale, there are some regions that have a large prediction error 
(Figure 4-8) such as central North America or the Alps. The characteristics of 
flood generation across these regions suggests two main reasons for poor 
performance: (1) the prediction scheme does not correctly define the most 
important flood generation mechanism over some relatively small geography 
areas with large variability of identified predictor (partly due to the coarse 
resolution of climate reanalysis products), and/or (2) there is more than one 
mechanism that contributed substantially to flood generation (e.g. extreme 
rainfall events in summer floods and snowmelt events in winter-spring floods) 
and using a single most important predictor may not capture this complexity.  
The latter reason is generally consistent with the results of the seasonality 
assessment for flood timing (reported in Section 4.3.1), which did not reject 
the null-hypothesis of no seasonality for many stations over central North 
America or the Alps. 
 
Figure 4-8. Prediction errors across 7,040 stations grouped into the five consistency 
definitions in Table 4-1 based on local performance. 
The global prediction of flood timing using the proposed classification 
system (Figure 4-9), however, can reflect most of the large-scale spatial 
association in flood timing, especially in the southern hemisphere, where 
rainfall plays the key role in flood generation. The longitudinal transition over 
regions with high station density (e.g. North America and Europe) is also 
generally illustrated, suggesting the potential capacity of this prediction 
scheme in representing the spatial complexity of flood generation processes. 
The prediction of flood timing not only has consistency with flood timing 




also has high consistency with the spatial patterns of the main high-flow 
season obtained from the global hydrological model (Lee et al., 2015). 
Additionally, the predicted flood timing compares favourably to the 
streamflow peak month identified from an investigation using monthly stream 
flow series across 1345 sites globally (Dettinger and Diaz, 2000), providing 
confidence that a relatively simple predictive scheme—based on readily 
available atmospheric predictors obtained from reanalysis datasets—is able 
to provide credible predictions of flood timing in both data rich and sparse 
regions. 
 
Figure 4-9. Global prediction of flood timing using reanalysis climate forcing datasets and 
D10 decision tree. Grey colour indicates locations where there is no suitable predictor 
available due to lack of seasonality. 
4.4 Summary and conclusions 
This study analysed the spatial consistency of observed flood seasonality 
from 7,894 streamflow records (Do et al., 2018b, Gudmundsson et al., 2018b) 
and climate variables derived from an atmospheric forcing reanalysis dataset 
(Dee et al., 2011). The analysis has not only demonstrated consistent results 
with existing studies of flood seasonality across Europe and North America 
(Villarini, 2016, Hall and Blöschl, 2018, Blöschl et al., 2017, Burn and 
Whitfield, 2016), but has facilitated the extension of flood timing estimates 
across the globe. Having identified spatial consistency between flood timing 
and selected variables representing flood generating mechanisms, this study 
provides important observation-based evidence of homogeneous regions of 
flood generation mechanisms. Short-term precipitation predictors are the 




northern Australia, and the southern and eastern regions of Brazil; long-term 
precipitation predictors are the dominant driver in central Brazil, western 
Europe, and southern Australia; and snowmelt predictors are the dominant 
driver in the high-latitude areas of the North American and Eurasian 
continents. These findings complement current understanding of flood 
seasonality characteristics at the global scale.  
Notwithstanding the complexity of dominant flood producing 
mechanisms, this study was able to empirically identify a low discrepancy 
between flood timing and a single most important atmospheric predictor, 
yielding a high percentage of locations with discrepancy of less than or equal 
to 45 days, i.e. flood timing and the most suitable predictor occur in the same 
season (continental scale: 73% – 94%, global average 82%). Taking 
advantage of the strong agreement between flood timing and climate 
predictors, a rule-based classification system was developed to partition the 
world into ten hydro-climate classes, each representing regions sharing a 
common flood generation mechanism. The classification was used to infer 
flood timing globally, including regions not covered by streamflow gauges. 
Although there are some regions with a high prediction error (e.g. central 
North America, the Alps and southern Australia), the proposed model, which 
has a relatively simple structure, performs well in predicting flood timing 
(global mean absolute error of 31.9 days) and was able to preserve large-scale 
spatial associations in flood timing across the globe. The spatial pattern of 
flood seasons obtained from this analysis compares favourably to the high-
flow seasonal data obtained from a global hydrological model (Lee et al., 
2015) and streamflow peak month obtained from 1345 sites globally 
(Dettinger and Diaz, 2000).  
The classification system proposed in this study can be used to define 
regions of similar flood generating processes at the global scale. Considering 
its relative simplicity and reproducible character, the present rule-based 
classification tree could also be used as a common classification system for 
different climate datasets to assess the variation in either flood timing or 
flood-generating processes. For example, the classification tree could 




of the timing of floods. Finally, this classification could be used as a measure 
of global hydrological model performance, by providing an indicator that 
these models correctly simulate the climatic mechanisms that lead to large 
streamflow events. 
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Supplementary materials for Chapter 4 
1 Methodologies 
1.1 Circular statistics 
At each station, the ordinal day of the annual maximum streamflow was 
determined for each year in the 1981-2010 reference period and the average 
day of flood timing was determined using circular statistics (Mardia and Jupp, 
2009).  
The ordinal day, , of annual maximum streamflow in year   is 
converted into an angular value 𝜃  (in radians): 
 𝜃 = 𝜋                      
where =  corresponds to January 1, and =   corresponds to 
December 31, and where  is the number of days in that year (i.e. 365 or 
366 days). The average date of occurrence of flood, ̅, at a station is defined 
by  
 ̅ = {  
  𝑡𝑎 − ̅̅ ?̅?                       ̅ > , ̅𝑡𝑎 − ̅̅ ?̅? + 𝜋                            ̅𝑡𝑎 − ̅̅ ?̅? + 𝜋             ̅ > , ̅ <     
with ̅ = ∑ cos 𝜃=  and ̅ = ∑ sin 𝜃=  are respectively the 
cosine and sine components of the average date, and , ̅ = ∑ =  is the 
average number of days per year. 
The concentration R (ranges from 0 to 1) of DOYMAX represents the 
strength of the seasonality in flood timing, and is defined by:  
 = √ ̅ + ̅                      
A value of R = 0 indicates that flood occurrence dates were spread 
throughout the year, while R = 1 indicates that all flooding events at a specific 
location occur on the same ordinal day across all years. A circular version of 
Kuiper’s test (Mardia and Jupp, 2009) was conducted to check whether the 




hypothesis of circular uniformity at the 10% confidence level (7,040 stations) 
were considered for the development of flood timing prediction.  
The same technique was also applied to climate indices derived from 
atmospheric reanalysis to generate records of predictors representing flood-
producing mechanisms. For each predictor of flood timing, missing value was 
assigned to grid cells where the null hypothesis of circular uniformity cannot 
be rejected at the 10% confidence level. 
1.2 Degree-day method to simulate snowmelt dynamic 
A simple degree-day model (Woods, 2009, Hock, 2003) was used to 
simulate snowmelt dynamic and derive two predictors of flood timing: date 
of the peak value of daily snowmelt or rain-on-snow (SD) and Date of the 
peak value of 7-day snowmelt or rain-on-snow (SD7). The model is 
represented through below equations: 𝑟  𝑡 =  𝑡 − + 𝑡  𝑡 =  𝑟 >   𝑡 = min(𝑓 ∗ max 𝑡 − , , 𝑡 − ) + 𝑡  𝑡 =  max 𝑡 − − 𝑡 ,    
where T (oC) is the air temperature, Tcrit is the critical temperature for the 
degree day method (set at 0oC to be consistent with the calculation of TD 
predictor), Ssnow is the daily snow storage (mm/day), which is assumed to melt 
when air temperature T is above critical value. P is the daily precipitation 
(mm/day) and is assumed to fall as snow (and contribute to the snowpack) 
when T < Tcrit, and as rainfall (and contribute to rain-on-snow event) when T 
> Tcrit. Variable Psnow is the combination of snowmelt and rainfall (mm/day), 
and fdd is the melt rate, which was set at 3.0 (mm/d/C), as previously used in 
Woods (2009).  
Having calculated a time series of Psnow for each day of the year, the 
predictor SD is defined as the ordinal date of the maximum value of Psnow. 




measure of precipitation and thus the fraction of total precipitation falling as 
snow (fsnow) is used to assign missing data for this predictor in locations with 
less than 10% of total precipitation falls as snow. 
2 Supplementary figures 
 
Figure S4-1. Maps of the predictor with the smallest discrepancy to flood timing in regions 
with a high density of stations (for 7,040 locations with seasonal flood timing). Top left: 
North America; top right: Europe; bottom left: South America; and bottom right: Australia 
and New Zealand. 
 
Figure S4-2. Scatter plots for the seven predictors across 7,040 locations with seasonal flood 




long-precipitation predictors (PD30 and PD90), indicating potential noise in determining the 
most important predictor. 
 
Figure P4-1. Seasonality of PD predictor derived from ERA-Interim dataset for the period 
1981-2010. Top panel: long-term-mean value of the predictor. Lower panel: concentration 
index ( ) of the predictor (values range from 0 to 1); red cells represent locations where 























Figure P4-5. Similar to Figure P4-1, but for TD predictor. Here the white spaces represent 
locations where TD cannot be reliably defined for at least 70% of the years (note that 






Figure P4-6. Similar to Figure P4-1, but for SD predictor. Here the white spaces represent 
locations with less than 10% of precipitation fall as snow (note that Greenland and Antarctica 












Figure C4-1. Spatial variation of splitting variable MAP (mean annual precipitation; in mm) 
 
Figure C4-2. Spatial variation of splitting variable MAT (mean annual temperature; in oC) 
 






Figure C4-4. Spatial variation of splitting variable Tcold (temperature of the coldest month; 
in oC) 
 




Figure C4-6. Spatial variation of splitting variable Psdry (precipitation of the driest month 
in summer; in mm). Summer (winter) is defined as the warmer (cooler) six month period of 





Figure C4-7. Spatial variation of splitting variable Pwdry (precipitation of the driest month 
in winter; in mm).  
 
 
Figure C4-8. Spatial variation of splitting variable Pswet (precipitation of the wettest month 
in summer; in mm).  
 
Figure C4-9. Spatial variation of splitting variable Pwwet (precipitation of the wettest month 







Figure C4-10. Spatial variation of splitting variable fsnow (fraction of precipitation falls as 
snow; precipitation is defined as snowfall for days with temperature below 0oC).  
 
Figure C4-11. Spatial variation of splitting variable TDindicator (binary variable where a 





Chapter 5. Historical and future changes 
in global flood magnitude – Evidence 










To improve understanding of trends in extreme flows related to flood 
events at the global scale, historical and future changes of annual maximum 
streamflow are investigated, using a comprehensive streamflow archive and 
six global hydrological models. The models’ capacity to characterise trends 
in annual maximum streamflow is evaluated across 3666 locations (1971-
2005 period), focusing on four aspects of trends: (i) mean, (ii) spread, (iii) 
percentage of locations showing significant trends and (iv) spatial pattern. 
Compared to observed trends, simulated trends over the historical period 
generally have higher mean, lower spread, a similar percentage of locations 
showing significant (increasing/decreasing) trends and low-to-moderate 
pattern similarity (driven by atmospheric forcing). For projected simulations 
(2006-2099 simulation period), simulated trends have relatively low spread 
in the trend mean (ranging from -1.1% to 1.0% change per decade) and trend 
standard deviation (ranging from 1.8% to 4.4% change per decade). However, 
the ensembles have high uncertainty in the spatial structure of the trends, with 
low inter-model correlation (from -0.17 to 0.23). Under a ‘business-as-usual’ 
socio-economic scenario, most discharge simulations project an increasing 
trend in flood magnitude over Siberia, Greenland, South and South-East Asia 
while southern Australia, the Mediterranean, and eastern Europe are projected 
with a decreasing trend. High-risk regions (i.e. projected with an increasing 
trend by most models) are sparsely sampled, represented by less than 1% of 
all gauges available in the to-date most comprehensive stream-gauge 
catalogue, indicating a highly uncertain future for flood-prone communities 





Global hydrological models (GHMs) are critical tools for diagnosing 
factors of rising trends in flood risk (Munich Re, 2015, Swiss Re, 2015, Miao, 
2018, Smith, 2003, Guha-Sapir et al., 2015, CRED, 2015), and can help 
identify the contribution of changing flood hazard characteristics relative to 
the changing exposure of human assets to floods. GHMs are also used to 
project future changes in flood hazard, owing to their ability to simulate 
streamflow under projected atmospheric forcing. Using GHM simulations, 
several studies have found more regions showing increasing trends than 
decreasing trends in flood hazards at the global scale, and have attributed 
these changes to anthropogenic climate change (Dankers et al., 2014, Arnell 
and Gosling, 2014, Alfieri et al., 2015, Kettner et al., 2018). The pattern of 
increasing trends obtained from GHM simulations is consistent with 
observations of increases in precipitation extremes (Westra et al., 2013, 
Westra et al., 2014, Donat et al., 2013, Guerreiro et al., 2018) that have been 
used by a number of studies as a proxy to suggest that flood hazard may 
increase as a result of climate change (Alfieri et al., 2017, Pall et al., 2011, 
IPCC, 2012, Forzieri et al., 2016).  
The inference of changes in flood hazard following the same direction as 
extreme precipitation may be appropriate over specific regions (Hoegh-
Guldberg et al., 2018, Mallakpour and Villarini, 2015, Mangini et al., 2018), 
but is potentially inapplicable globally. This is due to a ‘dichotomous 
relationship’ between trends exhibited in extreme precipitation and extreme 
streamflow (Sharma et al., 2018), highlighted in recent observation-based 
studies of streamflow magnitudes (Wasko and Sharma, 2017, Do et al., 2017, 
Hodgkins et al., 2017, Gudmundsson et al., 2019). The hypothesised reason 
for this potentially inconsistent relationship is the complexity of the drivers 
of flood risk (Johnson et al., 2016, Blöschl et al., 2017, Berghuijs et al., 2016), 
with the implication that historical and future changes to flood hazard at the 
global scale are unlikely to be reflected by changes to a single proxy variable 
such as annual maximum rainfall in isolation. For example, even though 
trends in extreme flows are highly correlated to changes in extreme rainfall 




Blöschl et al., 2017), snowmelt-related flood magnitude has been found to 
decrease in a warmer climate, potentially due to a shift in snowmelt timing 
(Burn and Whitfield, 2016, Cunderlik and Ouarda, 2009). The sign of change 
can remain unclear for locations where antecedent soil moisture plays an 
important role (Woldemeskel and Sharma, 2016, Sharma et al., 2018), owing 
to the influences of seasonal/annual precipitation, potential evaporation and 
extreme precipitation (Bennett et al., 2018, Ivancic and Shaw, 2015, Leonard 
et al., 2008).  
To better understand trends in streamflow extremes, the emphasis has 
therefore moved to analysing trends in direct streamflow measurements. 
Investigations using streamflow observations at global, continental and 
regional scales (see Do et al. (2017) and references therein) have generally 
detected a mixed pattern of trends, with some global-scale studies finding 
more stations having decreasing trends than increasing trends (Do et al., 2017, 
Hodgkins et al., 2017, Kundzewicz et al., 2004). These conclusions appear 
prima facie to be inconsistent with model-based evidence, which generally 
suggests the opposite (more locations showing increasing trends). However, 
varying sampling strategies, statistical techniques and reference periods make 
it difficult to derive a common perspective of trends in global flood hazards 
from a composite of observational and modelling studies. In addition, data 
coverage limitations (Hannah et al., 2011, Gupta et al., 2014, Do et al., 2018a) 
remain a barrier to reliably benchmarking trends over some areas, such as the 
flood-prone regions of South and East Asia.  
GHMs provide an alternative line of evidence about historical and future 
trends that are able to provide better spatial coverage, and can also enable 
‘counterfactual’ experiments to explore the role of atmospheric forcing, land 
use change and other drivers of change on streamflow trends. However, 
unlike climate models, for which the performance in terms of reproducing 
trends of extreme precipitation has been evaluated substantially (Kiktev et al., 
2003, Kiktev et al., 2007, Kumar et al., 2013, Sakaguchi et al., 2012), the 
performance of GHMs has been assessed mostly on their capacity to represent 
physical features of the hydrological regime, such as streamflow percentiles, 




2012a, Zaherpour et al., 2018, Beck et al., 2017, Zhao et al., 2017, Veldkamp 
et al., 2018, Pokhrel et al., 2012, Biemans et al., 2011). Streamflow 
variability, however, can be subject not only to long-term changes in 
atmospheric forcing, but also to climate variability (e.g. inter-annual, inter-
decadal) as well as human activities across the drainage basin (Zhang et al., 
2015, Zhan et al., 2012). Thus the capacity to represent physical features of a 
hydrological model is not necessarily sufficient to determine the model’s 
performance in simulating characteristics of trends in extremes.  
To better understand the capacity of GHMs in simulating historical trends 
in extreme streamflow and potential implications for the development of 
projections, this study focusses on three research objectives. The first 
objective is to evaluate the capacity of GHMs (available through the Inter-
Sectoral Impact Model Intercomparison Project) to simulate trends in 
observed streamflow extremes. The particular interest is in reconciling 
observed and simulated trends in historical streamflow extremes at the global 
and continental scale using the largest possible streamflow observations 
database (the Global Streamflow Indices and Metadata archive). The second 
objective is to determine the representativeness of observation locations in 
GHM simulations by comparing trends at observation locations to trends 
across all available land areas. This objective is motivated by the sparse 
coverage of streamflow observations over several regions, which could lead 
to biased inferences over large spatial domains wherever gauges are not 
representative of that domain. The third and final objective is to assess the 
implication of model uncertainty for projections of flood hazard, focusing on 
the uncertainty of the mean/spread of trends together with the spatial pattern 
of trends in annual maximum streamflow.  
The rest of this paper is organised as follows. Section 5.2 describes the 
observed and simulated streamflow datasets together with the catchment 
selection and statistical analyses adopted. Section 5.3 reports and discusses 
key results regarding GHM performance and its implication for the projection 
of changes over time in the magnitude of extreme flows. Section 5.4 
highlights the main findings and concludes with remarks on the scope to 




5.2 Data and methods 
5.2.1 Observed and simulated streamflow datasets 
The Global Streamflow Indices and Metadata (GSIM) archive (Do et al., 
2018b, Gudmundsson et al., 2018b) is used as daily observational discharge 
for this analysis. Daily streamflow simulations available through the Inter-
Sectoral Impact Model Intercomparison Project phase 2a and 2b (historical 
simulations spanning from 1971 to 2005; future simulations covering 2006-
2099 period) are used, which are freely accessible at http://www.isimip.org. 
Six GHMs are considered: H08 (Hanasaki et al., 2008a, Hanasaki et al., 
2008b), LPJmL (Von Bloh et al., 2010, Rost et al., 2008), MPI-HM (Stacke 
and Hagemann, 2012), ORCHIDEE (Guimberteau et al., 2014), PCR-
GLOBWB (Van Beek et al., 2011, Wada et al., 2011), and WaterGAP2 
(Müller Schmied et al., 2014, Mueller Schmied et al., 2016). To assess the 
model structure across GHMs, trends in streamflow extremes simulated under 
observational atmospheric forcing, available through the Global Soil Wetness 
Project Phase 3 – herein referred to as GSWP3 (Kim, 2017), were compared 
to observed trends. The influence of the acknowledged high uncertainty in 
climate model (Kumar et al., 2013, Kiktev et al., 2003) to streamflow 
simulations was assessed by comparing observed trends and trends simulated 
under ‘hindcast’ modelled atmospheric forcings, which were generated from 
four General Circulation Models (GCMs). To quantify the implication of 
model uncertainty to developing projections of flood hazard, trends simulated 
under projected modelled climate (using four GCMs) were also assessed. As 
a result, four simulation settings were used in this study, denoted by the 
atmospheric forcing and an overview is given in Table 5-1. These settings 
comprise two historical runs (GSWP3 and GCMHIND), and two future runs 
(GCMRCP26 and GCMRCP60), collectively leading to a total of 69 
simulations.   
For GSWP3 simulations, naturalised runs (i.e. human water management 
not taken into account) were chosen, since it enables the use of more GHMs 
when compared to the human impact runs (i.e. human water management 
inputs were used). A preliminary analysis also showed that trends in 




obtained from ‘human impact runs’ (see section 4 of supplementary material) 
and thus this simulation choice is not likely to substantially affect the 
conclusions. Although significant efforts were made to keep the setting of 
each run as consistent as possible, there were nonetheless some differences 
owing to technical requirements across GHMs. As a result, the number of 
land grid points with available data is also slightly different across 
simulations. 













Observational streamflow selected 
from GSIM archive.  
Streamflow 





Historical simulation forced by 
observational atmospheric forcing.  






Historical simulation forced by 
‘hindcast’ atmospheric forcing. Four 
GCMs were used: GFDL-ESM2M, 
















Future simulation forced by projected 
atmospheric forcing under socio-
economic scenario RCP2.6. Four 
GCMs were used: GFDL-ESM2M, 





Future simulation forced by projected 
atmospheric forcing under socio-
economic scenario RCP6.0. Four 
GCMs were used: GFDL-ESM2M, 
HadGEM2-ES, IPSL-CM5A-LR and 
MIROC5. 
5.2.2 Simulated streamflow extraction and catchment selection for 
observation-model comparison 
To enable an observation-model comparison, simulated discharge needs 
to be extracted from gridded data products. Large‐scale hydrological models, 
however, generally do not simulate discharge accurately over small-to-
medium size catchments due to the coarse resolution of river network datasets 
(Hunger and Döll, 2008). To address this limitation, previous GHMs 
evaluations usually selected large catchments (a threshold of 9000km2 was 
usually adopted, approximating the size of a one-degree longitude/latitude 
grid cell) and routed discharge (units: m3/s) at the outlet of the catchment was 




Veldkamp et al., 2018, Zaherpour et al., 2018, Liu et al., 2017). For evaluation 
studies that used relatively small catchments (e.g. area less than 9000km2), 
the un-routed runoff simulation (units: mm/day) was extracted at the outlet 
while observed discharge was converted to runoff using catchment area prior 
to comparison (Gudmundsson et al., 2012b, Beck et al., 2017). To increase 
the sample size for the model-observation comparison (the first objective), 
the present study used both daily (i) un-routed runoff and (ii) routed discharge 
simulations, and thus two extraction procedures were adopted. A summary of 
these extraction procedure is provided below while detailed technical 
descriptions are provided in section 2 of supplementary material. 
• For catchments with area from 0 to 9000km2: un-routed runoff 
(mm/day) was extracted and then converted into discharge (m3/s) by 
multiplying averaged runoff with catchment area. Specifically, 
catchment boundaries were superimposed on the GHM grid to obtain 
the weighted-area tables, which were then used to derive averaged 
runoff from the un-routed runoff simulation. For situations where 
there were two or more catchments having similar weighted-area 
tables (i.e. similar simulated streamflow would be extracted), runoff 
across these catchments were averaged (using catchment areas as 
weights) and the ‘averaged time series’ was used to represent all 
component catchments.  
• For catchments with area greater than 9000 km2: the ‘discharge 
output’ approach (Zhao et al., 2017) was adopted to extract routed 
discharge (m3/s) from the GHM cell corresponding to each 
catchment.   
To ensure sufficient data is available for historical trend analysis, only 
GSIM stations with at least 30 years available during the 1971-2005 period 
were considered (each year having at least 335 days of available records). As 
catchment boundary shapefiles were used to extract simulated streamflow for 
small catchments (Do et al., 2018a), stations were further filtered using two 
criteria: (i) availability of reported catchment area, and (ii) catchment 
boundary was accompanied with a “high” or “medium” quality flag (i.e. the 




A total of 4595 stations satisfied the quality selection criteria, of which 
large catchments (i.e. area greater than 9000km2) with no suitable grid cell 
could be identified were further removed (11 catchments). For cases of two 
or more small catchments (i.e. area less than or equal to 9000km2) having 
similar weighted-area tables, the ‘averaged time series’ (using catchment 
areas as weights) was calculated. A total number of 1542 time series fell in 
this category and were aggregated into 624 ‘averaged time series’. Figure 5-1 
shows the spatial distribution of the final dataset for model-observation 
comparison, containing data for 3,666 locations (3,042 non-averaged time 
series and 624 averaged time series). The majority of available catchments 
are located in North America and Europe, with some data coverage 
improvements (relative to the streamflow database hosted by the Global 
Runoff Data Centre) over Asia and South America.  
 
Figure 5-1: Locations of 3,666 streamflow observations (red dots: 3,024 non-averaged time 
series; blue dots: 624 averaged time series–where geographical coordinates were averaged 
from all component gauging coordinates) selected from GSIM archive for the model-
observation comparison. Grey dots indicate GSIM time series that were removed due to 
insufficient data availability or quality.  
5.2.3 Detecting trends in annual maximum streamflow 
For each streamflow dataset, daily discharge was smoothed to 7-day 
averages to reduce variability in simulated streamflow, which can arise from 
the coarse routing parameters of GHMs (Dankers et al., 2014). The annual 
maximum time series of 7-day averaged discharge (labelled as the MAX7 
index in the GSIM archive) was then derived to represent peak flow events. 
For gridded datasets, the centre averaged approach (e.g. averaged streamflow 
of Jan 7th is the mean value of Jan 4 – 10th) was used (default setting of the 




and the MAX7 timeseries was therefore derived for each GSIM station using 
this same approach. As a result, the derived value of the MAX7 index is 
slightly different from the value available in the online version of GSIM 
(Gudmundsson et al., 2018a), which applied the ‘backward-moving average’ 
technique (e.g. averaged streamflow of Jan 7th is the mean value of Jan 1 – 
7th).  
The magnitude of trends in the MAX7 index at a specific catchment or 
grid cell was quantified using the normalised Theil-Sen slope (Gudmundsson 
et al., 2019, Stahl et al., 2010) and the results are expressed in % change per 
decade. The significance of the at-site trend was assessed using a Mann-
Kendall test at the 10% two-sided significance level (Wilks, 2011). The null 
hypothesis (no trend) is rejected if the two-sided p-value of the test statistic 
(Kendall’s τ) is lower than 0.1, while the direction of the trend (i.e. increasing 
or decreasing) was determined using the sign of τ.  
5.2.4 Statistical techniques to address three research objectives 
To address three identified objectives, trends in streamflow extremes 
obtained from GSIM (observed trends) and ISIMIP simulations (simulated 
trends) are analysed. The at-site observed trends were available for 3666 
observation locations while simulated trends were available for (i) 3666 
observation locations (estimated from extracted discharge – described in 
section 5.2.2) and (ii) all GHM grid cells (estimated from routed discharge of 
each grid cell). 
5.2.4.1 A hypothesis-test approach for comparison of trend characteristics  
A range of hypothesis tests (summarised in Table 5-2; GSWP3 
simulations were used to assess GHM uncertainty while GCMHIND 
simulations were used to assess the combined GCM-GHM uncertainty) was 
applied to address the first two objectives, which require comparing trend 
characteristics exhibited from different streamflow datasets. Four 
characteristics of trends were assessed: 
• Trend mean: The mean (% change per decade) of trends in streamflow 
extremes across all gauge-/cell-based time series over a spatial 




means exhibited from two specific streamflow datasets are 
significantly different. 
• Trend standard deviation: The standard deviation (% change per 
decade) of trends in streamflow extremes across all gauge-/cell-based 
time series over a spatial domain. The hypothesis test was adopted to 
assess whether the trend standard deviations exhibited from two 
specific streamflow datasets are significantly different. 
• Percentage of significant trends (%): The percentage of trends in a 
domain that are statistically significant, with gauge- or cell-based 
significance calculated using the Mann-Kendall test at the 10% 
significance level. The hypothesis test (field significant test) was 
adopted to assess whether the percentage of significant 
(increasing/decreasing) trends exhibited from a specific streamflow 
dataset is produced by random chance. 
• Trend spatial structure: The spatial distribution of trends in 
streamflow extremes over a spatial domain. Pearson’s correlation was 
used as a measure of similarity in trend spatial structure. The 
hypothesis test (pattern similarity test) was adopted to assess whether 
(i) the correlation between simulated trends introduced by GHMs and 
observed trends is significantly higher than zero, and (ii) the 
correlation between trends simulated under hindcast atmospheric 
forcing and observed trends is significantly lower than that between 





Table 5-2: Hypothesis tests conducted to address the first two objectives 
Objective Null-Hypotheses Streamflow dataset Statistical tests 
Objective 1: 
Capacity of GHMs 
to reproduce 
observed trends in 
flood hazards 
Hypothesis 1: Trend means obtained from two 
streamflow datasets over observation locations 
were not statistically different. 
(i) Observed discharge 
across 3666 observation 
locations 
 
(ii) Simulated discharge 
across 3666 observation 
locations (extraction 
processes outlined in 
Section 5.2.2)  
Two-sample t-test at the 10% two-sided significance level 
Hypothesis 2: Trend standard deviations obtained 
from two streamflow datasets over observation 
locations were not statistically different. 
Two-variance F-test at the 10% two-sided significance level 
Hypothesis 3: Percentage of significant trends 
obtained from all observation locations of a specific 
streamflow dataset was not produced by random 
chance. 
Field significance test similar to that presented in Do et al. (2017) was adopted. 
A moving-block-bootstrap (block-length  = 2) was used to derive a null-
hypothesis distribution of the change that occurred due to random chance. The 
null hypothesis is rejected when the true percentage falls on the right-hand side 
of the 95th percentile of the resampled distributions. 
Hypothesis 4: The correlation between trends 
obtained from two streamflow datasets was not 
significantly higher than ‘0’ (i.e. zero pattern 
similarity). 
‘Zero pattern similarity’ was compared to the probability distribution function 
(PDF) of pairwise correlation between simulated and observed trends, drawn 
from a bootstrap procedure similar to that proposed by Kiktev et al. (2003). The 
null hypothesis is rejected at 5% one-sided level when zero correlation falls on 
the left-hand side of the 5th percentile of the resampled distributions. 
Hypothesis 5: The correlation between GCMHIND 
simulated trends and observed trends was not 
significantly lower than the correlation between 
GSWP3 simulated trends and observed trends 
The actual pairwise correlation between GCMHIND simulated trends and 
observed trends (denoted by 𝑟 ) was compared to the bootstrapped PDF 
of correlation exhibited from GSWP3 simulated trends (denoted by 𝑟 𝑊𝑃∗ ). If 𝑟  falls on the left-hand side of the 5th percentile 𝑟 𝑊𝑃∗ , there is evidence 
to reject the null-hypothesis at the 5% one-sided significance level. 




locations in the 
GHM simulations 
Hypothesis 6: Trend mean obtained from 
observation locations was not statistically different 
from that obtained from all grid cells. 
(i) Simulated discharge 
across 3666 observation 
locations (extraction 
processes outlined in 
Section 5.2.2) 
 
(ii) Routed discharge 
across all landmass grid 
cells (61,708 cells) 
Two-sample t-test at the 10% two-sided significance level 
Hypothesis 7: Trend standard deviation obtained 
from observation locations was not statistically 
different from that obtained from all grid cells. 
Two-variance F-test at the 10% two-sided significance level 
Hypothesis 8: Percentage of significant trends 
obtained from all grid cells of a specific streamflow 
dataset was not produced by random chance. 
Field significance test similar to that presented in Hypothesis 3 but trends 




5.2.4.2 Estimating uncertainty of trend characteristics across ensemble 
members 
The third and final objective, which focused on the implications of GCM-
GHM uncertainty on projected changes in flood hazard, was addressed by 
quantifying the spread of trend characteristics (i.e. trend mean, trend standard 
deviation, and percentage of significant trends) exhibited from routed 
discharge projections under two representative concentration pathways.  
The spatial uncertainty of projected trends (GCMRCP26 and 
GCMRCP60) was also quantified by calculating intra-/inter-model 
correlation of the trend patterns across all ensemble members available under 
the two projectios. Intra-model correlation represents spatial uncertainty 
introduced by GCM and was calculated across all pairs of simulated trends 
introduced by the same GHM (using different projected atmospheric forcing). 
Inter-model correlation represents the combined GCM-GHM spatial 
uncertainty, and was calculated for each pair of simulated trends (i) 
introduced by the different GHMs and (ii) forced with different projected 
climate data. This assessment also identified regions that were consistently 
detected with a significant increasing trend across most simulations, which 
can be used as an indication for potential ‘hot-spots’ of future flood hazard.  
5.3 Results and discussion 
5.3.1 Objective 1: Capacity of GHMs in reproducing observed trends in 
flood hazards 
5.3.1.1 Model capacity at the global scale 
Visual inspection of the normalised Theil-Sen slope across the GSIM time 
series shows a spatial pattern consistent with previous findings on trends in 
observed flood magnitude (Mangini et al., 2018, Do et al., 2017, Mallakpour 
and Villarini, 2015, Gudmundsson et al., 2019, Burn and Whitfield, 2018, 
Ishak et al., 2013). As shown in Figure 5-2 (top panel), decreasing trends tend 
to dominate Australia, the Mediterranean, western and north-eastern US and 
northern Brazil, while increasing trends appear mostly over central US, 
southern Brazil and northern Europe (including the UK). Across 96 stations 




India), there are more stations showing decreasing trends than increasing 
trends.  
The multi-model average of GSWP3 simulated trends (trends simulated 
under observational atmospheric forcing; middle panel of Figure 5-2) has 
generally good capacity to reproduce spatial patterns of trends in streamflow 
extremes at the continental scale. The multi-model average of GCMHIND 
simulated trends (trends simulated under hindcast atmospheric forcing; lower 
panel of Figure 5-2), however, could not reproduce important spatial 
associations of trends in streamflow extremes (e.g. the decreasing trends in 
south-eastern Australia, increasing trends over north-eastern Europe). The 
multi-model averages of both GSWP3 and GCMHIND simulations generally 
exhibit a lower magnitude of trends, reflecting the nature of averaging which 
tends to smooth out variability in trend magnitude across ensemble members. 
This feature is more prominent in GCMHIND (21 simulations available) 





Figure 5-2: Normalised Theil-Sen slope for historical trends in flood magnitude (MAX7 
index) exhibited over 3,666 locations across three streamflow datasets (top: GSIM; middle: 
GSWP3; bottom: GCMHIND). Multi-model average was showed for simulated trends. Trend 
is expressed in % change per decade. 
To provide more detail on the influence of model uncertainty on simulated 
trends, four characteristics of trends in extreme flows (i.e. trend mean, trend 
standard deviation, percentage of significant trends and trend spatial 
structure) were assessed. The results are summarised in Table 5-3 for GSWP3 
trends, and Table 5-4 for GCMHIND trends while GSIM results are showed 
in both tables for comparison. At the global scale, GSIM observed trends have 




respectively, with 7.5% (12.1%) locations showing significant increasing 
(decreasing) trends which is not field significant.  
Table 5-3 shows the results of the model-observation comparison using 
GSWP3 simulated trends across six GHMs. Most simulated trends tend to 
have a significantly higher global mean (ranging from -2.2% to 0.1% change 
per decade) and lower standard deviation (ranging from 7.1% to 8.7% change 
per decade). The percentage of locations showing significant 
increasing/decreasing trends varies substantially across simulations, but field 
significance was not detected at the global scale. All GHMs possess moderate 
capacity in terms of simulating the spatial structure of trends (correlation 
ranges from 0.35 to 0.50), suggesting the appropriateness of current runoff 
generation concepts. There is, however, a notable difference in terms of the 
sign of trends simulated by different GHMs. Specifically, PCR-GLOBWB 
and WaterGAP2 tend to introduce a higher magnitude of trends compared to 
the other GHMs, evident through a higher global average (0.1% and -0.3% 
change per decade) and with a higher percentage of locations showing 
significant increasing trends (9.6% and 8.5% of locations) compared to 
percentage of locations showing significant increasing trends (6.1% and 4.2% 
of locations). This result suggests that using different GHMs can lead to 
different interpretations about changes in flood hazard at the global scale 
despite having a common boundary forcing. For example, simulated trends in 
streamflow extremes using PCR-GLOBWB suggest overall increasing trends 
at the global scale while trends introduced by LPJmL show more prominent 
decreasing trends. 
Table 5-3: Characteristics of trends in the MAX7 index over the 1971-2005 period across 
3666 locations for GSIM observed trends and GSWP3 simulated trends (six GHMs 
available). Trend mean and trend standard deviation are expressed in % change per decade. 
Correlation was obtained from GSIM observed trends and GSWP3 simulated trends for each 
GHM. Boldface texts represent values that reject the null-hypotheses outlined in Table 5-2.  
GHM Trend mean 
Trend 
stand. dev. 
% of sig.  
inc. trends 




GSIM (observation) -2.4 9.9 7.5 12.1 - 
H08 -1.9 8.3 4.8 6.7 0.42 
LPJmL -2.2 7.1 4.5 7.3 0.37 
PCR-GLOBWB 0.1 7.7 9.6 6.1 0.46 
WaterGAP2 -0.3 8.2 8.5 4.2 0.49 
MPI-HM -2.1 8.7 5.6 7.5 0.50 




Table 5-4 provides the results of the model-observation comparison using 
GCMHIND simulated trends (intra-model averages are shown while results 
of individual simulations are reported in section 4 of supplementary material). 
Similar to GSWP3 trends, intra-model averages of GCMHIND trends tend to 
have a higher global mean (ranging from -2.3% to -0.4% change per decade 
with 19 out of 21 simulations suggesting a significantly different trend mean), 
lower trend standard deviation (ranging from 7.4% to 8.7% change per decade 
with all simulations suggesting a significantly different trend standard 
deviation). The composition between the percentages of locations showing 
significant trends varies substantially across simulations (ranging from 
2.2%/4.4% to 12.2%/17.3% for significant increasing/decreasing trends) and 
field significance was found only for decreasing trends over three out of 21 
simulations (two LPJmL simulations and one MPI-HM simulation). The 
multi-model ranges encapsulate the observed trend mean, and percentage of 
significant trends while the observed trend standard deviation is clearly above 
the range exhibited from all GCMHIND simulations. 
Table 5-4: Characteristics of trends in the MAX7 index over the 1971-2005 period across 
3666 locations for GCMHIND simulated trends. Trend mean and trend standard deviation 
are expressed in % change per decade. Intra-model averages of trend characteristics are 
shown for each GHM. Values in the parentheses show the number of simulations rejecting 
the null hypothesis outlined in Table 5-2 (out of four GCMs). Multi-model min/max/average 






% of sig. 
inc. trends 




H08 -1.7 (4) 8.5 (4) 4.9 (0) 8.8 (0) 0.03 (2) 
LPJmL -2.3 (4) 7.9 (4) 4.2 (0) 12.6 (2) 0.09 (3) 
PCR-GLOBWB -1.1 (2) 7.4 (4) 7.5 (0) 9.4 (0) 0.06 (3) 
WaterGAP2 -1.3 (4) 8.4 (4) 5.4 (0) 8.0 (0) 0.02 (2) 
MPI-HM -1.8 (3) 8.7 (4) 5.7 (0) 9.9 (1) 0.05 (2) 
ORCHIDEE -0.4 (2) 8.6 (2) 6.9 (0) 7.0 (0) 0.04 (1) 
Multi-model min -4.2 7.0 2.2 4.1 -0.06 
Multi-model max 0.6 9.5 12.2 17.3 0.18 
Multi-model average -1.5 8.2 5.6 9.5 0.05 
GSIM (observation) -2.4 9.9 7.5 12.1 - 
Among 21 GCMHIND simulations, ‘zero similarity’ hypothesis was 
rejected over 13 simulations, indicating that GCM-GHM ensemble members 
possess a capacity to simulate the spatial structure of observed trends in 
streamflow extremes. The correlation between GCMHIND simulated trends 
and GSIM observed trends (ranging from -0.06 to 0.18), however, is 
significantly lower than that exhibited from GSWP3 simulated trends across 




illustrated for a single GHM (H08) in Figure 5-3, where the correlation 
between observed trends and GSWP3 simulated trends is significantly 
different from zero. In contrast, the correlation between observed trends and 
each of the simulated trends under hindcast atmospheric forcing (GCMHIND 
simulations) is much lower, with two of the four not being statistically higher 
than zero. These results confirm the substantial influence of atmospheric 
forcing uncertainty on the simulated trend pattern relative to GHMs structure. 
 
Figure 5-3: Model-observation correlation between observed trends and simulated trends 
across all simulations (GSWP3 and four GCMHIND simulations) of a single model (H08; 
similar results for other GHMs). Coloured dots indicate actual correlation between a specific 
simulated trend pattern and observed trend pattern across 3,666 locations. Colour lines 
represent the PDFs of correlation between simulated trend pattern and observed trend pattern 
obtained through a bootstrap resampling procedure (B = 2000). 
5.3.1.2 Model capacity at the continental scale 
Although saturation excess was used as the common framework to 
simulate runoff across all GHMs, different GHMs have different approaches 
to integrate components of the water balance (e.g. snow dynamics or soil 
moisture conditions), and thus model performance may vary across different 
regions. Assessing model capacity at the continental scale, therefore, can help 




climate models regarding trends in extreme rainfall (Kumar et al., 2013, 
Kiktev et al., 2007) may not be the key factor driving model performance over 
North America or Europe, as snowmelt also contributes substantially to flood 
generation (Cunderlik and Burn, 2004, Blöschl et al., 2017). On the other 
hand, South America is characterised with rainfall-induced floods and thus 
climate model uncertainty potentially plays a dominant role in model 
performance. The model-observation comparison (identical to that at the 
global scale) was therefore conducted over six continents and the results are 
summarised in Table 5-5 (multi-model averages are showed). Note that the 
observation locations are not evenly distributed (86% in North America and 
Europe), and thus the statistical power of continental assessment varies 
substantially across continents.  
At the continental scale, the trend mean exhibited from GSIM ranges from 
-10.7% (Oceania) to 2.4% change per decade (Europe) while trend standard 
deviation ranges from 8.3% (Europe) to 15.8% change per decade (Oceania). 
The percentage of significant increasing (decreasing) trends exhibited from 
GSIM ranges from 3.2% to 22.6% (from 6.3% to 29.1%) and the composition 
of significant trends across the six continents is consistent with a previous 
investigation (Do et al., 2017). The observed percentage of significant trends 
is found to be above random chance for Europe (increasing flood magnitude) 
and Australia (decreasing flood magnitude) and this feature is captured quite 
well by GSWP3 simulated trends, with at least half of the simulations 
confirming field significances detected from GSIM.  
Similar to the assessment at the global scale, most GSWP3 simulations 
generally exhibit a significantly higher trend mean (except for Africa) and 
lower trend standard deviation compared to observed trends, suggesting 
substantial uncertainty of trends in streamflow extremes introduced by GHMs 
at the continental scale. The spatial correlation is the weakest in Asia, as no 
simulation rejects the null-hypothesis of ‘zero similarity’, while the spatial 
correlation is the strongest in Oceania (correlation of 0.63). Oceania, 
however, exhibits the highest model-observation discrepancy in trend mean 




of the trend spatial structure is not necessarily consistent with its performance 
in terms of the mean and spread of trends.  
GCMHIND simulations generally exhibit lower capacity in terms of 
reproducing trends, highlighting the presence of high uncertainty in GCM-
GHM ensembles at the continental scale. Specifically, the majority of 
GCMHIND simulated trends tends to not capture the continental trend mean 
(except for Asia) and trend standard deviation (statistically different across 
all continents). GCMHIND trends also suggest the opposite composition 
between percentages of significant trends compared to GSIM trends over 
Europe, Africa and Oceania (e.g. simulated trends suggest more locations 
showing significant increasing trends while observed trends suggest the 
opposite) while the spatial correlation is significantly lower than GSWP3 
correlation (except for Asia and South America). A notable feature is that the 
spatial correlation between GCMHIND trends and observed trends is the 
lowest in Oceania (correlation of -0.14), whereas GSWP3 suggested the 
strongest correlation in this continent, further indicating the substantial 
impact of atmospheric forcing relative to GHM structure on the ability to 




Table 5-5: Characteristics of trends exhibited from GSIM/GSWP3/GCMHIND streamflow dataset at the continental scale (each observation location of 3,666 sites was allocated 
into one of the six continents). For simulated trends, only the multi-model average is shown for each region. Trend mean and trend standard deviation are expressed in % change 
per decade. Values in the parentheses show the number of simulations rejecting the null-hypothesis described in Table 5-2 (up to six for GSWP3 simulations and 21 for 




Trend mean Trend Stand. Dev. % sig. inc. trends % sig. dec. trends Corr. obs. trends 
GSIM GSWP3 GCMHIND GSIM GSWP3 GCMHIND GSIM GSWP3 GCMHIND GSIM GSWP3 GCMHIND GSWP3 GCMHIND 
Asia 96 -3.1 -1.2 (4) -2.7 (6) 8.8 6.6 (5) 7.2 (15) 4.2 4.2 (0) 2.2 (0) 15.6 10.3 (1) 9.7 (2) 0.07 (0) 0.11 (11) 
N. America 2441 -3.5 -2.4 (3) -1.6 (18) 9.4 7.9 (6) 8.0 (19) 3.2 2.8 (0) 5.3 (0) 13.4 7.5 (0) 9.3 (3) 0.38 (6) 0.03 (12) 
Europe 730 2.4 2.6 (6) -0.7 (17) 8.3 7.1 (5) 5.9 (21) 22.6 20.2 (3) 7.3 (1) 6.3 2.1 (0) 10.1 (4) 0.43 (6) 0.10 (13) 
Africa 48 -2.5 -1.3 (0) 1.5 (12) 14.8 9.8 (5) 8.0 (20) 6.3 2.8 (0) 9.6 (2) 10.4 10.4 (0) 3.3 (0) 0.46 (6) 0.07 (6) 
S. America 265 -2.0 -0.2 (5) -3.6 (14) 10.1 7.6 (6) 10.0 (20) 7.9 7.2 (0) 3.4 (1) 10.2 4.4 (0) 13.4 (5) 0.26 (6) 0.18 (17) 




5.3.2 Objective 2: Determining the representativeness of observation 
locations in the GHM simulations 
Observational evidence of changes in flood hazard is usually based on 
streamflow records over well-observed regions, and thus may not reflect the 
nature of change due to having a biased sample. Previous observation-based 
studies, as a result, usually addressed this issue by making inference only over 
‘data-covered regions’ (Do et al., 2017, Ishak et al., 2013). To reconcile 
observed and simulated trends in historical streamflow extremes at the global 
scale, it is necessary to have trends of observation locations being a 
representative sample of those obtained from all land areas. This requirement 
is particularly important for sparsely observed continents (e.g. Asia, 
Australia, and Africa) to ensure comparable trends are used. 
To assess the representativeness of observations locations in GHM grid 
cells, trend characteristics obtained from all simulated grid cells were 
compared to those estimated from the observation locations (3666 sites 
globally). The results, summarised in Table 5-6 (multi-model averages 
shown), suggest a significant difference between trend characteristics 
exhibited from all grid cells compared to those obtained from the observation 
locations for GSWP3 simulations. This feature is consistent at both global 
and continental scales, including North America and Europe – the continents 
with the best stream-gauge density. Specifically, the trend mean tends to get 
closer to zero, while the trend standard deviation obtained from all grid cells 
tends to be higher than that over observation locations. The difference 
between the percentages of significant increasing/decreasing trends across all 
grid cells also gets smaller. For instance, the percentage of locations with 
observations showing significant increasing (decreasing) trends over Oceania 
is 3.7% (22.1%) for GSWP3 multi-model averages (reported in Table 5-5), 
while the corresponding values are 10.7% (15.1%) over all grid cells 
(reported in Table 5-6). Finally, field significance for increasing/decreasing 
trends is detected in two/four out of six simulations, while the same feature 
could not be detected over the observation locations. These findings indicate 
that trends exhibited from observation locations are not a representative 




model-observation picture of changes in global flood hazard remains elusive. 
To enable a holistic perspective of changes in extreme flows, it is therefore 
crucial to improve data accessibility and expand streamflow observational 
networks to ensure unbiased samples are available for large scale 
investigations.  
The findings using GCMHIND simulations are similar in terms of the 
trend mean (closer to zero) and trend standard deviation (higher) across all 
grid cells relative to the observation locations. Across all land areas, the 
composition of the percentages of land mass showing significant trends 
exhibited by GCMHIND simulations contradicts that obtained from GSWP3 
simulations for many continents. For example, GSWP3 simulations suggest 
more land areas showing significant decreasing trends than increasing trends 
over Asia and Oceania while GCMHIND simulations indicate an overall 
increasing change in extreme flows over the same continents. This feature 
further confirms the high uncertainty in the spatial structure of trends 
simulated under modelled climate data, which will be explored further in the 
next section. 
Table 5-6: Characteristics of simulated trends across all grid cells at both continental and 
global scales (multi-model averages are showed). For each simulation, cell-based trend 
mean/trend standard deviation was compared to that of gauge-based trends (reported in Table 
5-4). Values in parentheses represent the number of simulations reject the null-hypothesis 
described in Table 2 (up to six simulations for GSWP3 and 21 simulations for GCMHIND). 
Region 
Trend mean Trend Stand. Dev. % sig. inc. trends % sig. dec. trends 
GSWP3 GCMHIND GSWP3 GCMHIND GSWP3 GCMHIND GSWP3 GCMHIND 
Asia -0.7 (3) 0.4 (16) 10.3 (6) 9.0 (15) 7.7 (0) 9.6 (7) 9.4 (3) 7.7 (4) 
N. America -0.9 (5) 0.9 (21) 10.4 (6) 8.6 (15) 8.1 (1) 9.6 (7) 10.7 (3) 5.9 (0) 
Europe 1.1 (5) 0.2 (16) 8.5 (5) 8.4 (20) 11.5 (2) 9.1 (5) 4.5 (0) 7.9 (3) 
Africa 0.7 (2) -1.7 (15) 11.0 (3) 10.1 (12) 10.9 (1) 8.5 (6) 11.2 (2) 15.5 (11) 
S. America -2.0 (6) -0.7 (19) 8.7 (3) 9.1 (17) 4.9 (0) 5.0 (0) 8.6 (0) 8.2 (1) 
Oceania -1.0 (6) 0.5 (17) 11.4 (4) 10.4 (17) 10.7 (0) 10.3 (3) 15.1 (1) 9.6 (6) 
Global -0.5 (6) 0.0 (20) 10.3 (6) 9.4 (19) 8.5 (2) 8.9 (8)  8.9 (4) 8.7 (4) 
5.3.3 Objective 3: The implication of simulation uncertainty on the 
projection of trends in flood hazard 
This section focuses on the uncertainty in simulated trends under 
projected atmospheric forcing at the global scale and its implication on 
identifying high-risk regions (i.e. robustly projected with significant 
increasing trends) in the context of climate change. Projections of routed 
discharge were used to derive trends in the MAX7 index across all grid cells 




trend standard deviation and percentages of significant trends were estimated 
for each ensemble member, and the spreads of these metrics were then 
assessed. In addition, the spatial uncertainty was also assessed, using 
correlations across all pairs of trend patterns projected by the same GHM 
(intra-model) and different GCM-GHM ensemble members (inter-model). 
For MPI-HM, streamflow was only simulated across the stream-network 
(approximately 45% of the global land grid cells), and thus three simulations 
of this GHM were removed from the analysis. As a result, only 18 ensemble 
members were used to explore the uncertainty in projected trends 
(GCMRCP26 and GCMRCP60 – trends estimated for the 2006-2099 period).  
Table 5-7 shows a relatively low spread of the global trend mean (ranging 
from -1.1% to 1.0% change per decade; multi-model average of 0.1% and 
0.2% change per decade for GCMRCP26 and GCMRCP60 respectively) and 
trend standard deviation (ranging from 1.8% to 4.4% change per decade) 
across ensemble members. LPJmL and ORCHIDEE generally suggest a 
decreasing trend at the global scale, evident through the negative global mean 
and more grid cells showing significant decreasing trends. The standard 
deviation of trends in future simulations (multi-model average of 2.3% and 
3.4% change per decade for GCMRCP26 and GCMRCP60 respectively) is 
substantially lower than the historical run (multi-model average of 9.4% 
change per decade as reported in Table 5-6), potentially due to the capacity 
of longer time series in capturing the inter-decadal variability of the 
streamflow regimes, with both dry and wet periods being considered (Hall et 
al., 2014). The composition between percentages of grid cells showing 
significant trends varies substantially, ranging from 7.4% (7.1%) to 31.3% 
(33.6%) for significant increasing (decreasing) trends. Projected trends under 
the RCP26 scenario generally have closer to zero mean and lower standard 
deviation compared to those introduced by the RCP60 scenario, reflecting the 
nature of a ‘low-end warming’ scenario, when anthropogenic climate change 
reaches its peak at the middle of the 21st century followed by a generally 




Table 5-7: The uncertainty in the characteristics of projected trend (GCMRCP26 and GCMRCP60) across 18 members at the global scale (five GHMs). Trend mean and trend 
standard deviation have unit of %-change per decade. At-site significance of trend was identified using Mann-Kendall test at 10% level and the percentage of grid cells showing 







% of significant 
increasing trends 






























H08 4 0.2 0.6 2.5 3.8 14.7 24.7 11.4 18.5 0.16 0.51 0.02 0.26 
LPJmL 4 0.0 -0.1 2.1 3.1 10.3 20.7 9.2 19.0 0.05 0.43 0.02 0.22 
ORCHIDEE 2 -0.4 -0.7 2.6 3.6 9.9 16.2 17.0 26.9 0.07 0.36 0.02 0.14 
PCR-GLOBWB 4 0.1 0.1 2.4 3.4 15.9 24.5 11.4 19.4 0.07 0.32 0.03 0.20 
WaterGAP2 4 0.3 0.6 2.3 3.2 13.5 27.6 7.8 11.4 0.04 0.32 0.02 0.21 
Multi-model min - -0.5 -1.1 1.8 2.6 7.4 14.7 7.1 9.3 -0.02 0.14 -0.10 -0.17 
Multi-model max - 0.5 1.0 2.9 4.4 18.7 31.3 20.3 33.6 0.30 0.57 0.21 0.23 




Uncertainty in the spatial structure of trends in streamflow extremes is 
investigated using both intra-model (to reflect GCM uncertainty) and inter-
model correlations (to reflect the combined GCM-GHM uncertainty). Over most 
GHMs, a more robust spatial pattern of projected trends under a ‘business as 
usual’ socio-economic scenario (RCP60) was found, indicated through higher 
intra-/inter-model correlation (multi-model averages of 0.39/0.06) compared to 
those exhibited from trends simulated under a ‘low-end warming’ socio-
economic scenario (RCP26; multi-model averages of 0.08/0.01). The inter-
model correlation (ranging from -0.17 to 0.23) is consistently lower than intra-
model correlation (ranging from -0.02 to 0.57) due to the combined uncertainty 
of both GHMs and GCMs.  
To quantity the robustness in terms of regions with significant trends in 
streamflow extremes, the number of simulations showing significant 
increasing/decreasing trends was counted at each grid cell (value ranging from 
0 to 18). As showed in Figure 5-4, the projections under RCP26 (top panels) do 
not suggest many regions projected with an increasing trend by most ensemble 
members, but consistently suggest decreasing trends over the majority of Africa, 
Australia and the western America. Projections under the RCP60 scenario (lower 
panels) show substantially higher robustness in terms of regions with significant 
changes over time in streamflow extremes. Specifically, significant increasing 
trends are projected consistently over southern and south-eastern Asia, eastern 
Africa, Siberia and Greenland while high agreement of decreasing trends is 
found over southern Australia, north-eastern Europe, the Mediterranean and 
north-western North America. These findings share some similarity with a 
previous investigation that used ISIMIP fast track to identify regions projected 
with an increasing magnitude of 30-year return level of river flow (Dankers et 
al., 2014) as both studies suggest an overall (1) increasing trend over Siberia and 
South-East Asia, and (2) decreasing trend over north-eastern Europe and north-
western North America. The present study, however, highlights a dominant 
decreasing trend over Australia, which was not shown previously. The different 
numbers of ensemble members (45 in Dankers et al. (2014) and 18 in the present 
study) and socio-economic scenarios (RCP8.5 in Dankers et al. (2014) and 




choice of GCM-GHM ensemble and socio-economic scenarios could lead to 
substantially different projections of changes in flood hazard. 
 
Figure 5-4: Number of simulations showing statistically significant trends at the 10% level at 
each grid cell. The left panels show results for the assessment of increasing trends, while the 
right panels show results for significant decreasing trends. Top: results of GCMRCP26 
simulations; Bottom: results of GCMRCP60 simulations. 
These results further confirmed the key role of GCM uncertainty in 
projecting changes in flood hazards, emphasising the importance of an agile 
adaptation strategy at the regional scale that can take into account the uncertain 
future of the Anthropocene (Dankers et al., 2014). Such a strategy is achievable 
only through a reliable and robust understanding of the change in flood hazard. 
The assessment of the representativeness of streamflow observations (section 
5.3.2), however, demonstrated that the selected observation locations are not a 
representative sample of the entire land mass and thus inference of changes in 
flood hazard may be biased toward well-observed regions. To further quantify 
data coverage limitations, we used stream-gauge locations available in GSIM 
metadata, the to-date most comprehensive global databases of daily streamflow 
records, to identify the proportion of stations covering ‘high-risk regions’ (i.e. 
robustly projected with a significant increasing trends). Each grid-cell of the 
routed discharge simulation grid was categorised into one of five groups based 
on the number of GCMRCP60 simulations projecting a significant increasing 
trend (grouping criteria described in Figure 5-5). Each available stream-gauge 
location, of all the 30,959 GSIM stream-gauges, was then allocated into one of 




As showed in Figure 5-5, approximately 13.5% of the global land mass was 
projected with a significant increasing trend over at least 11 ensemble members 
(9.4% of Group 4, from 11-15 ensemble members projecting an increasing trend, 
and 4.1% of Group 5, from 16-18 ensemble members projecting an increasing 
trend). These ‘likely increasing flood hazard’ regions under a ‘business as usual’ 
scenario, however, were represented by less than 1% of all stations listed in the 
metadata of GSIM archive while approximately 90% of GSIM stations were 
located in low-risk regions (i.e. projected with a significant increasing trend in 
streamflow extremes by no more than five members). This indicates our limited 
understanding about the evolution of global flooding, which may lead to a risk 
of errors where increasing changes in flood hazard may have occurred in several 
ungauged regions. 
 
Figure 5-5: Percentage of each data-points grouped by the number of ensemble members 
projecting a significant increasing trend in seven-day annual maximum streamflow under RCP60 
scenario. The range of possible numbers is from 0 to 18 and binned into five groups based on 
the number of members projecting a significant increasing trend (Group 1: no members, Group 
2: from 1 to 5 members, Group 3: from 6 to 10 members, Group 4: from 11 to 15 members and 
Group 5: from 16 to 18 members). 
5.4 Summary and conclusions 
To reconcile observed and simulated trends in historical flood hazards at the 
global and continental scale, this study evaluated the capacity of six global 




historical trends over the common 1971-2005 period, using the Global 
Streamflow Indices and Metadata (GSIM) archive as the observational basis. 
The observed trends in annual maximum streamflow confirm previous findings 
about changes in flood hazard over data-covered regions (Do et al., 2017), in 
which significant decreasing trends were found mostly in Australia, the 
Mediterranean, western US, eastern Brazil and Asia (Japan and southern India), 
while significant increasing trends were more common over central US, southern 
Brazil, northern Europe.  
Several factors were assessed to identify the ability of GHMs to reproduce 
trends in streamflow extremes, focusing on four characteristics of trends (i.e. the 
mean and standard deviation of trends, the percentage of stations showing 
significant increasing/decreasing trends, and the spatial structure of trends). 
Simulated trends using an observational atmospheric forcing possess a moderate 
capacity to reproduce the characteristics of observed trends, confirming the 
appropriateness of GHM model structures for assessment of long-term changes 
in flood hazard. Atmospheric forcing uncertainty, however, significantly 
reduced the GHM’s capacity in terms of simulating the spatial structure of 
trends, evident through significantly lower spatial correlation between observed 
trends and simulated trends using modelled atmospheric forcing. The simulated 
trends obtained from the subset of observation locations inadequately 
represented trends obtained from all GHM grid cells (at the continental and 
global scales). This was evident in most simulations for trend mean and trend 
standard deviation, indicating a potential mismatch between observation-based 
and model-based inferences about changes in flood hazard. To reconcile 
observed and simulated trends in streamflow extremes, it is critical to maintain 
and expand streamflow observation networks to provide representative samples 
for global scale investigations.  
Uncertainties of trends in streamflow extremes were analysed to assess their 
implication on the development of projected changes in flood hazard over the 
common 2006-2099 period. Under both RCP26 and RCP60 socio-economic 
scenarios, simulated trends across ensemble members have relatively low 
uncertainty in terms of the global trend mean (ranging from -1.1% to 1.0% 




change per decade). The range of the percentage of land mass showing 
significant trends is high, ranging from 7.4% (7.1%) to 31.3% (33.6%) for 
significant increasing (decreasing) trends. The spatial correlations across inter-
model trend patterns are generally low (ranging from -0.17 to 0.23), further 
indicating high levels of uncertainty. In terms of regional planning to mitigate 
flood hazard, individual models may provide contradictory signals of changes in 
flood hazard for a specific region. Under a ‘business-as-usual’ scenario 
(GCMRCP60), some regions, e.g. south-eastern Asia, eastern Africa, Siberia and 
Greenland, were consistently projected with significant increasing trends, which 
has some similarity to previous findings that used ISIMIP-Fast track simulations 
(Dankers et al., 2014). These ‘high-risk’ regions, however, are sparsely sampled, 
covered by less than 1% of all available stream-gauges listed in the catalogue of 
GSIM. Data coverage, as a result, remains the key limitation of this study, which 
could potentially lead to an erroneous conclusion in the state-of-understanding 
of trends in flood hazard, in which substantial changes, although having 
occurred, were not captured by available streamflow records.  
Improved understanding of changes in flood hazard at global and continental 
scales, considering the many factors influencing model capacity, is achievable 
only through the combined efforts of many communities. Data providers, 
considering their tremendous investments in maintaining and making 
streamflow observations available in the public domain, remain key agencies to 
enhance the evidence-basis of the global terrestrial water cycle and changes in 
flood hazard. There are also limitations in GHMs that need to be addressed, but 
they can be complemented by progresses from other fields. The spread of trends 
in streamflow extremes (trend standard deviation) could be simulated more 
accurately by finer spatiotemporal resolution GHMs. Such an improvement in 
GHMs, however, is highly dependent on the improvement of input datasets (e.g. 
dam operations, historical irrigation databases and land-use/land-cover, in 
addition to atmospheric forcing), which are driven by advances in other 
geophysical disciplines (Bierkens et al., 2015, Wood et al., 2011). The moderate 
capacity of GHMs in terms of simulating the spatial structure of trends in 
streamflow extremes indicates the need for improved representation of runoff 




the complex effects of antecedent soil moisture, and the contribution of snow-
dynamics). This research agenda is also a priority of large-sample hydrology 
(Gupta et al., 2014, Schaake et al., 2006), of which the focus is to develop 
generalisable models through investigating streamflow regimes over a large 
number of catchments. Large-sample GHM evaluations (Veldkamp et al., 2018, 
Zhao et al., 2017, Zaherpour et al., 2018) exploiting global databases such as the 
Global Runoff Data Base or GSIM (Gudmundsson et al., 2018a, Gudmundsson 
et al., 2018b, Do et al., 2018a, Do et al., 2018b) should also be emphasised to 
further quantify the reliability of GHMs according to different variables. Finally, 
uncertainty in GCMs, a long-standing challenge for the climate community, 
should also be addressed to enable robust projections of flood hazard in a warmer 
climate. One possibility is through constraining model performance using 
historical observations, which could potentially reduce the uncertainties of 
atmospheric forcing projections (Greve et al., 2018, Lorenz et al., 2018, He and 




Supplementary materials for Chapter 5 
1 Simulation information 
This section summarises the key simulation settings of each global 
hydrological model (GHM). Note that more detailed information is available in 
the protocols of the Inter-Sectoral Impact Model Intercomparison Project 
(ISIMIP) available at https://www.isimip.org/protocol. 
There are two important inputs for GHM simulations that were summarised 
in Table S5-1. Note that GSWPv3 was used as the sole observational 
atmospheric forcing dataset in this investigation beside modelled atmospheric 
forcing datasets introduced by four global climate models (GCM): GFDL-
ESM2M, HadGEM2-ES, IPSL-CM5A-LR and MIROC5. 
1. Climate & CO2 concentration scenarios (i.e. atmospheric forcing) 
- gswp3: observations-based dataset providing the climate forcing 
data. 
- rcp26: future climate and CO2 concentration from RCP2.6. 
- rcp60: future climate and CO2 concentration from RCP6.0. 
- hindcast: historical modelled climate and CO2 concentration. 
2. Human influence and land-use scenarios 
- nosoc: Naturalized runs (no human impact). No irrigation. No 
population and GDP data prescribed.  
- varsoc: Varying historical land use and other human influences. 
- 2005soc: Fixed year-2005 land use and other human influences. 
Table S5-1. Simulations set up of GHMs used in this investigation. ‘Climate’ represents 
atmospheric forcing dataset while ‘human’ represents human influence and land-use scenarios 
Model GSWP3_VARSOC GSWP3_NOSOC GCMHIND GCMRCP26 GCMRCP60 
H08 
Human: varsoc 

























The results of preliminary assessment over 3666 observation locations 
suggest minor influence of human influence and land-use scenarios on the 
characteristics of trends in streamflow extremes (see section 4 of this 
supplementary material), and thus only GSWP3_NOSOC was used in the main 
text (denoted as GSWP3 in the main text). 
2 Simulated streamflow extraction  
2.1 Producing weighted-area tables for stations with catchment from 0 to 9000 
km2:  
For stations with catchment area less than or equal to 9000 km2, catchment 
boundary was superimposed to ISIMIP grid to identify intersect cells and a 
weighted-area table was calculated for each case. Simulated runoff was extracted 
by averaging un-routed runoff from all intersect cells (considering weight). 
Runoff was then converted into discharge data.  
Figure S5-1 provides an illustration of the weighted-area table for station 
US_0002282 (red dot) which has the total number of 15 upstream cells (dark-
grey cells). Two components of the weighted-area table were used to label 
intersect cells: (1) cell number (dark red) and (2) fraction of each cell (weights) 
that is covered by the catchment boundary (dark blue). The weights were 






Figure S5-1. Illustration of the table of weights.   
2.2 Averaging approach for cases where there were more than one catchment 
sharing similar weighted-area tables 
Among catchments that have area less than 9000km2, there are many 
instances where two or more catchments have (almost) identical simulated 
runoff as they have similar weighted-area tables. All ISIMIP models have a 
common assumption of uniform runoff generation in the 0.5×0.5 grid area for 
the runoff generation, which in concept should represent an average value of 
runoff at finer resolution. Here we also treat catchments that intersect an identical 
set of dominant contributing grid-cells (total weights of at least 70%) as samples 
of an identical simulation domain. As a result, the area-weighted mean discharge 
of these catchments was calculated and used for model-observation comparison.  
A search was conducted across all weighted-area tables to identify cases that 
have an identical set of intersecting cells contributing at least 70% to the total 
weighting. Figure S5-2 provides an example of these cases. In the top panel, 
boundaries of ten catchments were supperimposed on top of ISIMIP gridline 
(0.5×0.5 degree) and demonstrates that they share a common cell (number 







Figure S5-2. Example of instances where there are significant overlapping in contributing cells. 
Left: locations of 10 catchments that share a common contributing grid-cell (cell number 70051 
(in dark-grey colour) contributes at least 70% to the total weight of each catchment) although 
specific catchment have different contributing cells. Right: detail information of weighted-area 
table of these 10 catchments. 
Figure S5-3 illustrates another case where three different catchments share 
two common cells (no. 76524 and 76525). These cells contribute 100%, 79.1%, 




and US_0001203 respectively. In both examples, the identified catchments were 
considered samples of the same modeling domain.  
 
 
Figure S5-3. Similar to Figure S2, but here we have two contributing cells. The total weight of 
these common cells (number 76524 and 76525, highlighted in dark-grey colour) is higher than 
0.7 in all cases and thus these three catchments were considered samples of the same modelling 
domain. 
For these cases, average discharge ̅(m3/s) was then calculated to represent 
these stations in model-observation comparison following below procedures: 
For observation discharge:  
1. Convert discharge Q (unit: m3/s) to runoff rate R (unit: m/day) using 




  = × × 6 /𝐴  
 (m/day) 
Average catchment size was also recorded: 
  ?̅? = ∑ 𝐴=   (m2) 
2. Average runoff rate across all catchments (considering areal weights) 
 ̅ = ∑ 𝐴𝑛=∑ 𝐴𝑛=   (m/day) 
3. Back-calculate average discharge (m3/s):  
 ̅ = ̅?̅?× 6  (m3/s) 
For simulation discharge:  
1. Extract runoff rate using weighted-area tables as described in Section 
2.1 for all catchments.  
2. Follow Step 2 and Step 3 of the observation procedure. 
2.3 Discharge output identification for catchment with area greater than 9000 
km2 
For catchments with area greater than 9000km2, the ‘discharge output’ 
approach was adopted to find GHM cells corresponding to the catchments 
following Zhao et al. (2017). This process identified grid cell with the closest 
match between catchment area available in DDM30 routing network and the 
reported area for a specific catchment. The identified grid cell was then used to 
extract simulated discharge available in ISIMIP data repository. Stations were 
removed if the procedure could not identify any DDM30 grid cell surrounding 
the reported geographical location with drainage area discrepancy less than 30% 
(see supplementary of Zhao et al. (2017) for detail).  
3 Spatial uncertainty across simulated trends forced with different 
modelled atmospheric forcing 
The assessment in section 5.3.3 of the main text suggests the combined 
GCM-GHM uncertainty have led to the presence of high uncertainty in terms of 




identical region could be projected with an increasing trend by one member and 
a decreasing trend by another member. This feature is illustrated in Figure S5-4, 
which shows the spatial structure of projected trends in annual streamflow 
magnitude (trends in MAX7 index) of two ensemble members and the ensemble 
mean.  
 
Figure S5-4. The magnitude (left panels) and significance (right panels) of trends in simulated 
MAX7 time series across all grid cells under RCP26 socio-economic scenario (2006-2099). The 
top panels show results of the GHMGCM ensemble mean (18 members); middle panels: H08 
forced with gfdl-esm2m climate data; bottom panels: ORCHIDEE forced with ipsl-cm5a-lr 
climate data. These two models had the lowest value of pattern similarity. 
Two simulations with the lowest spatial correlation under the RCP26 socio-
economic scenarios (correlation of -0.17) provide a notable mismatch in terms 
of regions projected with significant increasing/decreasing trends in streamflow 
extremes. Specifically, H08 forced with GFDL-ESM2M (middle panels) 
projects an increasing trend for the majority of Australia and Siberia, while 
ORCHIDEE forced with IPSL-CM5A-LR projects an overall decreasing trend 
for the same regions. The ensemble mean (top panels) seems to take into account 
these differences and generates a combined picture of these two models. Note 




ensemble mean is lower than the individual ensemble member due to the impact 
of averaging. 
4 Supplementary Tables 
Considering a large number of simulations available (73 in total), the main 
text mostly used multi-model min/max/average to illustrate the results for cases 
where there is more than one simulation available for an identical GHM/spatial-
domain. For example, Table 5-3 of the main text (characteristics of trends in the 
MAX7 index over 1971-2005 period across 3666 locations globally) only 
showed the multi-model average for GCMHIND simulations of each GHM (up 
to four simulations available). This section, therefore, provides the results of 
each experiment at the global scale for individual models. Table S5-2 provides 
a list of all 73 available models reported in this section together with their 
simulation settings. Note that: 
(i) GSWP3_VARSOC simulations (listed in Table S5-2 as 
H08_GSWVAR, LPJ_GSWVAR, PCR_GSWVAR, and 
WAT_GSWVAR) were not reported in the main text as (1) there 
were only four simulations available (comparing to six simulations 
of GSWP3_NOSOC) and (2) the results obtained from 
GSWP3_NOSOC and GSWP3_VARSOC are similar (Table S5-3). 
(ii) In the main text, GSWP3_NOSOC simulations were denoted as 
GSWP3. 
Table S5-2. Available ISIMIP streamflow simulations and associated setting. 
Seq Streamflow 
simulations 




Observation (GSWPv3) varsoc 
1971-2005 
2. 
H08_GSWNO Observation (GSWPv3) nosoc 
3. 
H08_HIN_G hindcast (GFDL-ESM2M) 
2005soc 
4. 
H08_HIN_H hindcast (HadGEM2-ES) 
5. 
H08_HIN_I hindcast (IPSL-CM5A-LR) 
6. 
H08_HIN_M hindcast (MIROC5) 
7. 
H08_RCP26_G rcp26 (GFDL-ESM2M) 
2006-2099 
8. 
H08_RCP26_H rcp26 (HadGEM2-ES) 
9. 
H08_RCP26_I rcp26 (IPSL-CM5A-LR) 
10. 
H08_RCP26_M rcp26 (MIROC5) 
11. 






GHM Climate Human Period 
12. 
H08_RCP60_H rcp60 (HadGEM2-ES) 
13. 
H08_RCP60_I rcp60 (IPSL-CM5A-LR) 
14. 




Observation (GSWPv3) varsoc 
1971-2005 
16. 
LPJ_GSWNO Observation (GSWPv3) nosoc 
17. 
LPJ_HIN_G hindcast (GFDL-ESM2M) 
varsoc 
18. 
LPJ_HIN_H hindcast (HadGEM2-ES) 
19. 
LPJ_HIN_I hindcast (IPSL-CM5A-LR) 
20. 
LPJ_HIN_M hindcast (MIROC5) 
21. 
LPJ_RCP26_G rcp26 (GFDL-ESM2M) 
2005soc 2006-2099 
22. 
LPJ_RCP26_H rcp26 (HadGEM2-ES) 
23. 
LPJ_RCP26_I rcp26 (IPSL-CM5A-LR) 
24. 
LPJ_RCP26_M rcp26 (MIROC5) 
25. 
LPJ_RCP60_G rcp60 (GFDL-ESM2M) 
26. 
LPJ_RCP60_H rcp60 (HadGEM2-ES) 
27. 
LPJ _RCP60_I rcp60 (IPSL-CM5A-LR) 
28. 





Observation (GSWPv3) varsoc 
1971-2005 
30. 
PCR_GSWNO Observation (GSWPv3) nosoc 
31. 
PCR_HIN_G hindcast (GFDL-ESM2M) 
varsoc 
32. 
PCR_HIN_H hindcast (HadGEM2-ES) 
33. 
PCR_HIN_I hindcast (IPSL-CM5A-LR) 
34. 
PCR_HIN_M hindcast (MIROC5) 
35. 
PCR_RCP26_G rcp26 (GFDL-ESM2M) 
2005soc 2006-2099 
36. 
PCR_RCP26_H rcp26 (HadGEM2-ES) 
37. 
PCR_RCP26_I rcp26 (IPSL-CM5A-LR) 
38. 
PCR_RCP26_M rcp26 (MIROC5) 
39. 
PCR_RCP60_G rcp60 (GFDL-ESM2M) 
40. 
PCR_RCP60_H rcp60 (HadGEM2-ES) 
41. 
PCR_RCP60_I rcp60 (IPSL-CM5A-LR) 
42. 




Observation (GSWPv3) varsoc 
1971-2005 
44. 
WAT_GSWNO Observation (GSWPv3) nosoc 
45. 
WAT_HIN_G hindcast (GFDL-ESM2M) 
varsoc 
46. 
WAT_HIN_H hindcast (HadGEM2-ES) 
47. 
WAT_HIN_I hindcast (IPSL-CM5A-LR) 
48. 
WAT_HIN_M hindcast (MIROC5) 
49. 
WAT_RCP26_G rcp26 (GFDL-ESM2M) 
2005soc 2006-2099 
50. 
WAT_RCP26_H rcp26 (HadGEM2-ES) 
51. 
WAT_RCP26_I rcp26 (IPSL-CM5A-LR) 
52. 
WAT_RCP26_M rcp26 (MIROC5) 
53. 






GHM Climate Human Period 
54. 
WAT_RCP60_H rcp60 (HadGEM2-ES) 
55. 
WAT_RCP60_I rcp60 (IPSL-CM5A-LR) 
56. 




Observation (GSWPv3) nosoc 
1971-2005 
58. 
MPI_HIN_G hindcast (GFDL-ESM2M) 
varsoc 
59. 
MPI_HIN_I hindcast (IPSL-CM5A-LR) 
60. 
MPI_HIN_M hindcast (MIROC5) 
61. 





MPI_RCP26_I rcp26 (IPSL-CM5A-LR) 
63. 
MPI_RCP26_M rcp26 (MIROC5) 
64. 
MPI_RCP60_G rcp60 (GFDL-ESM2M) 
65. 
MPI_RCP60_I rcp60 (IPSL-CM5A-LR) 
66. 




Observation (GSWPv3) nosoc 
1971-2005 
68. 
ORC_HIN_G hindcast (GFDL-ESM2M) varsoc 
69. 
ORC_HIN_I hindcast (IPSL-CM5A-LR) 
70. 
ORC_RCP26_G rcp26 (GFDL-ESM2M) 
2005soc 2006-2099 
71. 
ORC_RCP26_I rcp26 (IPSL-CM5A-LR) 
72. 
ORC_RCP60_G rcp60 (GFDL-ESM2M) 
73. 





Table S5-3. Characteristics of trends in the MAX7 index over the 1971-2005 period 
across 3666 locations introduced GHMs. Trend mean and trend standard deviation 
have unit of %-change per decade. Gauge-based significant trends were identified 
using a Mann-Kendall test (10% two-sided significance level). The global significance 
of this result is then calculated using field significance test (highlighted in boldface 
text). Trend mean, trend standard deviation and trend spatial structure were compared 
against that obtained from trends exhibited by GSIM (significant values were 








Percentages of significant Correlation 
against observed 
trends Increasing trend Decreasing trend 
H08_GSWVAR  -2.0 8.3 4.8 6.7 0.4 
LPJ_GSWVAR -2.6 7.5 4.6 9.2 0.4 
PCR_GSWVAR 0.0 7.7 9.4 6.1 0.5 
WAT_GSWVAR -0.7 8.5 8.4 5.8 0.5 
H08_GSWNO -1.9 8.3 4.8 6.7 0.4 
LPJ_GSWNO -2.2 7.1 4.5 7.3 0.4 
PCR_GSWNO 0.1 7.7 9.6 6.1 0.5 
WAT_GSWNO -0.3 8.2 8.5 4.2 0.5 
MPI_GSWNO -2.1 8.7 5.6 7.5 0.5 
ORC_GSWNO -1.4 8.6 7 8.2 0.4 
H08_HIN_G -0.4 8.9 6.1 7.8 0.1 
H08_HIN_H -2.8 8.4 2.2 10.8 -0.1 
H08_HIN_I 0.1 8.9 7.7 4.4 0.0 
H08_HIN_M -3.6 7.8 3.4 12.0 0.1 
LPJ_HIN_G -0.8 8.0 6.3 8.3 0.1 
LPJ_HIN_H -2.9 8.1 2.8 14.6 0.0 
LPJ_HIN_I -1.3 8.0 4.1 10.1 0.1 
LPJ_HIN_M -4.1 7.3 3.5 17.3 0.2 
PCR_HIN_G -0.2 8.0 8.3 9.0 0.1 
PCR_HIN_H -2.5 7.1 2.7 11.0 0.0 
PCR_HIN_I 0.6 7.6 12.2 4.1 0.0 
PCR_HIN_M -2.1 7.0 6.9 13.5 0.1 
WAT_HIN_G 0.2 9.2 8.2 5.6 0.1 
WAT_HIN_H -2.9 8.1 2.7 10.9 -0.1 
WAT_HIN_I 0.5 8.8 6.2 4.2 -0.1 
WAT_HIN_M -2.9 7.3 4.3 11.4 0.1 
MPI_HIN_G -1.3 9.5 5.9 7.9 0.1 
MPI_HIN_I 0.2 9.2 8.8 5.6 0.0 
MPI_HIN_M -4.2 7.3 2.3 16.3 0.1 
ORC_HIN_G -0.9 8.6 5.2 7.6 0.0 





Table S5-4. Trend mean, trend standard deviation and percentage of significant trends 
exhibited from all simulation grid cells. Trend mean and trend standard deviation have 
unit of %-change per decade. Cell-based significance was identified using the Mann-
Kendall test at the 10% significance level. The global significance of this result is then 
calculated using field significance test (highlighted in boldface text). Trend mean and 
trend standard deviation across all land mass were compared against that obtained 
across 3666 observation locations (reported in Table S5-3) and significant values are 





standard deviation  
Percentages of significant 
Increasing trend Decreasing trend 
H08_GSWVAR -0.2 10.2 8.7 10.3 
LPJ_GSWVAR -1.4 10.3 7.4 13.5 
PCR_GSWVAR -1.0 10.9 10.7 14.7 
WAT_GSWVAR -0.1 11.3 11.4 10.7 
H08_GSWNO 0.0 10.0 8.6 9.2 
LPJ_GSWNO -0.8 9.8 7.6 11.1 
PCR_GSWNO -0.9 10.8 10.9 14.4 
WAT_GSWNO 0.3 11.1 11.5 9.8 
MPI_GSWNO -0.9 9.6 5.9 7.5 
ORC_GSWNO -0.4 10.4 6.7 7.4 
H08_HIN_G 1.4 11.1 15.6 10.4 
H08_HIN_H 0.2 8.7 7.8 8.8 
H08_HIN_I -0.3 9.8 8.1 10.4 
H08_HIN_M 1.0 9.6 10.8 7.7 
LPJ_HIN_G -0.3 9.2 8.6 8.8 
LPJ_HIN_H -0.9 8.7 5.2 9.5 
LPJ_HIN_I -0.9 8.7 6.2 8.9 
LPJ_HIN_M -0.6 9.0 7.9 9.1 
PCR_HIN_G 1.2 11.1 14.7 10.8 
PCR_HIN_H -0.3 8.6 8.8 10.1 
PCR_HIN_I -1.1 10.7 8.7 11.7 
PCR_HIN_M 0.5 8.9 12.1 9.7 
WAT_HIN_G 1.5 10.8 14.8 6.9 
WAT_HIN_H 0.0 9.1 6.1 7.0 
WAT_HIN_I 0.3 9.5 7.7 7.2 
WAT_HIN_M 0.6 9.8 11.2 6.9 
MPI_HIN_G 0.6 9.5 8.1 6.0 
MPI_HIN_I -0.9 8.2 3.8 6.5 
MPI_HIN_M -0.1 7.4 4.3 4.8 
ORC_HIN_G -0.2 10.2 10.8 10.8 





Table S5-5. Characteristics of projected trend (GCMRCP26) across 18 members at 
the global scale. Mean and standard deviation have unit of %-change per decade. 
Cell-based significance was identified using the Mann-Kendall test at the 10% 





standard deviation  
Percentages of significant 
Increasing trend Decreasing trend 
H08_RCP26_G 0.0 2.1 10.5 10.2 
H08_RCP26_H 0.5 2.7 18.7 10.5 
H08_RCP26_I 0.1 2.4 12.5 13.6 
H08_RCP26_M 0.1 2.9 17.2 11.2 
LPJ_RCP26_G -0.1 1.8 7.4 7.3 
LPJ_RCP26_H 0.0 2.1 10.9 10.2 
LPJ_RCP26_I 0.0 2.1 10.4 10.4 
LPJ_RCP26_M 0.0 2.2 12.4 8.7 
PCR_RCP26_G 0.0 2.1 10.8 9.2 
PCR_RCP26_H 0.3 2.3 18.3 10.7 
PCR_RCP26_I 0.0 2.7 17.0 13.3 
PCR_RCP26_M 0.1 2.4 17.5 12.5 
WAT_RCP26_G 0.0 2.1 9.5 7.1 
WAT_RCP26_H 0.4 2.2 13.9 7.4 
WAT_RCP26_I 0.3 2.4 14.1 9.7 
WAT_RCP26_M 0.3 2.5 16.3 7.1 
ORC_RCP26_G -0.3 2.3 8.7 13.6 






Table S5-6. Characteristics of projected trend (GCMRCP60) across 18 members at 
the global scale. Mean and standard deviation have unit of %-change per decade. 
Cell-based significance was identified using the Mann-Kendall test at the 10% 





standard deviation  
Percentages of significant 
Increasing trend Decreasing trend 
H08_RCP60_G 0.6 3.4 22.2 16.4 
H08_RCP60_H 1.0 4.4 29.8 17.3 
H08_RCP60_I -0.1 3.7 18.2 26 
H08_RCP60_M 0.7 3.7 28.7 14.3 
LPJ_RCP60_G 0.0 2.6 18.5 15.2 
LPJ_RCP60_H -0.1 3.5 24.5 21.3 
LPJ_RCP60_I -0.5 3.2 16.3 23.9 
LPJ_RCP60_M 0.2 3.0 23.5 15.7 
PCR_RCP60_G 0.0 3.0 20.0 18.0 
PCR_RCP60_H 0.2 3.8 28.2 21.4 
PCR_RCP60_I -0.4 3.6 20.5 24.5 
PCR_RCP60_M 0.5 3.0 29.4 13.8 
WAT_RCP60_G 0.5 2.7 24.9 9.5 
WAT_RCP60_H 0.9 3.4 31.3 10.4 
WAT_RCP60_I 0.2 3.4 23 16.3 
WAT_RCP60_M 0.9 3.2 31.2 9.3 
ORC_RCP60_G -0.2 3.0 17.6 20.2 




Chapter 6. Conclusions 
 
Improved understanding of trends in flood hazards and the driving 
mechanisms of detectable trends at the global scale are of scientific and social 
importance. Although numerous scientific efforts have been invested into 
detecting and attributing trends in flood hazards, a consistent picture at the 
global scale is not yet available due to several barriers including (i) limited 
spatiotemporal coverage of streamflow observations, (ii) fragmented (and even 
conflicting) findings of regional scientific studies, and (iii) the complexity of 
flood generating processes that make it difficult to upscale conclusions at the 
local or regional scale to the global scale, or translate findings from one region 
to another. With global availability and extensive temporal coverage, 
streamflow simulations from global hydrological models (GHMs) have been 
increasingly used as an alternative to assess changes in flood hazards and 
attribute these patterns to climate and catchment processes at the global scale. 
The trade-off, however, is the uncertain quality of simulated trends of GHMs, 
mainly due to the acknowledged high uncertainty in model structure, inputs 
data, and model parameterisation. Owing to these challenges, a coherent picture 
of how and why flood hazards have changed at the global scale has not yet been 
available.  
This thesis has provided an observation-based perspective of floods hazards 
to address the presented challenges. The objectives of this thesis were:  
1. Objective 1: to improve the spatiotemporal coverage of global 
streamflow observation system. 
2. Objective 2: to complement the understanding of changes in flood 
hazard and the driving mechanisms at the global scale. 
3. Objective 3: to evaluate the capacity of GHMs in reproducing 
changes in flood hazards. 
The research within this thesis is comprehensive, taking advantage of the 
available global streamflow databases together with the latest global data 
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products such as climate reanalysis and streamflow simulations from GHMs. 
This chapter describes the main contributions of the research, outlines the key 
limitations that have not yet been addressed, and suggests potential work to 
further improve the understanding of flood hazards at the global scale.  
6.1 Research contribution 
This research comprises several large-sample investigations that have 
yielded important findings on the characteristics of floods at the global and 
continental scales. The release of the Global Streamflow Indices and Metadata 
(GSIM) archive, developed as part of this thesis, enables new opportunities for 
advances in hydrological research through better spatiotemporal observation 
coverage. The thesis therefore represents a significant contribution to improved 
understanding of flood characteristics at the global scale. The specific research 
contributions are outlined below: 
1. The publication of an open database of daily streamflow observations 
over more than 30,000 gauges (Objective 1). The Global Streamflow 
Indices and Metadata (GSIM) archive has improved spatiotemporal 
coverage, including comprehensive metadata including such as the 
catchment boundary and a range of landscape attributes for each gauging 
station. The volume of data is unprecedented, representing a four-fold 
increase in data availability relative to the next-largest daily streamflow 
database currently available (i.e. the Global Runoff Data Base, the core 
database of GSIM). It demonstrates the possibility of improving the 
observation system through the collation of databases that are freely 
accessible online. The data products (Supplementary Dataset 1 and 
Supplementary Dataset 2), which are publicly available on the PANGEAE 
data repository, provide an enhanced opportunity to explore changes in 
streamflow regimes.  
2. An improved understanding of historical changes in flood hazards at 
the global scale (Objective 2). Chapter 3 investigated observed trends in 
flood hazards and the impacts of catchment characteristics on changes in 
floods. Previous studies of flood trends were fragmented and focused on 
specific regions or basins, with different study parameters such as the time 
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period and length of record. This paper was the first to provide analysis at a 
global scale with consistency in the method of analysis using a large sample 
of catchments. The research found the substantial importance of catchment 
size while there was no significant evidence for the importance of other 
factors such as forest change, climate condition (represented by Koppen 
climate classes) and dam presence.  
3. A global-scale prediction of flood seasonality built on a comprehensive 
analysis of dominant flood generation mechanisms (Objective 2). The 
investigation of flood seasonality, presented in Chapter 4, identifies the 
dominant flood generation processes from continental to global scale. 
Homogeneous regions in terms of the most important flood generation 
processes were generalised across the globe using climate indices derived 
from an atmospheric reanalysis product to enable global prediction for flood 
timing. The framework presented in Chapter 4 is useful for assessing the 
implications of climate change and variability on the timing of flood 
occurrence. 
4. An evaluation of GHM capacity in reproducing trends in flood hazards 
(Objective 3). The model-observation comparison of trends in flood hazard 
presented in Chapter 5 represents the first attempt to evaluate GHM capacity 
in terms of reproducing trends in flood hazards. The assessment across 3666 
locations globally shows moderate capacity of GHMs in simulating the mean 
and pattern of observed trends in flood hazard, while the performance is 
limited in terms of the spread of trends. The comparison also highlights the 
importance of climate input uncertainty on GHMs, as simulations forced 
with modelled climate inputs have significantly lower performance 
compared to simulations forced with observational climate data. 
5. An assessment of projected changes in flood hazard under two socio-
economic scenarios (Objective 2). The assessment of projected trends in 
streamflow extremes presented in Chapter 5 complements current state of 
understanding about the implication of climate model uncertainty in 
developing projections of flood hazards. Under a ‘business-as-usual’ 
scenario (GCMRCP60), some regions, e.g. south-eastern Asia, eastern 
Africa, Siberia and Greenland, were consistently projected with significant 
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increasing trend. These ‘high-risk’ regions, however, are only covered by 
less than 1% of all GSIM stream-gauges, indicating a highly uncertain future 
for flood-prone communities in a warming climate.  
The Supplementary Articles and Supplementary Datasets of this thesis are 
also significant contributions to improved understanding of flood hazards at the 
global scale. Supplementary Article 1 and the associated dataset 
(Supplementary Dataset 2) described the production of a comprehensive set of 
streamflow indices at monthly/seasonal/yearly resolutions, capturing the 
important aspects of streamflow regimes (e.g. quantiles of streamflow, centre 
timing, the timing of low-/high-flow) across more than 30,000 locations 
globally. Supplementary Article 2 reported the to-date most comprehensive 
analysis of indicators for mean and extremes streamflow indices. The regional 
assessment within this study suggested unidirectional changes of the whole 
flow distribution towards either wetter or drier conditions, indicating the rise in 
flood hazard may be compensated by reduced drought hazard or vice versa. 
Supplementary Article 3 reviewed the progress and challenges in producing 
large-sample datasets, the backbone for large-sample hydrology investigations, 
and provides guidelines towards better coverage for large-sample datasets. 
Together, the supplementary materials combined with the main chapters of the 
thesis serve the global hydrology community with a better understanding of 
flood hazard characteristics from an observation-based perspective. 
6.2 Limitations and future work 
Although this research has contributed a comprehensive observation-based 
perspective on global flood hazards, there are some challenges that have not 
been fully addressed within the context of this thesis. The following sections 
summarise the limitations and outline opportunities to address them.  
Data coverage remains a challenge to yield an observation-based 
conclusion about changes in flood hazard over some flood-prone regions. 
Although GSIM has unprecedented coverage, there is scope to further advance 
the coverage. The limited number of component databases (12 in total) of GSIM 
means that improvement was only available for some countries such as India, 
Japan, Brazil, and Russia. Many countries in flood-prone regions, e.g. the East 
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and South Asia countries, are still sparsely represented. When relatively strict 
data entrance criteria are applied (e.g. studies in Chapter 4 and Chapter 5), data 
over these countries are completely removed. The data-related challenges can 
only be addressed with the efforts from many stakeholders: data providers (for 
making more streamflow records accessible), peer-reviewed publishers (for 
requiring data that was used in published studies available in the public 
domain), and relevant international organisations (such as WMO or GRDC; to 
endorse and support efforts in streamflow data exchange).  
The need to break down the importance of natural and anthropogenic 
factors driving floods at the continental and global scale. The global 
prediction of flood timing (Chapter 4), which uses only the most important 
flood generation process to predict flood seasonality, has poor performance in 
several regions. This result indicates high spatial variability in terms of flood 
generation processes at the sub-continental level, with more than one 
mechanism contributing substantially to flood production at many locations. 
The analysis of the impacts of catchment characteristics on changes in flood 
hazard (Chapter 3) suggests the potential influence of non-climatic factors (e.g. 
catchment size, topography, river morphology, land use change) to flood hazard 
characteristics (e.g. magnitude, frequency or timing), which is also a significant 
factor to be further explored in flood studies at the global scale. One possibility 
to explore this research pathway is through the use of the recent data products 
from related fields. For instance, GHMs (with global coverage and the 
possibility to switch on and off human influence) are able to further investigate 
the implications of climate change and human water management on flood 
hazard characteristics. The recent publication of sub-daily precipitation 
products with global coverage (Sun et al., 2018) provides an opportunity to 
quantify the importance of rainfall bursts to flood occurrence. Advanced land-
cover related data-products (e.g. land-use change, forest cover change, the 
evolution of irrigation area) enable the possibility to sensitivity-test the 
influence of human activity. 
A consistent picture of changes in global flood hazard between 
observation-based and modelling-based studies remains elusive. There has 
been increasing evidence of substantial impacts of both anthropogenic climate 
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change as well as human water and land management on the world’s freshwater 
resources and hydrological extremes. A global picture of changes in flood 
hazards, however, has not yet been available due to imperfect model estimates 
and limited spatiotemporal coverage of relevant in-situ observations. The 
comparison between observed trends and simulated trends using GHMs 
indicates moderate model performance, but still shows limited quality of 
simulated trends over some areas, especially Australia and Asia. Uncertainty in 
climate models, which were found to have poor performance in reproducing 
observed trends for climate indices across many Southern Hemisphere regions, 
also reduces the credibility of GHM simulations forced with modelled climate 
data. Advances in flood hazard understanding at the global scale, therefore, 
requires combined effort from multiple communities. Besides the important 
role of data agencies in improving observational streamflow coverage 
(discussed above), the modelling community also needs to tackle long-standing 
challenges in simulating global water resources such as improving the 
parameterisations of human influence and catchment processes, and 
downscaling GHMs to finer spatial resolution while maintaining correct model 
structures/concepts. The uncertainty in climate models should also be 
accounted for, e.g. by using observations to constrain climate simulations 
(Padrón et al., 2019, He and Soden, 2016), to provide a more reliable modelled 
atmospheric variables (e.g. precipitation and temperature) that are arguably the 
most important factor determining the ability of the large-scale hydrological 
models. 
Addressing these research challenges requires further improvements to the 
spatiotemporal coverage of streamflow observations across the global land 
mass. It is therefore recommended more data to be contributed to international 
streamflow archives such as the Global Runoff Data Base or GSIM to further 
improve accessible in-situ streamflow records to the broad hydrologic 
community. GHMs, with the possibility to hypothesis-test the implications of 
varying natural/anthropogenic scenarios on flood characteristics, remain a 
crucial toolset to complement observation-based findings of flood hazard 
characteristics. As a result, large-sample evaluations of GHM performance 
(Veldkamp et al., 2018; Zaherpour et al., 2018; Zhao et al., 2017) exploiting 
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global databases such as the Global Runoff Data Base or GSIM (Do et al., 
2018a, b; Gudmundsson et al., 2018a, b) should also be emphasised to further 
quantify the reliability of GHMs in characterising the many aspects of 
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Abstract. This is Part 2 of a two-paper series presenting the Global Streamflow Indices and Metadata Archive
(GSIM), which is a collection of daily streamflow observations at more than 30 000 stations around the world.
While Part 1 (Do et al., 2018a) describes the data collection process as well as the generation of auxiliary
catchment data (e.g. catchment boundary, land cover, mean climate), Part 2 introduces a set of quality controlled
time-series indices representing (i) the water balance, (ii) the seasonal cycle, (iii) low flows and (iv) floods.
To this end we first consider the quality of individual daily records using a combination of quality flags from
data providers and automated screening methods. Subsequently, streamflow time-series indices are computed
for yearly, seasonal and monthly resolution. The paper provides a generalized assessment of the homogeneity
of all generated streamflow time-series indices, which can be used to select time series that are suitable for a
specific task. The newly generated global set of streamflow time-series indices is made freely available with
an digital object identifier at https://doi.pangaea.de/10.1594/PANGAEA.887470 and is expected to foster global
freshwater research, by acting as a ground truth for model validation or as a basis for assessing the role of human
impacts on the terrestrial water cycle. It is hoped that a renewed interest in streamflow data at the global scale will
foster efforts in the systematic assessment of data quality and provide momentum to overcome administrative
barriers that lead to inconsistencies in global collections of relevant hydrological observations.
1 Introduction
Although terrestrial freshwater is an essential component of
the Earth system and a prerequisite for societal development,
the availability of relevant in situ observations at the global
scale has been limited. Until now, most relevant in situ ob-
servations have been held by national and regional authori-
ties, and despite their best efforts, international data centres
only have access to a small subset of the full observed record
(Do et al., 2018a). This situation stands in contrast to the fact
that monitoring data are increasingly being made publicly
available through regional and national authorities (Do et al.,
2018a). In this paper series, we present an international col-
lection of river and streamflow observations that covers more
than 30 000 stations around the globe, highlighting the fact
that these are among the best monitored variables of the ter-
restrial water cycle (Fekete et al., 2012, 2015; Gudmundsson
and Seneviratne, 2015; Hannah et al., 2011). Part 1 of the
paper series (Do et al., 2018a) documents the data-collection
process together with a meta-database that allows users to
recreate the collection from the original data sources. In ad-
dition, Part 1 of this paper series also presents auxiliary data
including catchment boundaries delineated from global digi-
tal elevation models as well as selected properties (e.g. land
cover, climate) of these catchments.
While the data collection outlined in Part 1 (Do et al.,
2018a) increases the spatial and temporal availability of
streamflow records at the global scale, it is important to also
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consider the quality of the data. This is especially relevant
for this merged data product combining information from
several databases, which might have been set up with dif-
ferent objectives. Furthermore, data contained in individual
databases may stem from different sources, often with un-
known quality control procedures. In addition, changes in
instrumentation as well as human impacts such as stream
straightening or flow regulations can have pronounced ef-
fects on the observed record. Establishing a database of qual-
ity controlled streamflow observations is therefore essential
for many applications, including e.g. the need to evaluate
the increasing number of continental- and global-scale hy-
drological and land-surface models that have emerged in re-
cent decades (Beck et al., 2017; Gudmundsson et al., 2012a,
b; Haddeland et al., 2011; Zaitchik et al., 2010) and the as-
sessment of human impacts on the terrestrial water cycle
(Alkama et al., 2013; Barnett et al., 2008; Destouni et al.,
2013; Gudmundsson et al., 2017; Hegerl et al., 2015; Hi-
dalgo et al., 2009; Jaramillo and Destouni, 2015; Oliveira
et al., 2011). While there have been significant efforts in the
climatological community to share and standardize transna-
tional weather observations as well as derivative data prod-
ucts (Alexander et al., 2006; Becker et al., 2013; Dee et al.,
2011; Harris et al., 2014; Haylock et al., 2008; Poli et al.,
2016), the hydrological community has traditionally been
reticent to adopt regional or global approaches, instead fo-
cussing predominantly on the catchment scale. A more con-
certed and coordinated effort to understand the quality of
streamflow observations across the globe provides significant
opportunities for fostering hydrological research in support
of understanding of global water budgets. This paper initi-
ates the process of evaluating, analysing and documenting
the quality of observed streamflow time series, providing a
method for increasing the reliability and ongoing value of the
database. To do so, this paper expands on previous research
(Gudmundsson and Seneviratne, 2016) and applies a set of
transparent and reproducible methods to evaluate the quality
of the considered records.
One limitation of the newly assembled collection of daily
river flow and streamflow time series is that publication of
unprocessed daily values is restricted for some of the orig-
inal data sources. To nevertheless be able to publish rele-
vant information on observational streamflow, we therefore
present here processed data in the form of time-series in-
dices that capture essential aspects of (i) the water balance,
(ii) seasonality, (iii) low flows and (iv) floods. The approach
of publishing time-series indices instead of raw daily val-
ues is adapted from the CCl/WCRP/JCOMM Expert Team
on Climate Change Detection and Indices (ETCCDI) (https:
//www.wcrp-climate.org/data-etccdi), which has developed
this approach to make relevant climate information publicly
available in cases where access to raw daily values is re-
stricted. The ETCCDI has focussed on indices characterizing
changes in extreme precipitation and temperature, based on
a core collection of indices proposed by Frich et al. (2002).
Both Klein Tank et al. (2009) and Zhang et al. (2011) pro-
vide additional background on the usage and computation of
the ETCCDI indices. Klein Tank et al. (2009) also provide
guidelines for quality control of the raw daily input data, in-
dex computation and assessment of time-series homogeneity.
The use of time-series indices for characterizing the tem-
poral evolution of selected river flow characteristics is also
common practice in the hydrological literature. Typically
used time-series indices include mean annual flows (e.g. Ku-
mar et al., 2009; Milly et al., 2005; Small et al., 2006; Stahl
et al., 2010, 2012), indices that can be used to character-
ize changes in the seasonal cycle (e.g. Blöschl et al., 2017;
Cunderlik and Ouarda, 2009; Ehsanzadeh and Adamowski,
2010; Hidalgo et al., 2009; Moore et al., 2007; Rauscher et
al., 2008; Regonda et al., 2005; Stewart et al., 2005), time
series of annual percentiles (e.g. Gudmundsson et al., 2011;
Lins and Slack, 1999; Zhang et al., 2001), flood indices (e.g.
Blöschl et al., 2017; Hodgkins et al., 2017; Kumar et al.,
2009; Kundzewicz et al., 2005; Lins and Slack, 1999; Mc-
Cabe and Wolock, 2002; Small et al., 2006; Svensson et al.,
2005; Zhang et al., 2001) and low-flow indicators (e.g. His-
dal et al., 2001; Lins and Slack, 1999; McCabe and Wolock,
2002; Small et al., 2006; Stahl et al., 2010, 2012; Svensson
et al., 2005; Tallaksen et al., 1997; Zhang et al., 2001).
In addition, several studies have focussed on collections of
hydrological signatures (or flow characteristics) that are de-
signed to summarize long-term properties of observed river
flow and streamflow (e.g. 2013; Beck et al., 2015; Olden
and Poff, 2003; Sawicz et al., 2011, 2014; Westerberg et al.,
2016). These hydrological signatures include e.g. mean an-
nual flow, flow percentiles, characteristics of the flow dura-
tion curves, indications of seasonality and the base flow in-
dex. These signatures are typically derived from all daily val-
ues in a long time window (e.g. the base flow index computed
from all daily values from 1985 to 2010). This is an impor-
tant structural difference if compared to time-series indices,
which are typically computed every year, every season or ev-
ery month (e.g. time series of annual maxima) and thus also
allow for an assessment of changing hydrological conditions
over time.
The following sections build upon these efforts and present
a collection of quality controlled river and streamflow time-
series indices. To do so, we first introduce an approach to
check the quality of individual daily observations using a
combination of information provided with the original data
and data-driven procedures. Subsequently we present a col-
lection of time-series indices that can be computed for yearly,
seasonal and monthly resolution. An assessment of the sta-
tistical homogeneity of the newly derived indices is provided
to allow users to filter the published data according to their
own eligibility criteria. Given that each application may war-
rant a different assessment of the trade-off between the quan-
tity and quality of available data, the presented collection
of streamflow time-series indices has sought to avoid pre-
defined eligibility criteria (such as predefining a base period
Earth Syst. Sci. Data, 10, 787–804, 2018 www.earth-syst-sci-data.net/10/787/2018/
L. Gudmundsson et al.: The Global Streamflow Indices and Metadata Archive (GSIM) 789
Table 1. Quality flags of daily values of all databases that enter the GSIM collection (see Do et al., 2018a).
Database Quality code
GRDB Not recommended by data provider. There are four flags:
−999 – missing data, no correction
1 – corrected data, no method specified
99 – usage not recommended by the provider
900 – calculated from daily water level
Note: in recent updates GRDC does not provide quality flags.
EWA Not recommended by data provider (similar to GRDB)
ARCTICNET Quality flag not provided
GAME Quality flag not provided
CHDP Quality flag not provided
USGS Flags were provided for each data point. There are four categories:
A: value has been validated to be published
A:e: value was estimated and validated to be published
P and P:e: Provisional data
BOM Flags were provided for each data point. There are five categories documented:
A (flag 10): best available data
B (flag 90): compromised to represent the parameter
C (flag 110): estimated value
E (flag 140): quality is not known
F (flag 210): poor quality or missing
Flag “−1” also presents to indicate missing value
HYDAT Quality flags were only provided for some data points. There are five categories documented:
A: Partial Day (numeric value 1)
B: Ice Conditions (numeric value 2)
D: Dry (numeric value 3)
E: Estimated (numeric value 4)
S: Sample(s) collected this day (numeric value 5)
WRIS Qc flag not provided
ANA Quality flags were only provided for some data points. Flags were described in Portuguese.






MLIT Quality flag not provided
AFD Quality flag not provided
or presupposing only high-quality sites). The paper closes
with an open invitation to the hydrological and Earth sci-
ence communities on how to best facilitate activities that
might lead to sustained collation, curation and improvement
of global streamflow data.
2 Quality control (QC) of daily values
2.1 Strategy for QC of daily values
As the considered data stem from several sources, some of
which have a complex history, it is difficult to a priori judge
the quality of individual records. Ideally, each of the consid-
ered series would be accompanied by detailed information
on the station properties (e.g. information on sensors or the
design of the gauging weir) and on the credibility of indi-
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Table 2. Translation of daily quality control (QC) flags of the original databases (Table 1) to standardized values prior to the calculation of
indices. Note that the Global Runoff Data Centre advises not to consider the QC flags in the GRDB and EWA files. Note also that some
databases (HYDAT, ANA) do not provide QC flags for all daily data.
Dataset QC flag QC flags are not recommended Reliable Suspect
not provided by data provider
GRDB – All data points – –
EWA – All data points – –
ARCTICNET All data points – – –
GAME All data points – – –
CHDP All data points – – –
USGS – – “A” and “A:e” (approved data) “P” and “P:e” data (provisional data)
BOM – – A (table below) B, C, D, F (table below)
HYDAT Other data points – B, D, S A, E
WRIS All data points – – –
ANA 0, no value – 1, 4 2, 3
MLIT All data points – – –
AFD All data points – – –
vidual daily values. However, this information is often not
available or difficult to access and only some of the original
data sources provide daily quality flags (Table 1). In addition,
the large number of languages involved and the sheer quan-
tity of gauging stations render a detailed manual assessment
unfeasible. Nevertheless, it is essential to apprise the quality
of individual observations prior to any assessment. As some
of the considered time series come with daily quality flags
(usually based on simple plausibility checks), while others
do not, the two cases are treated separately.
2.2 Quality control of daily values if reliable flags are
provided
As noted in Do et al. (2018a), some of the considered
databases provide quality control (QC) flags for daily values
that distinguish between reliable and suspect observations
(Table 1). To allow for a combined assessment, the original
QC flags were translated into a common set that distinguishes
suspect from reliable values (Table 2). This step is necessary
for consistency, since some databases provide a variety of
QC flags to indicate suspect cases, but neither the same flags
nor the level of fidelity are available across all databases. Re-
garding the Global Runoff Data Centre (GRDC), while QC
flags are available in the EWA and GRDB files entering the
presented collection, the GRDC advised not to use them.
In these cases, the time series are treated as if no QC flags
were provided. Note also that the GRDC has discontinued
QC flagging in the latest version of the data. Some databases
do not provide QC flags for every time step (Table 2); in these
cases time steps without original QC flags were assumed to
be reliable as long as at least one time step was flagged in the
respective time series.
2.3 Quality control of daily values if no reliable flags are
available
For original time-series files for which no QC flags are avail-
able or for which there is advice against using available QC
flags by the data providers (GRDB and EWA), automated
techniques can be used to classify the reliability of individ-
ual daily data points using simple and reproducible tests fo-
cussing on the plausibility of individual values. The follow-
ing three criteria are based on a previously used procedure
(Gudmundsson and Seneviratne, 2016), were developed on
the basis of techniques described in Reek et al. (1992) and
the ECA & D Project Team and Royal Netherlands Meteoro-
logical Institute (2013; later referred to as EAC&D13), and
were further refined using suggestions on outlier detection
for index calculation by Klein Tank et al. (2009):
1. Days for which Q < 0 are flagged as suspect, where
Q denotes a daily streamflow value. The rationale un-
derlying this rule is that streamflow values smaller than
zero are non-physical (Gudmundsson and Seneviratne,
2016).
2. Daily values with more than 10 consecutive equal val-
ues larger than zero are flagged as suspect. This rule
is motivated by the fact that many days with consec-
utive streamflow values often occur due to instrument
failure (e.g. damaged sensors, ice jams) or flow regula-
tions. The threshold of 10 days is a compromise chosen
to account for the possibility that consecutive equal ob-
servations may reflect the truth e.g. if day-to-day fluctu-
ations are below the sensitivity of the employed sensor
(Gudmundsson and Seneviratne, 2016).
3. Based on a previously suggested approach for evaluat-
ing temperature series (Klein Tank et al., 2009), daily
streamflow values are declared as outliers if values of
log(Q+ 0.01) are larger or smaller than the mean value
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Figure 1. Three example time series illustrating issues detected by
the three daily quality control criteria (highlighted in red). The first
panel shows negative values at the end of the time series of Rohr
at Rohrhardsberg, Germany. The second panel shows two outliers
detected in the time series of Vakhsh at Gram, Tajikistan. The third
panel shows instances of more than 10 consecutive equal values
found in the time series of Tanara at Ponte di Nava, Italy. Note that
all time series were trimmed for visualization purposes. Note also
the logarithmic axis in panels two and three.
of log(Q + 0.01) plus or minus 6 times the standard
deviation of log(Q + 0.01) computed for that calendar
day for the entire length of the series. The mean and
standard deviation are computed for a 5-day window
centred on the calendar day to ensure that a sufficient
amount of data is considered. The log-transformation
is used to account for the skewness of the distribution
of daily streamflow values and 0.01 was added because
the logarithm of zero is undefined. Outliers are flagged
as suspect. The rationale underlying this rule is that un-
usually large or small values are often associated with
observational issues. The 6 standard-deviation thresh-
old is a compromise, aiming at screening out outliers
that could come from instrument malfunction, while not
flagging extreme floods or low flows.
An example of the outcome of this automated quality con-
trol of daily observations is shown in Fig. 1, which displays
daily streamflow observations at three locations and high-
lights time steps that did not pass the three above-mentioned
criteria. Note that the outlier detection (middle panel) did not
screen out extreme floods or low flows, but only values that
were unusually large or small for the respective time of the
year, where one case involves a spurious large flow and the
other a spurious small flow.
3 Streamflow indices
3.1 General considerations, design rules and reliability
3.1.1 General considerations
Table 3 describes a set of streamflow time-series indices that
are designed to facilitate the analysis of (i) changes in the
regional water balance, (ii) changes in the seasonal cycle,
(iii) floods, and (iv) low flows. Many of the considered in-
dices have been previously used in the scientific literature
and Table 4 presents, wherever possible, a selection of rele-
vant references and additional information. Note also that in-
dex selection was limited to those that can be computed with-
out a base period, which excludes many; examples include
“the number of days in a year, or season, for which daily
values exceed a time-of-year-dependent threshold” (Zhang
et al., 2005), drought deficit volumes (Loon and Anne, 2015;
Tallaksen et al., 1997) and anomalies with respect to a cli-
matological normal (McKee et al., 1993; Shukla and Wood,
2008). There are two reasons for excluding these indices:
first, regional differences in temporal coverage hinder an un-
ambiguous identification of a common base period that can
be used around the globe. Second, it is now well established
that indices that depend on a base period are prone to inho-
mogeneities if the base period is shorter than the considered
series (Sippel et al., 2015; Zhang et al., 2005). Although both
analytical (Sippel et al., 2015) and non-parametric (Zhang et
al., 2005) solutions exist to mitigate this problem, we chose
not to include indices that require a base period. This is be-
cause the available solutions either depend on strong normal-
ity assumptions (Sippel et al., 2015) or are computationally
intensive (Zhang et al., 2005), which implies that the time-
series indices cannot be easily extended when new data be-
come available. Finally, it is noteworthy to mention that in-
dices are easier to update when they do not have a base pe-
riod, as they can be computed without knowledge of previous
values.
3.1.2 Design rules for index calculation
The design rules for calculating time-series indices closely
follow the recommendations of ECA&D13. Before index
calculation, all daily values that are flagged as suspect
by the daily QC procedure are set to missing, and in-
dices are computed using the remaining data points. All in-
dices are computed on yearly time steps, while some in-
dices are also computed with seasonal and monthly reso-
lution. Seasons are defined as December–January–February
(DJF), March–April–May (MAM), June–July–August (JJA)
and September–October–November (SON). The reason for
not computing all indices for seasonal and monthly resolu-
tions is related either to the fact that some indices are only
defined on annual timescales, or to the amount of data re-
quired for reliable computation. All considered indices are
described in Tables 3 and 4.
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Table 3. Definition of time-series indices contributing to the GSIM archive. Abbrev. Indicates the abbreviation of the index name used
throughout this paper as well as in the database. Resol. indicates the time resolution for which the index is computed, which can take values
of Y (yearly), seasonal (S) and monthly (M).
Title Abbrev. Units Resol. Definition
Mean daily streamflow MEAN (m3 s−1) Y, S, M Arithmetic mean of daily streamflow.
Standard deviation of daily
streamflow
SD (m3 s−1) Y, S, M Standard deviation of daily streamflow.
Coefficient of variation of
daily streamflow
CV (–) Y, S, M Standard deviation of daily streamflow divided by the mean daily stream-
flow (SD/MEAN).
Interquartile range of daily
streamflow
IQR (m3 s−1) Y, S, M 75th–25th percentile of daily streamflow.
Minimum daily stream-
flow
MIN (m3 s−1) Y, S, M Minimum value of daily streamflow.
Maximum daily stream-
flow
MAX (m3 s−1) Y, S, M Maximum value of daily streamflow.
Minimum 7-day mean
streamflow
MIN7 (m3 s−1) Y, S, M Minimum 7-day arithmetic mean streamflow. For computation, the com-
plete daily time series are first smoothed with a backward looking moving
average with a 7-day window. Subsequently, the minimum value for each
yearly, seasonal or monthly period is determined.
Maximum 7-day mean
streamflow
MAX7 (m3 s−1) Y, S, M Maximum 7-day arithmetic mean streamflow. For computation, the com-
plete daily time series are first smoothed with a backward looking moving
average with a 7-day window. Subsequently, the maximum value for each
yearly, seasonal or monthly period is determined.
10th, 20th, 30th, 40th,
50th, 60th, 70th, 80th and







(m3 s−1) Y, S Percentile values of daily streamflow computed for each yearly and seasonal
period, where low percentiles (e.g. 10th percentile) correspond to low flows.
Centre timing CT (doy) Y The day of the year (doy) at which 50 % of the annual flow is reached. The
index is computed for calendar years, where 1 denotes 1 January.
Day of minimum stream-
flow
DOYMIN (doy) Y The day of the year (doy) at which the minimum flow occurred, where 1
denotes 1 January. The maximum value is 365 for normal years and 366 for
leap years.
Day of maximum stream-
flow
DOYMAX (doy) Y The day of the year (doy) at which the maximum flow occurred, where 1
denotes 1 January. The maximum value is 365 for normal years and 366 for
leap years.
Day of minimum 7-day
mean streamflow
DOYMIN7 (doy) Y Day of the year (doy) at which the minimum 7-day arithmetic mean stream-
flow occurred, where 1 denotes 1 January. The maximum value is 365 for
normal years and 366 for leap years. For computation, the daily time series
is first smoothed using a backward looking moving average with a 7-day
window length. Subsequently, the day of the minimum of each year is de-
termined.
Day of maximum 7-day
mean streamflow
DOYMAX7 (doy) Y Day of the year (doy) at which the maximum 7-day arithmetic mean stream-
flow occurred, where 1 denotes 1 January. The maximum value is 365 for
normal years and 366 for leap years. For computation, the daily time series
is first smoothed using a backward looking moving average with a 7-day
window length. Subsequently, the Julian day of the maximum of each year
is determined.
Gini coefficient GINI (–) Y For daily runoff values q of each year, that are sorted with index i in in-











, where n is the number data points avail-
able for that year. The Gini coefficient ranges from 0 to 1. Values of 0 in-
dicate uniform distribution of flows throughout the time period (i.e. year),
whereas values close to 1 indicate that all the flows occur on a single day.
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Table 4. Commentary and literature supporting the GSIM indices.
Abbrev. Commentary
MEAN Mean daily streamflow is a commonly used water-balance measure and often used as a proxy for renewable freshwater
resources (Oki and Kanae, 2006; Shiklomanov et al., 2004; Vörösmarty et al., 2000). Observed time series of mean
yearly or monthly streamflow has e.g. been subject to trend analysis at regional to continental scales (e.g. Kumar et al.,
2009; Lettenmaier et al., 1994; Lins and Slack, 1999; Milly et al., 2005; Small et al., 2006; Stahl et al., 2010, 2012).
SD The standard deviation of daily streamflow provides information on the total variability for each yearly, seasonal and
monthly time step. This index therefore includes information related to floods and low flows as well as the amplitude
of the annual cycle (yearly only). We are not aware of any study analysing time series of the standard deviation of daily
streamflow.
CV The coefficient of variation of daily streamflow is a relative measure of daily variability. In contrast to SD, CV is
independent of the mean flow and does hence allow for an isolated assessment of day-to-day streamflow variability. We
are not aware of any study analysing time series of the coefficient of variation of daily streamflow.
IQR The inter quartile range is a measure of day-to-day streamflow variability. Through its definition as the difference
between the 75th and 25th percentiles, the IQR provides information on the width of the centre of the distribution and
is less sensitive to extreme outliers than SD or CV. We are not aware of any study analysing time series of the standard
deviation of daily streamflow.
MIN Minimum daily streamflow is a regularly used low-flow indicator. Especially the yearly minimum has been used widely
as it is an easy to interpret measure and lends itself to analysis in the framework of the generalized extreme value
distribution (Tallaksen and van Lanen, 2004). Annual minimum streamflow series are also commonly subject to large-
scale trend analysis (Kumar et al., 2009; Lins and Slack, 1999; McCabe and Wolock, 2002; Zhang et al., 2001).
MAX Maximum daily streamflow is a widely used indicator for high flows and floods. Especially annual maximum time
series are regularly considered as they allow for a straightforward interpretation and can easily be analysed through
the generalized extreme value distribution (Katz et al., 2002). Time series of annual maximum streamflow have been
subject to regional and global trend assessments (e.g. Do et al., 2017; Hall et al., 2015; Kumar et al., 2009; Kundzewicz
et al., 2005; Lins and Slack, 1999; McCabe and Wolock, 2002; Small et al., 2006; Zhang et al., 2001).
MIN7 Time series of minimum 7-day mean streamflow have been repeatedly used as a low-flow and drought metric. Through
the smoothing operation, MIN7 is less sensitive to small day-to-day fluctuations, but focusses on sustained periods with
limited water availability. MIN7 time series have e.g. been subject to large scale trend assessments (Kumar et al., 2009;
Small et al., 2006; Stahl et al., 2010; Svensson et al., 2005).
MAX7 Time series of 7-day mean maximum streamflow do not focus on the highest water levels ever recorded, but rather on
sustained periods of very high flow. Time series of MAX7 have e.g. been used to assess streamflow trends in India






Percentiles of daily streamflow provide together with MIN and MAX an approximation of the empirical cumulative
distribution function (ECDF) of daily streamflow for each considered seasonal or yearly time period. These indices are
not provided on monthly resolution, as it appears to be excessive to compute percentiles in 10 % steps based on 28 to 31
daily values. Note also that an alternative definition of the ECDF is also referred to as the flow-duration curve (FDC) in
the hydrological literature. The difference between the ECDF and the FDC is that the FDC uses an inverse definition of
percentiles (exceedance frequencies), such that high values correspond to low flows (Tallaksen and van Lanen, 2004;
Vogel and Fennessey, 1994). Besides approximations of the ECDF, the percentile series can be used to characterize
“moderate extremes” (Zhang et al., 2011), i.e. very high or very low values that can occur several times each year and
are hence more robust to quantify. Sets of annual percentile series have for example been used to investigate regional
low- and high-flow dynamics in Europe (Gudmundsson et al., 2011) and have been subject to regional-scale trend
assessments (Lins and Slack, 1999; McCabe and Wolock, 2002; Zhang et al., 2001).
CT The centre timing is an index that is sensitive to changes in the seasonal cycle. Lower values indicate that more than
half of the annual discharge has occurred earlier in the year. That means, that values smaller or equal than 182 would
correspond to a year for with at least half of the streamflow volume has occurred in the first half of the year. Note that
CT is usually defined for hydrological years in the literature and that the precise definition of CT can vary between
studies (Hidalgo et al., 2009; Moore et al., 2007; Rauscher et al., 2008; Regonda et al., 2005; Stewart et al., 2005). Here
we compute CT for calendar years to ensure consistency with the remaining indices and because the definition of the
hydrological year depends on local climate conditions. Time series of CT have been used to assess changes in the timing
of the seasonal cycle of streamflow in several regional studies (Hidalgo et al., 2009; Moore et al., 2007; Rauscher et al.,
2008; Regonda et al., 2005; Stewart et al., 2005).
DOYMIN The timing of annual minimum flow can provide valuable information on the processes underlying low flows. For
example, in snowy regions, the minimum flow often occurs in the winter months, whereas in other regions minimum
flows occur in the season with low precipitation and large atmospheric water demand. We are not aware of any study
that is explicitly analysing time series of DOYMIN.
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Table 4. Continued.
Abbrev. Commentary
DOYMAX The timing of annual maximum streamflow can be a valuable indicator for the flood generating processes. In cold
regions annual, maximum flow is often associated with snowmelt, while in other regions it may be associated with
intense convective precipitation during the warm season or soil moisture. Time series of DOYMAX have for example
been used to assess trends in the timing of floods in Europe (Blöschl et al., 2017) and Canada (Cunderlik and Ouarda,
2009).
DOYMIN7 Overall the interpretation of DOYMIN7 is analogous to the interpretation of DOYMIN. Note, however, that DOXMIN7
is representative of a 7-day period of sustained low flows and is less sensitive to outliers. We are not aware of any study
that is explicitly analysing time series of DOYMIN.
DOYMAX7 Generally, the interpretation of DOYMAX7 is analoguous to the interpretation of DOYMAX, although DOYMAX7
represents a 1-week period of sustained high flows and is less sensitive to outliers. We are not aware of any study that
is explicitly analysing time series of DOYMAX7.
GINI The Gini coefficient is a metric that was originally established in economic sciences as a measure of economic inequality
(Ceriani and Verme, 2012). It is a measure of dispersion that is not dependent on the absolute value of the variable under
consideration and can be interpreted as a measure of the variability implied by the flow duration curve. It is therefore,
like the CV, a relative variability measure that can easily be compared among different regions. Although we are not
aware of any study investigating annual GINI time series derived from streamflow, relevant applications to observed
precipitation (Rajah et al., 2014) and global hydrological model output (Masaki et al., 2014) are emerging.
3.1.3 Reliability of index values
Not all daily time steps have observations, and some daily
observations have been flagged as suspect and were therefore
removed. Consequently yearly, seasonal and monthly index
values are not equally reliable. To allow users to judge the re-
liability of index values at individual time steps, the number
of daily values used for index calculation at each time step is
provided. Based on the recommendations of ECA&D13, the
following rules for daily data availability can be applied to
identify reliable index values.
1. Index values at a yearly time step are reliable if at least
350 daily observations are declared reliable.
2. Index values at a seasonal time step are reliable if at
least 85 daily observations are declared reliable.
3. Index values at a monthly time step are reliable if at least
25 daily observations are declared reliable.
Note, however, that these are very conservative rules which
may be relaxed depending on the needs of specific applica-
tions.
3.2 Example time series
To provide a first impression of the considered indices, Fig. 2
shows all indices at annual resolution for Wiese at Zell, lo-
cated in south-western Germany. In addition, Fig. 3 shows
the MEAN at monthly, seasonal and yearly resolutions of the
same river.
3.3 Temporal coverage of yearly, seasonal and annual
indices
Figure 4a displays the number of years covered by all consid-
ered time series, highlighting both large variations in station
density and time-series length, which is consistent with the
availability of the original daily time series (Do et al., 2018a).
To better appraise regional differences in temporal coverage,
Fig. 4b shows the distribution of the number of years that
are typically available for each station for major continental
regions. The median time-series length is longest for North
America and Europe and shortest for Oceania and Asia. The
above-mentioned daily quality control (Sect. 2) as well as
ECA&D13 criteria for judging the reliability of yearly, sea-
sonal or monthly index values (Sect. 3.1.3) imply that the
space–time coverage of the index data is not equal to the
coverage of the original daily time series. Figure 4c shows
the distribution of the fraction of time steps that were classi-
fied as reliable for the considered continental regions and for
yearly, seasonal and monthly resolutions. Overall the figure
highlights that the fraction of reliable time steps is largest for
the Americas, Europe and Asia, while it is lowest for Oceania
and Africa. Furthermore, it should be noted that the fraction
of reliable time steps is lowest for yearly indices. This is re-
lated to the fact that full years are deemed unreliable when
fewer than 350 valid observations are used for computation
(following the ECA&D13 rules). Note however that the rel-
atively strict ECA&D13 rules can be relaxed and should be
adapted depending on user needs.
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Figure 2. All considered indices at yearly resolution, shown for the River Wiese at Zell, south-western Germany. Yearly values are only
displayed if they contain at least 350 reliable daily observations. See the text for details on units, interpretation and reliability classification.
4 Homogeneity assessment
4.1 Methods for homogeneity assessment
4.1.1 Homogeneity tests
Any environmental time series can be subject to inhomo-
geneities, i.e. unnatural sudden shifts in their statistical mo-
ments. In the simplest case, such inhomogeneities could be a
jump in the mean between two time periods (see Fig. 5, top),
but also changes in variability (e.g. reduced peak flows) or
shifts in higher-order moments. The reasons for such inho-
mogeneities in streamflow time series are manifold, but they
can “be related to changes in instrumentation, gauge restora-
tion, recalibration of rating curves, flow regulation or channel
engineering” (Gudmundsson and Seneviratne, 2016). As all
the above-mentioned factors can be detrimental to a scien-
tific investigation, it is essential to check time series against
inhomogeneities. Here we apply a previously utilized collec-
tion of tests (Gudmundsson and Seneviratne, 2016), which is
recommended by ECA&D13 and has been thoroughly tested
for temperature and precipitation indices (Wijngaard et al.,
2003). This collection of tests contains (i) the standard nor-
mal homogeneity test (Alexandersson, 1986), (ii) the Buis-
hand range test (Buishand, 1982), (iii) the Pettitt test (Pettitt,
1979), and (iv) the von Neumann ratio test (von Neumann,
1941). For the application of the above-mentioned collection
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Figure 3. Monthly, seasonal, and yearly MEAN for the River Wiese
at Zell, south-western Germany. Index values are only displayed if
they fulfil the ECA&D13 data availability criteria. See the text for
details.
of tests, we rely on tables that provide critical values of the
test statistics for a given sample size that have been deter-
mined using Monte Carlo methods (ECA&D13). These ta-
bles only report critical values for a sample size of 20 and
larger. Therefore, the tests can only be applied if at least 20
yearly, monthly or seasonal time steps are available. Prior to
homogeneity testing, yearly, seasonal and monthly index val-
ues that are classified as unreliable according to ECA&D13
(see Sect. 3.1.3) are set to missing. Missing values were re-
moved after pre-whitening of yearly, seasonal and monthly
index time series (see Sect. 4.1.2).
4.1.2 Pre-whitening
As the considered homogeneity tests rely at least on the
assumption that the data are stationary, independent and
identically distributed, all indices are pre-processed (pre-
whitened), aiming to reduce effects of (i) trends, (ii) season-
ality, and (iii) serial correlation. For the pre-whitening proce-
dure, linear trends and mean seasonal cycles were removed
using a linear least-squares regression model which captures
both the trend and the mean values as x = b + at , where b is
the intercept, a is the trend and t is time.
1. For yearly indices, the linear model is fitted to and sub-
tracted from the complete time series. This results in a
time series with zero mean and no linear trend.
2. For seasonal indices, the linear model is fitted to and
subtracted from the time series for each season (DJF,
MAM, JJA, SON) individually. This results in a time
series with seasonal resolution in which each season has
a zero mean and no linear trend.
3. For monthly indices, the linear model is fitted to and
extracted from the time series for each month (January,
February, etc.) individually. This results in time series
with monthly resolution in which each month has a zero
mean and no linear trend.
As the detrended and de-seasonalized time series may still
exhibit serial correlation, they were further pre-whitened by
fitting a lag-1 autoregressive model and then obtaining the
residuals, which are then subjected to the homogeneity anal-
ysis (Burn and Elnur, 2002; Chu et al., 2013; Gudmundsson
and Seneviratne, 2016). The lag-1 autoregressive model is
fitted using maximum likelihood estimation.
4.1.3 Classification of station homogeneity
To effectively combine the information of the four con-
sidered homogeneity tests, we classify the homogeneity of
yearly, monthly and seasonal time-series indices following
recommendations of ECA&D13:
1. useful: one or no tests reject the null hypothesis at the
1 % level;
2. doubtful: two tests reject the null hypothesis at the 1 %
level;
3. suspect: three or four tests reject the null hypothesis at
the 1 % level.
Note, however, that depending on the application, these rules
may be either too relaxed or too conservative. In addition, we
also introduce the following categories to account for special
circumstances that can occur in this large-scale application:
4. not sufficient data: less than 20 yearly, seasonal or
monthly reliable index values are available;
5. constant: all yearly, seasonal or monthly time steps have
the same value;
6. error: an error (e.g. numerical convergence issue) oc-
curred at any processing step.
4.2 Homogeneity testing of all yearly, seasonal and
monthly time-series indices
The homogeneity analysis is applied to all indices at yearly,
seasonal and monthly resolution. The rationale for apply-
ing the four tests to all indices individually is that inhomo-
geneities at a particular location might be relevant only for
a subset of indices, while other indices are not affected. For
example, it is possible that a change in instrumentation will
affect peak flows, while low flows are not affected. For this
homogeneity assessment, all yearly, seasonal and monthly
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Figure 4. Temporal coverage of streamflow time-series indices. (a) Map of the number of years covered by each time series under consider-
ation. (b) Distribution of the number of years available per time series for the continental regions of the world. (c) Distribution of the fraction
of time steps that are classified as reliable using the ECA&D13 data availability criteria. Boxplots show the interquartile range (box) and the
median (vertical bar); the whiskers extend to the most extreme point, which is not more than 1.5 times the interquartile range away from the
box; outliers are omitted.
time steps that are classified as reliable (Sect. 3.1.3) are con-
sidered. This results in a conservative assessment as (i) strict
data-availability criteria are applied, and (ii) because inho-
mogeneities could occur in a time window not relevant to a
study. Therefore, the presented results can be used for a gen-
eral overview of time-series homogeneity, but their suitabil-
ity should always be re-considered prior to specific applica-
tions.
Figure 5 illustrates the results of the homogeneity assess-
ment for the MEAN index for the North Umpqua River in the
US. The top panel shows the monthly MEAN index, which
displays a sudden jump after the first third of the record.
This jump may for example be the result of upstream flow
regulation and would be detrimental for climatological in-
vestigations. The lower panel shows the time series after the
above-mentioned pre-whitening procedure was applied. The
seasonal cycle is effectively removed and obtaining the resid-
uals from the lag-1 autoregressive model reduced the magni-
tude of the sudden jump. Note also the spurious trend, which
is an artefact of the de-trending that occurs in the presence of
strong, sudden shifts in the mean. Nevertheless, three of the
four considered tests identify this inhomogeneity at the 0.01
significance level, and the series is classified as suspect.
Global summaries of the number of stations in different
homogeneity classes are shown in Fig. 6. Owing to the re-
duced number of time steps, the homogeneity testing could
only be applied for approximately half of the locations at
yearly resolution. Nevertheless, the homogeneity assessment
highlights that the other half of the yearly indices can be con-
sidered “useful” at many locations. Only a small number of
the low-flow indices (e.g. MIN, P10, P20, P30) had “con-
stant” values and other issues were rarely detected. For both
seasonal and monthly resolution, the number of stations with
sufficient data for homogeneity assessment increased signifi-
cantly, although it is important to recall that the homogeneity
tests were in many cases applied to relatively short records
(i.e. at least 20 seasons or 20 months respectively). Most of
the seasonal and monthly time series with sufficient data are
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Figure 5. Homogeneity assessment of monthly mean flow of the
North Umpqua River, US. (a) Monthly mean observations. (b) Pre-
whitened observations together with the time step at which the stan-
dard normal homogeneity test, the Buishand range test and the Pet-
titt test identified a breakpoint at the 0.01 significance level.
classified as “useful”, but a number of “doubtful” and “sus-
pect” values were also detected. At a few locations, low-flow
indices had constant values.
Figure 7 shows continental summaries of the homogeneity
assessment at yearly, seasonal and monthly timescales and
highlights the number of stations at which all indices were
classified as useful according to the ECA&D13 criteria. In-
terestingly, the fraction of time series for which all indices
have been classified as “useful” remains approximately con-
stant irrespective of the considered time resolution. Figure 8
illustrates the effect of data availability criteria (Sect. 3.1.3)
and the homogeneity assessment of the number of stations
for each time step. Regardless of the temporal resolution, the
number of stations reduces significantly when the homogene-
ity criterion is applied. This effect is more prominent at finer
temporal resolution (monthly), as adding the “all indices ho-
mogenous” criterion removes approximately half of the el-
igible time series (bottom panel of Fig. 8). Note, however,
that the presented summaries can only act as a rough guide
on data availability, as criteria for including or excluding spe-
cific stations will depend on the objectives of individual fu-
ture assessments.
5 Data availability and overview of the data product
5.1 Data availability
The data described in this paper are freely available as a
compressed zip archive that can be downloaded from https://
doi.pangaea.de/10.1594/PANGAEA.887470 (Gudmundsson
et al., 2018). The zip archive contains (i) a readme file, (ii) all
time-series indices and (iii) the results of all homogeneity
tests. Note that the data are accompanied by additional infor-
mation on the data collection process, catchment boundaries
and selected catchment properties (Do et al., 2018a, b).
5.2 Time series of yearly, seasonal and annual indices
The indices derived from daily streamflow time series as de-
scribed in Sects. 2 and 3 are stored in the INDICES direc-
tory. To address the different temporal resolution of the avail-
able indices (yearly, seasonal and monthly scales), the GSIM
indices were organized into three respective subdirectories
where each GSIM station is represented through a text file.
For instance, indices at yearly resolution derived from the
station with the identifier “AR_0000006” are stored as a text
file called “AR_0000006.year” in the “yearly” sub-directory.
Indices at seasonal and monthly resolution are stored as
“AR_0000006.seas” and “AR_0000006.mon” in the respec-
tive (“seasonal”, “monthly”) sub-directories.
An identical data structure was adopted across all time-
series files, with basic metadata (e.g. station identifier, station
name, river name) stored in the header, and all index time
series written in subsequent lines as a table, where (i) the
first column contains the date, which is by convention the last
day of the respective yearly, seasonal or monthly time step;
(ii) the subsequent columns contain the index values, with
column names corresponding to the abbreviations introduced
in Table 4; and (iii) the last two columns contain information
on the number of (missing) daily values used to compute the
index.
5.3 Homogeneity of time-series indices
The results of the homogeneity analysis are stored in three
tables, representing indices at yearly, seasonal and monthly
resolution which are placed in the HOMOGENEITY direc-
tory and contain information on all stations. There is an
identical structure for these three text files, with the first 13
columns containing important metadata such as the station
identifier, name of the gauging location, and first and last
time steps of the index time series. The remaining columns
contain the results of four homogeneity tests that are de-
scribed in the paper, and thus each index is accompanied by
four columns (corresponding to the results of the (1) standard
normal homogeneity test, (2) the Buishand range test, (3) the
Pettitt test and (4) the Neuman ratio test).
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Figure 6. Global summary of the homogeneity analysis for all considered indices at yearly, seasonal and monthly resolution. Shown are the
number of stations that are classified as (1) useful, (2) doubtful, (3) suspect, (4) not sufficient data, (5) constant and (6) error according to
Sect. 4.1.3. Note that all six categories do occur, although some of them are rare and thus barely visible in the figure.
Figure 7. Continental summary of the homogeneity analysis for yearly, seasonal and monthly indices. Shown are the total number of stations
at which all indices are classified as useful according to the criteria of ECA&D13, stations that did not have sufficient data for the application
of the homogeneity analysis, and all other stations (other categories).
6 Summary and conclusions
Together with Do et al. (2018a) (Part 1), this paper presents
the Global Streamflow Indices and Metadata Archive
(GSIM), which is a unique collection of streamflow observa-
tions at more than 30 000 stations around the globe. In Part 1
(Do et al., 2018a) of the paper series we focussed on the
collection and merging of freely available streamflow data
worldwide. Part 1 also introduced shapefiles of catchment
boundaries together with essential catchment properties such
as land cover, topography and mean climatic conditions. As
not all data providers allow for a free distribution of unpro-
cessed daily values, we followed in Part 2 an approach that
has been established through the ETCCDI in climate research
(Klein Tank et al., 2009; Zhang et al., 2011) and introduced a
set of time-series indices that can be used to assess the water
balance, seasonality, low flows and floods, which are made
freely available to serve the scientific community.
While focussing on time-series indices facilitates the re-
distribution of the data, this approach inevitably comes with
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Figure 8. Temporal evolution of global station coverage, conditional on different data-selection criteria for yearly, monthly and seasonal
timescales. Successively, the following criteria are applied: (i) all stations that at least one observation for the respective time step (i.e. year,
season, month). (ii) Stations that have at least a critical number of observations for each time step (critical values depend on the timescale;
see Sect. 3.1.3). (iii) Stations that have at least a critical number of observations for the equivalent of 20 station years (i.e. 20 yearly values,
20 × 4 = 80 seasonal values, 20 × 12 = 240 monthly values). (iv) Stations where criterion (iii) applied and all indices were considered to be
useful in the homogeneity analysis (see Sect. 4.1.3).
inherent limitations. For example, many applications, includ-
ing hydrological or ecological modelling, may require daily
resolution data and other studies may depend on indices not
included in the presented collections. Consequently, some
users may prefer to seek out the original data sources (see de-
tails in Do et al., 2018a) and access the raw daily streamflow
values in that manner. Nevertheless, we would like to also
highlight the advantages of time-series indices: a benefit of
having pre-processed the daily streamflow data into indices
is that they can be readily used in studies across large regions
with minimal handling of raw data files. In addition, the se-
lected indices foster a wide variety of assessments, including
water balance calculations, extreme event analysis and the
identifications of trends in the world’s freshwater resources.
To ensure the reliability of the published data, we first eval-
uated the quality of individual daily values through a combi-
nation of quality flags developed by the data providers and a
transparent numerical screening approach. Subsequently, the
homogeneity of yearly, seasonal and monthly indices was as-
sessed using reproducible methods, aiming at aiding poten-
tial users to gauge the suitability of individual time series
for their research questions. Note, however, that it is not the
intent of this project to derive a single “best” dataset, for ex-
ample, by considering a pre-defined baseline period which
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gauges must cover, or by derivation of a so-called “high-
quality” dataset by applying a rigorous set of quality crite-
ria to available stations. While these approaches are of high
value if a dataset is tailored to a specific application, the
emphasis of GSIM is to provide a large database of stream-
flow observations by collating and standardizing many data
sources around the world.
Given that data quality requirements can vary substan-
tially, it will remain the work of individual users to establish
selection criteria for each study, thereby finding a trade-off
between data quantity (number of gauges) and data quality
(record length, missing periods). While the criteria used to
gauge the usability of the indices are based on the recom-
mendations of ECA&D13, they necessarily rely on subjec-
tive decisions on what constitutes a “reliable index”. For ex-
ample, in some climates a gauge may be “reliable” and yet
unable to provide measurements for part of the year (e.g. sea-
sonally dry or cold climates). For this reason, attempts have
been made to provide flexibility, aiming at facilitating the
user to judge upon “reliability” in the context of their applica-
tions. Nonetheless, it is our hope that enabling a wide usage
of streamflow indices might also lead to greater scrutiny of
the data, accumulated knowledge of performance of each site
and improved methods for judging the quality of streamflow
observations.
There are numerous unsettled scientific questions at the
global scale that this dataset has the potential to support.
For example, there are unresolved questions around the re-
lationship between trends in rainfall extremes and hydrolog-
ical extremes (Do et al., 2017; Westra et al., 2013), as well
as developing a better understanding of the influence of hu-
man activities on the hydrological cycle more broadly (Bar-
nett et al., 2008; Blöschl et al., 2017; Destouni et al., 2013;
Gudmundsson et al., 2017; Hegerl et al., 2015; Jaramillo
and Destouni, 2015). Expanding upon recent methodological
developments (Gudmundsson and Seneviratne, 2015, 2016),
the newly assembled data may act as a basis for developing
gridded global-scale observation-based data products. There
are also likely to be many applications in fields as diverse as
hydro-ecology, water quality modelling, environmental as-
sessment and socio-hydrology. We therefore expect the pre-
sented data to be a valuable source of information to answer
pending questions in global freshwater research, e.g. in the
context of the World Climate Research Program Grand Chal-
lenge on Water Availability (Trenberth and Asrar, 2014) or
the international research efforts on “Change in hydrology
and society” (Montanari et al., 2013).
The significant increase in global gauge density and record
length through the GSIM archive would not have been pos-
sible without the fact that water agencies are increasingly
making data accessible online. However, the benefits of this
new collection are overshadowed by challenges that are es-
sentially bureaucratic in nature: how to systematically col-
late, maintain and improve streamflow data globally and who
should do it. While agencies such as the GRDC would pro-
vide a natural fit for this type of task, they are currently con-
strained in their capacity to commit to a regular and system-
atic upkeep of such a global dataset. This paper series rep-
resents a one-off initiative of the authors, requiring over a
year’s worth of checking and evaluation and with little to
no capacity for updating or extending the dataset. While it
is possible that updates might be achieved through similar
future efforts from the community, they are likely to be ad
hoc and far from ideal. There are many troubles that can
result from patchwork efforts of data collating, including
(i) orphaned versions that persist in usage despite updated
data being available, (ii) gauges or regions becoming out-
of-sync, (iii) repeated needs to identify duplicates in over-
lapping datasets, (iv) information loss between versions and
poor upkeep of documentation, (v) competing or “forked”
databases, and many more. To remedy this situation, the hy-
drological community needs to collectively improve the or-
ganization of initiatives for coordinated systems that facil-
itate updating, storage and documentation of existing data,
and to lobby for existing closed databases to be made open
and accessible. As part of a global imperative for improved
streamflow data, there are a number of additional activities
researchers might undertake. These include (i) providing new
analyses that improve the quality and understanding of the
existing database; (ii) developing new automated methods
that can be used systematically to maintain or improve the
quality of the instrumental record; (iii) providing additional
streamflow observations from missing or currently inacces-
sible datasets; and (iv) deriving new observational data prod-
ucts though better ground-truthing of remote-sensed vari-
ables, reanalysis from hydrological models or upscaling of
in situ observations using machine learning.
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Abstract This study investigates global changes in indicators of mean and extreme streamflow. The
assessment is based on the Global Streamflow Indices and Metadata archive and focuses on time series of
the annual minimum, the 10th, 50th, and 90th percentiles, the annual mean, and the annual maximum of
daily streamflow. Trends are estimated using the Sen‐Theil slope, and the significance of mean regional
trends is established through bootstrapping. Changes in the indices are often regionally consistent, showing
that the entire flow distribution is moving either upward or downward. In addition, the analysis confirms
the complex nature of hydrological change where drying in some regions (e.g., in the Mediterranean) is
contrasted by wetting in other regions (e.g., North Asia). Observed changes are discussed in the context of
previous results and with respect to model estimates of the impacts of anthropogenic climate change and
human water management.
Plain Language Summary Studies of trends in streamflow data from across the globe are
essential for understanding patterns and changes in water availability (e.g., regions of deficit and
abundance) and evaluating the fidelity of global water availability models. This study evaluates historical
trends in streamflow data, using a new data set of observations from over 30,000 sites around the world. The
study is comprehensive, looking at changes in low flows (defined as the lowest day of flow in each year),
average flows, and high flows (the highest day of flow in each year). An interesting outcome is that where
trends are present in a region, the direction of the trend is often consistent across all indices for that
region (consistently drier or wetter), as distinct from the possibility of stronger extremes (wetter maximums
and drier minimums).
1. Introduction
Among the most important implications of anthropogenic climate change are the potential for both large‐
scale changes in water availability (Greve et al., 2018; Schewe et al., 2014) and increases in the magnitude
and occurrence of floods and droughts (Hirabayashi et al., 2013; Prudhomme et al., 2014).
Simultaneously, the unprecedented scale of on‐ground human interventions in the water cycle—including
reservoir construction, irrigation, and land cover change—is also affecting terrestrial hydrology and might
even exceed the impact of future climate change in some regions (Haddeland et al., 2014).
To better anticipate future changes in the world's water resources and hydrological extremes, it is essential to
analyze already observed changes. Among all components of the terrestrial water cycle, streamflow (includ-
ing river flow) is arguably the variable that has beenmonitored with the highest station density and the long-
est temporal coverage (Fekete et al., 2012, 2015; Hannah et al., 2011) and is thus the best we have for
investigating past changes in water resources and hydrological extremes.
An increasing number of regional studies have drawn a complex picture of trends in annual streamflow sta-
tistics over several (sub)continents, including North America (Burn & Elnur, 2002; Douglas et al., 2000;
Hodgkins et al., 2017; Lettenmaier et al., 1994; Lins & Slack, 1999; Mallakpour & Villarini, 2015; McCabe
& Wolock, 2002; McClelland et al., 2006), South America (Genta et al., 1998; Marengo et al., 1998;
Pasquini & Depetris, 2007), Europe (Blöschl et al., 2017; Gudmundsson et al., 2017; Hannaford et al.,
2013; Hisdal et al., 2001; Hodgkins et al., 2017; Stahl et al., 2010), and Asia (Adam & Lettenmaier, 2008;
MacDonald et al., 2007; McClelland et al., 2006; Tananaev et al., 2016). It is, however, difficult to generalize
from these assessments, as they are often tailored to match conditions in a specific continent, consider
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different periods, and have variations in method and selected indices. Furthermore, little work has been
published for several important landmasses, including Africa and large parts of Eurasia.
Of the global studies that focus on trends in observed streamflow, some are dedicated to changes in the total
freshwater fluxes to the ocean, thereby focusing on the outlets of continental‐scale river basins (Alkama
et al., 2011; Dai et al., 2009; Dai & Trenberth, 2002; Labat et al., 2004; Milliman et al., 2008). Consistent with
the regional studies, these highlight spatially complex trend patterns. Although these assessments are of
high relevance for ocean and Earth system dynamics, they focus on the net terrestrial water balance and can-
not infer regional‐ to local‐scale changes.
Another branch of global studies has assessed streamflow trends of individual water bodies. Some studies
have focused on investigating changes in a few carefully selected large river basins (Jaramillo & Destouni,
2015; Kundzewicz et al., 2005; Milly et al., 2005; Svensson et al., 2005), thereby taking advantage of better
quality control of the individual records but suffering from relatively small sample sizes and sparse spatial
coverage. This is contrasted by other investigations that take advantage of large samples of available time
series with sufficient observations (Berghuijs et al., 2017; Do et al., 2017), thereby providing a richer spatial
picture of changes in water availability.
As for regional studies, there is a large heterogeneity between the individual global assessments, including a
wide range of research questions, different spatial sampling schemes, and different time periods. Some stu-
dies are dedicated to investigating mean flows (Alkama et al., 2011; Dai et al., 2009; Dai & Trenberth, 2002;
Jaramillo & Destouni, 2015; Labat et al., 2004; Milliman et al., 2008; Milly et al., 2005), while others focus on
floods (Berghuijs et al., 2017; Do et al., 2017; Kundzewicz et al., 2005; Svensson et al., 2005) or low‐flow indi-
cators (Svensson et al., 2005). In summary, the heterogeneity of past global‐scale assessments makes it diffi-
cult to draw generalized conclusions on observable changes of streamflow around the world.
This study updates previous assessments of worldwide changes in streamflow, using a database with unpre-
cedented spatial coverage of streamflow observations and using indicators of low, mean, and high flows. To
account for regional differences in data availability, trends are analyzed for three overlapping 40‐year peri-
ods from 1951 to 2010, maximizing the spatiotemporal coverage of the investigation. Finally, the significance
of the observed trends is established at the subcontinental scale.
2. Data
Streamflow observations are taken from the Global Streamflow Indices and Meta data archive (GSIM; Do
et al., 2018b; Gudmundsson et al., 2018b), which is available in the public domain (Do et al., 2018a;
Gudmundsson et al., 2018a) and holds information from more than 30,000 gauging stations. Annual time
series information is available through indices computed from daily values that represent a wide range of
flow properties at monthly, seasonal, and yearly resolution. Here the following indices are considered:
1. Low flows are represented through time series of the annual minimum (MIN) and the annual 10th per-
centile (P10).
2. Average flow conditions are characterized using the annual mean (MEAN) and the annual 50th
percentile/median (P50).
3. High flows are represented through time series of the annual maximum (MAX) and the annual 90th per-
centile (P90).
Daily time series used to compute the GSIM indices underwent a formal quality assessment (Gudmundsson
et al., 2018b). The assessment utilized quality flags from individual data providers and automated screening
methods that flag implausible values. Only daily records that passed this assessment were used for index cal-
culation. Because the extremal indices (MIN, P10, P90, and MAX) are sensitive to data availability, years
with less than 350 valid daily observations were set to missing for each station, as recommended by ECA,
& D Project Team, and K. Royal Netherlands Meteorological Institute (2013; hereafter ECA&D13).
Note also that GSIM combines information from all gauging stations from the contributing data bases.
Consequently, both near‐natural and regulated catchments are included (Do et al., 2018b; Gudmundsson
et al., 2018b). In this study no attempt is made to distinguish between these cases. Instead, trends in the com-
plete observational record are documented, as changes in atmospheric boundary conditions and human
water management might both trigger changes in streamflow.
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Given the complex nature of in situ observations entering the GSIM archive, spatial and temporal coverage
of the considered streamflow time series varies substantially around the globe. Therefore, and because
trends can be influenced by decadal variability, the following 40‐year periods were analyzed: 1951–1990,
1961–2000, and 1971–2010. Based on previously suggested data availability criteria (ECA&D13) for trend
analysis, only stations where at least 70% of the years are available were considered. This criterion was
applied to each of the 40‐year periods separately. As a result, the spatial coverage differs across the periods.
The significance of trends is evaluated at the subcontinental scale by grouping stations into 26 regions that
were designed for analyzing regional climate change and are defined in the Special Report on Extremes of
the Intergovernmental Panel on Climate Change (Seneviratne et al., 2012; later referred to as SREX regions).
Figure 1 shows the SREX regions alongside the number of stations that fulfill the data availability criteria for
each region and each 40‐year period. Only regions and periods with at least 50 stations were considered for
subcontinental‐scale assessment.
3. Trend Estimation
Following previous studies (Stahl et al., 2010, 2012), trends at individual stations were computed using the
robust Sen‐Theil slope estimator (Sen, 1968). To make trend estimates from catchments with different sizes
Figure 1. Subcontinental regions defined by the Special Report On Extremes (SREX; Seneviratne et al., 2012). Top: world
map of all regions, where regions with more than 50 stations with sufficient data in at least one of the three considered
40‐year periods are highlighted in red. Bottom: number of stations with sufficient data for each period and each SREX
region. The red line indicates the 50‐station threshold.
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and from different climates comparable, they are expressed in units of percent change per decade (i.e.,





where Ts is the trend at location s in units of percentage change per decade, τs is the Sen‐Theil slope estima-
tor, and xs is the mean of the index time series.
To be able to detect changes at the level of the SREX regions, a resampling method is proposed that accounts
for within‐region spatial dependence (Burn & Elnur, 2002; Douglas et al., 2000; Wilks, 2011).
The regional trend test is as follows:
1. For a given region, compute the regional trend, Ts defined as the average of all Ts in that region.
2. Repeat 2,000 times:
2.1 Resample with replacement the year order of all data within the region while maintaining the spatial
dependence within individual years, following the procedure described in Burn and Elnur (2002).
2.2 Compute at each locationT*s, the trend expressed in percent change per decade of the resampled time series.
2.3 Compute the regional trend, T
*
s , as the regional mean of T
*
s.
3. Estimate p, that is, the probability of Ts on the distribution of T
*




Significance of regional trends is reported at the p < 0.01 and p < 0.1 level for negative trends and at
the p > 0.9 and p > 0.99 level for positive trends.
Note that this procedure is related to previously suggested closed‐form (Helsel & Frans, 2006) and
resampling‐based (Douglas et al., 2000) regional adaptations of the Mann‐Kendal trend test. However, the
method introduced here does not require the additional step of computing the Mann‐Kendall statistic.
Instead, it operates on the variable of interest, the regional trend (Ts ). We note that regional testing proce-
dures have the inherent limitation that they cannot consider subregional variability, with the potential for
groups of stations with positive and negative trends to mask each other out.
4. Results and Discussion
4.1. Overview
Figure 2 maps the trend magnitude of the time series indices for each period. Visual inspection of the results
highlights that streamflow is not changing uniformly around the world and that the considered period can
have significant effects on both the sign and magnitude of the trend.
To better understand the nature of the observed trends, Figure 3 shows the regional trends, which often
point in the same direction across all indices. In the following, these regional changes will be summarized
and discussed in the context of selected observational studies. In addition, the observed change patterns will
be put into the context of model projections of water availability (precipitation minus evapotranspiration;
Greve et al., 2018) and runoff (Haddeland et al., 2014). Note that the aforementioned studies are based on
different model ensembles, each having their distinct characteristics. Greve et al. (2018) is based on the
CIMIP5 ensemble (Taylor et al., 2011) that includes a large sample of global climate models but does not
account for human water management and land cover change. Conversely, Haddeland et al. (2014) is based
on the Inter‐Sectoral Impact Model Intercomparison Project (ISIMIP) Fast Track ensemble (Warszawski
et al., 2014) of global hydrological models driven with selected global climate models that accounts for both
climate change and on‐ground human activities. Finally, it is noted that ocean‐atmosphere oscillations can
be an important influence on decadal streamflow variability that have been studied elsewhere in great detail,
including, for example, global (Wanders & Wada, 2015; Ward et al., 2010), North America (Burn, 2008;
Tootle et al., 2005; Tootle & Piechota, 2006), Europe (Bouwer et al., 2006, 2008; Kingston et al., 2012), and
Australia (Kuhnel et al., 1990; Verdon et al., 2004) assessments.
4.2. North America
North America has the highest number of stations of all the continents considered. In West North
America (WNA) there is no consistent change pattern. Increasing regional average low flows (MIN
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and P10) are detected for the 1951–1990 and 1961–2000 periods, whereas decreasing mean annual flows
(MEAN) and high flows (P90) are found in the 1971–2010 period. In contrast, streamflow has increased
significantly in Central North America (CNA) throughout the first two periods (1951–1990 and 1961–
2000) across all indices, except for the annual maximum flow (MAX). This wetting tendency weakens
in 1971–2010, where only MIN and P10 show a significantly increasing regional trend. There has been
an increase in streamflow in East North America (ENA) over the first two periods (1951–1990 and
1961–2000), which is most pronounced for low flows and mean flows but less pronounced for high flows.
In 1971–2010, the change pattern reversed, with a significantly declining regional trend for all indices
except P90.
Overall, the results confirm previous assessments that focus on observations prior to the year 2000 in the
United States (Douglas et al., 2000; Lettenmaier et al., 1994; Lins & Slack, 1999; McCabe & Wolock, 2002).
These studies emphasize the tendency for increasing low and mean flows throughout the region, which is
particularly pronounced in the central north of the U.S. There is also agreement in the lack of observed
annual maximum trends, although only a few studies have focused on the period after 2000 (Hodgkins
et al., 2017; Mallakpour & Villarini, 2015).
Based on simulations of the CMIP5 ensemble, Greve et al. (2018) report a clear tendency toward wetter con-
ditions in WNA and ENAwith no clear change pattern in CNA. Conversely, Haddeland et al. (2014) report a
Figure 2. Trends in annual indicators of mean and extreme streamflow. Columns represent three 40‐year periods. Rows represent the annual minimum (MIN), the
annual 10th percentile (P10), the annual 50th percentile (P50), the annual MEAN (MEAN), the annual 90th percentile (P90), and the annual maximum (MAX).
SREX regions with at least 50 stations with sufficient data are highlighted. See supporting information for high‐resolution maps.
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tendency for decreasing water availability, especially in the south of North America, which is triggered by
human water and land management as simulated in the considered ISIMIP model ensemble. None of these
are directly comparable with the observed change patterns, which exhibit shifting signs in both WNA and
ENA throughout the study period.
Figure 3. Regional trends for SREX regions with at least 50 stations in one of the considered periods. Regional trends are computed for all indicators of mean and
extreme streamflow. Significance of the regional trend is reported as the probability of the observed trend on the bootstrap distribution. Regional trends are
only provided for periods with at least 50 stations.
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4.3. South America
In South America, data availability increases throughout the study period. In the Amazon region (AMZ)
only the 1971–2010 period has more than 50 stations available. In this period, the median (P50) and high
flows (P90 and MAX) show a significant increasing regional trend. In North‐East Brazil (NEB) all indices
except P10 show a significant increasing regional trend in the 1951–1990 period. This pattern reverses there-
after, and all indices exhibit a negative regional trend for 1961–2000, although not all are significant. In the
1971–2010 period all indices show a significant declining regional trend. Southeastern South America (SSA)
has wetting trends in all indices in the first period. In the second period all indices except P90 also show sig-
nificant increasing trends, but this increasing tendency comes to an abrupt stop in the latter period, where
no significant trends are found in most of the indices.
Analyzing streamflow observations in the second half of the twentieth century, Marengo et al. (1998) did
find mostly positive trends in the region comprising parts of AMZ and NEB. This is partly consistent with
the presented results but does not report the reversing trend pattern in NEB occurring between the first
and second periods. For rivers draining to the south Atlantic, Pasquini and Depetris (2007) report complex
spatiotemporal trend patterns using observations up to the early 2000s. For a region similar to SSA, Genta
et al. (1998) report increasing discharge trends for the second half of the twentieth century with a tendency
to level off, which is in agreement with the presented results.
Overall, climate models from the CMIP5 ensemble suggest that both AMZ and NEB have a tendency for
becoming drier with increasing global mean temperatures, while SSA is likely to become wetter (Greve
et al., 2018). However, an alternative ensemble suggests that SSA might also become increasingly drier in
a warmer climate (Haddeland et al., 2014). On‐ground water and landmanagement is estimated to only have
a limited impact on freshwater resources in most parts of South America (Haddeland et al., 2014).
4.4. Europe
Europe is among the best monitored regions with respect to streamflow around the world. In North Europe
(NEU), only P90 exhibited a weak increasing regional trend in the 1951–1990 period. In 1961–2000 all
indices show a weak incline, while only MEAN, P90, and MAX are significant. In the 1971–2010 period
all indices showed a weak increasing trend, with significant MIN, P10, MEAN, and MAX suggesting a slight
upward shift of the annual daily streamflow distribution. In Central Europe (CEU), there is a significant
upward regional trend in MIN, P10, and P50 in the first period (1951–1990). In the subsequent period
(1961–2000) almost no changes occur except for MIN, which shows a weak positive regional trend. In the
last period (1971–2010) only MAX shows a weak significant regional trend in CEU. The South
Europe/Mediterranean (MED) region (note that all considered stations are in Europe) shows the strongest
and the most consistent pattern of the entire study. Here all indices show strong and significant declining
regional trends throughout all considered time periods, highlighting an overall reduction of freshwater
availability in this region.
Studies focusing on trends in flood frequency (Hodgkins et al., 2017) and drought indicators (Hisdal et al.,
2001) report that there is little evidence for changes in these quantities in Europe. However, several studies
have documented the tendency for drying in the South of Europe and increasingly wet conditions in the
north (Stahl et al., 2010, 2012). Through linking this observational pattern to historical climate model simu-
lations, the observed trends in pan‐European freshwater availability have been attributed to anthropogenic
climate change (Gudmundsson et al., 2017).
Future climate projections indicate a continuation of the observed trend pattern in Europe with increasingly
dry conditions in MED, wetting conditions in NEU, and little change in CEU (Greve et al., 2018; Haddeland
et al., 2014). In addition, Haddeland et al. (2014) indicate that human water and land management may also
contribute to declining streamflow values in southern Europe, which might have amplified the observed
strong negative trend throughout all aspects of the flow distribution.
4.5. Asia
Spatiotemporal data availability is variable over the Asian continent. In North Asia (NAS), all indices except
MAX show a significant increasing regional trend for the 1951–1990 and 1961–2000 periods. In the last per-
iod (1971–2010) there are less than 50 stations in this large region. In South Asia (SAS) only the 1971–2010
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period passes the data availability criteria, having a significantly declining regional trend inMEAN, P90, and
MAX. Relatively better data coverage is found in East Asia (EAS), with sufficient data to cover the last two
time periods (note that most stations are in Japan). For 1961–2000, MIN, P10, MEAN, and MAX show sig-
nificant increasing regional trends. For 1971–2010, the regional trends of MIN and P10 are
increasing significantly.
Several previous studies have documented increasing streamflow trends in the north of the Asian continent
(Adam & Lettenmaier, 2008; MacDonald et al., 2007; McClelland et al., 2006; Tananaev et al., 2016), which
appears to persist past the year 2000 and is also visible in hydrological extremes (Tananaev et al., 2016). A
regional study in the Indian subcontinent confirms the tendency toward decreased water availability and
attributes it to anthropogenic climate change (Mondal & Mujumdar, 2012).
Global climate models project that water availability will increase in NAS as a consequence of global warm-
ing (Greve et al., 2018). This is consistent with the observational results of the present study, and only limited
impacts of human management on water resources is expected (Haddeland et al., 2014). In SAS climate
models indicate that global warming will increase water availability (Greve et al., 2018), contrasting our
observational findings. However, the simulations assessed by Haddeland et al. (2014) suggest that human
land management is reducing runoff in the Indian subcontinent offering a possible explanation for the
observed signal. Also in EAS, climate models project increasing water availability in an warming climate
(Greve et al., 2018) and impacts of water and land management are only moderate (Haddeland et al., 2014).
4.6. Africa
Of the entire continent of Africa, only SouthernAfrica (SAF) has more than 50 stations fulfilling the data avail-
ability requirements. In the 1951–1990 period, low‐flow indices (MIN and P10) and the annual median (P50)
show significant decreasing regional trends. In 1961–2000 thisweak drying pattern is reinforced, and all indices
except P90 show significant negative trends, pointing at an overall decrease throughout the runoff distribution.
In the 1971–2010 period, however, this pattern weakens and only MIN shows a significant decline.
A comprehensive assessment of trends in a region similar to SAF found more decreasing than increasing
trends (Fanta et al., 2001), which is consistent with the findings of the present study. Overall, global climate
models suggest that increasing global mean temperatures are associated with drying conditions in SAF
(Greve et al., 2018), which might even be intensified through reduced flow rates triggered by human water
and land management (Haddeland et al., 2014).
4.7. Oceania
In Oceania, only South Australia/New Zealand (SAU) has sufficient data coverage to warrant analysis. Data
availability is not sufficient in the period 1951–1990. In 1961–2000, negligible change is observed, except
weak inclination in MIN. However, the last period (1971–2010) shows strong and significant negative regio-
nal trends of all indices considered, that is, a strong and significant reduction of the entire flow distribution.
Previous assessments of changes in streamflow (Petrone et al., 2010; Zhang et al., 2016) and annual maxi-
mum floods (Ishak et al., 2013) have reported declining trends in southern Australia. In southeastern
Australia, the first decade of the 21st century was particularly dry, sometimes referred to as the millennium
drought (Kiem et al., 2016; Low et al., 2015; Zhang et al., 2016).
On average, the climate models of the CMIP5 ensemble indicate only a weak change in water availability in
SAUwith increasing global mean temperatures (Greve et al., 2018). However, other simulations suggest that
both anthropogenic climate change and human water use may trigger a significant reduction of runoff in
south eastern Australia (Haddeland et al., 2014), which is consistent with the observed changes.
5. Summary and Conclusions
To date, there has been low confidence and a lack of consistent evidence regarding sign and magnitude of
trends in global river discharge during the twentieth century (Hartmann et al., 2013). Therefore, this study
presents a comprehensive update of global‐scale changes in indicators of mean and extreme streamflow
taken from the GSIM archive (Do et al., 2018b; Gudmundsson et al., 2018b). To enable this global overview
across all indicators, the focus of the analyses has been the significance and sign of change at the subconti-
nental scale, contrasting the common approach to solely report trend magnitudes for individual stations. In
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contrast to regional studies tailored to specific indices and with varying methods, a key benefit of this study
was the opportunity to consider multiple regions and multiple indices with a consistent method. The subse-
quent analysis highlights that streamflow trends have complex spatial patterns, preventing simple general-
izations of regional changes to the global scale.
A striking result is that in most cases the sign of regional trends is consistent across all indices. This implies
that the entire flow distribution is changing upward or downward in the respective regions, indicating gen-
erally wetter or drier conditions. In other words, increasing low flows are in most cases associated with
increasing high flows (and vice versa), contradicting the common notion that flood and drought risk may
increase simultaneously. Another feature of the results is that for some regions (West North America,
East North America, and North‐East Brazil) the sign of the trends has varied with respect to the considered
period, suggesting low‐frequency variability in the baseline climate signal and that care is needed in the
interpretation of the associated change patterns.
Among all considered regions, South Europe/Mediterranean had the strongest signal with consistent nega-
tive trends in all indices throughout all considered time periods. Other regions with predominantly negative
trends include Southern Africa, South Australia/New Zealand, and potentially South Asia. In addition,
Northeastern Brazil experienced drying conditions for the last two time periods but had a consistent wetting
trend for the first period. Consistent wetting trends were observed in Central North America, Southeastern
South America, North Europe, and North Asia, although the trend weakens for the last period in Central
North America and Southeast South America. Overall, these wetting trends are not equally visible in all
regions and throughout all indices.
While the number of gauges used in this study is unprecedented, the conclusions in regions with less data are
constrained (e.g., Asia) or muted (e.g., Africa), and further gains in data gathering would substantially
improve confidence (Do et al., 2018b). Consequently, spatiotemporal coverage of the observations remains
a limiting factor. Likewise, both the potentially uneven temporal distribution of available data in individual
time series and regional differences in spatial coverage are impacting the results. Finally, the focus on regio-
nal trends can mask subregional features. Nevertheless, the presented results provide for an unprecedented
view on streamflow trends around the world.
While this study has sought to interpret observed changes in the context of future climate projections (Greve
et al., 2018) and model estimates of the impacts of human water and land management (Haddeland et al.,
2014), it does not allow for a conclusive attribution of the observed changes to either of these factors. To this
end, formal detection and attribution methods (Bindoff et al., 2013; Gudmundsson et al., 2017) are needed,
which would allow for systematic testing of the hypothesis that both anthropogenic climate change and
human water and land management are impacting renewable freshwater resources and hydrological
extremes at the global scale. As end of the century projections of global water resources and hydrological
extremes increase in number and sophistication, an appreciation for trends in observed indicators of mean
and extreme streamflow provides a stronger basis for understanding future changes.
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Highlight fields 26 
● We review currently available data sets for large-sample hydrology (LSH) and 27 highlight the breadth of hydrological studies they underpin 28 ● We stress that LSH datasets are so far limited by their lack of comparability, 29 uncertainty estimates and characterisation of human impacts 30 ● We propose guidelines for new LSH datasets and coordinated actions to 31 overcome these barriers 32 
Abstract 33 
Large-sample hydrology (LSH) relies on data from large samples (tens to thousands) 34 of catchments to go beyond individual case studies and derive robust conclusions on 35 hydrological processes and models. Several LSH datasets have recently been 36 released, covering a wide range of regions and relying on increasingly diverse data 37 sources to characterise catchment behaviour. While these datasets offer novel 38 opportunities, they are also limited by their lack of comparability, uncertainty 39 




































































estimates and characterisation of human impacts. This article i) underscores the key 40 role of LSH datasets in hydrological studies, ii) provides a review of currently 41 available LSH datasets, iii) highlights current limitations of LSH datasets and iv) 42 proposes guidelines and coordinated actions to overcome these limitations. These 43 guidelines and actions aim to standardise and automatise the maintenance of LSH 44 datasets worldwide, and to enhance the reproducibility and comparability of 45 hydrological studies. 46 
1. Introduction: from comparative hydrology to large-sample hydrology 47 
Large-sample hydrology (LSH) makes use of datasets involving large samples of 48 catchments to derive robust conclusions on hydrological processes and models. LSH 49 finds its roots in the field of comparative hydrology (Kovács, 1984; Falkenmark and 50 Chapman, 1989), whose foundations were set in the framework of International 51 Hydrological Programme, launched by UNESCO in 1975. At that time, a practical 52 objective was to determine to what extent available hydrological techniques and 53 models, which were derived mostly for temperate regions of Europe and North 54 America, could be transferred to and applied in other regions. The more general 55 motivation of comparative hydrology is to learn from hydrological similarities and 56 differences between places around the world, and interpret these in terms of 57 underlying climate-landscape-human controls (e.g., Finlayson et al., 1986; 58 McMahon, 1982; Peel et al., 2001, 2004; Sivapalan, 2009; Troch et al. 2009; 59 Thomson et al., 2011).  60  61 LSH follows similar objectives but puts a stronger emphasis on the need to establish 62 robust principles by leveraging large samples of observations, which led to the name 63 of “large-sample hydrology”. Andréassian et al. (2006a) underscore that model 64 intercomparisons should be based on a significant number of catchments to deliver 65 robust conclusions that are not the result of chance. Similarly, Gupta et al. (2014) 66 insist that general hydrological principles should be derived from statistically 67 significant relationships, which are unobtainable with data from only a few 68 catchments. This makes LSH a branch, rather than a replacement of comparative 69 hydrology, and thus several comparative hydrology investigations can also be 70 classified as LSH research (e.g., Singh et al., 2014). 71  72 Alongside large-sample hydrology, large-scale hydrology has become established 73 (Cloke and Hannah, 2011; Wood et al., 2011; Bierkens, 2015). These two fields are 74 complementary, as they both provide generalisable knowledge on the terrestrial 75 water cycle across a range of hydroclimatic conditions. A notable difference between 76 them lies in the scale and spatial continuity of the area covered. A large sample of 77 catchments can cover a vast area, but this area is made of separate basins. In 78 contrast, large-scale hydrology explores “spatial scales greater than a single river 79 basin all the way up to the entire planet” to use the definition of Cloke and Hannah 80 




































































(2011). Further, while streamflow measurements are a cornerstone of catchment 81 hydrology and LSH, at larger spatial scales, the focus is traditionally on other fluxes 82 (e.g., evapotranspiration) and state variables (e.g, soil moisture). The gap between 83 these two fields is however quickly reducing, with the development of gridded 84 streamflow observations (Fekete et al., 2002; Gudmundsson and Seneviratne, 2016; 85 Ghiggi et al., 2019), ever larger domains covered by rainfall-runoff models (Beck et 86 al., 2016), the ever finer resolution of large-scale models (Wood et al., 2011; 87 Bierkens et al., 2015) and following efforts to evaluate the influence of catchment-88 scale processes on the performances of large-scale models (Fang et al., 2017; 89 Kauffeldt et al., 2016; Veldkamp et al., 2018; Zaherpour et al., 2018) and to include 90 streamflow simulations from macroscale models in LSH investigations (e.g., 91 Rakovec et al., 2016; Zink et al., 2017). 92  93 In this paper, we focus on LSH and, more specifically, on datasets providing 94 streamflow data for a large number of catchments. Such datasets form the 95 foundation of a wide range of hydrological studies dedicated to catchment 96 classification (e.g., Sawicz et al., 2011; Kuentz et al. 2017; Knoben et al., 2018), 97 extreme events (e.g., Tijdeman et al., 2016; Berghuijs et al., 2017; Blöschl et al., 98 2017; Do et al., 2017; Mallakpour and Villarini, 2015; Gudmundsson et al., 2019), 99 terrestrial water storage (e.g., Zhang et al., 2017), data and model uncertainties 100 (e.g., McMillan et al, 2012; Coxon et al, 2015; Beck et al. 2017), hydrological model 101 evaluation and benchmarking (e.g., Gudmundsson et al., 2012; Coron et al., 2012; 102 Coxon et al., 2013; Fowler et al., 2016; McMillan et al., 2016a; Newman et al., 2017; 103 Seibert et al., 2018, Kratzert et al., 2018), parameter estimation of hydrological 104 models (e.g., Oudin et al., 2010; Beck et al., 2016; Rakovec et al., 2016; Hirpa et al, 105 2018), regionalisation using machine learning algorithms (Beck et al., 2015; Addor et 106 al., 2018; Barbarossa et al., 2018), human impacts on hydrology (e.g., Alvarez-107 Garreton et al., 2018; Tijdeman et al., 2018a, 2018b), streamflow forecasting (e.g., 108 Harrigan et al., 2018; Slater and Villarini, 2018) and climate change impacts 109 assessments (e.g., Melsen et al., 2018). LSH datasets underpinn key advances in 110 hydrological sciences and are fundamental to major community-wide efforts, in 111 particular to the Prediction in Ungauged Basins (PUB, Hrachowitz et al., 2013) and 112 Panta Rhei (Montanari et al, 2013; McMillan et al., 2016b) initiatives of the 113 International Association of Hydrological Sciences (IAHS).  114  115 The diversity and content of LSH datasets is expanding rapidly. Gupta et al. (2014) 116 highlighted several datasets potentially useful for LSH applications and since then, 117 several datasets dedicated to LSH have been published. They cover a far greater 118 number of catchments, hydroclimatic regions and catchment attributes than what 119 was available just a few years ago. In Section 2, we provide a snapshot of this 120 development and give an overview of LSH datasets currently available. These recent 121 advances and the opportunities they offer are remarkable, yet, as creators and users 122 of LSH datasets, we argue that it is now crucial to better coordinate the production 123 and exchange of LSH datasets worldwide. For this Hydrological Sciences Journal 124 




































































special issue on “Hydrological data: opportunities and barriers”, we identified four 125 LSH challenges that require immediate attention: (i) the difficulties of inter-database 126 comparison, (ii) the lack of uncertainty estimates, (iii) the insufficient representation 127 of human interventions in LSH datasets, and (iv) the still limited accessibility of 128 streamflow observations. These challenges are discussed in Section 3. We then list 129 simple, concrete actions (Section 4) and outline coordinated efforts (Section 5) to 130 overcome these barriers. Conclusions are presented in Section 6. 131 
2. Recent progress in the development of LSH datasets 132 
In this section, we review LSH datasets currently available, and focus on LSH 133 datasets fulfilling two criteria, referred to below as “minimum requirements”: (i) the 134 dataset must contain streamflow observations and (ii) basic identifiers for each 135 stream-gauge (i.e., name, catchment area, gauge coordinates) must be included. 136 We did not set a specific number of catchments to define a sample as “large”, as the 137 needs of each study are unique. For instance, tens of carefully selected catchments 138 can enable insightful regional comparisons (e.g., Bennett et al., 2018; Burn and 139 Whitfield, 2018; Fowler et al., 2018), while one may argue that thousands of 140 catchments are needed for global scale investigations (e.g., Beck et al., 2015; Do et 141 al., 2017; Gudmundsson et al., 2019; van Dijk et al., 2013). In addition, this paper 142 focuses on datasets available in digital form with relative ease of access. It does not 143 cover individual national water archives, the classical data source resulting from 144 national-scale streamflow monitoring, as some of them are only maintained in paper 145 form or subject to strict data-distribution policies. However, these national archives 146 form the basis of the LSH datasets described below. 147  148 2.1. Data available through LSH datasets 149 The nature of the data covered by LSH datasets varies significantly from one dataset 150 to the next. To facilitate the navigation and selection of LSH datasets by potential 151 users, here we classify these data into three categories: (i) streamflow observations, 152 (ii) hydrometeorological time series and (iii) landscape and hydroclimatic attributes.  153  154 Streamflow observations is a category on its own, since we make their availability a 155 minimum requirement for the dataset to be consider here (Table 1). Some LSH 156 datasets complement streamflow observations with other hydrometeorological time 157 series, such as precipitation and temperature. Further, indices characterising the 158 landscape of the catchments, for instance their land cover or soil, are included in 159 some datasets. We note that the availability of hydrometeorological time series and 160 catchment landscape attributes varies strongly among LSH data sets. The wealth of 161 available spatial data products (e.g., different remotely sensed vegetation products 162 for land cover or sub-daily meteorological variables) means that LSH datasets 163 creators only select a subset of these available datasets. As a result, different LSH 164 datasets are best adapted to different research pursuits. For example, datasets 165 




































































including atmospheric forcing time series for each catchment (Addor et al., 2017; 166 Arsenault et al., 2016; Schaake et al., 2006; Alvarez-Garreton et al., 2018) are well 167 suited for hydrological modelling, whereas data products including catchment 168 attributes representing human presence or irrigation (Do et al., 2018a; 169 Gudmundsson et al., 2018a) are more adapted for detection and attribution studies. 170  171 In addition, some datasets provide metadata and uncertainty estimates. For 172 example, catchment boundaries may be provided with quality flags, and time series 173 may be subject to a homogeneity assessment to produce uncertainty estimates (Do 174 et al., 2018a, Gudmundsson et al., 2018a). Other data sets derived meteorological 175 time series using several data-products to reflect forcing uncertainty (Alvarez-176 Garreton et al., 2018; Newman et al. (2015a).  177  178 2.2. LSH datasets cu rently available 179 Table 2 provides an overview of eleven key LSH datasets. These datasets cover 180 different parts of the world and include basins from a single country to the entire 181 globe. The access to these datasets is unrestricted for scientific purposes. However, 182 the licensing policies vary with some datasets being fully available in the public 183 domain, while others requiring data requests in written form.  184  185 At the global scale, the Global Runoff Data Base (GRDB) is arguably the main 186 dataset used for streamflow investigations, including LSH studies. This database is 187 maintained by the Global Runoff Data Centre (GRDC), which operates under the 188 auspices of the World Meteorological Organization (WMO) since 1988, and holds 189 records of daily and monthly streamflow across more than 9,000 stations globally 190 (GRDC, 2015). This global initiative is supported voluntarily by national authorities 191 and thus, data contributions depend on the capacity of corresponding agencies. As a 192 result, some countries are sparsely represented in GRDB, even though data of 193 reasonable quality are available (e.g., most stations in Asia have not been updated 194 since the 1990s; GRDC 2015). To facilitate access to streamflow data from stations 195 across the world, the Global Streamflow Indices and Metadata (GSIM) archive was 196 recently produced (Do et al., 2018a; Gudmundsson et al., 2018a). GSIM is an 197 expansion of GRDB, which was produced by collating streamflow observations from 198 11 other publicly available databases (including three LSH datasets also described in 199 Table 2) and publishing standardized metadata relevant to LSH research (Do et al., 200 2018b). To make hydrological information publicly available, even when raw data 201 cannot be redistributed, GSIM contains time series of streamflow indices at different 202 temporal resolutions (i.e., monthly/seasonal/yearly time-step) derived from raw daily 203 records (Gudmundsson et al., 2018b).  204  205 At the continental scale, the European Water Archive (EWA) is one of the most 206 comprehensive streamflow time-series archives with records of more than 3000 river 207 gauging stations contributed by 29 European national water agencies. EWA is now 208 




































































hosted by GRDC and thus data is available under the GRDC data policy. This data 209 archive, however, has been frozen since 2014 until GRDC is permitted to integrate 210 EWA stations into GRDB. EWA streamflow records were recently combined with 211 GRDB stations and the European catchments from the Hydrological Predictions for 212 the Environment model to improve the characterisation and understanding of 213 hydrologic availability across Europe through catchment classifications (Kuentz et 214 al., 2017). Another long-standing LSH dataset is the data archive of the Model 215 Parameter Estimation Experiment project (MOPEX; Duan et al., 2006). In addition to 216 hydrometeorological observations, MOPEX provides attributes for catchments 217 representing different hydroclimatic conditions. MOPEX includes data for 438 218 catchments in the United States and was one of the main data sources underpinning 219 the PUB decade (Andreassian et al., 2006b). However, MOPEX hydrometeorological 220 time series stop in 2003 and MOPEX is not anymore updated.  221  222 At the national scale, several  datasets have been developed with an approach 223 similar to that of MOPEX. The Catchment Attributes and MEteorology for Large-224 sample Studies dataset (CAMELS; Newman et al., 2015a; Addor et al., 2017) uses 225 recent datasets to provide up-to-date hydrometeorological variables and a variety of 226 landscape attributes for 671 catchments across the contiguous United States. 227 CAMELS also includes detailed descriptions of the methods used to derive 228 catchment attributes and a discussions of several of data-source caveats. A similar 229 approach was used to produce the CAMELS-Chile dataset (CAMELS-CL; Alvarez-230 Garreton et al., 2018), which provides an overview of regional variations in 231 hydroclimatic conditions over Chile and an assessment of human interventions to 232 streamflow regime across 516 catchments. Meteorological and hydrologic data for 233 698 catchments in Canada are available through the CANOPEX database (Arsenault 234 et al., 2016). 235 
3. Limitations of current LSH datasets 236 
In this section, we highlight four typical limitations of LSH datasets: i) the lack of 237 common standards impedes the comparison of basins from different datasets, ii) the 238 lack of uncertainty estimates prevents users from assessing data reliability, iii) the 239 extent of human interventions is rarely characterised, and iv) data accessibility is still 240 limited.  241  242 3.1 The lack of common standards impedes the comparison of basins from 243 different datasets  244 Comparative hydrology is only possible if the data from different catchments are 245 consistently processed, and thus can be compared. Although the comparison of 246 catchments from the same LSH dataset is usually straightforward, comparisons 247 across LSH datasets is challenging because different naming conventions, data 248 sources and ways of calculating the same variable are used from one dataset to the 249 




































































next. This issue is part of the wider challenge of using common standards and 250 protocols when producing and processing environmental data (Horsburgh et al., 251 2008; Ceola et al., 2015), and it critically limits our ability to combine and learn from 252 several LSH datasets.  253  254 3.2 The lack of metadata and uncertainty estimates prevents users from 255 assessing data reliability  256 When using data from many catchments, assessing data errors is key, as they can 257 bias comparisons between catchments. Yet, there is still a clear lack of uncertainty 258 estimates accompanying LSH datasets. Uncertainties in the atmospheric forcing are 259 receiving the most attention and are increasingly characterised by relying on several 260 datasets (e.g., Newman et al., 2015a; Alvarez-Garreton et al., 2018). In contrast, 261 uncertainties in the catchment attributes (e.g., land cover, soil characteristics) are 262 rarely quantified, or even acknowledged, in LSH datasets.  263  264 Streamflow uncertainty estimates and metadata on gauge information are also rarely 265 available in LSH datasets, although the limitations and uncertainties of streamflow 266 time series are well known (e.g, McMillan et al, 2012). Streamflow metadata are 267 often not available due to management practices of data providers (Hannah et al., 268 2011), the loss of metadata during data transfers from providers to international data 269 archives or poor upkeep of this information (Gudmundsson et al., 2018a). Further, 270 even when metadata are available, robustly assessing streamflow uncertainties 271 across large samples of catchments remains a challenge, as different methods are 272 recommended for different gauge types (Kiang et al., 2018).  273  274 3.3 The extent of human interventions is rarely characterised 275 LSH datasets have historically focused on physical attributes, making use of the 276 wealth of data currently available to characterise hydrological behaviour (Tables 1 277 and 2). In comparison, human interventions are still poorly characterised in LSH 278 datasets, although human alterations have large impacts on the natural water cycle 279 (e.g., Vorosmarty et al., 2000, Hanasaki et al., 2006). These impacts may be 280 comparable to climate change effects at the regional scale (Ferguson and Maxwell, 281 2012) and threaten sustainability at the global scale (Jaramillo and Destouni, 2015). 282 For example, increased reservoir storage at the catchment scale not only affects 283 runoff seasonality, but also the frequency of low/high flow events observed at the 284 catchment outlet (e.g., Wehren et al., 2010), and changes in land cover influence the 285 distribution of streamflow, specifically baseflow volumes and flashiness of runoff (e.g. 286 Vertessy 2000; Brown et al., 2005). Consequently, providing information on such 287 alterations is critical to assess the magnitude of human impacts on catchment-scale 288 hydrological behavior (e.g., Alvarez-Garreton et al., 2018) and to incorporate human 289 interventions in hydrological model (e.g., Liu et al. 2017, Veldkamp et al. 2018) and 290 thus provide reliable hydrological simulations in an increasingly built-up environment. 291  292 




































































3.4 LSH datasets are rarely FAIR - Findable, Accessible, Interoperable and 293 Reusable 294 To advance LSH, progress is needed to make LSH datasets more FAIR (Findable, 295 Accessible, Interoperable and Reusable, see Wilkinson et al., 2016 and the Open 296 Data Charter, 2015). Currently, many digitised datasets are stored in local 297 repositories or the data portals are unknown to data users (not ‘Findable’). The 298 accessibility of streamflow data is still limited for many regions of the world (not 299 ‘Accessible’) biasing LSH studies towards countries with greater accessibility. LSH 300 datasets are hosted in different locations with a range of different upkeeping 301 practices (not ‘Interoperable’). The license of many streamflow records does not 302 allow users to share streamflow records in their possession (not ‘Reusable’).  303  304 Differences in the availability of streamflow records worldwide are highlighted in 305 Figure 1. The map indicates the varying temporal coverage across the globe, with 306 stations in North America and Europe generally having the longest records. 307 Importantly, ‘white space’ still dominates in many regions of the world, as also shown 308 in other studies (e.g., Barbarossa et al., 2018). In some cases, this can be attributed 309 to the lack of stations, in particular in extreme environments. Although in several 310 regions data streamflow records do exist, they are not accessible because (i) data 311 are not available in digitised form, (ii) digitised data are hosted in a local repository 312 and data authorities do not have available resource to process data requests, (iii) 313 data are not made available or are subject to payable fees, and (iv) the one-station-314 at-a-time downloading process (mouse and keyboard interactions required) hampers 315 data retrieval for LSH studies. 316 
4. Guidelines for the production of LSH datasets 317 
To overcome the limitations outlined in Section 3, we propose six simple guidelines 318 to support the creation of future LSH datasets (presented in this Section) and 319 coordinated actions (presented in Section 5). The limitations, guidelines and actions 320 are summarised graphically in Figure 2. 321  322 The six guidelines outlined here are simple to follow and will significantly improve the 323 value and usability of future datasets. We consider them as minimum requirements 324 to be satisfied by new LSH datasets, and hence suggest that they are checked by 325 both LSH dataset creators and by reviewers of papers introducing new LSH 326 datasets. 327  328 1. Provide basic data for each basin 329  330 Streamflow observations remain the cornerstone of LSH, and thus all new LSH 331 datasets should make these records available. For streamflow records subject to 332 strict redistribution data policy, releasing streamflow indices at different temporal 333 




































































resolutions is an alternative (e.g., Do et al., 2018a, Gudmundsson et al., 2018a). 334 Station metadata should at least include the upstream drainage area, river name and 335 geographical coordinates of each stream-gauge. Providing the catchment boundary 336 associated with each stream-gauge should also be prioritised, so that users can 337 derive additional attributes or time series from global or regional data products. 338 Using the same digital elevation data source for all the basins is recommended, 339 HydroSHEDS (http://www.hydrosheds.org) and Viewfinder 340 (http://viewfinderpanoramas.org) being popular choices at the global scale. 341  342 2. Follow established standards when naming variables  343  344 The observance of common standards, including the use of a controlled vocabulary, 345 is essential to ensure the consistency and comparability of environmental datasets 346 (e.g., Horsburgh et al., 2009; Vitolo et al, 2015.; Moine et al., 2014). Consistent 347 variable names across LSH datasets should be used to make new datasets easier to 348 utilise by the community and to facilitate inter-dataset comparisons. This is in 349 addition to metadata, which describe the methods and data sources used to 350 compute each variable. 351  352 Standards already exist for climate variables (Climate and Forecast Community 353 Metadata Standard, http://cfconventions.org) and hydrological variables 354 (http://www.waterml2.org). Although these standards form the bases of variable 355 naming, they only cover a fraction of all the variables relevant to LSH. Hence, our 356 recommendation is build on these standards, consider naming decisions made in 357 other LSH datasets and improve them, with the goal to create a set of variable 358 names that can be used across LSH datasets. 359  360 3. Use publicly available code for data processing 361  362 To improve transparency and reproducibility, the code used for the creation of LSH 363 datasets should be publicly available, either by using already-published code (e.g., 364 packages) or making the code used available (e.g., on GitHub). Several packages 365 and libraries already exist to compute key attributes (especially climate indices and 366 hydrological signatures) in different languages (see 367 https://github.com/ropensci/hydrology and Slater and al., 2019 for R). Given that 368 hydrological signatures can be particularly sensitive to their formulation, as shown for 369 instance by Stoelzle et al. (2013) for recession coefficients, using publicly available 370 code is essential.   371  372 Ideally, the shared code should cover more than the computation of climatic indices 373 and hydrological signatures. It should, for instance, also include scripts to create 374 catchment-averages from gridded products, and algorithms performing quality 375 assurance tests of streamflow data. The goal is to create a library of scripts to 376 perform standards LSH dataset creation tasks, thereby increasing the transparency 377 




































































and comparability. For instance, the scripts used to produce the CAMELS attribute 378 dataset (Addor et al., 2017) are publicly available (https://github.com/naddor/camels) 379 and have been used to produce the CAMELS-CL dataset (Alvarez-Garreton et al, 380 2018). 381  382 4. Provide uncertainty estimates for time series and catchment attributes 383  384 To allow users to assess the reliability of a LSH dataset, their quality should be 385 evaluated and provided as metadata alongside the dataset. Quality flags from data 386 providers and simple numerical screening techniques can be used to develop quality 387 assurance (QA) methods (see for example Gudmundsson et al, 2018, for flow QA 388 procedures and Blenkinsop et al, 2016 and Lewis et al, 2018 for rainfall QA 389 procedures). This should be developed in cooperation with hydrometric agencies 390 who often employ QA procedures before the data is released.  391  392 The uncertainty of data products used when producing a LSH dataset should be 393 assessed. One opportunity for large sample hydrology is to construct multiple 394 estimates of a given variable using different products or formulations. This is already 395 evident in many of the LSH datasets highlighted in Section 2, for example generating 396 daily estimates of precipitation and potential evapotranspiration from multiple 397 products (e.g., Alvarez-Garreton et al, 2018), and is becoming more viable with the 398 increasing availability of continental/global products (e.g., see for example Beck et 399 al, 2017).  400  401 5. Include descriptors of water administration systems  402  403 Water administration descriptors should be included in LSH datasets. Ideally, the 404 following attributes should be provided at the most detailed spatial and temporal 405 scales possible: (i) usage type (e.g., consumption, irrigation, hydropower, 406 groundwater recharge), (ii) location, (iii) allocated volume, and (iv) timing of 407 extraction. The first attribute indicates whether water returns to the rivers are 408 expected, and hence should be completed by additional information for attributes (ii)-409 (iv). Other information used as a proxy for human water use such as catchment 410 population, percentage of urban and agricultural land use, and the presence of dams 411 (http://globaldamwatch.org) are also valuable, particularly in regions where water 412 usage data are not available.  413  414 6. Assess and increase the dataset FAIRness 415  416 For new LSH datasets to be findable, they should be documented in open-access, 417 peer-reviewed journals and indexed via a DOI within publication databases. Within-418 agency technical reports are not sufficient to ensure findability. To be accessible, 419 datasets should be downloadable from the internet at no cost and provide the option 420 to download the entire dataset at once (in addition to site-by-site download). To be 421 




































































interoperable, the meaning of the data should be unambiguous regardless of the 422 context. To be reusable, datasets need a licence allowing users to use, share, and 423 build upon the existing dataset, encouraging collaboration and extension of existing 424 datasets. We recommend to data owners to assess and increase the FAIRness of 425 their dataset by using this online tool by the Australian National Data Service and 426 partners (https://www.ands-nectar-rds.org.au/fair-tool, ANDS et al., 2017). 427 
5. Outlook: grand challenges and priorities for LSH  428 
In this section, we discuss tasks that go beyond what can be expected from an 429 individual LSH study, and require coordinated efforts from the LSH community, and 430 in some cases, the wider community. We deliberately kept their formulation general 431 and not prescriptive to stimulate discussion in the community. These four challenges 432 are ranked based on their spatial scale: from the challenges requiring a global 433 strategy to those relying on efforts at the national and regional scale.  434  435 5.1 Facilitate the creation and increase the comparability of LSH datasets by 436 moving their production to the cloud 437 We propose that the production of LSH data should be progressively moved to the 438 cloud. Currently, LSH creators download different versions of various data products 439 and process them using different scripts. As an alternative, the relevant global 440 datasets should be available in a single place in the cloud, together with scripts 441 necessary to process them. Users would upload shapefiles of their catchments and 442 the extraction of hydrometeorological time series and catchment attributes would 443 happen online. This would i) improve inter-dataset comparability as both data 444 products and scripts would be the same, ii) facilitate the production of time series 445 and attributes for new catchments, iii) enable the simultaneous update of LSH 446 datasets, for instance when a new data product becomes available or covers a 447 longer period. Such a system, accessible and maintained by the community instead 448 of a few individuals, would increase the perennity of LSH datasets, i.e., make them 449 easier to produce and maintain in the mid- to long-term. 450  451 We acknowledge that, because of licensing restrictions, some data, such as 452 streamflow data, cannot be uploaded to the cloud. There are, however, a growing 453 number of open, global datasets covering a variety of variables relevant for LSH, 454 which can be processed online (see for instance data products involved in Addor et 455 al., 2017; Beck et al., 2017; Nijzink et al., 2018; Rakovec et al., 2016). Furthermore, 456 diverse data products, in particular remotely sensed data, are already available on 457 cloud computing portals such as Google Earth Engine 458 (https://developers.google.com/earth-engine/datasets/catalog/) and Amazon Web 459 Services (https://registry.opendata.aws). Alternatively, the data processing may be 460 arranged on a non-commercial data-sharing platform, such as Hydroshare 461 (https://www.hydroshare.org) or Copernicus (https://www.copernicus.eu/). 462 




































































 463 5.2 Coordinate the comparison of data sources to assess their uncertainties 464 and value for hydrological research 465 The global datasets mentioned above would complement national information that 466 LSH dataset developers have access to. As these global datasets are recent, their 467 reliability and accuracy for different regions of the world is not well characterised yet 468 (Addor et al., 2018). Using global datasets alongside better-established regional or 469 national datasets would help to assess their value and limitations for hydrological 470 research and applications. Similarly, the comparison of different data products (e.g., 471 remotely sensed products) using a common cloud-based framework highlight their 472 differences and uncertainties. Finally, in addition to assessing uncertainties using the 473 spread among products, several products now provide uncertainty estimates for their 474 own data (e.g., Newman et al., 2015b; Cornes et al., 2018; Hengl et al., 2017; 475 Chaney et al., 2019), and recent coordinated efforts provide guidance on how to 476 conduct streamflow uncertainty assessments in diverse environments (e.g., Kiang et 477 al., 2018). Together, these methods will enable us to better characterise 478 uncertainties in LSH datasets. 479  480 We think there is a need for a platform centralising hydrological information relevant 481 for LSH, on which the value of these global datasets is discussed. It would provide 482 an overview of existing products, a description of the regions covered, the data 483 included, and a discussion of their strengths and limitations (e.g., following the 484 example of the Climate Data Guide, https://climatedataguide.ucar.edu/).   485  486 5.3 Sustain efforts to characterise human impacts on streamflow 487 The level of detail and diversity of geophysical datasets is increasing rapidly, but the 488 characterisation of human impacts is progressing much slower. Although it is difficult 489 to access reliable and consistent water use data, there is an opportunity to use 490 recently released global datasets, such as the Global Reservoir and Dam (GRanD) 491 database (Lehner et al., 2011), global gridded water withdrawals (Huang et al, 2018) 492 and land cover datasets to incorporate and classify the various types of water 493 engineering infrastructure and human-induced land changes in LSH datasets. These 494 attributes would help for an improved understanding of human impacts on 495 hydrological catchment functioning over time.  496  497 Several authors have stressed the need to develop indices linking water resources 498 and society (Wada et al., 2017), including a threshold value to characterise the 499 degree of water scarcity (Falkenmark, 1989), the Water Exploitation Index (De Roo 500 et al, 2012), the Blue Water Sustainability Indicator (Wada and Bierkens, 2014) and 501 a human intervention degree index (Alvarez-Garreton et al, 2018). We argue that the 502 inclusion of these and new human intervention indices should be established and 503 standardised, such that meaningful comparisons of human alteration effects can be 504 achieved across catchments globally. 505 




































































 506 5.4 Increase the accessibility of streamflow data 507 The accessibility of data varies strongly geographically. A concerted effort is needed 508 by hydrologists and umbrella organisations (e.g., GRDC, IAHS, WMO) to lobby for 509 the public release of currently inaccessible streamflow datasets, particularly in 510 regions where there is little streamflow data readily available (e.g., south-eastern 511 Asia, central Africa). Technological issues mean that historic data may only be 512 available in hard copy or an outdated format, and resources may be unavailable 513 locally to transcribe or convert it. Thus, financial assistance as part of international 514 collaborations could catalyse data sharing. Also, the WMO has prepared a guide for 515 the rescue of such data, and interested agencies are directed to WMO (2014) for 516 guidance on good practice (see also Brönnimann et al., 2018). Clear articulation of 517 local benefits must also be outlined. For example, releasing data for inclusion in 518 large-sample datasets ensures that the geographic region is examined by every 519 study adopting the dataset, yielding operationally-significant insights into the regional 520 hydrology at little cost to the nation or agency. This may partially offset the 521 perception that releasing the data means the loss of a strategic asset.  522  523 Overall, there is a need to increase the accessibility and comparability of both 524 observed and simulated streamflow time series. The website http://camels.cr2.cl 525 (Alvarez-Garreton et al., 2018) provides an example of LSH data provision with a 526 high degree of user interaction. We advocate for more hydrological simulations to be 527 shared, in order to facilitate model comparison, benchmarking and improvement 528 (e.g., Best et al., 2015; Newman et al., 2017). The platform Catch X 529 (https://ewgis.org/catchx-global/) provides simulated runoff across 57,646 530 catchments using global-scale simulations available through the eartH2Observe 531 project (Schellekens et al., 2017). This recently launched platform also includes 532 other hydrometeorological variables (e.g., evapotranspiration, snowfall, temperature) 533 and land cover, and could potentially be one of the toolsets to further bridge the gap 534 between LSH and large-scale hydrology.  535 
6. Conclusions 536 
LSH datasets have enabled progress in multiple fields of hydrological sciences and 537 they are supporting the emergence of novel approaches to better understand water 538 dynamics, relying for instance on machine-learning (Section 1). The content and 539 spatial extent of LSH datasets has significantly expanded over the last decade, and 540 the overview provided in Section 2 and Table 2 should help users to select the 541 datasets corresponding best to their needs. Overall, as new mechanisms are 542 implemented to acknowledge datasets in published studies, the recognition of the 543 key role played by datasets in scientific advances is improving.  544  545 




































































Yet, we argue here that to sustain the contribution of LSH datasets to hydrological 546 sciences and to widen the scope of LSH studies, it is essential to better coordinate 547 the production of LSH datasets worldwide (Figure 2). Currently, their use and 548 interpretation is hindered by their lack of comparability, uncertainty estimates and 549 characterisation of human impacts, as well as by the still limited access to 550 streamflow data (Section 3). To overcome these limitations, we propose a list of 551 simple actions that can be taken today when producing or updating a LSH dataset 552 (Section 4). Following these guidelines will increase the overall value of LSH 553 datasets for the community. We argue that to truly overcome the challenges LSH is 554 facing, there is additionally a need for community-wide, longer-term efforts (Section 555 5). We propose in particular to move the production of the LSH datasets to the cloud, 556 in order to accelerate their standardisation and facilitate their future management.  557  558 Following the guidelines and focussing on the grand challenges we outline in this 559 paper has the potential to enhance the transparency and reproducibility of 560 hydrological studies, and to lead better structured, less fragmented LSH datasets. 561 We believe that hydrologists will benefit from using data from a common, large 562 sample of catchments, in order to test hydrological hypotheses and models. Relying 563 on and contributing to such a shared resource will significantly increase the 564 comparability of individual studies, and thereby, enhance our ability to learn from 565 their combined results. 566 
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Table 1 Summary of the range of data potentially included in LSH datasets. Italic text 1154 highlights data currently underrepresented.  1155  1156  Minimum requirement Additional information Metadata and uncertainty estimates 
Streamflow observations and basic catchment identifiers 
Daily or monthly streamflow records Basic identifiers (name, gauge coordinates, catchment area) 
Hydrological signatures GIS layer of catchment boundary 
Quality flags for observations Flag if station included in other LSH or “reference” (high quality) datasets Rating curve information Infos on gauge relocation Uncertainty estimates  
Hydrometeorological time series No minimum requirements Precipitation Temperature Potential Evapotranspiration Evapotranspiration Soil moisture Snow water equivalent 
Discussion of data sources limitations Uncertainty estimates  
Landscape and hydroclimatic attributes 
No minimum requirements Topography Climate Land cover Soil Geology Stream network Human impacts (abstractions, irrigation, dams, human population) 
References to nested or neighbour catchments Discussion of data sources limitations Uncertainty estimates 
  1157 




































































Table 2 Overview of key LSH datasets currently available. *Streamflow (Q), 1158 precipitation (P), temperature (T), potential evapotranspiration (PET) and snow water 1159 equivalent (SWE) 1160 









































































































































 1162  1163 Figure 1 Overview of the location and record length of over 31,500 ‘findable’ stream 1164 gauges from the Global Streamflow Indices and Metadata (GSIM) archive and the 1165 Catchment Attributes and MEteorology for Large-sample Studies dataset for Chile 1166 (CAMELS-CL, which was released after GSIM). 1167  1168  1169 
 1170  1171 Figure 2 Schematic summary of the limitations of current LSH datasets (Section 3), 1172 proposed guidelines for new datasets (Section 4) and grand challenges for LSH 1173 (Section 5). 1174 
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Abstract. This is the first part of a two-paper series presenting the Global Streamflow Indices and Metadata
archive (GSIM), a worldwide collection of metadata and indices derived from more than 35 000 daily streamflow
time series. This paper focuses on the compilation of the daily streamflow time series based on 12 free-to-
access streamflow databases (seven national databases and five international collections). It also describes the
development of three metadata products (freely available at https://doi.pangaea.de/10.1594/PANGAEA.887477):
(1) a GSIM catalogue collating basic metadata associated with each time series, (2) catchment boundaries for
the contributing area of each gauge, and (3) catchment metadata extracted from 12 gridded global data products
representing essential properties such as land cover type, soil type, and climate and topographic characteristics.
The quality of the delineated catchment boundary is also made available and should be consulted in GSIM
application. The second paper in the series then explores production and analysis of streamflow indices. Having
collated an unprecedented number of stations and associated metadata, GSIM can be used to advance large-scale
hydrological research and improve understanding of the global water cycle.
1 Introduction
Streamflow observations with global coverage are essential
to make progress in the science of large-scale hydrology.
For example, global datasets provide particular value when
evaluating global hydrological models (Gudmundsson et al.,
2012; Huang et al., 2016; Ward et al., 2013), producing
runoff estimation data products (Fekete et al., 2002a, b; Gud-
mundsson and Seneviratne, 2015; Vörösmarty et al., 1989),
investigating large-scale weather patterns and their relation
to hydrological extremes (Wanders and Wada, 2015; Ward et
al., 2014), and detecting changes in the global hydrological
extremes over space and time (Do et al., 2017; Gudmunds-
son et al., 2017; Kundzewicz et al., 2012; Milly et al., 2002),
amongst numerous other applications.
Despite the fundamental, widespread, and varied applica-
tions that streamflow observations support, there are many
obstacles to the existence and utility of a large-scale stream-
flow archive. Firstly, there are threats to the quantity of data,
such as political sensitivities (Nelson, 2009), cost recovery
and strict access policies (Hannah et al., 2011), unavailability
in an electronic format, consistency of data formats, limited
documentation, missing metadata, and a lack of resources for
database maintenance and updating. Secondly, there are dif-
ficulties associated with the quality of the data in many re-
gions, such as poor spatial coverage, poor quality control,
variable quality control between regions, inconsistent meta-
data, imprecise geographic coordinates of the site, changes
in the density of stream gauges, and variable record lengths.
Lastly, even in locations where there are abundant and high-
quality streamflow observations, there can be questions over
its utility in specific research such as climate sensitivity anal-
ysis due to the manifestation of human impacts – for exam-
ple, urbanization, land-use changes, channelization, and up-
stream dams (Hannah et al., 2011).
Published by Copernicus Publications.
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To date, the Global Runoff Data Base (GRDB) main-
tained by the Global Runoff Data Centre has been the pri-
mary dataset used in large-scale hydrological studies, with
more than 9000 stations available to the research commu-
nity (GRDC, 2015). The Global Runoff Data Centre (GRDC)
database operates under the auspices of the UN – World Me-
teorological Organization (WMO), and its database is sup-
ported on a voluntary basis so that the number of data sub-
missions depends on contributions by national authorities.
However, although numerous countries have databases of ac-
ceptable quality, data supply remains resource intensive and
the GRDB remains sparse in some regions. For example, the
latest catalogue of the GRDB database (version 5 Decem-
ber 2017) shows that out of 7238 daily time series, there are
only 637 stations over South America and only 642 stations
over Asia. Moreover, many stations in regions such as Asia
and Russia have not been updated for many years and are
missing otherwise available data at the end of their records.
The Global Streamflow Indices and Metadata (GSIM)
project has been initiated in order to address the demand
for a global streamflow database (Bierkens, 2015; Fekete
et al., 2015; Hannah et al., 2011; Kundzewicz et al., 2013;
Merz et al., 2012; Milly et al., 2015). The approach of this
project is not to collect high-quality data from referenced
hydrological networks, which have been conducted in other
studies (Addor et al., 2017; Burn et al., 2012; Hannaford
and Marsh, 2006; Hodgkins et al., 2017; Whitfield et al.,
2012) to support research that requires assumptions regard-
ing the minimum impact of human interference on stream-
flow, such as the investigation of climate change implication
for changes in extreme events. Instead, the activities of the
GSIM project have been to collate publicly available data,
apply basic consistency to the formatting, and establish a
standardized set of metadata. In so doing, GSIM intends to
promote more widespread use of streamflow data, facilitate
improved research outcomes through increased spatial cov-
erage and gauge density, and tackle ongoing challenges for
the hydrological community, for example, addressing fun-
damental issues of data quality, identifying additional data
sources, lobbying for continuity of data networks, and devel-
oping a method for improved governance and maintenance
of streamflow data at the global scale.
To maximize the value of the streamflow dataset for a wide
range of applications, the GSIM project also seeks to pro-
vide information on catchment characteristics upstream of
the streamflow gauging station. This necessitates a consis-
tent approach to delineating the upstream catchment bound-
ary for every gauge station, and this is achieved using data
from a global digital elevation model (DEM). This is be-
cause, with the exception of the GRDB databases, catchment
boundaries representing the direct drainage area of stations
were unavailable. Filling in this missing element of meta-
data is important to facilitate further analysis of the stream-
flow observations with respect to a wide and ever-increasing
variety of spatial datasets. Although there have been previ-
ous efforts in producing catchment boundaries for a smaller
number of stations (Addor et al., 2017; Arsenault et al., 2016;
Lehner, 2012; Schaake et al., 2006), similar work at this mag-
nitude has not been undertaken. This task is complicated by
a lack of precision in the supplied geographic coordinates of
a given site; for example, when a catchment boundary is ex-
tracted, the corresponding calculated area may not match the
reported area of the catchment and a procedure for checking
minor shifts in the coordinates is needed to improve iden-
tification of the likely catchment boundary. The quality of
the delineated catchment boundary is also made available to
GSIM users and should be considered prior to using this data
product and any accompanying information.
The availability of catchment boundaries for each gauge
enables the association of environmental variables with each
gauge by extracting them from corresponding global-scale
gridded products. As part of the GSIM project, a number
of global data products are provided as an additional dataset
so that a user can readily filter the GSIM dataset according
to specific interests, for example, by climate type, soil type,
land-use type, irrigation area, and population density. Other
potential applications of this auxiliary information might in-
clude a comparison to a database of dams for identifying up-
stream impacts; to remotely sensed estimates of forest cover
or urban extent for determining land-use change; to popu-
lation demographics for improving estimates of flood expo-
sure; and to hydrological model outputs for evaluating model
performance.
Finally, to facilitate benefits of this project to the broader
community, indices characterizing water-balance aspects,
hydrological extremes, and features of the seasonal cycle
have been derived from the GSIM time series and will be
made publicly available. To ensure standardized quality for
the derived indices, a quality control procedure coupling the
information provided by data providers and a data-driven ap-
proach was also applied.
This is the first paper of a two-part series detailing the pro-
duction of GSIM and corresponding data products. This pa-
per outlines the provenance of daily streamflow time series
(Sect. 2), procedures for reformatting and combining the time
series (Sect. 3), the development of metadata associated with
each gauge (Sect. 4), an overall summary of the GSIM time
series and metadata (Sect. 5), and data availability (Sect. 6).
As the time-series database cannot be made available online
due to varieties of terms and conditions from data providers,
the second paper in this series (Gudmundsson et al., 2018)
is dedicated to the production of streamflow time-series in-
dices, including (1) checks for data quality, (2) the produc-
tion of streamflow time-series indices, and (3) homogeneity
assessment of the derived indices.
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2 Daily streamflow data and where to find them
GSIM is a compilation of 12 databases that have either open-
access or restricted-access policies, and that collectively rep-
resent a total of 35 002 stations. The spatial distribution and
the number of stations available in each database are illus-
trated in Fig. 1 (continental-scale figures are also provided as
a Supplement). A summary of the data sources is also pro-
vided in Table 1 and detailed information on each database
is elaborated upon in the following sections. The list of
databases identified as part of GSIM is not exhaustive of all
possible data sources, only of those that were known to the
authors and readily accessible within the project time frame.
Where additional data are available in a convenient format, it
may be possible to further augment GSIM in the future.
The various data sources were classified as either a “re-
search database” or a “national database”. The reasons for
this classification are further outlined in Sect. 3, but relate
to issues when merging databases and removing duplicate
gauges. The data sources include the following.
1. Research databases: databases with daily streamflow
data that have been compiled on an ad hoc basis from
a variety of original sources by research organiza-
tions. This category includes five different databases:
the Global Runoff Data Base (GRDB); the European
Water Archive (EWA); the China Hydrological Data
Project (CHDP) data archive; the GEWEX Asian Mon-
soon Experiment – Tropics (GAME) data archive; and
the Regional Hydrographic Data Network for the Arctic
Region (ARCTICNET) data archive.
2. National databases: databases with daily streamflow
data made publicly available by national water authori-
ties as part of water-related regulations. This category
includes seven databases: the USGS Water Data for
USA database (USGS); Canada’s National water data
archive (HYDAT); Japan’s Ministry of Land and Infras-
tructure database Water Information System (MLIT);
Spain’s digital hydrological yearbook database (An-
uario de aforos digital 2010–2011, AFD); Australia’s
Bureau of Meteorological Water Data Online database
(BOM); India’s Water Resources Information System
database (WRIS); and Brazil’s National Water Agency
database (ANA).
2.1 The Global Runoff Data Base (GRDB)
The daily streamflow dataset received from the GRDC (6313
stations with more than 10 years on record; see also Gud-
mundsson and Seneviratne, 2016) is referred to as the GRDB
in this project. To date, the GRDB has been the largest
and most extensively used dataset for streamflow analysis
at regional and global scales. It was thus considered as the
starting point and “base” for the GSIM project. Indeed, it
was awareness of data not available from the GRDB that
prompted the initial search for additional sources of data to
complement the database.
The GRDC was initiated in 1988 by the WMO and is
now maintained at the German Federal Institute of Hydrol-
ogy in Koblenz. The GRDC provides free and unrestricted
access to all hydrological data and products, although the
data policy indicates that requests for data must reach the
GRDC in written form to ensure data users do not redis-
tribute the time series. More detail about the GRDC data pol-
icy, and the procedure for obtaining its time series, are out-
lined at http://www.bafg.de/GRDC/EN/01_GRDC/12_plcy/
data_policy_node.html (last access: 23 June 2017).
2.2 The European Water Archive
The European Water Archive (referred to as the EWA in
this paper) is one of the most comprehensive streamflow
time-series archives in Europe, with more than 3000 river
gauging stations distributed across 29 countries. This archive
is also currently held by the GRDC and available un-
der the GRDC data policy (http://www.bafg.de/GRDC/EN/
04_spcldtbss/42_EWA/ewa_node.html, last access: 3 Jan-
uary 2018). The EWA stations used in this paper were se-
lected using the same criteria as Gudmundsson and Senevi-
ratne (2016), with a total of 3731 daily records.
2.3 The China Hydrology Data Project
The China Hydrology Data Project (CHDP) aims to digi-
tize an arrangement of hydrological measurements taken at
Chinese stations. These measurements (including daily dis-
charge) were originally only available in book form (Henck
et al., 2010). The original data were collected by the Chi-
nese Hydrology Bureau and published in annual yearbooks.
At the time GSIM began, discharge data were only avail-
able for the Yunnan-Tibet International Rivers, which corre-
sponded to 163 stations until 1987. This project has been ter-
minated since the 2000s and thus no further update is avail-
able. The data and metadata were obtained directly from the
author of the project. Detailed information can be viewed
at http://www.oberlin.edu/faculty/aschmidt/chdp/index.html
(last access: 23 June 2017).
2.4 The GEWEX Asian Monsoon Experiment – Tropics
project
The GEWEX Asian Monsoon Experiment – Tropics project
(GAME) was initiated in 1996 to monitor several hydro-
climatological variables over the humid temperate area in
South-East Asia. As one of several important activities in
this project, many hydrological observation datasets were
collected, including streamflow data. Available streamflow
data were provided by the Royal Irrigation Department of
Thailand, and comprised 129 time series spanning a pe-
riod from 1980 to 2000. Daily discharge data and associ-
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Global Runoff Data Base
(GRDB)
Research database Global www.bafg.de/GRDC/ (last access: 23 June 2017)
Archived database can be obtained via written request to the
Global Runoff Data Centre. This database is updated when new
data are submitted by national suppliers.
European Flow Regimes from
International Experimental and
Network Data (EWA)
Research database European http://ne-friend.bafg.de/servlet/is/7413/ (last access: 23 June
2017)
Data can be obtained via written request to the Global Runoff
Data Centre. This database has been frozen since October 2014
and is being integrated into the GRDB database.
A Regional, Electronic, Hydro-
graphic Data Network for Russia
(ARCTICNET)
Research database Russia http://www.russia-arcticnet.sr.unh.edu/ (last access: 23 June
2017)
Archived and closed historic database. Part of this data archive
has been included in the databases of the Global Runoff Data
Centre and updated based on data deliveries.
China Hydrology Database
Project (CHDP)
Research database China http://www.oberlin.edu/faculty/aschmidt (last access: 23 June
2017)
Archived and closed historic database
can be obtained via written request to the author of the database.
GEOSS ana MAHASRI Experi-
ment in Tropics (GAME)
Research database Thailand http://hydro.iis.u-tokyo.ac.jp/GAME-T/GAIN-T/routine/
rid-river/disc_d.html (last access: 23 June 2017)
Archived and closed historic database
US National Water Information
System (USGS)
National database USA http://waterdata.usgs.gov/nwis (last access: 23 June 2017)
Individual time series can be downloaded from the data portal
(updated regularly).
Canada National Water Data
Archive (HYDAT)
National database Canada https://ec.gc.ca/rhc-wsc/ (last access: 23 June 2017)
Archived database. The archive is updated quarterly by the data
authority.
Brazil National Water Agency
(ANA)
National database Brazil http://hidroweb.ana.gov.br/ (last access: 23 June 2017)
Individual time series can be downloaded from the data portal
(updated regularly).
Japan Water Information System
(MLIT)
National database Japan http://www1.river.go.jp/ (last access: 23 June 2017)
Individual time series can be downloaded from the data portal
(updated regularly).
Anuario de aforos digital 2010–
2011 (AFD)
National database Spain http://ceh-flumen64.cedex.es/anuarioaforos (last access: 23 June
2017)
Archived database, DVD available from Spanish authorities (up-
dated annually)
Australia Water Data Online
(BOM)
National database Australia http://www.bom.gov.au/waterdata/ (last access: 23 June 2017)
Individual time series can be downloaded from the data portal
(updated regularly).
Water Resources Information
System of India (I-WRIS)
National database India http://www.india-wris.nrsc.gov.in/wris.html (last access: 23
June 2017)
Individual time series can be downloaded from the data portal
(updated regularly).
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Figure 1. The distribution of stations from original data sources.
ated metadata were archived and can be accessed online
at http://hydro.iis.u-tokyo.ac.jp/GAME-T/GAIN-T/routine/
rid-river/index.html (last access: 23 June 2017).
2.5 The ARCTICNET project
A regional hydrometeorological data network for the pan-
Arctic Region project is a regional database that can be ac-
cessed via the Internet and is referred to as ARCTICNET
in this paper. The database is designed to support hydro-
logical sciences and water resource assessments over this
region with the goal of estimating the contemporary water
and constituent balances for the pan-Arctic drainage sys-
tem. ARCTICNET is a static dataset and some time series
have been included in the databases of the GRDC and up-
dated based on data deliveries. Although most data provided
in the data portal are at monthly resolution, there are 139
high-quality daily streamflow time series across Russia that
are also available which have not been fully integrated into
GRDB. Although ARCTICNET’s future status is likely to be
a part of the GRDB, these stations have still been consid-
ered in GSIM production and are referred to as the ARC-
TICNET database in this paper. These time series, along
with their metadata, were archived and can be downloaded
at http://www.r-arcticnet.sr.unh.edu/v4.0/index.html (last ac-
cess: 23 June 2017).
2.6 The USGS database
The USGS National Data Services for the US provide access
to water resources data collected at approximately 1.5 mil-
lion sites in all 50 states of the USA, also including the Dis-
trict of Columbia, Puerto Rico, the Virgin Islands, Guam,
American Samoa, and the Commonwealth of the Northern
Mariana Islands. All time series and associated metadata can
be queried from the data portal http://waterdata.usgs.gov/
nwis (last access: 23 June 2017). To ensure the queried data
have sufficient geographic metadata (critical for the present
project), the stations listed in the Geospatial Attributes of
Gages for Evaluating Streamflow, version II (GAGES II)
database were used (Falcone, 2011). The time series from
9404 stream gauges obtained from the USGS data portal are
referred to as the USGS database in this paper.
2.7 The HYDAT database
Canada’s National Water Data Archive (HYDAT) is a
database containing daily observed hydrometric data from
publicly funded gauges in Canada. Also available in the
HYDAT database are metadata about the hydrometric sta-
tions, such as latitude and longitude, catchment area, record
length, as well as information regarding flow conditions (cur-
rent status, regulated or natural regime). The database is up-
dated four times per year and currently contains data for
6325 streamflow stations across Canada. The raw data, as
well as an extractor executable, are publicly available from
Environment Canada’s website at https://ec.gc.ca/rhc-wsc/
default.asp?lang=En&n=9018B5EC-1 (last access: 23 June
2017).
2.8 The ANA database
The HIDROWEB data portal was organized by the Brazil-
ian National Water Agency (ANA). It provides a database
with all the information collected by Brazil’s hydrometeo-
rological network. Streamflow data and associated metadata
were made publicly available by Brazil’s national water reg-
ulations, and have been used extensively to monitor critical
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events, such as floods and droughts. Individual time series
and their associated metadata can be viewed or downloaded
at http://hidroweb.ana.gov.br (last access: 23 June 2017). The
3313 stations downloaded from this website are referred to as
the ANA in this paper.
2.9 The AFD database
Spanish streamflow data were retrieved from the digital hy-
drological yearbook (Anuario de aforos digital 2010–2011,
AFD), which provides observations until 2013–2014 and
is freely accessible online at http://ceh-flumen64.cedex.es/
anuarioaforos/default.asp (last access: 23 June 2017). For the
GSIM, we used the time series that was used to develop the
E-RUN dataset (Gudmundsson and Seneviratne, 2016). The
original DVD containing the full database was obtained di-
rectly from the Spanish authorities via a written form request.
This collection contains streamflow data from 1197 gauging
stations, and is referred to as ADF in this paper.
2.10 The MLIT database
In Japan, the Ministry of Land, Infrastructure, Transport and
Tourism is responsible for organizing hydrological data. All
records are disseminated at http://www1.river.go.jp/ (last ac-
cess: 23 June 2017). As of 2010, the database kept records
of all river stations (at both discharge and gauge level). The
composition of the 15-digit station IDs is outlined in the
file http://www1.river.go.jp/kitei_sosoku.pdf (PDF), and can
be used to query and download time series, along with its
metadata. As the whole database is recorded in Japanese, the
translateR package (Lucas and Tingley, 2016) was used to
translate the metadata into English. The time series down-
loaded from the Japanese water data portal (1029 stations in
total) is referred to as MLIT in this paper.
2.11 The BOM database
As part of the water reform programme established in Aus-
tralia, Water Data Online was created to provide free access
to nationally consistent, current and historical water informa-
tion. It can be accessed at http://www.bom.gov.au/waterdata
(last access: 23 June 2017). Water Data Online also contains
historical data from some stations that are no longer oper-
ational. Users can view or download individual streamflow
time series from the data portal, along with standardized data
and reports. The time series measured at 2941 stations ob-
tained from Water Data Online is referred to as the BOM
database in this project.
2.12 The WRIS database
The Generation of Database and Implementation of Web
Enabled Water Resources Information System in the
Country project (India-WRIS WebGIS) was initiated as
a joint venture of the Indian Central Water Commis-
sion (CWC) and the Indian Space Research Organiza-
tion (ISRO). Unclassified data can be accessed online
and free of charge at http://www.india-wris.nrsc.gov.in/
wris.html (last access: 23 June 2017), while the metadata
are documented at http://www.cwc.nic.in/main/downloads/
HydrologicalnetworkdetailsofCWC.pdf (last access: 23 June
2017). All 318 stations were downloaded from the website.
They are referred to as the WRIS database in this paper.
The production of time series and metadata for GSIM
comprises several stages due to the range of data formats and
significant variation in the quality of metadata across data
sources. To ensure GSIM is presented in a transparent man-
ner, the following sections outline procedures that are used
to collate the time series across (Sect. 3), and to produce the
metadata (Sect. 4).
3 Procedure for combining databases
Several of the identified data sources share common spatial
domains, where typically the research databases may contain
a subset of gauges from the national databases. It is therefore
important to correctly identify duplicate time series when
merging the databases. To maximize the quality of combined
time series and minimize the requirement to combine time
series, this task is conducted following three sequential steps:
Step 1 – pre-processing the data to a common structure; Step
2 – replacing all GRDB stations in countries that have a na-
tional database; and Step 3 – identifying remaining dupli-
cates. From the 35 002 gauges, 3197 (2958 and 239 gauges
from the GRDB and EWA databases, respectively) were re-
placed by national databases in Step 2, and 846 cases of “very
likely identical” stations were identified and removed in Step
3, leaving 30 959 “duplication-free” time series available in
the GSIM.
3.1 Pre-processing the time series into a singular data
structure
One of the major challenges in producing consistent stream-
flow indices is that data from different sources have differ-
ent structures and storage formats. For example, the MLIT
database divides streamflow records at one location into sep-
arate text files, and each file contains streamflow measure-
ments for 1 year. In comparison, the HYDAT archive in-
cludes streamflow measurements from all available stations
in a single matrix.
To address the varying standards of data management, the
first step in combining the databases was to reformat all the
streamflow records to ensure that each time series is kept in a
consistent format. Using the GRDB as a guide, it was decided
to store all data for a given site in a single text file with three
columns: (a) date of measurement, (b) value of measurement,
and (c) original quality flags (if available), and with basic
metadata (station name, ID, etc.) stored in the header of the
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file. All additionally derived metadata (i.e. from global grid-
ded products) are stored in the station catalogue. The stream-
flow measurements were also converted into consistent units
(cubic metres per second).
Metadata that have special characters in foreign language
sources were also pre-processed into the ASCII encoding
system. For river names and station names that are recorded
in Spanish (ADF) or Portuguese (ANA), the special charac-
ters were replaced by plain alphabetic characters using the
core function iconv() of the R programming language. For
river names and station names that are recorded in Japanese
characters (MLIT), R package “translateR” (Lucas and Tin-
gley, 2016) was used with the Google Translate API for
this task. Although there are some limitations related to this
toolset (e.g. some Japanese characters remaining untrans-
lated and requiring manual translation; inconsistency in the
translated results using the same original Japanese charac-
ters), this option was chosen to enable an automated and ex-
pedient translation. As a result, any text-related metadata as-
sociated with Japanese stations should be treated with care.
3.2 Replace the GRDB stations with national
databases, if applicable
The streamflow records hosted by the GRDC (the GRDB
and EWA databases) are themselves originally provided by
national water agencies, and have been undergone quality
control procedures by the GRDC. In cases that the supplied
data contain errors, the GRDC informs data suppliers to im-
prove the quality of their database. In term of data avail-
ability, time series downloaded directly from the national
data portal usually represents the latest version of stream-
flow observation, and thus it seemed appropriate to replace
stations hosted by the GRDC for countries where an equiva-
lent national database was available. While this approach is
efficient, there is a potential downside of removing GRDB
stations that were not otherwise present in the national data
depositories, perhaps due to differences in maintenance of
the databases. Nonetheless, the number of stations available
in the GRDB and EWA databases is much lower than that
available in national databases for all countries (see Table 2).
As a result of this step, 2958 stations located in seven coun-
tries (Australia, Brazil, Canada, India, Japan, Spain, and the
United States) were removed from the GRDB collection. In
addition, 239 stations located in Spain were removed from
the EWA archive.
3.3 Identify and remove duplicates in research
databases
The method of de-duplicating time series involves identifica-
tion of duplicates where two data sources have overlapping
coverage and potential merging of two records at a dupli-
cated site to create a unified record. The de-duplication step
was generally undertaken between the GRDB and a “paired”




Australia – 358 2941 (BOM)
Brazil – 439 3313 (ANA)
Canada – 1029 6325 (HYDAT)
India – 0 318 (WRIS)
Japan – 151 1029 (MLIT)
Spain 239 0 1197 (ADF)
United States – 981 9404 (USGS)
dataset (e.g. GRDB and GAME). The only exceptions to this
step are for GRDB, EWA, and ARCTICNET, as these three
datasets share Russia as a common spatial domain.
The techniques adopted for combining research databases
were based on the de-duplication procedures developed in
Gudmundsson and Seneviratne (2016), which consists of
three sequential steps.
1. Identification of “duplication candidates” using meta-
data similarity. This step aims to identify time series
with a high level of similarity in metadata (either within
one database or across different databases). We used
three similarity metrics to identify potential time series:
(1) Jaro–Winkler distances, a metric representing the al-
phanumeric similarity of strings (Christen, 2012), ap-
plied to river names of two records; (2) Jaro–Winkler
distances between station names of two records; and
(3) geographical proximity estimated from geographical
coordinates between two records. These metrics were
normalized to have the same range between 0 and 1,
where a value of 0 indicates identical metadata (e.g. the
same geographic coordinates). This similarity analysis
was run for each pair in the pool of stations, and any
pair with an average value below 0.25 was identified as
candidate duplicate records.
2. Classifications of duplication candidates using time-
series similarity. This step aims to decide whether a
specific pair of duplication candidates is likely to be
identical. The overlapping period and correlation coeffi-
cient were used as criteria for making a decision. Firstly,
all duplication candidates that do not share any over-
lap in their period of record are kept in the final GSIM
collection, as they can represent separate time series
even if they measured discharge at the same geograph-
ical location (e.g. due to reconstruction of the gaug-
ing station). Secondly, any time series with a correla-
tion coefficient (R2) lower than 0.90 was automatically
identified as “very likely different” (26 pairs), whereas
R
2
> 0.99 indicates “very likely identical” time series
(786 pairs). Finally, candidates with 0.90 ≤ R2 ≤ 0.99
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Table 3. Basic metadata available from data sources.
Database Station Station River Geographical Station Drainage Catchment
ID name name coordinates elevation area boundary
GRDB X X X X X X X
EWA X X X X X X X
CHDP X X X X – X –
GAME X X X X X X –
ARCTICNET X X X X X X –
USGS X X – X X X –
HYDAT X X – X – X –
ANA X E E X X X –
ADF X E E X X X –
MLIT X E E X – – –
BOM X X – X – – –
WRIS X X X X X X –
X: metadata available; –: metadata are unavailable; E: metadata are not available in English.
(65 pairs) were visually inspected and manually classi-
fied as “very likely identical” (60 pairs) or “very likely
different” (five pairs). All time series in the “very likely
different” category were retained while stations of the
“very likely identical” category were processed using
the de-duplication procedure (see below).
3. De-duplication of identical time series: regardless of
whether identical time series come from either the same
database or from different databases, records with the
greater number of data points in the streamflow time
series were kept while the other(s) were discarded. Al-
though this approach has the downside of truncating the
length of useful records, the number of time series that
could be influenced by this approach is relatively low
(846 time series, corresponding to 2.8 % of the total
number of available streamflow records).
A visual example of the de-duplication procedure is pro-
vided in Fig. 2. The left panel demonstrates a case of “very
likely identical” stations, when station number 2964035 in
the GRDB database was identified as an identical gauge to
W.16 in the GAME archive, based on the similarities be-
tween the provided metadata and correlation coefficient. The
time series representing station “GAME_W.16” was kept
in the final collection, while time series “GRDB_2964035”
was removed. The right panel in Fig. 2 demonstrates a case
of a “duplication candidate” with correlation coefficient of
0.92 (time series “GRDB_6123645” and “EWA_9110028”).
These time series were visually inspected, assigned a “very
likely different” label, and both time series were kept in the
final collection.
4 Production of the GSIM metadata
Providing a consistent set of metadata for each site has been a
significant undertaking for GSIM. This section outlines three
main stages to developing the GSIM metadata: (1) consoli-
dating all available basic metadata; (2) consistently delineat-
ing catchment boundaries for each site; and (3) developing a
supplementary set of catchment-scale metadata based on the
delineated boundaries.
4.1 Consolidating basic metadata from available
sources
Following the GRDB format, each time series was accompa-
nied by basic metadata, including
1. station ID,
2. station name,
3. river name of gauging location,
4. geographical coordinates of station,
5. elevation of station,
6. drainage area, and
7. catchment boundary from original data sources.
These data are useful for filtering stations according to spe-
cific criteria and analysis objectives. Moreover, the avail-
ability of a catchment boundary for the gauge enables addi-
tional catchment-scale metadata to be derived as necessary.
However, not all of these basic metadata were available for
all data sources. For example, the catchment boundary was
only available for parts of the GRDB and EWA stations,
the drainage area was unavailable in the BOM and MLIT
databases, and though several data sources included river
names in station names (BOM, HYDAT, USGS), these meta-
data were unavailable in English for other sources (MLIT,
ANA, ADF). Table 3 further outlines the availability of basic
metadata for each source.
The method for consolidating basic metadata for each sta-
tion follows three steps.
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Figure 2. Examples of visually inspected duplication-candidate time series. (a) Two stations that were labelled “very likely identical”
stations. (b) Two stations that were labelled “very likely different” stations.
Step 1. Transfer and review metadata available from
original sources
The transfer of all existing metadata required a range of sim-
ple consistency checks and conforming rules, including the
following.
1. Reviewing the geographical coordinates of all stations.
Stations with unreasonable locations (e.g. located in the
middle of the North Atlantic Ocean without any land
mass, identified from Google Earth) were marked to be
excluded from the subsequent delineation procedure (24
stations).
2. Separating the river name from the station name. Sev-
eral sources use a consistent format for the station name
consisting of two parts: the name of the station followed
by the name of the water body. This pattern used a for-
mula with “linking words” such as “at”, “upstream” and
“downstream”. Taking station “BOM_406219” with
original station name “Campaspe River at Lake Ep-
palock (Head Gauge)” as an example, the position of
linking word “at” was identified and used to extract
“river” metadata (Campaspe River) from the full station
name.
3. Retaining the metadata of duplicated time series with
the most data points in contrast to the other time series
being removed. While this step may mistakenly remove
some information, it is expedient and reflects the typical
result of de-duplicated records that longer time series
were kept while the shorter time series were removed.
Step 2. Generate “database-merging” information
This step documents a summary of efforts taken in creating a
consistent set of GSIM metadata, and allows a user to check
steps that were taken or to identify better procedures using
alternative time series or metadata obtained from original
sources. There are 12 fields documented for this purpose:
1. an indication of whether the time-series de-duplication
procedure was used (one field),
2. which database and station were kept to construct the
GSIM time series (two fields),
3. which station was removed and the corresponding
database (three fields),
4. the value of metrics that represent similarities in the
time-series metadata (five fields), and
5. the number of overlapping days, if applicable (one
field).
Step 3. Generate information about data availability
The last step in compiling basic metadata for GSIM was
to generate metrics that represent data availability for each
GSIM time series, including the temporal coverage (i.e. the
first and final years), the number of available daily observa-
tions, the number of missing data points, and the proportion
of missing data points.
4.2 Catchment delineation procedure
With the ever-increasing availability of remote-sensing and
modelled data products at global and continental scales, the
provision of catchment boundaries is an important mech-
anism for extending the utility of GSIM. Although catch-
ment boundaries can be generated easily using standard de-
lineation algorithms in GIS packages, it requires a global
coverage DEM dataset and reliable location to represent the
outlet of each drainage area, which were unfortunately not
readily available for GSIM project. This section describes the
DEM products, and the algorithm to identify the “best outlet
location” associated with each station that has been used in
GSIM project.
The main DEM product used for GSIM was HydroSHEDS
(http://hydrosheds.org, last access: 23 June 2017), which is
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Figure 3. GSIM regions for catchment delineation and metadata extraction procedures.
available at 15 arcsec resolutions (Lehner et al., 2006), and
has been used extensively in large-scale hydrological stud-
ies (Do et al., 2017; Lehner and Grill, 2013; Lehner et
al., 2008; Wood et al., 2011). To address a limitation in
the coverage of HydroSHEDS (no information in regions
above 60◦ N, and some islands), the Viewfinder Panoramas
elevation product at 15 arcsec resolutions was used (http:
//viewfinderpanoramas.org, last access: 25 June 2017) for
those locations. This dataset has been used in several studies
as an alternative DEM product to overcome similar data cov-
erage issues (Barr and Clark, 2012; Fredin et al., 2012; Sil
and Sitharam, 2016; Yamazaki et al., 2015). As there were
more than 30 000 stations needing to be delineated, the Hy-
droBASINS dataset was used, dividing the world into 24 re-
gions, so that the task of delineation could be performed in
parallel. The regions are shown in Fig. 3 and are generally
independent in terms of drainage areas (Lehner and Grill,
2013). North America and Europe were specifically broken
into more regions to address their relatively higher density
of gauges. To maintain consistency when delineating bound-
aries, only one DEM product was used per GSIM region.
As the quality of the Viewfinder Panoramas is not as clearly
documented as for HydroSHEDS, its use was kept to a min-
imum. This resulted in five regions using Viewfinder DEM
and 19 regions using HydroSHEDS (see Table 4).
Other challenges in the catchment delineation procedure
are possible errors in the geographical coordinates represent-
ing the catchment outlet, such as typos in reported coordi-
nates (e.g. 13.47◦ N instead of 14.47◦ N) or swapped order
of the coordinate digits (e.g. 103.45◦ E instead of 103.54◦ E).
These errors can lead to unreliable results of the delineation
procedure, and so an algorithm to identify a location that rep-
resents catchment outlets well was also applied. This is de-
scribed below.
Case 1. Reported station coordinates adopted as the
outlet
If there was no information about a drainage area in the sta-
tion metadata, the geographical coordinates of the station
available from the data source were used as the outlet of
the delineation process. There are automated techniques for
repositioning outlets, such as choosing cells with the greatest
flow accumulation within a search distance (Snap Pour Point
ArcGIS tool), or finding the nearest cell possessing a flow-
accumulation value above a specified threshold (Lindsay et
al., 2008). Nonetheless, without information on the catch-
ment area, it is impossible to assess the quality of the de-
lineated catchment. Even if a repositioning technique were
adopted, delineated catchment boundaries should be used
with caution in this case, and therefore the original geograph-
ical coordinates was used to represent “best outlet location”.
Case 2. Application of an automated repositioning
algorithm
For stations with available information on catchment
area, the automated repositioning procedure documented in
GRDC report number 41 (Lehner, 2012) was used with some
minor adjustments, and is summarized below.
1. The catchment area was estimated using the flow-
accumulation dataset derived from the DEM products.
This calculation was repeated for all pixels of the Hy-
droSHEDS/Viewfinder gridded river network within a
search radius of 5 km from the geographical coordinates
of a specific station.
2. The estimated area values were compared with the re-
ported area in the original metadata. All pixels were
coded with the absolute value of their area differences
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Table 4. DEM products used for each GSIM region.
Region Description DEM product
Arctic (region 1) Represents the distant part of North America (including
Alaska, most parts of Canada, and the eastern part of
Autonomous Province, Russia)
Viewfinder DEM 15s
Europe above 60◦ N (region 2) Represents countries located above 60◦ N (e.g. Sweden,
Denmark, Norway, part of Germany, part of Russia)
Viewfinder DEM 15s
Siberia (region 3) Represents areas above the 60◦ N part of Asia Viewfinder DEM 15s
Islands (region 4) Represents some islands across the Pacific Ocean (e.g.
Honolulu, US) and Atlantic Ocean
Viewfinder DEM 15s
Greenland (region 5) Represents land mass of Greenland Viewfinder DEM 15s
Europe 1 to Europe 6
(six regions, from region 6 to region 11)
Represent most European countries (below 60◦ N) HydroSHEDS DEM 15s
North America 1 to North America 9
(nine regions, from region 12 to region
20)
Represent US (except Alaska) and the southern part of
Canada (below 60◦ N). It also includes central America
for simplicity in processing catchment boundaries.
HydroSHEDS DEM 15s
Africa (region 21) Represents Africa region HydroSHEDS DEM 15s
Asia (region 22) Represents Asia region (part of Kazakhstan, China,
Mongolia, and Russia)
HydroSHEDS DEM 15s
Australia (region 23 Represents Australia, New Zealand, and some Pacific
islands
HydroSHEDS DEM 15s
South America (region 24) Represents South America HydroSHEDS DEM 15s
(in %, with reported area in the metadata used as a ref-
erence). Pixels with area differences of more than 50 %
were excluded. This procedure provided an area-based
ranking scheme (RA) ranging from 0 to 50, where 0 in-
dicates perfect agreement in catchment areas.
3. The distance to the original location of the station (geo-
graphical coordinates reported in the original metadata)
was calculated for each pixel and normalized to reach
50 at the maximum distance of 5 km. This procedure
provided a distance-based ranking scheme (RD) rang-
ing from 0 to 50, where 0 indicates perfect agreement in
station locations.
4. The final ranking scheme (R) was calculated as a
combination of RA and RD, where distance rank was
weighted twice as high (R = RA + 2RD) to penalize
pixels that were further away from the original location.
5. The outlet was automatically relocated to the position
of the pixel showing the lowest ranking value, and geo-
graphical coordinates of the pixel centroid were defined
as the “best” outlet for this specific catchment.
6. In the original technical document (Lehner, 2012), a
manual procedure was adopted for stations with differ-
ences in area above 50 (i.e. the search algorithm cannot
find any pixel with an area difference less than 50 %
within the 5 km search radius), or for stations that had
no reported area in the data catalogue. This manual in-
spection process was infeasible given the scope of the
GSIM project, having over 30 000 catchments being de-
lineated and where river names were not available (or
potentially inaccurately translated) for many stations.
A Python script was developed to automatically call the “best
outlet location” algorithm and the catchment delineation
toolset available in ArcGIS software (Jenson and Domingue,
1988) for each gauge using the chosen DEM data product.
The delineated catchment boundary for each station was as-
signed a quality flag according to the discrepancy between
reported drainage area and delineated catchment boundary
area. There are four quality categories associated with the
catchment boundary:
1. “High” quality: Area difference less than 5 %
2. “Medium” quality: Area difference from 5 % to less
than 10 %
3. “Low” quality: Area difference from 10 % to less than
50 %
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4. “Caution” quality: Area difference greater than or equal
to 50 %, or the reported catchment area was not avail-
able in the GSIM catalogue.
Figure 4 demonstrates an example where the repositioning
algorithm was used. Here the “best outlet location” was de-
termined to be 4.8611 km away from the original location,
which is defined by the reported geographical coordinates in
the metadata (for station AR_0000007). The reported area
in the metadata is 340 km2, while the area of the delineated
catchment boundary using the original coordinates was only
0.8 km2, which is significantly lower than the correct number.
On the other hand, the delineated catchment boundary using
the “best outlet location” has an area of 363 km2, indicating
a better estimation of the upstream catchment boundary for
this particular station.
4.3 Extraction of catchment-scale metadata
An important aspect of large-scale hydrology is the ability to
exploit gridded datasets at the global scale (Bierkens, 2015;
Bierkens et al., 2015; Gudmundsson and Seneviratne, 2015;
Seneviratne et al., 2012; Ward et al., 2015). Having devel-
oped catchment boundaries for each GSIM station enabled
a supplementary set of catchment-scale metadata to be de-
rived with relative ease. A key feature is that the catchment
boundaries and the subsequent metadata relates to the up-
stream contributing area that influences a gauge, rather than
to the catchment (or arbitrarily defined sub-catchment) that
contains the gauge and therefore includes a non-influencing
downstream region.
In developing the catchment-scale metadata, a standard
set of variables have been identified with a view to support-
ing a range of applications such as filtering stations accord-
ing to characteristic features, performing analyses of stream-
flow according to explanatory features of a catchment, or
classifying stations according to the (in)significance of hu-
man impact. As summarized in Table 5, a total of 12 global
data products were used to derive 19 elements of catchment-
scale metadata. These products were chosen to represent five
main categories of catchment characteristics: (1) topography,
(2) human impact, (3) climate type, (4) vegetation type, and
(5) soil profile. Because the global data products have vary-
ing resolution and structure, the following method was used
to derive the catchment-scale metadata.
1. Delineated catchment boundaries associated with each
stream gauge were used to mask the subset of pixels
from the resampled dataset.
2. If more than 30 % of the catchment area was not covered
by a specific global data product, a “No data” code was
given.
3. Metadata representing the characteristics of the up-
stream catchment for each streamflow gauge were cal-
culated from the gridded data masked in step (1). There
were three types of metrics calculated during this step.
a. A single value. Used only for the elevation at
the geographical coordinates of the gauge (i.e. the
catchment outlet), number of large dams located
within the catchment boundary, and total volume of
corresponding reservoir.
b. Average, min, max, and quartile values. Used for
continuously varying data such as a slope or topog-
raphy index. These metrics allow an idea of central
tendency as well as spread of extracted data within
each catchment boundary.
c. Percentages of different classes of catchment char-
acteristics. Used for categorical data. For exam-
ple, there are 16 classes in the global lithology
dataset, and the co-presence of more than one type
of lithology occurs very often across all catch-
ments. The percentages of each lithology class were
therefore calculated and recorded for all available
catchments. To make the results presentable in a
final catchment-scale metadata matrix, an aggre-
gated metric was calculated to indicate that there
is a dominant class within the catchment boundary
(i.e. more than 50 % of all available pixels). If there
is no dominant class within the catchment bound-
ary, a “No dominant class” string is provided.
5 Overview of the GSIM archive
This section summarizes the GSIM archive, including the
availability of time series combined from 12 original data
sources, the associated data products, and documentation
outlining data quality (Sect. 5.1). The whole time-series
database cannot be made available online due to data policies
from a number of original data sources, some of which ap-
ply very strict terms and conditions regarding the redistribu-
tion of streamflow time series. To address this limitation and
maintain the usefulness of GSIM to the research community,
three metadata products have been developed and the avail-
ability of these data products is further discussed in Sect. 5.2.
5.1 Time-series availability
From the 35 002 time-series records obtained from 12 differ-
ent sources, the final GSIM time-series archive holds a total
of 30 959 unique stations, of which 30 935 stations have as-
sociated catchment shapefiles and catchment-scale metadata
(24 stations were removed from this process due to suspect
geographical locations). Most data sources are still active and
being updated by the data authorities. GSIM, however, also
included 425 “static” time series (from the ARCTICNET,
GAME, and CHDP databases) that have been frozen since
the early 2000s as these stations have improved the gauge
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Table 5. Global data products used in GSIM and derived catchment-scale metadata.








cess: 23 June 2017)
15 arcsec × 15 arcsec – (1) Gauge elevation
(2a–f) Average, minimum, maximum, first quartile, second
quartile, and third quartile values of catchment elevation
Slope Derived from HydroSHEDS and
ViewFinder DEM by authors
15 arcsec × 15 arcsec – (3a–f) Average, minimum, maximum, first quartile, second
quartile, and third quartile values of catchment slope
Topographic index High-resolution global topographic index
values (Marthews et al., 2015)
https://catalogue.ceh.ac.uk/documents/
ce391488-1b3c-4f82-9289-4beb8b8aa7da
(last access: 23 June 2017)
15 arcsec × 15 arcsec – (4a–f) Average, minimum, maximum, first quartile, second
quartile, and third quartile values of catchment topographic
index
Drainage density GRIN – Global River Network (Schneider
et al., 2017)
https://www.metis.upmc.fr/fr/node/375
(last access: 23 June 2017)
7.5 arcmin × 7.5 arcmin – (5a–f) Average, minimum, maximum, first quartile, second
quartile, and third quartile values of catchment drainage
density (km−1)
Dams Global Reservoir and Dam (GRanD),
version 1 (Lehner et al., 2011)
http://sedac.ciesin.columbia.edu/data/set/
grand-v1-dams-rev01 (last access: 23 June
2017)
6862 datapoints storage
capacity of more than
0.1 km3
– (6) Number of dams upstream
(7) Total upstream storage volume
Population Gridded Population of the World (GPW)
version 4 (CIESIN, 2016)
http://sedac.ciesin.columbia.edu/data/set/
gpw-v4-population-count (last access: 23
June 2017)
30 arcsec × 30 arcsec 2005–
2014
(8a–f) Average, minimum, maximum, first quartile, second
quartile, and third quartile values of catchment population
(2010)
(9) 2010 Population count
Urbanization Night Light Development Index (NLDI)
dataset (Elvidge et al., 2012)
http://www.soc-geogr.net/7/23/2012/
sg-7-23-2012.html (last access: 23 June
2017)
0.25 arcdeg × 0.25 arcdeg 2006 (10a–f) Average, minimum, maximum, first quartile, sec-
ond quartile, and third quartile values of NLDI over catch-
ment
Irrigation Historical Irrigation Dataset (Siebert et al.,
2015)
https://mygeohub.org/publications/8/2
(last access: 23 June 2017)
5 arcmin × 5 arcmin 2005 (11a–f) Average, minimum, maximum, first quartile, sec-
ond quartile, and third quartile values of catchment Irrigated
area (2005)
Climate type World map of Koppen–Weiger climate
classification system (Rubel and Kottek,
2010)
http://koeppen-geiger.vu-wien.ac.at (last
access: 23 June 2017)
5 arcmin × 5 arcmin 1951–
2000
(12) Type of catchment climate (Koppen–Weiger) if one
type present over more than 50 % catchment area, or “No
dominant type”
Land cover The Climate Change Initiative Land Cover
(CCI-LC) dataset
http://maps.elie.ucl.ac.be/CCI/viewer/
download.php (last access: 23 June 2017)
7.5 arcsec × 7.5 arcsec 2015 (13) Type of catchment land cover
(UN Land Cover Classification System) for 2015 if one type
present over more than 50 % catchment area, or “No domi-
nant type”
Lithological The Global Lithological Map v1.0 (GLiM)




global-lithological-map/ (last access: 23
June 2017)
0.5 arcdeg × 0.5 arcdeg – (14) Type of catchment lithology if one type present over
more than 50 % catchment area or “No dominant type”
Soil profile Soil grid 250 m (Hengl et al., 2017)
https://soilgrids.org (last access: 23 June
2017)
7.5 arcsec × 7.5 arcsec – (15) Type of catchment soil class (World Reference Base)
if one type present over more than 50 % catchment area or
multiple types “No dominant type”.
(16a–f) Average, minimum, maximum, first quartile, sec-
ond quartile, and third quartile values of weight percentage
of sand over the catchment
(17a–f) Average, minimum, maximum, first quartile, sec-
ond quartile, and third quartile values of weight percentage
of silt over the catchment
(18a–f) Average, minimum, maximum, first quartile, sec-
ond quartile, and third quartile values of weight percentage
of clay over the catchment
(19a–f) Average, minimum, maximum, first quartile, sec-
ond quartile, and third quartile values of bulk content of soil
over the catchment (kg m−3)
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Catchment delineated from metadata coordinates
Catchment delineated from re−located coordinates
Figure 4. Example of improvement in quality of a catchment boundary using re-located geographical coordinates (for station AR_0000007).
density in regions with sparse streamflow observation sys-
tems (Russia, China, and Thailand, respectively). In addition,
2735 EWA stations (frozen since October 2014) were also
included into GSIM as these time series have not been com-
pletely mirrored into GRDB database at the time GSIM was
initiated. As these “static” time series have been frozen and
no further update were provided, GSIM users are advised to
use them with caution as the data may contain errors and/or
have been replaced or updated.
As shown in Table 6, it is apparent that spatial cover-
age of the stations in the GSIM database varies signifi-
cantly across continents, with North America and Europe
having the greatest number of stations. Including the national
databases such as MLIT (Japan), ANA (Brazil), BOM (Aus-
tralia), and IWRIS (India) has significantly improved the ob-
servational network over the regions of Asia, South Amer-
ica, and Oceania (top panel of Fig. 5), some of which have
recorded streamflow since the mid-20th century and were
still operating at the time the GSIM database was initiated.
This suggests that the national databases that are currently
available should be given more attention in order to improve
the quality and quantity of international archives.
Regarding temporal coverage, streamflow records across
the globe are generally available for the second half of the
20th century (as shown in the bottom panel of Fig. 5). Re-
gardless of missing data criteria, the number of available data
gradually rises to its peak in the late 1970s to early 1980s,
followed by a mild decrease in the late 1980s as also dis-
cussed by Hannah et al. (2011) and a secondary peak in
the late 2000s. While the overall database has over 30 000
gauges, it is clear from Fig. 5 that from the 1960s onwards
there are approximately from 10 000 to 15 000 gauges si-
multaneously active. This represents a significant increase in
availability compared to the GRDB dataset, which had a total
of approximately 9000 gauges and with a similar drop-off in
available gauges depending on the filtering criteria applied.
5.2 Data products of GSIM
5.2.1 GSIM catalogue
The GSIM catalogue is designed for users to easily filter sta-
tions according to their purpose of application, and where
necessary to transparently identify steps taken in the devel-
opment of GSIM. The total number of 27 fields included in
this document can be divided into three groups, namely the
following.
1. Basic metadata. This group provides station identifica-
tion, including a unique GSIM number, the name of the
river, the name of the station, the elevation of the gauge,
the provided geographical coordinates, and the catch-
ment area.
2. Database merging metadata. This group of fields pro-
vides the identity of the numbers of original source(s),
and if applicable the similarity metrics between dupli-
cates.
3. Data availability metadata. This group of fields pro-
vides an overview of the data availability of each time
series. These statistics were generated from the time-
series data and can be used to filter station information,
such as temporal coverage, data length, and the fraction
of missing data.
As illustrated in Table 7, source datasets had significant gaps
in the metadata, especially in cases of gauge elevation (not
available in CHDP, GAME, HYDAT, BOM, and MLIT) and
catchment area (not available in BOM and MLIT). In ad-
dition, the geographical coordinates of all stations were not
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Table 6. Summary statistics of GSIM time series.
Continent Number of Average temporal Shortest record Longest record Year of Year of
stations coverage (years) (years) (years) earliest entry latest entry
Africa 949 33.8 1 110 1903 2015
Europe 5778 40.3 1 208 1806 2016
Asia 1915 22.2 1 79 1921 2015
North America 15 884 42.9 1 156 1860 2016
South America 3449 29.3 1 116 1901 2016
Australia and Oceania 2984 31.4 1 131 1886 2016
Global 30 959 38.2 1 208 1806 2016
Record length
Less than 20 years
From 20 to 39 years
From 40 to 59 years
From 60 to 79 years
From 80 years




















50 % missing days
25 % missing days
10 % missing days
1 % missing days
(a)
(b)
Figure 5. Availability of GSIM time series. (a) illustrates the length of record at each station, and (b) illustrates the number of available time
series over time for four different missing data criteria.
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Table 7. The percentage of stations accompanied by all basic metadata.
Dataset Station River Station Latitude Longitude Altitude Catchment
ID name name area
ADF 100 100 100 100 100 96.2 99.3
ANA 100 99.9 100 100 100 69 99
ARCTICNET 100 100 100 99.3 99.3 99.3 100
BOM 100 100 100 100 100 0 0
CHDP 100 99.4 100 100 100 0 84
EWA 100 100 100 100 100 98.5 94.5
GAME 100 100 100 100 100 0 100
GRDB 100 100 100 100 100 67 100
HYDAT 100 100 100 100 100 0 85.8
MLIT 100 100 100 100 100 0 0
USGS 100 100 100 100 100 93.7 25.5
WRIS 100 100 100 100 100 81.6 97.4
GSIM 100 99.9 100 99.9 99.9 50.4 73.8
Table 8. Percentages of available catchment-scale characteristics.
Catchment Number of Availability
characteristics stations percentage
Climate classification 30 773 99.5
Drainage density 29 574 95.6
Elevation 30 932 99.9
Irrigation area 30 857 99.7
Land cover classification 30 888 99.8
Lithology type 30 154 97.5
Nightlight Development Index 23 096 74.7
Population count 30 894 99.9
Population density 30 800 99.6
Slope 30 862 99.8
Soil bulk density 30 812 99.6
Soil classification 30 764 99.4
Clay content 30 768 99.5
Clay content 30 695 99.2
Silt content 30 828 99.7
Topographic index 30 725 99.3
correctly recorded for all stations, with 24 removed as hav-
ing suspect locations and 4871 shifted coordinates as part of
the procedure for aligning catchment outlets with reported
catchment areas.
5.2.2 Quality of catchment boundary
The catchment boundary is the second metadata product that
is available through GSIM. Of all GSIM stations, 12 150
(39 %) were not associated with any information about
drainage areas (including all MLIT and BOM stations); thus,
a “Caution” flag is attached to upstream catchments of these
stations. Another 24 stations with suspected geographical co-
ordinates of stations were removed, and the final 18 785 sta-
tions were processed to identify the “best outlet” location to
represent the outlet for delineating upstream catchments. The
distribution and quality of the delineated catchments of these
stations are provided in Fig. 6 (figures at continental scale are
also provided as a Supplement).
As illustrated in the top panel, “Caution” catchments us-
ing “best” outlets (identified using the method outlined in
Sect. 4.2) are generally located across all GSIM regions.
However, the “Caution” flag appears more frequently over
regions above 60◦ N. Further checks would be required to im-
prove the association of catchment boundaries with stations.
Unfortunately, the biggest caveat that applies to the GSIM
database, as with any global database, is that the metadata
were collated from a number of sources with varying stan-
dards of documentation and quality assurance and with lim-
ited capacity for additional checking other than automated
procedures. Therefore, there is likely to be a non-trivial de-
gree of error in the metadata for both geographical location
and drainage area. Another issue that may lead to unreli-
able results of the delineation process is error in the DEM
products. This potential error has been documented (Lehner,
2012; Lehner et al., 2006), and lower-quality DEM products
generally exist for regions above 60◦ N due to the lower qual-
ity of the original elevation products used to derive the DEM
datasets. Another note for the use of delineated catchments
is that very small catchments (area less than 50 km2) should
be handled with care, as the “best” outlets could be located
incorrectly while still delivering “acceptable” discrepancies
as part of the automated procedure.
Nonetheless, the quality of delineated catchments is quite
positive (as illustrated in the lower panels of Fig. 6). Of all
18 785 catchments that had reported drainage area in the
GSIM catalogue, 68.25, 11.8, and 15.92 % of catchments
have “High” quality (area discrepancy of less than 5 %),
“Medium” quality (area discrepancy from 5 % to less than
10 %), and “Low” quality (area discrepancy from 10 to less
than 50 %), respectively, while there are only 4.03 % catch-
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Figure 6. Quality of the delineated catchment boundary according to the categories of high, medium, low, and caution identified in Sect. 4.2
(for 18 785 stations that have reported drainage area and reasonable geographical coordinates).
ments with “Caution” quality (area discrepancy of more than
or equal to 50 %).
5.2.3 Catchment-scale characteristics
The final data product that has been made available is the
auxiliary information extracted from 12 global coverage
datasets representing many characteristics associated with
GSIM stations. Overall, the spatial coverage of original data
products (mostly satellite-based is quite good (see Table 8),
with just a small fraction of catchments (less than 10 %) that
have more than 30 % of their areas not covered by these
datasets. The exception is the Nightlight Development In-
dex (NLDI – computed from the 2006 Nightlights dataset,
Ziskin et al., 2010, and the 2006 Landscan gridded popula-
tion, Bhaduri et al., 2002). This dataset does not have approx-
imately 25.3 % of catchments covered, for more than 70 % of
their areas.
It is important to note that while these catchment-scale
characteristics are consistent products available for all sta-
tions, documentation for the original source data should be
consulted during application to appreciate the limitations and
appropriateness of each variable. For example, the GRanD
database is not exhaustive of all dams worldwide and there
can be ambiguities over the affiliated dates (e.g. whether they
represent conception, construction, or commissioning). Fur-
thermore, the extent of the overlapping period between tem-
poral coverage of streamflow time series and remote sens-
ing based datasets needs to be carefully assessed in cause–
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effect studies. Similarly, it is likely that there will be updated
or new data gridded datasets available over time so that ap-
plications should consider the appropriateness of the infor-
mation used. The availability of metadata products emerging
from the GSIM project demonstrates the possibility of us-
ing reported global data products to extract catchment-scale
characteristics associated with each station with reasonable
quality, enabling many potential applications from this rich
information.
6 Data availability
The data described in this paper are available as a compressed
zip archive containing (i) a readme file, (ii) metadata of all
GSIM stations obtained from original data sources and time
series, (iii) quality of catchment boundary and catchment
characteristics extracted from 12 global data products, (iv)
a list of stations with suspect geographical coordinates, and
(v) catchment boundaries for 30 935 stations that have a rea-
sonable geographical location.
The data can be freely downloaded at PANGEA data de-
pository https://doi.pangaea.de/10.1594/PANGAEA.887477
(Do et al., 2018). The uploaded zip archive contains two di-
rectories and one README.txt file. The readme file provides
a detailed description of the data. The “GSIM_catalogue”
directory contains the metadata of all GSIM stations and a
list of stations with suspect geographical coordinates. The
“GSIM_catchments” directory contains shapefiles for 30 935
stations.
7 Conclusions
In situ observations of daily streamflow with global coverage
are crucial to understanding large-scale freshwater resources
that are fundamental for societal development. The GSIM
archive, designed as an expansion of the GRDB database,
has demonstrated the possibility of significantly improving
the coverage and density of the global streamflow observa-
tional datasets using free-to-access databases. The develop-
ment of the GSIM database was not possible without the
tremendous investment in the production and ongoing main-
tenance of original data sources of GSIM. This fact empha-
sizes the key role of data authorities and international initia-
tives in enabling advances in large-scale hydrology by mak-
ing data publicly available to the community.
While the activities of GSIM have been extensive in
searching out and collating databases, they are by no means
exhaustive (e.g. since submission we have been notified
of additional potential candidates for inclusion such as the
Mekong River Commission database, Chile national water
database, and Argentina national water database). It is the au-
thors’ intention that this project will stimulate further efforts
toward the development of coordinated and consistent repre-
sentation of global streamflow observations. For this reason,
the process of developing the archive was designed with au-
tomation in mind. With the exception of needing to visually
inspect some cases of duplicated time series, the archive was
automated using scripts in the R and Python programming
languages.
Although the GSIM database was compiled from data
sources that can be obtained free of charge via a data por-
tal or by submitting written requests to data authorities, there
are some strict conditions related to the redistribution of un-
processed data. Therefore, it is impossible to make the whole
GSIM collection publicly available. In addition, with the
main aim of harvesting as much data as possible, the GSIM
database is not focused on collecting high-quality datasets
such as referenced hydrological networks that are available
in many countries (Whitfield et al., 2012), and thus the data
quality may vary significantly across the available time se-
ries. To address these limitations and increase the useful-
ness of the GSIM database, we conducted a set of quality
checking procedures for all GSIM time series. These quality-
assured records were then used to produce a dedicated set
of indices capturing important aspects of the daily dynam-
ics from GSIM time series, and to explore potential applica-
tions of GSIM in large-scale hydrology. Detailed information
about this work and associated distributed data is described
in the second part of our series on GSIM (Gudmundsson et
al., 2018a, b).
With the GSIM archive and production information made
publicly available in a transparent manner, this project serves
the broader hydrology community with improved cover-
age and quality of streamflow information. This project has
yielded a significant increase in the availability of stream-
flow observations through the process of collating readily
accessed online data, and with ongoing efforts there will
be opportunities for further extension. Streamflow observa-
tions represent an underutilized resource, in part due to ac-
cess limitations, but also due to challenges in accounting
for human impacts in the observed record. These challenges
notwithstanding, ongoing advances in global-scale hydro-
logical models and ever-increasing access to remote-sensed
products indicate that wider access to streamflow data has the
potential to significantly enhance our knowledge of global
water resources.
The Supplement related to this article is available online
at https://doi.org/10.5194/essd-10-765-2018-supplement.
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a b s t r a c t
This study investigates the presence of trends in annual maximum daily streamflow data from the Global
Runoff Data Centre database, which holds records of 9213 stations across the globe. The records were
divided into three reference datasets representing different compromises between spatial coverage
and minimum record length, followed by further filtering based on continent, Köppen-Weiger climate
classification, presence of dams, forest cover changes and catchment size. Trends were evaluated using
the Mann-Kendall nonparametric trend test at the 10% significance level, combined with a field signifi-
cance test. The analysis found substantial differences between reference datasets in terms of the specific
stations that exhibited significant increasing or decreasing trends, showing the need for careful construc-
tion of statistical methods. The results were more consistent at the continental scale, with decreasing
trends for a large number of stations in western North America and the data-covered regions of
Australia, and increasing trends in parts of Europe, eastern North America, parts of South America and
southern Africa. Interestingly, neither the presence of dams nor changes in forest cover had a large effect
on the trend results, but the catchment size was important, as catchments exhibiting increasing (decreas-
ing) trends tended to be smaller (larger). Finally, there were more stations with significant decreasing
trends than significant increasing trends across all the datasets analysed, indicating that limited evidence
exists for the hypothesis that flood hazard is increasing when averaged across the data-covered regions of
the globe.
 2017 Elsevier B.V. All rights reserved.
1. Introduction
In recent decades, floods have caused nearly half of all weather-
related disasters worldwide, and affected more than two billion
people (CRED, 2015). The relative importance of flooding as a nat-
ural hazard has also increased over this period, whether measured
in terms of economic losses (Kundzewicz et al., 2013), reinsurance
losses (Mills, 2005) or the number of reported flood events
(Munich Re, 2015; Swiss Re, 2015). Improved understanding of
the causes of these changes is critical to manage and mitigate
future impacts. However, the attribution of observed changes
remains unclear, with possible causes including changes to the
magnitude or frequency of high flow events (the flood hazard),
the number of people or assets potentially affected by flooding
(the flood exposure), the magnitude of impacts given a flood expo-
sure (the flood vulnerability) (IPCC, 2012; Kron, 2005), or changes
to reporting mechanisms and practices (Peduzzi et al., 2009).
One possible cause of the observed changes to flood impacts is
the potential role of anthropogenic climate change. Recently,
numerous studies have shown an intensification of extreme pre-
cipitation over data-covered land regions globally, and given that
extreme precipitation is a leading cause of disastrous flooding
(Guha-Sapir et al., 2015; Guha-Sapir et al., 2014), this intensifica-
tion might cause an associated increase in flood hazard and thus
flood impact. For example, Min et al. (2011) found that 65% of
the data-covered areas of the globe exhibited increasing trends
for annual maximum rainfall based on a gridded precipitation data
product from 1951 to 1999. Using a point-based data record of
8326 high-quality land-based stations, Westra et al. (2013)
detected increasing trends at nearly two-thirds of stations, and
found that the median intensity of extreme precipitation increased
in proportion to changes in global mean temperature at a rate of
between 5.9% and 7.7% K1. Lehmann et al. (2015) also found
large-scale increasing patterns in extreme precipitation, with 12%
more record-breaking rainfall events over 1981–2010. This change
was linked to an increasing trend in global temperatures over this
time.
The observed intensification of extreme precipitation led the
Intergovernmental Panel on Climate Change (IPCC) to find medium
confidence for the conclusion that the increasing trends in extreme
precipitation and associated discharge implies greater risk of
http://dx.doi.org/10.1016/j.jhydrol.2017.06.015
0022-1694/ 2017 Elsevier B.V. All rights reserved.
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flooding at the regional scale (IPCC, 2014). However, the implica-
tions of changes to extreme precipitation on discharge should be
assessed with care due to the additional influence of a catchment’s
antecedent moisture content (i.e. the moisture stored in the catch-
ment’s soils, groundwater, lakes and reservoirs prior to the flood-
producing rainfall event), which is affected by a catchment’s
long-term water balance (Johnson et al., 2016) rather than the
intensity of individual heavy rainfall events. For example, only a
third of discharge above the 99th percentile corresponded to pre-
cipitation above the 99th percentile (Ivancic and Shaw, 2015), indi-
cating that the relationship between changes in extreme rainfall
intensity and changes in flood hazard are complex and unlikely
to be direct. This suggests that trends in extreme precipitation
are not likely to be the only climatic factor influencing flood haz-
ard, so that it is not possible to infer the direction and/or magni-
tude of change in flood hazard from information about changes
in extreme precipitation alone.
An alternative approach to understanding changes in flood haz-
ards at the global scale is through the use of large-scale hydrolog-
ical models (Arnell and Gosling, 2014; Dankers et al., 2014).
Studies that have taken this approach generally have found that
more increases in flood hazard occurred in land grid cells than
decreases, which is consistent with changes in climate variables
generated from global climate models. However, high uncertainty
remains a challenging issue in simulating streamflow at regional
and local scales, as the direction of change is not always consistent
across models for some river basins (Dankers et al., 2014).
Although on-going efforts are being made to improve model reso-
lution (Bierkens, 2015; Wood et al., 2011) and the representation
of hydrologic processes (Clark et al., 2015), these models are still
unable to represent many of the complex processes that are
involved in the translation of rainfall to runoff at the global scale
(Archfield et al., 2015; Sood and Smakhtin, 2015; Ward et al.,
2015).
Rather than rely on indirectly inferring changes in flood hazard
based on extreme precipitation data or using large-scale hydrolog-
ical models to understand historical changes, several studies have
directly analysed changes in streamflow data. However, challenges
to this approach include data quality, availability, and the range of
non-climatic factors that may also cause changes in flood hazard.
In particular, compared to atmospheric variables such as tempera-
ture, pressure and rainfall, streamflow measurements are more
susceptible to local (e.g. catchment-scale) anthropogenic influ-
ences. For example, land-use change, de-forestation, dams, reser-
voirs and other effects of urbanisation can all affect flood
magnitude (Bradshaw et al., 2007; FitzHugh and Vogel, 2011), as
can other hydraulic influences such as regulated water releases,
changing channel capacity and/or implementation of flood preven-
tion measures (Hewlett and Hibbert, 1967; Slater et al., 2015;
Stover and Montgomery, 2001). There are also many practical chal-
lenges in characterising streamflow processes such as the difficulty
of identifying subsurface contributions, inaccurate stage-discharge
curves, tidal influences in estuarine catchments, and errors when
measuring large flow events (Buschman et al., 2009; Di
Baldassarre and Claps, 2011; Ghasemizade and Schirmer, 2013;
Herschy, 1994). Finally, political sensitivity and costs associated
with digitizing records or sharing data (Hannah et al., 2011;
Nelson, 2009) can affect the availability of streamflow records, par-
ticularly at the continental or global scale.
Arguably as a result of the abovementioned challenges, studies
that investigate changes in flood hazard directly based on observed
flow data at the global scale are limited (Kundzewicz et al., 2004;
Milly et al., 2002). In contrast to the extreme precipitation studies
described earlier, these studies have relied on relatively small data-
sets (using 29 and 195 time series for the Kundzewicz et al. (2004)
and Milly et al. (2002) studies, respectively). Furthermore, they did
not lead to consistent conclusions regarding changes to flood haz-
ard, with Kundzewicz et al. (2004) finding a similar number of sta-
tions exhibiting increasing and decreasing trends, and Milly et al.
(2002) finding substantial increases in flood frequency for large
basins.
In contrast to the limited number of global-scale studies, there
have been numerous studies at regional scales, and some of these
have been summarised in Table 1. However, it can be difficult to
infer a picture at the global scale from these studies due to varying
periods of data and strategies for selecting stations. Moreover, little
effort has been made in relating any observed changes to natural or
anthropogenic factors (Merz et al., 2012b) and there is an ongoing
need for studies that use a consistent methodology for assessing
streamflow across all regions to advance our knowledge of histor-
ical changes in floods (Kundzewicz et al., 2012; Merz et al., 2012a;
Milly et al., 2015).
In order to better understand historical changes in flood hazard
at the global scale, this paper therefore aims to improve the current
understanding of changes to flood hazard by studying changes in
the magnitude of annual maximum streamflow from a large global
dataset of daily streamflow observations. The dataset is presented
in Section 2, together with a number of catchment characteristics
(climate region, catchment size, changes to forest cover and pres-
ence of large dams) that are used to screen the quality of records
and investigate changes in streamflow with respect to potential
influencing factors. The annual maximum daily streamflow and
analysis methods are also described in Section 2. Trend results
are presented in Section 3 with respect to the catchment and cli-
matic characteristics of the streamflow location. Finally, implica-
tions for studies of streamflow observations and global-scale
modelling efforts are discussed in Section 4.
2. Data and methodology
2.1. Overview of streamflow database
High-quality time series of streamflow are critical for change
detection studies (Sheng and Linghui, 2012). However as indicated
in the introduction, due to data limitations, most flood hazard
change-detection studies are conducted at national and regional
scales. These studies generally have relied on reference hydromet-
ric network databases that have undergone extensive quality-
checking procedures, and thus are less likely to be affected by
low-quality time series (Whitfield et al., 2012). Furthermore, sev-
eral of the datasets contain streamflow records only for catch-
ments with minimum local anthropogenic influences (e.g. land
use change, impoundments), so that any observed changes are
more likely to be attributed by climatic causes (Burn et al.,
2012). Examples of reference databases that have been widely used
include the UK Benchmark Network (Hannaford and Marsh, 2006,
2008; Stahl et al., 2010); the Unites States Hydro-Climatic Data
Network (Douglas et al., 2000; Lins and Slack, 1999; Mallakpour
and Villarini, 2015; Schilling and Libra, 2003); the Canadian Refer-
ence Hydrometric Basin Network (Yue et al., 2003; Yue and Wang,
2002); and the Australia Hydrologic Reference Stations (Franks and
Kuczera, 2002; Micevski et al., 2006; Turner et al., 2012).
In contrast to the above datasets, no reference database exists
for global streamflow data, due to the diversity of instrumentation,
collection and archiving methods used across different countries,
and limitations in documentation (Hannah et al., 2011). The main
dataset used for global-scale streamflow investigations is the
Global Runoff Data Centre (GRDC) database, which was initiated
in 1988 by the World Meteorological Organisation. The GRDC is
maintained at the German Federal Institute of Hydrology in
Koblenz (http://grdc.bafg.de), and holds records of 9213 stations
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Table 1
Summary of observation-based studies on changes to flood frequency and/or magnitude.





29 daily time series spanning 1865–1999 from GRDC Global A substantial increase in the frequency of floods with discharges
exceeding 100-year levels was identified from analysing annual
maximum monthly-mean flows at 29 basins larger than 200,000 km2
Kundzewicz
et al. (2004)
195 daily time series spanning 1824–2002 from GRDC Global Annual maximum mean daily streamflows were analysed using the
Mann-Kendall test at the 10% significance level. Only 27 (31) gauges
had statistically significant increasing (decreasing) trends, and most
(137) time series did not show any significant changes
Zhang et al.
(2001)
249 Reference Hydrometric Basin Network (RHBN) records
covering the 1947–1996 period
Canada Annual maximum streamflows were analysed using the Mann-Kendall
test at the 10% significance level, with significant decreasing trends in




169 stations in the RHBN with common period from 1974–2003 Canada Seasonal maximum streamflows over the snowmelt period were
analysed using the Mann-Kendall test at 10% significance level. Almost
20% of all stations showed significant trends in the magnitude of





280 stations obtained from Environment Canada Data Explorer
database spanning the 1961–2010 period
Canada Changes in the magnitude and timing of flood events exceeding the
25-, 50- and 100-year return periods were examined. The study found
a generally decreasing flood magnitudes in nival catchments, and
increasing flood magnitudes in pluvial catchments
Lins and Slack
(1999)
395 time series covering the 1944–1993 period from U.S. Hydro-
Climatic Data Network (HCDN)
U.S. Annual maximum streamflows were analysed using the Mann-Kendall
test at the 5% significance level. The study found a mix of increasing
and decreasing trends in annual maximum streamflows across the




1474 time series spanning over 1874–1988 from HCDN U.S. Annual maximum daily streamflows were analysed using the Mann-
Kendall test at the 5% significance level. Across U.S., no evidence of









This study focused on assessing changes of flood magnitude and
frequency in the Central United States using the Mann-Kendall test at
the 5% significant level. The findings showed that flood frequency has
increased while there was limited evidence of a decrease in flood
magnitude in this region
Archfield et al.
(2016)
345 USGS time series spanning the 1940–2013 period U.S. Four dimensions of floods (frequency, magnitude, duration and
volume) were evaluated across U.S. Although detected trends were
more than what would be expected by chance, this study could not




Daily gauge height data over 2042 catchments collected from
USGS database
U.S. The peak over threshold approach was used to identify the number of
days exceeding the threshold of gauge height data. Trends were
detected using a Poisson regression model at the 5% significance level.
This study identified that there were increases in flood risk around the
upper Midwest/Great Lakes region and decreases on the Gulf Coastal
Plain, the southeastern United States, and California
Stahl et al.
(2011)
441 time series spanning over 1962–2004 obtained from
European Water Archive (EWA)
Europe This study calculated the slope of Kendall-Theil robust line for 7-day
annual maximum streamflows records and compared it with model
simulation from global hydrology model. An increasing pattern in the




57 stations spanning the 1961–2005 period obtained from
Duero water management agency
Spain The 90th and 99th percentile of daily streamflow over a year was used
to represent flood data. This study showed a general trend of




342 AdaptAlp stations (obtained from seven data authorities)




Snowmelt indices representing snowmelt streamflow intensity and
seasonality were statistically investigated at the 10% significance level.




132 time series covering 1932–2004 period from EWA Europe Trends in 7-day annual maximum streamflow were indicated by the
Mann-Kendall Z statistic. The results demonstrated that trends in flood
magnitude are highly influenced by interdecadal variability.
Ishak et al.
(2013)
330 stations spanning over 1955–2004 obtained from the
Bureau of Meteorology
Australia Annual maximum daily streamflows were analysed using the Mann-
Kendall test at the 10% significance level. The assessment of trends
indicated that the south-east and south-west regions of Australia have
experienced a significant downward trend in the annual maximum
streamflow over reference periods
Delgado et al.
(2010)
4 stations spanning1913–2000 the Southern Institute of Water
Resources Research – Vietnam
South-
east Asia
Annual maximum daily streamflow were analysed using linear
regression, the Mann-Kendall test at 10% significance level and a
generalised extreme value model. The study found that the probability
of average flood events has decreased during recent decades while
extreme floods are likely to increase
Nka et al.
(2015)
11 time series covering 1950–2010 period Africa Annual maximum daily streamflow were analysed using the Mann-
Kendall test at 10% significance level. This study indicated that a
mixture of both increasing and decreasing trends were found across
West Africa
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across the globe (spatial coverage shown in Fig. 1), with an average
time series length of 42 years per station (GRDC, 2015). However,
interpretation of any trends from the GRDC data requires caution
since the catchments may or may not be affected by anthropogenic
activities, and quality control processes are likely to vary depend-
ing on the country of origin.
2.2. Reference periods used for analysis
To facilitate the detection of change in flood magnitude, the
minimum data record length should be longer than decadal peri-
odicity of hydrological cycles (Sheng and Linghui, 2012). Of the
9213 records in the GRDC, the time series were initially filtered
using the following procedure:
- For each station, ‘flood’ flows were obtained as the maximum
daily value for each calendar year. In this step, the percentage
of missing data was also estimated, and the annual maximum
streamflow for that year was classified as ‘missing’ if more than
10% of days within that year were not available.
- Stations with less than 30 years of available annual maximum
data (not necessarily continuous) were then removed (compris-
ing 5620 stations in total). In addition, stations with instances
of two or more identical annual maximum streamflow values
were also identified and manually checked through visual
inspection, leading to the removal of a further 35 stations due
to suspect quality. These gauges were mostly located in Africa
and South America.
The remaining 3558 stations represent the most comprehensive
observation-based record of annual maximum streamflow at the
global scale currently available. However, the number of annual
maxima for these stations varies significantly through time (as
shown in Fig. 2), reaching its peak in the late 1970s to 1990s fol-
lowed by a decrease in the 2000s owing largely to data collation
rather than discontinuation of gauges.
Given the changes in data availability with time, three separate
reference periods were identified for this study:
- Dataset A1 (1907 stations) comprises stations with at least
38 years annual maximum streamflow records over the 1966–
2005 period (average record length of 39.7 years). This strict
admission criterion (no more than 5% missing data) helps
ensure the consistency in identifying changes in flood hazard
over the reference period (while not compromising spatial cov-
erage) with a good balance between the length of data series
and the number of stations.
- Dataset A2 (3478 stations) comprises stations with at least
30 years annual maximum streamflow over the 1955–2014
period (average record length of 47.6 years). This more gener-
ous admission criteria (up to 50% missing data is allowed) leads
to a larger set of stations and a better spatial coverage. How-
ever, this dataset is also accompanied by a significant reduction
in terms of data continuity.
- Dataset A3 (721 stations) comprises stations with at least
80 years annual maximum streamflow over the 1900–2014 per-
iod (average record length of 93.0 years). This long period
together with fairly strict admission criteria (less than 30%
missing data allowed) constrains the available stations to a
smaller geographic area (largely North America and Europe)
but with a better temporal coverage.
Of these three periods, dataset A1 represents the best compro-
mise among data length, completeness and availability of stations.
Therefore, this dataset is used as the primary dataset for subse-
quent analyses in this paper, with datasets A2 and A3 analysed
for comparative purposes in Section 3.1.
2.3. Filtering streamflow data based on catchment characteristics
One challenge in detecting trends in annual maximum stream-
flow is that streamflow measurements are sensitive to local
Daily record length
Daily not available
Less than 10 years
From 10 to 19 years
Greater than 20 years
Fig. 1. Global coverage and record length of GRDC streamflow stations.


































Fig. 2. The total number of stations with at least 30 years of available data that have
suitable annual maximum streamflow records in any given year.
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anthropogenic influences (e.g. human regulation over the
upstream catchment area). To reduce the influence of human-
induced impact when evaluating trends, many studies have used
catchment area as a selection criterion. Specifically, small catch-
ments with areas less than 1000 km2 have been preferred
(Hannaford et al., 2013; Ishak et al., 2013; Stahl et al., 2010) as
these catchments are considered less likely to have been exten-
sively modified.
In this study, an alternative approach was taken whereby the
upstream catchment area of each station was delineated and used
to derive metadata such as the existence of large dams,
forest-cover changes and climatological classification, which can
be used to provide insight into the likelihood of anthropogenic
changes in each catchment. To this end, catchment boundaries of
the contributing upstream region for each gauge were obtained
from the GRDC. A number of the GRDC streamflow records did
not have catchments delineated, and for these catchments the
HydroSHEDS flow direction data was used for the delineation
(http://hydrosheds.cr.usgs.gov), which is available at 15 arc-
seconds resolution (Lehner et al., 2006). The Viewfinder Panoramas
elevation product (http://viewfinderpanoramas.org/) was also used
as an alternative to address lack of coverage in the polar region and
on some islands in the HydroSHEDS dataset. Having delineated
each catchment, it is possible to associate catchment features with
each streamflow gauge (see following sections for details).
2.3.1. The Global Reservoir and Dams (GRanD) database
The Global Reservoir and Dams (GRanD) database (Lehner et al.,
2011) was used with delineated catchment boundaries to deter-
mine whether an upstream storage was present. The GRanD data-
base contains storages with a capacity of at least 0.1 km2,
representing 6862 records of reservoirs and their associated dams.
Although this is a valuable dataset for investigating the influence of
dams on flood hazard, it is cautioned that the data is obtained from
various research groups on a voluntary basis, and thus it is unlikely
to provide a comprehensive description of all dams globally.
The catchment boundary positions of all 1907 stations in data-
set A1 were compared with the dam coordinates to detect the pres-
ence of dam(s) and classify stations into two sub-datasets:
- Dataset B1 (1143 stations): Stations with no dams within the
upstream boundary. This dataset is referred to as the ‘‘no dams”
dataset.
- Dataset B2 (764 stations): Stations with at least one dam within
the upstream boundary. This dataset is referred to as the
‘‘dams” dataset, which might be affected by dam construction
or operation, leading to misinterpretation of detected changes.
2.3.2. Köppen-Weiger climate classification
World maps of the Köppen-Weiger climate classification (Rubel
and Kottek, 2010) were used to identify the climate classification
for each catchment. This dataset was developed using a gridded
monthly temperature product provided by the Climatic Research
Unit (CRU) of the University of East Anglia (Mitchell and Jones,
2005) and a gridded precipitation product (GPCC’s full data reanal-
ysis version 4) obtained from the Global Precipitation Climatology
Centre (GPCC) for 1901–2007 (Fuchs et al., 2007). These
observation-based datasets cover the global land areas excluding
Greenland and Antarctica and have undergone a series of quality
control steps to avoid inhomogeneities in the gridded data. The
world map of Köppen-Weiger climate classification comprises 31
climate classes, which were adjusted into nine sub-climatic group-
ings and used in this study. The spatial distribution of the nine sub-
climatic classifications is illustrated in Fig. 3.
The nine sub-climatic groupings were initially developed from
the five major climatic groups. These major groups comprise equa-
torial climates (A), arid climates (B), warm temperate climates (C),
snow climates (D) and polar climates (E). Across these five major
groups, temperate climates (C) and snow climates (D) were regions
with the highest density of available runoff stations, so that each of
these classifications were further subdivided into three climate
groups to create the nine-group classification system. The main
features of the classified climates are provided in Table 2.
2.3.3. The Global Forest Change dataset 2000–2012
The Global Forest Change dataset 2000–2012 version 1.0
(http://earthenginepartners.appspot.com) was used to derive the
proportions of change in forest area, in which ‘‘forest” is defined











Fig. 3. Spatial distribution of nine groupings of Köppen climate types used in this study based on Rubel and Kottek (2010).
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satellite-derived product was obtained from Landsat 7 ETM+
images based on the Normalized Difference Vegetation Index
(NDVI), and is available at one arc-second resolution. The Global
Forest Change dataset comprises several products, and the follow-
ing two layers were used in this study:
– Global forest cover loss 2000–2012 (loss): Forest loss during the
period 2000–2012 was identified when a disturbance (or a
change froma forest to a non-forest state)was detected. Each cell
in this datasetwas assignedeither a value of 1 (loss) or 0 (no loss).
– Global forest cover gain 2000–2012 (gain): Forest gain during the
period 2000–2012 was identified when the inverse of loss (or a
change from non-forest to forest state) was detected. Each cell
in this dataset was assigned either 1 (gain) or 0 (no gain) value.
To assess forest loss or gain, the catchment boundary associated
with each stream gauge was used to extract the number of one arc-
second pixels that experienced loss (fl) and gain (fg) in forest cover
over 2000–2012. The percentage of each catchment area that has
undergone forest change (fc) was then derived from the extracted
values of each catchment as shown in Eq. (1).
f c ¼
f g  f l
A
 100 ð%Þ ð1Þ
where A is the total number of one arc-second size cells of the
catchment.
Resulting from this calculation, fc can be positive (indicating that
the catchment experienced an expansion in forest cover area during
2000–2012), negative (indicating that the catchment experienced a
reduction in forest cover area during 2000–2012) or zero (indicating
that no change has occurred during 2000–2012). The R-package gfc-
analysis (Zvoleff, 2015)was used to download and analyse this data.
2.4. Statistical techniques to assess changes to annual maximum
streamflow records
To test for monotonic changes in the annual maximum stream-
flow time series, a Mann-Kendall test was applied separately to
each location (Wilks, 2011). In previous studies (as summarised
in Table 1), statistically significant trends were typically reported
at the 10% two-sided significance level (with the exception of those
studies conducted over the United States). To compare this study
with existing studies, the null hypothesis is rejected if the two-
sided p-value of the test statistic (Kendall’s s) is lower than 0.1.
Depending on the value of s (i.e. positive or negative), we then
infer that there is a monotonic increasing/decreasing trend in the
annual maximum streamflow over time.
To assess whether the proportion of trends of hydrology time
series was significant over a specific group of observations, a field
significance resampling procedure (Wilks, 2011) was applied
(Ishak et al., 2013; Kiktev et al., 2003; von Storch and Zwiers,
2002; Westra et al., 2013). The general steps of this approach are
summarised as:
(1) The reference period, e.g. {1966, 1967, 1968, 1969, . . ., 2005},
was resampled with replacement to create a new set with
the same length but different year-order from the original
period, for example {2005, 1966, 2001, 1998, . . ., 1966}.
(2) The observations at each site were rearranged corresponding
to the resampled set of years obtained from step (1) to
obtain a new sample of annual maximum streamflow, where
any temporal structure was removed but the spatial depen-
dence was preserved.
(3) The Mann-Kendall test was applied to the resampled
streamflow at the 10% two-sided significance level, and the
percentage of stations showing significant (both increasing
and decreasing) trends was recorded.
(4) Steps (1) to (3) were repeated 1000 times to obtain the per-
centage distribution of stations showing significant trends,
representing the distribution of the null hypothesis.
The above approach is appropriate when the data are serially
independent; however in this case stations exhibited mild levels
of autocorrelation, with a global median value of 0.073, 0.068,
and 0.078 for datasets A1, A2 and A3. To account for the effect of
autocorrelation on the field significance results across different
groups of stations, a moving-blocks bootstrap approach was
adopted (Alexander et al., 2006; Kiktev et al., 2007). The distinction
Table 2
Main features of nine climatic groups, based on the Köppen-Weiger climate classification system.
Climate groups Description
Equatorial climates Tmin  +18 C
Arid climates Pann < 10 Pth
Warm temperate climates (C): Lowest monthly mean
temperature between -3 C and 18 C
Warm summer dry (Cs) Psmin < Pwmin, Pwmax > 3 Psmin and Psmin < 40 mm
Warm winter dry (Cw) Pwmin < Psmin and Psmax > 10 Pwmin
Warm fully humid (Cf) Neither Cs nor Cw
Snow climates (D): Lowest monthly mean temperature  3 C
Snow summer dry (Ds) Psmin < Pwmin, Pwmax > 3 Psmin and Psmin < 40 mm
Snow winter dry (Dw) Pwmin < Psmin and Psmax > 10 Pwmin
Snow fully humid (Df) Neither Ds nor Dw
Polar climates Tmax  10 C
Tmin (C): Lowest monthly mean air temperature.
Tmax (C): Highest monthly mean temperature.
Pann (mm/year): Accumulated annual precipitation.
Pwmin (mm/month): Lowest monthly precipitation for the winter half-year.
Psmin (mm/month): Lowest monthly precipitation for the summer half-year.
Pwmax (mm/month): Highest monthly precipitation for the winter half-year.
Psmax (mm/month): Highest monthly precipitation for the summer half-year.
Pth (mm): Dryness threshold.
where: Pth ¼
2  Tann if at least 2=3 of annual precipitation occurs in winter;
2  Tann þ 28 if at least 2=3 of the annual precipitation occurs in summer;
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of the moving-blocks bootstrap in comparison to the conventional
bootstrap lies in the first step of the resampling procedure (step 1,
above), when consecutive years of length L are resampled in order
to build up a synthetic sample with a similar level of autocorrela-
tion to the original data. As autocorrelation in the time series varies
across different sites, the block length is recommended to be deter-
mined based on individual time series (Politis, 2003), and thus L
also varies across different sites. To identify optimal block length
L for individual annual maximum streamflow time series, an auto-
matic block-length selection procedure (Politis and White, 2004)
was implemented using the R script available at http://
www.math.ucsd.edu/~politis/SOFT/PPW/ppw.R.
The moving-blocks bootstrap resampling procedure that incor-
porated the automatic block-length selection process was used for
field significance analysis across the experiments in this study and
is referred to as the ‘‘moving-blocks bootstrap procedure” through-
out this paper. Percentages calculated from the observed datasets
were compared to resampled distributions generated from the
moving-blocks bootstrap procedure to determine whether the
annual maximum data of a specific group of stations exhibited
monotonic trends. The 10% two-sided significance level of the
Mann-Kendall test implies that about 5% of stations would show
significant increasing/decreasing trends by random chance. The
null hypothesis of no change is rejected when the observed per-
centage lies outside the 90% confidence interval of the resampled
distributions.
Finally, an alternative method to assess the role of catchment
characteristics on the presence or absence of trends is to assess
whether various attributes of catchments with statistically signifi-
cant increasing and decreasing trends are similar or not. To do this,
a t-test at the 5% significance level was used. If the p-value of a
specific test is lower than 0.05, the null hypothesis is rejected
and there is evidence to support the statement that there is a
significant difference in the attribute subjected to the t test
between stations showing increasing trends and stations showing
decreasing trends.
2.5. Overall study approach
Based on the above datasets and statistical testing approaches,
four main experiments were developed to detect changes in annual
maximum streamflow over different spatial domains, and to link
any detected changes with climatic and catchment characteristics
(see Table 3). The purpose of each experiment, the required data-
sets and the statistical tests used, is summarised as follow:
–
Identify the global patterns of change in annual maximum
streamflow and the influence of reference periods. Three
datasets (A1, A2, and A3) were used to assess changes in the
annual maximum flow series and the response of detected
trends to changing reference periods. In this experiment, the
Mann-Kendall test was applied to each location and the percent-
age of stations showing significant trends was recorded for each
dataset. These numbers were analysed to identify the impor-
tance of choosing a reference period in analysing trends of floods
at the global scale.
– Identify the importance of dams to changes in annual max-
imum streamflow. In this experiment, the A1 dataset was
divided into two subsets (B1 ‘‘no dams” and B2 ‘‘dams”). The
Mann-Kendall test was applied at each location and a bootstrap
procedure was applied to create the null hypothesis distribution
for each dataset. The comparison between observed percent-
ages of stations showing significant trends and the null hypoth-
esis distribution (obtained from the moving-blocks bootstrap
approach) across the three different datasets was used to assess
whether the presence of dams has a significant influence on the
results of the analysis.
– Identify the relationship between geographical or climatic
characteristics and detected trends. Dataset B1 (‘‘no dams”)
was analysed using the Mann-Kendall test and moving-blocks
bootstrap procedure. To contrast the relationship between geo-
graphical or climatic characteristics and the detected trend, no
dam stations were divided into six continents (Africa, Asia, Aus-
tralia (and some islands), Europe, North America, South Amer-
ica) or nine climatic regions (arid climate, equatorial climate,
polar climate, warm summer dry climate, warm winter dry cli-
mate, warm fully humid, snow summer dry climate, snow win-
ter dry climate, snow fully humid). Each group was subjected
separately to the same statistical analysis to identify differences
in significant changes of annual maximum streamflow records
across different continents and climatic groups.
– Assess the effect of catchment area and forest cover changes
on trends in annual maximum streamflow. These two charac-
teristics were chosen as they can affect the amount of water
available for runoff. To assess changes to the relationship
between flood and catchment characteristics, two separate
experiments were conducted for each dataset:
(1) Field significance analysis for stations with different
catchment characteristics. In this experiment, all stations
were divided into five groups with similar forest cover
Table 3
Experiments conducted, and their associated datasets.
Experiment Datasets required Statistical tests Results
Global pattern of changes in annual maximum
streamflow
- Three different streamflow datasets: A1, A2, A3
(see Section 2.3.1)
- Mann-Kendall test




Impacts of dam to changes in annual maximum
streamflow
- GRanD database was used to classify A1 dataset into B1
(no-dam stations) and B2 (dam stations) datasets
- B1 (no dam stations) and B2 (dam stations)
- Mann-Kendall test




Relationships between changes in annual
maximum streamflow and
geographical/climatic characteristics
- Köppen-Weiger climate classification system was used to
assign stations into different climatic groups
- Dataset B1 (no dam stations)
- Mann-Kendall test




Relationships between changes in annual
maximum streamflow and catchment
characteristics
- Catchment size and proportion of forest cover changes
(2000–2014) were used to assign stations into different
catchment characteristics group
- Dataset B1 (no dam stations)
- Mann-Kendall test
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change/catchment sizes using the 20, 40, 60 and 80 quan-
tiles of the frequency distribution. Field significance analysis
was applied to these groups to identify whether a group
exhibits a significant percentage of stations showing signifi-
cant trends.
(2) Apply a t test for differences between stations showing
increasing and decreasing trends. Here all stations
showing significant trends were divided into two groups: a
group of stations with increasing trends and a group with
decreasing trends. A t test at the 5% significance level was
conducted to assess whether the catchment characteristics
of increasing trend and decreasing trend groups were indis-
tinguishable. If the p-value is lower than 0.05, the null
hypothesis is rejected and there is evidence to support that
the catchment characteristics between these two groups
are different. Based on the distribution of catchment charac-
teristics for these two groups, relationships of these vari-
ables to changes in annual maximum streamflow records
can be identified.
3. Results
3.1. Patterns of change to global annual maximum streamflow and the
influence of different reference periods
We start by investigating the number of stations with statisti-
cally significant increasing and decreasing trends at the 10%
(two-sided) significance level, and compare this to what would
be expected under the null hypothesis (obtained from the
moving-blocks bootstrap procedure). The percentage of stations
with significant trends is presented in Fig. 4 for each of the three
reference periods, with the null hypothesis distribution generated
from 1000 conventional bootstrap iterations given as a histogram.
As can be seen, over the main reference period (dataset A1; 1966–
2005), there were 7.1% of stations with statistically significant
increasing trends (corresponding to 136 stations; Fig. 4a), and
11.9% of stations with statistically significant decreasing trends
(corresponding to 226 stations; Fig. 4b). The percentage of stations
exhibiting statistically significant increasing trends is consistent
with the null hypothesis of no change on average across the global
dataset, whereas the percentage of stations showing significant
decreasing trends is inconsistent with the null hypothesis.
Comparing the results from the main reference period (dataset
A1) to the other two reference periods, it is evident that the per-
centage of stations with significant increasing trends changes from
7.1% (Fig. 4a), to 11.8% for dataset A2 (Fig. 4c) and 16.4% for dataset
A3 (Fig. 4e). A similar pattern is evident for stations with decreas-
ing trends, with the percentage of stations showing decreasing
trends changing from 11.9% (Fig. 4b), to 15.4% for dataset A2
(Fig. 4d) and 22.9% for dataset A3 (Fig. 4f). With the exception of
increasing trends in dataset A1, all results are field significant at
the 10% (two-sided) significance level, even when the moving-
blocks bootstrap (block size of two) procedure was adopted. Inter-
estingly, more stations showed statistically significant decreasing
trends than statistically significant increasing trends for all
datasets.
(a) Moving−blocks bootstrap 
 % significant increasing stations in A1
●
7.1
(b) Moving−blocks bootstrap 
 % significant decreasing stations in A1
●
11.9
(c) Moving−blocks bootstrap 
 % significant increasing stations in A2
●
11.8
(d) Moving−blocks bootstrap 
 % significant decreasing stations in A2
●
15.4
(e) Moving−blocks bootstrap 
 % significant increasing stations in A3
●
16.4
(f) Moving−blocks bootstrap 
 % significant decreasing stations in A3
●
22.9






























































































































Fig. 4. Percentage of stations showing significant trends based on the Mann–Kendall test with each row displaying increasing and decreasing trends respectively. For dataset
A1 (a and b); dataset A2 (c and d); and dataset A3 (e and f). The histogram represents the distribution of significant percentage changes obtained from 1000 iterations of a
moving-blocks bootstrap procedure, and the red dot indicates the observed value while the red line indicates the 95th percentile.
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One possible explanation for the different results between data-
sets is the effect of different data lengths on the statistical power of
the Mann-Kendall tests, with datasets A1, A2 and A3 having an
average of 39.7, 47.6 and 93.0 years of data, respectively (see
Section 2.2). For example, of the 652 stations that were common
to datasets A1 and A3, there were 105 stations (16.1% of the sam-
ple) exhibiting significant changes (either increases or decreases)













Fig. 5. Results for trends in magnitude of floods events for dataset A1 (upper panel), A2 (middle panel) and A3 (lower panel). Blue (red) filled dots indicate stations with
statistically significant increasing (decreasing) trends at the 10% level. Grey dots indicate time series that did not exhibit statistically significant changes at the 10% level. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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exhibiting significant changes for dataset A3, indicating a greater
likelihood of trend detection for the longer dataset. However, the
composition of the stations that were statistically significant was
not consistent across the group: in particular, considering again
those stations that were common between datasets A1 and A3,
approximately half of the stations that exhibited significant trends
in group A1 were no longer significant in group A3. Similar pat-
terns were found when comparing common stations between
datasets A1 and A2, confirming the potentially strong role of sam-
pling variability combined with potential systematic changes over
time at individual gauges. This result is consistent with other stud-
ies that find a strong influence of the reference period window on
the results of trend detection analyses (Hall et al., 2014; Hannaford
et al., 2013; Kundzewicz and Mondiale, 2000; Lins and Slack, 1999;
Merz et al., 2012a).
An alternative explanation of the differences between datasets
is the potential for shifts in the spatial distribution of the trend
results. Spatial plots of stations showing statistically significant
increasing and decreasing trends are presented in Fig. 5. Starting
with dataset A1 (upper panel of Fig. 5), some regional clustering
of the trending stations was evident, with a large number of sta-
tions with significant decreasing trends in North America (particu-
larly to the west of the continent), and regions with increasing
trends concentrated in parts of Europe (e.g. the UK, France and Ger-
many) and parts of eastern North America.
When these results are compared to the other datasets (middle
and lower panels of Fig. 5), it is apparent that although data
coverage varies significantly between the datasets, there are
important consistencies in the spatial patterns of the trends. For
example, the western part of North America and the data-
covered regions of Australia (particularly the east coast of the con-
tinent) showed a number of stations with decreasing trends,
regardless of the dataset used. Similarly, regions with increasing
trends—for example in Europe, eastern North America, parts of
South America and southern Africa—were generally consistent
across the datasets (although data from South America and south-
ern Africa were not available for dataset A3). With a better spatial
coverage, dataset A2 also revealed information for regions not ade-
quately covered by datasets A1 and A3: in particular, the number
of stations showing increasing trends was outnumbered by the sta-
tions showing decreasing trends over Asia with the exception of
the far eastern region of Russia, and all stations located in western
Africa showed significant decreasing trends. However, due to data
limitations over most countries in these regions, and the generous
data admission criteria for dataset A2 (allowing up to 50% of miss-
ing data), these results should be interpreted with care.
Based on the above analyses, it can be concluded that although
individual stations exhibiting statistically significant trends were
often different between reference periods, the above spatial analy-
sis indicates some consistency between the reference periods at
the regional scale. Furthermore, stations showing significant
increasing trends were outnumbered by stations showing signifi-
cant decreasing trends in all three datasets, indicating that
although there may be evidence of regional increasing trends in
(%)
(a) Moving−blocks bootstrap 




(b) Moving−blocks bootstrap 




(c) Moving−blocks bootstrap 
 % significant increasing stations in B2 (dam)
●
6
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Fig. 6. Percentage of stations showing significant trends based on the Mann–Kendall test for 1143 stations in ‘‘no dams” (B1) dataset (a and b), and 746 stations in ‘‘dams”
(B2) dataset (c and d). Left panels show the results for percentage of stations showing significant increasing trend while right panels show results for percentage of stations
showing significant decreasing trend. The histogram represents the distribution of percentages obtained from 1000 moving-blocks bootstrap iterations; the red dot indicates
the observed value while the red line indicates the 95th percentile.
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flood hazard, the hypothesis that there is a significant increase in
flood hazard when averaged over all the data-covered regions of
the globe is not supported by this analysis.
There are multiple systematic factors that could explain these
findings, which are investigated in the following sections, such as
the influence of dams and other forms of human activity. As data-
set A1 provides a reasonable compromise between data length and
spatial coverage, we focus on this dataset in the following sections.
3.2. Impact of dams on the number of stations showing significant
changes and the importance of resampling technique
To assess impacts of dams on trends in annual maximum
streamflow records, field significance analyses using moving-
blocks bootstrap were applied separately to the ‘‘no dams” group
(B1) and ‘‘dams” group (B2), and the results compared with the full
reference period (A1). The results are given in Fig. 6, and show that
46 stations (6.0%) had statistically increasing trends in the ‘‘dams”
group compared to 90 stations (7.9%) for the ‘‘no dams” group,
whereas 105 stations (13.7%) had statistically significant decreas-
ing trends for the ‘‘dams” group compared to 121 stations
(10.6%) for the ‘‘no dams” group. The percentage of stations show-
ing statistically significant increasing trends was not field signifi-
cant (Fig. 6a and e), whereas the percentage of stations showing
statistically significant decreasing trends was field significant
(Fig. 6c and g) when either B1 or B2 was used. The results were
therefore generally consistent with the reference dataset A1, indi-
cating that the effect of dams does not appear to have a substantive
influence on the overall trend results.
Although the above results suggest that the presence of large
dams does not substantially influence the overall trend results,
from a hydrological perspective, large dams would be expected
to have a significant effect on flood flows, as in many cases the
dams are designed to reduce flood magnitude and the flood dam-
age on human assets (FitzHugh and Vogel, 2011; Jaramillo and
Destouni, 2015; Lajoie et al., 2007). On this principle, the remain-
ing analyses are focused on the ‘‘no dams” case (i.e. dataset B2)
to minimise the influence of large hydraulic structures on any
trend results.
3.3. Relationships between trends in floods and geographical/climatic
characteristics
This section evaluates whether trends can be associated with
the geographical or climatic characteristics of stations. To do this,
all stations were divided into either six continents (representing
similar geographical characteristics) or nine Köppen climate zones
(representing similar climatic characteristics). The results of the
continent-based analysis are shown in Table 4, with three conti-
nents (North America, Australia and Africa) showing more stations
with decreasing trends than increasing trends, and three conti-
nents (South America, Asia and Europe) showing more stations
with increasing trends than decreasing trends. However, as with
the results shown in Fig. 5, the data were not evenly distributed
between continents. For example, the whole of Asia is covered by
only two streamflow locations, and thus is not sufficient to consti-
tute a representative sample.
The results of the field significance analysis using the moving-
blocks bootstrap technique for each continent (which accounts
for the number of stations in the record) are consistent with what
was found at the global scale (Section 3.1), with the percentages of
stations showing significant decreasing trends being field
Table 4
Summary of Mann-Kendall test and field significance analysis across different continents.
Asia North America Europe South America Australia Africa Global
Available stations 2 418 560 26 79 58 1143
Number of increasing trend stations 1 (50.0%) 11 (2.6%) 67 (*12.0%) 6 (*23.1%) 2 (2.5%) 3 (5.2%) 90 (7.9%)
Number of decreasing trend stations 0 (0%) 55 (*13.2%) 37 (6.6%) 5 (*19.2%) 15 (*19.0%) 9 (15.5%) 121 (*10.6%)





Fig. 7. Trends in magnitude of annual maximum flow events for stations in the B1 dataset over North America. Blue (red) filled dots indicate stations with a statistically
significant increasing (decreasing) trend at the 10% level. Grey dots indicate the time series that did not exhibit statistically significant changes at the 10% level. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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significant in three continents (13.2%, 19.2% and 19.0% for North
America, South America and Australia respectively), whereas Eur-
ope and South America show statistical evidence of increasing
trends (12.0% and 23.1% respectively).
Focusing on continents well-represented in the database (i.e.
Europe and North America), the most notable trends are in the
western part of North America (as shown in Fig. 7), where there
are approximately ten times as many stations with significant
decreasing trends compared to significant increasing trends. This
was also shown in previous studies of the United States (Lins and
Slack, 1999), and Canada (Cunderlik and Ouarda, 2009;
Westmacott and Burn, 1997; Whitfield, 2001; Zhang et al., 2001),
which generally have found a decrease in the magnitude of floods
over time that might be at least partially attributable to changes in
snowmelt timing. In other parts of North America and Europe, sta-
tions with significant increasing or decreasing trends appear to be
distributed more randomly and this is consistent with previous
studies of the United States (Lins and Slack, 1999; Mallakpour
and Villarini, 2015; Villarini et al., 2009) and Europe (Hannaford
et al., 2013; Stahl et al., 2011).
In addition to grouping the results by continent, stations are
also grouped by climatic zone (Table 5), and the results provide
further consistent evidence to what have been found at global
scale. As can be seen, field significant decreasing trends are
observed with the moving-blocks bootstrap technique in: equato-
rial climates, arid climates, and snow fully humid climates. In con-
trast, warm fully humid is the only climate zone shows field
significant increasing trends. Table 5 also demonstrates the inho-
mogeneity in data coverage across climatic regions. In particular,
more than 83% of stations are located in the climatic regions
‘‘warm fully humid” and ‘‘snow fully humid”, corresponding to
the large proportion of these regions in North America and Europe.
3.4. Relationships between trends in floods and catchment area
Catchment area has been used in a number of studies as an indi-
cator of the magnitude of land-use change (Hannaford et al., 2013;
Ishak et al., 2013; Stahl et al., 2010), and we now explore the
influence of area on the overall trend results. To identify the rela-
tionship between trends in floods and catchment area, the 1143
‘‘no dam” stations were divided into five groups with an equal
number of samples based on their catchment area. Similar to pre-
vious sections, field significance was assessed using moving-blocks
bootstrap procedure. Of all 1143 stations, catchment area varies
from 1 km2 to 500,000 km2, with more than 60% of the catchments
having areas less than 1400 km2. The 20, 40, 60 and 80 quantiles
of the catchment area distribution were used as thresholds to cre-
ate five different groups of stations based on their area: ‘‘very
small”, ‘‘small”, ‘‘medium”, ‘‘large” and ‘‘very large” catchments.
As shown in Table 6, the percentage of stations with decreasing
trends was found to be significant for the three latter groups, while
the percentage of stations exhibiting statistically significant
increasing trends was field significant for only ‘‘very small” group.
A notable pattern in the percentages of stations showing signif-
icant trends over these catchment-size groups is that groups with
larger catchment areas generally have stations withmore (less) sig-
nificant decreasing (increasing) trends. As illustrated in Fig. 8, the
percentage of stations showing significant decreasing trends is
three times the percentage of stations showing significant increas-
ing trends in the last two groups (catchments with area above
1368 km2). Even in stations in the ‘‘medium catchment” group, sta-
tions showing significant decreasing trends also outnumbered
those showing significant increasing trends. In contrast, the ‘‘very
small” and ‘‘small” catchment groups generally have more stations
showing significant increasing trends than stations showing
decreasing trends. An implication of this pattern is that the strategy
of choosing stations using catchment area may have a substantial
influence on the detected changes in annual maximum streamflow
records. For example, analysing changes in annual maximum
streamflow records using only small catchments (e.g. catchments
with area less than 500 km2) will potentially lead to results where
there are more stations showing significant increasing trends.
As an alternative approach to analysing the impact of catch-
ment size on trend results, all stations showing significant trends
were divided into stations showing significant increasing trends
and stations showing significant decreasing trends, to determine
Table 5
Percentage of stations showing significant increasing (decreasing) trend at the 10% significance level over climatic regions.
Climate groups No. of stations Number of increasing trend stations Number of decreasing trend stations
Equatorial climates (A) 24 3 (12.5%) 5 (*20.8%)
Arid climates (B) 52 2 (3.8%) 19 (*36.5%)
Warm summer dry (Cs) 50 1 (2.0%) 7 (14.0%)
Warm winter dry (Cw) 22 0 (0%) 3 (13.6%)
Warm fully humid (Cf) 562 60 (*10.7%) 38 (6.8%)
Snow summer dry (Ds) 20 0 (0%) 2 (10.0%)
Snow winter dry (Dw) 1 0 (0%) 0 (0%)
Snow fully humid (Df) 386 20 (5.2%) 45 (*11.7%)
Polar climates (E) 26 4 (15.4%) 2 (7.7%)
Total 1143 90 (7.9%) 121 (*10.6%)
(*: field significant at 10% level).
Table 6
Percentage of stations showing significant increasing (decreasing) trends at the 10% significance level over different catchment-size groups.
Catchment size groups
Very small catchments Small catchments Medium catchments Large catchments Very large catchments
Number of stations 229 228 229 228 229
Significant increasing 26 (*11.4%) 22 (9.6%) 21 (9.2%) 10 (4.4%) 11 (4.8%)
Significant decreasing 22 (9.6%) 11 (4.8%) 28 (*12.2%) 27 (*11.8%) 33 (*14.4%)
Size of catchment (km2) 1–134 134–389 389–1368 1368–4008 4008–500,000
(*: field significant at 10% level).
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if the catchment areas between these two groups are different
from each other. Interestingly, the results of the t test for catch-
ments did not provide evidence to reject the hypothesis that there
is no significant difference in catchment area between the two
groups. Although the mean of catchment size of the significant
decreasing trend group is higher (9932 km2 in comparison with
4868 km2 in the significant increasing trend group), the null
hypothesis is not rejected (p-value: 0.32). This indicates that
although there is a clear pattern in trends as indicated by Fig. 8,
a high level of random variability is also present and the specific
nature of the analyses is likely to have a large effect on the inter-
pretation of the results.
3.5. Relationships between trends in floods and changes in forest cover
rate
Finally, we investigate the role of forest cover on any identified
trends in annual maximum streamflow, focusing again on the 1143
‘‘no dam” catchments. Each station was assigned into one among
three different groups based on the percentage of changes in catch-
ment area over 2000–2012: forest gain (fc > 0), no change (fc = 0)
and forest loss (fc < 0), with results shown in Table 7. Interestingly,
68% of the catchments have experienced an expansion in forest
cover, whereas only 24% of catchments have experienced a decline
in forest cover, with an average proportion of total forest area
cover change across all catchments being 1.1% over the 2000–
2012 period. These numbers are slightly different to changes in for-
est area globally as reported in the recent Global Forest Resources
Assessment (Keenan et al., 2015), which showed a declining pro-
portion of 1.4% of global forest area over the same period. This
may be caused by the inhomogeneous spatial coverage of the
GRDC data, with the Keenan et al. (2015) analysis conducted on
all continental areas except for Antarctica, whereas our results
are based only on those regions with streamflow data.
To assess whether the number of stations showing significant
changes is field significant, the moving-blocks bootstrap procedure
was applied to each group separately. Firstly, considering the sta-
tions with increasing trends, the ‘‘forest loss” and ‘‘forest gain”
datasets show a similar magnitude of increasing trends compared
to the global scale ‘‘no dam” analysis (Section 3.2). In contrast, the
dataset with ‘‘no change” in forest cover showed a higher percent-
age change, but this result is not statistically significant and may
be due to the relatively small sample size of this dataset. Consider-
ing next the decreasing trends, the percentage changes were con-
sistent with the global scale ‘‘no dam” analysis for both ‘‘forest
loss” and ‘‘forest gain” as field significance was detected.
As an alternative approach to testing the role of forest cover
changes, the data were divided into quintiles by forest cover
change (i.e. dividing the data at the 20, 40, 60 and 80 percentiles),
and the field significance of these results were evaluated. The
results (not shown) were consistent with the results presented in
Table 7.
4. Discussion and conclusions
Whilst acknowledging data concerns regarding data record
length, spatial coverage and quality, this study provides an indica-
tion of changes to annual maximum streamflow in the data-
covered regions of the globe. Three reference datasets representing
different compromises between data length and spatial coverage
were examined, and it was found that the choice of dataset had a
significant influence in terms of whether individual stations had
significant increasing or decreasing trends, indicating a large role























































Fig. 8. Bar chart of the differences in area between stations showing significant increasing and decreasing trends across five different catchment size groups.
Table 7
Percentage of stations showing significant increasing (decreasing) trend at the 10% significance level over forest cover change groups.
Forest changes groups
Forest loss (fc < 0) No change (fc = 0) Forest gain (fc > 0)
Number of stations 277 (24%) 89 (8%) 777 (68%)
Stations showing increasing trends 20 (7.2%) 10 (11.2%) 60 (7.7%)
Stations showing decreasing trends 32 (*11.6%) 9 (10.1%) 80 (*10.3%)
(*: field significant at 10% level).
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results. However, when comparing trend results of the three data-
sets at the global scale, it was found that a greater number of sta-
tions exhibited statistically significant trends (both increasing and
decreasing) as the average length of record increased, with almost
40% of stations exhibiting statistically significant trends at the 10%
significance level for the longest dataset (A3). This is at least par-
tially explained by the increased statistical power of trend detec-
tion methods as the record becomes longer.
Although there were substantial differences in station-level
results depending on the dataset used, the results were more con-
sistent when viewed at the regional scale. In particular, decreasing
trends were observed for a large number of stations in western
North America and the data-covered regions of Australia, and
increasing trends in parts of Europe, eastern North America, parts
of South America and southern Africa. These changes were also
consistent with previous regional studies; for instance, previous
studies have found decreasing trends in the western part of North
America (Cunderlik and Ouarda, 2009; Lins and Slack, 1999;
Westmacott and Burn, 1997; Whitfield, 2001; Zhang et al., 2001)
and in Australia (Ishak et al., 2013), while the eastern part of North
America and Europe generally have a mixed pattern of changes
(Hannaford et al., 2013; Lins and Slack, 1999; Mallakpour and
Villarini, 2015; Stahl et al., 2011; Villarini et al., 2009). In addition
to dividing the result by geographical location, consistent results
were also found when the data were broken into separate climate
groups, with decreasing trends particularly apparent in stations
with equatorial, arid and snow fully humid climates (field signifi-
cant at the 10% significance level) while increasing trends are pre-
sent in only stations with warm fully humid climates.
Neither the presence of dams nor changes in forest cover had a
large effect on the trend results (although most analyses were con-
ducted using the ‘‘no dam” dataset to minimise the potential influ-
ence of large hydraulic structures on results). The lack of a
conclusive finding regarding the influence of forest cover suggests
that forest cover may not play a dominant role explaining trends in
flood hazard (Bradshaw et al., 2007; Bruijnzeel, 2004; Clark, 1987;
Van Dijk et al., 2009), although it should be cautioned that the
results could also be explained by other confounding factors (e.g.
agricultural development, urbanisation) that may co-occur along-
side changes in forest cover. It should also be noted that although
the Global Forest Change dataset is the most advanced product
currently available of global tree canopy, the period of this dataset
does not fully overlap the streamflow records, which is a major
limitation of this analysis.
Importantly, for almost all datasets considered, and regardless
of whether the stations were filtered by the presence of dams,
catchment area, or forest cover changes, there were more stations
exhibiting significant decreasing trends than increasing trends. The
results of our global analysis were therefore generally consistent
with Kundzewicz et al. (2004), who also showed that the number
of stations showing significant increasing trends was found to be
smaller than the number of stations showing significant decreasing
trends. The exception of our analysis was for the ‘‘no dam” dataset
for the smallest two quintiles by catchment size, where there were
more stations exhibiting increasing than decreasing trends. This
result was inconsistent with what was found in Milly et al.
(2002), although that study focused only on the frequency of
extreme events (i.e. discharges exceeding 100-year levels),
whereas our study focused on annual maximum streamflow and
thus includes relatively moderate ‘flood’ events as well as rarer
events. There are multiple factors that might explain the effect of
catchment size on the trend results; for instance, larger catch-
ments typically are affected by longer time-scale rainfall events,
and thus the climatic forcings may be different compared to smal-
ler catchments (Westra et al., 2014). Furthermore, catchment size
may be associated with other anthropogenic modifications in the
catchment, such as the presence of agriculture, urbanisation, and
the construction of a range of hydraulic infrastructure not included
in the large dams database.
Despite potential concerns about data quality, one interesting
pattern to emerge was that detected changes in annual maximum
streamflow are inconsistent with the evidence of trends in precip-
itation. At the global scale, annual maximum precipitation intensi-
ties were found to have increased (Min et al., 2011) and a large-
scale increasing pattern in extreme precipitation was detected
(Lehmann et al., 2015), with North America experiencing more
increasing trends than decreasing trends in annual maximum pre-
cipitation (Westra et al., 2013). These precipitation-based results
therefore appear to be inconsistent with the trend results for floods
found in our analysis, and indicate the potentially important role of
changes in catchment conditions and river morphology to changes
in streamflow regimes (Hall et al., 2014; Merz et al., 2012a). Fur-
ther research is needed to quantify the contribution of catchment
condition to the rainfall-runoff relationship at global and regional
scales, including investigation of changes in other dimensions of
flooding, such as their duration, volume, and intensity.
Finally, the changes in the flood hazard as assessed in this study
do not explain observed increases in flood losses (Kundzewicz
et al., 2013; Mills, 2005) or in the number of reported events
(Munich Re, 2015; Swiss Re, 2015). In our results, there were more
decreasing trends than increasing trends in almost all cases,
regardless of the dataset used, whether catchments were filtered
by climatic condition, presence of dams, or forest cover loss. This
indicates that other factors contributing to flood risks (i.e. exposure
and vulnerability), are likely to contribute a higher share toward
the rise of flood losses at a global scale.
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