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COMBINATORIAL FORMULAS FOR THE COEFFICIENTS OF
THE AL-SALAM-CHIHARA POLYNOMIALS
DONGHYUN KIM
Abstract. The Al-Salam-Chihara polynomials are an important family of orthog-
onal polynomials in one variable x depending on 3 parameters α, β and q. They
are closely connected to a model from statistical mechanics called the partially
asymmetric simple exclusion process (PASEP) and they can be obtained as a spe-
cialization of the Askey-Wilson polynomials. We give two different combinatorial
formulas for the coefficients of the (transformed) Al-Salam-Chihara polynomials.
Our formulas make manifest the fact that the coefficients are polynomials in α, β
and q with positive coefficients.
1. Introduction
In the last few decades, there has been a lot of work on finding combinatorial for-
mulas for moments of orthogonal polynomials (see [2], [3], [4], [12]), particularly when
they are polynomials with positive coefficients. The Al-Salam-Chihara polynomials
are an important class of orthogonal polynomials in one variable x which are con-
nected to a model from statistical mechanics called the partially asymmetric simple
exclusion process (PASEP). There have been some works on the combinatorics of the
Al-Salam-Chihara polynomials (see [9]); this work has focused on the moments of
the Al-Salam-Chihara polynomials, not the coefficients, as the coefficients fail to be
positive polynomials. In this paper, we introduce the transformed Al-Salam-Chihara
polynomials, which do have positive coefficients and give two manifestly positive
combinatorial formulas for the coefficients.
Orthogonal polynomials in one variable (pn(x))n≥0 are a family of polynomials such
that the degree of pn(x) is n and are orthogonal with respect to a certain measure
ω, that is
S pn(x)pm(x)dω = 0, for m ≠ n .
Monic orthogonal polynomials can be also defined by a three-term recurrence relation
pn+1(x) = (x − bn)pn(x) − λnpn−1(x),
with p0(x) = 1 and p−1(x) = 0 and where (bn)n≥0 and (λn)n≥1 are constants (see [7]).
We call (bn)n≥0 and (λn)n≥1 the structure constants of (pn(x))n≥0. The N-th moments
µN of (pn(x))n≥0 are defined as µN = ∫ xNdω, for N ≥ 0 .
The (monic) Al-Salam-Chihara polynomials are orthogonal polynomials with three
free parameters (a, b, q). They are in the basic Askey scheme (see [1]) and can be
obtained as the specialization of the Askey-Wilson polynomials at c = d = 0. The Al-
Salam-Chihara polynomials may be defined by the following three-term recurrence
1
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relation (see [10])
pn+1(x) = (x − bn)pn(x) − λnpn−1(x)
bn = (a + b)q
n
2
λn = (1 − q
n)(1 − abqn−1)
4
.
Surprisingly, the moments of the Al-Salam Chihara polynomials are connected to
a model from statistical mechanics called the partially asymmetric simple exclusion
process (PASEP) (see [11], [12]). The PASEP is a model of interacting particles
hopping left and right on a one-dimensional lattice of N sites. Each site can be either
occupied by a particle or empty and transition rates between states are proportional
to α, β and q (see Figure 1). Then the partition function ZN of the PASEP can be
written in terms of moments of the Al-Salam-Chihara polynomials (see [12], Section
6.1) as follows
(1.1) ZN =
N
Q
k=0
N
k
( 2αβ
1 − q )NµN−k,
using the change of variables
a = 1 − q − α
α
, b = 1 − q − β
β
.(1.2)
β1qα
Figure 1. The figure shows transition rates of the PASEP
Motivated by the connection (1.1) with the PASEP, we consider a family (p′n(x))n≥0
of polynomials where
p′n(x) = ( 2αβq − 1)npn(
q − 1
2αβ
x − 1),
using the change of variables (1.2). Then the N -th moment of (p′n(x))n≥0 becomes(−1)NZN , and we have the following three-term recurrence relation
p′n+1(x) = (x + bn)p′n(x) − λnp′n−1(x)(1.3)
bn = (α + β)qn + 2αβ[n]q
λn = (αβ)2[n]q[n − 1]q + αβ(α + β)qn−1[n]q + αβ(q2n−1 − qn−1).
In [5], a combinatorial formula for ZN was given in terms of permutation tableaux,
showing in particular that it is a polynomial in α, β and q with positive coefficients.
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Computing p′n(x) for small n we have
p′0(x) =1
p′1(x) =x + (α + β)
p′2(x) =x2 + (α + β +αq + βq + 2αβ)x + (α2q + β2q + αβ + αβq + αβ2 + α2β)
p′3(x) =x3 + (α + β +αq + βq + αq2 + βq2 + 4αβ + 2αβq)x2
+ (αβ + 3α2β + 3αβ2 + 3α2β2 +α2q + 2αβq + 3α2βq + β2q + 3αβ2q + 3α2β2q
+ α2q2 + 2αβq2 + 3α2βq2 + β2q2 + 3αβ2q2 + α2q3 +αβq3 + β2q3)x + (2α2β2
+ α3β2 + α2β3 + α2βq + α3βq + αβ2q + 2α2β2q +α3β2q + αβ3q + α2β3q + α2βq2
+ 2α3βq2 + αβ2q2 + 2α2β2q2 + 2αβ3q2 +α3q3 + α2βq3 + αβ2q3 + β3q3).
Note that it is not obvious from the recurrence (1.3) that the coefficients are polyno-
mials in α, β and q with positive coefficients.
It is worth noting that specializing to q = 1, the polynomial p′n(x) becomes
p′n(x) = nQ
k=0
(n
k
 n−1M
i=n−k
(α + β + iαβ))xn−k,
which can be easily proved by induction. The coefficients of p′n(x) have a nice fac-
torization formula in this case; however they do not factorize in general.
In this paper we will give two different combinatorial formulas for these coefficients
making manifest that they are polynomials in α, β and q with positive coefficients.
To do this we introduce the following more general orthogonal polynomials.
Definition 1.1. The transformed Al-Salam-Chihara polynomials (pˆn(x))n≥0 are the
family of orthogonal polynomials in one variable x depending on parameters α, β, ǫ1,
ǫ2 and q defined by the following three-term recurrence relation
pˆn+1(x) = (x + bn)pˆn(x) − λnpˆn−1(x)(1.4)
bn = (α + β)qn + (ǫ1 + ǫ2)[n]q
λn = ǫ1ǫ2[n]q[n − 1]q + (αǫ2 + βǫ1)qn−1[n]q + αβ(q2n−1 − qn−1).
Remark 1.2. The connection with the PASEP provided some inspiration for Defini-
tion 1.1. In particular, there is a 1-parameter generalization of the partition function
ZN called the fugacity partition function ZN(ξ) where ξ is a variable keeping track of
the number of particles for each state. This connection leads to the following family
of orthogonal polynomials defined by the three-term recurrence relation
p′′n+1(x) = (x + bn)p′′n(x) − λnp′′n−1(x)(1.5)
bn = (ξα + β)qn + (1 + ξ)αβ[n]q
λn = ξαβ)2[n]q[n − 1]q + ξαβ(α + β)qn−1[n]q + ξαβ(q2n−1 − qn−1),
which is a ξ-analogue of (1.3) (see [6]). We can recover (1.5) from the more general
setting of (1.4) by plugging α → ξα, ǫ1 → ξαβ and ǫ2 → αβ.
Remark 1.3. The coefficients [xn]pn+k(x) of the Al-Salam-Chihara polynomials and
the coefficients [xn]pˆn+k(x) of the transformed Al-Salam-Chihara polynomials are
connected as follows
[xn]pn+k(x) = kQ
i=0
n + i
n
(q − 1
2αβ
)k−i([xn+i]pˆn+k(x)),
4 DONGHYUN KIM
where ǫ1 = ǫ2 = αβ, a = 1−q−αα and b = 1−q−ββ .
The rest of the paper studies the transformed Al-Salam-Chihara polynomials from
Definition 1.1. We give two formulas for the coefficient gn+k,n of xn in pˆn+k(x). Our
two formulas represent gn+k,n as polynomials in Xi = αqi + ǫ1[i]q and Yi = βqi + ǫ2[i]q
(see (2.1)) where the coefficients lie in Z[q]. For example, by our first result (Theorem
2.3) we have
g3,1 = ( Q
0≤i<j≤2
XiXj) + (X0Y1 + Y0X2 +X1Y2 + 3
1

q
X0Y0) + ( Q
0≤i<j≤2
YiYj),(1.6)
and by our second result (Theorem 2.8) we have
g3,1 = ( Q
0≤i<j≤2
XiXj) + (X0Y0 +X0Y1 + q2X0Y0 +X1Y0 +X1Y1 + qX1Y1) + ( Q
0≤i<j≤2
YiYj).
(1.7)
Note that (1.7) is invariant as a polynomial in Xi’s and Yi’s under the exchange
Xi ↔ Yi. This is the case in general for our second formula and will be explained in
Remark 4.6. The first formula, however, is not invariant as a polynomial in Xi’s and
Yi’s under the exchange Xi ↔ Yi as one can see from (1.6). So far, it is not clear how
these two formulas are connected.
The structure of this paper is as follows. In Section 2, we will state the main results
of this paper with examples. In Section 3, we will prove our first result (Theorem
2.3). In Section 4, we will prove our second result (Theorem 2.8). In Section 5,
we will prove Theorem 2.14 which is a partial result of the conjecture regarding the
minors of the matrix of coefficients G = (gn,i)n,i.
Acknowledgments: The author is thankful to his advisor Lauren Williams for
mentorship, valuable comments, and helping me revise the draft. The author would
also like to thank Sylvie Corteel for her helpful comments and explanations.
2. Main Results
This section states the main results of this paper with examples. Throughout this
section, we set
(2.1) Xi = αqi + ǫ1[i]q, Yi = βqi + ǫ2[i]q
for i ≥ 0.
2.1. The first formula for the coefficients of pˆn(x).
Definition 2.1. Define a sequence Zn for n ≥ 0 by
Zn = X⌊n2 ⌋ if n is even
Y⌊n
2
⌋ if n is odd
.
For a partition (weakly decreasing sequence of non-negative integers) µ = (µ1,⋯, µl),
we define
sm(µ) = min(S{iSµi = 0}S, S{iSµi = 2m + 1}S) if µ1 = 2m + 1
0 otherwise
.
Denoting k = sm(µ), we define a weight um(µ) to be
um(µ) = (l−kM
i=1
Zµl+1−i+2(i−1))(m + lk qY0⋯Yk−1).
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Example 2.2. For m = 1, consider a partition µ = (3,3,1,0). Then s1((3,3,1,0)) =
min(S{iSµi = 0}S = 1, S{iSµi = 2m + 1}S = 2) = 1, so we have
u1((3,3,1,0)) = Z0Z1+2Z3+45
1

q
Y0 = X0Y1Y35
1

q
Y0.
For a partition µ = (3,3,0,0), we have s1((3,3,0,0)) = min(S{iSµi = 0}S = 2, S{iSµi =
2m + 1}S = 2) = 2, so this gives
u1((3,3,0,0) = Z0Z0+25
2

q
Y0Y1 =X0X15
2

q
Y0Y1.
Theorem 2.3. The coefficient gn+k,n of xn in pˆn+k(x) is given by
gn+k,n = Q
µ⊆(k)×(2n+1)
un(µ),
ie. it is the weighted sum over all Young diagrams contained in a (k) × (2n + 1)
rectangle, where the weight is given by Definition 2.1.
Example 2.4. By Theorem 2.3, we have
gk,0 = Q
µ⊆(k)×(1)
u0(µ) = kQ
i=0
u0((1k−i,0i)).
If k − i ≤ i, then
u0((1k−i,0i)) =X0⋯Xi−1 k
k − iqY0⋯Yk−i−1 =X0⋯Xi−1
k
i

q
Y0⋯Yk−i−1.
If k − i > i, then
u0((1k−i,0i)) =X0⋯Xi−1Yi⋯Yk−i−1k
i

q
Y0⋯Yi−1 =X0⋯Xi−1k
i

q
Y0⋯Yk−i−1.
In both cases, we have u0((1k−i,0i)) =X0⋯Xi−1kiqY0⋯Yk−i−1. Thus we have
(2.2) gk,0 =
k
Q
i=0
k
i

q
X0⋯Xi−1Y0⋯Yk−i−1.
Example 2.5. By Theorem 2.3, we have
g3,1 = Q
µ⊆(2)×(3)
u1(µ)
=u1((0,0)) + u1((1,0)) + u1((2,0)) + u1((3,0)) + u1((1,1))
+ u1((2,1)) + u1((3,1)) + u1((2,2)) + u1((3,2)) + u1((3,3))
=X0X1 +X0Y1 +X0X2 + 3
1

q
X0Y0 + Y0Y1
+ Y0X2 + Y0Y2 +X1X2 +X1Y2 + Y1Y2
=( Q
0≤i<j≤2
XiXj) + (X0Y1 + Y0X2 +X1Y2 + 3
1

q
X0Y0) + ( Q
0≤i<j≤2
YiYj).
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2.2. The second formula for the coefficients of pˆn(x).
Definition 2.6. For a set S with integer elements, we define S(k) to be the k-th
smallest element of the set ({0} ∪N) − S. For example, when S = {1,4,7}, we have
S(1) = 0, S(2) = 2, S(3) = 3 and S(4) = 5. We also define λS to be (i1, i2−1,⋯, is−s+1)
where S = {i1 < ⋯ < is}.
Definition 2.7. For a set A = {i1 < ⋯ < ia} ⊆ {0,⋯, n+a−1} and a set B ⊆ {0,⋯, n+
a+b−1} with SBS = b, denoting B∩{n+b,⋯, n+b+a−1} = {n+b+a−jk < ⋯ < n+b+a−j1}
and µ = λA = (i1, i2 − 1,⋯, ia − a + 1), we define a weight wn(A,B) to be
wn(A,B) = (M
i∈A
Xi)( M
i∈B∩{0,⋯,n+b−1}
Yi)( kM
l=1
(q(n+b+a−jl)−B(µjl+l)YB(µjl+l))).
Definition 2.7 is motivated by the bijective proof of the simple identity
(2.3) q(
a
2
)n + a
a

q
q(
b
2
)n + a + b
b

q
= q(a2)n + a + b
a

q
q(
b
2
)n + b
b

q
which will be given in Section 4.1.
Theorem 2.8. The coefficient gn+k,n of xn in pˆn+k(x) is given by
gn+k,n = Q
a+b=k
( Q
A⊆{0,⋯,(n+a−1)}
∣A∣=a
( Q
B⊆{0,⋯,(n+a+b−1)}
∣B∣=b
wn(A,B))),
ie. it is the weighted sum over all pairs (A,B) such that A ⊆ {0,⋯, (n + a − 1)} withSAS = a and B ⊆ {0,⋯, (n + a + b − 1)} with SBS = b, where the weight is given by
Definition 2.7.
Example 2.9. We compute w0(A,B) as follows. Since n = 0 there is only one
possible choice for A which is {0,⋯, a− 1}, so µ = λA = (0,⋯,0). Suppose there are k
elements in a set B ∩ {b,⋯, b + a − 1} then these elements will change to elements in
({0,⋯, b − 1}−B). So we have w0(A,B) =X0⋯Xa−1(q∑B−(b2))Y0⋯Yb−1. Thus we have
gk,0 = Q
a+b=k
( Q
B⊆{0,⋯,a+b−1}
∣B∣=b
X0⋯Xa−1(q∑B−(b2))Y0⋯Yb−1)
= Q
a+b=k
a + b
b

q
X0⋯Xa−1Y0⋯Yb−1.
In this case the formula is identical to (2.2).
Example 2.10. By Theorem 2.8, we have
g3,1 = Q
B⊆{0,1,2}
∣B∣=2
w1(φ,B) + Q
A⊆{0,1}
∣A∣=1
( Q
B⊆{0,1,2}
∣B∣=1
w1(A,B)) + Q
A⊆{0,1,2}
∣A∣=2
w1(A,φ)
=( Q
0≤i<j≤2
XiXj) + (X0Y0 +X0Y1 + q2X0Y0 +X1Y0 +X1Y1 + qX1Y1) + ( Q
0≤i<j≤2
YiYj).
On the way to prove Theorem 2.8, we introduce the following, which extends q-
binomial coefficient.
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Definition 2.11. For a weakly increasing composition µ = (µ1,⋯, µa) such that−1 ≤ µ1,⋯, µa ≤ n and a set B ⊆ {0,⋯, n + a + b − 1} with SBS = b, denoting B ∩ {n +
b,⋯, n+ b+a−1} = {n+ b+a− jk < ⋯ < n+ b+a− j1}, we define a weight mµn(B) to be
mµn(B) = ( M
i∈B∩{0,⋯,n+b−1}
Yi)( kM
l=1
(q(n+b+a−jl)−B(µjl+l)YB(µjl+l)),
where we define B(0) = −1 and Y−1 = q−1(β − ǫ2). We also define a generalized q-
binomial coefficient Mµn (b) to be
Mµn (b) = Q
B⊆{0,⋯,n+a+b−1}
∣B∣=b
mµn(B).
We namedMµn (b) a generalized q-binomial coefficient because when ǫ2 = 0, we have
M
µ
n (b) = q(b2)n+a+bb q(β)b, where a is a number of components in µ = (µ1,⋯, µa). Note
that q-binomial coefficients have the following well known identities
(2.4) n + a + b + 1
b

q
= qn+a+1n + a + b
b − 1 q + 
n + a + b
b

q
(2.5) [n + a + b + 1]qn + a + b
b

q
= [n + a + 1]qn + a + b + 1
b

q
.
We will give a generalization of (2.4) in Lemma 4.10 and a generalization of (2.5) in
Lemma 4.13. These two lemmas will be key ingredients for the proof of Theorem 2.8.
2.3. Positivity of minors of the matrix of coefficients. Motivated by [4] (Con-
jecture 4.4), we make the following conjecture.
Conjecture 2.12. Let G = (gn,i)n,i be the infinite array of coefficients gn,i = [xi]pˆn(x)
where n, i ∈ Z≥0 and gn,i = 0 if i > n. Then the (non-vanishing) minors of G are
polynomials with positive coefficients.
Specializing α → ξα, ǫ1 → ξαβ and ǫ2 → αβ, Conjecture 2.12 recovers the positivity
conjecture for Koornwinder moments when γ = δ = 0 (see [4], Conjecture 4.4).
Proposition 2.13. Conjecture 2.12 is true for the following cases.
(1) α = 0 (or β = 0)
(2) α = ǫ1 (or β = ǫ2)
(3) ǫ1 = 0 (or ǫ2 = 0)
Proof. By Remark 3.3 and Remark 4.7 together with the Lindström-Gessel-Viennot
lemma (see [8]) proves the proposition. 
For polynomials f1 and f2 we will write f1 ⪰ f2 if (f1 − f2) is a polynomial with
positive coefficients. The following theorem shows that 2 by 2 minors of G = (gn,i)n,i
having gn,n = 1 as a lower left entry are polynomials with positive coefficients. The
proof will use Theorem 2.8.
Theorem 2.14. For non-negative integers n,a and b, we have
gn+a+b,n+agn+a,n ⪰ gn+a+b,n.
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Example 2.15. We have
g4,2g2,1 − g4,1 =α2β + αβ2 + 2α2ǫ1 + 2αβǫ1 + β2ǫ1 + βǫ21 +α2ǫ2 + 2αβǫ2 + 2β2ǫ2 + αǫ1ǫ2
+ βǫ1ǫ2 + αǫ22 + α3q + 2α2βq + 2αβ2q + β3q + α2ǫ1q + 2αβǫ1q + β2ǫ1q
+ βǫ21q + α2ǫ2q + 2αβǫ2q + β2ǫ2q +αǫ1ǫ2q + βǫ1ǫ2q + αǫ22q + α3q2 + 2α2βq2
+ 2αβ2q2 + β3q2 + 2αβǫ1q2 + β2ǫ1q2 +α2ǫ2q2 + 2αβǫ2q2 + α2βq3 + αβ2q3.
We conclude g4,2g2,1 ⪰ g4,1.
3. Proof of Theorem 2.3
Our goal in this section is to prove Theorem 2.3, which gives a combinatorial
formula for the coefficients of the transformed Al-Salam-Chihara polynomials as a
weighted sum over Young diagrams contained in a rectangle. One step along the way
is to prove Proposition 3.2, which gives an analogous result in a simpler setting.
3.1. Amotivating result. Consider the family of orthogonal polynomials (p˜n(x))n≥0
in one variable x, defined by the following three-term recurrence relation
p˜n+1(x) = (x + b˜n)p˜n(x) − λ˜np˜n−1(x)
b˜n =Xn + Yn
λ˜n = Yn−1Xn,
where Xi’s and Yi’s are indeterminates.
Definition 3.1. For a partition µ = (µ1, µ2,⋯, µl), we define a weight w(µ) to be
w(µ) = lM
i=1
Zµl+1−i+2(i−1) = ZµlZµl−1+2Zµl−2+4⋯Zµ1+2(l−1),
where Zn is given by Definition 2.1.
Proposition 3.2. The coefficient g˜n+k,n of xn in p˜n+k(x) is given by
g˜n+k,n = Q
µ⊆(k)×(2n+1)
w(µ),
ie. it is the weighted sum over all Young diagrams contained in a (k) × (2n + 1)
rectangle, where the weight is given by Definition 3.1.
Proof. The proof goes with the induction. We first prove g˜k,0 is given by the above
formula. The base cases g˜0,0 = 1 and g˜1,0 = X0 + Y0 are trivially satisfied. It suffices
to prove that the formula satisfies the recurrence g˜k+1,0 = b˜kg˜k,0 − λ˜kg˜k−1,0. Since
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∑
µ⊆k×1
w(µ) = k∑
i=0
X0⋯Xi−1Yi⋯Yk−1, we have
Q
µ⊆(k+1)×1
w(µ) = k+1Q
i=0
X0⋯Xi−1Yi⋯Yk = X0⋯Xk + ( kQ
i=0
X0⋯Xi−1Yi⋯Yk−1)Yk
= kQ
i=0
X0⋯Xi−1Yi⋯Yk−1 −
k−1Q
i=0
X0⋯Xi−1Yi⋯Yk−1Xk
+ ( kQ
i=0
X0⋯Xi−1Yi⋯Yk−1)Yk
=( kQ
i=0
X0⋯Xi−1Yi⋯Yk−1)(Xk + Yk) − (k−1Q
i=0
X0⋯Xi−1Yi⋯Yk−2)Yk−1Xk
=b˜k( Q
µ⊆(k)×1
w(µ)) − λ˜k( Q
µ⊆(k−1)×1
w(µ)).
Now we will show that for n > 0, the formula satisfies the recurrence
g˜n+k+1,n = g˜n+k,n−1 + b˜n+k(g˜n+k,n) − λ˜n+k(g˜n+k−1,n)
which is checked as follows
Q
µ⊆(k+1)×(2n+1)
w(µ)
= Q
µ⊆(k+1)×(2n−1)
w(µ) + Q
µ⊆(k+1)×(2n+1)
µ1=2n
w(µ) + Q
µ⊆(k+1)×(2n+1)
µ1=2n+1
w(µ)
= Q
µ⊆(k+1)×(2n−1)
w(µ) + Q
µ′⊆(k)×2n
w(µ′)Xn+k + Q
µ′⊆(k)×2n+1
w(µ′)Yn+k
= Q
µ⊆(k+1)×(2n−1)
w(µ) +
⎛⎜⎜⎜⎝
Q
µ′⊆(k)×(2n+1)
w(µ′) − Q
µ′⊆(k)×(2n+1)
µ′
1
=2n+1
w(µ′)
⎞⎟⎟⎟⎠
Xn+k
+ Q
µ′⊆(k)×(2n+1)
w(µ′)Yn+k
= Q
µ⊆(k+1)×(2n−1)
w(µ) + ( Q
µ′⊆(k)×(2n+1)
w(µ′))(Xn+k + Yn+k) − Q
µ′⊆(k)×(2n+1)
µ′
1
=2n+1
w(µ′)Xn+k
= Q
µ⊆(k+1)×(2n−1)
w(µ) + b˜n+k ⎛⎝ Qµ′⊆(k)×(2n+1)w(µ
′)⎞⎠ − λ˜n+k
⎛
⎝ Qµ′′⊆(k−1)×(2n+1)w(µ
′′)⎞⎠ .

Remark 3.3. Consider a vertex set V = {(i, j) ∈ Z × Z≥0 S −2j − 1 ≤ i ≤ 0} and
directed edges connecting every horizontally or vertically adjacent pair of vertices in
an increasing direction (see Figure 2). We will assign weights to directed edges as
follows. For a directed edge of the form (i, j) → (i + 1, j), we give a weight 1 and
for a directed edge of the form (i, j) → (i, j + 1), we give a weight Zi+2j+1 (defined in
Definition 2.1). The weight W (P ) of a path P is defined to be the product of the
weights of its edges. Set ui = (−2i − 1, i) and vi = (0, i) for i ≥ 0. Then the formula
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for g˜n+k,n given in Proposition 3.2 is equivalent to g˜n+k,n = ∑
P ∶un→vn+k
W (P ), where the
sum is over all paths P from un to vn+k.
X0 Y0 X1 Y1 X2 Y2
X0 Y0 X1 Y1
X0 Y0
u3 v3
u2 v2
u1 v1
u0 v0
Figure 2. The figure shows the weighted directed graph constructed
in Remark 3.3.
From now on, we specify Xi’s and Yi’s as given in (2.1)
Xi = αqi + ǫ1[i]q, Yi = βqi + ǫ2[i]q.
Then the structure constants for the transformed Al-Salam-Chihara polynomials can
be represented as follows
bn =Xn + Yn
λn = Yn−1Xn − α(β − ǫ2)qn−1.
When α = 0 or β = ǫ2, Proposition 3.2 gives the formula for gn+k,n = [xn]pˆn+k(x).
The weight um(µ) given by Definition 2.1 can be considered as a modification of the
weight w(µ) given by Definition 3.1. They manifestly coincide when α = 0 or β = ǫ2
(Remark 3.4).
Remark 3.4. Let k = sm(µ) and assume α = 0. If k = 0, then trivially um(µ) = w(µ).
If k > 0, then both um(µ) and w(µ) have a factor Z0 =X0 = α so they are both zero.
Now assume β = ǫ2 then Yi equals [i + 1]qβ. This gives
w(µ)
um(µ) =
( l∏
i=1
Zµl+1−i+2(i−1))
(l−k∏
i=1
Zµl+1−i+2(i−1))(m+lk qY0⋯Yk−1)
=
( l∏
i=l−k+1
Zµl+1−i+2(i−1))
(m+l
k

q
Y0⋯Yk−1)
= Ym+l−k⋯Ym+l−1(m+l
k

q
Y0⋯Yk−1) =
βk[m + l − k + 1]q⋯[m + l]q
βkm+l
k

q
[1]q⋯[k]q = 1.
We conclude that w(µ) = um(µ) when α = 0 or β = ǫ2.
3.2. Proof of Theorem 2.3. We will first prove Theorem 2.3 for gk,0. It suffices
to prove that (2.2) satisfies the recurrence gk+1,0 = bkgk,0 − λkgk−1,0 (Proposition 3.6).
The base cases g0,0 = 1 and g1,0 = X0 + Y0 = α + β are trivially satisfied. We prepare
with a lemma.
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Lemma 3.5. The following equality holds (k ≥ 1)
k + 1
i

q
Xi−1Yk−i =  k
i − 1qXkYk−i + 
k
i

q
Xi−1Yk − λkk − 1
i − 1q.
Proof. Moving the middle term on the right hand side to the left, the left hand side
becomes
k + 1
i

q
Xi−1Yk−i − k
i

q
Xi−1Yk =Xi−1(k + 1
i

q
Yk−i − k
i

q
Yk)
=Xi−1(qk−i k
i − 1q(β − ǫ2)).
The remaining right hand side becomes
 k
i − 1qXkYk−i − (XkYk−1 − α(β − ǫ2)qk−1)
k − 1
i − 1q
=Xk( k
i − 1qYk−i − 
k − 1
i − 1qYk−1) +α(β − ǫ2)qk−1
k − 1
i − 1q
=Xk(qk−ik − 1
i − 2q(β − ǫ2)) +α(β − ǫ2)qk−1
k − 1
i − 1q
=qk−i(β − ǫ2)(k − 1
i − 2qXk + αqi−1
k − 1
i − 1q)
=qk−i(β − ǫ2)(α(qkk − 1
i − 2q + qi−1
k − 1
i − 1q)) + ǫ1[k]q
k − 1
i − 2q)
=qk−i(β − ǫ2)(α(qi−1 k
i − 1q) + ǫ1[i − 1]q
k
i − 1q)
=qk−i(β − ǫ2)( k
i − 1qXi−1)).
So the equality holds. 
Proposition 3.6. The following equality holds (k ≥ 1)
k+1
Q
i=0
k + 1
i

q
X0⋯Xi−1Y0⋯Yk−i =bk( kQ
i=0
k
i

q
X0⋯Xi−1Y0⋯Yk−i−1)
− λk(k−1Q
i=0
k − 1
i

q
X0⋯Xi−1Y0⋯Yk−i−2).
Proof. Multiplying the equality in Lemma 3.5 with (X0⋯Xi−2Y0⋯Yk−i−1) gives
k + 1
i

q
X0⋯Xi−1Y0⋯Yk−i = ( k
i − 1qX0⋯Xi−2Y0⋯Yk−i−1)(Xk)(3.1)
+ (k
i

q
X0⋯Xi−1Y0⋯Yk−i−2)(Yk) − (k − 1
i − 1qX0⋯Xi−2Y0⋯Yk−i−1)(λk).
Summing (3.1) for i from 0 to (k + 1) gives a desired equality. 
To prove Theorem 2.3, it remains to show that for n > 0, the formula satisfies the
recurrence gn+k+1,n = gn+k,n−1 + bn+kgn+k,n − λn+kgn+k−1,n. In other words, we will show
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the identity
Q
µ⊆(k+1)×(2n+1)
un(µ) = Q
µ⊆(k+1)×(2n−1)
un−1(µ) + bn+k( Q
µ⊆(k)×(2n+1)
un(µ))(3.2)
− λn+k( Q
µ⊆(k−1)×(2n+1)
un(µ)).
The middle term on the right hand side of (3.2) becomes
bn+k( Q
µ⊆(k)×(2n+1)
un(µ)) = Xn+k( Q
µ⊆(k)×(2n+1)
un(µ)) + Yn+k( Q
µ⊆(k)×(2n+1)
un(µ))
=Xn+k( Q
µ⊆(k)×(2n)
un(µ) + Q
µ⊆(k)×(2n+1)
µ1=2n+1
un(µ)) + Yn+k( Q
µ⊆(k)×(2n+1)
un(µ))
=Xn+k( Q
µ⊆(k)×(2n)
un(µ)) + Yn+k( Q
µ⊆(k)×(2n+1)
un(µ))
+Xn+k( Q
µ′⊆(k−1)×(2n+1)
un((2n + 1, µ′))).
Plugging this to (3.2) gives
Q
µ⊆(k+1)×(2n+1)
un(µ) = Q
µ⊆(k+1)×(2n−1)
un−1(µ) +Xn+k( Q
µ⊆(k)×(2n)
un(µ))(3.3)
+ Yn+k( Q
µ⊆(k)×(2n+1)
un(µ)) + ( Q
µ⊆(k−1)×(2n+1)
(Xn+kun((2n + 1, µ)) − λn+kun(µ))).
For µ ⊆ (k + 1) × (2n + 1) we define
u¯n(µ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
un−1(µ) if µ ⊆ (k + 1) × (2n − 1)
Xn+kun(µ′) if µ = (2n,µ′) for some µ′ ⊆ (k) × (2n)
Yn+kun(µ′) if µ = (2n + 1, µ′) for some µ′ ⊆ (k) × (2n + 1),
and for µ ⊆ (k − 1) × (2n + 1) we define
vi(µ) = Xn+kun((2n + 1, µ)) − λn+kun(µ).
Then (3.3) is represented as follows
Q
µ⊆(k+1)×(2n+1)
un(µ) = Q
µ⊆(k+1)×(2n+1)
u¯n(µ) + Q
µ⊆(k−1)×(2n+1)
vi(µ).(3.4)
To prove (3.4) we first partition the sets {µ ⊆ (k + 1) × (2n + 1)} and {µ ⊆ (k − 1) ×(2n + 1)}.
Definition 3.7. Define Bˆn+k,n to be a subset of {µ ⊆ (k + 1)× (2n+ 1)} consisting of
µ such that sn(µ) = 0 and sn−1(µ) = 0. For a partition µ ⊆ (k +1)× (2n−1) such that
sn−1(µ) = l > 0, denoting µ = ((2n − 1)l, µ′), we define Bµn+k,n to be
B
µ
n+k,n = {((2n − 1)l, µ′), ((2n + 1), (2n − 1)l−1, µ′),⋯, ((2n + 1)l, µ′)}.
Definition 3.8. For a partition µ ⊆ (k−1)× (2n+1) such that µk−1 ≥ 2, define s¯n(µ)
to be a mininum of two numbers S{iSµi = 2}S and S{iSµi = 2n+1}S. If s¯n(µ) = l, denoting
µ = (µ′,2l), we define a set Cµn+k,n to be
Cµ
n+k,n = {(µ′,2l), (µ′,2l−1,0),⋯, (µ′,0l)}.
If l = 0, then Cµn+k,n consists of a single element µ.
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Example 3.9. Consider a partition µ = (3,3,1,0,0,0). Since s1(µ) = 2, we have
B
(3,3,1,0,0,0)
7,2 = {(3,3,1,0,0,0), (5,3,1,0,0,0), (5,5,1, 0,0,0)}.
For a partition µ = (5,5,2,2), we have
C
(5,5,2,2)
7,2 = {(5,5,2,2), (5,5,2,0), (5,5,0,0)}.
Definition 3.10. We define BXn+k,n, B
Y
n+k,n, C
X
n+k,n and C
Y
n+k,n as follows
BXn+k,n = {µ ⊆ (k + 1) × (2n + 1)S sn(µ) = l > 0 and µ = ((2n + 1)l,2n,µ′) for some µ′}
BYn+k,n = {µ ⊆ (k + 1) × (2n + 1)S sn(µ) = l > 0 and µ = ((2n + 1)l+1, µ′) for some µ′}
CXn+k,n = {µ ⊆ (k − 1) × (2n + 1)S sn(µ) = l and µ = (µ′,0l+1) for some µ′}
CYn+k,n = {µ ⊆ (k − 1) × (2n + 1)S sn(µ) = l and µ = (µ′,1,0l) for some µ′}.
Proposition 3.11. The set {µ ⊆ (k + 1) × (2n + 1)} is a disjoint union of B’s and
the set {µ ⊆ (k − 1) × (2n + 1)} is a disjoint union of C’s. That is
{µ ⊆ (k + 1) × (2n + 1)} = Bˆn+k,n ⊍ ( #
ν⊆(k+1)×(2n−1)
sn−1(ν)>0
Bνn+k,n) ⊍BXn+k,n ⊍BYn+k,n
{µ ⊆ (k − 1) × (2n + 1)} = ( #
ν⊆(k−1)×(2n+1)
νk−1≥2
Cνn+k,n) ⊍CXn+k,n ⊍CYn+k,n.
Proof. For µ ⊆ (k + 1) × (2n + 1), if sn(µ) = 0 and sn−1(µ) = 0 then µ ∈ Bˆn+k,n. If
sn−1(µ) > 0, then µ ∈ Bµn+k,n. Now assume sn(µ) = l > 0. By the definition of BXn+k,n
and BYn+k,n, we have µ ∈ BXn+k,n if µl+1 = 2n and µ ∈ BYn+k,n if µl+1 = 2n + 1. For the
remaining case µl+1 ≤ 2n − 1, let ν = ((2n − 1)l, µl+1,⋯, µk+1). Then ν is a partition
inside (k + 1) × (2n − 1) with sn−1(ν) ≥ l > 0. Thus we have µ ∈ Bνn+k,n. This proves
the first statement.
For the second statement, take µ ⊆ (k−1)×(2n+1) such that sn(µ) = l. If µk−1−l = 0
then µ ∈ CX
n+k,n and if µk−1−l = 1 then µ ∈ CYn+k,n. For the remaining case µk−1−l ≥ 2,
let ν = (µ1,⋯, µk−1−l,2l), then we have µ ∈ Cνn+k,n. 
We have decompositions of the sets {µ ⊆ (k+1)×(2n+1)} and {µ ⊆ (k−1)×(2n+1)}.
The next proposition relates these two decompositions.
Proposition 3.12. The followings hold.
(a) There exists a bijection between {µ ⊆ (k + 1) × (2n − 1)Ssn−1(µ) > 0} and{µ ⊆ (k − 1) × (2n + 1)Sµk−1 ≥ 2}.
(b) There exists a bijection between BX
n+k,n and C
X
n+k,n.
(c) There exists a bijection between BYn+k,n and C
Y
n+k,n.
Proof. (a) Given an element µ in the first set, the partition (µ2 + 2,⋯, µk + 2) is
in the second set. Conversely given an element ν in the second set, the partition(2n − 1, ν1 − 2,⋯, νk−1 − 2,0) is in the first set. This gives a bijection.
(b) Given an element µ in the first set, let sn(µ) = l > 0 and denote µ = ((2n +
1)l,2n,µ′). Note that the tail of µ′ contains at least l 0’s. So we write µ = ((2n +
1)l,2n,µ′′,0l). Then the partition ν = ((2n + 1)l−1, µ′′,0l) belongs to the second
set. Conversely, given an element ν in the second set, let sn(ν) = l′ (possibly zero).
Likewise, we can write ν = ((2n + 1)l′ , ν′′,0l′+1). We send this to the partition µ =
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((2n + 1)l′+1,2n, ν′′,0l′+1) then sn(µ) = l′ + 1 > 0 which implies that µ belongs to the
first set. These processes are inverse to each other thus give a bijection.
(c) The argument goes similarly with that of (b). The partition µ = ((2n +
1)l+1, µ′′,0l) goes to the partition ν = ((2n + 1)l−1, µ′′,1,0l−1) and conversely, the
partition ν = ((2n+1)l′ , ν′′,1,0l′) goes to the partition µ = ((2n+1)l′+2, ν′′,0l′+1). 
Proposition 3.13. The following identities hold.
(a) For a partition µ ∈ Bˆn+k,n, we have un(µ) = u¯n(µ).
(b) For partitions µ ⊆ (k+1)×(2n−1) such that sn−1(µ) > 0 and ν ⊆ (k−1)×(2n+1)
such that νk−1 ≥ 2 which are corresponding pair under the bijection in Proposition 3.12
(a), we have
Q
µ′∈Bµ
n+k,n
un(µ′) = Q
µ′∈Bµ
n+k,n
u¯n(µ′) + Q
ν′∈Cν
n+k,n
vn(ν′).
(c) For partitions µ ∈ BXn+k,n and ν ∈ CXn+k,n which are corresponding pair under the
bijection in Proposition 3.12 (b), we have
un(µ) = u¯n(µ) + vn(ν).
(d) For partitions µ ∈ BY
n+k,n and ν ∈ CYn+k,n which are corresponding pair under the
bijection in Proposition 3.12 (c), we have
un(µ) = u¯n(µ) + vn(ν).
Note that (3.4) follows from Proposition 3.11 and Proposition 3.13. So it suffices
to prove Proposition 3.13. To do that, we first compute vn(ν) explicitly.
Lemma 3.14. The following holds.
(a) For a partition ν ∈ CXn+k,n with sn(ν) = l, we have
vn(ν) =X0⋯XlXn+k−l−1(k−2−lM
i=l+1
Zνi+2(k−1−i))Y0⋯Yl−1qln + kl + 1 q(β − ǫ2).
(b) For a partition ν ⊆ (k − 1) × (2n + 1) such that ν ∉ CXn+k,n with sn(ν) = l, we have
vn(ν) = X0⋯Xl(k−1−lM
i=l+1
Zνi+2(k−1−i))Y0⋯Yl−1qn+k−l−1n + kl q(β − ǫ2).
Proof. (a) Denoting ν = ((2n + 1)l, νl+1,⋯, νk−2−l,0l+1), we have
un(ν) =X0⋯Xl(k−2−lM
i=l+1
Zνi+2(k−1−i))n + k − 1l qY0⋯Yl−1.
And since sn(((2n + 1), ν)) = l + 1, we have
un(((2n + 1), ν)) = X0⋯Xl(k−2−lM
i=l+1
Zνi+2(k−1−i))n + kl + 1 qY0⋯Yl.
FORMULAS FOR THE COEFFICIENTS OF THE AL-SALAM-CHIHARA POLYNOMIALS 15
Setting the common factor M =X0⋯Xl(k−2−l∏
i=l+1
Zνi+2(k−1−i))Y0⋯Yl−1, we have
vi(ν)
=Xn+kun(((2n + 1), ν)) − λn+kun(ν) = Xn+k(Mn + k
l + 1 qYl) − λn+k(M
n + k − 1
l

q
)
=M(n + k
l + 1 qXn+kYl − (Yn+k−1Xn+k − α(β − ǫ2)qn+k−1)
n + k − 1
l

q
)
=M(Xn+k(n + k
l + 1 qYl − 
n + k − 1
l

q
Yn+k−1) + α(β − ǫ2)qn+k−1n + k − 1
l

q
)
=M(Xn+k(qln + k − 1
l + 1 q(β − ǫ2)) + α(β − ǫ2)qn+k−1
n + k − 1
l

q
)
=M(β − ǫ2)ql(Xn+kn + k − 1
l + 1 q +αqn+k−l−1
n + k − 1
l

q
))
=M(β − ǫ2)ql(α(qn+kn + k − 1
l + 1  + qn+k−l−1
n + k − 1
l

q
) + ǫ1n + k − 1
l + 1 [n]q)
=M(β − ǫ2)ql(n + k
l + 1 qXn+k−l−1)
=X0⋯XlXn+k−l−1(k−2−lM
i=l+1
Zνi+2(k−1−i))Y0⋯Yl−1qln + kl + 1 q(β − ǫ2).
(b) Denoting ν = ((2n + 1)l, νl+1,⋯, νk−1−l,0l), we have
un(ν) = X0⋯Xl−1(k−1−lM
i=l+1
Zνi+2(k−1−i))n + k − 1l qY0⋯Yl−1.
And since sn(((2n + 1), ν)) = l, we have
un(((2n + 1), ν)) =X0⋯Xl−1(k−1−lM
i=l
Zνi+2(k−1−i))n + kl qY0⋯Yl−1
=X0⋯Xl−1(k−1−lM
i=l+1
Zνi+2(k−1−i))n + kl qY0⋯Yl−1Zνl+2(k−1−l)
=X0⋯Xl−1(k−1−lM
i=l+1
Zνi+2(k−1−i))n + kl qY0⋯Yl−1Yn+k−l−1.
Setting the common factor M =X0⋯Xl−1(k−1−l∏
i=l+1
Zνi+2(k−1−i))Y0⋯Yl−1, we have
vn(ν) =M(n + k
l

q
Xn+kYn+k−l−1 − (Yn+k−1Xn+k −α(β − ǫ2)qn+k−1)n + k − 1
l

q
)
=M(β − ǫ2)qn+k−l−1(n + k
l

q
Xl)
=X0⋯Xl(k−1−lM
i=l+1
Zνi+2(k−1−i))Y0⋯Yl−1qn+k−l−1n + kl q(β − ǫ2).

The following lemma will be used for the proof of Proposition 3.13 (b).
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Lemma 3.15. For l and n such that l ≥ 0 and n − l − 1 ≥ 0, we have
Yn−l−1⋯Yn−1 +
l+1
Q
i=1
Yn−l−1⋯Yn−i−1n + 1
i

q
Y0⋯Yi−1
= n
l + 1qY0⋯Yl + Yn(
l+1
Q
i=1
Yn−l−1⋯Yn−i−1 n
i − 1qY0⋯Yi−2)
+ (β − ǫ2)( lQ
i=0
qn−i−1Yn−l−1⋯Yn−i−2n
i

q
Y0⋯Yi−1).
Proof. For l = 0, the identity becomes Yn−1 + n+11 qY0 = n1qY0 + Yn + (β − ǫ2)qn−1,
which can be checked by a direct computation. Now assume that the identity holds
for (l − 1) and for all valid n. From the identity corresponding to (l − 1) and n, we
multiply both sides with Yn−l−1 which gives
Yn−l−1⋯Yn−1 +
lQ
i=1
Yn−l−1⋯Yn−i−1n + 1
i

q
Y0⋯Yi−1(3.5)
=n
l

q
Y0⋯Yl−1Yn−l−1 + Yn( lQ
i=1
Yn−l−1⋯Yn−i−1 n
i − 1qY0⋯Yi−2)
+ (β − ǫ2)(l−1Q
i=0
qn−i−1Yn−l−1⋯Yn−i−2n
i

q
Y0⋯Yi−1).
We also have the identity
n + 1
l + 1qYl = 
n
l + 1qYl − 
n
l

q
Yn−l−1 + n
l

q
Yn + qn−l−1n
l

q
(β − ǫ2),
that can be checked by a direct computation. Multiplying both sides with Y0⋯Yl−1
gives
n + 1
l + 1qY0⋯Yl =
n
l + 1qY0⋯Yl − 
n
l

q
Y0⋯Yl−1Yn−l−1(3.6)
+ n
l

q
Y0⋯Yl−1Yn + qn−l−1n
l

q
Y0⋯Yl−1(β − ǫ2).
Adding (3.5) and (3.6) gives the identity corresponding to l and n. The proof follows
from the induction. 
Proof of Proposition 3.13.
(a) It is trivial to verify.
(b) Denote s¯n(ν) = l and ν = ((2n + 1)l, νl+1,⋯, νk−1−l,2l). Then the corresponding
partition µ is ((2n − 1)l+1, (νl+1 − 2),⋯, (νk−1−l − 2),0l+1). The elements of Cνn+k,n
are denoted as νi = ((2n + 1)l, νl+1,⋯, νk−1−l,2l−i,0i) where i ranges from 0 to l. As
sn(νi) = i, by Lemma 3.14 we have
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vn(νi) =X0⋯Xi(k−1−iM
j=i+1
Z(νi)j+2(k−1−j))Y0⋯Yi−1qn+k−i−1n + ki q(β − ǫ2)
=X0⋯Xi(k−1−lM
j=i+1
Z(νi)j+2(k−1−j))(
k−1−i
M
j=k−l
Z(νi)j+2(k−1−j))Y0⋯Yi−1qn+k−i−1n + ki q(β − ǫ2)
=X0⋯Xl(k−1−lM
j=i+1
Z(νi)j+2(k−1−j))Y0⋯Yi−1qn+k−i−1n + ki q(β − ǫ2)
=X0⋯Xl( lM
j=i+1
Z(νi)j+2(k−1−j))(
k−1−lM
j=l+1
Z(νi)j+2(k−1−j))Y0⋯Yi−1qn+k−i−1n + ki q(β − ǫ2)
=X0⋯Xl(k−1−lM
j=l+1
Zνj+2(k−1−j))(Yn+k−l−1⋯Yn+k−i−2)Y0⋯Yi−1qn+k−i−1n + ki q(β − ǫ2).
And the elements of Bµn+k,n are denoted as µ
i = ((2n + 1)i, (2n − 1)l+1−i, (νl+1 −
2),⋯, (νk−1−l − 2),0l+1) where i ranges from 0 to (l + 1). We have
un(µ0) =X0⋯Xl(k−1−lM
j=l+1
Zνj+2(k−1−j))(Yn+k−l−1⋯Yn+k−1)
u¯n(µ0) =X0⋯Xl(k−1−lM
j=l=1
Zνj+2(k−1−j))(n + kl + 1 qY0⋯Yl),
and for i from 1 to (l + 1) we have
un(µi) = X0⋯Xl(k−1−lM
j=l+1
Zνj+2(k−1−j))(Yn+k−l−1⋯Yn+k−i−1n + k + 1i qY0⋯Yi−1)
u¯n(µi) = X0⋯Xl(k−1−lM
j=l+1
Zνj+2(k−1−j))(Yn+k−l−1⋯Yn+k−i−1n + ki − 1qY0⋯Yi−2)Yn.
Taking out the common factor (X0⋯Xl(k−1−l∏
j=l+1
Zνj+2(k−1−j))), the desired identity follows
from Lemma 3.15.
(c) Denote sn(ν) = l and ν = ((2n+1)l, νl+1,⋯, νk−2−l,0l+1). Then the corresponding
partition µ is ((2n + 1)l+1,2n, νl+1,⋯, νk−2−l,0l+1). We have
un(µ) =X0⋯Xl( k−lM
j=l+2
Zµj+2(k+1−j))n + k + 1l + 1 qY0⋯Yl
=X0⋯XlXn+k−l−1(k−2−lM
j=l+1
Zνj+2(k−1−j))n + k + 1l + 1 qY0⋯Yl,
and
u¯n(µ) =X0⋯XlXn+k−l−1(k−2−lM
j=l+1
Zνj+2(k−1−j))n + kl qY0⋯Yl−1Yn+k.
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So we have
un(µ) − u¯n(µ)
=(X0⋯XlXn+k−l−1(k−2−lM
j=l+1
Zνj+2(k−1−j))Y0⋯Yl−1)(n + k + 1l + 1 qYl − 
n + k
l

q
Yn+k)
=(X0⋯XlXn+k−l−1(k−2−lM
j=l+1
Zνj+2(k−1−j))Y0⋯Yl−1)qln + kl + 1 q(β − ǫ2).
The proof follows from Lemma 3.14.
(d) Denote sn(ν) = l and ν = ((2n+1)l, νl+1,⋯, νk−2−l,1,0l). Then the corresponding
partition µ is ((2n+1)l+2,2n, νl+1,⋯, νk−2−l,0l+1). The proof follows similarly with (c).
4. Proof of Theorem 2.8
Our goal in this section is to prove Theorem 2.8, which gives a combinatorial
formula for the coefficients of the transformed Al-Salam-Chihara polynomials as a
weighted sum over pairs of sets. In Section 4.1, we start by providing a bijective
proof of a combinatorial identity (2.3), which motivates the formula in Theorem 2.8.
In Section 4.2, we study generalized q-binomial coefficients Mµn (b) (Definition 2.7) to
establish key lemmas (Lemma 4.10, Lemma 4.13) for the proof of Theorem 2.8. In
Section 4.3, we finish the proof.
4.1. Bijective proof of the identity (2.3).
Definition 4.1. For non-negative integers n, a and b, we define T (n,a, b) to be a set of
pairs (S1, S2) such that S1 ⊆ {0,⋯, (n+a−1)} with SS1S = a and S2 ⊆ {0,⋯, (n+a+b−1)}
with SS2S = b. For a set S with integer elements, we define ∑S = ∑
i∈S
i.
The identity (2.3) can be rephrased as follows
Q
(A1,B1)∈T (n,a,b)
q∑A1+∑B1 = Q
(B2,A2)∈T (n,b,a)
q∑A2+∑B2(4.1)
The identity (4.1) shows that there exists a bijection between T (n,a, b) and T (n, b, a)
that preserves the sum. Now we construct a such bijection. Recall from Definition
2.6 that S(k) is the k-th smallest element of the set ({0} ∪N) − S and λS is (i1, i2 −
1,⋯, is − s + 1) where S = {i1 < ⋯ < is}.
Definition 4.2. For (A1,B1) ∈ T (n,a, b), we denote A1 = {i1 < ⋯ < ia}, B1 ∩ {n +
b,⋯, n + b + a − 1} = {n + b + a − jk < ⋯ < n + b + a − j1} and µ = λA1 . We define a map
ψn,a,b from T (n,a, b) as follows
(B2,A2) = ψn,a,b((A1,B1))
A2 = {imSm ≠ jl} ∪ {n + a + b − (B1(µjl + l) − (ijl − jl))Sl = 1,⋯, k}
B2 = (B1 ∩ {0,⋯, n + b − 1}) ∪ {B1(µjl + l)Sl = 1,⋯, k}.
Note that we have ∑A1 +∑B1 = ∑A2 +∑B2 from the construction.
Proposition 4.3. With the notation in Definition 4.2, we have (B2,A2) ∈ T (n, b, a).
And we have (A1,B1) = ψn,b,a((B2,A2)).
Proof. We have B1(µj1 +1) < ⋯ < B1(µjk +k) and since µjk ≤ n, we have B1(µjk +k) ≤
B1(n + k). As SB1 ∩ {0,⋯, (n + b − 1)}S = b − k, we have B1(n + k) ≤ (n + b − 1), which
implies B2 ⊆ {0,⋯, (n + b − 1)} with SB2S = b. Now we set rl = B1(µjl + l) − (ijl − jl).
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Since B1(µjl + l) is the (µjl + l)-th smallest element in a set {0,⋯, n + b − 1} − B1,
there are B1(µjl + l) − (µjl + l + 1) elements in B1 smaller than B1(µjl + l). Also
B1(µj1 +1),⋯,B1(µjl−1 + l−1) are smaller than B1(µjl + l) so there are total (B1(µjl +
l) − (µjl + l + 1) + l − 1) elements smaller than B1(µjl + l) in B2. So B1(µjl + l) is the
B1(µjl + l) − (µjl + 1) = (B1(µjl + l) − (ijl − jl)) = rl-th smallest element in B2. This
implies that 1 ≤ r1 < ⋯ < rk ≤ b, so the sets {imSm ≠ jl} and {n + a + b − rlSl = 1,⋯, k}
are disjoint. Thus we have A2 ⊆ {0,⋯, (n + a + b − 1)} with SA2S = a.
Denoting µ′ = λB2, we have µ′rl + l = B1(µjl + l) − rl + 1 + l = ijl − jl + l + 1 and
A2 ∩{n+a,⋯, n+a+ b−1} = {n+a+ b− r1 < ⋯ < n+a+ b− rk}. Since there are (jl − l)
elements smaller than ijl in A2, we have ijl = A2(ijl − jl + l + 1) = A2(µ′rl + l). We see(A1,B1) = ψn,b,a((B2,A2)). 
Example 4.4. For n = 1, a = 3 and b = 4, consider A1 = {0,2,3} and B1 = {2,4,5,7}
denoting µ = λA1 = (0,1,1). The above process changes the element 7 = 8 − 1 ∈ B1
to B1(µ1 + 1) = 0 and correspondingly change the element 0 ∈ A1 to 7. Likewise,
we change the element 5 = 8 − 3 ∈ B1 to the element B1(µ3 + 2) = 3 and change the
element 3 ∈ A1 to 5. So we have ψ1,3,4((A1,B1)) = (B2,A2) = ({0,2,3,4},{2,5,7}).
Since we have µ′ = λB2 = (0,1,1,1), the element 7 = 8 − 1 ∈ A2 goes to A2(µ′1 + 1) = 0
and 0 ∈ B2 goes to 7. Likewise the element 5 = 8 − 3 ∈ A2 goes to A2(µ′3 + 2) = 3 and
3 ∈ B2 goes to 5. We see ψ1,4,3((B2,A2)) = ((A1,B1)).
Remark 4.5. Consider B ⊆ {0,⋯, (n + a + b − 1)} with SBS = b and SB ∩ {0,⋯, (n +
b − 1)}S = b − k. For each positive integer l, there are (B(l) − l + 1) elements in B
smaller than B(l). And B(l) is the unique integer with that property. Since we have
B(1),⋯,B(n+k) ≤ (n+ b−1), for C = B ∩{0,⋯, (n+ b−2)}, we have B(l) = C(l) for
l from 1 to (n + k).
Remark 4.6. With the notation in Definition 4.2, the weight wn(A1,B1) given in
Definition 2.7 becomes
wn(A1,B1) = q∑B1−∑B2(M
i∈A1
Xi)(M
i∈B2
Yi).
Now let w¯n(A1,B1) be the one obtained by exchanging Xi ↔ Yi from wn(A1,B1).
Then we have
w¯n(A1,B1) = q∑B1−∑B2(M
i∈A1
Yi)(M
i∈B2
Xi) = q∑A2−∑A1(M
i∈B2
Xi)(M
i∈A1
Yi) = wn(B2,A2).
This gives
Q
a+b=k
( Q
A1⊆{0,⋯,n+a−1}
∣A1∣=a
( Q
B1⊆{0,⋯,n+a+b−1}
∣B1∣=b
w¯n(A1,B1)))
= Q
a+b=k
( Q
B2⊆{0,⋯,n+b−1}
∣B2∣=b
( Q
A2⊆{0,⋯,n+a+b−1}
∣A2∣=a
wn(B2,A2)))
= Q
a+b=k
( Q
A1⊆{0,⋯,n+a−1}
∣A1∣=a
( Q
B1⊆{0,⋯,n+a+b−1}
∣B1∣=b
wn(A1,B1))).
Thus the formula in Theorem 2.8 is invariant as a polynomial in Xi’s and Yi’s under
the exchange Xi ↔ Yi. This was not true for the formula in Theorem 2.3.
Remark 4.7. When ǫ2 = 0, we have Yi = qiβ. So the weight wn(A,B) simply becomes(∏
i∈A
Xi)(∏
i∈B
Yi). Then considering a directed graph in Figure 3, the formula for gn+k,n
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in Theorem 2.8 specializes to sum over weights of all paths from un to vn+k. When
ǫ1 = 0, we have an analogous result by Remark 4.6.
u0
u1
u2
u3
v0
v1
v2
v3
X0
X1X0
X0 X1 X2
Y0
Y1Y0
Y0 Y1 Y2
Figure 3. The figure shows the weighted directed graph that gives
rise to gn+k,n when ǫ2 = 0.
4.2. Generalized q-binomial coefficients. In this section, we prove Lemma 4.10
and Lemma 4.13.
It follows from definitions (Definition 2.7, Definitions 2.11) that
Q
B⊆{0,⋯,(n+a+b−1)}
∣B∣=b
wn(A,B) = (M
i∈A
Xi)MλAn (b)
where A ⊆ {0,⋯, (n + a − 1)} with SAS = a. Thus the formula in Theorem 2.8 can be
rephrased as follows
(4.2) gn+k,k = Q
a+b=k
⎛⎜⎜⎜⎝
Q
A⊆{0,⋯,(n+a−1)}
∣A∣=a
(M
i∈A
Xi)MλAn (b)
⎞⎟⎟⎟⎠
.
Note that we definedMµn (b) for a weakly increasing composition µ possibly starting
with (-1). To do that we introduced a dummy variable Y−1 = q−1(β − ǫ1) which was
defined accordingly to satisfy the recurrence Yn+1 = qYn + ǫ2. As λA in (4.2) consists
of non-negative integers, we do not see Mµn (b)’s such that µ starts with (-1) in (4.2).
However, we will need them for the proof.
When µ consists of non-negative integers, we see that Mµn (b) is a polynomial in
Y0,⋯, Yn+b−1 with Z[q] coefficients. The next proposition computes the coefficient of
each monomial.
Proposition 4.8. Let E ⊆ {0,⋯, n+ b−1} with SES = b and µ = (νe1
1
,⋯, νepp ) such that
0 ≤ ν1 < ⋯ < νp ≤ n with ei > 0. Denote the multiplicity of νi in λE (can be possibly
zero) by fi and write the corresponding elements of E with ci,⋯, (ci + fi − 1). Then
the coefficient of ∏
i∈E
Yi in M
µ
n (b) is given as follows
[M
i∈E
Yi]Mµn (b) = Q
k1,⋯,kp
 pM
i=1
(qki(di+ki−1)ei
ki

q
fi
ki

q
) ,
where di = (n + b + p∑
j=i+1
ej) − (ci + fi − 1) and ki ranges from 0 to min(ei, fi).
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Proof. To get a monomial ∏
i∈E
Yi in M
µ
n (b) we first pick 0 ≤ ki ≤ min(ei, fi) and
then ki integers (ci + fi − ti,1) < ⋯ < (ci + fi − ti,ki) in a set {ci,⋯, ci + fi − 1} and
(n+b+ p∑
j=i
ej−ui,ki) < ⋯ < (n+b+ p∑
j=i
ej−ui,1) in a set {(n+b+ p∑
j=i+1
ej),⋯, (n+b+ p∑
j=i
ej−1)}.
Now for a set
B = (E− p
i=1
{ci+fi−ti,1 < ⋯ < ci+fi−ti,ki})∪(
p
i=1
{n+b+ pQ
j=i
ej−ui,ki,⋯, n+b+
p
Q
j=i
ej−ui,1}),
we have
B(ν1 + j) = (c1 + f1 − t1,j) for j from 1 to k1
B(ν2 + k1 + j) = (c2 + f2 − t2,j) for j from 1 to k2
⋮
B(νp + p−1Q
i=1
ki + j) = (cp + fp − tp,j) for j from 1 to kp,
which gives mµn(B) = q∑B−∑E ∏
i∈E
Yi. Summing over all possible such B with fixed
ki’s, we get
(4.3)
p
M
i=1
(qki(di+ki−1)ei
ki

q
fi
ki

q
)M
i∈E
Yi.
Summing (4.3) over all possible ki’s gives the formula for the coefficient. 
Example 4.9. Let E = {0,1} (λE = (0,0)) and µ = (0,0). Then the coefficient of
Y0Y1 in M
µ
2
(2) comes from the following terms
mµ
2
({0,1}) = Y0Y1
m
µ
2
({0,4}) = q3Y0Y1,mµ2({0,5}) = q4Y0Y1,mµ2({1,4}) = q4Y0Y1,mµ2({1,5}) = q5Y0Y1
m
µ
2
({4,5}) = q8Y0Y1.
So we have
[Y0Y1]Mµ2 (2) = 1 + (q3 + 2q4 + q5) + q8 = 2
0

q
2
0

q
+ q1⋅32
1

q
2
1

q
+ q2⋅42
2

q
2
2

q
.
Now we give a generalization of (2.4).
Lemma 4.10. For a weakly increasing composition µ = (µ1,⋯, µa) with 0 ≤ µ1,⋯µa ≤
n + 1, n ≥ 0 and b ≥ 1, the following identity holds
M
µ
n+1(b) = Yn+a+bMµn+1(b − 1) +Mµ−1n (b),
where µ − 1 = (µ1 − 1,⋯, µa − 1).
Proof. We have
Mµn+1(b) − (Yn+a+bMµn+1(b − 1) +M (µ1−1,⋯,µa−1)n (b))(4.4)
= Q
B⊆{0,⋯,n+a+b}
∣B∣=b,(n+a+b)∈B
(mµn+1(B) − Yn+a+bmµn+1(B − {n + a + b}))
+ Q
B⊆{0,⋯,n+a+b−1}
∣B∣=b
(mµn+1(B) −m(µ1−1,⋯,µa−1)n (B)).
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We may assume Yn = β1qn+ǫ after the change of variables, β1 = β− ǫ21−q and ǫ = ǫ21−q .
For a set C ⊆ {0,⋯, n + b− 1} such that SC S = b− k and an increasing integer sequence
J = (j1,⋯, jk) such that 1 ≤ j1,⋯, jk ≤ a + 1, we define
fJC(l) = q
(n+b+a+1−jl)−C(µjl+l)YC(µjl+l) if jl ≠ a + 1
Yn+b if jl = a + 1
dJC(k) = (n + b + a + 1 − jl) −C(µjl + l) if jl ≠ a + 1
0 if jl = a + 1 .
We also define
f¯JC(l) = = q
(n+b+a+1−jl)−C(µjl−1+l−1)YC(µjl−1+l−1) if jl ≠ 1
Yn+a+b if jl = 1
d¯JC(k) = (n + b + a + 1 − jl) −C(µjl−1 + l − 1) if jl ≠ 1
0 if jl = 1 .
Then by Definition 2.11 and Remark 4.5, for B = C ∪ {n + b + a + 1 − jk < ⋯ <
n + b + a + 1 − j1}, we have
mµn+1(B) = (M
i∈C
Yi)(fJC(k)⋯fJC(1))
Yn+b+am
µ
n+1(B − {n + b + a}) = (M
i∈C
Yi)(f¯JC(k)⋯f¯JC(1)) if (n + b + a) ∈ B
m
(µ1−1,⋯,µa−1)
n (B) = (M
i∈C
Yi)(f¯JC(k)⋯f¯JC(1)) if (n + b + a) ∉ B.
So (4.4) can be written as follows
(4.5) Q
k≥0
( Q
C⊆{0,⋯,n+b−1}
∣C∣=b−k
(M
i∈C
Yi)( Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
(fJC(k)⋯fJC(1) − f¯JC(k)⋯f¯JC(1)))).
We first rewrite the quantity
(4.6) Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
(fJC(k)⋯fJC(1) − f¯JC(k)⋯f¯JC(1))
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as follows
Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
(fJC(k)⋯fJC(1) − f¯JC(k)⋯f¯JC(1))
= Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
( kQ
l=1
f¯JC(k)⋯f¯JC(k − l + 2) fJC(k − l + 1) − f¯JC(k − l + 1) fJC(k − l)⋯fJC(1))
= Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
( kQ
l=1
f¯JC(k)⋯f¯JC(k − l + 2)qdJC(k−l+1)ǫ − qd¯JC(k−l+1)ǫ fJC(k − l)⋯fJC(1))
=ǫ kQ
l=1
( Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
f¯JC(k)⋯f¯JC(k − l + 2)(qdJC(k−l+1))fJC(k − l)⋯fJC(1))
(4.7)
− ǫ kQ
l=1
( Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
f¯JC(k)⋯f¯JC(k − l + 2)(qd¯JC(k−l+1))fJC(k − l)⋯fJC(1)).
For J = (j1,⋯, jk) such that jk−l+1 = jk−l + 1, we have
f¯JC(k − l + 1)(qdJC(k−l)) = (qd¯JC(k−l+1))fJC(k − l)
since C(µ(jk−l+1−1) + k − l) = C(µjk−l + k − l). So we have
f¯JC(k)⋯f¯JC(k − l + 1)(qdJC(k−l))fJC(k − l − 1)⋯fJC(1)
= f¯JC(k)⋯f¯JC(k − l + 2)(qd¯JC(k−l+1))fJC(k − l)⋯fJC(1).
Applying this cancellation to (4.7), it becomes
ǫ( Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
qd
J
C(k)fJC(k − 1)⋯fJC(1))(4.8)
+ ǫ kQ
l=2
( Q
J=(j1,⋯,jk)l−1
1≤j1<⋯<jk≤a
f¯JC(k)⋯f¯JC(k − l + 2)(qdJC(k−l+1))fJC(k − l)⋯fJC(1))
− ǫ k−1Q
l=1
( Q
J=(j1,⋯,jk)l
1≤j1<⋯<jk≤a
f¯JC(k)⋯f¯JC(k − l + 2)(qd¯JC(k−l+1))fJC(k − l)⋯fJC(1))
− ǫ( Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
f¯JC(k)⋯f¯JC(2)qd¯JC(1)),
where (j1,⋯, jk)l ∶= (j1,⋯, jk−l, (jk−l+1+1),⋯, jk+1).We regard (j1,⋯, jk)0 = (j1,⋯, jk)
by convention. Now define
W JC(l) = f¯J ′C (k)⋯f¯J ′C (k − l + 2)(qdJ′C (k−l+1))fJ ′C (k − l)⋯fJ ′C (1),
where J ′ = J l−1 and
W¯ JC(l) = f¯J ′C (k)⋯f¯J ′C (k − l + 2)(qd¯J′C (k−l+1))fJ ′C (k − l)⋯fJ ′C (1)),
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where J ′ = J l. We also define
V JC = fJC(k)⋯fJC(1),
V¯ JC = f¯J ′C (k + 1)⋯fJ ′C (2),
where J ′ = (1, Jk) and k is a length of J . Since we have
Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
qd
J
C(k)fJC(k − 1)⋯fJC(1)
= Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a
qd
J
C(k)fJC(k − 1)⋯fJC(1) + Q
J=(j1,⋯,jk)
1≤j1<⋯<jk=a+1
fJC(k − 1)⋯fJC(1)
= Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a
W JC(1) + Q
J ′=(j1,⋯,jk−1)
1≤j1<⋯<jk−1≤a
V J
′
C ,
Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a+1
f¯JC(k)⋯f¯JC(2)qd¯JC(1)
= Q
J=(j1,⋯,jk)k
1≤j1<⋯<jk≤a
f¯JC(k)⋯f¯JC(2)qd¯JC(1) + Q
J=(j1,⋯,jk)
1=j1<⋯<jk≤a+1
f¯JC(k)⋯f¯JC(2)
= Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a
W¯ JC(k) + Q
J ′=(j1,⋯,jk−1)
1≤j1<⋯<jk−1≤a
V¯ J
′
C ,
the quantity (4.8) can be written as
ǫ( Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a
kQ
l=1
(W JC(l) − W¯ JC(l))) + ǫ( Q
J ′=(j1,⋯,jk−1)
1≤j1<⋯<jk−1=a
(V JC − V¯ JC ).
Plugging this to (4.5) and dividing with ǫ yields
Q
k≥0
( Q
C⊆{0,⋯,n+b−1}
∣C∣=b−k
(M
i∈C
Yi)( Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a
kQ
l=1
(W JC(l) − W¯ JC(l))))
+Q
k≥0
( Q
D⊆{0,⋯,n+b−1}
∣D∣=b−k−1
(M
i∈D
Yi)( Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a
(V JD − V¯ JD ))
= Q
J=(j1,⋯,jk)
1≤j1<⋯<jk≤a
( Q
C⊆{0,⋯,n+b−1}
∣C∣=b−k
(M
i∈C
Yi) kQ
l=1
(W JC(l) − W¯ JC(l))(4.9)
+ Q
D⊆{0,⋯,n+b−1}
∣D∣=b−k−1
(M
i∈D
Yi)((V JD − V¯ JD ))).
We will show that the quantity
(4.10) Q
C⊆{0,⋯,n+b−1}
∣C∣=b−k
(M
i∈C
Yi) kQ
l=1
(W JC(l) − W¯ JC(l)) + Q
D⊆{0,⋯,n+b−1}
∣D∣=b−k−1
(M
i∈D
Yi)((V JD − V¯ JD))
vanishes as a polynomial in Yi’s for every J = (j1,⋯, jk) with 1 ≤ j1 < ⋯ < jk ≤ a.
Then it shows that (4.9) vanishes. We will denote (µj1,⋯, µjk) as (νe11 ,⋯, νepp ) such
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that ν1 < ⋯ < νp and ei > 0. Then we have Wl = W¯l−1 if l = ( p∑
i=r+1
ei + 2),⋯, ( p∑
i=r
ei) for
r = 1,⋯, p. So (4.10) becomes
Q
C⊆{0,⋯,n+b−1}
∣C∣=b−k
(M
i∈C
Yi) pQ
r=1
(W JC(
p
Q
i=r+1
ei + 1) − W¯ JC(
p
Q
i=r
ei))(4.11)
+ Q
D⊆{0,⋯,n+b−1}
∣D∣=b−k−1
(M
i∈D
Yi)((V JD − V¯ JD)).
Now we will take the coefficient of the monomial ∏
i∈E
Yi in the quantity. Denote the
multiplicity of νi in λE with fi (can be possibly zero) and corresponding elements of
E with ci,⋯, (ci + fi − 1). Let di,h = (n + b + a − js) − (ci + fi) where s = i−1∑
l=1
el + h for
1 ≤ h ≤ ei. To get a monomial ∏
i∈E
Yi in (∏
i∈C
Yi)(W JC( p∑
i=r+1
ei+1)−W¯ JC ( p∑
i=r
ei)) we should
take C as
C = E − ( p
i=1
i≠r
{ci + fi − ti,ei < ⋯ < ci + fi − ti,1}) − {cr + fr − tr,er−1 < ⋯ < cr + fr − tr,1}
such that 1 ≤ ti,h ≤ fi. Then for such C we have (J ′ = J
p
∑
i=r+1
ei
)
fJ
′
C (
i−1Q
l=1
el + h) = qdi,h+ti,h+1Yci+fi−ti,h for 1 ≤ i ≤ r − 1 and 1 ≤ h ≤ ei
fJ
′
C (
r−1Q
l=1
el + h) = qdr,h+tr,h+1Ycr+fr−tr,h for 1 ≤ h ≤ er − 1
fJ
′
C (
rQ
l=1
el) = qdr,er+1Ycr+fr → dJ ′C (
rQ
l=1
el) = dr,er + 1
f¯J
′
C (
i−1Q
l=1
el + h) = qdi,h+ti,hYci+fi−ti,h for r + 1 ≤ i ≤ p and 1 ≤ h ≤ ei,
which gives
(M
i∈C
Yi)W JC(
p
Q
i=r+1
ei + 1) = q∑i,hdi,hq
r
∑
l=1
el
q
∑
i,h
ti,h M
i∈E
Yi.
And we have (J ′ = J
p
∑
i=r
ei
)
f¯J
′
C (
r−1Q
l=1
el + 1) = qdr,1+fr+1Ycr−1 → dJ ′C (
rQ
l=1
el) = dr,1 + fr + 1
f¯J
′
C (
r−1
Q
l=1
el + h + 1) = qdr,h+tr,hYcr+fr−tr,h for 1 ≤ h ≤ er − 1,
which gives
(M
i∈C
Yi)W¯ JC(
p
Q
i=r
ei) = q∑i,hdi,hq
r−1
∑
l=1
el
q
(∑
i,h
ti,h)+fr+1M
i∈E
Yi.
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So we have
(M
i∈C
Yi)(W JC (
p
Q
i=r+1
ei + 1) − W¯ JC(
p
Q
i=r
ei))
=q∑i,h di,hq
r−1
∑
l=1
el
q
∑
i,h
ti,h(qer − qfr+1)M
i∈E
Yi.
Summing over all possible ti,h’s we have
[M
i∈E
Yi]
⎛⎜⎜⎜⎝
Q
C⊆{0,⋯,n+b−1}
∣C∣=b−k
(M
i∈C
Yi)(W JC(
p
Q
i=r+1
ei + 1) − W¯ JC(
p
Q
i=r
ei))
⎞⎟⎟⎟⎠
=q∑i,hdi,hq
r−1
∑
l=1
el
q(
er
2
) fr
er − 1q(
p
M
l=1
l≠r
(q(el+12 )fl
el

q
))(qer − qfr+1)
=q∑i,hdi,hq
r−1
∑
l=1
el( pM
l=1
(q(el+12 )fl
el

q
))(1 − qer) = q∑i,h di,h( pM
l=1
(q(el+12 )fl
el

q
))(q
r−1
∑
l=1
el − q
r
∑
l=1
el).
Now summing over all r = 1,⋯, p we have
[M
i∈E
Yi]
⎛⎜⎜⎜⎝
Q
C⊆{0,⋯,n+b−1}
∣C∣=b−k
(M
i∈C
Yi) pQ
r=1
(W JC(
p
Q
i=r+1
ei + 1) − W¯ JC(
p
Q
i=r
ei))
⎞⎟⎟⎟⎠
(4.12)
=q∑i,h di,h( pM
l=1
(q(el+12 )fl
el

q
))(1 − q
p
∑
l=1
el).
To get a monomial ∏
i∈E
Yi in (∏
i∈D
Yi)((V JD − V¯ JD ), we should take D as
D = E − p
i=1
{ci + fi − ti,ei < ⋯ < ci +mi − ti,1}
such that 1 ≤ ti,h ≤ fi. Then for such D we have
fJD(i−1Q
l=1
el + h) = qdi,h+ti,h+1Yci+fi−ti,h for 1 ≤ i ≤ p and 1 ≤ h ≤ ei
f¯J
′
D (
i−1
Q
l=1
el + h + 1) = qdi,h+ti,hYci+fi−ti,h for 1 ≤ i ≤ p and 1 ≤ h ≤ ei,
where J ′ = (0, Jk). So we have
(M
i∈D
Yi)V JC = q∑i,h di,hq
p
∑
l=1
el
q
∑
i,h
ti,h M
i∈E
Yi
(M
i∈D
Yi)V¯ JC = q∑i,h di,hq∑i,h ti,h M
i∈E
Yi,
which gives
(M
i∈D
Yi)(V JC − V¯ JC ) = q∑i,h di,hq∑i,h ti,h(q
p
∑
l=1
el − 1)M
i∈E
Yi.
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Summing over all possible ti,h’s we have
[M
i∈E
Yi]
⎛⎜⎜⎜⎝
Q
D⊆{0,⋯,n+b−1}
∣D∣=b−k−1
(M
i∈D
Yi)((V JD − V¯ JD)
⎞⎟⎟⎟⎠
(4.13)
=q∑i,hdi,h( pM
l=1
(q(el+12 )fl
el

q
))(q
p
∑
l=1
el − 1).
Adding (4.12) and (4.13), we see that the coefficient vanishes. 
Next, we generalize (2.5) (Lemma 4.13). Before stating and proving the general-
ization, we prepare with a definition and a lemma.
Definition 4.11. For ν = (τ e1
1
,⋯, τ epp ) such that −1 ≤ τ1 < ⋯ < τp and ei > 0, we define
ν(i) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(i, τ e1
1
,⋯, τ epp ) if −1 ≤ i ≤ τ1 − 1
(τ e1
1
,⋯, τ ell , i, τ el+1l+1 ,⋯, τ epp ) if τl ≤ i ≤ τl+1 − 1
(τ e1
1
,⋯, τ epp , i) if τp ≤ i
.
For example, if ν = (−1,−1,1), we have ν(−1) = (−1,−1,−1,1), ν(0) = (−1,−1,0,1),
ν(1) = (−1,−1,1,1) and ν(2) = (−1,−1,1,2).
Lemma 4.12. For ν = (ν1,⋯, νa−1) such that 0 ≤ ν1 ≤ ⋯ ≤ νa−1 ≤ n + 1, we have
M
(−1,ν−1)
n (b) = qn+a+bY−1Mνn+1(b − 1) +Mν−1n (b).
Proof. We have m
(−1,ν−1)
n (B ∪ {n + a + b − 1}) = qn+a+bY−1mνn+1(B) for B ⊆ {0,⋯, n +
a+ b−2} with SBS = b−1 and m(−1,ν−1)n (B) =mν−1n (B) for B ⊆ {0,⋯, n+a+ b−2} withSBS = b. 
Lemma 4.13. For ν = (τ e1
1
,⋯, τ epp ) such that 0 ≤ τ1 < ⋯ < τp ≤ n and ei > 0, we have
[n + b + 1 + pQ
i=1
ei]qMνn(b) =(
p
Q
i=1
q
(τi+
i−1
∑
l=1
el)[ei + 1]qMν(τi)n (b)) + τ1−1Q
l=0
qlM
ν(l)
n (b)
(4.14)
+ p−1Q
i=1
(τi+1−1Q
l=τi+1
q
(
i
∑
j=1
ej)+l
M
ν(l)
n (b)) + nQ
l=τp+1
q
(
p
∑
j=1
ej)+l
M
ν(l)
n (b).
For ν = ((−1)e1 , τ e2
2
,⋯, τ epp ) such that 0 ≤ τ2 < ⋯ < τp ≤ n and ei > 0, we have
[n + b + 1 + pQ
i=1
ei]qMνn(b) =(
p
Q
i=2
q
(τi+
i−1
∑
l=1
el)[ei + 1]qMν(τi)n (b)) + [e1]qMν(−1)n (b)
(4.15)
+ p−1Q
i=1
(τi+1−1Q
l=τi+1
q
(
i
∑
j=1
ej)+l
M
ν(l)
n (b)) + nQ
l=τp+1
q
(
p
∑
j=1
ej)+l
M
ν(l)
n (b).
Proof. We first prove (4.14). We will show that the equality holds as a polynomial
in Yi’s. Consider a length b integer vector µ = (0f0 ,⋯, nfn) such that fi ≥ 0, then we
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will compare the coefficients of Yµ(∶= b∏
i=1
Yµi+i−1) in both sides of (4.14). First define
the following
g(k1,⋯,kp)(i) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
qi + qn+(
n
∑
j=i+1
fj)+(
p
∑
j=1
ej)+1[fi]q if 0 ≤ i ≤ τ1 − 1
q
i+(
l
∑
j=1
kj+(
l
∑
j=1
ej) + qn+(
n
∑
j=i+1
fj)+(
p
∑
j=1
ej)+(
l
∑
j=1
kj)+1[fi]q if τl + 1 ≤ i ≤ τl+1 − 1
q
i+(
p
∑
j=1
kj+(
p
∑
j=1
ej) + qn+(
n
∑
j=i+1
fj)+(
p
∑
j=1
ej)+(
p
∑
j=1
kj)+1[fi]q if τp + 1 ≤ i ≤ n
q
τl+(
l−1
∑
j=1
ej)+(
l−1
∑
j=1
kj)[el + kl + 1]q
+qn+(
n
∑
j=τl+1
fj)+(
p
∑
j=1
ej)+(
l
∑
j=1
kj)+1[fτl − kl]q if i = τl
d(i) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
n + b + ( p∑
j=1
ej) − (i + ( i∑
j=0
fj) − 1) if 0 ≤ i ≤ τ1 − 1
n + b + ( p∑
j=l+1
ej) − (i + ( i∑
j=0
fj) − 1) if τl ≤ i ≤ τl+1 − 1
n + b − (i + ( i∑
j=0
fj) − 1) if τp ≤ i ≤ n
,
where ki is an integer from 0 to min(ei, fτi). Then we have
(4.16)
nQ
i=0
g(k1,⋯,kp)(i) = [n + b + 1 + pQ
i=1
ei]q.
Next we will define the following
Sν(k1,⋯, kp) = q
p
∑
i=1
ki(d(τi)+ki−1)
p
M
i=1
(ei
ki

q
fτi
ki

q
)
Sν(i)(k1,⋯, kp) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
q
p
∑
i=1
ki(d(τi)+ki−1)( p∏
i=1
(ei
ki

q
fτi
ki

q
))(1 + qd(i)[fi]q) if 0 ≤ i ≤ τ1 − 1
q
l
∑
i=1
ki
q
p
∑
i=1
ki(d(τi)+ki−1)( p∏
i=1
(ei
ki

q
fτi
ki

q
))(1 + qd(i)[fi]q) if τl + 1 ≤ i ≤ τl+1 − 1
q
p
∑
i=1
ki
q
p
∑
i=1
ki(d(τi)+ki−1)( p∏
i=1
(ei
ki

q
fτi
ki

q
))(1 + qd(i)[fi]q) if τp + 1 ≤ i ≤ n
q
l−1
∑
i=1
ki
q
p
∑
i=1
ki(d(τi)+ki−1)( p∏
i=1
i≠l
(ei
ki

q
fτi
ki

q
))el+1
kl

q
fτl
kl

q
if i = τl
.
By Proposition 4.3, we have
[Yµ](Mνn(b)) = Q
k1,⋯,kp
Sν(k1,⋯, kp)
[Yµ](Mν(i)n (b)) = Q
k1,⋯,kp
Sν(i)(k1,⋯, kp).
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Taking the coefficient of Yµ in the left hand side of (4.14) and using (4.16) gives
( Q
k1,⋯,kp
Sν(k1,⋯, kp))[n + b + 1 + pQ
i=1
ei]q = nQ
i=0
( Q
k1,⋯,kp
Sν(k1,⋯, kp))g(k1,⋯,kp)(i)).
It is straightforward to check the following
Sν(k1,⋯, kp)g(k1,⋯,kp)(i) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
qiSν(i)(k1,⋯, kp) if 0 ≤ i ≤ τ1 − 1
q
(
l
∑
j=1
ej)+i
Sν(i)(k1,⋯, kp) if τl + 1 ≤ i ≤ τl+1 − 1
q
(
p
∑
j=1
ej)+i
Sν(i)(k1,⋯, kp) if τp + 1 ≤ i ≤ n
,
so it suffices to prove
(4.17) Q
k1,⋯,kp
Sν(k1,⋯, kp))g(k1,⋯,kp)(τl) = [Yµ](qτl+(
l−1
∑
i=1
ei)[el + 1]qMν(τl)n (b)).
We first claim the following identity
q
τl+(
l−1
∑
j=1
ej)[el + 1]qSν(τl)(k1,⋯, kp) = Sν(k1,⋯, kp)(qτl+(
l−1
∑
j=1
ej)+(
l−1
∑
j=1
kj)[el + kl + 1])q(4.18)
+Sν(k1,⋯, kl − 1,⋯, kp)(qn+(
n
∑
j=τl+1
fj)+(
p
∑
j=1
ej)+(
l
∑
j=1
kj)[fτl − kl + 1]q),
which is equivalent to the following (after cancelling a common factor)
[el + 1]qel + 1
kl

q
fτl
kl

q
= [el + kl + 1]qel
kl

q
fτl
kl

q
+qel−kl+1[fτl − kl + 1]q elkl − 1q
fτl
kl − 1q.
And this can be checked by a direct computation. Now the left hand side of (4.17)
becomes
Q
k1,⋯,kp
Sν(k1,⋯, kp)g(k1,⋯,kp)(τl)
= Q
k1,⋯,kp
Sν(k1,⋯, kp))(qτl+(
l−1
∑
j=1
ej)+(
l−1
∑
j=1
kj)[el + kl + 1]q + qn+(
n
∑
j=τl+1
fj)+(
p
∑
j=1
ej)+(
l
∑
j=1
kj)+1[fτl − kl]q)
= Q
k1,⋯,kp
Sν(k1,⋯, kp)(qτl+(
l−1
∑
j=1
ej)+(
l−1
∑
j=1
kj)[el + kl + 1])q
+ Q
k1,⋯,kp
Sν(k1,⋯, kl − 1,⋯, kp)(qn+(
n
∑
j=τl+1
fj)+(
p
∑
j=1
ej)+(
l
∑
j=1
kj)[fτl − kl + 1]q).
= Q
k1,⋯,kp
(qτl+(
l−1
∑
j=1
ej)[el + 1]qSν(τl)(k1,⋯, kp)),
where the last equality uses (4.18). So this proves (4.17).
We will show (4.15) using an induction on e1. The base case e1 = 0 is same as
(4.14). Assume (4.15) holds for ν = ((−1)e1 , τ e2
2
,⋯, τ epp ). And let ν′ = (−1, ν) and
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ν+ = ν + 1, then we have
(4.19) ν′(i) = (−1, ν(i)), ν+(i) = ν(i − 1) + 1.
Writing (4.15) for ν and (4.14) for ν+, we have
[n + b + 1 + pQ
i=1
ei]qMνn(b) =(
p
Q
i=2
q
(τi+
i−1
∑
l=1
el)[ei + 1]qMν(τi)n (b)) + [e1]qMν(−1)n (b)
(4.20)
+ p−1Q
i=1
(τi+1−1Q
l=τi+1
q
(
i
∑
j=1
ej)+l
M
ν(l)
n (b)) + nQ
l=τp+1
q
(
p
∑
j=1
ej)+l
M
ν(l)
n (b)
[n + b + 1 + pQ
i=1
ei]qMν+n+1(b − 1)(4.21)
= pQ
i=2
q
(τi+
i−1
∑
l=1
el+1)[ei + 1]qMν+(τi+1)n+1 (b − 1)) + [e1 + 1]qMν+(0)n+1 (b − 1)
+ p−1Q
i=1
(τi+1−1Q
l=τi+1
q
(
i
∑
j=1
ej)+l+1
M
ν+(l+1)
n+1 (b − 1)) +
n
Q
l=τp+1
q
(
p
∑
j=1
ej)+l+1
M
ν+(l+1)
n+1 (b − 1).
Multiplying q to (4.20), multiplying (qn+b+2+(
p
∑
i=1
ei)
Y−1) to (4.21) and adding these
two we have
q[n + b + 1 + pQ
i=1
ei]q(Mνn(b) + qn+b+1+(
p
∑
i=1
ei)
Y−1M
ν+
n+1(b − 1))
= pQ
i=2
q
(τi+
i−1
∑
l=1
el+1)[ei + 1]q(Mν(τi)n (b) + qn+b+2+(
p
∑
i=1
ei)
Y−1M
ν+(τi+1)
n+1 (b − 1))
+ q[e1]q(Mν(−1)n (b) + qn+b+2+(
p
∑
i=1
ei)
Y−1M
ν+(0)
n+1 (b − 1)) + qn+b+2+(
p
∑
i=1
ei)
Y−1M
ν+(0)
n+1 (b − 1)
+ p−1Q
i=1
(τi+1−1Q
l=τi+1
q
(
i
∑
j=1
ej)+l+1(Mν(l)n (b) + qn+b+2+(
p
∑
i=1
ei)
Y−1M
ν+(l+1)
n+1 (b − 1))))
+ nQ
l=τp+1
q
(
p
∑
j=1
ej)+l+1(Mν(l)n (b) + qn+b+2+(
p
∑
i=1
ei)
Y−1M
ν+(l+1)
n+1 (b − 1))).
By Lemma 4.12 and (4.19), it becomes
q[n + b + 1 + pQ
i=1
ei]qMν′n (b)
=( pQ
i=2
q
(τi+
i−1
∑
l=1
el+1)[ei + 1]qMν′(τi)n (b)) + q[e1]qMν′(−1)n (b) + qn+b+2+(
p
∑
i=1
ei)
Y−1M
ν+(0)
n+1 (b − 1)
+ p−1Q
i=1
(τi+1−1Q
l=τi+1
q
(
i
∑
j=1
ej)+l+1
M
ν′(l)
n (b)) + nQ
l=τp+1
q
(
p
∑
j=1
ej)+l+1
M
ν′(l)
n (b).
Adding Mν
′
n (b)(=Mν(−1)n (b)) to both sides gives (4.15) for ν′. 
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4.3. Proof of Theorem 2.8. For a weakly increasing composition µ = (µ1,⋯, µa),
we define Xµ = a∏
i=1
Xµi+i−1. Then (4.2) can be rephrased as follow
(4.22) gn+k,n = Q
a+b=k
( Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n
XµM
µ
n (b)).
Since we already know that Theorem 2.8 is true for gk,0 (Example 2.9, Proposition
3.6), it suffices to prove that (4.22) satisfies the recurrence relation
(4.23) gn+1+k,n+1 = gn+k,n + (bn+k)gn+k,n+1 − (λn+k)gn+k−1,n+1.
We will show the identity
Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n+1
XµM
µ
n+1(b) = Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n
XµM
µ
n (b) +Xn+a+b( Q
µ=(µ1,⋯,µa−1)
0≤µ1≤⋯≤µa−1≤n+1
XµM
µ
n+1(b))
(4.24)
+Yn+a+b( Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n+1
XµM
µ
n+1(b − 1)) − (λn+a+b)( Q
µ=(µ1,⋯,µa−1)
0≤µ1≤⋯≤µa−1≤n+1
XµM
µ
n+1(b − 1)),
which gives (4.23) when summed over all possible a and b such that a + b = k. Using
Lemma 4.10 and Lemma 4.12, the identity (4.24) becomes
↔ Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n+1
Xµ(Mµn+1(b) − Yn+a+b(Mµn+1(b − 1)) = Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n
XµM
µ
n (b)
+Xn+a+b( Q
µ=(µ1,⋯,µa−1)
0≤µ1≤⋯≤µa−1≤n+1
Xµ(Mµn+1(b) − Yn+a+b−1(Mµn+1(b))
+(αqn+a+bY−1)( Q
µ=(µ1,⋯,µa−1)
0≤µ1≤⋯≤µa−1≤n+1
XµM
µ
n+1(b − 1))
↔ Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n+1
Xµ(Mµ−1n (b)) = Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n
XµM
µ
n (b)
+Xn+a+b( Q
µ=(µ1,⋯,µa−1)
0≤µ1≤⋯≤µa−1≤n+1
Xµ(Mµ−1n (b)) + (αqn+a+bY−1)( Q
µ=(µ1,⋯,µa−1)
0≤µ1≤⋯≤µa−1≤n+1
XµM
µ
n+1(b − 1))
↔ Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n
Xµ(Mµ−1n (b)) + Q
µ=(µ1,⋯,µa−1,n+1)
0≤µ1≤⋯≤µa−1≤n+1
Xµ(Mµ−1n (b)) = Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n
XµM
µ
n (b)
+Xn+a+b( Q
µ=(µ1,⋯,µa−1)
0≤µ1≤⋯≤µa−1≤n+1
Xµ(Mµ−1n (b)) + (αqn+a+bY−1)( Q
µ=(µ1,⋯,µa−1)
0≤µ1≤⋯≤µa−1≤n+1
XµM
µ
n+1(b − 1))
↔
Q
ν=(ν1,⋯,νa−1)
0≤ν1≤⋯≤νa−1≤n+1
(X(ν,n+1)M (ν,n+1)−1n (b) −Xn+a+bXνMν−1n (b) −αqn+a+bY−1XνMνn+1(b − 1))
= Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n
Xµ(Mµn (b) −Mµ−1n (b)).
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↔
Q
ν=(ν1,⋯,νa−1)
0≤ν1≤⋯≤νa−1≤n+1
(X(ν,n+1)M (ν,n+1)−1n (b) − (Xn+a+b −X0)XνMν−1n (b) −X0XνM (−1,ν−1)n (b))
(4.25)
= Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n
Xµ(Mµn (b) −Mµ−1n (b)).
We will show (4.25) by showing its refinement (Proposition 4.15).
Definition 4.14. For ν = (τ e1
1
,⋯, τ epp ) such that 0 ≤ τ1 < ⋯ < τp and ei > 0, we define
ν¯(i) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(i, (τ1 − 1)e1 ,⋯, (τp − 1)ep) if −1 ≤ i ≤ τ1 − 1
(τ e1
1
,⋯, τ ell , i, (τl+1 − 1)el+1 ,⋯, (τp − 1)ep) if τl ≤ i ≤ τl+1 − 1
(τ e1
1
,⋯, τ epp , i) if τp ≤ i
Proposition 4.15. For ν = (ν1,⋯, νa−1) such that 0 ≤ ν1 ≤ ⋯ ≤ νa−1 ≤ n + 1, denoting
ν− = ν − 1, we have
X(ν,n+1)M
(ν,n+1)−1
n (b) − (Xn+a+b −X0)XνMν−1n (b) −X0XνM (−1,ν−1)n (b)(4.26)
= nQ
i=0
Xv¯(i)(Mν−(i)n (b) −Mν−(i−1)n (b)).
Proof. Note that we have
ν−(n) = (ν,n + 1) − 1, ν−(−1) = (−1, ν − 1), ν¯(n + 1) = (ν,n + 1).
So the identity (4.26) becomes
(4.27)
(Xn+a+b −X0)XνMν−n (b) =Mν−(−1)n (b)(Xv¯(0) −XνX0) + nQ
i=0
M
ν−(i)
n (b)(Xv¯(i+1) −Xv¯(i)).
Writing ν− = (τ e1
1
,⋯, τ epp ) such that −1 ≤ τ1 < ⋯ < τp and ei > 0, we have
Xv¯(0) −XvX0 = 0 if τ1 > −1
Xν(Xe1 −X0) if τ1 = −1
Xv¯(i+1) −Xv¯(i) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Xν(Xi+1 −Xi) if 0 ≤ i ≤ τ1 − 1
Xν(Xk+1 −Xk) if τl + 1 ≤ i ≤ τl+1 − 1 and k = ( l∑
j=1
ej) + i
Xν(Xk+1 −Xk) if τp + 1 ≤ i ≤ n and k = ( p∑
j=1
ej) + i
Xν(Xk+el+1 −Xk) if i = τl and k = (l−1∑
j=1
ej) + τl
.
Since Xk+i −Xk = qk[i]q(X1 −X0), dividing (4.27) with Xν(X1 −X0), we have (4.14)
or (4.15) for ν− which was proved in Lemma 4.13. 
Proof of the identity (4.25). By Proposition 4.15, the left hand side of (4.25)
becomes
(4.28) Q
ν=(ν1,⋯,νa−1)
0≤ν1≤⋯≤νa−1≤n+1
 nQ
i=0
Xv¯(i)(Mν−(i)n (b) −Mν−(i−1)n (b)) ,
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where ν− = ν − 1. For µ = (µ1,⋯, µa) such that 0 ≤ µ1 ≤ ⋯ ≤ µa ≤ n, the term
Xµ appears on (4.28) when ν = (µ1,⋯, µl−1, µl+1 + 1,⋯, µa + 1) with the coefficient(M (µ1−1,⋯,µl−1−1,µl,⋯,µa)n (b)−M (µ1−1,⋯,µl−1,µl+1,⋯,µa)n (b)) for l = 1,⋯, a. So (4.28) becomes
Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n
Xµ( aQ
l=1
(M (µ1−1,⋯,µl−1−1,µl,⋯,µa)n (b) −M (µ1−1,⋯,µl−1,µl+1,⋯,µa)n (b)))
= Q
µ=(µ1,⋯,µa)
0≤µ1≤⋯≤µa≤n
Xµ(Mµn (b) −Mµ−1n (b)).
◻
5. Proof of Theorem 2.14
We prepare with lemmas to prove Theorem 2.14. Recall that we write f1 ⪰ f2 if(f1 − f2) is a polynomial with positive coefficients.
Lemma 5.1. Let f1,⋯, fi and h1,⋯, hi be polynomials such that fj ⪰ hj for all j and
h1,⋯, hi−1 ≥ 0. Then f1⋯fi ⪰ h1⋯hi.
Proof. We have f1⋯fi−h1⋯hi = (f1⋯fi−h1⋯hi−1fi)+h1⋯hi−1(fi−hi) and it is trivial
to see (f1⋯fi − h1⋯hi−1fi) ⪰ 0 and h1⋯hi−1(fi − hi) ⪰ 0. 
Lemma 5.2. For weakly increasing compositions µ and ν such that l1 = length(µ) ≥
l2 = length(ν), µ1 ≥ −1, ν1 ≥ 0 and µi ≤ νi for all possible i, we have Mνn−l2(b) ⪰
M
µ
n−l1
(b) for all valid n and b.
Proof. It is enough to show mν
n−l2
(B) ⪯ mµ
n−l1
(B) for all B ⊂ {0,⋯, n + b − 1} withSBS = b. Let B ∩ {n + b − l2,⋯, n + b − 1} = {n + b − jk⋯ < n + b − j1} and B ∩ {n + b −
l1,⋯, n + b − l2 − 1} = {n + b − jk+k′⋯ < n + b − jk+1}. Then we have
m
µ
n−l1
(B) = ( M
i∈B∩{0,⋯,n+b−l1−1}
Yi)(k+k
′
M
i=1
q(n+b−ji)−B(µji+i)YB(µji+i))
mνn−l2(B) = ( M
i∈B∩{0,⋯,n+b−l1−1}
Yi)( k+k
′
M
i=k+1
Yn+b−ji)(
k′M
i=1
q(n+b−ji)−B(νji+i)YB(νji+i)).
Since µji ≤ νji we have B(µji + i) ≤ B(νji + i), which implies
q(n+b−ji)−B(µji+i)YB(µji+i) ⪯ q
(n+b−ji)−B(νji+i)YB(νji+i)
for 1 ≤ i ≤ k. We also have
q(n+b−ji)−B(µji+i)YB(µji+i) ⪯ Yn+b−ji
for k + 1 ≤ i ≤ k + k′. And every term is a polynomial with positive coefficients
except for q(n+b−1)−B(0)YB(0) = qn+bY−1 when (n + b − 1) ∈ B and µ1 = −1. So we have
mνn−l2(B) ⪯mµn−l1(B) for all B ⊂ {0,⋯, n + b − 1} by Lemma 5.1. 
Example 5.3. For µ = (−1,1,1), ν = (0,1) and B = {0,5,6,7}, we have
m
µ
1
(B) =m(−1,1,1)
1
({0,5,6,7}) = Y0(qY4)(q3Y3)(q8Y−1)
mν2(B) =m(0,1)2 ({0,5,6,7}) = Y0(Y5)(q3Y3)(q6Y1).
Since qY4 ⪯ Y5, q8Y−1 ⪯ q6Y1 and every term except (q8Y−1) is a polynomial with
positive coefficients, we have mµ
1
(B) ⪯mν
2
(B).
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Lemma 5.4. For µ = (µ1,⋯, µl) such that 0 ≤ µ1 ≤ ⋯ ≤ µl ≤ n, we have
Mµn (b) ⪯ lQ
j=1
( Q
0≤ν1≤⋯≤νk≤n+l
ν1=n+l+1−j
(M (µj ,⋯,µl)n (b − k) kM
i=1
Yνi+b−k+i−1))(5.1)
+ Q
0≤ν1≤⋯≤νk≤n+l
ν1≤n
(Mν1(b − k) kM
i=1
Yνi+b−k+i−1).
Proof. By Lemma 4.10, we have Mµn (b) = Yn+l+b−1Mµn (b−1)+Mµ−1n−1 (b) and by Lemma
5.4, we have Mµ−1n−1 (b) ⪯M (µ2,⋯,µl)n (b) which gives
(5.2) Mµn (b) ⪯ Yn+l+b−1Mµn (b − 1) +M (µ2 ,⋯,µl)n (b).
Applying (5.2) to M
(µ2,⋯,µl)
n (b) on the right hand side, we have
(5.3) Mµn (b) ⪯ Yn+l+b−1Mµn (b − 1) + Yn+l+b−2M (µ2 ,⋯,µl)n (b − 1) +M (µ3,⋯,µl)n (b − 1).
Keeping this process, we have
Mµn (b) ⪯ Yn+l+b−1Mµn (b − 1) + Yn+l+b−2M (µ2,⋯,µl)n (b − 1) +⋯(5.4)
+Yn+bM (µl)n (b − 1) +Mn(b).
Since Mn(b) is an elementary symmetric polynomial of degree b with variables from
Y0 to Yn+b−1, we have
(5.5) Mn(b) = Yn+b−1Mn(b − 1) + Yn+b−2Mn−1(b − 1) +⋯+ Yb−1M0(b − 1).
Applying (5.5) to (5.4) gives
Mµn (b) ⪯ Yn+l+b−1Mµn (b − 1) + Yn+l+b−2M (µ2,⋯,µl)n (b − 1) +⋯(5.6)
+Yn+bM (µl)n (b − 1) + Yn+b−1Mn(b − 1) + Yn+b−2Mn−1(b − 1) +⋯+ Yb−1M0(b − 1).
The inequality (5.6) corresponds to the case k = 1 of (5.1). Applying (5.5) and (5.6)
to Mµn (b − 1),⋯,M (µl)n (b − 1),Mn(b − 1),⋯,M0(b − 1) on the right hand side of (5.6)
gives k = 2 of (5.1). Subsequently applying (5.5) and (5.6) gives (5.1) for any k. 
Note that we haveM
(µj ,⋯,µl)
n (b−k) ⪯Mµn (b−k) for 1 ≤ j ≤ l andMj(b−k) ⪯Mµn (b−k)
for 0 ≤ j ≤ n. Applying this to inequality (5.1) gives
Mµn (b) ⪯Mµn (b − k)( Q
0≤ν1≤⋯≤νk≤n+l
( kM
i=1
Yνi+b−k+i−1)),
and since ∑
0≤ν1≤⋯≤νk⪯n+l
( k∏
i=1
Yνi+b−k+i−1) ⪯Mn+l+b−k(k), we have
(5.7) Mµn (b) ⪯Mµn (b − k)Mn+l+b−k(k).
Proof of Theorem 2.14. By Theorem 2.8, we have
gn+a+b,n =
a+b
Q
c=0
( Q
µ=(µ1,⋯,µc)
0≤µ1≤⋯≤µc≤n
XµM
µ
n (a + b − c)).
When c ≥ a, let µ′ = (µ1,⋯, µa) and ν = (µa+1 + a,⋯, µc + a) then Xµ = Xµ′Xν and
M
µ
n (a + b − c) ⪯Mνn+a(a + b − c) by Lemma 5.2. So we have
(5.8) XµM
µ
n (a + b − c)) ⪯Xµ′(XνMνn+a(a + b − c)).
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When c < a, by (5.7), we have
Mµn (a + b − c) ⪯Mµn (a − c)Mµn+a(b),
which gives
(5.9) XµM
µ
n (a + b − c)) ⪯ (XµMµn (a − c))Mn+a(b).
Terms on the right hand sides of (5.8) and (5.9) appear in gn+a+b,n+agn+a,n and they
do not overlap. So summing up (5.8) and (5.9) for all possible c and µ gives
gn+a+b,n ⪯ gn+a+b,n+agn+a,n.
◻
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