We investigated whether a shape contrast bias is caused by local contrast enhancement or by a global mechanism. In a baseline condition, observers performed a shape discrimination task on an isolated hinged plane. But in the experimental conditions, five dihedral surfaces, of which we varied the dihedral angle distribution, were added on each side. Shape perception was influenced not only by the adjacent surface but also by the mean of the shape distribution in the extended surround. Thus, shape contrast is not locally determined and has to be understood from a global mechanism. We propose divisive normalization of shape signals as such a mechanism.
Introduction
Most psychophysical studies have reduced the heterogeneity of visual stimuli for reasons of simplicity. But even when stimulated with only two discrete stimuli, perception has been found to depend heavily on spatial context (Schwartz, Hsu, & Dayan, 2007) . For example, when a fronto-parallel plane is viewed between two backward slanted planes, it is perceived to be slanted forward (e.g. Graham & Rogers, 1982) . In this study, we address the issue of how the visual system processes shape information over a large area of the visual field. To this end, we answer the question whether a shape contrast bias is affected not only by interactions between neighboring shapes but also by the shape distribution over an extended area of the visual field. Shape contrast biases are very robust, yet the mechanisms that produce contextual biases in shape perception remain obscure. Two types of mechanism have been proposed, which we will briefly introduce below, before discussing how these mechanisms relate to the spatial extent of shape contrast.
The first type of mechanism has been proposed based on the fact that contextual stimuli provide relative information ('cues') about shape. This relative information might be integrated with absolute information about shape to increase the reliability of shape judgments (van Ee, Banks, & Backus, 1999) . The problem of how the visual system integrates different types of information about shape can be described in a maximum likelihood estimation (MLE) mechanism (e.g. Knill & Saunders, 2003; Landy, Maloney, Johnston, & Johnston, 1995) . In such a mechanism, shape information is integrated according to its reliability to determine the most likely underlying source. This means that unreliable information will have less influence on the final estimate. In an MLE framework of shape contrast, contrast biases are thought to arise because the visual system is more sensitive to relative than to absolute information (Gillam, Blackburn, & Brooks, 2007; van Ee et al., 1999) . Because relative information is the more reliable cue, it will have a large influence on the shape estimate. However, the exact way in which relative and absolute information are combined, remains unknown. Thus, in an MLE mechanism of shape contrast, contrast biases arise from improper combination of relative and absolute information about shape.
The second type of mechanism has been proposed based on the observation that contextual effects in perception have a neural counterpart. In 'center-surround' effects, neurons coding for similar features can suppress or facilitate each others response to visual stimulation (e.g. Cavanaugh, Bair, & Movshon, 2002) . Suppression of responses to similar stimuli causes a contrast bias in the population tuning curve from which slant is decoded, which might explain the contrast bias in slant perception (Schwartz, Sejnowski, & Dayan, 2009) . Neural models have shown that surround suppression can be described with a divisive normalization operation where the common factor in a stimulus is averaged out (e.g. Cavanaugh et al., 2002; Heeger, 1992; Kouh & Poggio, 2010) . Therefore, we refer to this type of mechanism, operating on surround suppression as a divisive normalization mechanism. On the functional level, divisive normalization has the advantage that redundancy in visual information is reduced (Schwartz & Simoncelli, 2001 
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Vision Research j o u r n a l h o m e p a g e : w w w . e l s e v i e r . c o m / l o c a t e / v i s r e s how information within a 3-D surface is combined to estimate its shape (e.g. Knill & Saunders, 2003; Landy et al., 1995) , but little is known about MLE integration of signals coming from different surfaces. Essentially, MLE integration of visual information only makes sense when information has a common source but indirect global effects may be possible. One specific MLE model of shape contrast, proposes that shape contrast biases arise because the contextual surface serves as a reference against which relative differences are perceived (van Ee et al., 1999) . This means that before combining relative and absolute information, the relative information has first been gauged to a reference. In the specific model by van Ee and others (1999) , the reference consists of the flankers, but in theory, relative differences could also be gauged to a larger reference plane, or the average shape in the stimulus.
Just as MLE models, divisive normalization of visual signals has been well established on the local level, whereas little is known about divisive normalization in complex stimuli. On the neural level, divisive normalization may be accomplished by different mechanisms. A likely candidate are the horizontal connections between neurons coding for similar features and which can link regions over several millimeters (Series, Lorenceau, & Fregnac, 2003) . But normalization may also be accomplished by feedback from higher areas. First, the speed with which information travels over horizontal connections is not sufficient to account for the time course of normalization (Bair, Cavanaugh, & Movshon, 2003) . Second, blocking the transmission of activity through horizontal connections does not fully disrupt normalization (Brown, Allision, Samonds, & Bonds, 2003) . Because higher areas typically code for more global aspects of a scene, normalization through feedback connections could take into account global properties of a scene. In addition, local interactions through horizontal connections may add up to a global effect. Furthermore, divisive normalization may conceptually be consistent with a more global mechanism. If the visual system normalizes visual responses to reduce redundancy, it makes most sense to average out the common factor over a relatively large region.
To conclude, both MLE and normalization mechanisms have been well established on the local level, but do not rule out shape interactions on a global level. The main difference between a global MLE mechanism and global divisive normalization, is that in an MLE mechanism, the contrast bias will depend both on the variance and mean of the shape distribution in a scene whereas in a divisive normalization mechanism, the shape contrast bias will depend only on the mean of the shape distribution.
To test how a shape contrast bias depends on the shape distribution over an extended area, observers performed a shape discrimination task on two sequentially presented hinged planes, which were defined by disparity and flanked by a five other hinged planes on each side. We kept the dihedral angle difference constant between the central shape and neighboring surfaces, but varied the angle distribution of the extended surround.
Methods

Observers
Eight observers, including one of the authors, a graduate student and six bachelor students at Utrecht University participated. Students received course credit or a financial reward of 6 euro per hour. All observers had corrected, or corrected to normal vision.
Stimuli and task
Stereograms were viewed on a mirror setup where the right eye viewed the right monitor directly and the left eye viewed the left monitor through a mirror on the diagonal between the two monitors (Fig. 1b) . Stimuli were presented on two Brilliance 202P7 Philips CRT monitors (1920 ( Â 1440 . Square random dots measured 1.5 arcmin visual angle and had maximal luminance contrast.
Random dot stereograms depicted a hinged plane receding in depth and five more hinged planes on each side, with the crease of the surfaces aligned at screen depth (Fig. 1b) . The screen projection of all shapes was 2.5°visual angle wide and 7.5°visual angle high. As surfaces were horizontally separated by a 0.4°visual angle strip of black screen, this resulted in the total stimulus measuring 31°in width. We call the neighboring surfaces the 'flankers' and the eight exterior most surfaces the 'extended surround'.
Left and right eye images were computed in two stages. Perspective projection was used in both stages. Rectangular random dot patches first were projected onto a hypothetical 3-D structure of hinged planes. This way texture and perspective cues were minimized. The 3-D surface was then projected onto left and right eye image planes assuming an IOD of 6 cm and a viewing distance of 48 cm. The 0.4°horizontal separation of the strips was sufficient to prevent overlap of neighboring strips in the monocular images, despite the variation in dihedral angles.
The arrangement of the haploscope (Fig. 1c) was such that fusion of the left and right stereo pairs occurred with convergence at infinity (parallel lines of sight) and accommodation at 48 cm.
Pixel density within a surface was 2%. To measure shape perception of the central surface, observers performed a sequential dihedral angle comparison task where they compared the dihedral angle of a test surface, ranging from 64°to 136°, with a constant reference of 100°. After an inter-trial-interval of one second, a random order of the test and reference surface, separated by an interstimulus-interval of 500 ms, was presented. Test and reference shape were each presented for one second and to maintain fusion and fixation on the center of the screen, a fixation cross was presented during the inter-trial and inter-stimulus intervals. After the two shape stimuli had disappeared, the observer indicated, using a key-press, whether the central surface in the first or second interval contained the largest dihedral angle (Fig. 1b) .
To induce a shape contrast bias, we created two flanker conditions: one where the flankers had a dihedral angle of 60°and another where the flankers had a dihedral angle of 140°. These angle differences induced maximal contrast biases in a pilot study. To investigate the effect of the extended surround on shape perception, we created three surround conditions by varying its shape distribution. In a 'homogenous surround' condition, the surfaces in the extended surround had the same dihedral angle as the flankers. But in the 'center average' and 'flanker average' conditions, variance was added to the shape distribution by randomly choosing each surface in the extended surround from a uniform distribution with a range of 40°. The left and right section of the stimulus were mirror symmetric. In the center average condition, the mean of the distribution from which surround angles were chosen was equal to the central angle, whereas in the flanker average condition the mean was equal to the flanker angle (Fig. 1a) . Angle discrimination in these surround conditions was compared to a baseline condition where only the central surface was presented.
Staircase procedure
We retrieved the point of subjective equality (PSE) for dihedral angle perception using a one-up, one-down staircase procedure. Staircases started with a comparison stimulus with a dihedral angle that was 36°smaller or larger compared to the reference stimulus. A staircase starting with a negative difference and a staircase starting with a positive difference were interleaved. These staircases terminated after 10 reversals. Additionally, staircases were terminated when the test angle was smaller than 10°. For these sharp folding angles, observers lost stereo-vision due to the large cue conflict between disparity signaling a sharp folding angle and other cues such as perspective, texture and accommodation cues, signaling a flat surface. To obtain a measure of the PSE and discrimination threshold, responses at each test stimulus angle, derived from the staircase procedure, were fitted with a cumulative Gaussian. The 84% correct threshold is the angle discrimination threshold, and the PSE is the 50% correct point. The difference between the PSE and the reference angle is taken as the bias and is signed in such a way that positive values represent a shift away from the flanker angle (contrast) and negative values represent a shift towards the flanker angle (assimilation).
Procedure
Trials were blocked for surround condition and all observers started with the baseline condition, where only the central shape was presented. If standard deviation of the PSE measured in this condition exceeded 15°of dihedral angle, we took this as a sign of poor stereo-vision and excluded the observer from further participation. This resulted in the exclusion of three subjects. Next, the observers performed a random order of the three surround conditions, which each took about 10 min of measuring time. To further minimize the effect of test order, observers came back on a different day for a second session in which they performed a different order of the surround conditions, again starting with the baseline condition. Data were averaged over the two sessions.
Results
Bias
We obtained the bias by subtracting the PSE in the baseline condition from the PSE's in the different flanker and surround conditions and scoring the data such that positive values represent as bias away from the flankers (contrast) whereas negative values represent a bias towards the flankers (assimilation).
To test how this bias depended on the shape distribution in an extended surround, we entered the biases in a 2 Â 4 repeated measures ANOVA with the factors flanker condition (60°angle or 140°a ngle) and surround distribution ('center average', 'flanker average' or, 'homogenous surround'). There was a significant effect of surround distribution (F(1,7) = 9.09, p = 0.000). But, as expected, flanker condition showed no main effect (F(1,7) = 1.9, p = 0.21) or interaction (F(3,7) = 1.04, p = 0.40). Next, we looked into the main effect of surround distribution with a series of planned comparisons (Fig. 2a) . The bias in the 'flanker average' and 'homogenous surround' conditions, which differed in heterogeneity but not in mean of the distribution, was equally large t(1,7) = À0.19, p = 0.85. This shows that the bias was unaffected by the variance in the shape distribution. The bias in the 'center average' condition, however, was smaller compared to the 'flanker average' (t(1,7) = À2.81, p = 0.026) and 'homogenous surround' conditions (t(1,7) = À3.48, p = 0.01).
Next, we tested whether the reliability of the shape discriminations depended on the shape distribution in the surround by performing a 2 Â 4 repeated measures analysis of variance on the discrimination thresholds in the different flanker (60°angle or 140°angle) and surround ('baseline', 'center average', 'flanker average' and 'homogenous surround') conditions (Fig. 2b) . But this analysis showed no effect of flanker (F(1,7) = 0.98, p = 0.35) or surround (F(1,7) = 1.74, p = 0.19) condition on the discrimination thresholds. Thus, there was no effect of the shape distribution on the reliability with which shape discriminations were made.
Discussion
To investigate how a shape contrast bias depends on the shape distribution over an extended surround, we tested shape perception of a hinged plane, folded over the horizontal axis, with five other hinged planes on each side. The angle difference with the flankers was constant between conditions, but we varied the dihedral angle distribution of the eight outermost surfaces ('extended surround'). We found a shape contrast bias with the flankers, but this bias depended heavily on the angle distribution in the extended surround. A large bias was found when the test shape was different from the mean shape over the entire stimulus, but this bias almost disappeared when the mean shape approached the central shape value while the shape difference with the direct flankers remained constant. Furthermore, the bias, or the reliability with which shape discriminations were made, did not depend on the variance in the shape distribution. The fact that the bias depended on the mean of the shape distribution but not on the variance of the distribution reveals properties of the underlying mechanism. Our results show that shape contrast is caused by a mechanism which takes global properties of a scene into account. We continue to discuss what this means for a proposed MLE and normalization mechanism of shape contrast.
In an MLE mechanism of shape contrast, shape is estimated from weighted linear combination of an absolute and relative shape signal. A bias occurs due to improper cue weighting, where absolute shape is underestimated whereas relative information receives is comparatively overestimated (van Ee et al., 1999) . In theory, a global MLE mechanism can explain our results by assuming that relative cues operate not locally, but over a larger area of the visual field. In that case, the difference with the mean of the shape distribution would comprise the relative cue. However in an MLE mechanism, the reliability (variance) of shape signals is the driving force in creating the bias. A hypothesis that is supported by the observation that adding variance to the inducing shapes decreases a contrast bias (van der Kooij & Te Pas, 2009 ). In a global MLE mechanism, the relative cue is based on the mean of the shape distribution and its reliability is affected by the variance of the shape distribution. Yet, our data show that the bias was unaffected by the variance of the shape distribution. Thus, a global MLE mechanism of shape contrast can only explain contextual biases under the unlikely assumption that the variance of the shape distribution does not affect the reliability with which its mean is estimated.
In contrast, a divisive normalization mechanism, where the central shape signal is divided by the shape signal in the surround, does not make predictions on how the bias will depend on the variance of the shape distribution. In a divisive normalization model, a shape contrast bias arises because, for instance, an angle divided by a larger contextual angle, results in a smaller value compared to the same value divided by a smaller contextual angle. Divisive normalization of neural responses to stimuli with a single center and surround stimulus, has been well established (e.g. Cavanaugh et al., 2002; Sengpiel, Sen, & Blakemore, 1997) , but little is known about normalization of shape signals from more complex stimuli. Our psychophysical demonstration of how perceptual biases depend on global properties of a complex stimulus, is of interest to determining the neural architecture of divisive normalization. A likely candidate for the neural implementation of normalization are the horizontal connections between neurons coding for similar features and which can link regions over several millimeters (Series et al., 2003) . But normalization may also be accomplished by feedback from higher areas (e.g. Cavanaugh et al., 2002; Zipser, Lamme, & Schiller, 1996) . First, the speed with which information travels over horizontal connections is not sufficient to account for the time course of normalization (Bair et al., 2003) . Second, blocking the transmission of activity through horizontal connections does not fully disrupt normalization (Brown et al., 2003) . Because higher areas typically code for more global aspects of a scene, normalization through feedback connections could take into account global properties of a scene. In shape contrast biases are caused by divisive normalization of visual signals, our results are more consistent with a feedback mechanism compared than with a mechanism relying entirely on the horizontal connections between neurons coding for similar features.
