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Abstract— Robots collaborating with humans in realistic
environments will need to be able to detect the tools that
can be used and manipulated. However, there is no available
dataset or study that addresses this challenge in real settings.
In this paper, we fill this gap by providing an extensive
dataset (METU-ALET) for detecting farming, gardening, office,
stonemasonry, vehicle, woodworking and workshop tools. The
scenes correspond to sophisticated environments with or with-
out humans using the tools. The scenes we consider introduce
several challenges for object detection, including the small
scale of the tools, their articulated nature, occlusion, inter-
class invariance, etc. Moreover, we train and compare several
state of the art deep object detectors (including Faster R-
CNN, YOLO and RetinaNet) on our dataset. We observe that
the detectors have difficulty in detecting especially small-scale
tools or tools that are visually similar to parts of other tools.
This in turn supports the importance of our dataset and
paper. With the dataset, the code and the trained models,
our work provides a basis for further research into tools and
their use in robotics applications. The dataset, the trained
networks and all associated codes will be made available at
https://github.com/metu-kovan/METU-ALET.
I. INTRODUCTION
The near future will see a cohabitation of robots and
humans, where they will work together for performing tasks
that are especially challenging, tiring or unergonomic for
humans. For such collaborative tasks, robots are expected
to be able to reason about the states of the humans, the task
and the environment. This, in turn, requires the robot to have
abilities for perceiving the humans, the task at hand, and the
environment. An essential perceptual component for these
abilities is the detection of objects.
With advances in deep learning, it has become possible
to detect objects in challenging scenes with impressive
performances. With the pioneering models such as R-CNN
[1], Fast R-CNN [2], Faster R-CNN [3], RetinaNet [4], object
detection has become an easy-to-integrate functionality for
robotics applications.
The robotics community has paid marginal importance
to tools that are used by humans. For example, there are
studies focusing on affordances of tools, or on the detection
and transfer of these affordances [5], [6], [7]. However,
* The world ‘alet’ means ‘tool’ in Turkish. This work was supported by
the Scientific and Technological Research Council of Turkey (TU¨BI˙TAK)
through project called “CIRAK: Compliant robot manipulator support for
montage workers in factories” (project no 117E002).
1 KOVAN Research Lab, Dept. of Computer Engineering, Middle
East Technical University, Ankara, Turkey {fatih.kurnaz,
burak.hocaoglu, kaan.yilmaz, idil.sulo,
skalkan}@metu.edu.tr
Fig. 1. Some snapshots from the METU-ALET dataset, illustrating the
wide range of scenes and tools that a robot is expected to recognize in a
clutter, possible with human co-workers using the tools. Since annotations
are too dense, only a small subset is displayed. [Best viewed in color]
these studies considered such tools mostly in isolated and
not realistic, table-top environments. Moreover, they have
considered only a limited set of tools (see Table I). What is
more, the literature has not studied detection of tools, nor is
there a dataset available for it.
In this paper, we focus on the detection of tools in realistic,
cluttered environments (e.g. like those in Figure 1) where
collaboration between humans and robots is expected. To
be more specific, we study detection of tools in real work
environments that are composed of many objects (tools) that
look alike, occluding each other. For this end, we first con-
struct an extensive tool detection dataset composed of 53 tool
categories, instances etc. Then, we compare the widely used
state-of-the-art object detectors on our dataset, showcasing
that detecting tools is very challenging mainly owing to
tools being too small, articulated and too much inter-class
similarity. Finally, we introduce a “wearing helmet?” usecase
from our dataset and train a novel CNN network for this task.
The necessity for a dataset for tool detection: Tool
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detection requires a dataset of its own since it bares novel
challenges of its own: (i) Many tools are small objects
which elicit a problem to standard object detectors that
are tuned for detecting moderately larger objects. (ii) Many
tools are articulated, and in addition to viewpoint, scale
and illumination changes, object detectors need to address
invariance to articulation. (iii) Tools are generally used in
highly cluttered environments posing challenges on clutter,
occlusion, appearance, and illumination – see Figure 1 for
some samples. (iv) Many tools exhibit low inter-class differ-
ences (e.g., between screwdriver, chisel and file or between
putty knives and scraper).
A. Related Work
In this section, we review the related work, and provide a
list of our contributions and a comparison with the literature.
Object Detection: Object detection is one of the most
studied problems in Computer Vision with many practical
applications in many robotics scenarios. Object detection
generally follows a two-stage approach: (i) Region selection,
which pertains to the selection of image regions that are
likely to contain an object. (ii) Object classification, which
deals with the classification of a selected region into one of
the object categories. With advances in deep learning both
stages have seen tremendous boost in performance in many
challenging settings, e.g., [1], [2], [3]. Faster R-CNN [3] is
a state-of-the-art representative of such two-stage detectors.
Recently, it has been shown that the two stages can be
combined and objects can be detected in one stage. Models
such as [11], [4], [12] assume a fixed set of localized image
regions for each object category, and estimate objectness for
each category and for each fixed image region. Among these,
RetinaNet [4] processes features and make classification
at multiple scales (called a feature pyramid or a pyramid
network) and combines the results, yielding the state of
the art results among one-stage detectors. Among the one-
stage detectors, YOLO [12] provides a good balance between
accuracy and running-time by considering a lesser number
of likely image regions per class.
The current trend in deep object detectors is to take a pre-
trained object classification network as the feature extractor
(called the backbone network), then perform two-stage or
one-stage object detection from those features. Alternatives
for the backbone network include networks such as VGG
[13], ResNet [14] and ResNext [15].
Tools in Robotics: The robotics community has exten-
sively studied how tools can be grasped, manipulated, and
how such affordances can be transfered across tools. For
example, Kemp and Edsinger [16] focused on detection and
the 3D localization of tool tips from optical flow. For the
same goal, Mart et al. [7] proposed using a CNN network
(AlexNet) to first classify a blob into one of the three tool
labels they considered, and then used 3D geometric features
(from point cloud estimated from stereo cameras) to identify
tool tips.
Another study [5] addressed the problem of estimating the
grasping positions, scoops and supports of tools from RGB-
D data. For this end, they used methods such as Random
Forests and Hierarchical Matching Pursuit. In a similar line
of reasoning, Mar et al. [17], [6] studied prediction of
affordances for different categories of tools separately. For
this end, they first clusters tools using their 3D geometric
descriptors, and then applied Generalized Regression Neural
Networks for estimating the affordances of each cluster
separately.
Another crucial problem in tools is the transfer of learned
affordances across tools. For this, Abelha and Guerin [18]
proposed a geometry-based reasoning where tools are seg-
mented to semantically meaningful parts using 3D geometric
features, and the affordances of the parts are shared across
similar parts across different tools.
Related datasets: One of the major contributions of our
work is the dataset on tool detection. Comparing our dataset
to the ones used in the robotics literature (e.g., [5], [8], [9] –
see also Table I), we see that they are limited in the number
of categories and the instances that they consider. Moreover,
since they mainly focus on detection of tool affordances, they
are not suitable for training a deep object detector.
For related problems, there are numerous datasets of
objects in the robotics literature, e.g. for 3D pose estimation
and robot manipulation (e.g., LINEMOD [19], YCB Objects
[20], Table-top Objects [21], Object Recognition Challenge
[22]). These datasets generally include table-top objects with
3D models and do not include tool categories.
For object detection, there are large-scale datasets such as
PASCAL [23], MS-COCO [24] and ImageNet [25]. These
datasets do include some tool categories (e.g., hammer,
scissors); however, these datasets are designed to be for
general purpose objects and scenes, unlike the ones we
expect to see in tool-used environments (such as the ones in
Figure 1). Therefore, they do not provide sufficient amount
of training instances for training a detector with a reasonable
performance.
B. Contributions of Our Work
The main contributions of our work can be summarized
as follows:
• A Tool Detection Dataset: To the best of our knowl-
edge, ours is the first to provide a dataset on detection
of tools in the wild. As reviewed above, the robotics
literature has focused on affordances of tools, 3D de-
tection and pose estimation of objects, and neither set of
studies provided a dataset on tools. The computer vision
community, on the other hand, has extensive datasets for
objects (e.g., PASCAL VOC, MS-COCO), which do
not focus on tools. The Epic-Kitchen dataset focuses
on object detection and action recognition in kitchen
contexts, including also the tools that may be used in a
kitchen.
• A Baseline for Tool Detection: On our dataset, we train
and analyze many state-of-the-art deep object detectors.
Together with the dataset, the code and the trained
models, our work can form as a basis for robotics ap-
TABLE I
A COMPARISON OF THE DATASETS THAT INCLUDE TOOLS. THE EPIC-KITCHENS DATASET PROVIDES VIDEOS, WHICH MAKES ANALYSIS OF SCENES
DIFFICULT. MOREOVER, THE FIGURES FOR THE EPIC-KITCHENS DATASET ARE ESTIMATED BASED ON THE PROVIDED DATA. *SO DENOTES THE
NUMBER OF SCENES THAT ONLY INCLUDE A SINGLE OBJECT.
Dataset ToolCategories
Tool
Classes
# of
Images
# Instances
per Tool Modality
Dense
Bounding Boxes?
RGB-D Part Aff. [5] Kitchen, Workshop,Garden 17
3
(SO*: 102) 6.17 RGB-D No
ToolWeb [8] Kitchen, Office,Workshop 23
0
(SO*: 116) 5.03 3D model No
Visual Aff. of Tools [9] Toy 3 0(SO*: 5280) 377
RGB stereo
(inc. semantic map) No
Epic-Kitchens [10] Kitchen 60+ NA(Videos) 200+
RGB stereo
(inc. semantic map) Yes
METU-ALET (Ours)
Farm, Garden, Office,
Stonemasonry, Vehicles,
Woodwork, Workshop
53 2345(SO*: 0) 200+ RGB Yes
plications that require detection of tools in challenging
realistic work environments with humans.
• A Usecase for Checking the Safety of Human
Coworkers: Our dataset includes humans performing
tasks with and without wearing a safety helmet. We
form a subset of positive and negative instances of these
and train a deep CNN network that checks whether
a human coworker is wearing a helmet or not. This
usecase reinforces the practicality of our dataset.
II. METU-ALET: AN EXTENSIVE TOOL
DETECTION DATASET
In this section, we present and describe the details of
METU-ALET and how the dataset was collected.
A. Tools and Their Categories
In ALET, we consider 53 different tools that are used for
six broad contexts or purposes: Farming, gardening, office,
stonemasonry, vehicle, woodworking, workshop tools1. The
most frequent 20 tools from our dataset are listed below:
Chisel, Clamp, Drill, File, Gloves, Hammer,
Mallet, Meter, Pen, Pencil, Plane, Pliers,
Safety glass, Safety helmet, Saw, Screwdriver,
Spade, Tape, Trowel, Wrench
We excluded tools used in kitchen since there is already an
exclusive dataset for this purpose [10]. Moreover, we limited
ourselves to tools that can be ultimately grasped, pushed, or
manipulated in an easy manner by a robot. Therefore, we
did not consider tools such as ladders, forklifts, and power
tools that are bigger than a hand-sized drill.
B. Dataset Collection
Our dataset is composed of three groups of images:
• Images collected from the web: Using keywords and
usage descriptions that describe the tools listed in Sec-
tion II-A, we crawled and collected royalty-free images
from the websites of the following: Creativecommons,
1In fact, it is better to call some of these objects as equipment. However,
since they provide similar functionalities (being used by a human or a robot
while performing a task), we will just use the term tool to refer to all such
objects, for the sake of simplicity.
Wikicommons, Flickr, Pexels, Unsplash, Shopify, Pix-
abay, Everystock, Imfree.
• Images photographed by ourselves: We captured
photos of office and workshop environments from our
campus.
• Synthetic images: For some tools such as Grinder,
Rake the images collected from the web yielded in-
sufficient examples, we formed a synthetic set as well.
For this, we first photographed 10 background images
that belonged to different contexts and manually labeled
table-tops. Then, for each tool class for which we need
more samples, we downloaded royalty-free transparent
images, performed the following set of transformations:
– Rotation: Rotation around the center of the patch
with an angle sampled from Uniform(0, 2pi).
– Scaling: Scaling such that the longest dimension of
the patch is between 12.5% and 50% percent of the
area of the tabletop.
– Shear transform with a shear factor selected ran-
domly from Uniform(0.3, 1).
The number of tools added to an image is sampled from
Uniform(10, 20).
For annotating the tools in the downloaded and the pho-
tographed images, we used the VGG Image Annotation
(VIA) tool [26]. Annotation was performed by us, the authors
of the paper.
C. Dataset Statistics
In this section, we describe some descriptive statistics
about the METU-ALET dataset.
Cardinality and Sizes of BBs: The METU-ALET dataset
includes 15,612 bounding boxes (BBs). As displayed in
Figure 2, for each tool category, there are more than 200 BBs,
which is on an order similar to widely used object detection
datasets such as PASCAL [23]. As shown in Table II, METU-
ALET includes tools that appear small (area < 322), medium
(322 < area < 962) and large (962 < area) – following the
naming convention from MS-COCO [24]. Although this is
expected, as we will see in Section IV, deep networks have
difficulty especially detecting small tools.
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Fig. 2. The distribution of bounding boxes across classes. With the photographed and synthesized photos, each tool category has more than 200 bounding
boxes. [Best viewed in color]
TABLE II
THE SIZES OF THE BOUNDING BOXES (BB) OF THE ANNOTATED TOOLS
IN METU-ALET. FOR CALCULATING THESE STATISTICS, WE
CONSIDERED THE SCALED VERSIONS OF THE IMAGES THAT WERE FED
TO THE NETWORKS, NAMELY, THE SMALLER DIMENSION IS 600 AND
THE LARGER DIMENSION IS LESS THAN 800.
Subset
Category Small BBs Medium BBs Large BBs Total
Downloaded 1614 4658 2990 9262
Photographed 74 507 239 820
Synthesized 145 3302 2083 5530
Total 1833 8377 5312 15612
TABLE III
THE CARDINALITY AND THE RESOLUTION OF THE IMAGES IN
METU-ALET.
Subset Cardinality Avg. Resolution
Downloaded 1912 924× 786
Photographed 89 3663× 3310
Synthesized 344 3618× 3437
Total/Avg 2345 1423× 1270
Cardinality and Sizes of the Images: Our dataset is
composed of 2345 images in total, and on average, has size
1423 × 1270. See Table III for more details. Although the
number of images may appear low, the number of bounding
boxes is reasonable (15612) since the avg. number of BBs
per image is rather large (6.6) compared to PASCAL 2012
(2.3).
III. METHODOLOGY
In this section, we briefly describe the deep object de-
tectors that we evaluated as a baseline, and the “Wearing
helmet?” as a straightforward usecase of the ALET dataset.
A. Deep Object Detectors
As stated in Section I-A, deep object detectors can be
broadly analyzed in two categories: (i) single-stage detec-
tors, and (ii) two-stage detectors. To form a baseline, we
evaluated strong representatives of both single-stage (YOLO,
RetinaNet) and two-stage (Faster R-CNN) detectors.
1) Faster R-CNN: Faster R-CNN [3] is one of the first
networks to use end-to-end learning for object detection. It
feeds features extracted from a backbone network to a region
proposal network, which estimates an objectness score and
the (relative) coordinates of a set of k anchor boxes for
each position on a regular grid. For each such box with an
objectness score above a threshold, the object classification
network (Fast R-CNN) is executed to classify each box into
one of the object categories.
For training the network, classification loss and box-
regression loss (to penalize the spatial mismatch between the
detected box and the ground truth box) are combined. The
box-regression loss is weighted with a constant (λ), which
we selected as 1.0 as suggested by the paper.
2) YOLO: You Look only Once: YOLO [12] combines
region-proposal and classification stages by making clas-
sification for a fixed set of default bounding boxes per
position per object category. It is aimed to be a real-time
object detector, and to achieve this, it assumes a coarser set
of default boxes than similar networks such as SSD [11],
leading to 9 default boxes per object category.
For training the network, YOLO uses squared-error loss
for both classification and box-regression to make learning
easier to optimize and introduces several hyperparameters
(λcoord and λnoobj) to weight the contribution of squared-
error loss corresponding to position, width, height, and
classification. In our experiments, we take these factors as
suggested by the paper.
3) RetinaNet: RetinaNet [4] is a one-stage detector which
forms a multi-scale pyramid from the features obtained
from the backbone network and performs classification and
bounding box estimation in parallel for each layer (scale) of
the pyramid. In order to address the data imbalance problem
that affects single-stage detectors owing to the backgrounds,
RetinaNet proposes using a focal loss that decreases the
contribution of the “easy” examples to the overall loss. Com-
pared to other single-stage detectors, RetinaNet considers a
denser set of bounding boxes to classify.
TABLE IV
THE CNN ARCHITECTURE USED FOR THE “WEARING HELMET?”
USECASE. AFTER CONV LAYERS, BATCH NORMALIZATION IS ADDED.
W ×H × C DENOTES THE WIDTH, THE HEIGHT AND THE NUMBER OF
CHANNELS OF A LAYER.
Layer Description
Input 100× 100× 3
Conv1 49× 49× 48
Non-linearity ReLU
Conv2 25× 25× 96
Non-linearity ReLU
Max-pool 12× 12× 96
Conv3 7× 7× 48
Non-linearity ReLU
Max-pool 6× 6× 48
FC 512
Non-linearity ReLU
FC 128
Non-linearity ReLU
Output 1
B. A Usecase for ALET: “Wearing Helmet?”
In this section, we illustrate how the ALET dataset can be
used for addressing a critical issue in human-robot collab-
orative environments; that of checking whether the human
worker is conforming to the security guidelines and wearing
a safety helmet. The ALET dataset contains a good number
of “helmet” instances (1037 in total), which suffice to be
training a deep object detector (note that widely used object
detection datasets such as PASCAL provide 200 samples
per object category).
For addressing this task, we use the network by Kocabas et
al. [27] to both detect the humans in an image and estimate
their poses. The bounding box provided by this network
is taken as a positive instance if an overlapping helmet
is annotated at the head of the detected person, and as a
negative instance otherwise.
We construct a CNN architecture (Table IV) and train it
on this “wearing-helmet” subset.
IV. EXPERIMENTS
In this section, we provide a baseline for the ALET dataset
and show a practical usecase for such a dataset.
A. Training and Implementation Details
We split the ALET dataset into 1408 (%60) training,
234 (%10) validation and 703 (%30) testing samples. To
make comparison fair, we use the same split for training
and evaluating each network. For training each network, the
following libraries and settings (in all networks, the class
layer is replaced with the tool categories, and the whole
network except for the feature extracting backbone is updated
during training):
• Faster R-CNN: The pre-trained network from Detec-
tron [28] is used with backbone ResNet-50-FPN.
• YOLO: The pre-trained network from Yun [29] is used
with the Darknet backbone.
• RetinaNet: The pre-trained network from Detectron
[28] is used with backbone ResNet-50-FPN.
The “wearing helmet?” dataset we collected included 941
instances, 563 of which were reserved for training, 94 for
validation and 284 for testing. For training the “wearing
helmet?” CNN in Table IV, we used RMSProp and trained
the network with early stopping.
B. Quantitative Results for Tool Detection
On the testing subset of ALET, we compare the per-
formance of the detectors trained on the training subset
of ALET. We use mean average precision (mAP) as it is
customary in object detection. AP is a measure of area
under the precision-recall curve, generally calculated in the
literature by averaging over the precision values at a discrete
set of recall values [23]:
AP =
1
|R|
∑
r∈R
p(r), (1)
whereR is the set of recall values considered, and p(r) is the
precision value at recall r. In our evaluations, we followed
the PASCAL [23] style and consider 11 different recalls for
calculating average precision. mAP is then the mean of AP
across categories.
Table V lists the AP and mAP values of the baseline
networks on our dataset. We notice that the baseline detectors
have trouble in detecting the tools in METU-ALET. From
the table, we see that the networks classify tools such as
safety helmet and anvil better than chisel, file or nutdriver.
One of the reasons for this is that tools such as screwdriver,
nutdriver, chisel, file look very similar to each other. More-
over, these tools appear very similar to parts of other tools
from a side view or from far (e.g., the front part of a drill
is likely to be classified as a screwdriver or a nutdriver, and
in many cases, one half of a plier is detected as a chisel).
These suggest that tool detection is indeed a very challenging
problem especially owing to viewpoint challenges and tools
having very similar appearances to other tools.
C. Sample Tool Detection Results
In Figure 3, we display a few detection results on a few
of the challenging scenes in Figure 1. We see that although
many tools are detected, many are missed as well.
D. Usecase Results: “Wearing Helmet?”
In this usecase, we analyze the method proposed in Section
III-B. As described in Section IV-A, we have selected a
subset from the METU-ALET dataset for this. The CNN
architecture in Table IV obtained 88% accuracy on the test
set, and as illustrated with some examples in Figure 4, we see
that a tool detector and a human detector & pose estimator
can be used to easily identify whether a human is wearing a
helmet or not.
V. CONCLUSION
In this paper, we have introduced an extensive dataset for
tool detection in the wild. Moreover, we formed a baseline
by training and testing four widely-used state-of-the-art deep
object detectors in the literature, namely, Faster R-CNN
TABLE V
CATEGORY-WISE AP AND MAP (AS COMMONLY USED IN ANALYZING THE PERFORMANCE OF OBJECT DETECTION METHODS) VALUES OF THE
BASELINE NETWORKS.
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Fig. 3. Sample detections on a few of the challenging scenes in Figure 1.
Fig. 4. The detection results of the “wearing helmet?” CNN network. [Best
viewed in color]
[3], YOLO [12], and RetinaNet [4]. We demonstrated that
such detectors especially have trouble in finding tools whose
appearance is highly affected by viewpoint changes and tools
that resemble parts of other tools.
Moreover, we have provided a very practical yet critical
usecase for human-robot collaborative scenarios. Combining
the detected “helmet” categories with the detection results of
a human detector & pose estimator, we have demonstrated
how our dataset can be used for practical applications other
than merely detecting tools in an environment.
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