Abstract-The SHADE and L-SHADE variants of the Differential Evolution global search and optimization algorithm are used to compute optimized excitations for a Log Periodic Dipole Array antenna and to numerically solve the Pantoja-Bretones-Martin suite of antenna benchmark problems.
INTRODUCTION
Global search and optimization algorithms (GSO) have become an important tool in antenna design and optimization (DO). A plethora of algorithms has been applied to a wide range of problems, for example: invasive weed optimization of a PCB UWB antenna [1] ; genetic algorithm (GA), particle swarm (PSO) and differential evolution (DE) optimization of circular arrays [2] ; GA design of a mobile base station antenna [3] ; binary DE antenna design [4] ; sparse array design using self-adaptive DE [5] ; planar array synthesis using modified PSO [6] ; DE/PSO/GA optimization of microstrip antennas [7] ; sidelobe and null level optimization with ant colony optimization (ACO) [8] ; wideband antenna design using hybrid DE and ACO [9] ; and linear array synthesis using DE with convex programming [10] . While these examples emphasize DE because the SHADE algorithms are DE variants, there are many other algorithms applied to antenna DO (see, for example, [11] [12] [13] [14] [15] [16] [17] [18] [19] ). These are but a few representative examples drawn from hundreds, perhaps thousands, of GSO-based antenna DO problems.
This paper introduces the mix of two new algorithms: SHADE and L-SHADE, both variants of Differential Evolution. They are tested against several antenna optimization problems: (i) determining excitations in a Log Periodic Dipole Array (LPDA) antenna, and (ii) solving the five antenna problems comprising the Pantoja-Bretones-Martin (PBM) benchmark suite [20] . Section 2 of this paper describes SHADE and L-SHADE. Section 3 discusses the LPDA problem and Section 4 the PBM problems. The data show that SHADE and L-SHADE are very effective and efficient optimizers for the type of antenna DO considered here. Section 5 is the Conclusion. The Appendix describes the PBM benchmarks in detail.
SHADE AND L-SHADE ALGORITHMS
Differential Evolution (DE) was proposed by Storn and Price [21] to find the global optimum of nonlinear, non-convex, multimodal, and non-differentiable functions defined in a continuous search space. DE and its variants stand out as very competitive optimizers that have been successfully used to solve many real-world engineering problems [22] . DE is known for its simple structure, ease of use, robustness, and speed [23] . Many attempts have been made to improve DE's performance, two recent and efficient ones being Success-History based parameter Adaptation DE (SHADE) [24] and its improved variant L-SHADE [25] . SHADE ranked third out of twenty one algorithms in the 2013 IEEE CEC competition on real parameter single-objective optimization (the first two ranked algorithms were non-DE) [26] . In the 2014 IEEE CECE competition on real parameter single-objective optimization L-SHADE yielded the best performance among all non-hybrid algorithms [27] .
Canonical Differential Evolution
A DE population is a set of real-parameter vectors x i = x 1 , . . . , x D where i ∈ {1, 2, . . . N}, and D is the problem's dimensionality.
First, a population of potential solutions is randomly generated within the search or decision space (DS) constrained by its lower and upper bounds, a and b, respectively, using the following formula:
where r is a uniformly-distributed random number generated from the interval [0,1], i ∈ {1, 2, . . . , N}, and j ∈ {1, 2, . . . D}.
After initializing its population, the DE algorithm comprises three steps that are repeated until a stopping criterion is satisfied: (i) Mutation; (ii) Crossover; and (iii) Selection. The DE algorithm is briefly shown as Alg. 1 in Fig. 1 , and its three steps are explained below.
Alg. 1:
The canonical DE algorithm. initialization while a stopping criterion is not satisfied do for each vector in the population do mutation crossover selection endfor endwhile Figure 1 . Differential evolution pseudocode.
Mutation
A mutant vector, v i , is created for each population member, u i , in the current iteration as follows.
where r 1 , r 2 , and r 3 are randomly chosen from [1, N] such that they differ from each other as well as from i. The scaling factor, F , is a positive parameter (F ∈ (0, 1]) that controls the magnitude of the difference vector. Eq. (2) describes DE/rand/1, which is the most commonly used mutation strategy. Another mutation strategy, DE/current-to-best/1, employs the following equation to generate a mutant vector:
where x best (t) is the best individual vector in the population at iteration t (in a minimization problem, for example, it is the vector with the smallest objective function value). If F < 1, then the vector being perturbed is the convex combination of x i (t) and x best (t).
Crossover
A trial vector, u i (t), is generated by mixing the components of the target vector, x i (t), and the mutant vector, v i (t), as follows.
where Cr is the pre-fixed crossover rate; r is a uniformly distributed random number in [0, 1); and J is a randomly chosen number in the set {1, 2, . . . , D}, thereby insuring that u i (t) inherits at least one component from v i (t). This process is called Binomial Crossover and is the most commonly used DE crossover operator.
Selection
After generating the set of the trial vectors, a greedy selection process is used to determine survivors for the next iteration as follows:
where f (•) is the objective function to be optimized (minimized or maximized depending on the problem). The equality in "≤" of Eq. (5) helps DE to navigate "flat" fitness landscapes by reducing the possibility of stagnation [22] .
SHADE
The parameters F and Cr have a profound effect on DE's performance. Tanabe and Fukunaga therefore proposed the SHADE algorithm [24] to take advantage of their success history in exploring DS. SHADE maintains memory archives M Cr and M F , respectively, which store a total of H values of Cr and F that have performed well in recent previous iterations. At each iteration, t, there are two control parameters F i and CR i for each vector x i . They are initially set to 0.5, and they are updated by randomly choosing an index r i in [1, H] and applying the following update equations:
where 
, then it is replaced by the boundary value, that is 0 or 1, closest to the generated value. After F i and Cr i have been updated for each vector x i , a mutant vector, v i (t), is generated using the current-to-pbest/1 mutation strategy [28] , which is a variant of the current-to-best/1 strategy discussed in the previous section. The greediness of current-to-pbest/1 is adjusted using a parameter p ∈ (0, 1] as follows:
where x pbest (t) is randomly chosen from the top N × p individuals in iteration t. Parameter p balances exploration and exploitation, with smaller values favoring exploitation while larger ones favor exploration. SHADE maintains diversity in its population by utilizing an external archive that contains parent vectors x i (t) that are worse than the trial vectors u i (t). In Eq. (8), x r2 (t) is selected from the union of the population and the archive. This procedure improves diversity by including vectors that have produced worse fitnesses at previous iterations. If the archive size exceeds a predefined limit, then randomly selected vectors are deleted to make space for new ones.
If a boundary-constraint violation occurs, then it is corrected as follows:
After generating the mutant vector v i (t), the binomial crossover of Eq. (4) is used to generate the trial vector u i (t). After generating all trial vectors, the greedy selection of Eq. (5) is used to create a new population. Values creating a trial vector u i (t) that is better than the target vector x i (t) are recoded as S Cr and S F .
This process is repeated iteration-by-iteration, and at the end of each iteration the historical memory contents are updated using Alg. 2 in Fig. 2 . At each iteration, the kth (1 ≤ k ≤ H) entries in the two historical memory archives are also updated. Initially set to k = 1, this index is incremented when a new element is inserted into the archive. If k > H, k is reset to 1. Note that the memory archives are not updated when all vectors at iteration t fail to generate better trial vectors, that is, Mean values are computed as follows using a weighted Lehmer mean, denoted mean W L (S), which has the effect of favoring larger values:
where
Note that when M Cr is assigned the terminal value ⊥, it will remain fixed at ⊥ until the end of the SHADE run. This characteristic results in changing only one parameter at a time, which tends to slow convergence (actually a desirable property when SHADE is used to solve multimodal problems).
L-SHADE
Tanabe and Fukunaga further improved SHADE by linearly reducing its population size during the course of a run [25] . The new algorithm, called L-SHADE, starts with an initial population size of N init vectors that is reduced iteration-by-iteration as follows:
where t is the iteration number, N min the smallest possible value for the population size, nf e the current number of objective function evaluations, and max nf e the maximum number of objective function evaluations. In L-SHADE, N min = 4 because the current-to-pbest mutation operator, Eq. (8), requires four vectors. Whenever N (t + 1) < N(t), only the best N (t) − N (t + 1) vectors survive to the next iteration, and the archive size is readjusted according to the then current population size. Numerical experiments have shown that L-SHADE generally outperforms SHADE [25] .
Experimental Setup
The following setup parameters were used for all optimization runs reported here: For SHADE, N was set to 100, and other parameters were set as suggested in the SHADE code posted online by R. Tanabe † , viz, p = 0.11; H = D; archive size = 2N . For L-SHADE, the values of the control parameters were also the same as those in the online source code † , viz, N init = 18D; p = 0.11; H = 5; archive size = 1.4N . Twenty five independent runs were made for each antenna problem, and a run was terminated when either of the following criteria was met: (i) no improvement in best solution for 20 consecutive iterations; or (ii) maximum number of function evaluations max nf e was reached.
LPDA EXCITATION OPTIMIZATION
The objective of the LPDA problem is to determine a set of excitations that produces an omnidirectional H-plane radiation pattern at a set of predefined frequencies. The Log Periodic Dipole Array antenna, introduced by Isbell in 1960 [29] , has gained widespread acceptance as a moderate gain broadband structure [30, 31] . Each dipole in the array bears a fixed geometrical relationship to its neighbors that is determined by a single scaling parameter τ as follows:
where L n , D n , g n , and S n , respectively, are the nth dipole's overall length, element diameter, feed gap length, and spacing from the (n − 1)st dipole [31 @ Ch. 11].
With ultra-wideband applications in mind, for example radio astronomy, communications systems, and radar, Yang published in 2010 a theoretical development of the conditions necessary for obtaining constant radiation characteristics from log-periodic arrays [32] . The planar 5-dipole LPDA described in that paper forms the basis for subsequent work on the excitation problem by Lehmensiek and de Villiers [33, 34] . Only numerical optimization can accurately solve the excitation problem because the analytical approach incorrectly assumes only fundamental current modes on each dipole. Consequently, Brute Force optimization was used in [33] and Population-Based Incremental Learning/Nelder-Mead Simplex in [34] .
SHADE and L-SHADE are applied to the LPDA problem using the parameters in Section 2.4. The fitness (objective) function, to be minimized, is the deviation from a perfectly uniform (circular) Hplane far field radiation pattern, that is, Min [G max (∅ = 0) − G min (∅ = 0)] where the G's are maximum and minimum H-plane gains, respectively. The array was modeled with Version 2 of the Numerical Electromagnetics Code [35] . NEC2 is a widely used Method of Moments (MoM) code for modeling wire antennas (in [34] a commercial MoM code was used). For convenience, frequencies and dimensions were scaled to 299.8 MHz (λ = 1 m). PEC (Perfect Electric Conductor) dipoles are assumed so that conductivity was not scaled. 
The LPDA geometry is summarized in Table 1 wherein n = 1, . . . , 5 and τ = 1 1.18 (same value used in [34] ). L n , R n and X 0,n , respectively, are the dipole end-to-end length, wire radius, and distance along the +X-axis (NEC employs standard right-handed Cartesian [x, y, z] and spherical [ρ, θ, ϕ] coordinates). A perspective view of the antenna appears in Fig. 3 (axis length 0.2 m, dipole #1 being the longest). Optimization was performed in the 2.576-4.995 GHz band at the same five logarithmically spaced frequencies used in [34] , that is, The H-plane radiation pattern with only the first dipole excited is shown in Fig. 4 . It is highly distorted as expected due to the fields scattered by the other dipoles. When all five dipoles are driven with optimized excitations, however, the resulting pattern is shown in Fig. 5 . It is very nearly omnidirectional as required, that is, essentially the pattern of a single dipole without the others being present. Controlling the H-plane pattern is accomplished by using SHADE and L-SHADE to compute an optimized set of excitations that, in effect, render electromagnetically "invisible" all but one of the dipoles. Tables 2 and 3 , respectively, contain the SHADE-and L-SHADE-computed optimized excitations. Following the protocol used in [34] a reference excitation of 1 volt ∠0 • is applied to the nth dipole at each frequency f n , n = 1, . . . , 5. SHADE returned best fitnesses (maximum deviations from omnidirectional) of 0.02, 0.07, 0.04, 0.01 and 0.03 dB, respectively, at frequencies f 1 , f 2 , f 3 , f 4 , and f 5 . Because NEC2's gain resolution is 0.01 dB, only a value of zero would be better. The corresponding 5-frequency L-SHADE best fitnesses are 0.03, 0.07, 0.07, 0.02 and 0.01 dB. Both SHADE variants achieve quite similar levels of H-plane pattern uniformity, neither algorithm being clearly superior to the other, and both returned quite good results from an engineering application point of view. Note that, like [34] , this study is limited to determining the required excitations, not implementing them.
Lehmensiek and de Villiers conclude in [34] that there is no unique, well-defined set of excitations that achieves omnidirectionality, their conclusion resting on interpreting the voltage-phase scatter plots in [34] . This hypothesis is supported by the SHADE/L-SHADE data. The optimized excitations in Tables 2 and 3 are quite different, yet they achieve quite similar levels of pattern uniformity, which is convincing evidence that, as suggested in [34] , there is no single global optimum. An omnidirectional pattern may be achieved by widely different excitations, and different optimizers will likely return different results that accomplish the same objective.
In addition to the 5-frequency optimization described above, additional eight frequencies were optimized following [34] . Unlike the previous set in which the reference excitation was applied to a different dipole at each frequency, in this case the reference excitation of 1 volt ∠0 • was applied to dipole Tables 4 and 5 , respectively, summarize the SHADE and L-SHADE-computed optimized excitations. As in the previous case, the two algorithms returned quite different optima that nevertheless result in very similar radiation patterns. The SHADE deviations from omnidirectionality are 0.06, 0.06, 0.07, 0.05. 0.06, 0.14, 0.25. 0.14 dB at the eight frequencies ordered lowest to highest. The corresponding L-SHADE values are 0.2, 0.06, 0.05, 0.08, 0.03, 0.17, 0.23, 0.15 dB. Interestingly, both optimizers show an increased deviation at the higher frequencies, but on the whole the deviations are quite similar even though they result from quite different excitations. These data again reinforce the speculation that this antenna problem does not have a unique solution. Statistical performance data for SHADE and L-SHADE appear in Tables 6 through 9 (Med is median, Avg arithmetic mean, and Std Dev standard deviation). Perhaps the most important statistic is the total number of maximum function evaluations because it measures the algorithms' efficiencies. For the 5-frequency problem the SHADE and L-SHADE figures are 50,000 and 40,902, respectively. For the 8-frequency case the corresponding values are 79,600 and 60,520. L-SHADE thus required about 18% fewer evaluations for the 5-frequency case and about 24% fewer for the 8-frequency case on the LPDA problem. L-SHADE clearly is superior to SHADE in terms of efficiency while both algorithms are similarly accurate in terms of locating optima.
PBM ANTENNA BENCHMARKS
The PBM benchmarks were developed to serve as a standard set of "real world" antenna problems that measure the effectiveness of an antenna optimization algorithm. They are described in detail in the Appendix. The fitness function for each problem is the antenna's directivity which is to be maximized, that is Max [D (x i )], where the x i are decision variables specific to each problem (see Appendix for details) and where i = 1, 2 for problems #1-4 and i = 1, . . . , N el − 1 for problem #5, N el being the number of elements in a collinear array. The PBM problems do not have analytical solutions and consequently must be solved numerically. Although there are published results based on analytical solutions [36] , those results are incorrect because they make several invalid assumptions, namely (i) sinusoidal current distributions, (ii) filamentary currents, and (iii) no mutual coupling between antenna elements. These assumptions are incorrect for the actual PBM antenna structures and consequently lead to incorrect results. The PBM problems can only be solved numerically.
While any numerical "modeling engine" can be used, the original PBM suite was optimized using NEC Version 2 [35] , a widely available freeware version of the program developed at the Lawrence Livermore National Laboratory (US Dept. Energy). Being an MoM code, NEC is intended primarily for modeling wire structures such as the PBM benchmarks.
The PBM suite has been used to assess the performance of several optimization algorithms besides those in the original PBM paper. They include CFO, πCFO, and πGASR. This paper adds SHADE and L-SHADE to the list and compares their results directly with published data. Because the modeling engine is a separate program, the optimization algorithm calls an independent NEC module that computes the fitness using decision variable values supplied by the optimizer. NEC Ver. 2 was used in the original PBM paper and here for SHADE/L-SHADE; NEC Ver. 4 was used with the other optimizers (both return the same results). Table 10 tabulates the best fitness returned by each of the tested algorithms. Many of the PBM data are estimated from figures in the original paper and consequently carry a measure of uncertainty. The PBM data also may differ from the other optimizers' because of subtle effects such as compiler or modeling differences, for example, source modeling in NEC. What is important is consistency in the data, and even a cursory glance at Table 10 shows the data are very consistent one algorithm to the next. With respect to how well these algorithms computed the best fitness (antenna maximum directivity), the data show that no algorithm is clearly superior. Each one returned a best fitness value that was at or close to the known maximum. The six algorithms are not distinguishable on that basis. (1) values estimated from the figures in [20] ; nr -not reported in [20] values marked ∼ are estimated from Fig. 13 in [20] .
PBM Best Fitness (Maximum Directivity)
On PBM problem #1 SHADE and L-SHADE return the same directivity as CFO, which is a value slightly less than πCFO's and πGASR's. πGASR returned the best fitness of 3.25837. On PBM #2(a) just the opposite occurred with CFO, SHADE and L-SHADE all returning a best directivity of 18.3654 while the other algorithms returned slightly lower values. Problem #2(b) is a noisy version of 2(a), details in the Appendix, whose purpose is to investigate how well the location of maximum fitness is determined, not its value because it is inherently random. This metric is discussed in connection with Table 11 which tabulates the best fitness coordinates.
On problem #3 the PBM maximum directivity of 7.05 appears suspicious because all the other optimizers returned values that are substantially lower but consistent with each other. The best value of 6.57766 is returned by πCFO with πGASR's being very slightly less. SHADE, L-SHADE and CFO returned the same value of 6.48634. On PBM #4, SHADE and L-SHADE returned the same best fitness of 5.94292, which is better than the PBM value, and substantially higher than πCFO's and πGASR's, both of which are the same.
Inspection of the data for PBM problem #5 shows a remarkable degree of consistency across all six algorithms. When the best fitnesses differ at all the difference is extremely small, especially on a (1) nr -not reported in [20] .
(b) fractional basis. A fair reading of these data is that all six algorithms returned essentially the same maximum directivity for the variable-length collinear dipole array.
PBM Coordinates of Maximum Directivity
Locations in the decision space for the returned best fitnesses are tabulated in Table 11 . Because the first four problems are two-dimensional (2D), the table lists the coordinates (x 1 , x 2 ) of the computed maximum. PBM #5, however, is (N el − 1)D where N el is the number of dipole elements in the collinear array. In this case, the table lists the range of coordinate values (minimum/maximum/difference) for the computed best fitness. On PBM #1, all algorithms returned very similar coordinates, while the PBM values are slightly different. The plots in the Appendix show a broad maximum which readily accounts for slight differences in where the optimizers placed it. For problem #2(a), the maxima locations are all quite similar except for πGASR whose x 1 coordinate is significantly different than the others. This difference explains why πGASR's fitness in Table 10 is significantly less than the known maximum.
PBM #2(b) was included in order to investigate how well an algorithm would locate the maximum directivity's coordinates in the presence of noise. Interestingly, their values were not reported in [20] . Each algorithm returned a similar x 2 value, but their x 1 values exhibit much more variability. This effect is particularly evident in the πGASR coordinate of 9.8907λ compared to the next largest value 6.9360λ returned by CFO.
Problem #3 is interesting because its landscape is very spiky with four global maxima. All six algorithms converged on essentially the same x 2 coordinate in the range 1.5534-1.5752. With respect to x 1 , however, CFO and πCFO located their maxima at different x 1 points, 0.4802 and 2.4806 rad, respectively, while πGASR, SHADE and L-SHADE all converged to x 1 = π/2. Nevertheless the returned maxima were quite similar as seen in Table 10 .
On PBM #4, each algorithm performed well locating the maximum's coordinates. The results are quite consistent with respect to x 1 (known value 1.5λ). The values also are very consistent with respect to x 2 (0.7040-0.7317), but they do differ from the PBM value of 0.834.
The known coordinate for problem #5's maximum directivity is a uniform separation of 0.99λ between collinear elements regardless of their number. Because each optimizer returns a set of separations that are not all equal, Table 11 lists the minimum and maximum values and their difference. The smaller their difference the closer the algorithm came to locating the known maximum. The tightest cluster was returned by πGASR, the loosest by πCFO. The other three optimizers returned similarly spread element separations. It is significant that in spite of the range of element separations the computed maximum array directivities in Table 10 are remarkably consistent. These data show that the collinear array's directivity is not particularly sensitive to element separation; in other words, its maximum in the (N el − 1)D decision space is fairly broad. 
PBM Statistics
Statistical data for the SHADE/L-SHADE PBM runs appear in Tables 12 and 13 . As with the LPDA data, perhaps the most important metric is the total number of maximum required function evaluations (FEs). Across all PBM problems that figure for SHADE is 39,375 and for L-SHADE 42,944. This result is quite different than for the LPDA problem. While in that case L-SHADE clearly was the more efficient optimizer, in this case the roles are reversed, but the difference is much smaller with L-SHADE requiring about 9% more FEs. On a problem-by-problem basis, however, the results are more mixed. For example, on PBM #5 7-element SHADE required 1,300 FEs compared to L-SHADE's 3,093, while for the 10-element case the corresponding values are flipped at 5,000 and 4,222. These data support the conclusions that neither algorithm is clearly superior to the other in terms of computational efficiency and that which one is better is highly dependent on the problem at hand.
CONCLUSION
The SHADE and L-SHADE optimization algorithms were applied to several wire antenna problems with quite good results, specifically (i) optimal excitation of a five-element Log Periodic Dipole Array to create an omnidirectional far-field H-plane radiation pattern and (ii) optimization of the five PBM antenna benchmark problems. The algorithms' performance was comparable to or better than that of other algorithms applied to the same problems. While both of these DE variants were comparably accurate in locating global extrema, L-SHADE was more efficient on the LPDA problem (fewer FEs), but not so on the PBM problems. The data suggest that neither algorithm is clearly more efficient for the types of wire antenna problems considered here, and which algorithm is better for a specific problem is highly dependent on the problem itself. As to the LPDA excitation problem, this work does confirm that (i) indeed it is possible to determine a set of excitations that render electromagnetically "invisible" all but one of the dipoles and (ii) that the solution is not unique. With respect to the PBM benchmarks, this work provides results that are consistent with the known solutions and comparable to other optimizers in accuracy and efficiency. Figure A1 shows the antenna geometry for PBM problem #1. The objective function, as with all the PBM problems, is the center-fed dipole's directivity, D, which is to be maximized as a function of its total length, L, and the polar angle, θ. A perspective view of the 2D landscape is in Fig. A2 with additional plots projecting onto the principal planes in Fig. A3 . The topology or "landscape" is show principal plane plots with/without noise. Gaussian noise is generated by adding to NEC's computed directivity a normally distributed zero-mean, 0.2-variance random variable (rv) z computed using the Box Muller method: z = μ + σ −2 ln(s) cos(2πt), where μ and σ, respectively, are the mean (0) and standard deviation (0.4472). s and t are rv's uniformly distributed on [0, 1] generated using the compiler's internal random number generator seeded with the optimization run's start time (seconds after midnight to the nearest 0.01 sec).
APPENDIX A. PBM BENCHMARKS

A.1 Benchmark #1: Variable Length Center-Fed Dipole
L = Ω ∪ F (X) where Ω := X|x min k ≤ x k ≤ x max k , k = 1, . . . , N d is the N d -dimensional
A.3 Benchmark #3: Circular Array of Half-Wave Dipoles
PBM #3 is a 1λ radius circular array of eight center-fed λ/2 dipoles deployed parallel to the zaxis uniformly spaced around its circumference (Fig. A8) . All are fed with equal-amplitude sources, 
