Nonlinear integral equations are studied in relation to vehicular traffic, biology, the theory of optimal control, economics, etc. In this paper, we use a numerical method for solving nonlinear Fredholm-Hammerstein integral equations by using multiquadric quasiinterpolation method. Multiquadric quasi-interpolation is an useful instrument in approximation theory and its applications.
Introduction
The Hammerstein integral equations (HIE) was considered in the earlier 30's of the last century as a general model for studying of semi-linear boundary value problems, and the kernel k(x, t) typically arises as the Green function of a differential operator [4] . Afterwards, many authors have solved this kind of integral equation by various methods. Several numerical methods for approximating HIE are known. The classical method for solving it, is introduced in [13] . A variation of the Nystorm method was presented in [9] . A collocation-type method was developed in [8] . In [2] , Brunner applied a collocation-type method to nonlinear Volterra HIE and integro differential equation, and discussed it's connection with the iterated collocation method. The existence of the solutions to nonlinear Hammerstein integral equations is discussed in [10] . The HIE have strong physical background, and arises from electro-magnetic fluid dynamic [12] .
The purpose of this paper is solving nonlinear Fredholm-Hammerstein integral equations (FHIE) of the form
by using multiquadric quasi-interpolation (MQ) method. In this method the unknown function is approximated by MQ. The outline of the paper is as follows: In Section 2 the MQ method is introduced. In Section 3 mathematical formulation of our method is explained and we will perform it on FHIE. In Section 4 some examples are presented to show the accuracy of our method, and finally Section 5 concludes the paper.
Multiquadric quasi-interpolation method
In 1968, Hardy [6] proposed multiquadric as a kind of radial basis function (RBF). For the first time, Kansa [7] used successfully modified MQ for solving partial differential equation (PDE). In 1992, Betson and Powell [1] proposed three univariate MQ. 
, where x 0 ≤ x 1 ≤ ... ≤ x n , the form of univariate quasi-interpolation is as follows:
where ψ j (x), j = 0, 1, ...n, are a linear combination of radial basis functions. Buhmann [3] considered ψ(x) be a second divided difference of ϕ as follows:
The operator L D is introduced as follows [14, 3] :
where
can be written as follows:
Quasi-interpolation f * (x) has the following properties:
then the multiquadric quasi-interpolation f * (x) can be written as three equivalent forms as follows:
In addition, on [x 0 , x n ], we have
where x −1 < x 0 and x n < x n+1 .
Considering the Eqs. (2.5)-(2.7) and the definition of ϕ j (x) and ψ j (x), we can say that the quasi-interpolation f * (x) defined by Eq. (2.2) is just the MQ which we will use in this paper.
Theorem 2.2. [3], Let
h = max{x j − x j−1 }, 1 ≤ j ≤ n.
For any real number
where k 1 , k 2 , k 3 are constants independent of h and c.
The approximate solution of Hammerstein integral equation by MQ
For this part, we shall consider the following integral equation:
For numerically solving this kind of integral equation, the unknown function f inside of the integral is approximated by operator L D . Clearly, we have:
where ψ j (t), j = 0, 1, ..., n, are introduced in previous section. It can be written:
If we set x j ≃ t j , we have a nonlinear system as follows:
where f (x j ), j = 0, 1, ..., n, are unknown. We can solve this nonlinear system by a mathematical software like Mathematica, Maple and etc. When f (x j ), j = 0, 1, ..., n, is obtained, it is sufficient to substitute these values in:
where f * (x) is an approximation of f (x).
Numerical examples
In order to illustrate the performance of the MQ method in solving FHIE and justify the accuracy of our method, we consider the following examples. Also, we suppose that c = 0.00015.
Example 4.1. Consider the FHIE:
f (x) = e x+1 − ∫ 1 0 e x−2t (f (t)) 3 dt.
The exact solution of this equation is
In Table 1 , we set 10 points
.., x 9 = 0.8, x 10 = 0.9.
Now, the integral equation can be written as follows:
Clearly, we have:
If we set x = x j , j = 1, 2, ..., 10, and t j ≃ x j , we will obtain a nonlinear system of equations as follows:
By solving this system, the values of f (x j ), j = 1, 2, ..., 10, can be obtained. By substituting these values in
we obtain the approximation of f (x). In Table 1 , one can compare the numerical and exact solutions. 
Example 4.2. Consider the FHIE:
f (x) = 1 1 + x 2 − 3x 16 + ∫ 1 0 xt(f (t)) 3 dt.
The exact solution of this equation is as follows:
For comparing numerical and exact solutions, see Table 2 . Table 2 Numerical and exact solutions. 
is the exact solution.
In Table 3 , one can compare the numerical and exact solutions of this example in 10 points. In Figure 3 , the exact and numerical solutions are shown in 10 points for example 4.3. In Table 4 , the numerical and exact solutions in 10 points can be seen. Table 4 Numerical and exact solutions. 
Conclusion
In this paper, we used MQ to solve the FHIE. The numerical solutions are compared with the exact solutions in four examples. The results show that the MQ can be a reasonable method to solve this type of integral equations. Also, this method uses simple computation with acceptable solution.
