Two-stage stochastic mixed-integer programming (SMIP) problems with general integer variables in the second-stage are generally difficult to solve. This paper develops the theory of integer set reduction for characterizing the subset of the convex hull of feasible integer points of the second-stage subproblem which can be used for solving the SMIP. The basic idea is to consider a small enough subset of feasible integer points that is necessary for generating a valid inequality for the integer subproblem. An algorithm for obtaining such a subset based on the solution of the subproblem LPrelaxation is then devised and incorporated into the Fenchel decomposition method for SMIP. To demonstrate the performance of the new integer set reduction methodology, a computational study based on randomly generated test instances was performed. The results of the study show that integer set reduction provides significant gains in terms of generating cuts faster leading to better bounds in solving SMIPs than using a direct solver.
Introduction
A two-stage stochastic mixed-integer programming (SMIP) problem involves optimizing the here-and-now (first-stage) costs plus expected future (second-stage) costs. Solving SMIP is still challenging and this paper makes strides towards that by introducing the theory of integer set reduction for characterizing subsets of the convex hull of feasible integer points of the second-stage subproblem that can be used to generate valid inequalities (cutting planes or cuts) for SMIP. The goal of integer set reduction is to speed up the cut generation routines and potentially lead to faster solution times for SMIP than direct solvers. In this paper we consider SMIP problems of the following form:
In problem SIP2, x ∈ R n 1 + denotes the first-stage decision vector, c ∈ R n 1 is the first-stage cost vector, b ∈ R m 1 is the first-stage right hand side, and A ∈ R m 1 ×n 1 is the first-stage constraint matrix. The set X imposes binary restrictions on all or some components of x. The function Q E (x) denotes the expected second-stage cost based on x. The function Q E (x) is the expected recourse function and is given as follows:
where q(ω) ∈ R n 2 is the cost vector, h(ω) ∈ R m 2 is the right hand side vector, and T (ω) ∈ R m 2 ×n 1 is the technology matrix. The second-stage function Φ is a value function of a mixed-integer program (MIP) and is given as follows:
Φ(ρ, τ, ω) = Max {ρ y(ω) : W y(ω) ≤ τ, 0 ≤ y(ω) ≤ u, y(ω) ∈ Y }.
In the second-stage (scenario) problem (3), y(ω) denotes the recourse decision vector and W ∈ R and q(ω) : Ω → R n 2 are measurable mappings defined on a probability space (Ω, F, P). The set Y imposes integer restrictions on all or some components of y(ω). The function Q E (x) is the expected recourse function, where ω is a realization of a multivariate random variablẽ ω, and E ω denotes the mathematical expectation operator.
We consider problem SIP2 under the following assumptions:
A1. The random variableω is discrete with finitely many scenarios ω ∈ Ω, each with probability of occurrence p(ω) such that ω∈Ω p ω = 1.
A2. The first-stage feasible set {Ax ≤ b, x ∈ X} is nonempty.
A3. The right hand side vector τ and fixed-recourse matrix W are nonnegative, and W is rational.
A4. The second-stage feasible set {W y(ω) ≤ τ, 0 ≤ y(ω) ≤ u, y(ω) ∈ Y } and is bounded and nonempty for all x ∈ {Ax ≤ b, x ∈ X}.
Assumption (A1) is needed for tractability while assumptions (A2) and (A4) are needed to guarantee that the problem has an optimal solution. Assumption (A3) and (A4) are needed for the proposed integer set reduction method to allow for a well-defined problem and finite convergence of the cutting method. Assumption (A4) implies the relatively recourse assumption, i.e., E ω [ |Φ(q(ω), h(ω) − T (ω)x), ω| ] < ∞ for all x ∈ {Ax ≤ b, x ∈ X}. Because of assumption (A1), SIP2 can be written in extensive form as a so-called deterministic equivalent problem (DEP) as follows:
DEP : Max c x + 
In the above formulation, p ω denotes the probability of occurrence for the scenario ω, and p ω∈Ω = 1. Even for a reasonable number of scenarios in Ω, DEP is a large-scale MIP. With integer variables in both first and second-stages, a moderate sized DEP may be difficult to solve using a direct solver such as CPLEX [15] . This makes a decomposition approach a necessity for most practical sized problems. In SIP2, the type of decision variables (continuous, binary, integer) and in which stage they appear greatly influences algorithm design. The complexity of the solution method depends on the definitions of the sets X and Y . When both these sets do not impose integer restrictions on the decision variables, the recourse function Φ(ρ, τ, ω) is a well-behaved piecewise linear and convex function of x. Thus, Benders' decomposition [4] is applicable in this case [27] and the L-shaped method [25] can be used to solve the problems. Assuming fixed recourse (i.e, the recourse matrix W is independent of ω), the value function of Φ(ρ, τ, ω) is a piecewise linear function in x. Hence, the L-shaped method works by approximating the linear functions from the subproblems by constructing optimality cuts in the first-stage based on the dual values from the subproblems. However, when Y ∈ Z + , the linear approximation procedure by L-shaped method is not viable, as the value function is generally discontinuous and is lower semicontinuous [5] . Also, the function is non-convex and sub-additive [20] . Hence, new algorithms or extensions of the L-shaped method are required to handle integer variables in the second or in both of the stages.
Cutting plane methods that can partially approximate the second-stage problems within the L-shaped method have been proposed for SMIPs with integer variables in the secondstage. In [12] , a lift-and-project cutting plane approach based on the ideas from [1] is used to solve problems with binary and continuous variables in both the first-and second-stage. In [21] , for problems with binary variables in first-stage, and binary and continuous variables in second-stage, disjunctive cuts are developed for the second-stage. The work in [23] and [24] uses the framework of reformulation linearization technique. The algorithm in [21] is extended in [22] for problems with binary, continuous and discrete variables in the secondstage. Applications of SMIP in supply chain, air traffic control, and auto-carrier vehicle loading problems can be found at [3] , [13] , and [26] , respectively.
Fenchel cuts are suggested in [9] , and a number of characteristics are derived in [8] , [10] and [11] . The most important results from [9] , [10] and [11] are that Fenchel cutting planes are facet defining under certain conditions, and the use of Fenchel cuts in a cutting plane approach yields an algorithm with finite convergence. The work also highlights the fact that generating a Fenchel cut for binary programs is computationally expensive in general; therefore, problems with special structure are desirable to achieve faster convergence. Computational experiments demonstrating the effectiveness of Fenchel cuts are presented for knapsack polyhedra in [7] and for pure binary problems in [10] .
Since the pioneering work in [9] , only a few works in the literature have adopted Fenchel cuts. In [19] , Fenchel cuts are used to improve the bounds obtained from MIPs using Lagrangian relaxation. Fenchel cuts are used to solve deterministic capacitated facility location problems [18] . This work compares Fenchel cuts to Lagrangian cuts in finding good relaxation bounds for their problem. In [6] , Fenchel cutting planes are used for finding p median nodes in a graph using a cut and branch approach. Fenchel cuts are first derived for two-stage SMIPs under a stage-wise decomposition setting in [17] and are referred to as Fenchel decomposition (FD) cuts. Extensive study of FD cuts for two-stage SMIP with binary decision variables in both first-stage and second-stages are given in [2] and [26] .
This work makes the following contributions to the literature on stochastic programming: (a) deriving integer set reduction theory for determining subsets of the second-stage feasible integer set to use for faster cut generation; (b) devising an algorithm for obtaining such subsets based on the solution of the subproblem LP-relaxation; (c) applying the integer set reduction in the context of FD cuts for solving SMIPs with general integer variables in the second-stage; and (d) reporting on a computational study that demonstrates the advantages of integer set reduction. In the literature, Fenchel cuts and FD cuts are derived and used for MIP and SMIP, respectively, with binary variables. This work is the first to derive these cuts for MIP and SMIP with general integer variables.
The rest of this paper is organized as follows: Integer set reduction theory is derived in Section 2 and is applied to the FD setting for two-stage SMIP in Section 3. A computational study to illustrate the performance of the new methodology is reported in Section 4. Finally, conclusions and directions for future research are given in Section 5.
Integer Set Reduction for Cut Generation
In this section we develop the integer set reduction theory to characterize the properties of the convex hull of integer points needed for generating a valid inequality for the secondstage feasible set. We then use the theory to devise an algorithm for obtaining a reduced set of integer points needed for generating a valid inequality based on the second-stage LPrelaxation. To illustrate the concepts, we use simple numerical examples. Next we start with some preliminaries.
Preliminaries
We will now provide some important definitions needed in the derivation of a valid inequality for SIP2 with general integer variables in the second-stage. Suppressing ω for simplicity in exposition, the feasible set for the second-stage subproblem (3) can be given as follows:
Thus subproblem (3) can now be rewritten as
The LP-relaxation feasible set to F IP can be expressed as
and the LP-relaxation to (6) given as Max {ρ y : y ∈ F LP }.
We shall denote by is depicted in Figure 1 . In the figure, givenŷ ∈ F LP , the three points defining the triangle constitute F IP υ and are used to generate the cut (dashed lines) of the form π y ≤ π 0 . We devise a methodology to obtain F IP υ , and subsequently use it to generate a valid inequality. Also, since F IP υ ⊆ F IP , we need to form F IP υ such that the generated valid inequality does not cut off any integer points in F IP . In subproblem (3), the general integer variable vector y is bounded by the vector u. Let I be the set of indices of the components of y which are integer variables, and K be the set of indices of the constraints in (3). Also, let the elements of the matrix W be denoted by w kt , where k ∈ K is the constraint index, and t ∈ I is the decision variable index. We also make the following assumption regarding W :
A5. The polytope defined by C(F IP ) is assumed to be full dimensional with dimension n 2 .
Let P be an index set for integer points in F IP such that for p ∈ P we have an integer point y p ∈ F IP . The i th component of y p will be denoted y p i . In Figure 1 , for example, the integer point y p = (3, 2) has components y p 1 = 3 and y p 2 = 2. Let y IP be the optimal solution to (3) andŷ be the optimal solution to the LP-relaxation. Also, defineȳ = ŷ so that the componentsȳ i , for all i = 1, · · · , n 2 are initialized asȳ i = ŷ i . Let d p ij denote the distance from y p to the boundary of F LP along the y p j axis for all i, j ∈ I, i = j. Then d p ij can be calculated as follows:
where τ k is the right hand side for constraint k ∈ K, and u j is the upper bound for axis j.
can be calculated as follows:
For each y 
Next, we establish that there exists a set F IP υ ⊆ F IP , which is sufficient for generating a valid inequality for F IP .
is sufficient for generating a valid inequality for
it is obvious that entire set F IP can be used for generating a valid inequality to cut off a fractional point y. Now consider the case
is full dimensional by assumption (A5). To generate a valid inequality, |F IP υ | ≥ n 2 , as n 2 affinely independent integer points are needed to construct a facet for C(F IP ). Then F
IP υ
can be constructed such that there exists an integer point
We state the required properties for an integer point y p ∈ F IP υ in the following corollary.
Then either of the following must be true: to have a small number of integer points since generating a cut based on C(F IP ) may be computationally expensive.
Proof. We prove this result by contradiction. Suppose that the point y ∈ F IP υ does not exist. Then this means that a valid inequality would pass through the origin. This implies that C(F IP ) is not full dimensional, which is a contradiction due to assumption (A5). Hence, there exists a point y for each axis i. Proof. By Lemma 2.4, there should be at least one integer point for every component i ∈ I. This implies that |I| = n 2 . Also, since valid inequalities are facets, then we need at least n 2 affinely independent points in the set F IP υ for generating the facet.
Integer Set Generation Algorithm
Based on Lemma 2.4 and Proposition 2.5, F IP υ = n 2 since subproblem (3) is full dimensional. However, getting the smallest set is not trivial unless we have an oracle providing an ideal interior point y p ∈ F IP , on which the smallest set F IP υ can be constructed. In the next section, we devise an algorithm to obtain the set F can be stated as follows:
Algorithm 1 Integer Set Generation (ISG) Procedure
Step [1] Initialize: Letȳ be the lower bound of the variables in (3), and initialized asȳ i = ŷ i , ∀i = 1 . . . n 2 . Let K ⊆ K be the subset of indices for the binding constraints at current solutionŷ. Let I be the set of variable indices, and K be the set of constraint indices for (3).
Step
Projections for all other indices except indices i and j:
Step [3] Evaluate Bounds:
Re-evaluate d ij using the Step [2c]; end if z ← z + 1; until α = 0 end for end for end for
Step [4] Use the computed lower boundȳ i for the variable index i ∈ I in FCG.
In Algorithm 1, we initializeȳ i = ŷ i to obtain the set F IP υ . In each iteration, we evaluate two components of y along i and j, and the lower bounds for the components are decreased based on the distance of the components from the binding constraints. Each pair of components, y i and y j are evaluated in two-dimensional (2D) space. The pair of components (y i , y j ) are evaluated in the 2D space with the criterion thatȳ i andȳ j provide at least one integer point for the generation of the valid inequality in i th direction. We also make sure thatȳ i andȳ j does not remove any integer point in C(F IP ) so that the generated valid inequality does not cut off any optimal solution.
In
Step [1] , we initialize the parameters using LP-relaxation solution for subproblem (3) given asŷ i for i ∈ I, where I is the set of decision variable indices. Furthermore,ȳ i is the parameter of the algorithm which we intend to use as lower bound for the i th component in the subproblem (3) . We would like to increase the value ofȳ i without cutting off any integer solution for the original problem. Initiallyȳ i is set to ŷ i . In Step [2a] , the right hand side of binding constraint k ∈ K is assigned to parameter f k . In Step [2b], for any i, j ∈ I, such that i = j, we calculate the distance d ij in (i, j) space using equation (8 . We make sure that the reduced set C(F IP υ ) is sufficient to get the required valid inequality. The complexity of the algorithm is O n 3 m , where n is the number of variables, and m is the number of constraints. The 2D construction from the entire polytope is similar to variable elimination method described in [14] .
Numerical Examples
In this section, we demonstrate the ISG algorithm using numerical examples. In Example 1, we use an IP subproblem with two decision variables and one constraint to illustrate the generation of a reduced integer set using the ISG algorithm. Example 2 demonstrates the algorithm for a subproblem with two decision variables and two constraints. In both Example 1 and 2, Step[3e] of the ISG algorithm is not required, therefore we use Example 3 to demonstrate the significance of this step.
Example 1: Consider the following IP subproblem:
The LP-relaxation to the problem (11) has the optimal solution (3, 2.2). Thus, a valid inequality has to cut off the fractional solution. The steps of Algorithm 1 are as follows:
Step [1] Initialize: y p = ( 3 , 2.2 ) = (3, 2). Therefore, y
Step [3] Evaluate Bounds: Step (1, 2) . The feasible set based on the new point (1, 2) as the origin is depicted in Figure 3-(a) . The reduced feasible set is now used for the generation of a cut, which is depicted in Figure  3 -(b). 
The LP-relaxation to the problem (12) has the optimal solution (2.42, 2.42). Thus, a valid inequality has to cut off the fractional solution. The steps of Algorithm 1 are as follows:
Step [1] Initialize: y p = ( 2.42 , 2.42 ) = (2, 2). Therefore, y p 1 = 2, y p 2 = 2,ȳ 1 = 2, y 2 = 2, based onŷ 1 = 2.42 andŷ 2 = 2.42.
Step [2] Compute Distance :
Step [3] Evaluate Bounds : 2) , and α = 1. Since α = 1, Re-evaluate d Step The feasible set based on the new origin (1, 2) is depicted in Figure 4 -(a). The feasible set is used for the generation of valid inequalities, and the generated cut is shown in Figure  4 -(b). After performing to the ISG algorithm, the new origin is (1, 2). 
The LP-relaxation for problem (13) gives the solution (5, 1.48). Using
Step [3d] of the ISG algorithm, the new origin for FCG procedure is shifted to (4, 0). However, based on F is expected to provide better runtime for the generation of a valid inequality.
Fenchel Decomposition Algorithm
To demonstrate how to use the ISG method within an SMIP algorithm, we will apply this method to stage-wise Fenchel decomposition (SFD) for solving SMIPs [16] . SFD adopts the Benders' decomposition setting with x as the first-stage decision variable in the master problem, and y(ω) as the second-stage decision variable in the subproblem. In SIP2, instead of working with the IP subproblem directly, SFD seeks to find the optimal solution via a cutting plane approach on a partial LP-relaxation of SIP2 where only the subproblems are relaxed. Fenchel decomposition (FD) cuts are sequentially generated to recover (at least partially) the convex hull of integer points for each scenario subproblem feasible set. If a subproblem LP has a non-integer solution, an FD is generated and added to cut off the fractional solution. FD cuts are capable of recovering faces of the convex hull of integer programs, which is the special structure for SIP2. The goal is to construct the convex hull of integer points in the neighborhood of the optimal solution so that by solving subproblem LPs with sufficient FD cuts added, we can find the optimal solution without having to resort to a branch-and-bound scheme to guarantee optimality.
Algorithm
At a given iteration k of the SFD cutting plane algorithm, the master problem takes the following form:
In the master problem (14) , θ is the optimality cut decision variable, η ∈ n1 is the optimality cut coefficient vector, and γ ∈ is the right hand side. Constraints (14a) are the optimality cuts, which are computed based on the optimal dual solutions of all the LPrelaxation subproblems. Optimality cuts approximate the value function of the second-stage subproblems. For a first-stage solution x k from the master problem (14) , the subproblem for each scenario ω ∈ Ω is given as follows:
Constraints (15a) are the Fenchel cuts, and Θ(ω) is the index set for algorithm iterations at which a Fenchel cut is generated for each ω ∈ Ω. Next, we describe how these cuts are generated.
The SFD algorithm starts by initializing data in
Step [1] and getting an initial solution by solving the LP-relaxation of SIP2 in Step [2] . If the initial solution satisfies the integrality restrictions for all subproblems in Step [3] , i.e., x ∈ X and y(ω) ∈ Y, ∀ ω ∈ Ω, then the solution is declared -optimal, and the algorithm terminates. Otherwise, the algorithm continues by calculating and storing the optimality cut coefficients for all subproblems with an integer solution in Step [4] .
Algorithm 2 Stage-Wise Fenchel Decomposition (SFD) Algorithm
Step [1] Initialization: set k ← 0, > 0, LB ← −∞ and U B ← ∞.
Step [2] Get initial solution: Solve problem (14-15) using the L-shaped algorithm to get solution (x 0 ,ŷ 0 (ω)), objective function value ϕ 0 = ω∈Ω p ω Φ k LP (ρ, τ, ω), and dual solutionŝ π k (ω) for each ω ∈ Ω.
Step [3] Check solution integrality:
Report (x k ,ŷ k (ω)) as optimal.
Stop. end if
Step [4] Calculate and store optimality cuts coefficients for scenarios with integer solution for ω ∈ Ω do ifŷ(ω) k ∈ Y then Calculate and store optimality cut coefficients
Step [5] Fenchel cuts and optimality cuts generation: for ω ∈ Ω do ifŷ(ω) k / ∈ Y then Compute scenario Fenchel cut coefficients: Run ISG to get F IP υ and use FCG based on F IP υ to get β(ω) k and g(ω, β(ω) k ). Add the cut β(ω) k y(ω) ≤ g(ω, β(ω) k ) to subproblem (15) . Solve the updated subproblem SP(ω) and get updated subproblem dual solutionπ(ω) k . Update optimality cut coefficients
Step [6] Add optimality cut η k x + θ ≥ γ k to master problem (14) and update iterator: set k ← k + 1.
Step [7] Solve master problem (14) to get a new first-stage solutionx k and objective value z k .
Step [8] Update lower bound: Set LB ← max{LB, z k }
Step [9] -optimality check: if |U B − LB| ≤ |LB| then Go to
Step [14] . end if
Step [10] Solve subproblems:
Calculate and store optimality cut coefficients
Step [11] Subproblem solutions integrality check:
Step [5] . end if end for
Step [12] Update solution and bound information:
Update incumbent solution:
Step [13] -optimality check: if |U B − LB| > |LB| then Go to
Step [6] . end if
Step [14] Declare x * -optimal. Stop.
For subproblems with a solution that does not satisfy the integrality requirements, Fenchel cut coefficients β k (ω), and the right hand side g(ω, β k (ω)) are computed for the iteration k in Step [5] . A Fenchel cut is added to subproblem SP(ω). Next, the dual solution obtained by solving the subproblem is used to generate the optimality cut coefficients. Once all subproblems have been solved at a given iteration, the optimality cut is added to the master problem in Step [6] . The iteration counter k is incremented by one, and the master problem is solved again in Step [7] to get an updated first-stage solution and objective value.
The lower bound LB is updated in
Step [8] . The gap between the lower bound LB and the upper bound U B is verified in Step [9] . If this gap is small enough, then the incumbent solution is declared -optimal in Step [14] , and then the algorithm terminates. Otherwise, all the subproblems are solved again, and optimality cut coefficients are updated for subproblems with an integer solution in Step [10] . The integrality of subproblem solutions is verified in
Step [11] : if a subproblem solution for any given ω is not integral, the algorithm returns to
Step [5] , to generate and add Fenchel cuts to the subproblems with a non-integer solution, and compute their optimality cut coefficients. Otherwise, the incumbent solution x * and the upper bound U B are updated in Step [12] . The optimality check is done again in Step [13] : if it is satisfied, the incumbent solution is -optimal, and the algorithm is terminated. Otherwise, the algorithm returns to Step [6] , and the optimality cut is added to the master problem, and its solved again. The algorithm is continued until the termination condition is satisfied.
Fenchel Cut Generation with Reduced Integer Set
For the sake of completeness, we next present the Fenchel cut generation procedure which is based on [17] . The procedure uses a master problem to construct a linear approximation of the subproblem space while the subproblem returns feasible integer points from F IP υ . The master problem is given as,
where the subproblem at iteration t is solved to get y(ω) (ν) .
Solving the problems (16) and (17) iteratively will give the optimal β(ω) and g(ω, β(ω)). The algorithm is stated as follows:
Algorithm 3 Fenchel Cut Generation Procedure (FCG)
Step [1] Initialization: Set t ← 0, > 0, LB ← −∞, U B ← ∞, and get an initial point β(ω) (0) ∈ Π β .
Step [2] Lower Bound:
Use β(ω) (t) to solve problem (17) and get solution y(ω) (t) and the corresponding objective value g(ω, β(ω) (t) ). Compute lower bound:
. end if Useŷ(ω) and solution y(ω) (t) from subproblem (17) to form and add constraint to the problem (16).
Step [3] Upper Bound:
Solve problem (16) to get an optimal solution (θ (t) , β(ω) (t) ).
Compute upper bound:
Set
The incumbent solution is optimal.
Stop. else
Set t ← t + 1 and go to [2] . end if
In
Step [1] we initialize the parameters for the algorithm. Each component of β(ω) (0) is arbitrarily initialzed to a value with their bounds. Since a subproblem integer program (3) has to be solved many times to generate Fenchel cuts, a linearly constrained domain for Π β such as the L 1 unit sphere or L 2 can also be used.
Step [2] uses β(ω) (0) as coefficients, then subproblem (17) is solved, and the corresponding objective value is stored. Due to ISG, subproblem (17) can be evaluated using F IP υ instead of F IP . It should be noted that subproblem (17) is solved as an IP, so the solution y(ω) (t) is integral. The bounds and incumbent solutions are updated in Step [2] . Based on the solution y(ω) (t) from subproblem (17), the cut is added to master problem (16) . In Step [3] , master problem (16) is solved and the termination condition is checked. Based on the termination condition, the algorithm either stops or continues.
Computational Study
To gain insights into the benefits of imbedding integer set reduction into a cutting plane algorithm, we performed a computational study based on an implementation of the SFD algorithm with the option of turning on ISG. The algorithm was implemented in C++ using the CPLEX 12.5 Callable Library [15] in Microsoft Visual Studio 2010. Computations were performed on an ACPI x64 computer with Intel R Xeon R Processor E5620 (2.4 GHz) and 12GB RAM. CPLEX MIP and LP solvers were used to optimize the master program and subproblems. Two test sets were created based on the two-stage multidimensional knapsack problem. The SFD algorithm was run to solve the test instances to optimality or stopped when a CPU time limit of 3,600 seconds (s) or 7,200s was reached. As a benchmark, the CPLEX MIP solver was applied to the deterministic equivalent problem (DEP) of each test instance. Next we describe how the multidimensional knapsack test instances were generated and then report the computational results in Section 4.2.
Test Instances Generation
We created a test problem with knapsack constraints in the first-stage, and both knapsack and assignment constraints in the second-stage. The first-stage problem is given as follows:
In problem (18) , c ∈ n 1 is the first-stage cost vector, and b ∈ is the first-stage right hand side. The function Q E (x) is the expected recourse function given as
where ω is a multivariate random variable and Q E (.) denotes the mathematical expectation operator satisfying
The underlying probability distribution of ω is discrete with a finite number of realizations (scenarios) with sample space Ω, and corresponding probabilities p ω , ω ∈ Ω. Thus for a given scenario ω ∈ Ω, the recourse function Φ(q(ω), h(ω), T (ω)x) is given by the following second-stage MIP:
In formulation (20) , y(ω) is the recourse decision vector, q(ω) ∈ n 2 is the recourse cost vector, w ij ∈ + is a fixed recourse parameter, and t i ∈ + , v ik ∈ + , u i ∈ + is a parameter taking values 0 or 1, m is a constant, and h(ω) k ∈ m 2 , r ∈ m 3 are the right hand side parameters. The decision vector y(ω) is bounded above by vector u. Finally, Z + is the set of nonnegative integers. Observe that formulation (18)- (20) has knapsack constraints in both the first-and second-stages.
In a supply chain context, the first-stage decision vector x specifies the selection of facilities, mode of transportation, and/or resources. For a realization ω, the second-stage decision vector y(ω) could be the amount of products produced or transported based on the strategic decision x from the first-stage. Additionally, knapsack-type constraints are added to represent capacity limitations in the second-stage.
Test instance data were randomly generated using the uniform distribution (U) with different parameter values. The knapsack weights were generated by sampling from U (2, 8) . Objective function coefficients were generated with the first-stage costs chosen so that they are much larger than second-stage costs. The first-and second-stage objective function coefficients were generated by sampling from U(0, 1500) and U (10, 20) , respectively. To generate tighter knapsack constraints, the right hand side value of each constraint was generated by finding the maximum knapsack weight (W max ) for the constraint, and then sampling from U(2 + (2W max * v ub ), 4W max * v ub ), where v ub is the upper bound for the integer variables. We assume that each scenario has equal probability of occurrence.
The problem characteristics are given in Table 1 . The columns of the table are problem name, 'Scens' is the number of scenarios, 'Bvars' is the number of binary variables, 'Constr' is the number of constraints, and 'Nzeros' is the number of non-zero elements for each of the problem instances. The problem name has the form k.m.n.S, where k stands for 'knapsack', m and n is the number of first-and second-stage decision variables, respectively, and S is the number of scenarios. Two test sets, 'Set 1' and 'Set 2' were created, where the first set has relatively smaller size instances compared to the second set. Specifically, Set 1 has test instances with 10 binary and 20 general integer variables in the first-and second-stage, respectively. In this set the test instances were created for 50, 100, 150, and 200 scenarios. Set 2 has test instances with 20 binary and 30 general integer variables in the first-and second-stage, respectively. In the instances, first-stage has 10 constraints and second-stage has 20 and 30 constraints in Set 1 and Set 2, respectively. Test instances for this set were created for 500, 1,000, 1,500, and 2,000 scenarios. Five randomly generated replications were created for each instance size to avoid pathological cases.
Results
Detailed computational results for Set 1 and Set 2 are reported in Tables 2 and 3 , respectively. In the tables, 'SFD' and 'SFD-R' represent the results using SFD algorithm without ISG and with ISG algorithm, respectively. In the tables the column 'Instance' is the name of the test instance. The three columns under SFD and SFD-R, respectively, are as follows: 'MIPs' is the number of MIPs solved using the respective procedure; 'FCuts' is the number of Fenchel cuts; and '%Gap' is the percentage gap between the lower bound (LB) and the upper bound (UB) value after the stipulated runtime (3600s for Set 1 and 7200s for Set 2). Finally, the last column '%Gap' shows the CPLEX MIP gap after solving the DEP for the designated amount of time.
We can see from Tables 2 and 3 that none of the algorithms is able to solve any single test instance to optimality within the allotted time, an indication of the difficulty of these instances. However, both the SFD and SFD-R algorithms are able to obtain better bounds than using the direct solver applied to the DEP. In Table 2 we see that the SFD-R algorithm provides better performance on average over the SFD algorithms in terms of the percentage gap. The gains are much more significant for Set 1 than for Set 2. The results show that incorporating ISG in the SFD algorithm provides gains in gap reduction for both Set 1 and Set 2. This is an indication that reducing the integer set required for generating cuts in an SMIP algorithm can lead to better bounds for SMIP. To see the performance of each method on a given test instance, we plotted the percentage gap versus the instance in Figure 6 . The graph clearly shows that the SFD-R algorithm provides the best performance overall. We also wanted to look at the number of subproblem MIPs that were solved in the FCG routine under each algorithm. Solving more cut generation MIPs implies fast performance in terms of generating a cut. The results are shown in Figure 7 , where '#MIPs' represents the number of MIPs solved using the SFD (without ISG) and SFD-R (with ISG) algorithms. 
SFD
The results clearly show that the SFD-R algorithm solves relatively more MIPs, and thus generates more FD cuts (Figure 8 ), than the SFD algorithm. Finally, we should point out that the larger size test instances (Set 2) generally requires more cuts than the smaller size test instances (Set 1). 
Conclusion
This work introduces a new integer set reduction procedure for cutting plane methods for SMIP with general integer variables in the second-stage. Example illustrations of the new method in the context of generating Fenchel cutting planes are given. The method is then incorporated into the Fenchel decomposition algorithm for SMIP and a computational study is performed to assess the benefits of the new approach. The results from the computational study show that incorporating integer set reduction in the Fenchel decomposition method leads in having better bounds and provides better performance than a direct solver applied to the deterministic equivalent problem. Also, more cuts are generated in a given time period when integer set reduction is used as opposed to when it is not used. Future work along this line of work include extending the integer set reduction procedure to SMIP with arbitrary or general recourse matrices. Another extension is to incorporate and evaluate the new procedure in other cutting plane methods for SMIP such as disjunctive decomposition and dual decomposition.
