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Abstract
Numerical methods for the bifurcation analysis of delay dierential equations (DDEs) have only recently received much
attention, partially because the theory of DDEs (smoothness, boundedness, stability of solutions) is more complicated and
less established than the corresponding theory of ordinary dierential equations. As a consequence, no established software
packages exist at present for the bifurcation analysis of DDEs. We outline existing numerical methods for the computation
and stability analysis of steady-state solutions and periodic solutions of systems of DDEs with several constant delays.
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Delay dierential equations
In this paper, we consider delay dierential equations with multiple xed discrete delays,
_x(t) = f(x(t); x(t − 1); : : : ; x(t − m); ); (1)
where x(t) 2 Rn, f : Rn(m+1)  R ! Rn,  2 R, j > 0; j = 1; : : : ; m. Other types of DDEs exist
and appear in applications. If, e.g., the right-hand side of (1) further depends on the derivative of
x(t) in the past,
_x(t) = f(x(t); x(t − 1); : : : ; x(t − m); _x(t − 1); : : : ; _x(t − m); ); (2)
the corresponding DDE is of neutral type. Delays can also be distributed (bounded or unbounded)
or varying (time and=or state dependent). All these types of DDEs exhibit quite dierent theoretical
properties, many of which are still under investigation. Here we restrict ourselves to DDEs of
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type (1) and briey mention some extra (and unsolved) diculties occurring in the numerical analysis
of (2).
A solution x(t) of (1) and (2) on t 2 [0;1) is uniquely dened by specifying as initial condition
a function segment, x() = x0(); −660, where  = maxi i, x0 2 C. Here C = C([ − ; 0];Rn)
is the space of continuous function segments mapping the delay interval into Rn. Even if f and x0
are innitely smooth, a discontinuity in the rst derivative of x(t) generally appears at t = 0 which
is propagated through time. The solution operator of (1), however, smoothes the initial data and
discontinuities appear in higher derivatives as time increases, which is not the case for (2).
Numerical methods for time integration of (1) are indicated by C.T.H. Baker [26]. Here, we
outline numerical methods for the bifurcation analysis of steady-state solutions and periodic solutions
of (1). Since a DDE can be approximated by a system of ordinary dierential equations (ODEs),
this allows to use standard numerical methods for ODEs. However, an accurate approximation leads
to a high-dimensional system of ODEs and thus to a very expensive method. In this paper we only
present methods that are specically developed for DDEs, which are both more ecient and more
reliable.
2. Steady-state solutions
A steady-state solution (equilibrium) of (1) does not depend on the delays. Hence, (1) and the
system of ODEs, obtained from (1) by putting all delays to zero, have the same steady-state solutions,
x 2 Rn, which can be computed as zeros of the n-dimensional nonlinear system f(x; x; : : : ; x; )
= 0.
However, the stability conditions are dierent. The stability of a steady-state solution x of (1) is
determined by the roots of the characteristic equation. If we dene the nn-dimensional characteristic
matrix  as
(x; ) = I − A0(x)−
mX
j=1
Aj(x) e−j; (3)
with Aj the partial derivative of f with respect to its (j + 1)th argument evaluated at x, then the
characteristic equation reads
P() = det((x; )) = 0: (4)
The steady-state solution x is asymptotically stable provided that all the roots  2 C of (4) have
strict negative real part [14, p. 23]. Note that, in general, (4) has innitely many roots.
If the right-hand side of the DDE depends on a physical parameter (like  in (1)) then a branch
of steady-state solutions (x()) can be computed as a function of the parameter using a continuation
procedure. The stability of the steady-state can change whenever roots of (4) cross the imaginary
axis. The corresponding bifurcation point is (generically) a turning point when a real root crosses
through zero and a Hopf bifurcation when a complex pair of roots crosses the imaginary axis. In
the latter case a branch of periodic solutions arises from the bifurcation point.
To determine the stability of x, a distinction can be made between two types of algorithms.
The rst type computes the number of unstable roots of Eq. (4), that is the number of roots 
with Re()> 0, without computing the roots themselves. The second type locates and computes the
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nite number of roots of (4) with real part greater than some negative constant, Re()>−. Once
detected, bifurcation points can be followed in two-parameter space using an appropriate determining
system (see [20]).
2.1. Counting unstable roots
Since P() is an analytic function, the theorem on the logarithmic residue [4] holds. If P() is
not zero on a closed contour GC in the right-half plane, then the number of zeros of P() in the
interior of G, counted according to their multiplicities, is
NG =
1
2i
Z
G
P0(z)
P(z)
dz: (5)
In [16], (5) is approximated using numerical quadrature. Geometric interpretation of (5) leads to the
argument principle which is used in [20],
NG =
1
2GargP(z); (6)
where G argP(z) is the total increase of argP(z) as z moves once around the contour G in the
positive direction. The method suggested in [12] is based on a restatement of the argument principle
which says that NG equals the number of times the curve J = P(G) (the mapping of G under
z ! P(z)) encircles the origin.
In the papers mentioned above, dierent choices of the contour G are used. Two problems arise:
roots in the right-half plane outside of G go unnoticed and (5) and (6) are ill-conditioned when
P() has a root near G. The rst problem is tackled in [16] using a Gershgorin-type bound to
determine a region in the positive half plane, inside which all zeros (if any) of (4) must lie. In [20]
the contour is user chosen. In [12] G consists of the semicircle  = R exp(i);  2 [ − =2; =2],
and the segment [ − iR; iR] with R  0. If an upper bound for R can be derived such that for
R>Rcrit, Re(P(iR))< 0, it is sucient to consider the segment [− iRcrit; iRcrit]. The second problem
can somewhat be alleviated using adaptivity in the stepsize of the numerical quadrature or in the
determination of (6).
Recently, extensions of (5) have been used to compute not only the number but also the location of
the roots inside a region in the complex plane (see [17] and the references therein). All the methods
mentioned in this subsection suer from the problem that they are computationally expensive for
large n due to the computation of the n n determinant in (4).
2.2. Locating and computing roots
Eq. (4) can be seen as a nonstandard, nonlinear eigenvalue problem with an innite number of
solutions of which only the rightmost solutions are of interest to determine the stability. Several
algorithms are available for the ecient computation of selected eigenvalues of possibly very large
matrices. Therefore, one transforms (4) to a standard eigenvalue problem. For this, we have to
consider (1) in its proper state space, C.
Two dierent operators acting on C are related to (1) and have eigenvalues which correspond to
the solutions of (4). First, consider the time integration operator S(t0) of the linearized equation of
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(1), i.e. S(t0)y0=yt0 where y0, yt0 are solution segments of a solution y(t) of the variational equation
_y(t) = A0(x)y(t) +
mX
i=1
Ai(x)y(t − i): (7)
S(t0) is compact whenever t0>. Second, consider the innitesimal generator A dened as
A= lim
t0!0+
S(t0)− 
t0
;  2 D(A);
whose domain is dense in C. The eigenvalues of A coincide with the solutions of (4), while the
eigenvalues of S(t0) are of the form exp(t0), with  a solution of (4), plus possibly zero [14].
Once an eigenvalue  of S(t0) is found, the corresponding root of the characteristic equation can
be extracted using Re() = log(jj)=t0 and Im() = arcsin(Re()=jj)=t0 mod =t0. The full imaginary
part can further be extracted from the corresponding eigenvector of S(t0).
We now indicate how both A and S(t0) can be discretized into large matrices J and M (t0)
whose eigenvalues can be computed using established numerical algorithms like subspace iteration
and Arnoldi’s method (to compute dominant eigenvalues), if necessary combined with shift-invert
or Cayley transformations (to compute rightmost eigenvalues) [24,21].
Let =f−= t0<t1<   <tL−1<tL=0g denote a mesh on [−; 0], N=n(L+1). We denote
the discrete initial condition by  2 RN and introduce two new operators. Let Interp : RN ! C
interpolate the discrete representation  on  such that the resulting function segment is in C, while
Discret : C ! RN discretizes a function segment by taking its value on the mesh points of . Then
M (t0) = Discret(S(t0)Interp()) 2 RNN .
The construction of M (t0) can now be achieved as follows: the jth column of M (t0) (M (t0)ej
with ej the jth unit vector) equals Discret(S(t0)Interp(ej)) which can be computed using one time
integration. Hence the construction of M (t0) requires N time integrations, which is expensive for
large N . In this situation it can be more ecient to approximate the eigenvalues of M (t0) without
its full construction (see [6] for details).
An approximation for J is given by
J  M (h)− I
h
; (8)
where 0<h 1 denotes one time step of a given time integration scheme. In this case, the sparse
matrix M (h) can easily be written down explicitly. The eigenvalues of J approximate the eigenvalues
of A only by O(h), even if the integration scheme is O(hk+1) because of the forward dierence
formula (8). More details about this second approach and a second-order alternative can be found
in [10,11].
In [18] a third and quite dierent numerical approach is described. Using the end point values
of the solution to a functional equation occurring in the Lyapunov theory of delay equations, a
scalar function v(d) is constructed which has a pole at every d = Re() with  a root of (4).
The determination of Re() is then reduced to nding the poles of v(d). This method is, however,
restricted to systems with commensurate delays.
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Fig. 1. Roots of the characteristic equation in a region of the complex plane for the delay equation _x(t)= 6x(t)+ x(t− 1)
(left), respectively, the neutral equation _x(t) = 6x(t) + x(t − 1) + 12 _x(t − 1) (right).
2.3. Neutral equations
The time integration operator S(t0) of the linear neutral DDE,
_y(t) = A0y(t) +
mX
i=1
Aiy(t − i) +
mX
i=1
Bi _y(t − i); (9)
is no longer compact (even if t0>). The spectrum of S(t0) consists of both a point spectrum
and an essential spectrum. The point spectrum of S(t0) asymptotes to the essential spectrum and
the real parts of the corresponding roots of the characteristic equation of (9) do not asymptote to
−1. As a consequence, the stability-determining roots can have a very large imaginary part, see
Fig. 1. Moreover, the radius of the essential spectrum can change discontinuously as a function of
the delays [1,15,22]. Hence, the bifurcation analysis of neutral equations leads to many new and
unsolved diculties.
3. Periodic solutions
For notational convenience we restrict ourselves to equations with one delay,
_x(t) = f(x(t); x(t − ); ); (10)
but generalisation to multiple delays is straightforward. A periodic solution of (10) can be found as
the solution of the following two-point boundary value problem (BVP)
_x(t) = f(x(t); x(t − ); ); t 2 [− ; T ];
x0 = xT ;
s(x0; xT ) = 0;
(11)
where T is the (unknown) period and s :C  C ! R is a suitable phase condition to remove trans-
lational invariance. The periodic BVP (11) is an innite-dimensional problem (a function segment
x0 2 C has to be determined), while it is a nite-dimensional problem in the case of ODEs.
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Due to its periodicity, a periodic solution x(t) is smooth for all t. The stability of a solution of
(11) is determined by the spectrum of the linearized monodromy operator, S(T; 0) = @xT (x0)=@x0,
where xT (x0) is the result of integrating (10) over time T starting from initial condition x0. Provided
T>, the operator S(T; 0) is compact and thus its spectrum, (S(T; 0)), consists of a point spectrum
with zero as its only cluster point [14, p. 191]. Any  6= 0 in (S(T; 0)) is called a characteristic
(Floquet) multiplier. Furthermore,  = 1 is always an eigenvalue of S(T; 0) and it is referred to as
the trivial Floquet multiplier.
In general, there are two approaches to compute periodic solutions of (11), i.e., shooting [13,19]
and collocation [3,2,5] methods.
3.1. Shooting methods
System (11) can be rewritten in terms of the unknowns x0 2 C and T 2 R,
r(x0; T ) := xT (x0)− x0 = 0;
s(x0; T ) = 0:
(12)
This nonlinear system can be solved iteratively using a Newton iteration,
@xT =@x0 − I @xT =@T
@s=@x0 @s=@T

(x(k)0 ;T
(k))
"
x(k)0
T (k)
#
=−

r
s

(x(k)0 ;T
(k))
; (13)
x(k+1)0 = x
(k)
0 + x
(k)
0 ; T
(k+1) = T (k) + T (k):
At convergence, the Frechet derivative @xT (x0)=@x0 equals the linearized monodromy operator S(T; 0).
After discretization, (13) is approximated by
M − I g
cT d
 

T

=−

~r
~s

; (14)
where
M =Discret
 
@xT (Interp())
@x0

(;T )=((k) ; T (k))
Interp()
!
2 RNN ; (15)
and similar formulas hold for g 2 RN , c 2 RN , d 2 R, ~r 2 RN and ~s 2 R.
M is a high-dimensional dense matrix which requires at least N time integrations to construct (see
Section 2.2 and [19] for details). This makes ‘full’ Newton [13] prohibitively expensive for large
N . At convergence M is a discrete approximation of S(T; 0) and we call it the monodromy matrix.
The Newton{Picard approach [19] reduces the computational costs of the ‘full’ Newton iteration
(14) by exploiting the fact that most multipliers lie close to zero. Suppose 1; : : : ; p are the p most
dominant eigenvalues of M such that
j1j>j2j>   >jpj>> jp+1j>   >jN j (16)
with pN and < 1. Suppose the columns of Vp 2 RNp form an orthonormal basis for the
low-dimensional eigenspace U corresponding to 1; : : : ; p. The number p is determined during the
computation of Vp using subspace iteration [19]. Suppose further that the columns of Vq 2 RNq,
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q = N − p, form an orthonormal basis for U?, the orthogonal complement of U in RN . The
high-dimensional basis Vq is only used to derive the necessary formulas, it is not constructed in the
actual implementation. The Newton correction  2 RN has a unique decomposition
= Vp^p + Vq^q; ^p 2 Rp; ^q 2 Rq: (17)
Projecting the rst N equations of (14) on the two subspaces U and U? and substituting ^p and
^q for  using (17) results in2
64
V Tq (M − I)Vq V Tq MVp V Tq g
V TpMVq V
T
p (M − I)Vp V Tp g
cTVq cTVp d
3
75
2
64^q^p
T
3
75=−
2
4V
T
q ~r
V Tp ~r
~s
3
5 : (18)
Because U is an invariant subspace of M , we have V Tq MVp = 0qp. At the periodic solution g
corresponds to the discretized eigenfunction of the trivial Floquet multiplier. The corresponding
eigenvalue of M is approximately 1 and if  is not too close to 1, the corresponding eigenvector
belongs to U . Hence, the term V Tq g is very small at convergence and can be neglected near the
periodic solution.
System (18) is now partially decoupled: one can rst solve the large, q q system
V Tq (M − I)Vq^q =−V Tq ~r; (19)
iteratively with a Picard scheme (requiring one matrix{vector product with M per iteration) and,
using its solution ^q, solve the small p p system"
V Tp (M − I)Vp V Tp g
cTVp d
# "
^p
T
#
=−

V Tp ~r
~s

−

V TpM
cT

Vq^q (20)
using a direct method. For (19) and (20), the matrix M is not constructed explicitly; instead, matrix{
vector products with M are computed through time integration. More details can be found in [19,8].
3.2. Collocation methods
In this section we consider collocation methods based on piecewise polynomials [5]. Collocation
based on truncated Fourier series [3,2] is quite similar.
We approximate the solution prole by a piecewise polynomial u(t) on [0; 1] which is represented
on each interval of a mesh  = f0 = t0<t1<   <tL = 1g as a polynomial of degree m,
u(t) =
mX
j=0
u(ti+ jm )Pi; j(t); t 2 [ti; ti+1]; i = 0; : : : ; L− 1; (21)
where Pi; j(t) are the Lagrange polynomial basis functions, ti+j=m = ti + jhi=m; hi = ti+1 − ti; i =
0; : : : ; L−1; j=1; : : : ; m. The approximation u(t) is completely determined in terms of the coecients
ui+j=m = u(ti+j=m); i = 0; : : : ; L− 1; j = 0; : : : ; m− 1 and uL = u(tL).
Let X = fci; j= ti+ cjhi; i=0; 1; : : : ; L− 1; j=1; : : : ; mg be a given set of collocation points based
on the collocation parameters 06c1<c2<   <cm61. Then the idea of a collocation method is
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Fig. 2. Prole of the solution of the two-dimensional delay dierential equation described in [23]. Mesh points () chosen
by an adaptive mesh selection procedure.
to construct a (nonlinear) system of equations such that its solution u(t) satises the time-rescaled
original system of equations on the set X ,
_u(ci; j) =
(
Tf(u(ci; j); u(ci; j − =T ); ) when ci; j − =T>0;
Tf(u(ci; j); u(ci; j − =T + 1); ) when ci; j − =T < 0:
(22)
In (22) we used the periodicity condition to eliminate u(t) for t < 0 and we assumed T >. Using
c = ci; j; ~c = (c − =T )mod 1; tk6 ~c< tk+1, (22) has the following structure:
mX
j=0
ui+j=mP0i; j(c) = Tf
0
@ mX
j=0
ui+j=mPi; j(c);
mX
j=0
uk+j=mPk; j( ~c); 
1
A ; (23)
where P0() is the derivative of P(). The unknowns ui+j=m and T are computed by solving the lin-
earization of (23) together with u0 =uL; s(u; T )=0 iteratively. Instead of the collocation polynomial
in the past (to evaluate u( ~c)), special interpolating polynomials can be used which recover super-
convergence results at mesh points. For dicult proles adaptive mesh selection can be of interest,
see Fig. 2. More details can be found in [5].
3.3. Stability and continuation
Once a periodic solution is found, its stability can be obtained by computing a discrete approxi-
mation M of the monodromy operator S(T; 0) and its dominant eigenvalues (approximations to the
stability determining Floquet multipliers). This is automatically done in shooting, whether imple-
mented as a full Newton iteration or via the Newton{Picard approach. For the collocation methods,
an approximation of S(T; 0) can be constructed along the lines of Section 2.2 using the variational
equation around the obtained periodic solution [2].
If (10) depends on a physical parameter , branches of periodic solutions can be traced as a func-
tion of the parameter in a continuation procedure [3,2,19], see Fig. 3. Bifurcations occur whenever
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Fig. 3. Three branches of periodic solutions of the delay dierential equation _x(t)=−x(t−1)(1+x2(t−1))=(1+x4(t−1))
[3,19]. The rst branch emanates from a Hopf bifurcation (o), turns and undergoes a transcritical bifurcation. The inter-
secting branch undergoes a turning point, a symmetry-breaking pitchfork bifurcation and a torus bifurcation (x).
Floquet multipliers move into or out of the unit circle. Generically this is a turning point when a
real multiplier crosses through 1, a period-doubling point when a real multiplier crosses through −1
and a torus bifurcation when a complex pair of multipliers cross the unit circle. Continuation can
be started from a Hopf point or a (stable) solution prole obtained using simulation.
3.4. Neutral equations
No smoothing occurs when integrating neutral DDEs. If the neutral terms are linearly involved and
the corresponding essential spectrum is stable, then smoothness of periodic solutions was proven in
[14]. In [8] some branches of periodic solutions of a scalar one-delay neutral equation were computed
using the method of Section 3.1. To use the spectral decomposition (16), it is required that the
essential spectrum is well inside the unit circle. These numerical results indicate the sensitivity of
the essential spectrum to both the delay and the period. For the same example it was proven that
periodic solutions with discontinuous rst derivative exist when the above-mentioned conditions are
violated [7].
4. Conclusions
In this paper we outlined numerical methods for the computation and stability analysis of steady-
state solutions and periodic solutions of systems of DDEs with several constant delays. These methods
can be used in a continuation procedure to follow branches of solutions, to determine their stability
and to locate bifurcation points. The methods could be adapted for DDEs with more general types
of delays. The main problem here is that the theory is not fully developed for all types of delays.
Equations with bounded distributed and state-dependent delays behave quite similar to equations
of type (1) but larger dierences occur when going to unbounded delays or neutral equations. For
DDEs of neutral type, we briey discussed some open problems and new diculties.
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While a number of software packages have been developed for time integration of DDEs, no
software packages exist for the bifurcation analysis of DDEs. At present some (private) codes for
stability analysis of steady states or for the computation and stability analysis of periodic solutions
exist, but they are not yet available in a user friendly form. A Matlab package which implements
some of the methods described in Sections 2.2 and 3.2 is in preparation by the authors [25]. The
package XPP [9] contains an implementation of the method described in Section 2.1 for the stability
analysis of steady-state solutions.
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