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largely land-based character of the ice sheet during that period. The AIS model is run at a 154 horizontal resolution of 20 x 20 km instead of 10 km x 10 km (as in the standard LOVECLIM 155 configuration and for the GrIS model) due to computational constraints for the relatively long 156 duration of the LIG simulation. 157
To embed the dynamic GrIS simulation in the other NH boundary conditions, the geometric 158 evolution of the GrIS overrides prescribed changes where Greenland ice is present. In that 159 case, the prescribed ice sheet evolution and associated FWF are not limited by the present-day 160 configuration of the GrIS as in Loutre et al. (2014) . With dynamic GrIS and AIS evolution, 161 their calculated FWF (Figure 3b ) replace the background freshwater flux from runoff over 162 land calculated by the land model. The ice sheet evolution is illustrated in Figure 2 for the 163 modelled GrIS embedded in the NH reconstruction (top) and for the modelled AIS (bottom). 164
In our setup, the combined sea-level contributions from Antarctica and the NH (including 165 by Kopp et al. (2009 Kopp et al. ( , 2013 . More details about the ice sheet and sea-level evolution can be 175 found in a companion paper (Goelzer et al., 2016 ) that specifically deals with the sea-level 176 contribution of the ice sheets during the LIG in a fully coupled model set-up. 177
Initialisation 178
The goal of our initialisation technique is to prepare a climate model state for the transient 179 simulations starting at 135 kyr BP that exhibits a minimal coupling drift. Both the GrIS and 180 AIS models are integrated over the preceding glacial cycles and the entire LIG in stand-alone 181 mode. The climate model is then initialized to a steady state with ice sheet boundary 182 conditions, greenhouse gas forcing and orbital parameters for the time of coupling (135 kyr 183 BP). In this way, when LOVECLIM is integrated forward in time for transient experiments, The situation in the SH is more complex as surface temperature and sea ice evolution are 288 influenced both by freshwater forcing from the AIS as by the FWF in the NH. The AMOC 289 variability gives rise to changes in the SH through the so-called interhemispheric see-saw 290 effect (Stocker 1998 ). The SH begins to warm as the NH cools due to modified oceanic heat 291 transport across the equator. Minima in SH temperature (cf. Figure 5c ) and maxima in SH sea 292 ice area ( Figure 7d ) are therefore associated with maxima in AMOC strength. The additional 293 effect of including GrIS freshwater forcing is consequently also felt in a warmer SH with less 294 sea ice formation. However, the influence of GrIS freshwater fluxes and consequential 295 AMOC variations on the SH temperature appears to be mostly limited to the beginning of the 296 experiment between ~135 and 131 kyr BP. It could be speculated that this is related to the 297 larger extent of the SH sea ice in a colder climate, making the system more sensitive due to an 298 increased potential for sea ice-albedo and insulation feedbacks. We also note that modelled 299 periods of increased NH freshwater fluxes, reduced AMOC strength and higher SH 300 temperatures are roughly in phase with periods of steeper increase in GHG concentrations (cf. 301 The formation of AABW is strongly controlled by salinity and sea ice area (and therefore 313 temperature) of the polar surface waters and hence by both Antarctic and indirectly by NH 314 freshwater fluxes. Here, the strength of AABW formation is calculated as the minimum value 315 of the global meridional overturning stream function below the Ekman layer south of 60° S. 316
The AABW formation (Figure 7e ) is stronger for saltier and colder surface conditions and 317 therefore strongest in case noAGfwf, where FWF are suppressed from the AIS (saltier) and 318 the GrIS (colder). For a similar Antarctic freshwater forcing, the AABW formation is stronger 319 for a larger SH sea ice area. Including Antarctic FWF leads to a generally weaker AABW 320 formation as surface waters become fresher (cf. noGfwf versus noAGfwf). These 321 relationships imply also that a stronger decrease in AABW formation, associated with 322 decreased CO 2 uptake by the ocean can be found for periods of steeper increase in prescribed 323 radiative forcing. Again, this appears to support consistency in timing between prescribed 324 radiative and NH ice sheet forcing in our modelling. A direct reconstruction of NH ice sheet evolution during Termination II based on 466 geomorphological data is not possible, due to the scarcity of field evidence that was mostly 467 destroyed by the re-advancing ice sheets during the last glacial period. Therefore, a 468 reconstruction of Termination II is made by remapping the much better constrained post-469
LGM retreat. 470
Post-LGM ice extent 471
The evolution of the northern hemisphere ice extent since the LGM was estimated based on 472 published sources (Table A1) Figure A1 shows the deglaciation 490 chronology reconstructed in this manner. 491
Post-LGM ice sheet elevations 492
The northern hemisphere ice sheets introduced significant changes to the surface topography 493 of the region. As LOVECLIM1.3 has only 3 atmospheric height levels, details regarding 494 topography are not strongly sensed. To include changes in surface topography in the model, 495 parabolic profile ice sheets are constructed using the extents shown in Figure A1 
