The Enskog kinetic equation for hard spheres is the only tractable theory with which the transport properties of a moderately dense gas can be studied. However, relatively little is known about its solutions outside the linear regime. In this paper two approximate nonlinear solutions of the Enskog equation for uniform shear flow are presented: a perturbative solution to second order in the shear rate and to fourth order in velocity moments and a ''nonperturbative'' moment solution to all orders in the shear rate and to second order in the velocity moments. A comparison to the results of nonequilibrium molecular-dynamics simulations shows that the perturbative results give good estimates of the quadratic corrections to the pressure tensor while the nonperturbative solution gives a semiquantitative description of viscoelastic effects including shear thinning and the normal stresses over a wide range of shear rates. The relevance of these results to the construction of kinetic models of the Enskog equation is also discussed.
I. INTRODUCTION
The Enskog equation, describing the time evolution of the one-body distribution function for hard spheres, is the only tractable and realistic kinetic equation for a moderately dense system ͓1-3͔. It was originally proposed on physical grounds as a heuristic generalization of the Boltzmann equation and has since been further extended by van Beijeren and Ernst ͓4͔ to give a unified basis for the description of fluid, solid, and metastable states ͓5͔. Near equilibrium, the standard method for analyzing all of these models, since they are structurally very similar, is the Chapman-Enskog expansion. At lowest nontrivial order, this gives explicit expressions for the linear ͑Navier-Stokes order͒ transport coefficients in terms of the intermolecular potential. The Boltzmann-level results provide a good description of linear transport in a wide range of low-density gases and mixtures ͓2,3͔. The Enskog results are well known for their surprising accuracy with, e.g., the shear viscosity of the hard-sphere gas being accurately predicted up to a density of one-half of the freezing point ͓6͔. Higher-order terms in the expansion describe nonlinear transport. However, because of the intricate nature of the models, the expansion is analytically complex to carry through so that general results are only known to third order for the Boltzmann equation ͓2,7͔, while only part of the second-and third-order contributions have been calculated for the Enskog equation ͓8͔. Apart from these perturbative results, only a handful of exact solutions are known and then only for the Boltzmann equation ͓9͔. Thus, even with the Boltzmann equation, systems far from equilibrium can only be studied by numerical methods or by means of simplified versions of the model. Both of these methods have recently been extended to the Enskog equation ͓10,11͔, although neither has yet been widely studied.
The purpose of this paper is to give a picture of nonlinear transport as described by the Enskog theory for the particular case of a sheared fluid. The state of uniform shear flow ͑USF͒, in which the macroscopic flow velocity, defined to be along the x axis, varies linearly with position along an orthogonal axis, e.g., the y axis, has been the subject of numerous studies, both theoretical and by means of computer simulation ͓12͔. Indeed, one of the rare exact solutions to the Boltzmann equation is that for a system of Maxwell molecules ͑interacting via an inverse fourth power potential͒ undergoing USF ͓13,14͔. This focus of attention is largely due to the fact that USF can be established by the application of modified ͑Lees-Edwards͒ periodic boundaries ͓15͔, thus making it easy to simulate and incidently eliminate from theoretical analysis complicating features such as boundary layers associated with walls. Furthermore, the state of USF provides a direct probe of some of the transport properties of the fluid: For example, with the axes mentioned above, the x-y component of the stress tensor is the shear viscosity times the shear rate. A final motivation is the fact, discovered ͓16͔ about ten years ago, that at high shear rates simple fluids ͑including the hard-sphere fluid͒ undergo an ordering transition whereby the atoms are arranged in planes or strings perpendicular to the flow gradient. Indeed, two closely related Enskog-based theories of this transition have been formulated ͓17,18͔, which, although in qualitative agreement with the simulations, require as input the steady-state distribution at high shear rates for which the use of the perturbative results is questionable. The present work was motivated, in part, by a desire to investigate this point.
As mentioned above, the standard analysis of the Enskog equation makes use of the Chapman-Enskog expansion according to which the distribution is expanded in terms of a quantity characterizing the uniformity of the fluid: For USF this is simply the shear rate. This leads to a set of linear integral equations that are usually solved by means of the Chapman-Cowling expansion ͓2,3͔, which is an expansion in terms of a set of orthogonal polynomials of the momentum ͑the Sonine polynomials͒. The first expansion obviously limits the use of low-order results to small gradients, while the second expansion is devoid of physical content and is simply a mathematical convenience. An alternative method, first proposed by Grad ͓19,2,3,20,21͔ for analyzing the Boltz-*Electronic address: j.lutsko@arcadis.be mann equation, is to first expand the distribution ͑about local equilibrium͒ in terms of a complete set of orthogonal polynomials in the momentum. This, together with other simplifying assumptions, including the truncation of the expansion of the distribution, leads to a set of equations for the coefficients that are essentially an extension of the Navier-Stokes equations and that have been used to study the behavior of fluids under extreme conditions, e.g., in shock waves. Depending on the number of coefficients retained, Grad's original equations are known in the literature as the 13-or 20-moment approximations. More generally, the method consists in projecting the kinetic equation onto a finitedimensional space spanned by the chosen basis functions, the choice of basis functions being restricted by the particular boundary conditions being imposed ͓21͔. The moment approximation is interesting because no explicit assumption is made about the size of the gradients in the system: Although small gradients might provide a justification for truncating the expansion of the distribution function, it is not in general required. Indeed, all of the assumptions Grad made to derive his approximations are exact ͓20͔ for the Maxwell gas ͑in-verse fourth power potential͒ undergoing USF described by the Boltzmann equation, which is in fact the reason that Ikenberry and Truesdell were able to solve the Boltzmann equation in this case. Thus the moment method has played a role in the study, e.g., of extended hydrodynamic modes ͓22͔ where assumptions about the size of inhomogeneities cannot be made. Here it is shown that the lowest nontrivial order of the moment expansion gives a quantitatively reasonable model for shear thinning and normal stresses at large shear rates. The discussion of this point is an extension of the preliminary account that appeared in Ref. ͓23͔ .
In this paper the moment method is applied to the Enskog equation for a system undergoing USF and the solutions are compared to the results of molecular-dynamics simulations. In Sec. II the existence of a stationary solution under the conditions used to study USF by computer simulation is discussed and two calculations based on a moment expansion of the distribution are presented. The first is the complete solution to second order in the shear rate and to fourth order in the ͑velocity͒ moments. The second is the solution to second order in the moments and to all orders in the shear rate. These are compared, in Sec. III, to computer simulations for a relatively dense fluid and it is found that the accuracy of the Enskog equation appears to extend into the nonlinear regime with the perturbative results being numerically accurate near equilibrium and the nonperturbative results giving a semiquantitative description of the shear viscosity and normal stresses over the entire range of shear rates up to the ordering transition. The paper concludes in Sec. IV with an extended discussion of the implications of these results on the construction of a simple kinetic model of the Enskog equation and on the construction of a ͑model͒ positivedefinite distribution function for strongly sheared hardsphere fluids.
II. MOMENT SOLUTIONS TO THE ENSKOG EQUATION
Both the Enskog and the Boltzmann equations for the one-body reduced distribution function may be written as
where q ជ and v ជ are position and velocity and the difference between the Enskog and the Boltzmann equations lies in the form of the bilinear collision operator, which is given explicitly in Appendix A. The final term on the left-hand side is a possible contribution due to an externally imposed one-body force: Most studies of USF include such a force to maintain a constant temperature as described below. The equation must be supplemented by boundary conditions, which are taken to be the Lees-Edwards conditions used in computer simulations of sheared flow ͓15͔. These are defined as periodic boundaries in the rest frame of the imposed flow profile. Specifically, if the desired flow is taken to be
in a Cartesian coordinate system with basis (x ,ŷ ,ẑ ), then the rest-frame coordinates are simply q ជ Јϭq ជ Ϫv ជ 0 (q ជ )t and v ជ Јϭv ជ Ϫv ជ 0 (q ជ ) and periodic boundaries are imposed with respect to q ជ Ј. It is easy to verify that if the external force is only a function of v ជ Ј then Eq. ͑2.1͒, expressed in the rest frame, is translationally invariant ͑for both the Boltzmann and Enskog collision operators͒ and since the boundary conditions are as well, the equation admits of spatially homogeneous solutions. More generally, the solution need only be periodic in the rest frame and, indeed, recent studies have indicated that USF may not be the stable state for large systems ͓24͔. Our interest here, however, is to understand the properties of the relatively small systems studied by computer simulation and from which transport and viscoelastic properties may be measured and for these the homogeneous solution is of most interest. Given this, we seek solutions that are spatially homogeneous in the local rest frame. It simplifies matters to note that such solutions are also homogeneous when expressed in terms of the laboratory coordinates and excess velocity in which case we may write
provided, of course, that the external force depends only on the excess velocity v ជ Ј and time, which will henceforth be assumed to be true. To specify the macroscopic state, one needs to know the hydrodynamic fields, the local density velocity, and energy density, or temperature, which are respectively defined as
and, in general, are also determined from the Enskog equation
where the angular brackets indicate an average over velocities. ͑Here and henceforth, the mass of the particles is taken to be one.͒ Given the form of the distribution ͑2.3͒, it immediately follows that the density is spatially homogeneous as is the excess velocity u ជ (q ជ ,t)Ϫv ជ 0 (q ជ ), so that, if the centerof-mass position and velocity are taken to be zero, we have u ជ (q ជ ,t)ϭv ជ 0 (q ជ ). This then implies that e(q ជ ,t)ϵ͗
2 ͘ is also spatially homogeneous and the conservation equations become
thus demonstrating that the macroscopic state is indeed that of uniform shear flow with a time-dependent temperature. In computer simulations, it is usual to include an external force to keep the temperature constant so as to establish a steady state. Although there are many possible choices of the external force ͓25͔, only the simplest, given by
where ␥ is a constant, will be considered here. Stationarity of the energy then gives
͑2.7͒
where the last equality follows by comparing Eqs. ͑2.6͒ to the macroscopic conservation laws. With the present choice of coordinates ͓Eq. ͑2.2͔͒, a i j ϭa␦ ix ␦ jy and Ϫ3(k B T)␥ ϭaP xy ϭϪa 2 , where is the ͑shear-rate-dependent͒ shear viscosity. The Enskog equation is usually solved by means of the Chapman-Enskog expansion ͓2,3͔, which, in the present case, is an expansion of the distribution in powers of the shear rate. The coefficients of the expansion in turn depend on the ͑scalar͒ momentum and must be expanded as well ͑usually in terms of Sonine polynomials͒. An alternative, proposed by Grad ͓2,19,20͔, is to first expand the distribution about the local-equilibrium distribution in terms of the momentum as
3/2 e Ϫc 2 /2 is the local-equilibrium distribution, and is a fictitious parameter used to order the expansion. The functions P [n] (p ជ ) are a complete set of polynomials in the components of p ជ . The prefactor is chosen for later convenience and a short notation for multiple indices has been introduced whereby A [n] ϵA i 1 •••i n and repeated indices are summed. The series is truncated at some finite order in , to be specific, we keep all terms to order k , and the kϪ3 unknown coefficients, or moments, are determined by substituting Eq. ͑2.8͒ into the Enskog equation and truncating consistently to order k . Explicitly, this gives a set of equations for the ͑space-and time-dependent͒ coefficients:
͑2.9͒
where ͗ ͘ 0 indicates a velocity average over the localequilibrium ensemble and the factors of have been suppressed. Indeed, we can now set ϭ1 since these equations, which can be viewed as an extension of the Navier-Stokes equations, are to be solved exactly. However, there are in general an infinite number of equations so that, as a final approximation, all but the first k equations are discarded ͑this is equivalent to projecting the Enskog equation onto the subspace spanned by the first k basis functions͒. For USF the moment equations reduce to
For USF, one expects that the distribution function is a continuous function of the velocity, so it is convenient to choose the basis functions to be the three-dimensional Hermite polynomials ͓20͔, which form a complete set and are mutually orthogonal. They are defined as
and satisfy the orthogonality property
͵ dp ជ e
͑2.12͒
with the multi-index Kronecker delta function defined as 0 if n m and
where the notation indicates that the sum is over all permutations of the indices. Two useful properties of the polynomials are
where we use a special notation in which symmetrized indices are grouped by round parenthesis ͑e.g., ␦ (i j) ϵ 1 2! (␦ i j ϩ␦ ji ). In this case, it follows that ͗H [n] (c ជ )͘ϭA [n] and, in particular, ͗ [1] ϭA rr ϭ0. Consequently, the density, velocity and energy fields are, in the general case, determined by the conservation equations ͑2.5͒, while the other moments are determined from Eq. ͑2.9͒. An alternative choice of basis that is closely related to the more familiar Chapman-Enskog expansion is to take the set ͕P [n] (p ជ )͖ to be the traceless, symmetric tensors of order n ͓20͔. These are simply related to the spherical harmonics ͓20͔ and represent an expansion in the angular dependence of the distribution. This set is particularly useful for generating an expansion in the gradients of the hydrodynamic fields since their tracelessness means that the coefficients of the expansion can only be constructed from the gradients: Terms involving unit tensors give no contribution. Thus, for USF, a solution to second order in the shear rate only requires the retention of terms in the series to fourth order in the momentum. However, although polynomials of different order are orthogonal under an angular integration, they do not form a complete set and the coefficients of the expansion depend in general on the magnitude of the momentum. Practically, this necessitates a second expansion of this scalar dependence for which the Sonine polynomials are usually used ͑the so-called Chapman-Cowling expansion ͓2,3͔͒. In fact, for the case of a steady state in which only a single gradient is present, as in USF, the Chapman-Enskog expansion is essentially a moment expansion ordered by the gradient, although it is not usually phrased as such. In summary, let us note that these different possibilities are all equivalent, differing only in the particular terms included or excluded at a given order in the expansions: a difference that should be of minor importance if the expansions are to be useful.
For USF, the tensorial nature of the coefficients must derive from the shear tensor and the unit tensor, which immediately implies that only even terms can occur in the expansion. The moment equations reduce to
and the condition A rr ϭ0 serves to define the thermostat constant. These equations exhibit an important feature of USF, which is the fact that the kinematic terms, on the left-hand side of Eq. ͑2.15͒, only couple the nth equation to moments of order n and lower ͑specifically, only n and nϪ2). In the case of Maxwell molecules, the forward couplings, i.e., couplings of the nth equation to moments of order nϩ1 or higher, which occur on the right-hand side of the equations, are exactly zero, which is the reason the system can be solved ͓20͔. As shown below, the forward couplings have a relatively small effect in the present case, thus giving some heuristic justification for the moment method. Summarizing, the approximation to the kinetic equation is obtained by neglecting all terms in Eqs. ͑2.8͒ and ͑2.15͒ above order k . There are still an infinite number of equations and now only a finite number of coefficients to determine, so it is necessary to introduce a further approximation according to which we neglect all but the first k equations. Effectively, this corresponds to projecting the Enskog equation into the subspace spanned by the first k basis functions. As the order of the approximation increases, this procedure generates a sequence of approximations to the full kinetic equation. To order 4 , one finds
together with the equation fixing the thermostat
The primary difference between the solution of the Boltzmann equation and the Enskog equation for USF is that for the Boltzmann equation, the coefficients appearing on the right-hand sides of these equations are shear-rate independent, whereas for the Enskog equation, they have a complex dependence on the shear rate.
A. Perturbative solution
The evaluation and expansion of the coefficients appearing in Eq. ͑2.17͒ is discussed in the appendixes. It is also necessary to expand the coefficients A [2] and A [4] in the shear rate as, e.g.,
Since the only two tensors available are the shear tensor and the unit tensor, the coefficients to first order in the shear rate must have the form
where n is to be determined. Similarly, the second-order contributions must have the form
͑2.19͒
A i jlm
with the condition that 3 1 ϩ 2 ϩ 3 ϭ0. Straightforward calculation then leads to a set of linear equations for the coefficients ͑details are given in Appendix B͒. 
͑2.23͒
By way of comparison, if taking ϭ1 ͑i.e., slightly less than 0.5͒, then the full solution gives 2 ϭϪ0.3288, 4 ϭ0.0096, 2 Ϫ 3 ϭ0.0595, and 3 ϭ0.0094, whereas without the forward couplings the result is 2 ϭϪ0.3240, 4 ϭ0.0, 2 Ϫ 3 ϭ0.0571, and 3 ϭ0.0132. Although not completely negligible, the effect of the forward couplings are nevertheless relatively small, being comparable to the difference between the exact value of 2 and the simplest approximation 2 ϭ.
Combining Eqs. ͑2.19͒ and ͑2.8͒ gives the explicit form of the distribution to fourth order in the moments and to second order in the shear rate: 
͑2.24͒
The pressure tensor for a homogeneous system is given by
where the integral is over the unit sphere. Straightforward calculation gives for the pressure
͑2.26͒
where the equilibrium pressure is p 0 ϭ͓1ϩ(2/3) ͔. 
͑2.28͒
These expressions may all be decomposed into the sum of a kinetic contribution ͑zeroth order in ) and a collisional contribution ͑first order in ). The accuracy of Eqs. ͑2.26͒ and ͑2.27͒ has recently been confirmed by comparison to direct simulation of the Enskog equation ͓26͔.
B. Nonperturbative solution
The validity of the perturbative solution is obviously restricted to the case of small gradients. It is not clear, however, that the approximate moment equations are so constrained. In the case of Maxwell molecules, the forward couplings vanish identically irrespective of the size of the gradients and, as we have seen, their neglect has relatively little effect on the perturbative results. It therefore seems reasonable to solve these equations without the assumption of small gradients. Because of the difficulty of carrying out the calculations, only the equations for the second moments 
Ϫw 2 /4 ϩ 1 3 w͑10ϩw
are considered here. These are solved numerically using a quasi-Newton method ͓27͔. Numerically, better convergence is achieved by replacing Eq. ͑2.30͒ by the original condition A xx ϩA yy ϩA zz ϭ0. All of the calculations presented below are accurate to one part in 10 4 or better.
III. COMPARISON TO MOLECULAR DYNAMICS
In order to evaluate these results, I have performed nonequilibrium molecular dynamics ͑MD͒ simulations of a hardsphere fluid with density 3 ϭ0.5 ͑about one-half the freezing density and sufficiently high that collisional effects are important͒. The flow state is imposed by means of LeesEdwards boundary conditions and the temperature is maintained approximately constant at a value k B T 0 ϭ1 by rescaling the velocities to give a temperature of 0.95T 0 whenever the temperature exceeds 1.05T 0 . For each value of the shear rate, the simulations begin with an equilibrated fluid and are run for 3ϫ10 6 collisions to reach the steady state. The systems are then run an addtional 3ϫ10 6 collisions to accumulate the statistics. The various quantities are average for 10 000 collisions and recorded. The errors are estimated using Erpenbeck's pooling method ͓28͔, according to which the recorded values are averaged, or pooled, over some fixed period, say, in groups of 50 000 collisions. The standard error ͑standard deviation divided by the square root of the number of samples͒ is then computed over these pooled values. These estimated errors are found to be insensitive to the exact choice for the period and are in all cases comparable to or smaller than the size of the symbols used in the figures below. Figure 1 shows a comparison of the kinetic parts of the normal stresses as calculated from the two analytic solutions and the MD results. The simulations span a range of shear rates from equilibrium to a*ϭa/4ͱk B Tϭ0.7: Above this the fluid begins to order and the present analysis becomes inapplicable ͓29͔. The value of has been taken to give the equilibrium pressure as determined in the simulations. Note that because of the thermostat, the kinetic contribution to the pressure is fixed so there are only two independent normal stresses. Both calculations give good approximations for P yy ϪP zz , with the perturbative calculation being slightly better. However, for P xx ϪP yy the perturbative estimate is only accurate for small shear rates whereas the nonperturbative estimate is in reasonable agreement over the entire range of shear rates. The reason for this can be seen in Fig. 2 , which shows the same data in the form of the viscometric functions defined as 1 ϭ ( P xx ϪP yy )/a 2 and 2 ϭ ( P yy ϪP zz )/a 2 . The latter is nearly constant over the entire range of shear rates so that the inclusion of the fourthorder moments in the perturbative calculation improves the agreement relative to the nonperturbative estimate. In contrast, the first viscometric function exhibits a strong shearrate dependence so that only its asymptotic value is estimated in the perturbative calculation. Another qualitative difference between the two approximations is that the nonperturbative solution gives a semiquantitative model for shear thinning whereas this is absent from the perturbative solution since it is an order a 3 effect. Figure 3 compares the kinetic contributions to the shear viscosity defined as ϭϪ P xy /a. The agreement is reasonable over the entire range of shear rates with the model accounting for about 80% of the decrease of the viscosity at a*ϭ0.7.
The collisional contributions to the pressure tensor involve an additional approximation compared to the kinetic parts since they depend in general on all of the moments. Thus one does not expect the results of either of the calculations to be as accurate at large shear rates as in the case of the kinetic parts. The collisional contributions to the normal stresses are compared in Fig. 4 and, as expected, the agreement is poorer than for the kinetic contributions. Somewhat surprisingly, the collisional contributions to the pressure ͑Fig. 5͒ are extremely well modeled by the nonperturbative calculation. The worst agreement is in the collisional contributions to the shear viscosity as shown in Fig. 6 . Although the effects are very small, it is nevertheless the case that the calculated decrease up to a*ϭ0.7 is only about a one-third of the actual decrease, which seems to indicate that it is the most sensitive to the truncation of the expansion of the collision integrals. 
IV. CONCLUSIONS
The calculations presented here serve to show that the Enskog equation can be used to describe nonequilibrium fluid properties at moderate density extend well beyond the linear regime. The perturbative calculations are in good agreement with the simulations at small shear rates and only for particular properties differ significantly at large shear rates. The nonperturbative calculations illustrate an alternative means of analyzing the Enskog equation and yield, with relatively little effort, a more realistic description of the normal stresses and a semiquantitative model of shear thinning at large shear rates. It is clear that low-order moment expansions of the distribution are of limited use in describing collisional transfer even when they are accurately determined.
These results are also of some relevance to a recent attempt to formulate a kinetic model of the Enskog equation. The simplest kinetic model of the Boltzmann equation is the Bhatner-Gross-Kook ͑BGK͒ model, which is based on the observation that the Boltzmann collision operator can be written in the form
͑see Appendix A͒ where, in the BGK approximation, the velocity-dependent prefactor is approximated by a ͑constant͒ relaxation time and the second term in square brackets by the local equilibrium ͑LE͒ distribution function. These approximations are based on the fact that the LE distribution is in the null space of the Boltzmann operator and on the idea that the main role of collisions is to drive the system towards ͑local͒ equilibrium. For USF, the BGK equation becomes
The extension of this model to the Enskog equation is not straightforward. In part, this is due to the fact that the LE distribution is not in the null eigenspace of the Enskog operator. An obvious remedy is to write
which reduces to the BGK model for the Boltzmann operator while giving a part of the collisional transfer that distinguishes the Enskog operator. However, the equation for the thermostat that results is
which differs from the Enskog result ͑2.7͒ in that the collisional term on the right-hand side is evaluated using the LE distribution so that only a part of the collisional contribution to the viscosity is obtained. This suggests that more careful treatment of the collisional term is needed. To this end, note that, in terms of the moment equations, the original BGK approximation replaces all of the collisional coefficients by a single representative eigenvalue
). The approximation suggested above ͓Eq. ͑4.3͔͒, for the Enskog operator keeps all moments of the LE term but replaces all others by an eigenvalue. In particular, this means that the coefficients B [n] [0][0] are retained exactly and the others approximated: The obvious extension is to retain more of the moments. This suggests a class of approximations whereby the collision operator is separated into two pieces as above, in which the localequilibrium term is kept exactly as is some subset of the moments of the second piece. The higher moments are treated approximated with a single relaxation time giving the general approximation
ϭJ͓,͔ϩ ͚ n,l,mS lϩmϾ0
where the set of moments retained exactly is indicated by the notation n,l,mS ͑this notation is schematic and, in particular, does not imply that the same terms be used in the sum over n as in that over l,m). This must be supplemented by the self-consistency condition FIG. 5 . Collisional contribution to the reduced pressure as a function of reduced shear rate for ϭ0.5 ͑same legend as Fig. 4͒.   FIG. 6 . Collisional contribution to the shear viscosity for ϭ0.5. The circles are from MD, the line is from the nonperturbative theory, and the triangles are the maximum entropy result ͓Eq. ͑4.15͔͒.
for all l. Except for the special treatment of the localequilibrium term, this is a direct generalization of the GrossJackson extension ͓30,21͔ of the BGK model. Notice that this involves two types of approximation. The first is the choice of moments A [l] retained in the first sum on the third line that arise from approximating the distribution by its moment expansion. The second approximation is the selection of the number of terms retained in the expansion of the collision operator itself ͑i.e., the range of the sums over n). Before discussing specific choices, we note that one deficiency of this model is that it does not reduce to the standard BGK model at low density. To achieve this correspondence, one should separate out the Boltzmann contributions by writing
͑4.7͒
where
are the couplings in the Boltzmann limit. Neglect of the last term is part of the BGK approximation to the Boltzmann equation and so it is consistent to drop it, giving the general BGK-like approximation to the Enskog equation
together with the self-consistency relation ͑4.6͒. H rr ␦ i j ) and ignores the contributions from the second ͑traceless͒ term.͔ Additionally, the DSB model also expands the term J͓,͔ in Hermite polynomials and makes the same truncation of the series, but this difference is not of conceptual importance, although it does lead to quantitatively inaccurate transport coefficients. It is instructive to consider the moment equations obtained in this approximation for the case of USF:
͑4.9͒
The main simplifying feature of this model is the decoupling of the moments for nϾ2. For example, the equations for the fourth moments are
so that it is possible to immediately solve for the fourth moment ͑or in general all moments for nϾ2) in terms of the second moments which are determined by the nonlinear equation ͑4.9͒. However, to carry through this program still requires the evaluation of the entire ͑infinite͒ set of couplings entering into Eq. ͑4.9͒, which is, of course, impractical. In fact, for USF the model is not actually any easier to solve than is the model obtained by retaining the full set of moment equations and dropping the forward couplings ͑which has the advantage of being the first step in a systematic solution of the Enskog equation͒. On the other hand, the DSB model does have the key simplifying feature of the BGK and Jackson-Gross models which is that the velocity dependence of the distribution is simple and explicitly given ͓21͔. An obvious simplification is to limit the moments entering into the DSB model, namely, A lm and A lmr . The simplicity of the BGK model is only achieved by limiting attention to the linear terms giving a very simple model Although these results show that it is possible to construct simple kinetic models of the Enskog equation, they are of limited value in the study of USF far from equilibrium beause even in this simple case, the analytic form of the distribution is sufficiently complicated that it is not possible to calculate collisional contributions, e.g., to the pressure tensor, analytically. Given the recent development of numerical methods of solving the Enskog equation itself, there seems to be little incentive to carry through the calculations for the kinetic model numerically. To develop a useful approximate distribution, it is interesting to consider a proposal of Ordóñez, Brey, and Santos ͓31͔ in the context of the Boltzmann equation which is that the nonequilibrium distribution be modeled by maximizing the entropy Ϫ͐dq ជ dv ជ Јf (q ជ ,v ជ Ј)ln f(q ជ ,v ជ Ј), subject to the constraint that the known moments be reproduced ͓in the present case that ͗H [n] (c ជ )͘ϭA [n] for the known moments A [n] ͔. Requiring agreement through the second moments gives
͑4.14͒
with ⌬ i j ϭ␦ i j ϩA i j . As an example of the use of this approximation, the kinetic contributions to the pressure are, by construction, the same as those obtained from the model used to evaluate the second moments, while the collisional contributions are easily determined to be The results using this model, with the second moments taken from the nonperturbative calculation, are also shown in Figs. 4-6 and are seen to be comparable to, or even slightly better than, using the second moments. For kinetic theory calculations of the properties of strongly sheared fluids, such as those presented in Refs. ͓17,18,29͔, which are based on the first-order ͑in the shear͒ perturbative correction to the equilibrium distribution, the use of the model distribution given by Eqs. ͑4.15͒ and ͑4.16͒, which is simple, positive definite, and gives a qualitative description of nonlinear effects such as shear thinning and normal stresses, would appear to be a more realistic alternative and is currently being investigated. In summary, these results show that the Enskog equation can be used to predict the properties of a sheared fluid well into the nonlinear regime by means of the moment expansion. It has been shown that this information can be used to extend and simplify the DSB model to give a simple kinetic model of the Enskog equation, which, like the BGK model on which it is based, is exactly integrable for USF. Finally, these results have been used to give a simple, positivedefinite model of the distribution function for USF.
where ␣ϭ (16ͱ/15) 2 . The first-order coefficients C mn 
