Abstract. A point-lattice £ being given, to any normalized, nondecreasing, integer-valued, semimodular function / defined on £, we can associate a class of combinatorial geometries called expansions of /. The family of expansions of / is shown to have a largest element for the weak map order, E(f), the free expansion of /. Expansions generalize and clarify the relationship between two known constructions, one defined by R. P. Dilworth, the other by J. Edmonds and G.-C. Rota.
Dilworth, the other by J. Edmonds and G.-C. Rota.
Further applications are developed for solving two extremal problems of semimodular functions: characterizing (1) extremal rays of the convex cone of real-valued, nondecreasing, semimodular functions defined on a finite set;
(2) combinatorial geometries which are extremal for the decomposition into a sum.
Introduction. S being a finite set, a real-valued function / defined on all subsets of S is said to be semimodular if and only if f(A)+f(B)>f(AuB)+f(AnB), \/A,BcS.
The set of all semimodular, nondecreasing, real-valued functions defined on S forms a convex cone Gs. Such functions have occurred in a gametheoretical framework [18] , and in [4] they are called alternating capacities of order 2. Their importance is especially remarkable in the context of combinatorial geometries, a theorem by Edmonds and Rota [12] stating that each integer-valued, semimodular nondecreasing function f on S defines a unique pregeometry (matroid) G(f, S) called the geometrization off.
This theorem gives the motivation to investigate further connections between semimodular functions and combinatorial geometries, with the objective of developing new constructions of geometries.
The major purpose of this work is to introduce and study a new class of geometric constructions on semimodular nondecreasing, integer-valued, normalized functions. Given any such function / defined on subsets of S, we consider the disjoint union X of the sets Xa, where for each a G S, \Xa\ = f(a). With the notation that for any subset A of S, XA = U aÊi4^i one °ftne main results (Theorem 1.3.3) of this paper is that % = {K\K c X,VA c 5, j AT n A^| > /04)} is the family of dependent sets of a pregeometry on X. This theorem guarantees the existence of a class of pregeometries associated to any such function /that we call expansions off.
In §1, the operation of expansion is defined and some general results are derived. The main property is that for any function /of the cone 6S which is integer-valued and normalized, the operation of expanding / is always possible, and among all expansions of /, ordered by the weak map order, there is a largest element, the free expansion of /, E(f). Several characterizations of E(f) are derived, in terms of its circuits, bases and rank-function.
An immediate important application of E(f) is to derive the operation of geometrization as a subgeometry: Edmonds and Rota's theorem becomes a consequence of the existence of the free expansion.
Properties of geometrization are then studied and special consideration is given to the set S (G) of elements of the cone Gs which are integer-valued, nonnegative and whose geometrization defines a given pregeometry G. S(G) is characterized and the cases when S (G) is a finite set, and more particularly when S (G) has exactly two elements, are studied.
§2 develops some applications of the idea of expansions to two extremal problems of the following nature. Given a certain decomposition D of elements of the set Qs, the question is to characterize the elements of Qs which are D-extremal or .D-irreducible, i.e. which cannot be decomposed into simpler elements of Qs. The first case we consider is the convex decomposition, i.e. an element / G Qs is reducible if and only if 3a" a2 E R and 3/"/2 G &s, nonproportional to/such that/= zz,/, + a2f2. The problem is equivalent to characterizing the extremal rays of the cone Gs. After proving that a rank-function of a pregeometry is extremal if and only if the pregeometry is connected, we obtain a characterization of extremal integervalued, normalized elements of &s in terms of expansions (Theorem 2.1.9): such a function is not extremal if and only if some integer multiple of /has a proper disconnected expansion. The second case is a decomposition based on Edmonds' and Rota's theorem, called the sum-decomposition. In this case also the solution is obtained using properties of expansions (Theorem 2.2.1): a pregeometry G(r, s) is sum decomposable if and only if $>+(G) = {/|/ G S (G),f > 0} contains an element which has a disconnected expansion.
1. Expansion and geometrization. 1.1. Basic concepts and notations. This section presents a survey of the basic notions of combinatorial geometries needed in our work.
A combinatorialpregeometry G(S),_or simply a pregeometry G, is a_set S together with a closure relation A -» A G (or A if no ambiguity) for A, A c S, which satisfies the following two axioms:
Exchange Axiom. If a, b E S, A c S, and a EA u è-^i, then b EA U a. _ Finite Basis Property. If A c S, there is a finite subset A0cA such that A pregeometry is a geometry if 0 and all single-element subsets are closed.
The/to of G (S) are the closed subsets of S. The set of all flats of G(S) ordered by inclusion is a geometric lattice, i.e. a semimodular point lattice with finite rank.
A subset A c S is independent if for no a G A, A cA -a. If A is not independent, then A is dependent. If B c A c S and .4 c 7, we say that 7 spans A.
A basis of ^4, for A c 5, is an independent subset of A which spans A. All bases of A have the same cardinality, r(A), the ran/: of A. If /4 is finite, the nullity of ^ is n(A) = \A\ -r(A). The flats of G(S) of rank 1, 2, r(G) -1, /•(G) -2 are called point, line, copoint, coline, respectively.
A circuit is a minimal dependent set. A cyclic flat is a flat which is a union of circuits.
We will use the following cryptomorphic definitions of a pregeometry
G(S):
Axioms of independent sets. A collection 5 of subsets of a set S forms the independent sets of a pregeometry G(S) if and only if:
(1)1 E 5 and/ c/=>7 G 5;
(2) A cS=» all maximal subsets of A which are elements of 5 have the same cardinality.
Axioms of bases. A collection © of subsets of a set S is the set of bases of a pregeometry G (S) if and only if:
(1) 3« G N, n > 0, such that V7 G ©, |7| = n; (2) if Bx, B2 G © and x G 7" then By G 72 such that Bx -x u y G © (basis exchange property).
Axioms of the rank-function. An integer-valued function / defined on the subsets of a set S is the rank-function of a pregeometry on S if and only if: (2)\/xES,0< f({x))< 1; (3) MA, Be S,f(A u 7) + /(^i n 7) < f(A) + f(B).
A separator of G is a subset A c S such that r(S) = r(A) + r(S -A): every circuit of G is contained either in A or S -A and conversely. If G has no separators other than 0 and S, then G is connected. G is connected if and only if for any two points x,y of S, there is a circuit of G containing both.
A c S, the subgeometry of G defined on A, G -A, is the pregeometry on A whose closure relation is U c A -> U n A. The contraction of G by A, G/A, is the pregeometry on S -A, with closure U c S -A-+U \J A-A.
A point x G S is an isthmus of G if r(C7 -x) = r(G) -1. x is a /oop of G if r(G/x) = r(G).
Given two geometric lattices L, and L2, a sr/wzg map from L, to L2 is a function o: LX-*L2 which is supremum-preserving and cover-preserving. A strong map a between two pregeometries G (S) and H(T) is a strong map between the corresponding geometric lattices of flats of G(S) and H(T). With the expedient of adjoining a point 0 to each point set S and F, a determines a function b~ from the point set S U 0 to the point set F U 0, with 5(0) = 0. ä is said to extend to the strong map o. A function 5 from S U 0 to F u 0 such that 5(0) = 0 extends to a strong map from G (S) to H(T) if and only if the inverse image of any flat of H(T) is a flat of G(S).
A function 5 from S u 0 to F u 0 extends to a weak map o between G (S) and H(T) if and only if for any set A c S such that 5(A) is independent and ö is one-one on A, then the subset y4 is independent. The set of all pregeometries defined on a set S is ordered by the weak map order "Gx < G2 if and only if the identity function is a weak map from G2 to G".
Notations. We will use the following notation throughout the paper. S is a finite set. G(r, S) is a pregeometry on S with rank-function r. B (S) is the Boolean algebra of subsets of S. TBK(S) is the truncated Boolean algebra of rank k on S. £ stands for a lattice whose least element is denoted by 0 and largest element by 1. The order defining £ is denoted < while/I •< B for A, B G £ means that B covers A. The operations inf and sup are denoted A and V-A subsemilattice £' of £ is a subset of £ which is closed under the operation /\:VA,B E t',A /\B G £'.
Ce is the set of all real-valued, semimodular, nondecreasing functions defined on £.
G% is the subset of Gt of normalized functions (/ G Gñ is normalized **/(0) = 0).
lGt is the subset of (2e of integer-valued functions. IG% is the subset of 6g of integer-valued functions.
If £ is the Boolean algebra B(S), we will write Gs, G%, IGS, IG°S for the corresponding sets. We will also use the simplified set theoretic notations: A -a for A c S, a E S instead of A -{a), and A u a instead of A u {a).
1.2. General properties of elements of (3e. We will consider elements of Se, and in the cases that will concern us, £ will be a point lattice: we can use the following local characterization of Ge: 
Then by Lemma 1.2.2 we know that/ G Ce. fj S being a finite set, the elements of Gs which have attracted most interest are rank-functions, as they define a geometric structure on S. In the case of a general element of Gs, it is interesting to see that the structure induced on S, though weaker, bears some analogies with a geometric structure.
For any/ G Gs, the operator defined by
is a closure operator, called the /-closure. The problem arises of characterizing closure operators which are defined from some element off G Gs. Proof. Given a closure operator on S denoted by A -» A. The set of closed sets is a subsemilattice £ of F (S) (i.e. £ is closed under set-intersection, and ifA,B G t,A /\B=A n B= A n B).
It is then possible to construct an element / G ße which is strictly increasing on £: for example, set/(5) = 0 and for any element A of £ covered by S,f(A) = -l./is then defined inductively by VA' c S,
f is semimodular by construction. We have to show that / is strictly increasing. / being defined by induction, and being strictly increasing at the outset, suppose that, until a certain step in the construction,/has been strictly increasing. Let f(A) be the next value to be defined. If / is not strictly increasing, for some B E £, B > A, f(B) < f(A). Let C be any other element of £ covering A. By construction
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Consider the extension off to all subsets of S defined by MA c S,
To prove that/ G Gs, consider^ c S and a, b G S, and the expression
by semimodularity of/on £,
We can then check that the/-closure is identical to the given closure: if A is
The notion of/-closure will be handy in the description of some aspects of the two constructions that we will study, expansion and geometrization.
1.3. Expansions. The first geometric construction that we will consider was motivated by the investigation of extremal rays of the cone Gs. It will be the fundamental construction throughout the paper. The motivation is the following:
Given a pregeometry G(r, S), we consider a partition 7 = (7,, P2,... ,Pk) of S and define £ as the sublattice of B(S) generated by the subsets P], P2,..., Pk. £ is isomorphic to a Boolean algebra. The restriction of r to £ is clearly an element of lG°t. The question is to find an operation going the opposite way, i.e. given a Boolean algebra £ and an element / G I GH, is it possible to find (1) a set S such that £ is a sublattice of 7 (S), (2) a pregeometry on S whose rank-function coincides with / on elements of £?
In fact, we will consider a slightly more general setting; £ will be a point lattice and, more precisely, we have Definition 1.3.1. Given a point lattice £, and/ G IG°£, a pregeometry G(r, X) (or the rank-function defined on X) is an expansion of/if and only if:
(i) there is a subsemilattice of B(X) isomorphic to £ (the isomorphism being denoted <p: A E £ <-> <p(A) E B(X)); (n)VAeñ,r(<p(A))~f(A).
Constructing an expansion of / thus necessitates the construction of a set X and a pregeometry on X. We will deal with those problems in turn. For convenience we will also often write the image of A G £ by <p as tp(A) = XA.
If f(a) = 0 for some atom a of £, the set Xa is composed exclusively of loops in any expansion off. If we consider the lattice £' obtained from £ by deleting a, and the function /' induced on it by /, any expansion of / is obtained by adding some loops to an expansion of /'. Without loss of generality, we will thus assume that for any atom a of £, f(a) > 0, and we will consider expansions which have no loop. We will show that, in fact, we can restrict our attention to expansions defined on a set X such that |^f J = 2ae(j/(a).
Proposition 1.3.2. Given f G IG%, ifG(r, X) is an expansion off, then there
is an expansion G'(r', X') of f such that:
(ii) G' is a subgeometry of G.
For any a E â, take a maximal independent set X'a of Xa and consider the set X' = UseÄ:
We claim that the subgeometry of G(r, X) defined on X' is also an expansion off.
VA G £, to the subset XA we associate the subset X'A = Ua<AX¿. Clearly the lattice {XA\A E £} is isomorphic to the lattice {XA\A G £}. In the following, for any/ G IG%, we will only consider expansions of/ defined on the minimal set X, \X\ = 2fleff/(a). X is the disjoint union U aeg Xa, where 1^1= f(a). The isomorphism cp is then A e£^<p(A) = Xa= U Xa. aefi a<A
One of the main results in this section is that for any/ G 10%, an expansion of/exists.
In any expansion of /, if / c X is independent, then for any element A E £, we must have |/ n XA\ < r(A) = f(A), in other words, if a set D is dependent there exists an A G £ such that \D n XA\ > f(A). The claim is that these conditions are sufficient. More precisely, let us consider the family (7|7 c X, 3A E £, 17 n XA\ > f(A)} and let % be the set of its minimal elements (for set inclusion). Theorem 1.3.3. % is the set of circuits of an expansion off.
Proof. We will use the following theorem of [8, p. 54]:
"If % is a family of subsets of a set S no one of which is properly contained in another, % is the family of circuits of a pregeometry on S if and only if the following elimination axiom holds:
for any 2 distinct elements A and B of.% and any element x E A f\ B there
is an element C E % such that x G C and C Q A \J 7."
We need only show that % has the elimination axiom.
First, it is easy to see that VT E%=>3A Et such that |7 n XA\ = f(A) + 1.
Consider 7, V E % (we know then that 3/1, 7 G £ such that 17 n XA\ = f(A) +1, \V n XB\ =f(B) + 1) and x E 7 n V. We want to show that 7 u V -x = W contains an element of %, i.e. 3C G £ such that | W n Xc\>f(C).
there is nothing to prove, so suppose that | W n XAAB\ < f(A A 7). We have \w n xAVB\>\w n (xA u xB)\ -\(w n xA) u (w n xB)\ = \wc\ xA\+\w n xB\-\w n (xA n *")|.
Now, F n xA\ = \(T u v-x) n xa\>\t n xA\-i =f(A).
Similarly, | W n XB\ > f(B). On the other hand, \wn(xAnxB)\°*\wnxAAB\<f(AAB).
Finally,
, the following equalities hold:
(a) \w n xA\ = |(7 u v-x) n xA\ = |7 n xA\ -l, (b) \w n xB\ = \(Tc\V-x)c\ xB\ = |7 n xB\ -l, Proof. Let 7 be a maximal independent set contained in F: F = 7 u x, u x2 (j • • • U xk where x¡ £ /. Vi, 1 < z < k, I U x, is dependent: 3^4,-G £ such that |(/ u x¡) n XA\ > f(A¡). I being independent, we also have \I n XA¡\ < f(A); thus \I n XA\ =f(At) andx, G XA.
Using the fact that for any A, B E £, such that \I n A^| = /(/!) and |7 n XB\ -/(5), we have |7 n (XA u Xj)| = |7 n A^VB| = f(A V 5) 3 is a special version of Dilworth's embedding of a lattice into a geometric lattice [5] , and a slight modification of Dilworth's proof can be a (somewhat longer) alternative for proving it [5, pp. 125-131] .
Given an element/ G lQ°t, the set of expansions of/is, thus, never empty. If we restrict our attention to expansions defined on the minimal cardinality set A', \X\ = 2aeS/(a), the set of all those expansions, &(f, X), which is a subset of the set of all pregeometries defined on X, is endowed with the induced weak map order. Theorem 1.3.6. ë(f,X), ordered by the weak map order, has a largest element.
Proof. Theorem 1.3.6 is a consequence of Corollary 1.3.5: let the pregeometry on X defined by % be denoted by E(f, X).
If G is an element of S (/, X), any basis 7 of G must verify the conditions: \B\ = M and VA G £, |7 n <p(A)\ < f(A) so that 7 G © : G is thus a weak map image of E(f, X), and E(f, X) is the largest element of S (/, X). □ E(f, X) will be called the free expansion off. We will also write E(f) when there is no ambiguity, and rE will be its rank-function. As before, we will write <p(A) = XA. Another way to associate a pregeometry on S to any element of IG% has been investigated by Edmonds and Rota [12] : the first important application of the notion of expansion will be to derive Edmonds' and Rota's theorem. Given an element/ G IQ°S, let E(f, X) be its free expansion. To each point a G S corresponds the subset <p(a) c X such that/(a) = \<p(a)\ (as before, we suppose that Va G S, f(a) > 0; the general case will be considered later). In each subset <p(a), for a G S, we choose arbitrarily a point pa, and VA c S, we call pA = {pa\a E A). Let G(f,ps) be the subgeometry of E(f,X) defined onps.
A setpA c Ps is independent in G(f,ps) iff it is independent in E(f, X), i.e.
V7C5,
\pA n <p(7)| < /(7), but l^nç(T)|=Lnfu «p(a))| = M n 7|. (1) LetS' c S be defined by S' = {x\x E S,f(x) > 0}. Set a function/' defined on S' as/'(0) = 0 and VA C S', A ¥= 0,f'(A)=f(A).f defines a pregeometry G(f, S ') on S' as described above.
(2) Consider the pregeometry G(f, S) on S defined as the addition to G(f, S') of a set of loops S -S'. The independent sets of G(f, S) are exactly the elements of 5 u {0}: clearly any subset A such that A n (S -S') ¥° 0 does not belong to í u {0}; and if A n (S -S') = 0, A G S if and only if A is independent in G(f, S').
We have thus proved Edmonds' and Rota's theorem in its generality. A slightly more general formulation of the theorem is the following: Corollary 1.3.11. Given £, a subsemilattice of B(S) containing S and 0, any element f of IG£ defines a pregeometry on S, whose independent sets are elements ofí u {0} where S = {I\ICS,VA Eñ,A^0, \InA\ <f(A)}. □
As a result of our preceding proof we have the following theorem which makes explicit the relationship between expansion and geometrization. Theorem 1.3.12. Given an element f of 10% the geometrization of f is a subgeometry of its free expansion. VJ
Notation. While G(f, S) means the geometrization of some element/ G IGS, when we use the letter r, G(r, S) will mean that r is effectively the rank-function of G(r, S).
Before presenting some other applications of the concept of expansion, we will first study some properties of geometrizations which will be useful in the sequence.
1.4. Geometrization. We will often study the geometrization G(f, S) of an element/ G IGS by means of its circuits. Proof. The condition means that K is dependent and any subset K' of K is independent. Thus K is a circuit of G(f, S).
Conversely, let K be a circuit of G(f, S). K is dependent => 3K0 c K such that f(K0) < \K0\ (K0 * 0), but for any subset K' c K, K' =£■ K, K' is independent and, thus, \K'\ < f(K') (K' ?= 0). Thus K0 = K and f(K) < \K\.
On the other hand, Vx G K,
We have equality all along and, thus,/(Â") = \K\ -1. □ We have to exclude the case \K\ = 1, i.e. K is a loop because the condition of Proposition 1.4.1 is not necessary then.
Example. S = {a, b). f is defined by /(0) = -4, f(a) -1, f(b) = -3, f(ab) = 1. b is a loop and no relation of the above type exists.
A set A c S is said to be normal in G(f, S) iff A is independent in G(f, S)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use and f(A) = \A\. From the proof of Proposition 1.4.1, we see that if K is a circuit of G(f, S) and |7| > 2, then for any x E K, K -x is a normal set in G(/, S). Proposition 1.4.2. If a point a E S is contained in no normal subset of G(f, S), then a is either a loop or an isthmus ofG(f, S).
Proof. Suppose a is neither a loop nor an isthmus of G(f, s): there is a circuit K such that a E K, and ¡7j > 2: Vx E K, x =£ a, K -x is normal and contains a, which is a contradiction, fj
The closure operator associated to G(f, S) is described by the following theorem: Theorem 1.4.3. Given f E IGs, let U be the set of all loops and isthmuses of G(f. S).
(i) If A is an independent set ofG(f, S),A -U is partitioned by its maximal normal subsets.
(
ii) An element a E S, a G U, is in the closure A of a subset A C S if and only if there is a normal subset B E A such thatf(B) = f(B U a). (iii) If A is a flat of G(f, S), A -U. is partitioned by its maximal f-closed subsets.
Proof. All the above results are generalizations of results of [8, Chapter 7] ; the same proofs can be used here, and we will not repeat them.
We have seen that any element / G IGS defines a unique pregeometry G(f, S), but, conversely, to a given pregeometry G(r, S) there may be many elements of IGS whose geometrization is G(r, S).
Given a pregeometry G(r, S), let S(C) be the subset of IGS defined by
S(G) = {/|/ G IGS, G(f, S) = G(r, S)}.
The set S(G) is characterized in the following way. Clearly/ G S+(G) and/ > r:/and r are two distinct elements of S+(G). In the following we will characterize pregeometries such that |S+(G)| = 2. Lemma 1.4.7. G being a loopless pregeometry, if |S+(G)| > 2, there is an element f E §+(G) such that 3p E S,f(p) = 2 and 3a E S,a ¥= p,f(a) = 1.
Proof. Suppose |S+(G)| > 2 and let/be an element of §+(G) such that/ is normalized andf¥= r.
Let E(f, X) be the free expansion off, and rE its rank-function. Using the notation used in the proof of Theorem 1.3.10, we know that by arbitrarily taking a pointpa in each <p(a) for a E S, the subgeometry of E(f, X) defined onps = [pa\a E S) is isomorphic to the geometrization off, in this case to G itself as/ G S+(G): VA c S, rE(pA) = r(A).
Let h G S be a point such that/(n) > 1 (such a point exists: if not,/ = r), |<p(n)| > 1. Let.y be a point of <p(h) such that y ¥=pu. Let B be the Boolean algebra sublattice of B(X) generated by the subsets [pa], a E S, a =£ u and (pu,y). B is isomorphic to B(S). The restriction of rE to 7 is a function g which we can consider as being defined on 7 (5): we have Proof. Suppose |S+(G)| > 2; by Lemma 1.4.7, 3/ G §+(G) such that 3tz G S, /(zz) = 2 and Va E S, a 7= u, f(a) = 1. Let E(f, X) be the free expansion of /. \X\ = l^l + 1; if <p(zz) = {zz, v), we know that the subgeometry of E(f,X) defined on X -{v} is isomorphic to G, thus E(f, X) can be considered as a single-point extension of G. VK circuit of G, containing zz,
so v E KE. Thus KG is in the modular cut M defining the_extension by v. Furthermore, VK circuit of G containing zz, {u,v} c KE and rE({u, v}) > 1: zzG does not belong to M.
Conversely, suppose that there is a point zz G S, such that zz does not belong to the modular cut M generated by all the circuits of G containing zz. To the values 2, 1, 2, 2, 2 on a, b, c, d, e corresponds uniquely f2 G S+(G): The constant function k is thus the maximal element of S+(G). □ 2. Applications of expansions. The general problem of interest here is the following: given a certain decomposition defined on elements of Gs we want to characterize the elements of Gs which are indecomposable. The two cases we will consider will be the convex decomposition and the sum decomposition.
2.1. Extremal rays of the cone of semimodular, nondecreasing functions. Given a finite set S, any real-valued function f on B (S) is determined by an element of R2ls| (some arbitrary lexicographic ordering of the elements of B(S) being fixed) consisting of the values of/on subsets of S.
By Theorem 1.2.1, an element of R2's|, (f(A))AeB(S), represents a function/ on 7(5) which is semimodular, nondecreasing if and only if VX c S, x,y E S, Af(X, x,y) = f(X ux)+ f(X uy)~ f(X) -f(X U x U y) > 0.
Thus Gs is the subset of R2ls| defined by those inequalities for all possible choices of X, x and y and is thus a convex polyhedron in R2's|.
It is clear that if / G Gs and k E R, k > 0, then kf G Gs : Gs is a convex cone. Our problem is to characterize the elements of Gs which are not convex combinations of some other elements of Gs, i.e. the extremal rays of Gs. More precisely, we have Definition 2.1.1. An element x of Gs is extremal if and only if the only way to write x = xx + x2 with xx E Gs, x2 E Gs is when 3r G R, xx = tx and x2 = (1 -t)x.
The following remarks allow us to restrict our attention to a smaller subset of Gs when searching for all extremal elements of Gs.
(1) If/ G Gs, for any real number À, then/ + X is also an element of Gs: f is extremal if and only if the function / -/(0) is extremal. Without loss of generality, we will consider normalized extremal elements of Gs (i.e. /(0) = 0).
(2) Gs is defined by a finite number of inequalities: an extremal ray of Gs is the solution of some system of equations consisting of a subset of those inequalities transformed into equalities: the values of an extremal function are the solution of a system of linear equations with integer coefficients are thus rational. Thus a function / G Gs is extremal if and only if some integer multiple of / is integer-valued: w.l.o.g. we can restrict our attention to integer-valued functions. But Va E A -S', f(a) = 0, so f(A -S') < 2aeA-S,f(a) = 0 and f(A -S') = 0. Thus/04) < f(A n S') = f'(A n S').
Finally / is determined by VA c S, f(A) = f'(A n S'). Furthermore, / is extremal if and only if/' is extremal.
As a result of those remarks, without loss of generality, we will only consider extremal elements of Gs which are integer-valued, normalized and positive on points.
The following proposition gives another, often useful, definition of extremality for an element of a convex cone.
Proposition 2.1.2. C being a convex cone in R", an element x E C is not extremal if and only if 3e G R", e ¥= 0 and e not proportional to x, such that x + e G C and x -e E C.
Proof. If x is extremal, and if 3e E R" such that x + e G C and x -e G C, then x = \(x + e) + \(x -e) => 3r G R, x -e = 2/x and x + e = 2/x, so e = (1 -2/)x: e is either 0 or proportional to x.
Conversely if x is not extremal, 3x" x2 G C such that x = x, + x2. Let e = x,; then x + e = 2x, + x2 G C; x -e = x2 G C. □
We will often determine the extremality of a given element/ G IQ°S by trying to find a real-valued function e such that/+ e G IG% and/-e G 10%. We have to solve the system of inequalities:
A(/+£)(A-,x,y)>0, VX c S, x,y G S, A(f-e)(X,x,y)>0.
Lemma 2.1.3. If for some X, x,y we have Af(X, x,y) = 0, then necessarily Ae(X,x,y) = 0.
Proof. We want to have A(/ + e)(X, x,y) > 0:
A(f + e)(X, x,y) = Af(X, x,y) + Ae(X, x,y) = Ae(X, x,y) > 0 and also A(/ -e)(A", x,y) > 0, A(/ -e)(A", x,y) = -A£(A", x,y) > 0. D
As a first step we will concern ourselves with the smaller class of geometric rank-functions, i.e. elements /of IG% such that/(a) < 1 for any a E S. The definition of such a function r on S determines a pregeometry on S, G(r, S), and we will show that extremality of r is equivalent to connectedness of G(r, S).
The following result is well known: Given a pregeometry G(r, S), (i) the relation % defined among elements of 5 by "a, b E S, a $1 b «> there is a circuit of G containing a and b" is an equivalence relation;
(ii) the equivalence classes are the separators of G.
We will use an equivalent formulation for defining 61. and (7 -a) u 6 is a basis.
Conversely, let a, b G S such that there is a basis 7 and a E B, (B -a) U 6 is a basis. 7 u 6 is dependent: b belongs to a circuit K, K c 7 u b. If a G 7, then 7 c (7 -a) u b, which is impossible, as (7 -a) u 6 is a basis, so a E K and thus a 61 b. □ We will use the following notation: to each point a of S, we associate a real variable xa and for any family of subsets of S, (A,)leJ, (2aSAxa =),e/ will stand for the system of equations 2a xa= Zj xa = ' ' ' = 2j Xa = * " ' • aeAi aE.A2 a£A¡
The main result of this section is Theorem 2.1.5. Given a pregeometry G(r, S) whose family of bases is % = (7,),e/, the following properties are equivalent:
(i) G (r, S) is connected; (ii) the linear system of equations (2aeBl xa -)¡e¡ is of dimension \S\ -1;
(iii) the rank-function r of G is an extremal element of iGg.
Proof. (i)=»(ii). G being connected, by Lemma 2.1.4, the equivalence relation 61 defines only one equivalence class: Vp, q E S, 37 G 63 such that p G 7 and (7 -p) u a G %. Thus in the system 2 = (2aeB.¡ca =)¡e¡, we have the equation
Thus 2 has a solution, Va, b E S, xa = xb, unique up to a multiplicative constant: 2 being a system of homogeneous equations, this means that 2 is of dimension |S| -1. □
(ii) => (iii). G being given with its rank-function r, we want to look for a function e: 7 (5) -> R such that r ± e G (%.
By Lemma 2.1.3, we know that for any X E S, x,y E S such that àr(X, x,y) = 0, we must also have Ae^, x,y) = 0. In particular, let 7 = {bx, b2,..., bk) be a basis of G: r({bx, b2}) = r(bx) + r(b2) =* e({bx, b2)) = e(bx) + e(b2), r({bx, b2,..., bk)) = r(bk) + r({bx, b2, ..., bk_x)) =* e({bx, b2,..., bk}) = e(bk) + e({bx,..., bk_x}), For the same reason, e(B2) = e(S) and, finally, for any two bases of G, Bx and B2, we must have e(Bx) = E(52).Thus, the function e must verify the system (2aeB.£(a) =),e/ which is 2: 2 being of dimension |5| -1, the system has a solution unique up to a multiplicative constant; the values r(a), a E S, being a solution, 3\ G R such that Va G S, e(a) = Xr(a). We want to
show that this condition implies that BA c S, e(A) = Xr(A). Finally the only possible functions £ such that r ± e E G% are given by Ar, for any X E R. Thus r is an extremal element of G%. □ (iii) => (i). If r is an extremal element of Gs, clearly G(r, S) is connected: if G is disconnected, say G(r, S) = Gx(rx, Sx) © G2(r2, S^, we have r = rx + r2, where r, and r2 are not proportional to r, which is a contradiction.
The proof of Theorem 2.1.5 is thus complete. □ The characterization of extremal rank-functions as rank-functions of connected pregeometries is a stepping stone for our solution to the general case. We will use the notion of expansions.
Given f E IG%, supposed positive on points of S, we will consider its expansions defined on the minimum set X as described in §1.3. For any expansion g of /, we will call p(g) the restriction of g to the sub-Boolean algebra of B (X) isomorphic to B (S) (we thus have, by definition, p(g) = f). An element/ G IG% is said to be reduced if the only common divisor of its values is 1. Proof. Suppose/ G IQ°S is not extremal; then we can write/= 2*_1ri/i where/ G IG°S and /, G R, t¡ > 0. By Lemma 2.1.7 we can also write k / = 2 q¡f¡ where q¡ G Q, q, > 0.
= 1
Thus for some integer n, we have nf=zZf! where/' G I&s. i=i
Then we expand arbitrarily each/', getting a pregeometry G(r¡, S¡). By taking the direct sum of those pregeometries, we get G(r, S) = ©f=i G(r¡,S¡) which is a disconnected expansion of nf. □ Note that in the above proof, G(r, S) is a disconnected pregeometry and Lemma 2.2.2. Given fx,f2,f3 G IG%, let r be the rank-function of G(fx + f2, S); then G(fx +f2+ f3, S) = G(r+ f3, S). An important property of the decomposition of a pregeometry G(r, S) into a sum G = S(GX,G2,. . . ,Gk) is given by Theorem 2.2.3. Given n pregeometries G¡(r¡, S), i -1,..., n, defined on a set S, if G is the geometrization of the function f = 2"" i r¡, then for any i, i = 1,..., n, G¡(r¡, S) is a quotient of G. We proceed to prove Theorem 2.2.3. Let us consider the map/: G -» G¡(r¡), f¡ being induced by the identity on S: we want to show that /j-is a strong map. Let F be a flat of G^r/): f~\F) = F. If F is not a flat of G, 3x G S, 3K circuit of G such that K -x c F, x £ F, x G K. But by Lemma 2.2.4, xe/ixG/(,v), i.e., x G F, which is a contradiction. Thus/ is a strong map and G^r,) is a quotient of G. □ Bibliography
