A system identification methodology based on Chebyshev spectral operators and an orthogonal system reduction algorithm is proposed, leading to a new approach for data-driven modeling of nonlinear spatiotemporal systems on nonperiodic domains. A continuous model structure is devised allowing for terms of arbitrary derivative order and nonlinearity degree. Chebyshev spectral operators are introduced to realm of inverse problems to discretize that continuous structure and arrive with spectral accuracy at a discrete form. Finally, least squares combined with an orthogonal system reduction algorithm are employed to solve for the parameters and eliminate the redundancies to achieve a parsimonious model. A numerical case study of identifying the Allen-Cahn metastable equation demonstrates the superior accuracy of the proposed Chebyshev spectral identification over its finite difference counterpart. © 2009 American Institute of Physics. ͓DOI: 10.1063/1.3180843͔ System identification (otherwise known as data-driven modeling, as opposed to modeling based on first principles) is employed for such diverse applications as process control, fault diagnosis, reverse engineering of gene regulatory networks, etc. While identification of temporal systems is a well-developed topic in literature, identification of spatiotemporal systems is still an underdeveloped topic.
System identification (otherwise known as data-driven modeling, as opposed to modeling based on first principles) is employed for such diverse applications as process control, fault diagnosis, reverse engineering of gene regulatory networks, etc. While identification of temporal systems is a well-developed topic in literature, identification of spatiotemporal systems is still an underdeveloped topic.
1 In a previous work 2 we proposed an identification method based on Fourier spectral operators suitable for spatiotemporal systems on periodic domains. As a complement, this work concentrates on spatiotemporal system identification on nonperiodic domains. We devise a black box model class based on a customized Volterra expansion (consisting of monomials allowing for any combination of spatial derivatives of arbitrary order and nonlinearity degree) and parametrize it to reach a continuous model structure. Expansion and interpolation viewpoints are then utilized to succinctly introduce, for the goal of system identification, the Chebyshev-GaussLobatto (CGL) spectral operators, which are later employed for approximating the continuous model structure to obtain a discrete regression form to be solved for the parameters based on the least-squares criterion for the prediction error. Using orthogonal decompositions, a system reduction (SR) algorithm is proposed to eliminate the redundant parameters based on their insufficient contributions to the reduction of the prediction error. These concepts are combined in a case study leading to the identification of the Allen-Cahn metastable spatiotemporal differential equation from a time series of simulated data. The superior accuracy of the proposed CGL-spectral identification is contrasted with the ill conditioning of the finite difference (FD) identification through a systematic study of estimate and prediction errors.
I. INTRODUCTION
Modeling based on first principles is usually not feasible for the complex systems encountered in the real world. 3 Even when a model can be derived from first principles, it is necessary that it be adapted to experiments, 4 otherwise because of simplifying assumptions in the derivation of the model or use of improper parameter values, we may encounter unacceptable discrepancy between the prediction of that model and the behavior of the true system. In consequence, we have to resort to an inverse approach ͑also referred to as data-driven modeling or system identification͒ instead of dealing with the modeling problem "directly." Inverse approaches for temporal systems ͑modeled with ordinary differential equations͒ have been studied extensively in literature [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] and briefly summarized in the introduction of Ref. 2 . For in-depth treatments, including both identification and validation issues, the first chapter of Ref. 1 may be consulted. Inverse approaches for spatiotemporal systems ͑mod-eled with partial differential equations͒, on the other hand, are still an underdeveloped topic and will be the theme of this work.
The reports available specifically on the partial differential equation ͑PDE͒ identification may be classified as regression methods [16] [17] [18] and dynamical behavior methods. [19] [20] [21] [22] Dynamical behavior methods are able to relatively circumvent the sensitivity of the identification results to noise but their results may suffer from numerical sensitivity to the initial parameter guess. Furthermore, they are computationally expensive-maybe a thousand times more expensive than regression methods for the same problem. Regression methods, on the other hand, are computationally low cost and can be implemented straightforwardly but they inflict tighter conditions on data resolution and noise contamination.
In an earlier paper 2 we proposed a methodology based on trigonometric spectral methods for reconstructing spa-tiotemporal systems on periodic domains. Clearly, not all problems are periodic and trigonometric spectral methods suffer from Gibbs' phenomenon 23 if they are applied to nonperiodic problems.
This work deals with the system identification on nonperiodic domains and is a sequel to our previous work. 2 Our attempt is to extend the algebraic spectral operators to the field of system identification and highlight their superiority when dealing with inverse problems for spatiotemporal systems on nonperiodic domains. We will also introduce a filtering algorithm that builds on the accuracy of the proposed spectral operators and leads to automatic SR.
Here is the outline of the sections to follow. In Sec. II, we choose a suitable continuous model structure based on a function expansion which has been tailored for spatiotemporal system identification. In Sec. III we present a selfcontained introduction to algebraic spectral operators with special attention to both recursion and matrix viewpoints and discuss how to implement the latter efficiently in order to attenuate the roundoff artifacts, an issue of practical importance when dealing with inverse problems involving highorder derivative approximations which are ill conditioned if handled with FD operators. In Sec. IV we present matrix and recursion relations for implementing spectral differentiation operators pertaining to nonperiodic domains. These operators are used to approximate the derivatives present in the continuous model structure, leading to an equivalent discrete model structure ͑a regression form͒ which we solve for the model parameters by imposing the least-squares criterion on the prediction error. An orthogonal SR algorithm is then proposed to eliminate the redundant parameters based on the insufficient contribution of their corresponding terms to the reduction of the prediction error of the underlying model. In Sec. VI we present a numerical experiment by combining the concepts/algorithms discussed in Secs. II-V and applying them for identifying, from a time series of simulated outputs, the Allen-Cahn metastable reaction-diffusion system. Section VII serves as a conclusion and recapitulates the concepts proposed in this work.
II. MODEL STRUCTURE: VOLTERRA EXPANSIONS
Real world systems are nonlinear and model classes for them constitute a palette of gray shades that run from "white" to "black." 7 A proper model class is flexible enough to blanket all kinds of reasonable system behavior and uses "physical insight" to keep the complexity from running amok. For spatiotemporal system identification, we go to the extreme and choose the most flexible: a black ͑box͒ model class based on function expansions. We form an expansion in such a way that it can well estimate any function relevant to the phenomenon being investigated. Specifically, we opt for a Volterra expansion 5 as our model class. Parametrizing that class with ␣ j and using the monomial kernel
, capable of representing linear, nonlinear, and interaction terms, we arrive at the model structure
.. ,n +2͖ that ͚ k p k Յ P, in which u is the dynamical variable, m is the order of the time derivative, n is the highest order of the spatial derivatives, and P is the degree of nonlinearity we assume for the model structure. The coefficients ␣ j of this expansion are the parameters sought. The number of terms C in Eq. ͑1͒ ͑i.e., the dimension of the set of monomials used͒ equals ͑P + n +2͒ ! / ͑P ! ͑n +2͒!͒. This model structure is capable of handling systems with arbitrary order of spatial derivatives and nonlinearity degree.
III. CHEBYSHEV SPECTRAL OPERATORS: EXPANSIONS AND INTERPOLATIONS
Spectral methods may be approached in seemingly different ways: based on expansions or based on interpolations. Two rigorous, succinct, and yet very readable sources 23, 24 discuss both these concepts in parallel. Spectral methods can also be treated as the limit of high order FD methods and 25 is an accessible monograph dedicated to this viewpoint. Here we present a self-contained introduction, just enough for our system identification purposes, starting with expansions and reaching interpolations-the two approaches are intertwined.
The aim of using spectral operators is to approximate derivates with "high" accuracy. Derivative is a local property of a function and for its approximation it might seem sufficient to use only a few function values away from the point of interest. This argument, although reasonable for functions with slow variations, falls short of being true for functions with fast ͑spatial/temporal͒ variations as capturing those variations accurately would usually rely on the employment of very fine grids ͑high resolution data͒ and that would require significant computational resources. Spectral methods allow the use of coarser grids and still yield high accuracy since they employ a global, high-order interpolant using all the data points available from the entire domain. Furthermore, for smooth enough functions, looking at the entire domain exploits the smoothness and results in "spectral" decay rates for the approximation error, which are faster than any polynomial decay rate. Contrariwise, local methods ͑e.g., FDs͒ employ overlapping, low-order, local interpolants and are therefore unable to exploit the global smoothness.
Starting with the idea of global expansions for representing continuous nonperiodic functions, we make two approximations to render the idea practical. That lends us a convenient and accurate means for approximating the derivatives on a grid imposed on the domain of the model structure ͑1͒.
Suppose the functions n ͑x͒ form a complete L 2 ͓−1,1͔-orthogonal basis, where ͑x͒ allows for the orthogonality to be weighted. Completeness of the basis allows any function ͑x͒ to be expanded as ͑ n , n ͒ L 2 ͓−1,1͔ makes short work of finding the expansion coefficients; inner products will do the trick,
Completeness is required for the basis to be of general use and orthogonality is highly favorable in practice. Now, if neither the function u͑x͒ nor any of its derivatives are periodic, it does not make sense to employ an expansion based on periodic ͑i.e., trigonometric͒ functions for representing it. Nonperiodic ͑i.e., algebraic͒ functions that possess both of the aforementioned properties are eigensolutions of singular Sturm-Liouville problems. 26 These eigenfunctions are algebraic polynomials and of much importance among them are Chebyshev polynomials T n ͑x͒ which can be better understood by exposing the equivalence among Chebyshev series in x on ͓−1,1͔, Fourier series in on R, and Laurent series in z on the unit circle. 27 Using the relations between the independent variables of these series in the related SturmLiouville problem yields the Chebyshev polynomials
We pick n ͑x͒ = T n ͑x͒ as basis functions for our global expansion and that explicitly determines the normalization factors for the continuous Chebyshev expansion, ␥ n = ĉ n / 2, in which ĉ n is 1 unless n is 0, for which ĉ n is 2. An infinite expansion like Eq. ͑2͒, however, is a rather theoretical concept and as the first step toward practicality we consider the natural approximation to it, a truncated continuous expansion
obtained by projecting u͑x͒ via the continuous projection operator P N onto a finite-dimensional space span͕x n ͖ n=0 N of dimension N + 1. For a function whose derivatives up to order m are in L 2 ͓−1,1͔, the error incurred in this approximation ͑truncation error͒ decays like N −m for any m R Ն0 . This is faster than any algebraic order of N, as m is not fixed: the "smoother" the function is, the greater becomes the decay rate of the spectral truncation error. On the other hand, for local methods ͑e.g., finite difference/element methods͒ the error would have a fixed algebraic decay rate dependent solely on the order of approximation and independent of the smoothness of the function.
However, analytically calculating the integrals corresponding to the inner products in Eq. ͑3͒ might fall anywhere from rather inconvenient to formidable, to maybe even impossible. We move one step further toward practicality by choosing to approximate those integrals using quadrature formulas.
For the current case of polynomial expansions, a quadrature of the form
is fitting. Independently of how the quadrature nodes x j are distributed, the weights w j can always be found in such a way to make Eq. ͑6͒ hold for all polynomial functions f͑x͒ of degree up to N. From the three basic types of these quadrature formulas, namely, Gauss-Lobatto, Gauss-Radau, and Gauss, exact for polynomial functions of degrees up to 2N −1,2N and 2N + 1, respectively, we pick Gauss-Lobatto whose quadrature nodes include both end points of the fundamental interval and its internal nodes are the roots of the derivative of the polynomial. As Chebyshev polynomials have such neat expressions as Eq. ͑4͒, we choose our internal-node-generating polynomial to be Chebyshev. This yields the CGL quadrature nodes x j = −cos͑j / N͒, j ͕0,1, ... ,N͖ and the corresponding quadrature weights w j = / c j N where the "discrete" c n match their corresponding "continuous" counterparts ĉ N , except for the case n = N that needs a "correction" ͑so that the corresponding ␥ N comes out as a true normalization factor͒ leading to c N =2. 23 Using this quadrature, we can approximate the continuous expansion coefficients in Eq. ͑5͒ and get the discrete Chebyshev expansion
N u͑x j ͒T n ͑x j ͒w j . I N is the linear operator that maps u͑x͒ to its discrete expansion ͑therefore referred to as the discrete projection operator͒.
For a function whose derivatives up to order m are in L 2 ͓−1,1͔, the error incurred in approximating Eq. ͑5͒ with Eq. ͑7͒, namely A N u͑x͒ = P N u͑x͒ − I N u͑x͒, ͑i.e., the aliasing error-resulting from approximating the continuous expansion coefficients using quadratures͒ has a decay rate similar to that of the truncation error, and as a result the total approximation error ͑i.e., truncation error+ aliasing error͒ decays similarly.
If we substitute ũ n ͑q͒ into Eq. ͑7͒, after interchanging the order of the two finite summations involved, we realize that Eq. ͑7͒ can also be written as
where
This is a staggering recast as ᐉ j ͑x i ͒ = ␦ ij ; that is, ᐉ j ͑x͒ is zero at all quadrature nodes other than the one at which it is supported, where it equals one. In other words, ᐉ j ͑x͒ is the Lagrange interpolation polynomial based on the CGL quadrature. Hence the discrete polynomial expansion of a function based on the CGL quadrature interpolates it at the quadrature points. 23 For this reason, I N is also known as the interpolation operator.
Our aim was to approximate the derivative with "high" accuracy and that we are now ready to accomplish using either the expansion ͑7͒ or interpolation ͑8͒ viewpoint.
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IV. CGL-SPECTRAL DIFFERENTIATION OPERATOR: RECURSION RELATION AND MATRIX
Based on the expansion viewpoint, we can use the threeterm recursion for the first derivative of Chebyshev polynomials in the Chebyshev expansion for the d q u͑x͒ / dx q and invert the resulting tridiagonal integration operator to obtain the backward recursion relating the expansion coefficients of the derivative to those of the function
which is initialized by ũ N+1 ͑q͒ = ũ N ͑q͒ =0. 23 Based on the interpolation viewpoint, the task simplifies to differentiating the Lagrange interpolation polynomial:
where D i,j ͑1͒ represents the elements of the resulting
From top to bottom, the first three components of Eq. ͑11͒ give the first, last, and intermediate elements of the main diagonal of D ͑1͒ , respectively, and the off-diagonal elements are given by the last component. Figure 1 illustrates the relative magnitude of the elements of D ͑1͒ for N = 15. An interesting property of D ͑1͒ is centroantisymmetry,
which means "counting" from top left or bottom right lands on the same number except for a sign difference. Another important property is that the elements in every row of D ͑1͒ must sum to zero, as the derivative of a constant function is zero at every point of the quadrature grid; hence
T . In consequence, we have
Note that if Eq. ͑11͒ is "crudely" used to generate the CGL differentiation matrix, we encounter a finite precision artifact: extreme proximity of the first two ͑and the last two͒ CGL quadrature nodes causes catastrophic cancellation in
͒. This in turn causes the error in the approximate first derivative to be dominated by an O͑N 4 ͒ roundoff error ͑ϱ-norm͒ 28 instead of the smaller ͑and inevitable͒ matrixϫ vector accumulation error of O͑N 2 ͒. 29 We can claw back some accuracy by exploiting the centroantisymmetry ͑12͒ as well as utilizing Eq. ͑11͒ only for the offdiagonal elements of D ͑1͒ and obtaining the diagonal elements from Eq. ͑13͒. Finally, to avoid smearing we arrange the terms on the right-hand side of Eq. ͑13͒ from the smallest to the largest ͑in magnitude͒.
If v denotes the grid function sampling u͑x͒ on the CGL quadrature nodes and vЈ denotes the corresponding spectral approximation to du͑x͒ / dx on the grid, Eq. ͑10͒ may be written more concisely as vЈ = D ͑1͒ v. Theoretically, higher order derivatives can be obtained from powers of the first-order differentiation matrix, as the following holds for CGLspectral differentiation matrix:
Practically, D ͑q͒ can be obtained from D ͑q−1͒ with only five floating point operations per element.
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V. LEAST-SQUARES AND ORTHOGONAL SYSTEM REDUCTION
We are now equipped with the tools required for approximating the derivatives present in the model structure ͑1͒ using a finite set of sample data. This will allow us to arrive at a discrete approximation of that continuous structure, which is then fed to the estimation and SR algorithms to reconstruct the true model.
For now let us suppose that the appropriate operators for these approximations are known and concentrate on arriving at an approximation to Eq. ͑1͒. In Sec. VI we discuss how to choose the operators appropriately.
We start by approximating the time derivative. Let V denote a matrix that contains in each column j a grid function v ͉ t j sampling the function u͑x , t͒ over all the quadrature nodes x i at time t j and let D t ͑m͒ denote the matrix corresponding to an appropriate linear operator for approximating the time derivative ‫ץ‬ ͑m͒ u͑x , t͒ / ‫ץ‬t ͑m͒ at the node x i . As each row of V samples the time evolution of u at the node
will be a matrix approximating ‫ץ‬ ͑m͒ u͑x , t͒ / ‫ץ‬t ͑m͒ . As with V, each column j of V ͑m͒ approximates ‫ץ‬ ͑m͒ u͑x , t͒ / ‫ץ‬t ͑m͒ over all the quadrature nodes x i at time t j . Let b denote a vector of size NЈ ϫ 1 ͑C Ͻ NЈ Յ N +1͒ containing NЈ elements of a column of V ͑m͒ corresponding to an appropriate time point t sysid for identifying the system. Clearly, b contains an approximation to ‫ץ‬ ͑m͒ u͑x , t͒ / ‫ץ‬t ͑m͒ at time t sysid over NЈ quadrature nodes. ͑There is no need for these NЈ elements to be chosen contiguously.͒ 033117 
in which b, A, ␣, and e are of sizes NЈ ϫ 1, NЈ ϫ C, C ϫ 1, and NЈ ϫ 1, respectively; e allows for error in observations and, for now, let us assume that we have independent errors ͑for different observations͒ normally distributed with zero mean and unit variance. As C Ͻ NЈ, Eq. ͑15͒ is an overdetermined system of linear equations for which a vector of parameter estimates ␣ formally given by the normal equations,
minimizes the error ʈeʈ ᐉ 2 = ʈb − A␣ʈ ᐉ 2, and in that sense ␣ is the optimal solution. In other words, the ␣ from Eq. ͑16͒ solves Eq. ͑15͒ in the least-squares sense. From a computational viewpoint, however, the condition number of the "information matrix" A T A is a square of that of A and this makes the normal Eq. ͑16͒ more badly conditioned than the original Eq. ͑15͒. To alleviate this, QR decomposition is used for solving the least-squares problem 31 based on decomposing A into the product of an orthogonal matrix Q with an upper triangular matrix R: A = QR. In reduced form, Q and R are of sizes NЈ ϫ C and C ϫ C, respectively. 32 The parameter estimates are then given by
which yields the predictions b = A␣ , differing from the observations b by the prediction errors = b − b . The inverse problem is not solved completely yet. When the number of parameters increases, so does the variance of the expected prediction error if the model is large enough to contain the true system. 33 Hence, a severe penalty is attached to the use of superfluous parameters, to avoid which the model must be made parsimonious.
We achieve parsimony by applying a SR algorithm. To devise this algorithm, we need to link the observations b, predictions b , and prediction errors . To that end, we may note that b is the part of b that resides in the column space of A and that is the part that does not. Thus, these two parts must be orthogonal: b T = 0. Using this in the energy norm of b yields
͑18͒
In other words, b and are the two "sides" of a right-angle hypertriangle and b is the hypotenuse.
We can now define an error reduction ratio ͑ERR͒ equal to the ratio of the "magnitudes" of the predictions over observations, ERR= ʈb ʈ ᐉ 2 2 / ʈbʈ ᐉ 2 2 , which after using Eq. ͑17͒ to recast the numerator as ʈb ʈ ᐉ 2 2 = ʈQR␣ ʈ ᐉ 2 2 = ʈ␤ʈ ᐉ 2 2 becomes
where ERR j is the relative error reduction caused by the presence of the jth parameter ͑␣ j ͒ in the model. 34 A threshold is then assumed for ERR j below which the contribution of ␣ j to the error reduction is considered insignificant; we are allowed to omit that parameter. The parameters for the resulting "reduced-dimension" regression are then updated. 35 This process is repeated until all the remaining parameters give an ERR above the selected threshold.
It must be pointed out that this SR algorithm certainly yields a final parameter set with as many redundant parameters eliminated as possible but that set is not always "better" than a nonreduced system in all senses. Eliminating parameters is equivalent to solving the original least-squares problem with some constraint equations. The original parameter estimates will be modified to take these constraints ͑elimi-nated parameters͒ into account. As we shall see in Sec. VI, when spatial derivatives are approximated using FDs, especially when samples contain significant errors, the constrained parameter estimates ͑i.e., the solution with SR͒ might have slightly more errors than the unconstrained ones ͑i.e., the solution without SR͒. This happens because the remaining terms after SR are not accurate enough to yield the least prediction error with parameter values close to the true ones; some undesirable changes in the estimates ͑with respect to the true parameter values͒ are inevitable.
It is imperative to determine the effect of observation errors e in Eq. ͑15͒ on the estimates, as in practice observations are almost always contaminated ͑with measurement noise for instance͒. Let us model e as a Gaussian process of zero mean ͑E͓e͔ =0͒ and covariance V = E͓ee T ͔ which in the general case of V I indicates that the observations may be correlated and of varying reliability or relevance; as a result the errors must be weighed differently. If W denotes the weight matrix for the errors, the identification problem changes to minimizing ʈWeʈ ᐉ 2 = ʈWb − WA␣ʈ T We is zero ͑i.e., A and e are independent͒, then the estimate will be consistent: it will approach ͑with probability one͒ the true parameters as the number of observations increases. These conditions stipulate how the experiment must be designed and without them a situation of multicollinearity can arise, requiring ridge regression to address. If the combination W T W is chosen according to W T W = V −1 , the corresponding ␣ will be the best linear unbiased estimate as this choice minimizes the covariance of the estimates 36 To see the effect of the parsimony brought about by the proposed SR algorithm and to compare the performance of the FD and CGL-spectral identification methods, we will analyze the standard deviations ͱ diag͑P͒ of the parameter estimates ␣ in Sec. VI.
VI. NUMERICAL CASE STUDY: IDENTIFICATION OF ALLEN-CAHN EQUATION
The Allen-Cahn reaction-diffusion equation represents a spatiotemporal system featuring bistable nonlinearity 37 which in its simplest form is caused by the presence of a forcing function of the form f͑u͒ = u͑1−u͒͑u − ͒, where is a constant. 38 For our case study, we use the following AllenCahn equation:
with a being a parameter set to 0.01 in the direct solution. As depicted in Fig. 2 , the solution of Eq. ͑20͒ shows three steady states or three equilibriums u = −1, u = 0, and u = 1 that demonstrate metastability; the middle equilibrium is unstable but the side ones are stable and attracting. The solution demonstrates flat surfaces close to the sides with interfaces in between that may stay intact for a long time before disappearing abruptly.
To generate the grid function v for the inverse problem, the direct problem ͑20͒ was solved using exponential time differencing 39 and CGL-spectral methods 40 on a spatial grid of N = 100 points until t = 70 with time steps of ⌬t =1/ 8.
With the grid function v available, we can now proceed to approximating the required derivatives in the model structure ͑1͒ to obtain the discrete regression form ͑15͒. In Sec. V we assumed that the appropriate operators for this task were selected. We now detail that selection for our specific problem, the identification of Allen-Cahn equation ͑20͒.
First of all, we should mention that a means of comparison is required for the spectral identification results we obtain. We employ FD methods for that end. As a result, we need to choose two sets of derivative approximation operators, one for the FD identification and the other for spectral identification. Both these identifications entail time and spatial derivative approximations.
• Time derivatives: Spectral methods are not required for approximating the time derivative in the model structure Eq. ͑1͒ for this problem, since, as seen by following the t axis in Fig. 2 , the underlying system ͑20͒ does not show any abrupt variations in time. As a result, we uniformly sample in time and for both FD and spectral identifications, we use equispaced, centered, fourth-order FD for approximating the time derivative.
• Spatial derivatives: Obviously, for spectral identification we use the CGL-spectral differentiation operator based on either approach of expansion ͑9͒ or interpolation ͑11͒ for approximating the spatial derivatives in Eq. ͑1͒.
Of course, FD identification requires its own spatial derivative approximation. The methods for generating FD weights have often been limited to equispaced grids and loworder derivatives. Our spatial grid, however, is clustered, and besides, for system identification we require approximations to high order derivatives. A simple algorithm for generating FD weights for derivatives of arbitrary order on an arbitrarily spaced grid is introduced in Ref. 41 , which we use to approximate the spatial derivatives for our FD identification.
Using these operators, we now calculate the approximations to the time and spatial derivatives at t sysid = 35. Assuming a degree of nonlinearity of P = 3 for the system and a highest order n = 2 for the spatial derivatives, we form every possible combination of the dynamical variable u and its approximated spatial derivatives to produce C = 20 columns for A in the discrete regression form ͑15͒; 17 of these columns are redundant. ͑To avoid clutter, we refrain from allowing for the direct presence of the spatial variable in our combinations; otherwise we would have C = 35 columns, 32 of which would be redundant.͒ Table I compares the parameter estimates from the FD and CGL identifications, both with and without employing SR. Attention is first drawn to the excellent performance of the proposed SR algorithm for both FD and CGL-spectral identifications; parsimony is achieved quite satisfactorily as seen from the table columns with SR. In fact, with the CGLspectral identification only two redundant terms, namely, uu x and u x u xx , escape our iterative orthogonal filtering if ERR threshold is set to 0.1%. It is also of interest to notice that whether employing SR or not, the CGL-spectral identification significantly outperforms FD identifications in terms of accuracy.
However, for FD identification with SR some deterioration is noticed in the "surviving" parameters compared to their corresponding parameters without SR. Specifically, the dominant parameters ͑the coefficients of u, u xx , and u 3 ͒ have moved farther from their true values ͑1, 0.01, and Ϫ1, respectively͒. This is due to the additional constraints imposed by the SR algorithm on the estimation of the parameters. These constraints essentially eliminate some columns of A by eliminating their corresponding ␣ j , and, after the SR algorithm finishes execution, we are handed over the subma- Table I . When columns of A are calculated based on the spatial derivatives approximated by FD methods, which inflicts rather large errors on them, the situation is worse for A SR : not only does it inherit the same inaccuracy in its columns, but also it has fewer columns. The least-squares criterion has yielded an ␣ that makes the prediction error smallest. This ␣ , given in the column without SR, FD of Table I , is employing every column of A to do its job. On the other hand, ␣ SR has access to but A SR and not the rest of A. If ␣ SR were to equal ␣ ͑for the corresponding parameters͒, the resulting prediction error would not be a minimum; ␣ SR has to change from ␣ . The FD-based dominant columns of A SR ͑or A͒ are not accurate enough for ␣ SR to yield the minimum prediction error by combining just them. Therefore, inevitably, ␣ SR has to heavily use the redundant columns to do the job dictated by the least-squares criterion. This phenomenon, which we call "backfiring" of SR, is not present for the CGL-spectral identification, as in that case the dominant columns of A SR are accurate enough for ␣ SR to yield the minimum prediction error combining just them, with a little ͑or no͒ help from the redundant columns.
Assuming that the observations are contaminated with Gaussian noise, Table II lists the ratio of standard deviations ͑std͒ of the parameter estimates in the case with SR to the case without it for both FD and CGL-spectral identifications. It is clear that the application of SR leads to significant reduction in standard deviation of the parameter estimates for both cases. For CGL-spectral identification this reduction is several times that of the FD identification. Specifically, SR causes the standard deviation in the FD identification of the parameter u to drop to about 25% of its value without SR, whereas for the CGL-spectral identification SR brings about a drop to 7% of the value without it. The superiority of CGL-spectral identification in terms of standard deviations of the estimates, compared to that of FD identification, is of great practical significance as it translates to the possibility of identifying systems with greater certainty. Figure 3 compares the percent parameter estimate error ͑2-norm͒ versus the number of samples used for FD and CGL-spectral identifications, and clearly illustrates the significantly superior accuracy of the latter to the former. In particular, it is noted that with the error axis linearly scaled ͑upper͒ nearly no error is perceivable for the CGL-spectral identification with or without SR even with the smallest number of samples. The error becomes visible only when the y-axis is scaled logarithmically ͑lower͒. With only 60 samples and no SR, the estimate error is less than 1%. Moreover, a dramatic decrease ͑a hundredfold, in the limit, to be more specific͒ in the estimate error is noticed when the proposed SR algorithm is employed. For the FD identification, however, the estimate error is unacceptably large if a "small" number of samples are used. Furthermore, employing the SR algorithm may aggravate the estimates due to the backfiring phenomenon discussed earlier. It is noticed that as the number of samples increases the estimates based on the FD identification with SR approach those based on the same identification but without SR; the more samples we provide, the less backfiring we can expect to occur for the FD identification. This stems from the fact that with more samples the grid is finer, and hence FD methods are capable of approximating the derivatives more accurately. In conclusion, we maintain that the proposed CGLspectral identification outdoes its FD counterpart even with less number of samples and no SR for the former. Figure 4 depicts the predictions u FD and u CGL of the models arising from the FD and CGL-spectral identifications along with their respective prediction errors u FD − u and u CGL − u. Comparing u CGL ͑upper right͒ with u in Fig. 2 , it is seen that the model based on the CGL-spectral identification preserves the interfaces between different equilibrium states. Furthermore, being of order 10 −5 , the CGL-spectral prediction error u CGL − u ͑lower right͒ is negligible everywhere in the domain. On the other hand, u FD ͑upper left͒ illustrates that the model arising from the FD identification does not show fidelity to the equilibrium interfaces, and in fact it completely misplaces the interface between u = −1 and u = 1 equilibriums after the metastability has disappeared. Being of order 1, the FD prediction error u FD − u ͑lower left͒ is dreadful and non-negligible.
As the last point we mention that our SR algorithm is not "sensitive" to the choice of the ERR threshold as long as the threshold is set to a value in an appropriate interval. Figure 5 illustrates this point by plotting the relative error in the dominant coefficients ͑namely, the coefficients of u, u xx , and u 3 ͒ of the Allen-Cahn equation versus the ERR threshold based on N = 100 number of samples and the t sysid = 35. It is seen that the relative errors in the dominant coefficients are minimum ͑and practically constant͒ when the percent ERR threshold is in the intervals ͑ϳ0.025, ϳ 0.1͒ and ͑ϳ0.025, ϳ 0.275͒ for the FD and CGL-spectral identifications, respectively. The SR algorithm, and hence the identification, would only fail if the ERR threshold is set in excess of a maximum, 0.1% for FD and 0.275% for CGL spectral.
VII. CONCLUSION
A new methodology based on CGL-spectral differentiation operators has been proposed for identifying spatiotemporal systems on nonperiodic domains. Specifically, with a numerical experiment on Allen-Cahn metastable reactiondiffusion system, we show that the CGL-spectral identifications yield much more accurate parameter estimates than their FD counterparts do. For the same level of accuracy, our CGL-spectral identification requires a much less number of samples than FD identifications do, a point that is of practical importance as it makes possible the use of less number of sensors without undermining the identification accuracy. It is noted, however, that with less than two points per wavelength, in the coarsest part of the grid, the CGL-spectral identification loses its resolution ability and the identification will not be accurate or even meaningful. This is the minimum number of samples required by the CGL-spectral identification.
As long as the cutoff threshold on the ERR remains in a certain interval ͑depending on the system to be identified and the identification approach employed͒ the application of the proposed orthogonal SR algorithm to the CGL-spectral discrete regression form yields a parsimonious model from a time series of the response of the underlying system. On the other hand, it is demonstrated that the FD discrete regression form is not accurate enough for the SR algorithm to successfully eliminate the redundant parameters without any deterioration in the dominant parameters.
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