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USO CORRECTO DEL ANÁLISIS CLÚSTER EN LA 
CARACTERIZACIÓN DE GERMOPLASMA VEGETAL1
Carlos Alberto Núñez-Colín2, Diana Escobedo-López2
RESUMEN
Uso correcto del análisis clúster en la caracteriza-
ción de germoplasma vegetal. El presente trabajo tuvo 
como objetivo hacer una recopilación de información básica 
para poder realizar de forma apropiada el análisis clúster. 
Este método multivariado permite hacer agrupaciones y es 
muy utilizado en estudios de caracterización de recursos 
genéticos. Se mencionan los tipos de datos a utilizar, los 
índices de similitud y disimilitud, los métodos de aglomera-
ción y la forma correcta de establecer el número de grupos 
en un dendrograma. 
Palabras clave: Métodos estadísticos multivariados, ín-
dices de similitud y disimilitud, partición de dendrogramas.
ABSTRACT
Proper use of the cluster analysis in plant germplasm 
characterization.  The present essay aims to make a 
recompilation of basic information to properly perform the 
cluster analysis. This multivariate method allows making 
groups and it is widely used in studies of genetic resources 
characterization. It is mentioned topics like the data types 
to use, similarity and dissimilarity indices, agglomerative 
methods, and the correct way to establish the number of 
groups into a dendrogram.
Key words: Multivariate statistical methods, similarity 
and dissimilarity indices, dendrogram partitioning.
INTRODUCCIÓN
Actualmente en México, el estudio de los recur-
sos ﬁ  togenéticos es una línea de investigación que ha 
adquirido gran importancia, debido a que el país es 
considerado como mega diverso (Ramamoorthy et al. 
1993), y en donde se encuentran muchas especies po-
tenciales que no han sido debidamente estudiadas. En 
este sentido, las herramientas estadísticas utilizadas, 
sobretodo en la caracterización de germoplasma, son 
tópicos en los que la mayoría de los investigadores, 
sobretodo los que han adoptado este enfoque, no han 
explorado ni estudiado a fondo sus bases.
En artículos publicados recientemente, se desco-
noce el buen uso de estas herramientas, además de 
exitir errores en la interpretación de los resultados; 
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siendo el análisis de agrupación, más conocido como 
análisis clúster, uno de los métodos más comunes para 
este tipo de estudios. 
El presente trabajo tuvo como objetivo hacer una 
recopilación de información básica para poder realizar 
de forma apropiada el análisis clúster. 
Unidad básica de caracterización
Como primer punto para las futuras explicaciones 
en este ensayo sobre el análisis clúster, se deﬁ  nirá el 
concepto de Unidad Básica de Caracterización (UBC) 
que es deﬁ   nida como la unidad básica del objeto 
(planta, animal o entidad) que se va ha describir y 
que a su vez será empleada para lograr el objetivo 
de la caracterización; dependiendo del propósito del 
estudio de caracterización, la UBC puede ser un indi-
viduo, una población silvestre, una línea o un híbrido. 
(González-Andrés 2001). Anteriormente a las UBC se 
les generalizaba con el nombre de Unidad Taxonómica 
Operativa (OTU, por sus siglas en inglés) (Sokal y 
Sneath 1963); sin embargo, como no todos los estudios 
de caracterización están enfocados a la taxonomía, el 
término correcto debería ser UBC. 
Deﬁ  niciones básicas en los Análisis Clúster
El análisis clúster es un método matemático que 
está incluido en lo que hoy se llama estadística mul-
tivariada o estadística multivariante; este método es 
principalmente utilizado para la formación de grupos 
de UBC’s con características similares a partir de las 
similitudes o disimilitudes que se presentan entre pares 
de estas UBC’s en n características evaluadas (Johnson 
1998). Este tipo de análisis está compuesto por dos 
métodos interrelacionados e igualmente importantes. 
El primero es el cálculo de los índices de similitud o 
de disimilitud entre pares de UBC’s, del cual existe un 
sin número de referencias en la literatura; no obstante, 
estos índices deben ser aplicados de acuerdo a la natu-
raleza de los datos y al objetivo de la caracterización. 
Y el segundo es la aplicación del método de aglome-
ración adecuado, donde también existe mucha litera-
tura al respecto, que permite a partir de los índices de 
similitud o disimilitud generar las gráﬁ  cas de árbol o 
dendrogramas que son representaciones gráﬁ  cas donde 
el investigador puede tener de una manera resumida 
el parecido que presentan los grupos de UBC’s. El 
método de aglomeración a utilizar principalmente está 
deﬁ  nido por el objetivo de la caracterización.
Los métodos, cálculo de los índices de similitud y 
la aplicación del método de aglomeración, englobados 
en el análisis clúster, a pesar de que presentan unas 
sólidas bases matemáticas no son tan restrictivos res-
pecto a sus bases estadísticas (Johnson 1998). Por lo 
que el principal problema que presenta este análisis es 
la elección del índice de similitud o disimilitud y del 
método de aglomeración más apropiados; la elección 
de la mejor combinación de los métodos del análisis 
clúster depende principalmente de la naturaleza de los 
datos (si son datos doble estado, multi-estado con o sin 
secuencia lógica, cuantitativos, genéticos o secuencias 
de ADN/proteínas) y el objetivo de la caracterización.
Caracterizar es un método no es un objetivo.
Naturaleza de los datos
Dentro de la taxonomía numérica deﬁ  nida  por 
Sneath y Sokal (1962) se deﬁ  nió parte de la siguien-
te clasiﬁ  cación para la naturaleza de los datos para 
caracterizaciones. Con base en esta clasiﬁ  cación  se 
diseñaron, o se rescataron en algunos casos, los índices 
de similitud o disimilitud que se utilizan en la taxono-
mía numérica. Asimismo, los datos genéticos y los de 
secuencias de ADN y proteínas fueron deﬁ  nidos por 
sus características particulares con base en la genética 
de poblaciones, a la genética moderna, y a la ﬁ  logenia 
moderna, así como también estas disciplinas deﬁ  nen a 
sus índices de disimilitud (Cavalli-Sforza y Edwards 
1967, Jukes y Cantor 1969, Nei 1972).
Datos doble estado
Los datos doble estado son obtenidos cuando sólo 
se presentan en la característica evaluada dos posibili-
dades de respuesta; por ejemplo, ausencia o presencia. 
Estas generalmente son codiﬁ  cadas como 0 para las 
negativas y 1 para las positivas; por ejemplo, 0 para au-
sencia y 1 para presencia. Estos datos al tener esta res-
puesta presentan una distribución estadística binomial 
y el cálculo de sus estadísticos básicos debe realizarse 
con las fórmulas diseñadas para esta distribución.
Ejemplos de estos caracteres son el uso de claves 
dicotómicas de taxonomía, la codiﬁ  cación de presen-
cias/ausencias de huellas moleculares, características 
morfológicas que sólo presentan dos estados, etcétera.ISSN: 1021-7444          AGRONOMÍA MESOAMERICANA 22(2):415-427. 2011
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Datos multi-estado
Los datos multi-estado son datos cualitativos, y 
a diferencia de los de doble estado, presentan más de 
dos posibilidades de respuesta; pero una complicación 
más, y es que estos pueden ser con secuencia lógica 
o sin esta, es decir, este tipo de datos engloba a los 
estadísticos nominales (sin secuencia lógica) y a los 
ordinales (con secuencia lógica), cada uno de ellos 
con características propias y métodos diseñados ex 
professo para cada uno.
Los datos nominales son aquellos con más de dos 
posibilidades de respuesta pero que no llevan un orden 
lógico. Por ejemplo, a los colores se les puede poner un 
número, es decir, rojo = 1, amarillo = 2, azul = 3, etc; sin 
embargo, no se puede concluir que rojo es menor que 
azul, son diferentes pero no en orden o secuencia lógica.
Por otro lado, los datos ordinales, al tener más de 
dos posibilidades de respuesta, pueden ser ordenados 
con una secuencia lógica. Por ejemplo, tamaño de 
hoja que puede ser chica = 1, mediana = 2, grande = 
3. En este caso si se puede decir que grande es más 
que chica o que la mediana aunque no de una manera 
cuantitativa. Estos datos cumplen generalmente con 
las distribuciones polinomiales u otras distribuciones 
derivadas de variables discretas. No obstante, datos 
ordinales y nominales son estadísticamente diferentes. 
Ejemplos del uso de estos son los caracteres mor-
fológicos diferenciales a los que no se les mide cuanti-
tativamente sus diferencias; por ejemplo, tipo de copa 
de árboles, densidad de pubescencia, colores de frutos, 
todas las escalas de medición por daños, etc.
Datos cuantitativos
Los datos cuantitativos son los que pueden contar-
se y que son continuos (presentan cualquier valor real); 
generalmente con una distribución normal e incluso 
algunos datos discretos pueden ser utilizados con un 
buen muestreo pero mediante estadísticos de tendencia 
central para obtener normalidad. Ejemplos del uso de 
estos caracteres son altura de planta, peso de fruto y 
de semilla, materia seca, color en escalas Hue, Croma 
y L; además de número de hojas, de frutos y de ﬂ  ores, 
entre otras (si el muestreo es adecuado). Estos datos en 
la actualidad son los que más se utilizan en estudios de 
caracterización morfológica aunque más bien debería 
ser llamada caracterización morfométrica.
Datos genéticos
Los datos genéticos son aquellos en los cuales el 
investigador puede conocer características que cum-
plan con la genética mendeliana y de poblaciones, es 
decir, donde se conocen el número de loci que se está 
evaluando y el número de alelos por locus. 
Generalmente los datos que se requieren para 
caracterización genética, son frecuencias alélicas y 
génicas por población (Cavalli-Sforza y Edwards 1967, 
Nei 1972, Nei 1978); esta población debe ser lo su-
ﬁ   cientemente grande para poder obtener los datos 
(Wright 1978). No se pueden obtener datos genéticos 
con poblaciones pequeñas y menos aún con individuos 
únicos porque se pueden evaluar alelos atípicos en la 
muestra, los cuales pueden afectar las conclusiones de 
la investigación (Falconer y Mackay 2001).
Secuencias de ADN y proteínas
Actualmente, con la tecnología moderna, se han 
desarrollado herramientas que permiten a los inves-
tigadores obtener secuencias de nucleótidos de ADN, 
principalmente de genes conservados, así como la 
secuencia de aminoácidos de las proteínas. De ambos 
tipos de secuencias se han estudiado sus características 
particulares por diversos autores (Fuerst et al. 1977, 
Chakraborty et al. 1978, 1980, Nei y Gojobori 1986, 
Nei y Miller 1990, Tamura y Nei 1993), lo que ha 
permitido que pueden detectarse los cambios que han 
sufrido a través del tiempo así como el parecido ﬁ  loge-
nético que presentan dos UBC’s en estas secuencias.
Por las características especiales de estos datos, se 
han desarrollado métodos apropiados para analizarlos 
(Kumar et al. 2008). Estos generalmente, son usados 
para estudios ﬁ  logenéticos aunque en algunos casos 
han servido para descifrar aspectos taxonómicos, ade-
más de los puramente ﬁ  logenéticos, con géneros com-
plejos como en el caso de Crataegus (Lo et al. 2007).
Índices de similitud y disimilitud
Una vez que se tienen detectados el tipo de datos 
que van a utilizarse en el estudio de caracterización, 
se procede a seleccionar el mejor índice de similitud 
o de disimilitud apropiado. La primera recomendación 
es no hacer combinación de datos; esto es debido a 
que, como ya se mencionó anteriormente, cada tipo de ISSN: 1021-7444          AGRONOMÍA MESOAMERICANA 22(2):415-427. 2011
418 NÚÑEZ Y ESCOBEDO: USO CORRECTO DEL ANÁLISIS CLÚSTER
datos presenta características propias que no comparte 
con los de otra naturaleza.
Índices de similitud
Los primeros índices que se abordarán serán los 
de similitud, estos están desarrollados, principalmen-
te, para datos doble estado. Aunque algunos de estos 
índices pueden ser utilizados también para analizar ca-
racteres multi-estado sin secuencia lógica (nominales). 
Todos ellos basados en los mismos principios que se 
describen a continuación:
Suponga a dos UBC’s a las que se les ha obtenido 
datos doble estado, las combinaciones de comparación 
posibles se muestran en el Cuadro 1.
Donde a es que los dos individuos tengan presente 
la misma característica; b es que el primero la presente 
y el segundo no; c que el segundo presente la carac-
terística y el primero no, y d que ambos carezcan de 
esta característica. A partir de esto calculamos m que 
es la suma entre a y d (m = a + d), es decir, la suma de 
las concordancias, tanto de presencia como de ausen-
cia; u que es la suma de b y c (u = b + c), es decir, la 
suma de las discordancias, y n que es el número total 
de características evaluadas, es decir, la sumas de las 
concordancias y las discordancias (n = m + u). A partir 
de esta codiﬁ  cación tenemos las siguientes fórmulas 
(Cuadro 2). Estas codiﬁ  caciones son las que se utilizan 
en la actualidad a nivel mundial en los artículos rela-
cionados con la teoría y el desarrollo de estos índices. 
Hay que tener claro que cada uno de estos índi-
ces fueron desarrollados para ﬁ  nes  especíﬁ  cos;  por 
ejemplo, Simple matching (Sokal y Sneath 1963) fue 
desarrollada para analizar características evaluadas a 
partir de claves taxonómicas dicotómicas, y en donde 
un ejemplar podía o no tener ciertas características y 
en raros casos se presentaban más de dos posibilidades 
de respuesta; esta es la razón por la cual este índice si 
permite datos multi-estado sin secuencia lógica.
Sin embargo, si lo que se va a analizar son ma-
trices binomiales de presencia/ausencia de bandas de 
huellas de ADN o de proteínas, obtenidas por electro-
foresis, el índice más adecuado de utilizar es la fórmu-
la desarrollada por Dice (1945), que, aunque ésta fue 
desarrollada originalmente con ﬁ  nes de comparación 
de nichos ecológicos, Nei y Li (1979) demostraron, 
mediante desarrollos matemáticos, que era el índice 
más congruente para la clasiﬁ  cación mediante estas 
características debido principalmente a que una con-
cordancia por doble ausencia de una banda puede no 
deberse a la misma razón, es decir, no es una concor-
dancia. Por este y otros muchos ejemplos, el investi-
gador tiene que tener nociones de dónde se obtuvo y 
para qué se utiliza el índice de similitud que va a usar; 
esta recomendación es para no tener problemas con 
la interpretación de sus resultados o, lo más común, 
hacer conclusiones que no son ciertas y que no aportan 
nada al conocimiento cientíﬁ  co mundial.
Distancias métricas (morfológicas o taxonómicas)
Los índices de disimilitud, mejor conocidos como 
distancias, están basadas en planos euclidianos n–di-
mensionales (Lindgren 1968).
Las distancias están desarrolladas para aplicarse a 
datos multi-estado con secuencia lógica y a los datos 
cuantitativos; no obstante, hay distintas distancias 
para cada tipo de datos por lo que no es recomendable 
aplicarlo a combinaciones de ellos. La distancia más 
básica es la euclidiana que se basa en el teorema de 
Pitágoras; esta distancia es la raíz cuadrada de la suma 
de los cuadrados de cada una de las diferencias (cada 
uno puede ser considerado un cateto) para así obtener la 
distancia (que sería la hipotenusa) entre esos dos puntos. 
Para ejempliﬁ  carlo se hará el modelo más simple con 
dos variables (Figura 1), pero este modelo es válido para 
n catetos en n dimensiones.
A partir de esta distancia se han hecho modiﬁ  -
caciones para ﬁ  nes especíﬁ  cos de los cuales se han 
desarrollado las siguientes fórmulas (Cuadro 3).
La distancia más utilizada en estudios morfomé-
tricos (variables cuantitativas) es la distancia eucli-
diana media, o también llamada distancia taxonómica 
media, que tiene como variante dividir la distancia 
Cuadro 1.   Posibilidades y codiﬁ  cación base de los índices 
de similitud utilizados en la caracterización de 
germoplasma. Celaya, Guanajuato, México, 2010.
Individuo j
10
Individuo i
1 ab
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entre el número de características antes de obtener la 
raíz cuadrada, esto con el ﬁ  n de tener escalas com-
parables, porque cuando se comparan dos distancias 
en investigaciones diferentes, estas distancias pueden 
comparase aún cuando no se tengan el mismo número 
de características evaluadas.
Otra variante importante es la distancia χ2, que 
está desarrollada para datos multi-estado con secuen-
cia lógica (cualitativos ordinales) o, en su defecto, 
rangos de valores de datos cuantitativos, aunque se 
puede usar para datos cuantitativos, se debe de tener 
cuidado en utilizar escalas equiparables en todas las 
variables que se pretenda incluir en la investigación 
(Núñez-Colín et al. 2004), por lo que su uso se debe 
de hacer sólo en situaciones particulares.
Existen distancias que son poco utilizadas en 
análisis clúster; sin embargo, son empleadas en otro 
Cuadro 2.   Índices de similitud más utilizados en caracterización de germoplasma. Fórmulas copiladas en Celaya, Guanajuato, Mé-
xico, 2010.
Nombre del Coeﬁ  ciente Fórmula Autor
Simple Matching* Sokal y Sneath (1963)
Jaccard Jaccard (1908)
Dice Dice (1945), Nei y Li (1979)
Phi Sokal y Sneath (1963)
Kulczynski 1 Kulczynski (1927)
Kulczynski 2 Kulczynski (1927)
Hamann* Hamann (1961)
Roger y Tanimoto* Roger y Tanimoto (1960)
Russel y Rao Russel y Rao (1940)
Ochiai Ochiai (1957)
Yule Yule (1911)
* Estas fórmulas aceptan datos multi-estado sin secuencia lógica (cualitativos nominales).
Figura 1.   Ejemplo de la obtención de la distancia euclidiana 
entre dos UBC mediante dos características. Cela-
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tipo de análisis como lo es el discriminante canónico, 
este es el caso de la distancia Mahalanobis que es una 
modiﬁ  cación de la distancia euclidiana vista desde un 
punto de vista del álgebra de matrices, donde, además 
de las diferencias de los caracteres entre UBC’s, uti-
liza la matriz de varianzas y covarianzas entre ambas 
UBC’s en su cálculo, esta distancia cuanta con pruebas 
de hipótesis que permiten conocer si dos UBC’s son o 
no diferentes.
Distancias genéticas
A diferencia de las distancias métricas, las genéticas 
son utilizadas para conocer la disimilitud de caracteres 
Cuadro 3.   Distancias métricas más utilizadas en caracterización de germoplasma. Fórmulas copiladas en Celaya, Guanajuato, Méxi-
co, 2010.
Nombre de la distancia Fórmula Tipos de datos que acepta
Promedio taxonómico Cuantitativos
Promedio taxonómico al cuadrado Cuantitativos
Bray – Curtis Cuantitativos
Canberra Cuantitativos
Chi – cuadrada Cuantitativos en rangos y multiestado 
con secuencia lógica
Euclidiana Cuantitativos
Euclidiana al cuadrado Cuantitativos
Promedio de Manhattan Cuantitativos y multiestado con 
secuencia lógica
Coeﬁ  ciente de forma de Penrose Sólo índices de forma
Coeﬁ  ciente de tamaño de Penrose Sólo variables de tamaño
Mahalanobis 
 
En donde Σ se remplaza por alguna estimación 
razonable de la matriz de varianzas y covarianzas
CuantitativosISSN: 1021-7444          AGRONOMÍA MESOAMERICANA 22(2):415-427. 2011
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genéticos. Por lo tanto, se necesita de caracteres 
codiﬁ  cados de acuerdo a la genética de poblaciones, 
es decir, número de loci a analizar así como número 
de alelos para cada locus; esto puede obtenerse a partir 
de caracteres morfológicos de herencia mendeliana o 
de marcadores moleculares aplicados a poblaciones 
(nunca aplicados únicamente a individuos) donde se 
puedan detectar los parámetros de frecuencias alélicas 
y génicas. Las distancias genéticas más utilizadas se 
encuentran resumidas a continuación (Cuadro 4).
En el caso de las distancias genéticas, la más uti-
lizada es la fórmula original de Nei que, aunque puede 
no ser imparcial por el orden en el que se meten los 
datos, es la que mejores resultados ha dado en investi-
gaciones ﬁ  logenéticas. Sin embargo, existen fórmulas 
muy bien estructuradas en bases genéticas y ﬁ  loge-
néticas como las desarrolladas por Cavalli-Sforza y 
Edwards (1967) pero que por su complejidad no son 
muy utilizadas, aunque también son válidas para estu-
dios de este tipo.
Cuadro 4.   Distancias genéticas más utilizadas en caracterización de germoplasma vegetal. Fórmulas copiladas en Celaya, Guanajua-
to, México, 2010.
Nombre de la distancia Fórmula Autor
Nei Nei (1972)
Nei imparcial Nei (1978)
De arco 
 donde 
Cavalli-Sforza y Edwards (1967)
De acorde Cavalli-Sforza y Edwards (1967)
Balakrishnan y Sanghvi Balakrishnan y Sanghvi (1968)
Hillis Hillis (1984)
Hillis imparcial Swofford y Olsen (1990)
Prevosti Wright (1978)
Rogers  Rogers (1972)
Rogers modiﬁ  cada por Wright Wright (1978)
  = Número de alelos por locus; nloci = Número de loci evaluados.ISSN: 1021-7444          AGRONOMÍA MESOAMERICANA 22(2):415-427. 2011
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Todas las fórmulas de distancias genéticas fueron 
obtenidas para datos de frecuencias alélicas, sobre 
todo de las génicas, y que, aunque pueden ser utiliza-
das por otro tipo de datos, da como resultado una in-
terpretación totalmente incongruente. Un caso común 
de esto es cuando a datos binarios de huellas genéticas 
se les quiere aplicar alguna de estas fórmulas dando 
como resultado que, aunque se tenga un dato de las 
distancias, la interpretación del parecido entre ellas 
no es congruente en comparación a si se aplicara un 
índice de similitud que sería lo correcto.
Distancias genéticas para secuenciación
En el caso de las distancias genéticas para secuen-
ciación, también existen un sin número de fórmulas 
en la literatura, todas ellas basadas en los patrones de 
sustitución de bases para el caso de ADN (transiciones 
y transversiones) y de aminoácidos para el caso de 
proteínas; todas ellas cumpliendo con las teorías desa-
rrolladas en la genética moderna sobre la mutación del 
ADN y de las proteínas (Tamura et al. 2007).
Métodos de aglomeración
En cuanto a los métodos de aglomeración o de 
agrupamiento también se tienen diferencias entre ellos 
porque existen métodos jerárquicos y no jerárquicos, 
siendo los más comúnmente utilizados los jerárquicos, 
aunque en la actualidad se han hecho modiﬁ  caciones a 
algunos de estos métodos para tener representaciones 
no jerárquicas, estos tienen una base matemática fuer-
te, pero no desde el punto de vista biológico.
El principio de todos los métodos es unir las 
UBC’s con el máximo parecido en la matriz de distan-
cias o en la matriz de índices de similitud, a este grupo 
de dos UBC’s se le llama nudo; de aquí, se rehace 
la matriz de similitud o disimilitud para que el nudo 
tenga un solo valor con respecto a las demás UBC’s, 
que es donde está la diferencia entre los distintos mé-
todos, después de este paso se puede formar otro nudo 
entre UBC’s diferentes o unir otra UBC diferente a un 
nudo previamente formado; esta operación de rehacer 
la matriz se repite hasta quedar una sola agrupación 
(conocida como raíz del dendrograma); de manera 
que entre más grande sea la distancia o más pequeño 
sea en índice de similitud entre agrupaciones, más 
diferentes son.
Los principales métodos jerárquicos y los que 
poseen modiﬁ  caciones para su representación no jerár-
quica se resumen en el Cuadro 5.
El principal problema de los métodos no jerár-
quicos es no tener un centro ﬁ  jo (raíz), por lo que el 
investigador tiene que poseer un amplio conocimiento 
sobre la especie y el método a utilizar para ﬁ  jar la raíz 
correcta del árbol, por lo que es recomendable para 
investigadores con poca experiencia utilizar preferen-
temente métodos jerárquicos.
El método más utilizado es el UPGMA, donde 
el recálculo de la matriz de distancias o de índices de 
similitud se hace promediando los valores de las dis-
tancias o de los índices de similitud de las UBC’s del 
Cuadro 5. Métodos de agrupación más utilizados en caracterización de germoplasma. Copiladas en Celaya, Guanajuato, México, 2010.
Nombre del método Forma de rehacer la matriz Tipo de representación Autor
Simple Vecino más cercano (dato más próximo) Jerárquicos y no jerárquicos Sokal y Michener (1958)
Completo Vecino más lejano (dato más distante) Jerárquicos y no jerárquicos Sorensen (1948)
UPGMA Media aritmética no ponderada Jerárquicos y no jerárquicos Sokal y Michener (1958)
WPGMA Media aritmética ponderada Jerárquicos y no jerárquicos McQuitty (1966)
UPGMC Centroide aritmético Jerárquicos Edwards y Cavalli-Sforza (1965)
WPGMC Mediana aritmética Jerárquicos Gower (1967)
Flexible β Mediante el cálculo empírico de un co-
eﬁ  ciente de error β
Jerárquicos Williams y Lambert (1966)
Neightbor joining Mediante cálculos ﬁ  logenéticos Filogenéticos  de  ramas  con 
diferente longitud
Saitou y Nei (1987)
Ward Varianzas mínimas Jerárquicos Ward (1963)ISSN: 1021-7444          AGRONOMÍA MESOAMERICANA 22(2):415-427. 2011
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nudo o grupo con el de las otras UBC’s que es lo mate-
máticamente más lógico para el recálculo de la matriz. 
Un caso especial es el método de Ward (Ward, 
1963), el cual sólo es posible para el caso de calcu-
larse a partir de distancias de datos cuantitativos; este 
método es una alternativa que reduce la presencia 
de individuos atípicos que se denominan en inglés 
outliers (individuos raros sin un grupo deﬁ  nido, en 
muchas ocasiones dado por una única variable con un 
dato atípico), esto es posible debido a que este méto-
do antes de calcular la distancia aplica un análisis en 
componentes principales y calcula la distancia con los 
valores de la proyección de los vectores propios de 
las UBC’s como si fueran las variables originales y 
recalcula la matriz mediante el método UPGMA. No 
obstante, se debe tener extrema precaución si al em-
plear este método se le trata de dar una interpretación 
taxonómica debido a que se pueden cometer errores 
serios de interpretación porque este método es más re-
comendable cuando el objetivo del trabajo es conocer 
la variabilidad o diversidad existente en UBC’s de una 
especie o género especíﬁ  co.
Por otro lado, el método Neigthbor joining (Sai-
tou y Nei 1987) debe ser utilizado sólo para estudios 
ﬁ  logenéticos y sólo es conﬁ  able cuando se ha calcu-
lado a partir de distancias genéticas o evolutivas (de 
frecuencias génicas o datos de secuenciación), y no es 
recomendable para estudios de caracterización, por lo 
que se debe de tener cuidado con su uso; actualmen-
te, se tienen programas computacionales que pueden 
“calcular” este tipo de árboles a partir de índices de 
similitud o de distancias métricas e incluso existen 
estudios de comparación de métodos de aglomeración 
incluyendo este. Sin embargo, la interpretación puede 
tener muchas complicaciones porque si el árbol de 
mínima evolución que se obtiene no proviene de datos 
evolutivos, puede dar una congruencia esperada por el 
investigador sin que esta sea totalmente correcta, es 
decir, que se están llegando a conclusiones que al in-
vestigador que lo realizó le parecen correctas, o mejor 
que con otros métodos, pero que si alguien más lo rea-
liza adecuadamente, con datos evolutivos, pueden no 
ser las mismas. En este sentido, en ﬁ  logenia también 
existen otros métodos como máxima parsimonia y 
máxima verosimilitud, entre otros pero que sólo deben 
ser empleados con distancias genéticas, principalmen-
te de secuenciación.
Formación de grupos 
Otro tópico interesante dentro de los análisis clús-
ter, y donde más errores se cometen, es la deﬁ  nición de 
la altura de corte de los árboles para deﬁ  nir el número 
correcto de grupos, para lo cual no existen estadísticos 
exactos sólo algunas pruebas pseudoestadísticas como 
la t2 de Hotelling (1951) y el criterio cúbico de agrupa-
ción (Cubic Clustering Criterion, CCC) obtenido por 
Serle (1983). Sin embargo, estas pruebas son difíciles 
de calcular y no siempre fáciles de interpretar. Por lo 
que el investigador debe saber cómo cortar su gráﬁ  ca 
de árbol o dendrograma.
En este sentido, lo más sencillo es poner una línea 
recta en alguna parte de dendrograma y contabilizar el 
número de grupos que se obtienen e ir corroborando 
su parecido dentro de grupos y entre ellos con otros 
métodos como el análisis discriminante canónico; pero 
lo que por ningún motivo debe hacerse es hacer las 
agrupaciones sólo con el orden en el que se encuentran 
en el dendrograma porque eso puede variar de acuerdo 
al programa de cómputo que se utilice y un error muy 
frecuente es tratar de agrupar individuos atípicos en 
un mismo grupo, sólo porque aparecen “juntos” en el 
dendrograma pero con una distancia entre ellos mayor 
a la de otros grupos. 
Por ejemplo, Gallegos-Vázquez et al. (2011) utili-
zando el Método de Ward (Ward 1963) obtuvieron los 
siguientes resultados (Figura 2) donde se pueden con-
tabilizar tres grupos bien formados. Sin embargo, con 
una línea de corte más estricta se pueden formar ocho 
diferentes grupos (que realmente serían subgrupos), 
donde incluso algunos de ellos son individuos atípicos 
(en este ejemplo en una se trata de una especie diferen-
te) por lo que ambas alturas de corte son válidas aunque 
por el concepto de parsimonia (la naturaleza tiende a 
la sencillez) es siempre recomendable en un primer 
acercamiento, establecer tres grupos y dependiendo de 
la interpretación del mismo pueden hacerse más.
Por otro lado, muchas veces quedan individuos 
atípicos desde el primer corte como lo es en el caso 
de los marcadores moleculares donde por ejemplo 
Pecina-Quintero et al. (2011) establecieron dos grupos 
bien deﬁ  nidos y varios grupos atípicos (Figura 3), la 
mayoría individuos atípicos, pero no se trató de unir a 
los grupos mayoritarios porque de esta manera se pier-
de la interpretación del dendrograma. En este sentido, ISSN: 1021-7444          AGRONOMÍA MESOAMERICANA 22(2):415-427. 2011
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al establecer una línea de corte más estricta se obtienen 
más individuos atípicos fuera de los subgrupos.
Por lo que lo más difícil de la interpretación del 
dendrograma es responder a la pregunta ¿Cuántos gru-
pos se deben formar? Por lo que el investigador debe 
tener una idea clara de, primero, saber qué índice de 
similitud o disimilitud debe utilizar en cada caso y que 
método de aglomeración es el adecuado y, segundo, 
hacer una interpretación válida de su dendrograma: 
saber cuántos grupos se están formando.
COMENTARIOS FINALES
Hay que tener nociones de donde salieron los ín-
dices de similitud o disimilitud para tener certeza del 
que se pretenda usar dependiendo del tipo de datos y 
el objetivo de la caracterización.
El método de aglomeración se debe emplear 
con base en el tipo de datos y el objetivo de la ca-
racterización.
Las líneas de corte se emplean para deﬁ  nir el nú-
mero de grupos o hacer pruebas de partición para tener 
noción de cuantos grupos pueden ser; sin embargo,  las 
pruebas de partición son pseudoestadísticos por lo que 
no son exactos, sólo ayudan al investigador a darse 
una idea de cuantos grupos formar por lo que la mejor 
deﬁ  nición de cuantos grupos es por la experiencia del 
investigador en estudios similares.
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Figura 2.   Dendrograma de accesiones de Nopal (Opuntia spp.) mediante datos morfomé-
tricos (Gallegos-Vázquez et al. 2011). Datos recopilados en Zacatecas, México 
entre 2009 y 2010.ISSN: 1021-7444          AGRONOMÍA MESOAMERICANA 22(2):415-427. 2011
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Figura 3.   Dendrograma de accesiones de Jatropha curcas L. mediante mar-
cadores AFLP (Pecina-Quintero et al. 2011). Datos recopilados en 
Celaya, Guanajuato, México, 2010. ISSN: 1021-7444          AGRONOMÍA MESOAMERICANA 22(2):415-427. 2011
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