Abstract. Genetic programming (GP) extends traditional genetic algorithms to automatically induce computer programs. GP has been applied in a wide range of applications such as software re-engineering, electrical circuits synthesis, knowledge engineering, and data mining. One of the most important and challenging research areas in GP is the investigation of ways to successfully evolve recursive programs. A recursive program is one that calls itself either directly or indirectly through other programs. Because recursions lead to compact and general programs and provide a mechanism for reusing program code, they facilitate GP to solve larger and more complicated problems. Nevertheless, it is commonly agreed that the recursive program learning problem is very difficult for GP. In this paper, we propose techniques to tackle the difficulties in learning recursive programs. The techniques are incorporated into an adaptive Grammar Based Genetic Programming system (adaptive GBGP). A number of experiments have been performed to demonstrate that the system improves the effectiveness and efficiency in evolving recursive programs.
Introduction
Genetic programming (GP) extends traditional genetic algorithms [6, 7] to automatically induce computer programs [12] [13] [14] [15] . It is a stochastic general search and problem solving method that uses the analogies from natural selection and evolution. GP encodes potential solutions to a specific problem as computer programs and apply reproduction and recombination operators to these programs to create new programs. The reproduction and recombination processes are repeated until appropriate solutions are found or all resources have been used. GP has been demonstrated to be effective and robust in searching very large and varied spaces in a wide range of applications such as software reengineering, electrical circuits synthesis, knowledge engineering [3, 11, [13] [14] [15] 24] , and data mining [5, 33] .
One of the most important and challenging areas of research in GP is the investigation of ways to apply them to larger and more complicated problems. One approach to make a large problem more tractable is to discover reusable representations automatically. Koza [14] used the Boolean even-n-parity problem to demonstrate extensively that his approach of hierarchical Automatically Defined Functions (ADFs) can facilitate the solving of the problem.
However, GP with ADFs can only solve an instance of the even-n-parity problem for a particular value of n. If a different value of n is provided, GP with ADFs must be used the program. They demonstrated that, using such a grammar to guide evolution, GGP is able to find the solution to the general even-n-parity problem more efficiently than Koza's ADFs approach. They also studied the problem of evolving recursive programs from noisy examples [31] .
Tang et al. [25] compared Inductive Logic Programming (ILP), GP, and Genetic Logic Programming (GLP is a variant of GP for inducing Prolog programs proposed by [28] ) for program induction. These approaches were used to induce four recursive, list-manipulation programs. The results indicate that ILP is generally more accurate at inducing correct programs given limited data and computing resources. GLP performs the worst, and is rarely able to induce a correct program. Although they found that ILP is generally more accurate than GP and GLP, they only used the traditional GP [15] in their comparison. Other GP systems such as Strongly Typed GP [17] , PolyGP, CFG-GP, GGP, and GP with ADR were not compared. Thus, it is not clear if the conclusion is applicable to other GP systems.
Difficulties in evolving recursive programs
In general, a recursive program consists of one or more base statements and a number of recursive statements. It is difficult to evolve a recursive program because appropriate base and recursive statements and correct ordering of them must be evolved simultaneously. For example, the following program:
is incorrect for the even-n-parity problem, although the second component of the outermost AND function is the target recursive program to be evolved.
Consider the problem of inducing a program from the 8 fitness cases of the even-3-parity problem. Each fitness case is a pair (L i , Z i ), where 1 ≤ i ≤ 8, L i is a list of 3 Boolean values and Z i is a Boolean value. Z i is True (T) if L i contains even number of True, otherwise Z i is False (Nil). The standardized fitness value of an evolved program P is calculated by using the following fitness function: has the standardized fitness value of 4, although its base statement is correct. The standardized fitness value of the program: is 8 (the worst value), although its recursive statement is correct. These examples illustrate that the problem of inducing recursive program is difficult, because the properties of the problem obstruct the construction and combination of good building blocks.
MISCLASSIFY(P,
Moreover, several non-terminating programs with similar structures occur frequently in various generations during the evolution of recursive programs. For example, the following programs, may be generated several times. Since it is impossible to develop an algorithm that determines if a program will terminate or not, a program is assumed to be non-terminating if it executes for a long time. In other words, much of the execution time is wasted in evaluating these programs, and less execution time is devoted to evolve good programs.
Adaptive GBGP
This section presents a novel approach called adaptive GBGP (adaptive Grammar Based Genetic Programming) that is an extention of GGP. Adaptive GBGP applies extended logic grammars to specific the language bias and the search bias of the learning problem of evolving programs [26, 27] . This section first introduces the formalism of extended logic grammars followed by the description of the representations and the genetic operators of adaptive GBGP. The techniques of adapting grammars are discussed in Section 4.3.
Introduction to extended logic grammars
Extended logic grammars are the generalizations of CFGs, which are more expressive than CFGs, but equally amenable to efficient execution. In this paper, extended logic grammars are described in a notation similar to that of definite clause grammars [1, 21, 22] . The grammar for some simple S-expressions in Table 1 will be used throughout this section.
An extended logic grammar differs from a CFG in that the grammar symbols, whether terminal or non-terminal, may include arguments. The arguments can be any term in the grammar. A term is either a logic variable, a function or a constant. A variable is represented by a question mark '?' followed by a string of letters and/or digits. A function is a grammar symbol followed by a bracketed n-tuple of terms and a constant is simply a 0-arity function. Arguments can be used in a grammar to enforce context-dependency. Thus, the permissible forms for a constituent may depend on the context in which that constituent occurs in the program.
The terminal symbols, which are enclosed in square brackets, correspond to the set of words of the language specified. For example, the terminal [(−?x, ?y)] creates the constituent (−2.0, 2.5) of a program if ?x and ?y are instantiated respectively to 2.0 and 2.5. Non-terminal symbols are similar to literals in Prolog; exp−1(?x) in Table 1 is an example of non-terminal symbol. Commas denote concatenation and each grammar rule ends with a full stop.
The right-hand side of a grammar rule may contain logic goals and grammar symbols. The goals are pure logical predicates for which logical definitions have been given. They specify the conditions that must be satisfied before the rule can be applied. For example, the goal member (?x, [X, Y]) in Table 1 instantiates the variable ?x to either X or Y if ?x has not been instantiated, otherwise it checks whether the value of ?x is either X or Y. In another example, if the variable ?y has not been bound, the goal random(0, 1, ?y) instantiates ?y to a random floating point number between 0 and 1. Otherwise, the goal checks whether the value of ?y is between 0 and 1.
The special non-terminal start corresponds to a program of the language. In Table 1 , some grammar symbols are shown in bold-face to identify the constituents that cannot be manipulated by genetic operators. For example, the last terminal symbol [)] of the second rule is revealed in bold-face because every S-expression must end with a ')', and thus it is not necessary to modify the ')' symbol. The underlined number before each rule is used to identify this rule. 
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The difference between an extended logic grammar and a logic grammar is that the former allows a non-terminal at the right hand side of a grammar rule to be followed by an optional list of rule-biases. A rule-biases list is enclosed by a pair of angle brackets and it contains a list of pairs. The first element of a pair is a number that identifies a grammar rule while the second element of a pair is an integer between min-rule-bias and max-rule-bias. In the current implementation, min-rule-bias and max-rule-bias are respectively 0 and 5. The second element is called rule-bias and it specifies the relative probability of applying the corresponding grammar rule to expand the non-terminal symbol. Since a terminal symbol cannot be expanded by applying grammar rules, it should not have a rule-biases list.
For example, consider the first non-terminal symbol exp−1(?x) of grammar rule 2, its rule-biases list is <(5 2) (6 2) (7 1)>, thus the probabilities of applying grammar rules 5, 6, and 7 to expand the non-terminal symbol are respectively 0.4, 0.4 and 0.2. If the rule-biases list of a non-terminal symbol is not specified, an initial value (which is 3 in this implementation) is assigned to the rule-bias of every applicable grammar rules. Therefore, the rule-biases list of the second non-terminal symbol exp−1(?x) of grammar rule 2 is <(5 3) (6 3) (7 3)>. In other words, the probabilities of applying grammar rules 5, 6, and 7 to expand this non-terminal symbol are equal. A similar (but much simpler) approach was described by [26] .
Representations, crossover, and mutation
Adaptive GBGP represents a program as a derivation tree showing how the program has been derived from the extended logic grammar. In other words, a derivation tree is the genotype and the corresponding program is the phenotype. Adaptive GBGP applies deduction to randomly generate programs and their derivation trees in the language declared by the given grammar. These derivation trees form the initial population and adaptive GBGP directly manipulates these trees to find appropriate solutions. For example, the program ( * (+ X 0) (+ X 0)) can be generated by adaptive GBGP given the extended logic grammar in Table 1 . Its derivation tree is depicted in Figure 1 . The bindings of logic variables are shown in italic font and enclosed in a pair of braces.
The crossover is a sexual operation that starts with two parental programs and the corresponding derivation trees. One program is designated as the primary parent and the other one as the secondary parent. The operation takes place on terminal and/or nonterminal nodes of the two parental derivation trees and produces one offspring program. The crossover algorithm is given as follows: Figure 1 . The derivation tree of the program ( * (+ X 0) (+ X 0)).
1.
If there are sub-trees in the primary derivation tree that have not been selected previously, select randomly a sub-tree from these sub-trees using a uniform distribution. The root of the selected sub-tree is called the primary crossover point. Otherwise, terminate the algorithm without generating any offspring. 2. Select another sub-tree in the secondary derivation tree using a distribution based on the information maintained in the rule-biases list of different non-terminal symbols. The selected sub-tree fulfills the constraint that the offspring must be valid according to the grammar. 3. If a sub-tree can be found in Step 2, complete the crossover algorithm and return the offspring, which is obtained by deleting the selected sub-tree of the primary tree and then impregnating the selected sub-tree from the secondary tree at the primary crossover point. Otherwise, go to Step 1.
Consider two parental programs generated by the grammar in Table 1 respectively. In the figures, the plain numbers identify sub-trees of these derivation trees, while the underlined numbers indicate the grammar rules used in parsing the corresponding sub-trees.
For example, the primary and secondary sub-trees are 3 and 13 respectively. The valid offspring (/ (+ Y 0.5) (− Y 2.5)) is produced and the derivation tree is shown in Figure 3 . It should be emphasized that the constituent from the secondary parent is changed from (+ X 0.5) to (+ Y 0.5) in the offspring. This must be modified because the logic variable ?x in sub-tree 22 is instantiated to Y in sub-tree 20. This example demonstrates the use of extended logic grammars to enforce contextual-dependency between different constituents of a program.
Adaptive GBGP disallows the crossover between the primary sub-tree 6 and the secondary sub-tree 16. The sub-tree 16 requires the variable ?x to be instantiated to X, But, ?x must be instantiated to Y in the context of the primary parent. Since X and Y cannot be unified, these two sub-trees cannot be crossed over.
The mutation operation introduces random modifications to programs in the population. A program in the population is selected as the parental program. The following steps are used to produce an offspring program:
1. If there are sub-trees in the derivation tree of the parental program that have not been selected previously, select randomly a sub-tree from these sub-trees using a uniform distribution. The root of the selected sub-tree is called the mutation point. Otherwise, terminate the algorithm without generating any offspring. 2. Generate a new derivation tree by using the information maintained in the rule-biases list of different non-terminal symbols. The tree fulfills the constraints specified by the grammar. 3. If a new derivation-tree can be found in Step 2, create and return the offspring, which is obtained by deleting the selected sub-tree and then inserting the new derivation tree at the mutation point. Otherwise, go to Step 1.
For example, assume that the program being mutated is (/ (− Y 2.2) (− Y 2.5)) and the corresponding derivation tree is depicted in Figure 2 MUTATED-SUB-TREE, is selected to be modified and the root of the MUTATED-SUB-TREE is designated as the MUTATE-POINT. Then a new derivation tree, NEW-SUB-TREE, for the S-expression (+ Y 0.9) can be obtained from the non-terminal symbol exp−1(Y) using the fifth rule of the grammar. The derivation tree is shown in Figure 4 . A new offspring is obtained by duplicating the genetic materials of its parental derivation tree, followed by deleting the MUTATED-SUB-TREE from the duplication, and then pasting the NEW-SUB-TREE at the MUTATE-POINT. The derivation tree of the offspring (/ (+ Y 0.9) (− Y 2.5)) can be found in Figure 5 .
Adaptations of extended logic grammars
Two techniques are implemented in adaptive GBGP, which allows extended logic grammars to be modified dynamically when offspring are created by crossover operation. The first one attempts to increase/decrease the probability of generating good/poor programs. The second one tries to reduce the chance of creating non-terminating programs. It should be emphasized that similar techniques have not been developed for mutation operation. Table 2 . An extended logic grammar for the even-n-parity problem Table 2 for the evenn-parity problem, this grammar allows the program, and the program, to be generated. The derivation trees of these two programs are shown in Figures 6 and 7 respectively. If these programs are used to classify all fitness cases of the even-3-parity problem, their standardized fitness values are 3. If the first and the second programs are respectively selected as the primary and the secondary parents for crossover, an offspring, Figure 6 . Derivation tree of the primary parent (defun
First adaptive technique. Consider the grammar depicted in
. Its fitness value is 3 for the even-3-parity problem.
EVOLVING RECURSIVE PROGRAMS BY USING ADAPTIVE GBGP 433 Figure 7 . Derivation tree of the secondary parent (defun
(parity (rest L)))))). Its fitness value is 3 for the even-3-parity problem.
will be created if the sub-trees 39 and 42 are exchanged. Since the fitness value of the offspring is 0, which is better than its parents, we should increase the chance of performing this kind of crossover.
From the derivation tree of the offspring shown in Figure 8 , it can be observed that the grammar rule 18 is used to deduce the sub-tree 45 (a copy of the sub-tree 42) and the grammar rule 17 (the rule number at the sub-tree 44) contains the non-terminal symbol s−expr(LIST), this situation indicates that the probability of applying the grammar rule 18 to deduce the sub-tree for the non-terminal symbol s−expr(LIST) of the grammar rule 17 should be increased, in order to increase the chance of performing this kind of crossover.
In another example, the same primary and secondary parents are used. An offspring, will be created if the sub-trees 41 and 43 are exchanged. Since the fitness value of the offspring is 4, which is worse than its parents, we should decrease the chance of executing this kind of crossover. From the derivation tree of the offspring shown in Figure 9 , it can be observed that the grammar rule 19 is used to deduce the sub-tree 47 (a copy of the sub-tree 43) and the grammar rule 17 (the rule number at the sub-tree 46) contains the non-terminal symbol s−expr(LIST), this situation indicates that the probability of using the grammar rule 19 to deduce the sub-tree for the non-terminal symbol s−expr(LIST) of the grammar rule 17 should be decrease. In order to avoid the problem of changing a grammar based on the performance of only one offspring, adaptive GBGP examines the performance of a number of offspring generated by similar crossover operations and determines how to modify the grammar. For each offspring created by crossover that terminates, adaptive GBGP invokes the algorithm shown in Table 3 . Firstly, the algorithm checks if the offspring should be used to change the grammar (line 4). If this is the case, the algorithm finds the grammar rule that should be altered, the list of rule-biases, and the pair (rule number and rule-bias) corresponds to the rule number at the crossover point (lines [5] [6] [7] [8] .
Each pair is associated with a 4-tuple that summarizes the performance of the offspring produced by a particular kind of crossover operations. The 4-tuple contains dec, n d , inc, and n i , which are respectively the cumulative decrement of standardized fitness value of the offspring, the number of the offspring which are better than their parents, the cumulative increment of standardized fitness value of the offspring, and the number of the offspring which are worse than their parents. They are initialized to zero at the beginning of the evolution. From line 11 to line 15, the values of the 4-tuple are updated.
If the total number of the offspring having better or worse performance reaches a specific value α, the information in the 4-tuple will be used to determine how to alter the rule-bias in the pair (lines [16] [17] [18] [19] [20] [21] . The rule-bias will be increased by 1 if the average decrement of standardized fitness value is larger than the average increment of standardized fitness values (lines [17] [18] . On the other hand, the rule-bias will be decreased if the average decrement A derivation tree of the offspring produced by performing crossover between the sub-tree 39 of the tree in Figure 6 and the sub-tree 42 of the tree in Figure 7 .
Its fitness value is 0 for the even-3-parity problem. The rounded rectangle highlights the crossover point and its parent node. Figure 9 . A derivation tree of the offspring produced by performing crossover between the sub-tree 41 of the tree in Figure 6 and the sub-tree 43 of the tree in Figure 7 .
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Its fitness value is 4 for the even-3-parity problem. The rounded rectangle highlights the crossover point and its parent node. Table 3 .
The algorithm that modifies an extended logic grammar to increase/decrease the probability of generating good/poor programs of standardized fitness value is smaller than the average increment of standardized fitness values (lines [19] [20] . When modifying the rule-bias, the algorithm ensures that the rule-bias will not be smaller than min-rule-bias or greater than max-rule-bias.
For example, consider the offspring depicted in Figure 8 , the crossover point is at the sub-tree 45, the fitness value of the offspring is 0, and the fitness values of its parents are 3. The condition at line 4 is satisfied because the grammar symbol at the sub-tree 45, s−expr(LIST), is a non-terminal and the offspring is better than its parents. Thus the following statements (lines 5-21) are executed. The rule number at the crossover point, R c , is 18 and the rule number at the parent node (the sub-tree 44) of the crossover point, R p , is 17. The list of rule-biases, Rule-biases-list, associated with s−expr(LIST) is <(18 3) (19 3)> and the pair with the rule number 18, Pair, is (18 3) . Assume that all values of the 4-tuple associated with Pair are 0, the values of dec and n d are changed to 3 and 1 respectively (lines [12] [13] . Assume that the value of α is 1, the conditions at lines 16 and 17 are satisfied and the rule-bias in Pair is increased by 1. Consequently, the grammar rule 17 is changed to,
Second adaptive technique.
From our experience in evolving recursive even-nparity programs using GGP, we have observed that non-terminating programs with similar structures occur frequently in various generations. Consider the primary and the secondary programs depicted in Figures 6 and 7 , a non-terminating program, will be created if the sub-trees 40 and 42 are exchanged. From the derivation tree of the offspring shown in Figure 10 , it can be observed that the grammar rule 18 is used to deduce the sub-tree 49 (a copy of sub-tree 42) and the grammar rule 16 (the rule number at the sub-tree 48) contains the non-terminal symbol s−expr(LIST), this situation indicates that the probability of applying the grammar rule 18 to deduce the sub-tree for the non-terminal symbol s−expr(LIST) of the grammar rule 16 should be reduced, in order to decrease the chance of generating similar non-terminating programs. The algorithm that realizes this idea is given in Table 4 . In addition to non-terminating programs, the algorithm also considers the information from other programs created by similar crossover operations, so as to prevent the problem of modifying a rule-bias incorrectly.
Adaptive GBGP calls the algorithm to process each offspring created by crossover. If the grammar symbol at the crossover point is a non-terminal (line 1), the algorithm finds the grammar rule that should be altered, the list of rule-biases, and the pair (rule number and rule-bias) corresponds to the rule number at the crossover point (lines 2-5). Each pair is associated with two values, F non−terminating and U bias−modification . The first one is a Boolean value that identifies if non-terminating programs have been generated by crossover at this location. It is initialized to false. Since the rule-bias can not be greater than max-rule-bias nor smaller than min-rule-bias, the second value specifies the number of rule-bias modifications that have not been processed yet. If U bias−modification is smaller than 0, it indicates that some non-terminating programs have been produced but their effects have not been reflected in the rule-bias yet. On the other hand, if it is greater than 0, the effects of some programs that can terminate have not been revealed in the rule-bias. U bias−modification is initialized to 0 at the beginning of evolution.
If the offspring does not terminate (line 7), the algorithm decreases the value of U bias−modification (line 10) or the rule-bias in the pair (line 11) depending on different conditions (line 9). On the other hand, if the offspring does terminate and other non-terminating EVOLVING RECURSIVE PROGRAMS BY USING ADAPTIVE GBGP 439 Figure 10 . A derivation tree of the offspring produced by performing crossover between the sub-tree 40 of the tree in Figure 6 and the sub-tree 42 of the tree in Figure 7 .
The rounded rectangle highlights the crossover point and its parent node. Table 4 .
The algorithm that modifies an extended logic grammar to decrease the probability of generating non-terminating programs programs have been produced previously at this location (line 12), the algorithm increases the value of U bias−modification (line 14) or the rule-bias in the pair (line 15).
For example, consider the offspring depicted in Figure 10 with the crossover point at the sub-tree 49, the condition at line 1 is satisfied because the corresponding grammar symbol, s−expr(LIST), is a non-terminal. Thus the following statements (lines 2-15) are executed. The rule number at the crossover point, R c , is 18 and the rule number at the parent node (the sub-tree 48) of the crossover point, R p , is 16. The list of rule-biases, Rule-biases-list, associated with s−expr(LIST) is <(18 3) (19 3)> and the pair with the rule number 18, Pair, is (18 3). Assume that F non−terminating and U bias−modification associated with Pair are false and 0, respectively, F non−terminating is changed to true (line 8) and the rule-bias in Pair is reduced (line 11). Consequently, the grammar rule 16 is updated to, Similar, if the same offspring are created twice at the same crossover point, the grammar rule 16 is changed to, Table 5 . An extended logic grammar for the 11-multiplexer problem At this time, if the same offspring is produced again at the same crossover point, the condition at line 9 is satisfied because the rule-bias in Pair is equal to min-rule-bias, which is 0 in our case. Consequently, U bias−modification is updated to −1 (line 10) to indicate that a non-terminating program has been found, but the rule-bias in Pair has not been modified accordingly because it is invalid to set the value of the rule-bias to −1.
Experiments
In Sections 5.1, 5.2, and 5.3, we study the performance of adaptive GBGP for the 11-multiplexer, the even-n-parity and the greater-all problems. The grammars modified by adaptive GBGP are examined in Section 5.4 using a new problem. All systems used in these experiments are generation-based GP.
The boolean 11-multiplexer problem
We compare the performance of adaptive GBGP and non-adaptive GBGP on the Boolean 11-multiplexer problem. Since recursive programs are not produced in this problem, it can be used to evaluate the effectiveness of the first adaptive mechanism described in Section 4.3.1. In this experiment, adaptive GBGP and non-adaptive GBGP apply the extended logic grammar in Table 5 to evolve the function that takes 3 address bits and 2 3 data bits as its input. The value returned by the multiplexer function is the Boolean value (true or false) of the particular data bit that is selected by the 3 address bits of the multiplexer.
The parameters of different systems are listed in Table 6 . Ten percent of the offspring are generated by the replacement operation proposed by [26] . At each generation, the replacement operator produces new offspring by using the extended logic grammar, which is varying in adaptive GBGP and is invariable in non-adaptive GBGP. The training set contains all 2048 fitness cases from the 11-multiplexer problem. The standardized fitness value of an evolved program is the total number of misclassifications on the 2048 fitness cases. The evolution terminates if the maximum number of generations of 50 is reached or a program that classifies all fitness cases correctly is found. For adaptive GBGP, the value of α in Table 3 is 5.
The experiment is repeated for 1,000 times. Adaptive GBGP and non-adaptive GBGP respectively evolve 20 and 10 programs that classify all fitness cases correctly. The difference is statistically significant at the 0.05 level using a one-tailed test for the difference between two population proportions. The curves in Figure 11 show the experimentally observed cumulative frequency of success of solving the problem by generation.
The curves in Figure 12 show the number of programs I(M, i, z) that must be processed to produce a solution by generation i with a probability z, where M is 1,000 and z is 0.99. The I(M, i, z) of adaptive GBGP reaches a minimum value of 5,584,731 at generation 48 [15] . On the other hand, the I(M, i, z) of non-adaptive GBGP reaches a minimum value of 11,226,160 at generation 48. From Figures 11 and 12 , it can be observed that adaptive GBGP performs significantly better than non-adaptive GBGP. Thus, the first adaptive mechanism is effective in improving the performance of the system. It should be noted that Koza's GP and CFP-GP could not solve the 11-multiplexer problem with a population size of 500 and the maximum number of generations of 50 [14, 26] .
The even-n-parity problem
In this experiment, we compare the effectiveness of adaptive GBGP, adaptive GBGP2, and non-adaptive GBGP that use the extended logic grammar in Table 2 to evolve recursive programs for the even-n-parity problem. In adaptive GBGP2, the first adaptive technique is disabled so that we can evaluate the performance of the mechanism that reduces the chance of generating non-terminating programs.
The parameters of different systems for this problem are listed in Table 7 . The even-0-, 2-, and 3-parity problems are used in the training process. The training set contains all 13 fitness cases from these even-parity problems. The standardized fitness value of an evolved program is the total number of misclassifications on the 13 fitness cases. The evolution terminates if the maximum number of generations of 100 is reached or a program that classifies all fitness cases correctly is obtained.
In order to avoid the problem caused by a non-terminating recursive program, a recursion limit is enforced. After invoking the program recursively for 20 times, if the evolved program fails to find a result for a fitness case, it will be terminated. In this case, the program is assumed to be non-terminating and a special fitness value is assigned to it to indicate that it is non-terminating. It is possible that an evolved program will generate exceptions during its execution for some fitness cases. For example, it is illegal to perform the first operation on an empty list. If the program produces an exception, it is assumed that it will misclassify the corresponding fitness cases.
In Section 5.2.1, we present the experimental results of non-adaptive GBGP. The performance results of adaptive GBGP2 and adaptive GBGP are described in Sections 5.2.2 
Non-adaptive GBGP.
Non-adaptive GBGP successfully evolves 73 programs that classify all fitness cases correctly. The generated programs are then tested on the even-iparity problems, where i ∈ {0, 1, 2, 4, 5, 6, 7, 8, 9, 10}. 61 of them can successfully solve all the problems. They are further analyzed manually and it is found that these 61 programs are correct recursive programs for the general even-n-parity problem. The experimentally observed cumulative frequency of success is depicted in Figure 13 . From the curve in Figure 14 , it can be observed that the minimum value of I(M, i, z) is 1,283,857 at generation 58. Since there are 13 fitness cases, 1,283,857 * 13 = 16,690,141 fitness cases should be processed to find a general recursive program for the problem. The average number of non-terminating programs produced by non-adaptive GBGP is 2,018.00.
Adaptive GBGP2.
In the 500 trials, adaptive GBGP2 successfully evolves 83 programs that classify all fitness cases correctly. The generated programs are further studied and 82 of them are correct recursive programs. From Figure 13 , it can be found that adaptive GBGP2 performs better than non-adaptive GBGP. The difference is statistically significant at the 0.05 level using a one-tailed test for the difference between two population proportions.
From Figure 14 , the I(M, i, z) of adaptive GBGP2 reaches a minimum value of 953,619 at generation 53, which is much smaller than that of non-adaptive GBGP. The average number of non-terminating programs produced by adaptive GBGP2 is 939.2, which is significantly smaller than that of non-adaptive GBGP at 0.05 level using a one-tailed ttest. Consequently, the second adaptive mechanism can reduce the chance of producing non-terminating programs.
Adaptive GBGP.
Adaptive GBGP successfully evolves 91 correct recursive programs for the general even-n-parity problem. From Figure 13 , it can be seen that adaptive GBGP performs better than the other two systems. The difference between adaptive GBGP and non-adaptive GBGP is statistically significant at the 0.05 level. The I(M, i, z) of adaptive GBGP reaches a minimum value of 873,490 at generation 36, which is lower than those of non-adaptive GBGP and adaptive GBGP2 (Figure 14) . Since there are only 13 fitness cases, 873,490 * 13 = 11,355,370 fitness cases should be processed to find a general recursive program for the even-n-parity problem.
On the other hand, GP with ADFs generates about 1,440,000 programs to obtain at least one solution with 99% probability for the even-7-parity problem [14] . Since there are 2 program that solves the even-7-parity problem only. In other words, adaptive GBGP can solve the even-7-parity problem about 16 times faster.
Yu applied her PolyGP to solve the even-n-parity problem with a success rate of 80% [34, 35] . The I(M, i, z) of PolyGP reaches a minimum value of 17,500 at generation 4. Since there are only 12 fitness cases in her experiments, 17,500 * 12 = 210,000 fitness cases should be processed. However, the performance of PolyGP and adaptive GBGP should not be compared directly because PolyGP uses a higher-order function foldr, which is very useful in evolving recursive programs.
The average number of non-terminating programs produced by adaptive GBGP is 933.26, which is smaller than those of non-adaptive GBGP and adaptive GBGP2. Moreover, the difference between adaptive GBGP and non-adaptive GBGP is significant at 0.05 level using a one-tailed t-test.
This experiment demonstrates that adaptive GBGP has highest success rate, lowest minimum value of I(M, i, z), and smallest number of non-terminating programs generated, thus the two adaptive mechanisms are effectively for solving the problem of learning recursive programs.
The average execution time of non-adaptive GBGP, adaptive GBGP2, and adaptive GBGP are respectively 1,087.59 seconds, 1,161.16 seconds, and 1,077.83 seconds. 1 The average execution time of different systems is not significantly different at 0.05 level. In other words, the two adaptive mechanisms do not introduce significant overhead.
Modified grammar.
One of the extended logic grammars modified by adaptive GBGP is shown in Table 8 . Table 8 . An extended logic grammar altered by adaptive GBGP. The modified grammar rules are shaded EVOLVING RECURSIVE PROGRAMS BY USING ADAPTIVE GBGP
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The grammar disallows some non-terminating programs such as, to be evolved and thus it accelerates the process of evolving recursive programs.
We perform another experiment that applies non-adaptive GBGP with this grammar. Ninety-three correct recursive programs are learnt and the I(M, i, z) reaches a minimum value of 846,927 at generation 38. The average, maximum, and minimum numbers of nonterminating programs produced by non-adaptive GBGP are 47.18, 402, and 0 respectively. In other words, the modified grammar leads to higher success rate, reduced value of I(M, i, z), and fewer non-terminating programs being evolved. This experiment suggests that the two adaptive mechanisms can capture the characteristics of the even-n-parity problem and encode this knowledge in the grammar so that the learning process can be accelerated if the same problem is attempted again. In Section 5.4, we will show that the modified grammar is also beneficial for another problem of learning recursive programs.
The greater-all problem
Adaptive GBGP and non-adaptive GBGP are further compared on the greater-all problem to demonstrate that the two adaptive mechanisms are applicable for other problems of learning recursive programs. The two systems apply the extended logic grammar in Table 9 to evolve a function that takes two input parameters. The first one is a number and the second one is a list of numbers. The function returns true if the first number is greater than all numbers in the second list, otherwise it returns false.
The parameters of different systems are summarized in Table 10 . The training set contains 26 fitness cases and 10 of them are positive examples. The standardized fitness value of an evolved program is the total number of misclassifications on the 26 fitness cases. The evolution terminates if the maximum number of generations of 50 is reached or a program that classifies all fitness cases correctly is found. A program is assumed to be non-terminating if it is invoked recursively for 50 times. All results are obtained from 100 runs of the experiment. In 100 trials, non-adaptive GBGP successfully evolves 75 programs that classify all fitness cases correctly. They are analyzed manually and it is found that 69 of them are correct recursive programs for the greater-all problem. The experimentally observed cumulative frequency of success is depicted in Figure 15 .
From the curve in Figure 16 , the minimum value of I(M, i, z) is 63,828 at generation 22. Since there are 26 fitness cases, 63,828 * 26 = 1,659,528 fitness cases should be processed to find a general recursive program for the problem. The average number of non-terminating programs produced by non-adaptive GBGP is 368.00.
Adaptive GBGP successfully evolves 84 correct recursive programs for the greater-all problem. From Figure 15 , it can be seen that adaptive GBGP performs better than the other 
The modified parity problem
To study if the grammars learnt by adaptive GBGP in Section 5.2.3 can be used for other problems, we apply non-adaptive GBGP with different grammars to evolve recursive programs for a problem modified from the even-n-parity problem. The problem aims at learning a recursive program that takes a list with n Boolean values and considers only the values at the first, the third, the fifth,. . ., locations. The program returns true if an even number of the considered values are true, otherwise it returns false.
Firstly, we compare non-adaptive GBGP with grammars in Tables 2 and 8 . The parameters for this experiment are summarized in Table 11 . The replacement operation is not executed because grammars are not adapted in this experiment. The modified-0-, 1-, 2-, 3-, 4-, and 5-parity problems are used in the training process. The training set contains all 63 fitness cases from these problems. The standardized fitness value of an evolved program is the total number of misclassifications on the 63 fitness cases. The evolution terminates if the maximum number of generations of 100 is reached or a program that classifies all fitness cases correctly is found. All results are obtained from 100 runs of the experiment.
In 100 trials, non-adaptive GBGP with the original grammar ( Table 2 ) evolves only one program that classifies all fitness cases correctly. It is then tested on the modified-i-parity problems, where i ∈ {0, 1, 2, 4, 5, 6, 7, 8, 9, 10}. It can successfully solve all the problems. It is further analyzed manually and we confirm that it is a correct recursive program for the general modified-n-parity problem. The curves in Figure 17 show the experimentally . By comparing these results with those described in Section 5.2.1, we can conclude that the modified-n-parity problem is much more difficult than the even-n-parity problem.
On the other hand, non-adaptive GBGP with the modified grammar in Table 8 evolves 14 correct recursive programs for the problem. The success rate of the modified grammar is significantly higher than that of the original grammar at 0.05 level. The I(M, i, z) reaches a minimum value of 1,332,918 at generation 73 ( Figure 18 ). Thus, a general recursive program for the problem can be found if 1,332,918 * 63 = 83,973,834 fitness cases are processed. The average number of non-terminating programs generated is 64.05. This experiment shows that non-adaptive GBGP with the modified grammar has higher success rate, lower minimum of I(M, I, z), and smaller number of non-terminating programs generated, thus the modified grammar is better than the original grammar.
In additional to the modified grammar listed in Table 8 , other grammars obtained in the 91 successful runs in Section 5.2.3 are also used by non-adaptive GBGP to learn recursive programs for the problem. The parameters used in this experiment are summarized in Table 11 . The experimental results for non-adaptive GBGP with the original grammar and the first 10 adapted grammars are summarized in Table 12. 2 Numbers in parentheses are the standard deviations. The success rates of the adapted grammars are significantly higher than Table 12 .
Experimental results of non-adaptive GBGP with different grammars for the modified-n-parity problem that of the original grammar at 0.05 level and the numbers of non-terminating programs created by the adapted grammars are significantly smaller than that of the original grammar at 0.05 level. This experiment suggests that the knowledge discovered by adaptive GBGP for the even-n-parity problem can also be used for a different but similar problem. We perform another experiment to determine if the original grammar (Table 2 ) and the modified grammar (Table 8 ) have sufficient biases for generating correct recursive programs without crossover and mutation. In this experiment, 500,000,000 programs are created randomly and no correct recursive programs can be obtained for the two grammars. This experiment suggests that genetic operators are essential for this problem.
Discussion
Whigham developed a framework for automatically modifying an initial context-free grammar in his CFG-GP system. The technique improved the convergence of CFG-GP for the 6-multiplexer problem [26] . However, he did not demonstrate if this technique can be used in evolving recursive programs. His approach has a number of characteristics. Firstly, new grammar rules can be added to the grammar but existing rules cannot be deleted. Secondly, the modified grammars must represent the same language that is expressible from the initial grammar. Thirdly, new grammar rules are extracted from the fittest program in each generation. Grammar rules cannot be obtained from useful derivations in other programs, and thus useful information may be wasted. Finally, the approach assumes that any terminal in the fittest program may contribute to developing useful grammar rules. Thus, the learnt grammar rules only specify the structures of the lower part of the derivation tree. Wong and Leung [30] demonstrated that grammar rules describing the overall structure of the derivation tree are very useful in evolving recursive programs. But the approach of Whigham cannot learn this kind of grammar rules.
Although our adaptive GBGP will not explicitly delete any existing rules, the effect of removing rules can be achieved by using extended logic grammars. If all occurrences of the rule-bias for a specific rule are 0, the rule is effectively deleted. Thus, the modified grammars may represent different languages. Moreover, our adaptive GBGP modifies a grammar by considering performance information from a number of offspring, thus it is less likely to change a grammar inappropriately. Extended logic grammars also allow the probabilities of applying rules to be different in various contexts (i.e. rules). Since the same non-terminal symbol at the right-hand side of different rules can have different rule-biases list, rules may have different probabilities of being used in different contexts. For example, consider the grammar rule 2 in Table 1 , the probabilities of applying rules 5, 6, and 7 to expand the first non-terminal symbol exp−1(?x) are 0.4, 0.4, and 0.2, respectively. On the other hand, the probabilities of using rules 5, 6, and 7 to expand the first non-terminal symbol exp−1(?x) of the grammar rule 3 are 0.6, 0.2, and 0.2, respectively.
Angeline [2] used adaptive techniques for determining crossover position with GP. For each program tree, a parameter tree having the same structure as the program is maintained. At each node in the parameter tree, there is a value that represents the probability of performing crossover at that node. These values are adaptively modified using a Gaussian random noise after each crossover operation. Instead, our adaptive GBGP maintains this kind of information in the grammar and it is updated by examining the fitness values of the offspring created by crossover.
Recently, O'Neill and Ryan proposed Grammatical Evolution by Grammatical Evolution (GE) 2 that has two distinct grammars, the universal grammar and the solution grammar [20] . Each individual in (GE) 2 has two chromosomes. The first one is in the universal grammar that is employed to specify the solution grammar being used. The second chromosome applies the solution grammar to specify the solution. O'Neill and Ryan demonstrated the feasibility of the evolution of grammatical evolution's grammar on a number of symbolic regression problems. The results illustrated the ability of learning the importance of various terminal symbols. It is interesting to study if (GE) 2 can be used for learning the biases of rules in the solution grammar and for handling recursive problems.
Shan et al. [23] developed Grammar Model-based Program Evolution (GMPE) that employs a probabilistic context-free grammar to model promising programs. A stochastic hill-climbing learning algorithm is used to generalize the initial grammar given by the users. The grammar model can better represent, preserve, and promote the building blocks in good individuals. Shan et al. demonstrated that GMPE significantly outperforms traditional GP on the Royal Tree problem and the Max problem.
Future work
Since the recursion limit may prevent different GBGP systems from discovering good programs if the programs require more than the allowed recursive calls to evaluate, the recursion limit may influence the conclusions drawn on the experiments done in Sections 5.2, 5.3, and 5.4. Systematic experiments will be done to determine the effect of the recursion limit on the performance in evolving recursive programs.
To determine if the technique described in this paper is general enough to handle various extended logic grammars and different problems, we will apply adaptive GBGP on a number of recursive program learning problems including factorial, Fibonacci, member, reverse, conc, last, shift, and translate functions with and without noisy and missing training examples.
We will study methods to add new rules and delete existing rules dynamically. The modified grammars should represent different languages. Thus, if the initial grammar does not contain the solution, the modified grammars may allow adaptive GBGP to find the solution. We will also investigate if the adaptive techniques can be applied in other grammar based genetic programming systems such as adaptive logic programming [9, 10] , grammatical evolution [19] and grammatical evolution by grammatical evolution [20] .
Conclusion
In this paper, we have proposed techniques to tackle the difficulties in learning recursive programs by dynamically modifying the grammar specifying the search space. The modified grammar increase/decrease the probability of generating good/bad offspring and reduce the chance of producing non-terminating programs, thus it accelerates the process of evolving recursive programs. The techniques are incorporated into an adaptive Grammar Based Genetic Programming system (adaptive GBGP). A number of experiments have been performed to demonstrate that the system improves the effectiveness and efficiency in evolving recursive programs.
