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Abstract
We prove perturbation results for abstract semi-linear evolution equations in a Banach space.
The main feature is that only very weak assumptions are needed at initial time. This allows
to prove weak continuity properties and to deal with rather general domain perturbation prob-
lems for semi-linear prabolic and hyperbolic boundary value problems with various boundary
conditions. The theory also implies the well known theory on parameter dependent equations.
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1. Introduction
The purpose of this paper is to establish perturbation theorems for abstract semi-linear
evolution equations applicable to many rather different situations. The main feature is
that we only make very weak assumptions on the behaviour of solutions at the initial
time. Applications include weak continuity properties, parameter dependent problems
and domain perturbation problems for semi-linear boundary value problems.
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Fix T > 0 and s ∈ [0, T ). The general equation we are looking at is a semi-linear
initial value problem of the form
u˙(t)+ A(t)u(t) = f (t, u(t)), t ∈ (s, T ]
u(s) = u0 (1.1)
in a Banach space E. We then look at perturbations of (1.1). Such perturbations are
associated with equations of the form
u˙(t)+ An(t)u(t) = fn(t, u(t)), t ∈ (s, T ]
u(s) = u0n (1.2)
in the same space E. Assume that (1.1) and (1.2) have unique (possibly generalised)
solutions which we denote by u and un, respectively. As emphasised earlier we want
to prove perturbation theorems under weak assumptions at initial time. In particular we
do not want to assume that u0n → u0 in E, not even weakly. Also, we do not want to
assume that un and u are continuous at initial time t = s. A precise statement of the
main abstract perturbation results of the paper are contained in Section 4.
As applications we look at domain perturbation problems for parabolic and hyperbolic
boundary value problems, where naturally the initial conditions do not converge (see
Section 6). Some of the theory is modelled on such problems, in particular on [16]. As
a second application we establish weak continuity properties for semi-linear evolution
equations, assuming that u0n ⇀ u0 weakly in E or even only weak∗ if E = L∞() (see
Section 5 for precise statements). We also discuss equations on L∞(), where un, u
are not continuous but only weak* continuous at initial time. Furthermore, the results
should be useful for studying dependence on data of periodic solutions, attractors and
other objects in dynamical systems generated by semi-linear evolution equations. We
ﬁnally point out that, by making n a continuous parameter, the theory allows to recover
all results on parameter dependent equations such as those in [20, Section 18] or [23,
Section 3.4].
The main difﬁculty to establish the perturbation results is the fact that un cannot
converge to u uniformly on (s, T ]. In particular, if un, u are continuous at t = s,
uniform convergence on (s, T ] would imply that u0n → u0 as well. But this is exactly
what we want to avoid. To deal with that difﬁculty we will replace the usual metric
used in the proofs by a weaker one.
When well posed, every solution of (1.1) (and also (1.2)) can be represented by
means of the variation of constants formula
u(t) = U(t, s)u0 +
∫ t
s
U(t, )f (, u()) d,
where U(t, s), 0s tT , is a family of bounded linear operators on E called the
evolution system for the equation under consideration. By assumption u(t) := U(t, s)u0
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is the solution (or at least a generalised solution) of the homogeneous problem
u˙(t)+ A(t)u(t) = 0, t ∈ (s, T ]
u(s) = u0. (1.3)
If the problem is autonomous, that is, A is independent of t ∈ [0, T ], then −A is
the generator of a (possibly degenerate) semigroup on E and U(t, s) := e−(t−s)A for
all 0s tT . To prove our results on semi-linear equations we will only use the
properties of the evolution system. For the existence of evolution systems under various
assumptions see for instance [4,22,24,25,30].
We do not assume that U(t, s) be strongly continuous at s = t . The initial condition
may be attained in a weaker sense. This is in particular the case when looking at equa-
tions in L∞(), where the initial condition is only attained in the weak* topology. We
also allow U(t, s) to be degenerate at t = s, that is, limt→s+ U(t, s)u0 is not neces-
sarily u0, but possibly a projection of u0 onto a subspace of E. This typically happens
in domain perturbation problems for boundary value problems, where all problems are
embedded into a big super-space (see Section 6).
The paper is organised as follows. In Section 2 we introduce basic assumptions
and notation, and prove some preliminary results on linear equations. In Section 3 we
set up existence theorems for semi-linear equations of the form (1.1). At the same
time we introduce techniques to deal with the weak assumptions at initial time. The
idea is to replace the topology of uniform convergence on (s, T ] by the topology of
local uniform convergence on (s, T ]. This involves replacing the usual L∞-norm in
the ﬁxed point iterations (of Picard–Lindelöf type) by a metric inducing the topology
of uniform convergence on compact subsets of (s, T ]. Section 4 then contains the
main perturbation theorems of the paper. They are obtained by using a theorem on
the continuous dependence of ﬁxed points in the Banach Fixed Point Theorem. We
also include a result on the lower semi-continuity of the maximal existence time (or
escape time) of the solutions with respect to perturbations. In Section 5 we then apply
these results to prove weak continuity properties of solutions to abstract semi-linear
evolution equations. Finally, in Section 6, we illustrate how the theory can be applied to
domain perturbation problems for semi-linear parabolic and hyperbolic boundary value
problems with various boundary conditions.
2. Preliminary results on linear equations
We start by introducing some notation. As mentioned previously, solutions of the
homogeneous equation (1.3) are given in terms of an evolution system U(t, s), (t, s) ∈
T , where
T := {(t, s) ∈ R2 : 0s tT }.
We set
˙T := {(t, s) ∈ R2 : 0s < tT } ⊂ T .
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If X is a metric space and Y a Banach space, then C(X, Y) is the space of continuous
functions from X to Y equipped with the topology of uniform convergence on compact
subsets of X. Moreover, BC(X, Y ) is the space of bounded continuous functions from
X into Y equipped with the supremum norm. Furthermore, if X, Y are Banach spaces
then L(X, Y ) is the space of bounded linear operators with the operator norm. We
write X ↪→ Y if X ⊂ Y and the natural injection is continuous. Finally, Ls(X, Y ) is
the space of bounded linear operators with the strong operator topology, that is, the
topology of pointwise convergence. This means that Tn → T in Ls(X, Y ) if Tnx → T x
for all x ∈ X as n → ∞. It will be important to distinguish between convergence in
L(X, Y ) and Ls(X, Y ).
Let us now U(t, s), (t, s) ∈ T be an evolution system. Throughout the paper we
assume it satisﬁes the following assumptions:
Assumption 2.1. The evolution system U(t, s), (t, s) ∈ T on the Banach space E has
the following properties:
(1) U(t, s) = U(t, )U(, s) for all 0s <  < tT ;
(2) There exists a Banach space F such that
U(., s) ∈ C((s, T ],Ls(E, F )) ∩ C((s, T ],Ls(E)) ∩ C((s, T ],Ls(F )) (2.1)
for all s ∈ [0, T );
(3) There exist constants C > 0 and  ∈ [0, 1) such that
‖U(t, s)‖L(E) + ‖U(t, s)‖L(F ) + (t − s)‖U(t, s)‖L(E,F )C (2.2)
for all (s, t) ∈ ˙T .
For many problems, in particular (abstract) parabolic equations, the above assump-
tions are satisﬁed. Of course, we can always take F = E. Then  = 0 and the
assumptions hold for every evolution system (not just those associated with abstract
parabolic equations). Typically, F is a space from a scale of Banach spaces such as a
fractional power space (see [23, Section 1.4, 25, Theorem 6.13, 30, Section 2.3]) an
interpolation space (see [2,4, Section II.5.1 and V.2.2, 20, Section 6.C, 24]) or simply
from an Lp-scale such as in [16, Section 4]. Note that we do not require that E ↪→ F .
We give some details on interpolation spaces and Lp-scales. For other situations see
the references mentioned above.
Example 2.2. (a) A typical example of a situation ﬁtting into the above abstract frame-
work is the Sobolevskii–Tanabe Theory of abstract evolution equation (see [30, Section
5.2]). The assumptions are that −A(t) is the generator of an analytic semigroup on
a Banach space E0 with domain E1 independent of t ∈ [0, T ]. Moreover, it is re-
quired that A(·) : [0, T ] → L(E1, E0) is Hölder continuous. Finally, assume that
[Re 0] := {z ∈ C : Re 0} ⊂ (−A(t)) and that there exists M > 0 such that
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(1+ ||)‖(+A(t))−1‖M for all t ∈ [0, T ] and  ∈ [Re 0]. Then there exists an
evolution system U(t, s), (t, s) ∈ T , such that
U, (·, ·) ∈ C(T ,L(Ei)) ∩ C(˙T ,L(E0, E1))
for i = 0, 1 and that there exists a constant C > 0 such that
‖U(t, s)‖L(E0) + ‖U(t, s)‖L(E1) + (t − s)‖U(t, s)‖L(E0,E1)C
for all (t, s) ∈ ˙T (see [20, Theorem 2.6, 25, Theorem 6.1, 30, Theorem 5.2.1]).
Suppose now that F is an “admissible” interpolation method of exponent  ∈ (0, 1)
(see [1, Section 7, 20, Section 3] for more speciﬁc assumptions) and let E :=
F(E0, E1). Examples of admissible interpolation methods are the real, complex or
continuous method (see [11,31]). Then by the above properties of U(t, s) we have
U(·, ·) ∈ C(T ,L(Ei)) ∩ C(˙T ,L(E0, E))
for i = 0,  and there exists a constant C > 0 such that
‖U(t, s)‖L(E0) + ‖U(t, s)‖L(E) + (t − s)‖U(t, s)‖L(E0,E)C
for all (t, s) ∈ ˙T . Hence Assumption 2.1 is satisﬁed with E := E0, F := E and
C := C. Of course we can always replace E by a Banach space F such that E ↪→ F .
By choosing such F appropriately one can easily deal with time dependent domains of
A(t) such as discussed in [2,4].
(b) The above applies to parabolic equations of the form
t u+A(t)u = 0 in × (0, T ]
B(t)u = 0 on × (0, T ]
u(0) = u0 on ,
(2.3)
in Lp() with  sufﬁciently smooth (see [30, Section 5.2]). In that case E is a
Sobolev–Slobodeckiı˘ or a Bessel Potential space (see [1,20, Theorem 4.6]). Depending
on  ∈ (0, 1) one has E ↪→ F with F := Lq() for some q > p, F := C() or
F := C1() (see [11,31]).
(c) A similar framework applies in the setting of continuous functions using the results
from [28,29]. Also, it applies to very strongly coupled systems of parabolic equations
of order 2m with possibly non-constant domains, such as for instance those treated
in [3].
As a second example we consider parabolic problems in variational form.
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Example 2.3. We consider the evolution system to problems of the form (2.3) with A
given in variational form, that is,
A(t)u := −i (aij (x, t)j u+ ai(x, t)u)+ bi(x, t)iu+ c0(x, t)u (2.4)
(we use the summation convention). We assume that aij , ai, bi, c0 ∈ L∞( × (0, T ))
are real valued. Here, i := /xi , and  is an open set in RN . The boundary operator
B is of either Dirichlet, Neumann or Robin type. More precisely,
B(t)u =


u (Dirichlet),
(aij (x, t)j u+ ai(x, t)u)i (Neumann),
(aij (x, t)j u+ ai(x, t)u)i + b0(x, t)u (Robin).
(2.5)
The coefﬁcient b0 is bounded and HN−1-measurable on  (HN−1 is the (N − 1)-
dimensional Hausdorff measure, which coincides with the surface measure if  is
smooth). Here, as above we use the summation convention. Moreover we assume that
A is uniformly strongly elliptic, that is, there exists 0 > 0 such that
N∑
i,j=1
aij (x, t)	i	j0|	|2 (2.6)
for almost all (x, t) ∈  × [0, T ] and 	 ∈ RN . For Dirichlet boundary conditions the
above problem has always an evolution system U(t, s). Moreover, by standard heat
kernel estimates (see [8,18, Section 7]) we have
‖U(t, s)‖L(Lp,Lq)c(t − s)−N(1/p−1/q)/2 (2.7)
for all 1pq∞ and a constant c > 0 independent of . Hence if we let E :=
Lp(), F = Lq() such that 1 < pq <∞ and
 := N
2
(
1
p
− 1
q
)
∈ [0, 1), (2.8)
then Assumption 2.1 is satisﬁed. Note that F is not a subspace of E if  has inﬁnite
measure.
The above estimate remains valid for Neumann and Robin boundary conditions if
 satisﬁes an interior cone condition or has the extension property. In that case c
depends on the cone or the norm of the extension operator, respectively. The boundary
conditions are to be satisﬁed in a weak sense, so the outer unit normal does not need
to exist.
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If  is bounded, ai = bi = 0 for all i = 1, . . . , N and b0
 for some constant

 > 0, then for Robin conditions one has
‖U(t, s)‖L(Lp,Lq)c(t − s)−N(1/p−1/q) (2.9)
with c only depending on the volume (but not the shape) of  (see [18, Section 7]).
(Note the difference to (2.7)!) Hence if we let E := Lp(), F = Lq() such that
1 < pq <∞ and
 := N
(
1
p
− 1
q
)
∈ [0, 1), (2.10)
then Assumption 2.1 is satisﬁed.
We now return to the general theory and look at inhomogeneous equations of the
form
u˙(t)+ A(t)u(t) = g(t), t ∈ (s, T ]
u(s) = u0 (2.11)
If (U(t, s)) is the evolution system associated with (A(t)) then, at least formally,
Ls(u0, g)(t) := U(t, s)u0 +
∫ t
0
U(t, )g() d (2.12)
is a solution of (2.11) for all g ∈ L∞([s, T ], E) and u0 ∈ F . In general, the integral on
the right-hand side is not differentiable with respect to t but only continuous or Hölder
continuous (compare [20, Corollary 5.7]). The function u := Ls(u0, g) is usually called
a mild solution of (2.11). We show that mild solutions are always in
BC((s, T ], F ) := C((s, T ], F ) ∩ L∞([s, T ], F ). (2.13)
The proof is similar to the one of [20, Corollary 5.6]. As we are dealing with weaker
assumptions on the evolution system, we include a complete proof.
Proposition 2.4. Let Assumption 2.1 be satisﬁed. Then for every s ∈ [0, T )
Ls ∈ L(F × L∞((s, T ], E), BC((s, T ], F )),
where Ls is deﬁned by (2.12). Moreover,
Ls(0, ·) ∈ L(L∞((s, T ], E), C([s, T ], F )),
that is, the solution with initial value zero is always continuous on [s, T ].
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Proof. By (2.2) and since  ∈ [0, 1) we have
‖Ls(u0, g)‖F ‖U(t, s)‖L(F )‖u0‖F +
∫ t
s
‖U(t, )‖L(E,F )‖g()‖E d
C‖u0‖F + C
∫ t
s
(t − )− d‖g‖∞
(
C + CT
1−
1− 
)
(‖u0‖F + ‖g‖∞)
for all t ∈ [s, T ]. Here we have set
‖g‖∞ := sup
t∈[s,T ]
‖g(t)‖E.
Hence we have shown that
Ls ∈ L(F × L∞((s, T ], E), L∞((s, T ], F )).
Now we show that Ls(u0, g) ∈ BC((s, T ], F ) for all u0 ∈ F and g ∈ L∞((s, T ], E).
From (2.1) and (2.2) we immediately conclude that U(·, s)u0 ∈ BC((s, T ], F ). Hence
it remains to prove that H : [s, T ] → F given by
H(t) :=
∫ t
s
U(t, )g() d
for all t ∈ [s, T ] is continuous. We ﬁrst show right continuity of H. If t ∈ [s, T ) is
ﬁxed and h ∈ (0, T − t) then
‖H(t + h)−H(t)‖F 
∫ t
s
‖(U(t + h, )− U(t, ))g()‖F d
+
∫ t+h
t
‖U(t + h, )g()‖F d. (2.14)
By (2.2) the second term on the right can be estimated by
∫ t+h
t
‖U(t + h, )g()‖F d  C
∫ t+h
t
(t + h− )− d‖g()‖∞
 C‖g‖∞
1−  h
1−.
Hence that term goes to zero as h goes to zero. Now we look at the ﬁrst term in
(2.14). By (2.1)
‖(U(t + h, )− U(t, ))g()‖F → 0
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for every  ∈ [s, t) as h↘ 0. Also, by (2.2)
‖(U(t + h, )− U(t, ))g()‖F
= ‖(U(t + h, t)− I )U(t, )g()‖F C(C + 1)‖g‖∞(t − )−
for all  ∈ [s, t). Hence, as  ∈ [0, 1), the dominated convergence theorem yields
∫ t
s
‖(U(t + h, )− U(t, ))g()‖F d → 0
as h ↘ 0 and thus the ﬁrst term in (2.14) also converges to zero, showing that H is
continuous from the right. Next we prove continuity from the left. We ﬁx t ∈ (s, T ]
and let h ∈ (0, t − s). Then
‖H(t − h)−H(t)‖F 
∫ t−h
s
‖(U(t − h, )− U(t, ))g()‖F d
+
∫ t
t−h
‖U(t, )g()‖F d. (2.15)
By (2.2) the second term on the right can be estimated by
∫ t
t−h
‖U(t, )g()‖F dC
∫ t
t−h
(t − )− d‖g()‖∞ C‖g‖∞1−  h
1−.
Hence, if we ﬁx  > 0 there exists h1 > 0 such that
∫ t
t−h
‖U(t, )g()‖F d 3 (2.16)
for all h ∈ (0, h1). To deal with the second term in (2.15) we ﬁx h2 ∈ (0, t − s). For
h ∈ (0, h2) we then have
∫ t−h
s
‖(U(t − h, )− U(t, ))g()‖F d
=
∫ t−h2
s
‖(U(t − h, )− U(t, ))g()‖F d
+
∫ t−h
t−h2
‖(U(t − h, )− U(t, ))g()‖F d (2.17)
D. Daners / J. Differential Equations 210 (2005) 352–382 361
By (2.2) we have
‖(U(t − h, )− U(t, ))g()‖F = ‖(I − U(t, t − h))U(t − h, )g()‖F
 C(1+ C)‖g‖∞(t − h− )− (2.18)
for all  ∈ [s, t − h). Hence
∫ t−h
t−h2
‖(I − U(t, t − h))U(t − h, )g()‖F d
C(C + 1)
∫ t−h
t−h2
(t − h− )− d‖g‖∞ C(C + 1)‖g‖∞1−  h
1−
2 .
Choosing h2 > 0 small enough we can ensure that
∫ t−h
t−h2
‖(I − U(t, t − h))U(t − h, )g()‖F d 3 (2.19)
for all h ∈ (0, h2). By (2.1) we have that
‖(U(t − h, )− U(t, ))g()‖F → 0
as h→ 0 for all  ∈ [s, t − h2]. Using (2.18) and the dominated convergence theorem
we conclude that there exists h3 > 0 such that
∫ t−h2
s
‖(U(t − h, )− U(t, ))g()‖F d 3
for all h ∈ (0, h3). Combining this with (2.16), (2.17) and (2.19) we get
‖H(t − h)−H(t)‖F  3 +

3
+ 
3
= 
for 0 < h < min{h1, h2, h3}. As  > 0 was arbitrary, the left continuity of H on (s, T ]
follows, completing the proof of the proposition. 
3. Existence theorems for semi-linear equations
The purpose of this section is to prove existence and uniqueness of mild solutions
of the semi-linear evolution equation
u˙(t)+ A(t)u(t) = f (t, u(t)), t ∈ (s, T ]
u(s) = u0 (3.1)
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whose evolution system satisﬁes Assumption 2.1. The main emphasis is to develop
tools to deal with the weak assumptions at the initial time, and also to keep track of
constants. On the nonlinearity we make the following standard assumptions.
Assumption 3.1. Suppose that E, F are the Banach spaces from Assumption 2.1. We
assume that f ∈ C([0, T ] × F,E), and that for every r > 0 there exists kr > 0 such
that
‖f (t, u)− f (t, v)‖Ekr‖u− v‖F (3.2)
for all u, v ∈ F with ‖u‖F , ‖v‖F r and all t ∈ [0, T ].
The above means that f is Lipschitz continuous on every bounded set of F, uniformly
with respect to t ∈ [0, T ]. Recall that u is a mild solution of (3.1) with initial value
u0 ∈ F if
u(t) = U(t, s)u0 +
∫ t
s
U(t, )f (, u()) d
for all t ∈ (s, T ]. Equivalently, u is a mild solution of (3.1) if u is a ﬁxed point of the
map G := Gu0 given by
G(u)(t) = U(t, s)u0 +
∫ t
s
U(t, )f (, u()) d (3.3)
in the space L∞([s, T ], F ).
Remark 3.2. By the assumptions on f it follows that f (·, u(·)) ∈ L∞([s, T ], E) for all
u ∈ L∞([s, T ], F ). Hence, by Proposition 2.4, every ﬁxed point of G in L∞([s, T ], F )
lies in BC((s, T ], F ).
To get existence and uniqueness of solutions we determine a subset of the space
BC([s, T ], F ) invariant under G, and such that G is a contraction. This set will be of
the form
Mr(t, s) := {u ∈ BC((s, t], F ) : ‖u()‖r} (3.4)
with (t, s) ∈ ˙T and r > 0. In the sequel let C and  ∈ [0, 1) be from Assumption
2.1. The following proposition is similar to the usual one (see for instance [4, Section
5.2, 23, Section 3.3, 20, Section 16]), but we choose a different invariant set and keep
track of constants.
Proposition 3.3. For all  > 0 there exists h > 0 and r > 0 such that
Gu0 : Mr(t0, s)→ Mr(t0, s)
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whenever (t0, s) ∈ ˙T with 0 < t0 − sh and ‖u0‖F . Moreover, we can choose
r := C + 1 and h only depending on  and upper bounds for C, kr and M :=
sup{‖f (, 0)‖E :  ∈ [0, T ]}.
Proof. Suppose that r > 0 is arbitrary and that u0 ∈ F with ‖u0‖F . Using (2.2)
we see that
‖G(u)(t)‖F  ‖U(t, s)‖L(F )‖u0‖F +
∫ t
s
‖U(t, )‖L(E,F )‖f (, u())‖E d
 C+ C
∫ t
s
(t − )− d sup
∈(s,T ]
‖f (, u())‖E
= C+ C(t − s)
1−
1−  sup∈(s,T ] ‖f (, u())‖E (3.5)
for all u ∈ Mr(t0, s) and t ∈ (s, t0]. As u ∈ Mr(t0, s) we conclude from (3.2) that
‖f (, u())‖E‖f (, u())− f (, 0)‖E + ‖f (, 0)‖Erkr + ‖f (, 0)‖E
for all  ∈ (s, t0]. Setting M := sup{‖f (, 0)‖E :  ∈ [0, T ]} we get from (3.5)
‖G(u)(t)‖F C+ C1−  (rkr +M)(t − s)
1−
for all u ∈ Mr(t0, s) and t ∈ (s, t0]. Setting r := C+ 1 we choose h > 0 such that
C
1−  (rkr +M)h
1−1.
Then, if (t0, s) ∈ ˙T with t0 − sh, we conclude that
‖G(u)‖L∞((s,t0],F )C+ 1 = r
for all u ∈ Mr(t0, s). Hence the assertion of the proposition follows. 
Next we want to show that G is Lipschitz on Mr(t0, s). Usually, the metric on
BC((s, t0], F ) is used, that is,
d0(u, v) = sup
∈[s,t0]
‖u()− v()‖F (3.6)
For our purposes it is useful to use a metric on C((s, t0], F ) inducing the topology
of uniform convergence on compact subsets of (s, t0]. To construct such a metric
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we let
i := 2−i , and h := t0 − s.
For all i ∈ N deﬁne the semi-norms
qi(u) := sup
∈[i t0,t0]
‖u()‖F .
Then it is well known that for 
i := 1−i
d1(u, v) :=
∞∑
i=1


qi(u− v)
1+ qi(u− v) (3.7)
deﬁnes a metric on C((s, t0], F ) generating the topology of uniform convergence on
compact subsets of (s, t0] (see [27, Section 1.44]).
Remark 3.4. The set Mr(t, s) is a complete metric space with respect to the metrics
d0 and d1. For d0 this is clear as Mr(t, s) is a closed subset of BC((s, t], F ). It is
also a subset of C((s, t], F ), so if we take a Cauchy sequence (un) in Mr(t, s) then
it has a limit in C((s, t], F ), say u. Note however that ‖u()‖F r for all  ∈ (s, t].
As the Cauchy sequence converges in particular pointwise we have ‖u()‖F r for all
 ∈ (s, t], showing that u ∈ Mr(t, s). The following is the key result to prove our main
perturbation theorems.
Proposition 3.5. For every r > 0, (t0, s) ∈ ˙T and u0 ∈ F the map
Gu0 : Mr(t0, s)→ BC((s, t0], F )
is Lipschitz with respect to the metrics d0 and d1. More precisely, for j = 0, 1
dj (G(u),G(v))
21−Ckr(1+ 2r)
(1− )(21− − 1) (t0 − s)
1−dj (u, v) (3.8)
for all u, v ∈ Mr(t0, s). Here C,  and kr are the constants from Assumptions 2.1
and 3.1.
Proof. We ﬁrst look at the case of the metric d0. If we ﬁx t ∈ (s, t0] and u0 ∈ F
then by deﬁnition of G := Gu0
‖G(u)(t)−G(v)(t)‖F 
∫ t
s
‖U(t, )‖L(E,F )‖f (, u())− f (, v())‖E d.
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for all t ∈ (s, t0]. As ‖u()‖F , ‖v()‖F r for u, v ∈ Mr(t0, s) we get from (3.2) and
(2.2) that
‖G(u)(t)−G(v)(t)‖F  Ckr
∫ t
s
(t − )− d d0(u, v)
 Ckr
1−  (t0 − s)
1−d0(u, v)
for all t ∈ (s, t0] and u, v ∈ Mr(t0, s). Observing that 21−(1 + 2r)(21− − 1)−1 > 1
for all  ∈ [0, 1) and r > 0 the estimate (3.8) follows for d0. The proof for d1 is a bit
more difﬁcult. If we let h := t0− s and t ∈ [ih, t0] then, using (2.2) and (3.2), we get
‖G(u)(t)−G(v)(t)‖F 
∫ t
s
‖U(t, )‖L(E,F )‖f (, u())− f (, v())‖E d
 Ckr
∫ s+ih
s
(t − )−‖u()− v()‖F d
+Ckr
∫ t
s+ih
(t − )− dqi(u− v) (3.9)
for all u, v ∈ Mr(t0, s). Clearly
∫ t
s+ih
(t − )− d 1
1−  h
1−. (3.10)
As u, v ∈ Mr(t0, s) we have ‖u()−v()‖F ‖u()‖F +‖v()‖F 2r for all  ∈ (s, t0],
so
qi(u− v) = (1+ qi(u− v)) qi(u− v)1+ qi(u− v)(1+ 2r)
qi(u− v)
1+ qi(u− v) (3.11)
for all i ∈ N. Together with (3.10) we can estimate the last term in (3.9) by
Ckr
∫ t
s+ih
(t − )− dqi(u− v) Ckr(1+ 2r)1− 
qi(u− v)
1+ qi(u− v) h
1− (3.12)
for all t ∈ [s + ih, t0] and i ∈ N. To estimate the ﬁrst term on the right-hand side of
(3.9) we note that
∫ s+ih
s
(t − )−‖u()− v()‖F d
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=
∞∑
j=i+1
∫ s+j−1h
s+j h
(t − )−‖u()− v()‖F d

∞∑
j=i+1
∫ s+j−1h
s+j h
(t − )− dqj (u− v).
Now, if we substitute t −  by  we get
∫ s+j−1h
s+j h
(t − )− d =
∫ t−s−j h
t−s−j−1h
− d
∫ (j−1−j )h
0
− d
= h
1−
1−  (j−1 − j )
1− = 
1−
j
1−  h
1− = 
j
1−  h
1−,
where we used that − is decreasing and that j−1 − j = 2−j+1 − 2−j = 2−j = j .
Also recall that we have deﬁned 
j = 1−j . Taking into account (3.11) we get from
the above that
∫ s+ih
s
(t − )−‖u()− v()‖F d
 (1+ 2r)
1−  h
1−
∞∑
j=i+1

j
qj (u− v)
1+ qj (u− v)
(1+ 2r)
1−  h
1−d1(u, v) (3.13)
for all i ∈ N, t ∈ [s+ ih, t0] and u, v ∈ Mr(s, t0). Combining (3.9), (3.12) and (3.13)
we arrive at
‖G(u)(t)−G(v)(t)‖F  Ckr(1+ 2r)1−  h
1−
(
qi(u− v)
1+ qi(u− v) + d1(u, v)
)
for all i ∈ N, t ∈ [s + ih, t0] and u, v ∈ Mr(s, t0). Hence we get
qi(G(u)(t),G(v)(t))
1+ qi(G(u)(t),G(v)(t))  qi(G(u)(t),G(v)(t))
 Ckr(1+ 2r)
1−  h
1−
(
qi(u− v)
1+ qi(u− v) + d1(u, v)
)
for all i ∈ N and u, v ∈ Mr(s, t0). By the deﬁnition of the metric d1 we thus get
d1(G(u),G(v))
Ckr(1+ 2r)
1−  h
1−
(
1+
∞∑
i=1

i
)
d1(u, v) (3.14)
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for all u, v ∈ Mr(s, t0). Recalling that 
i = 1−i = 2−i(1−) we get that
1+
∞∑
i=1

i =
∞∑
i=0
2−i(1−) = 1
1− 2−1 =
21−
21− − 1
for all  ∈ [0, 1). Substituting into (3.14) immediately yields (3.8) for all u, v ∈
Mr(t0, s) if we recall that h = t0 − s. 
We are now ready to state the main theorem of this section. The constants C,  and
kr are from (2.2) and (3.2) as usual. The metrics d0 and d1 are those deﬁned by (3.6)
and (3.7), respectively.
Theorem 3.6. Suppose that Assumptions 2.1 and 3.1 are satisﬁed. Then, given  > 0
there exist r > 0 and h > 0 such that for every u0 ∈ F with ‖u0‖F 
Gu0 : Mr(t, s)→ Mr(t, s)
is a strict contraction with respect to the metrics d0 and d1 whenever (t, s) ∈ ˙T and
t − sh. We can choose r = C+ 1 and h > 0 such that for j = 0, 1
dj (G(u),G(v))cdj (u, v)
for all u, v ∈ Mr(t, s), where c < 1 and h only depend on  and upper bounds for
C, kr and sup{‖f (, 0)‖E :  ∈ [0, T ]}.
Proof. By Proposition 3.3 we can choose r and h as required to make sure Mr(t, s) is
invariant under Gu0 for all u0 ∈ F with ‖u0‖F . By Proposition 3.5 we can make
sure that Gu0 becomes a contraction with Lipschitz constant c < 1 controlled by the
quantities listed in the theorem by possibly decreasing h. Hence the assertions of the
theorem follow. 
Corollary 3.7. Suppose that Assumptions 2.1 and 3.1 are satisﬁed. Then, given  >
0 there exist h > 0 such that for every u0 ∈ F with ‖u0‖F  Eq. (3.1) has a
unique mild solution u ∈ BC((s,min{s + h, T }], F ) for all u0 ∈ F with ‖u0‖F .
Moreover, we can choose h only depending on  and upper bounds for C, kC+1 and
sup{‖f (, 0)‖E :  ∈ [0, T ]}.
Proof. Recall that mild solutions of (3.1) correspond to ﬁxed points of Gu0 . Hence
by Theorem 3.6 and the contraction mapping principle (Banach ﬁxed point theorem)
the assertion of the corollary follows. 
Extending local solutions to a maximal interval we get the following theorem.
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Theorem 3.8. Suppose that Assumptions 2.1 and 3.1 are satisﬁed. Then, for every
u0 ∈ F and s ∈ [0, T ) there exists t+(s, u0) ∈ (s, T ] such that Eq. (3.1) has a unique
mild solution u ∈ BC((s, t+(s, u0)), F ), and u cannot be extended beyond t+(s, u0).
Remark 3.9. The solution u in the above theorem is usually called the maximal solu-
tion of (3.1) with initial time s and initial value u0, and t+(s, u0) the positive escape
time or the maximal existence time of the solution.
4. Main results on perturbation of semi-linear equations
Now we look at perturbations of the semi-linear equations (3.1) of the form
u˙(t)+ An(t)u(t) = fn(t, u(t)), t ∈ (s, T ]
u(s) = u0n (4.1)
in a ﬁxed Banach space E not depending on n ∈ N. On the corresponding evolution
system Un(t, s), (t, s) ∈ ˙T we make the following hypotheses:
Assumption 4.1. Suppose that the evolution system Un(t, s), (t, s) ∈ ˙T satisﬁes the
following conditions:
(1) Un(t, s) = Un(t, )Un(, s) for all 0s <  < tT and n ∈ N;
(2) There exists a Banach space F such that
Un(·, s) ∈ C((s, T ],Ls(E, F )) (4.2)
for all s ∈ [0, T ) and n ∈ N;
(3) There exist constants C > 0 and  ∈ [0, 1) such that
‖Un(t, s)‖L(E) + ‖Un(t, s)‖L(F ) + (t − s)‖Un(t, s)‖L(E,F )C (4.3)
for all (s, t) ∈ ˙T and n ∈ N;
(4) U(·, s) ∈ C((s, t],Ls(E, F )), and limn→∞ Un(t, s) = U(t, s) in Ls(E, F ) for all
(t, s) ∈ ˙T .
Remark 4.2. Note that, by the uniform boundedness principle and the above assump-
tions, the evolution system (U(t, s))
(t,s)∈˙T satisﬁes estimates like (4.2) and (4.3) with
the same constants C and . In particular Assumption 2.1 is satisﬁed. We will use this
fact without comment in what follows.
Next we state the assumptions on the nonlinearity fn.
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Assumption 4.3. Suppose that E, F are the Banach spaces from Assumption 4.1. We
assume that fn ∈ C([0, T ] × F,E), and that for every r > 0 there exists kr > 0
such that
‖fn(t, u)− fn(t, v)‖Ekr‖u− v‖F (4.4)
for all u, v ∈ F with ‖u‖F , ‖v‖F r, t ∈ [0, T ] and n ∈ N. Finally suppose that
sup{‖fn(t, 0)‖E : t ∈ [0, T ], n ∈ N} <∞.
Our ﬁrst result is the following theorem. Recall the deﬁnition of the metrics d0 and
d1 given in (3.6) and (3.7), respectively.
Theorem 4.4. Let Assumptions 4.1 and 4.3 be satisﬁed. Suppose that u0, u0n ∈ F with
‖u0‖F , ‖u0n‖F  for some  > 0. For u ∈ BC((s, T ], F ) and n ∈ N set
Gn(u) := Un(t, s)u0n +
∫ t
s
Un(t, )fn(, u()) d
and
G(u) := U(t, s)u0 +
∫ t
s
U(t, )f (, u()) d.
Finally suppose that Gn(u) → G(u) for all u ∈ BC((s, T ], F ) with respect to the
metric d1 (or d0). Then there exists h > 0 and r > 0 such that (3.1) and (4.1) have
unique mild solutions u, un ∈ BC((s,min{s + h, T }], BF (0, r)) for all s ∈ [0, T ).
Moreover, un → u with respect to d1 (or d0).
Proof. According to Theorem 3.6 and the assumptions on Un and fn there exist h > 0
and r > 0 such that Gn,G are contractions on Mr(t, s) for all (t, s) ∈ ˙T with t−sh
for all n ∈ N. Moreover, the Lipschitz constant is bounded independently of n ∈ N,
that is, the Gn are uniform contractions. We need to show that the corresponding ﬁxed
points converge. As Gn(u)→ G(u) in Mr(t, s) for all u ∈ Mr(t, s) with respect to d1
we conclude from a parameter dependent version of the contraction mapping principle
(see [23, Section 1.2.6]) that the corresponding ﬁxed points converge with respect
to d1. Similar arguments apply if we replace d1 by d0, completing the proof of the
theorem. 
The above theorem tells us that, under suitable assumptions, mild solutions of (3.1)
and (4.1) exist for a common time interval. We next want to show that the escape
time may expand by perturbing the problem, but it cannot suddenly collapse. We say
the positive escape time is lower semi-continuous with respect to the perturbations
considered.
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Theorem 4.5. Let the assumptions of Theorem 4.4 be satisﬁed and denote the positive
escape time for (4.1) by t+n (s, u0n). Then
t+(s, u0) lim inf
n→∞ t
+
n (s, u0n). (4.5)
Moreover, for every t ∈ (s, t+(s, u0)) we have un → u in BC((s, t], F ) with respect
to the metric d1 (or d0 ) if Gn(u) → G(u) with respect to d1 (or d0) for all u ∈
BC((s, T ], F ).
Proof. Suppose that u0, u0n ∈ F with ‖u0‖F , ‖u0n‖F  for some  > 0. Fix s ∈
[0, T ) and set t+ := t+(s, u0) and t+n := t+n (s, u0n). Let t < t+ be arbitrary. We know
from Theorem 4.4 that there exists h > 0 and r > 0 such that t+, t+n > s + h for all
n ∈ N and ‖un()‖F , ‖u()‖F r for all  ∈ [s, s+h]. If s+h t we are done. Hence
assume that s + h < t . Since u ∈ C([s + h, t], F ) the orbit {u() :  ∈ [s + h, t]} is
compact and therefore bounded in F. Hence the positive orbit O := {u() :  ∈ (s, t]}
is bounded in F and so there exists R > r such that O ⊂ BF (0, R). By Theorem 4.4
(with  replaced by R > 0) there exists h1 > 0 such that the solutions of 4.1 exist
for time h1 as long as the initial conditions are in BF (0, R). Hence, taking un(s + h)
and u(s + h) as new initial values we get t+n , t+ > s + h+ h1. Moreover, un → u in
C([s+h, s+h+h1], F ), that is, uniformly on [s+h, s+h+h1] in F. Since BF (0, R)
is a neighbourhood of O there exists n1 ∈ N such that un() ∈ BF (0, R) for all nn1
and  ∈ [s, s+h+h1]. As a consequence of Theorem 4.4 we have t+n , t+ > s+h+2h1
for all nn1. If s+h+2h1 < t we repeat the previous argument taking un(s+h+h1)
and u(s+h+h1) as new initial values. We conclude that there exists n2n1 such that
un() ∈ BF (0, R) for all nn2 and  ∈ [s, s+h+ 2h1], and thus t+n , t+ > s+h+ 3h1
for all nn2. We keep repeating the above argument inductively to get the existence
of nknk−1 such un() ∈ BF (0, R) for all nnk and  ∈ [s, s + h + kh1], and thus
t+n , t+ > s + h+ (k + 1)h1. We do this until s + h+ (k + 1)h1 > t for the ﬁrst time.
Hence (4.5) follows. The ﬁnal assertion now follows from Theorem 4.4, completing
the proof of the theorem. 
In the above theorems we just required that Gn to converge to G, but did not say
whether such a condition is satisﬁed in applications. Next we give such conditions
in terms of the evolution systems, that is, in terms of the solutions to the linear
homogeneous equations.
Theorem 4.6. Let Assumptions 4.1 and 4.3 be satisﬁed. Suppose that u0, u0n ∈ F with
‖u0‖F , ‖u0n‖F  for some  > 0. Moreover, assume that
Un(·, s)u0n → U(·, s)u0 in BC((s, T ], F )
with respect to d1 (or d0) and
Un(·, ·)→ U(·, ·) in C((s, T ],Ls(E, F )).
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Finally assume that fn(, u)→ f (, u) in E uniformly with respect to (, u) ∈ [0, T ]×
BF (0, r) for all r > 0. Then
t+(s, u0) lim inf
n→∞ t
+
n (s, u0n).
Moreover, for every t < t+(s, u0) we have un → u in BC((s, t], F ) with respect to
the metric d1 (or d0).
Proof. We verify the assumptions of Theorem 4.4 on the functions G(u) and Gn(u)
deﬁned there. Then the assertions of the theorem follow from Theorem 4.5. Fix s ∈
[0, T ) and u ∈ BC((s, T ], F ). By assumption we know that Un(·, s)u0n → U(·, s)u0
in BC((s, T ], F ) with respect to d1 or d0, respectively. Hence we only need to show
that
Hn(u)(t) :=
∫ t
s
Un(, s)fn(, u()) d → H(u)(t) :=
∫ t
s
U(, s)f (, u()) d
in F uniformly with respect to t ∈ [s, T ], that is, with respect to the metric d0 and hence
d1. If we set Vn(t, ) := Un(t, )−U(t, ), gn() := fn(, u()) and g() := f (, u())
then
Hn(u)(t)−H(u)(t) =
∫ t
s
Un(t, )(gn()− g()) d+
∫ t
s
Vn(t, )g() d.
By assumption on Un and U we know that ‖Un(t, )‖L(E,F )C(t − )− and
‖Vn(t, )‖L(E,F )2C(t − )− for all (t, ) ∈ ˙T . Since u is a bounded function
we conclude from the assumptions of fn, f that gn() → g() in E uniformly with
respect to  ∈ [s, T ], so
∣∣∣∣
∣∣∣∣
∫ t
s
Un(t, )(gn()− g()) d
∣∣∣∣
∣∣∣∣ 
∫ t
s
C(t − )− d‖gn − g‖∞ → 0
as n→∞. It remains to show that
dn(t) :=
∣∣∣∣
∣∣∣∣
∫ t
s
Vn(t, )g() d
∣∣∣∣
∣∣∣∣
F
→ 0
uniformly with respect to t ∈ [s, T ]. Setting ‖g‖∞ := sup∈(s,T ] ‖g()‖E we have
∫ t
s
‖Vn(t, )g()‖F d2C‖g‖∞
∫ t
s
(t − )− d 2C‖g‖∞
1−  
1−
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if t − s. Fix  > 0 and choose  ∈ (0, T − s) such that
∫ t
s
‖Vn(t, )g()‖F d 2C‖g‖∞1−  
1− < 
2
(4.6)
for all n ∈ N. Now for t ∈ [s + , T ] we have
dn(t) 
∫ t−
s
‖Vn(t, )g()‖F d+
∫ t
t−
‖Vn(t, )g()‖F d

∫ t−
s
‖Vn(t, )g()‖F d+ 2C‖g‖∞
∫ t
t−
(t − )− d.
By choice of  > 0 (see (4.6)) we have
2C‖g‖∞
∫ t
t−
(t − )− d = 2C‖g‖∞
1−  
1− 
2
for all t ∈ [s + , T ]. Hence,
dn(t)
∫ t−
s
‖Vn(t, )g()‖F d+ 2
for all t ∈ [s + , T ]. Now the set
K := {(t, ) : s t − , s +  tT }
is a compact subset of ˙T . By assumption Vn(t, ) → 0 in Ls(E, F ) uniformly with
respect to (t, ) ∈ K . Now since u ∈ BC((s, T ], F ) it follows that g ∈ C([s+, T ], E).
Hence the set {g() :  ∈ [s + , T ]} is compact in E. Because strongly converging
operators converge uniformly on compact sets there exists n0 ∈ N such that
‖Vn(t, )g()‖F  2T
for all (t, ) ∈ K . Hence,
dn(t)
∫ t−
s

2T
d+ 
2
 
2
+ 
2
= 
for all t ∈ [s+, T ] and nn0. Combining this with (4.6) we see that dn(t)2 for all
t ∈ [s, T ] and nn0. Since  > 0 was arbitrary this shows that dn(t) → 0 uniformly
with respect to t ∈ [s, T ], completing the proof of the theorem. 
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5. Weak continuity properties of semi-linear equations
As a ﬁrst application of the theory established in Section 4 we prove weak continuity
properties for abstract semi-linear evolution equations. To the best of my knowledge
they are new in this general framework. A preliminary result for parabolic problems
appears in [16]. We will only assume that the initial conditions converge weakly and not
necessarily strongly in the phase space. The standard assumption is that they converge
strongly (see [1, Theorem 5.1, 20, Section 18, 23, Section 3.4]).
We work with one ﬁxed evolution system satisfying Assumption 2.1. We ﬁrst prove
a preliminary result.
Proposition 5.1. Suppose (U(t, s))
(t,s)∈˙T satisﬁes Assumption 2.1. In addition assume
that E is reﬂexive and that U(t, s) ∈ L(E) is compact for all (s, t) ∈ ˙T . If u0n ⇀ u0
weakly in E then U(·, s)u0n → U(·, s)u0 in C((s, T ], F ) for all s ∈ [0, T ).
Proof. By Assumption 2.1 we have that U(·, s)u0n, U(·, s)u0 ∈ C((s, T ], F ) for all
s ∈ [0, T ) and n ∈ N. Fix now s ∈ [0, T ) and  ∈ (0, T − s). We need to show
that U(t, s)u0n → U(t, s)u0 in F uniformly with respect to t ∈ [s + , T ]. To do so
it is sufﬁcient to show that for every sequence (tn)n∈N in [s + , T ] we have that
‖U(tn, s)u0n − U(tn, s)u0‖F → 0 as n → ∞. If (tn)n∈N in [s + , T ] is an arbitrary
sequence then
‖U(tn, s)u0n − U(tn, s)u0‖F = ‖U(tn, s + /2)U(s + /2, s)(u0n − u0)‖F
 ‖U(tn, s + /2)‖L(E,F )‖U(s + /2, s)(u0n − u0)‖E
for all n ∈ N. Since tn ∈ [s + , T ] we have from Assumption 2.1 that
‖U(tn, s + /2)‖L(E,F )C(tn − s − /2)−C(/2)−
for all n ∈ N. Since U(s + /2, s) is a compact operator on the reﬂexive space E and
u0n ⇀ u0 weakly in E we have that ‖U(s+/2, s)(u0n−u0)‖E → 0 as n→∞. Hence
‖U(tn, s)u0n − U(tn, s)u0‖F → 0 as n → ∞ for every sequence (tn) in [s + , T ].
This completes the proof of the proposition. 
Next we formulate our main result on weak continuity properties of semi-linear
equations. It is an abstract version of [16, Theorem 6.4], where a similar statement has
been proved for parabolic boundary value problems.
Theorem 5.2. Suppose U(t, s), (t, s) ∈ ˙T , satisﬁes Assumption 2.1. In addition as-
sume that E is reﬂexive and that U(t, s) ∈ L(E) is compact for all (s, t) ∈ ˙T . Suppose
(u0n) is bounded in F such that u0n ⇀ u0 weakly in E. Let u denote the mild solution
of (3.1) and un the mild solution of
u˙(t)+ A(t)u(t) = f (t, u(t)), t ∈ (s, T ]
u(s) = u0n.
374 D. Daners / J. Differential Equations 210 (2005) 352–382
Then
t+(s, u0) lim inf
n→∞ t
+(s, u0n).
Moreover, for every t ∈ (s, t+(s, u0)) we have un → u in C((s, t], F ).
Proof. By Proposition 5.1 and since we work with a ﬁxed evolution system, the as-
sumptions of Theorem 4.5 are satisﬁed. Hence the assertions follow from
Theorem 4.5. 
Example 5.3. Consider elliptic operators A(t) on a bounded domain  with boundary
operator B(t) of Dirichlet, Neumann or Robin type as in Example 2.2 or Example 2.3.
In a typical application to parabolic initial boundary value problems
u
t
+A(t)u(x, t) = f (x, t, u(x, t)) on × (s, T ]
B(t)u(x, t) = 0 on × (s, T ]
u(x, s) = u0(x) in 
(5.1)
on a bounded domain , the evolution system U(t, s), (t, s) ∈ ˙T is well known to
be compact. Moreover, with the choices of E,F discussed in Example 2.2 or Example
2.3 the assumptions of the above theorem are satisﬁed.
If we choose E = Lp() and F := Lq() then the Lipschitz condition on f is for
instance satisﬁed if f ∈ C( × [0, T ] × R) is differentiable with respect to the last
variable and there exists c > 0 such that
∣∣∣∣ 	f (x, t, 	)
∣∣∣∣ c(1+ |	|q/p−1)
for all (x, t, 	) ∈  × [0, T ] × R. No such condition is needed if q = ∞ (see [5]).
Depending on the choice of E and F other conditions on f work, see for instance [20,
Section 15]. Some of these conditions allow f to depend on ∇u as well.
Note that in the above theorem we do not even require that the initial conditions
converge in F. This allows for rather weaker conditions at t = s. To illustrate that let
p > N/2. Then one may choose E = Lp() and F = L∞() as in Example 2.2
or Example 2.3. In that case U(t, s) is not strongly continuous for t = s but only
weak*-continuous. If u0n
w∗
⇀u0 in L∞() then the sequence is weakly convergent in
Lp() for all p ∈ [1,∞). By the above theorem the solutions to the semi-linear Eq.
(5.1) with initial values u0n converge to the solution of (5.1) with initial value u0 in
C((s, t], L∞) for all t ∈ (s, t+(s, u0)), that is, uniformly in  × [s + , T ] for all
0 <  < t − s. If  is a smooth bounded domain one can replace L∞() by C().
If u0n is bounded in C() and u0n → u0 pointwise then u0n → u0 in Lp() by the
dominated convergence theorem. Hence the above theory implies that convergence of
the corresponding solutions is in C((s, t], C() for all t ∈ (s, t+(s, u0)).
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6. Domain perturbation for boundary value problems
In this section we illustrate the use of the abstract theory to deal with domain per-
turbation problems. We look at the simplest class of autonomous semi-linear boundary
value problems, but we point out that the theory applies to more general situations
such as the one considered in [16]. We mainly discuss Dirichlet boundary conditions
because for these the most complete results are known. However the theory also ap-
plies to other boundary conditions such as Neumann or Robin boundary conditions.
We outline results for Robin and Neumann problems as well as the wave equation at
the end of the section.
6.1. Domain perturbation for Dirichlet problems
We assume that (n) is a sequence of open sets in RN . We want to study convergence
of solutions to the Dirichlet problems
u
t
− u = f (x, t, u) on n × (s, T ],
u = 0 on n × (s, T ],
u(·, s) = u0n in n
(6.1)
as n→∞. The limit problem will have the form
u
t
− u = f (x, t, u) on × (s, T ],
u = 0 on × (s, T ],
u(·, s) = u0 in ,
(6.2)
for some open set  ⊂ RN .
As done previously we ﬁrst look at properties of the corresponding evolution sys-
tem. It is well known that the Dirichlet Laplacian generates a strongly continuous
analytic semigroup T (t) of contractions on L2(). Also, 0T (t)u1 if u ∈ L2()
and 0u1. Hence T (t) extends to a strongly continuous contraction semigroup on
Lp() for 1p <∞ and also to a contraction semigroup on L∞() (see [21, Theorem
1.2.1]). This means that
‖T (t)‖L(Lp)1 (6.3)
for all 1p∞. Denote the generator of T (t) by −A. An easy test function argument
shows that 0( + A)−1u1 for all  > 0 and u ∈ L2() with 0u1, and so
(+ A)−1 extends uniquely to a linear operator on Lp() with
‖(+ A)−1‖L(Lp)1 (6.4)
for all  > 0.
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To deal with the perturbations we make use of the following framework introduced
in [6] (also the methods from [16, Section 1] could be used). Extending functions
in Lp() by zero outside  we naturally have Lp() ⊂ Lp(RN), 1p∞. We
then assume that −An is the generator of an bounded analytic semigroup on e−tAn
on Lp(n) (not strongly continuous at t = 0 if p = ∞). We deﬁne a degenerate
semigroup on Lp(RN) by setting
Tn(t) := in ◦ e−tAn ◦ rn
where in is the natural injection of Lp(n) into Lp(RN), and rn the natural restriction
(or projection) of Lp(RN) onto Lp(n). In particular Pn := in ◦ rn is a projection on
Lp(R
N). The corresponding pseudo resolvent to the problem is
Rn() := in ◦ (+ An)−1 ◦ rn
whenever it exists. Denote by T0(t) and R0() the corresponding operators with n
replaced by . The following is the key result for our examples (see [6, Theorem 5.2]).
Theorem 6.1. Suppose that there exists M > 0 such that ‖Rn()‖L(Lp(RN))M for
all  ∈ C with Re  > 0. If Rn() → R0() in Ls(Lp(RN)) for some  > 0, then
Tn(t)→ T0(t) in Ls(Lp(RN)) uniformly with respect to t in compact subsets of (0,∞).
Equivalently we could say that Tn → T in C((0, T ],Ls(Lp(RN))) for all T > 0.
Note that the statement in [6, Theorem 5.2] is not quite right. Convergence is only
uniform on compact subsets of (0,∞) and not on compact subsets of [0,∞). (The
proof is based on Theorem 1.6 of that paper and that theorem only implies local
uniform convergence in (0,∞).) Example 6.7 shows that we cannot expect more.
If we go back to the semigroups generated by the Dirichlet Laplacian then (6.4)
implies that the ﬁrst condition in Theorem 6.1 is always satisﬁed for any sequence of
open sets n, n ∈ N.
We next need to make sure that the evolution system converges. The following
conditions turn out to be necessary and sufﬁcient for convergence (see [19]).
Assumption 6.2. Let n,  ⊂ RN be open sets such that
• for every sequence un ∈ H 10 (n) with un ⇀ u weakly, u ∈ H 10 ();
• for every u ∈ H 10 () there exist un ∈ H 10 (n) such that un → u in H 1(RN).
Note that, by extending functions in  by zero outside, H 10 () is naturally a subspace
of H1(RN). It is shown in [19, Theorem 5.3] that Rn()u → R0()u in Lp(RN) for
all u ∈ Lp(RN) for 1 < p < ∞ if and only if Assumption 6.2 is satisﬁed. Hence
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by Theorem 6.1 we have Tn → T0 in C((0, T ], Ls(Lp(RN))) for all 1 < p < ∞.
Moreover, by Example 2.3
‖Tn(t)‖L(Lp,Lq)ct−N(1/p−1/q)/2
for 1pq∞ with c > 0 independent of n ∈ N. Hence, by interpolation Tn → T0
in C((0, T ], Ls(Lp, Lq)) for 1 < pq <∞. The evolution systems to (6.1) and (6.2)
are given by Un(t, s) = Tn(t − s) and U(t, s) = T0(t − s), respectively. Hence we have
shown the following lemma.
Lemma 6.3. Suppose that (n) is a sequence of open set in RN Assumption 6.2. Set
E := Lp(RN) and F := Lq(RN) with 1 < pq < ∞ satisfying (2.8). Then Un,U
satisfy Assumption 4.1.
We ﬁnally need conditions on the nonlinearity f .
Assumption 6.4. Suppose that 1 < pq <∞, f ∈ C(×[0, T ]×R) is differentiable
with respect to the last variable and there exists c > 0 and g ∈ Lpq/(q−p)(R) such that
∣∣∣∣ 	 f (x, t, 	)
∣∣∣∣ c(g(x)+ |	|q/p−1)
for almost all (x, t, 	) ∈ × [0, T ] × R.
If the above conditions are satisﬁed then u → f ◦ u is Lipschitz continuous on
bounded subsets of Lp(RN) with image in Lp(RN) (see [5]). Hence we have the
following theorem.
Theorem 6.5. Suppose that n,  satisfy Assumption 6.2 and suppose there exist
1 < pq < ∞ satisfying (2.8) such that f satisﬁes Assumption 6.4. Finally suppose
that u0n ⇀ u0 weakly in Lp(RN). If we denote the solutions of (6.1) and (6.2) by un
and u, respectively, then
t+(s, u0) lim inf
n→∞ t
+
n (s, u0n)
and for every t ∈ (s, t+(s, u0)) we have un → u in C((s, t], Lq(RN)).
Proof. The assertion follows from the above facts on f , Lemma 6.3 and Theorem 4.5
setting E := Lp(RN) and F := Lq(RN). 
Remark 6.6. In the above theorem, the case q = ∞ is not covered, and in general we
cannot expect its assertions to be true in that case (see [16] for a counter example).
However, if we make different assumptions on n such as those discussed in [7] then
the above theorem remains valid for q = ∞!
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n→∞
>
Fig. 1. Combs converging to a square.
We next give an example of n,  such that the assumptions of the above theorem
are satisﬁed. It shows that the weak assumptions made at initial time arise very naturally.
In particular for there are initial conditions u0n, u0 of (6.1) and (6.2) such that the
solution converge away from the initial time but u0nu0, not even weakly. This may
happen even if u0n, u0 are restrictions of a ﬁxed function!
Example 6.7. Let  be a square in the plane and n a comb like domain as the one
shown in Fig. 1. We assume that the width of the ﬁngers converge to zero. We can
arrange this even if the total measure of the ﬁngers does not converge to zero. We just
add more of them. In that case, Assumption 6.2 are satisﬁed (see [19, Example 8.4]).
Even the stronger conditions from [7] are satisﬁed! Hence Theorem 6.5 applies with
1pq∞ chosen appropriately.
We point out again that we have convergence of solutions to the parabolic equations
under consideration even though meas(n\) does not converge to zero. If we now
take a ﬁxed initial condition, for instance u0 = 1 then u0n := u0|n does not converge
to u0|, not even weakly! However, we have convergence for all times strictly larger
than the initial time!
6.2. Robin problems and boundary homogenisation
We assume that n, n ∈ N are bounded open sets with uniformly bounded measure.
Replace the Dirichlet boundary conditions in (6.1) by
u

+ 
u = 0,
where 
 > 0 and  is the outer unit normal to n. By Example 2.3 or [18, Theorem
6.1] (with  = 0) we have
‖Tn(t)‖L(Lp,Lq)ct−N(1/p−1/q)
with a constant c > 0 independent of n ∈ N. Hence Assumption 4.1 is satisﬁed if
we choose E = Lp(RN) and F = Lq(RN), where 1pq < ∞ are such that
(2.10) holds. Hence to apply the abstract results we only need the convergence of the
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resolvents of the elliptic problems
−u = 0 in n,
u

+ 
u = 0 on n.
It is shown in [15] that under suitable assumptions this is the case. However, the limit
problem is not necessary of the same form. It can be a different Robin problem or
even a Dirichlet problem! The latter two cases are called boundary homogenisation
problems. By Theorem 6.1 the corresponding semigroups converge to the semigroup
with the same boundary conditions as the limit problem for the elliptic equation. Hence,
the theory developed in the present paper applies if the nonlinearity f satisﬁes a growth
condition such as Assumption 6.4 with the above choices of 1pq <∞ holds.
6.3. Perturbation of Neumann problems
In case of Neumann boundary conditions
u

= 0
an estimate like (2.9) or (2.7) is not necessarily true with a constant c independent
of n ∈ N without further assumptions on n. One condition implying a uniform
estimate is an interior cone condition, where the same cone works for all domains
(see [18]). That constant is determined by the constant in the Sobolev inequality as
shown in [18]. Such a uniform cone condition is not necessary for the constant in
the Sobolev inequality to be uniform in n. Other conditions are given in [17]. Of
course if we choose p = q then we do not need (2.7), then we simply use that the
semigroup is contractive for all domains. However, this restricts the growth rate of the
nonlinearity to linear growth. For some known convergence results for the resolvents
of Neumann problems we refer to [9,12–14,17] and references therein. By Theorem
6.1 the corresponding semigroups converge. Making appropriate assumptions on the
nonlinearity as for the Dirichlet or Robin problem the abstract perturbation theory
from this paper is applicable. Convergence results for semi-linear Neumann problems
can also be found in [10] for sub-linear non-linearities.
6.4. Domain perturbation for the wave equation
As an example of a hyperbolic problem we consider the wave equation. As before, we
do not consider the most general situation possible, but only present a model example.
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Consider the boundary value problem
2u
t2
− u = f (u) on n × (s, T ],
u = 0 on n × (s, T ],
u(·, s) = u0n in n,
u
t
(·, s) = v0n in n
(6.5)
on a sequence of open sets (n). The limit problem will have the form
2u
t2
− u = f (u) on × (s, T ],
u = 0 on × (s, T ],
u(·, s) = u0 in ,
u
t
(·, s) = v0,
(6.6)
for some open set  ⊂ RN . The above equations can be written as a ﬁrst order equation
on the Hilbert space E := H 10 ()×L2(). The linear autonomous part is then a matrix
like
A =
[
0 −I
 0
]
.
Introducing the variables w := (u, u˙) we get the ﬁrst-order system
w˙(t)+Aw = f (t, u(t)), t ∈ (s, T ],
w(s) = w0 := (u0, v0).
It is well known that −A generates a unitary group on E, so the evolution system
U(t, s) := e−A(t−s) is well deﬁned and satisﬁes Assumption 2.1 with F := E and
 := 0. Similarly, we deﬁne Un(t, s) replacing  by n. If n satisﬁes Assumption
6.2 it then follows from [26, Theorem 1.4] that
lim
n→∞ Un(t, s)w0 = U(t, s)w0
in E uniformly with respect to t in compact subintervals of (s,∞). The assumptions
on n are a bit different to the ones used in [26]. Note however, that the proof in
[26] only relies on the conclusion of [26, Theorem 1.1]. According to [19, Theorem
3.3], that conclusion is satisﬁed under Assumption 6.2. If f ′ is bounded, then u →
f ◦ u is Lipschitz from H 10 (RN) to L2(RN). Hence all the assumptions of the abstract
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theorems are fulﬁlled, and so the solution wn := (un, u˙n) of (6.6) converges to the
solution w = (u, u˙) of (6.5) in H 10 (RN) × L2(RN) uniformly on compact intervals
of (s,∞).
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