This paper deals with the inverse homogenization or dehomogenization problem of recovering geometric information about the structure of a twocomponent composite medium from the effective complex permittivity of the composite. The approach is based on the reconstruction of moments of the spectral measure in the Stieltjes analytic representation of the effective property. The moments of the spectral measure are linked to n-point correlation functions of the structure of the composite and thus contain information about the microgeometry. We show that the moments can be uniquely recovered from the measurements of the effective property in a range of frequencies. Two methods of numerical reconstruction of the moments are developed and analyzed. One method, which is referred to as a direct method of moment reconstruction, is based on the solution of the Vandermonde system arising in series expansion of the Stieltjes integral. The second, indirect, method reformulates the problem and reduces it to the problem of reconstruction of the spectral function. This last problem is ill-posed and requires regularization. We show that even though the reconstructed spectral function can be quite sensitive to the choice of the regularization scheme, the moments of the spectral functions can be stably reconstructed. The applicability of these two methods in terms of the choice of data points is also discussed in this paper.
Introduction
This paper deals with the problem of recovery of information about the structure of a twocomponent mixture of materials with complex permittivity 1 and 2 . We assume that the wavelength of the applied field is much larger than the scale of the microstructure, so that the available data are measurements of the effective complex permittivity * . The information about the geometric structure is contained in the spectral measure μ in the Stieltjes representation of the effective complex permittivity of the mixture. This analytic representation of the effective permittivity * was developed by Bergman, Milton, and Golden and Papanicolaou ( [4, 5, 27, 22] ) in the course of evaluating bounds for the effective permittivity of a two-component composite material. The Stieltjes integral represents the effective permittivity as a linear functional on a set of positive Borel measures of bounded variation on the unit interval, with the measure being a spectral measure of a corresponding self-adjoint operator. The moments of the measure are determined by the microgeometry, they are related to the n-point correlation functions of the structure. Inverse homogenization or dehomogenization exploits the separation of information about the properties of the materials in the mixture from information about the microstructure to characterize microgeometry of the composite [12] . It was shown in [12] that the spectral measure μ can be uniquely reconstructed from the effective permittivity * of the composite known in an interval of a parameter. Such a parameter can be the temperature or frequency of the applied electromagnetic field. The spectral function μ can then be used to estimate structural parameters or to characterize other effective properties of the composite material. The function μ was used previously in a number of works to estimate microstructural information about the composite [11, 19, 25, 26, 34] , the methods mainly were based on evaluation of first one or two moments of the function μ. An approach that can give bounds for the (n + 1)th moment provided the previous n moments are known was developed in [17, 18] .
The present work deals with reconstruction of the moments of the function μ from the known effective permittivity of the mixture. Section 2 discusses the Stieltjes analytic representation and uniqueness of reconstruction of the moments of the spectral measure. The proof of uniqueness is based on uniqueness of identification of the spectral function. In sections 3 and 4, we develop and analyze two approaches to numerical reconstruction of the moments. The first method reduces the problem to polynomial interpolation and finds the moments as a solution of the generalized Vandermonde system. The second approach reduces the problem to the identification of the spectral function μ, which is given by solution of the Cauchy system after appropriate discretization. Both problems are ill-posed. There are several numerical methods available for the solution of a Vandermonde system, for example, we mention [8, 10, 30] . The behavior of the solution is determined by the location of the interpolation nodes, and the ill-posedness of the Vandermonde system could be severe [20, 21] . The identification problem for the spectral function is related to the inverse potential problem [12] . This problem is well studied in geophysics as it corresponds to the inverse problem for gravitational potential [24] . To obtain a stable solution, we use a regularization approach developed in [12] , see also [23, 33] . Computation of the moments involves a smoothing operator, which relaxes the influence of noise in the data. Hence, in spite of ill-posedness of the intermediate step of reconstruction of the function μ, the result is reasonably stable. This observation is verified both theoretically and numerically in section 5.
The main purpose of the calculation of the moments is to use them as a signature of the microgeometry which allows us to distinguish different classes of microstructures. It was shown in [22] that the moments are the values of n-point correlation functions of the characteristic function corresponding to the domains occupied by one of the materials in the composite (see (14) ). Extraction of statistical characterization of the random medium using this information is a subject of our current work and will be the topic of a separate paper. We would like to remark that the composite microstructure is uniquely determined neither by the spectral function nor by the moment sequence. This is due to the fact that there exist different microgeometries which are indistinguishable by the effective measurements in the sense that they always have the same effective properties no matter what materials are filling the microstructure. This is the idea of S-equivalence class introduced in the paper [12] . Such S-equivalent geometries correspond to the same spectral function and are characterized by the same moment sequence. Hence, a moment sequence is a characteristic of S-equivalent class of microstructures. We recently define S n -equivalence of microstructures in a separate paper [14] , which further generalizes the S-equivalence concept and divides the geometries into subclasses according to the first n identical moments.
The Stieltjes representation of the effective complex permittivity
We consider a random medium occupying a region O in R d , where d = 2 or d = 3, which is a fine scale mixture of two materials with the values of the complex permittivity j in a region O j , j = 1, 2, with O = O 1 ∪ O 2 . We assume that the characteristic size of the inhomogeneities is microscopical in comparison with the size of realizations of the random medium. The complex permittivity of the medium is modeled by a (spatially) stationary random field (x, η), x ∈ R d and η ∈ , where is the set of all realizations of the random medium,
Here j is permittivity of the j th material, and χ j is the characteristic function of the region O j occupied by the medium j, j = 1, 2, respectively, for a realization η ∈ ,
with
Let E(x, η) and D(x, η) be the stationary random electric and displacement fields, respectively, related by
where E(x, η) = e k . Here e k is the unit vector in the kth direction, for some k = 1, . . . , d, and · is the ensemble average operator over or the spatial average operator over all of R d . The effective complex permittivity tensor * is defined as
We consider here mixtures of isotropic materials and focus on one diagonal coefficient * = * kk . Due to homogeneity of effective parameters, i.e.
* (c 1 , c 2 ) = c * ( 1 , 2 ) for any constant c, a new variable h := 1 / 2 is introduced and we define m(h) := * / 2 . The two main properties of m(h) are that it is analytic off (−∞, 0] in the h-plane, and that it maps the upper half-plane to the upper half-plane [4, 22] , therefore it is a Herglotz function. Also note that m(1) = 1 because it corresponds to a homogeneous medium with permittivity 2 .
We recall that a Herglotz function μ(ζ ), ζ ∈ C, is analytic for Im ζ = 0, and such that Im μ(ζ ) and Im ζ have the same sign for all ζ . Such a function has the integral representation (see [3] , p 262),
with bounded and nondecreasing function σ (u) on −∞ < u < ∞. Here β is real, and α 0. Provided the first moment of σ is finite, this representation is closely related to the Stieltjes integral
where
Based on this fact, a representation for * was developed in [4] for periodic composites (see also [6] ). A general integral representation for * with a positive Borel measure μ on [0, 1] was obtained in [22] .
Theorem 1 [22] . The function F (s) 
where the positive Borel measure μ on [0, 1] is the spectral measure of the self-adjoint operator
The proof of the theorem in [22] is based on the investigation of applicability of LaxMilgram lemma and the spectral theorem for self-adjoint operators.
The integral representation (8) was used to produce bounds on * , or F (s), obtained by fixing s in (8) and varying over admissible measures μ (or admissible geometries), such as those that satisfy only μ 0 = p with p being the volume fraction of the first material in the composite, and finding the corresponding range of values of F (s) in the complex plane [5, 22, 27, 28] .
In the integral representation (8) , the information about the material constants of the constituents in the mixture which is contained in the variable s is separated from the information about the geometrical structure of the mixture, which is contained in the measure μ. In order to recover geometrical information from the measurements of the effective complex permittivity, we can reconstruct the measure μ which generates measured values * for the effective property. Conditions for unique reconstruction of the function μ were derived in [12] with the proof being based on the analytic continuation argument and reduction of the problem to the Hausdorff moment problem.
Theorem 2 [12] . The measure μ can be uniquely reconstructed if the function F (s) is known for an infinite sequence of points converging to a point of the complex plane outside the unit interval. For instance, such a set could be an arc C in the complex plane.
The point s = ∞ corresponds to a homogeneous medium, 1 = 2 , with F (∞) = 0. The Laurent expansion of the function F (s) centered at infinity is
We use the Laurent expansion of the Cauchy integral kernel,
The series converges absolutely and uniformly for z ∈ [0, 1) and s in a compact subset of |s| > 1. Integrating the series, we obtain a power series representation for F (s) in |s| > 1:
Denoting the Stieltjes moments of the measure μ in (11) by
we rewrite F (s) as
Stieltjes moments μ n (12) of the measure contain information about the microgeometry of the mixture. Comparison of a perturbation expansion of (8) around a homogeneous medium (s = ∞) with a similar expansion of a resolvent representation for F (s) [22] yields
If p and 1 − p are the volume fractions of the components in the mixture, then μ 0 = p, and if the material is statistically isotropic,
In general, the known (n + 1)-point correlation function of the medium allows calculation of μ n [22] .
Uniqueness of reconstruction of the moments. The following theorem characterizing uniqueness of reconstruction of the moments of the measure μ follows immediately from theorem 2. Until this point, we considered behavior of the spectral function on the plane of the variable s. Now we extend the consideration to the plane of complex frequency ω. Proof. We define mapping between the planes s and ω as
Since functions i (ω), i = 1, 2 are analytic functions of frequency ω, the mapping τ (ω) is piecewise continuous because 1 (ω) and 2 (ω) can coincide only at finitely many points in any finite interval (ω 1 , ω 2 ) unless they are the same everywhere due to analyticity. Since a continuous function maps a connected set to a connected set, the image C = τ ( ) of frequency intervalω = (ω 1 , ω 2 ) is an arc or a union of the finite number of arcs on the s-plane. Applying theorem 2 the statement follows.
If the properties of the materials in the mixture can be changed by varying parameters of applied fields-such as frequency or temperature-the moments μ k of the measure μ can be determined using an expansion (13) of F (s) for |s| > 1 about a homogeneous medium, which corresponds to 1 = 2 or s = ∞. Indeed, multiplying (13) by s k and letting s go to infinity, we obtain an approximate value of the (k − 1)th moment. For k = 1, this results in the following estimate:
Similarly, for the moment μ 1 , we could obtain
however, such a process of finding the moments would be extremely unstable due to multiplication by large numbers on the right-hand side. We note that (16)- (17) can be used to derive an approximation to the effective complex permittivity * similar to the well-known approximation for dilute composites when for small volume fraction p of one material in the mixture, the effective permittivity (or conductivity) can be calculated by expanding it in terms of powers of p. Using μ 0 = p and μ 1 (16) and (17) 
and
Hence, if 1 s is small, (18) and (19) give an approximation to the effective complex permittivity * for any volume fraction p.
Reconstruction of moments as the polynomial interpolation problem
A better numerical algorithm could be constructed by forming a linear system and solving it by the regularizing technique. We fix some values s 1 , s 2 , . . . , s n of parameter |s| > 1 corresponding to n data points, and truncate the representation (13) after first n terms. This leads to the linear system for the moments c k :
Here we use c k for the unknowns rather than μ k in order to emphasize that μ k is the exact solution for the infinite linear system while c k represents the solution of the truncated system. Since F (s) is analytic in |s| > 1, this problem is related to the reconstruction of an analytic function from its values on the sequence of points {s k } in its domain, which is known to be ill-posed. However, the reconstructed coefficients c k is a good approximation of the true moments μ k and the reconstruction of moments is a stable process in the sense described in theorem 5. As preparation for theorem 5, we first show that the function G(ξ ) := F (s) with ξ := 1/s is in Hardy space H 2 (U ), which is the space of all analytic functions in the unit disk U = {|ξ | < 1} that can be represented as a power series in U with coefficients belonging to l 2 . To see this, we note that
such that
due to the fact that μ(z) ∈ BV (0, 1) and (13) 
T which approximates the solution μ k of the infinite system in the following sense:
which has a unique solution because it is a square Vandermonde system with
Performing change of variables ξ := 1/s and G(ξ ) := F (s) in (22), the new linear system poses a problem of reconstructing the function G in Hardy space H 2 (U ) by using the given valuesF k , which are the approximate values of G(ξ k ) on the sequence ξ k which converges to 0. Therefore, we can apply theorem 5.1 and equation (5.25) in [1] to conclude that
The theorem then follows immediately by identifying n with [m( )] and noting
Since a square Vandermonde system like (23) is known to be very ill-posed, rather than solving (22) directly, we exploit the fact that all the μ k , k = 0, 1, 2, . . . are actually linked to the same density function μ(z) as described in (21) and reformulate the problem as follows. Since μ(z) ∈ BV (0, 1), we may write each μ k as the Riemann sum with respect to the partition {z i = i/M, i = 0, 1, 2, . . . , M} with a fixed positive integer M: 
In terms of these new variables together with (22) can be expressed as
The system in (25) can be further expressed as the system for the unknowns θ 1 , θ 2 , . . . , θ M :
Reconstruction of moments from solution of the Cauchy system
Another scheme for reconstructing the moments is by using a system with a Cauchy matrix that has the form 
This can be explicitly written as ⎛
The sum of infinite series results in discretization of the original integral (8) generating a system of equations with the Cauchy matrix C:
Assuming we simplify discussion so that M = n, this scheme can be viewed as an approximation of the measure μ by a sum of the finite number of Dirac measures 
The kth momentμ k of n i=1 θ i δ ζ i is defined as
The momentsμ 0 , . . . ,μ n serve as an approximation to the first n + 1 moments of dμ(z) for the following reason. Let P kn (x) = with node points at ζ i ∈ [0, 1], k, i = 1, 2, . . . , n. Using Lagrange's formula, the interpolating polynomial can be written explicitly as
. The error formula in [2] leads to
for some ξ 1 , ξ 2 ∈ [0, 1]. Here i = √ −1 and Re{·}, Im{·} denote the real part and imaginary part of a complex number, respectively. Therefore, the integral representation for F (s k ) becomes
On the other hand, if we replace dμ(z) with
whereμ i is defined as in (31) . The second equality is a consequence of the fact E k (ζ i ) = 0 at every node point ζ i . Noting that 1 0 
Meanwhile, (33) implies the first n true moments μ k , k = 0, 1, 2, . . . , n − 1 are solutions of
Since f 
with · F and · 2 denoting the Frobenius norm and the Euclidean norm, respectively.
Ill-posedness of the problem and regularization
The system in (27) is closely related to the problem of reconstruction of the spectral measure function μ, which can be reduced to an inverse potential problem. The function F (s) admits a representation as a logarithmic potential of the measure μ [12] :
The reconstruction problem for the logarithmic potential is extremely ill-posed and requires regularization to develop a stable numerical algorithm.
Let A be an operator in (38) mapping the set of measures M[0, 1] on the unit interval onto the set of complex potentials defined on a curve C : ζ(s) = 0:
To construct the solution we formulate the minimization problem as
where · is the L 2 (C) norm and F is the function of the measured data * such that
The solution of the problem does not continuously depend on the data: unboundedness of the operator A −1 leads to arbitrarily large variations in the solution, the problem requires a regularization technique.
A regularization algorithm developed in [12, 13] is based on constrained minimization: it introduces a stabilization functional J (μ) which constrains the set of minimizers. As a result, the solution depends continuously on the input data. Instead of minimizing (40) over all functions in M, minimization is performed over a convex subset of functions which satisfy J (μ) β, for some scalar β > 0. Since the solution of the constrained minimization problem
occurs on the boundary of the constrained region [7] where J (μ) = β, we can reformulate (41) in terms of an unconstrained minimization problem using the Lagrange multipliers method. This approach leads to an equivalent formulation that uses the Tikhonov regularization functional J α (μ, F δ ), so that the problem (41) is equivalent to solving the unconstrained minimization problem with a regularization parameter α (see [7, 31] ):
It is shown that such a regularized problem is well-posed and its solution is stable ( [31, 33] ). The choice of the regularization parameter α has an important role in solving the regularized problem, since in the dual minimization problem, α is the Lagrange multiplier by the constraint for the norm of the solution. There are several methods that can be used to determine the optimal or quasi-optimal value of the parameter α [23, 33] . Optimal choice of the regularization parameter for the problem (42) will be discussed elsewhere.
The advantage of using a quadratic stabilization functional J (μ) = Lμ 2 is that the corresponding Euler equation is linear,
which is easy to implement, and the resulting numerical scheme is quite efficient. After discretization, taking L = I , the finite-dimensional problem is the following:
where C is the Cauchy matrix defined in (29) with M = n. However, the reconstructed solution is very smooth and takes positive as well as negative values. The alternative regularization based on the non-negativity constraint [23, 33] does not impose smoothness on the solution, and requires the solution to take only non-negative values. This permits recovering sharp features of the solution as well as constructs solution which satisfies the non-negativity requirement for the spectral function. In this approach the non-negativity of the function μ is used explicitly in the algorithm, which becomes a constrained minimization algorithm where M + is a subset of non-negative functions on unit interval. After discretization this leads to the following problem:
where R n + is positive quadrant of R n , θ i 0, i = 1, . . . , n.
Numerical Simulations

Simulations using the synthetic spectral function
In this section, we demonstrate numerically the performance of the direct reconstruction scheme (the Vandermonde system) for data points outside the unit circle for |s| > 1 and inside the unit circle. As it is shown in the theorem in section 3 and the numerical example below, the direct method performs well when data points |s k | are chosen such that |s k | > 1.
Direct calculation of the moments by solving the Vandermonde system. For sample points
s outside the unit circle, i.e. |s| > 1, the moments can be calculated directly by solving the Vandermonde system (22) . Example below shows results of computation of the moments corresponding to the synthetic spectral function of the form
The density of this function is shown in figure 1 by solid curve, the same function μ is used in the next example. All computations were performed using Matlab and IEEE floating-point standard arithmetic. Calculation of the moments involves numerical integration, and to avoid discussion of numerical integration errors, we used the same integration technique for all simulations. The choice of the technique was based on the fact that the Vandermonde system corresponds to the midpoint quadrature rule used for integration. Indeed, solution of the Vandermonde system (23) is equivalent to solving (27) which is obtained by truncating infinite series resulting in the Cauchy system (29) . The matrix of this system coincides with the matrix generated by the midpoint quadrature rule used to calculate the original integral (8) for an appropriate discretization of the unit interval. This justifies the use of the midpoint rule for numerical integration. The 'true moments' shown in table 1 are actually moments numerically calculated using the midpoint integration rule. They differ from analytically calculated moments or from the values calculated using higher order integration rules. For instance, in this example, the high order adaptive Gauss-Lobatto quadrature rule gives for the zeroth moment μ 0 = 0.2530.
Comparison with the moments calculated from the Vandermonde system shows that they are closer to the values calculated using the midpoint rule.
Analysis of numerical results.
Results of computations using the Vandermonde system are known to depend significantly on the position of the nodes ( [20] ). The presented series of computations numerically study accuracy of the developed algorithms for two different sets of data points taken along a semicircle in the complex plane given symmetrically with respect to the unit interval by s = 0.5 + ρ s e iφ , φ ∈ [0, π], with ρ s = 1.1 and ρ s = 0.51. The summary of the results for ρ s = 1.1 is demonstrated in figure 1 and for ρ s = 0.51 is shown in figure 2 .
The synthetic spectral function (47) used in calculations is shown in the left part of figures 1 and 2 together with computed regularized reconstructions. Table 1 shows results of calculation of the moments μ n of the spectral function μ for the points s k taken along the semicircle with ρ s = 1.1. The first column in the table shows the true values μ n of the moments, the second column presents the moments obtained as a solution c n of the Vandermonde system for data points taken along the semicircle. Comparison of the calculated and the true moments shows that the error increases with the index n. Next two columns give the moments calculated using the regularized reconstruction of the spectral function with non-negativity and quadratic constraints. The recovered moments are shown in the right part of figure 1.
Another computer experiment is performed for the points s k taken along a semicircle in the complex plane moved closer to the unit interval s = 0.5 + 0.51 e iφ , φ ∈ [0, π]. The same spectral function is used as in the previous example. Moments computed using the reconstructed function μ have high accuracy and moments obtained as solution of the Vandermonde system are not accurate. The left part of figure 2 shows the reconstructed approximations to the spectral density function corresponding to the regularized solution for quadratic and non-negativity constraints. Their difference as well as difference with the true moments is indistinguishable on the present scale. The right part of figure 2 shows true and calculated moments μ n of the function μ. True moments are shown by circles 'o', moments calculated using the regularized function μ are shown by asterisks ' * ', crosses '+' show the moments calculated solving the Vandermonde system. One can note that the moments obtained from the function μ agree with the true ones.
Results for the Maxwell-Garnett model of the composite material
The Maxwell-Garnett composite material is an isotropic mixture of two isotropic dielectrics, the effective complex permittivity is given by * = 2 1 − dp
where p is the volume fraction of material with permittivity 1 and d is space dimension. We use d = 3 in the example below. The spectral function for the Maxwell-Garnett composite is found from expression for F (s): Table 2 . Moments μ n calculated for the Maxwell-Garnett composite solving the regularized problem for the spectral function μ. Volume fractions: 11%, 25%, 43%. 'Non-negativity' and 'Quadratic' refer to the constraint used in the regularization scheme. volume fraction p = 0.25. First six moments computed using data corrupted with 1%, 3% and 5% noise are shown in table 3. Non-negativity of the solution was used as a regularizing constraint in the numerical scheme for real and imaginary parts of the function F (s). The results of computations show that even with added noise, the recovered moments agree with the true values, which illustrates stability of the reconstruction. Reconstructed moments contain information about the microgeometry of the composite. In particular, the zeroth moment μ 0 of the function μ(z), equals the volume fraction of material with permittivity 1 in the mixture. Estimation of fractions of different materials in the mixture is an important practical problem in physics, bio-engineering and non-destructive testing ( [9, 11, 19, 25, 26, 32, 34] ). The computational results in tables 2 and 3 show that the presented technique can be used to accurately estimate fractions of components.
Calculation of higher order moments is very important because this allows us to distinguish different classes of microstructures. Indeed, since the moment sequence contains statistical information about the geometry, it can serve as a 'signature' of the microstructure. We have shown in the present paper that though the spectral functions numerically reconstructed from the same data set, can be quite different due to different penalizing constraints used to regularize the numerical algorithm, the corresponding sequences of moments are very close. Table 3 . First six moments calculated for the Maxwell-Garnett composite using data corrupted with 1%, 3% and 5% noise. The non-negativity constraint used in the regularization scheme. 'Im' or 'Re' refers to the imaginary or real parts of the function F(s) used as data. 
Discussion
The similarity of the moments computed from spectral measures reconstructed using different regularization schemes is observed not only in the examples presented above. Instead, this is a common feature of our many other simulations. In this section, we present a mathematical explanation for this phenomenon. Let Θ T ik ∈ R M and Θ + ∈ R M be the solution of the regularized problem of (27) with M = n and the right-hand side replaced by f by using the Tikhonov constraint and the non-negativity constraint, respectively. Since both regularization schemes are formulated as minimization problems, there exists a small number such that the discrepancy tolerance conditions are satisfied
where · can be the 2-norm or ∞-norm for vectors. Letc T ik andc + be the moments computed from Θ T ik and Θ + , respectively, by using the formula in (24) . By the equivalence of systems (25) and (27) , it is clear thatc T ik is the solution of Vc = SΘ T ik andc + is the solution of Vc = SΘ + . To show thatc T ik is close to the true moments, we regard the system Vc = SΘ T ik as the truncated system of
Here {ξ n , ξ n+1 , . . .} is a sequence converging to zero in the unit disk U. Next, we extend f in (26) to F by
Clearly, the true moments {μ 0 , μ 1 , . . .} is the unique solution to the infinite system 
For the ease of notation, we define
and note that
Since G ∈ H 2 (U ), we may apply theorem 5 to conclude that with being the discrepancy tolerance of the regularization scheme and η is as defined in the theorem. The same can be concluded forc + . Therefore, the first [n/2] moments constructed by using the Tikhonov regularization and those by using the non-negativity constraint must be close because they both closely approximate the true moments.
For the numerical scheme described by (30) and (31), similar as before, let Θ T ik ∈ R n and Θ + ∈ R n be the solution of the regularized problem of (30) by using the Tikhonov constraint and the non-negativity constraint, respectively, such that
Here f := (F (s 1 )F (s 2 ) · · · F (s n )) T , the discrepancy tolerance of both regularization schemes and C is the Cauchy matrix defined in (29) with M = n. As is shown in the computation in (34), the momentsμ F ( + δ 2 ). Note that the matrix B depends only on the choice of s k (sample points) on the complex plane and the subscript F denotes the Frobenius norm, not the function F. Therefore, as long as the discrepancy tolerance of the regularization scheme is small and the sample points s k , k = 1, . . . , n are away from interval [0, 1] for at least distance 1, the difference between the true and computed moments will be small. Hence the moments computed from either regularization scheme can be made close to the true moments. If the measurement data vector F (s k ) is polluted by an error vector data , then we will add the norm of this error vector to be inside the parentheses in the above estimates. This can be seen from equations (35) and (36). The magnification of this error depends on the norm of the inverse of matrix B, which depends only on the choice of sampling points.
Conclusions
This paper shows that the moments of the spectral function of the composite material can be stably recovered from the effective measurements. Two methods of the reconstruction of the moments are developed. One method is based on the solution of the Vandermonde system arising from power series expansion of the Stieltjes integral which is used to represent the effective complex permittivity of the composite. A Vandermonde system is known to be illposed, its solution can be unstable. The second method of calculation of the moments results from the regularized reconstruction of the spectral function by solving the ill-posed problem analogous to the inverse potential problem. The advantage of using the second approach is in access to a variety of regularization techniques developed for the inverse potential problem. Since the moments contain statistical information about the geometry, the stably reconstructed moment sequence can be used as a characteristic or a signature of the microstructure which allows us to distinguish different classes of microgeometries.
