In this paper, we first study a purely discontinuous Girsanov transform which is more general than that studied in Chen and Song [(2003) 
INTRODUCTION
Suppose that (X, P x ) is a Brownian motion in R d and let M t be the σ -field generated by {X s , s t}. When b is an R d -valued function on R d satisfying certain natural conditions,
Song is a nonnegative local martingale under each P x and thus is a supermartingale multiplicative functional of X. L t defines a family of probability measure {P x : x ∈ R d } on M ∞ by dP x = L t dP x on M t . LetX t be the process X t under this family of measures {P x : x ∈ R d }. The processX is called a Girsanov transform of X. It is well known that, when b satisfies certain natural conditions, the transition density ofX has Gaussian lower and upper estimates. The main purpose of this paper is to study upper and lower estimates on the transition densities of Girsanov transforms of symmetric stable processes. We are mainly concerned with two types of Girsanov transforms of the symmetric stable process: one is a purely discontinuous Girsanov transform which is a generalization of the purely discontinuous Girsanov introduced in Ref. 8 , the other is the Girsanov transform studied in Ref. 9 .
Let's first briefly recall the purely discontinuous Girsanov transform studied in Ref. 9 . Let E be a Lusin space, B(E) the Borel σ -field on E, and m a σ -finite measure on B(E) with supp[m] = E. Let {X, P x , x ∈ E} be an m-symmetric, transient Borel standard process on E. Adjoined to the state space E is an isolated point ∂ / ∈ E; the process retires to ∂ at its lifetime ζ = inf {t : X t = ∂}. We will use E ∂ to denote E ∪ {∂}. Suppose that the semigroup P t of X has a transition density p(t, x, y) for each t > 0. Let (N, H ) be a Lévy system for X (cf. Ref. 1 
and Theorem 47.10 of Ref. 17); that is, N(x, dy) is a kernel on (E, B(E))
and H t is a positive continuous additive functional of X with bounded 1-potential such that for any nonnegative Borel function f on E × E that vanishes on the diagonal and is extended to be zero off E × E, Let F be a bounded function on E × E that vanishes on the diagonal, we extend F to E ∂ × E ∂ by setting it to be zero off E × E. Recall (see Ref. 7 ) that a bounded function F on E × E vanishing on the diagonal is said to be in the class J(X) if
If F ∈ J(X) also satisfies the condition inf x,y∈E F (x, y) > −1, then the process 
L t is a nonnegative local martingale. The local martingale L t is obviously a nonnegative supermartingale multiplicative functional of X. Therefore by Section 62 of Ref. 17 , L t defines a family of probability measure {P x : x ∈ E} on M ∞ by dP x = L t 1 {t<ζ } dP x on M t . LetX t be the process X t under this family of measures {P x : x ∈ E}. The processX is called a purely discontinuous Girsanov transform of X. Under the further assumption that F ∈ A 2 (X) (see Ref. 8 for the definition) it was shown that the Green function ofX is comparable to that of X. The last result is a generalization of the results in Ref. 10 to discontinuous processes.
In Section 2 of this paper, we will first introduce a class of purely discontinuous Girsanov transforms more general than that introduced above and then, by using the recent result of Ref. 4 , we show that, in the special case when X is a symmetric stable process in R d , the transition density of a purely discontinuous Girsanov transformX of X is comparable to that of X.
In Section 3, we study the Girsanov transform introduced in Ref. 9 . We show that the transition density of this type of Girsanov transform of a symmetric stable process X is comparable to that of X. As an application of this result, we show that the Green function, when exists, of Feynman-Kac type transforms of symmetric stable processes by continuous additive functionals of zero energy, is comparable to that of the symmetric stable process.
PURE JUMP GIRSANOV TRANSFORMS
Let E be a Lusin space, B(E) the Borel σ -field on E, and m a σ -finite measure on B(E) with supp(m) = E. Suppose that X = ( , M, M t , θ t , X t , P x ) is an m-symmetric right Markov process on E. More precisely, the right continuous process [0, ∞) t → X t is defined on the sample space ( , M), adapted to the filtration {M t }, and under P x is a strong Markov process with initial condition X 0 = x. The shift operators θ t , t 0, satisfy X s • θ t = X s+t identically for s, t 0. Adjoined to the state space E is an isolated point ∂ / ∈ E; the process X retires to ∂ at its "lifetime" ζ = inf {t : X t = ∂}. The transition operators P t , t 0, are defined by
(Here and in the sequel we use the convention that a function defined on E takes the value 0 at the cemetery point ∂.) P t may be viewed as operators on L 2 (E, m); as such they form a strongly continuous semigroup of selfadjoint contractions. The Dirichlet form associated with X is the bilinear form
defined on the space 
It is known that the Dirichlet form (E,
Furthermore the following Beurling-Deny decomposition holds for f,
where E (c) is the strongly local part of E. In this section, we assume that J is nontrivial, or equivalently, the process X is discontinuous. The martingale part M u in (2.1) can be decomposed as
where 
Definition 2.1. Let F be bounded symmetric function on E × E vanishing on the diagonal, we extend it to E ∂ × E ∂ by setting it to be zero off E × E. F is said to be in the class I 2 (X) if for every x ∈ E and every t > 0,
Since for any bounded F on E × E vanishing on the diagonal we have
for all x ∈ E and t > 0, we know that J(X) ⊂ I 2 (X). From the definition it is easy to see that if
Example. Suppose that X is a symmetric α-stable process in R d for some α ∈ (0, 2). It has a Lévy system (N, H ) given by H t = t and
It is very easy to check that if F is a bounded symmetric function on R d × R d vanishing on the diagonal and satisfying
for some β > α/2 and C > 0, then the function
is bounded, and so F ∈ I 2 (X). While on the other hand, when α < d, in order to guarantee that F ∈ J(X) which is amounts to say (see Refs. 6 and 7) that
we need to require that β > α.
This example tells us that I 2 (X) differs from J(X) in that the assumption on the behavior of F near the diagonal is weakened.
For any F ∈ I 2 (X) and any positive integer n define
F is a martingale additive functional of X and for any x ∈ E,
By the definition of I 2 (X) we know that for all x and t > 0 we have
for every x, and so (see for instance, Ref. 12) the limit lim n→∞ M (n) F (t) exists in the sense of convergence of the norm of the space of square-integrable martingales and convergence in probability under P x , and the limit is also a martingale additive functional of X. We shall use M F (t) to denote this limit. The above argument above shows that the assumption F ∈ I 2 (X) is needed to define the martingale additive functional M F (t) of X, which is the starting point of our discussion in this section. Now we fix an
and L F (t) be the solution to
It follows from the Doleans-Dade formula that
We know that M (n) F (t) converges to M F (t) in probability. Since F is bounded, we know that
thus using the assumption that F ∈ I 2 (X) we can show that 
It is known that under these new measures, X is a right process on E. We will useX = (X t , M, M t ,P x , x ∈ E) to denote this new process. HereX t (ω) = X t (ω), but we useX t for emphasis when working withP x . This process is called a purely discontinuous Girsanov transform of X.
Remark. The purely discontinuous Girsanov transform was defined for F ∈ A 2 (X) ⊂ J(X) ⊂ I 2 (X) (see Ref.
8 for the precise definition). So the purely discontinuous Girsanov transform defined above is more general than that defined in Ref. 8 . The stronger assumption F ∈ A 2 (X) is needed in Ref. 8 so one can apply the conditional gauge theorem for nonlocal Feynman-Kac transforms obtained in Refs. 2 and 7 to get estimates on the transition density of the purely discontinuous Girsanov transform of X.
First we will determine the Dirichlet form associated withX. Definẽ
To prove the next result, we recall the definition of the time-reversal operator r t on the path space. Given a path ω ∈ {t <ζ }, the operator r t is defined by
Here for r > 0, ω(r) − := lim s↑r ω(s). It is known (see Lemma 4.1.2 of Ref.
12) that the operator r t preserves the measure P m on M t ∩ {t < ζ }.
Lemma 2.1.P t is symmetric on L 2 (E, m).
Proof. Using the symmetry of F , we have
From the definition, it is easy to see that exp(M F (t) + s t (ln(1 + F ) − F )(X s− , X s )) • r t = exp(M F (t) + s t (ln(1 + F ) − F )(X s− , X s )), hence we have shown that
Lemma 2.2. Let A t be a positive continuous additive functional of X with Revuz measure µ, then the Revuz measure of A as a positive continuous additive functional ofX is also µ.
Proof. The proof is an easy modification of the proof of Lemma 4.4 of Ref. 11. We omit the details. Proposition 2.3. Let f be a nonnegative function on E × E vanishing on the diagonal, we extend it to E ∂ × E ∂ by setting it to be zero off E × E. Then for all t > 0 and x ∈ E we havẽ F (X s , y) )N (X s , dy)dH s .
Therefore ((1 + F (x, y))N (x, dy), H t ) is a Lévy system ofX.
Proof. Suppose that f is a nonnegative function on E × E vanishing on the diagonal. For any n 1, we know that
is a P x martingale for each x ∈ E. It follows from the Girsanov theorem that for any n 1,
n } N(X s , dy)dH s is aP x martingale for each x ∈ E, and sõ F (x, y) ) c for some c ∈ (0, 1). is a martingale additive functional ofX. LetM F 1 (t) be the limit, as n → ∞, ofM
, in the sense of convergence in the space of square-integrable martingales ( and convergence in probability). ThenM F 1 (t) is a martingale additive functional of X. LetL
Then by the Doleans-Dade formula it follows that
.
In the last equality we used our convention thatX t = X t . Thus we have shown that
Theorem 2.5. Let (Ẽ,F) be the Dirichlet form ofX on L 2 (E, m).
Proof. The identification of the Dirichlet formẼ on some subset of F is done in Theorem 4.4 of Ref. 3 under more general assumptions. Here we identifyF with F and identifyẼ on all ofF. Our proof is similar to that of Theorem 3.4 of Ref. 9 . We give the details here for the readers' convenience. It follows from Ref. 16 that there is anẼ-nest {K n } of compact sets and a sequence h n ∈ F such thath n = 1 on K n . Using the probabilistic characterization of nest, we know that {K n } is also an E-nest. For any bounded f ∈ F K n = {g ∈ F :g = 0 q. e. on K c n }, let M f t be the martinagle part in the Fukushima decomposition off (X t ). By the Girsanov theorem
is a martingale additive functional underP x and
It follows that
Thus by Lemma 2.2 the Revuz measure for the positive continuous addi-
So by the Lyons-Zheng forward-backward martingale decomposition we havẽ
Therefore we have
We are going to establish estimates on the transition density of the pure jump GirsanovX induced by F . To do this, we are going to use the following result from Ref. 
has a Hölder continuous transition density function p(t, x, y). Furthermore, there are constants C 2 > C 1 > 0 depending only on c 1 and c 2 such that
Proof. It follows from Ref. 5 that the conclusion of the theorem is valid for all x, y ∈ R d and t ∈ (0, 1]. The conclusion for all t > 0 follows from an easy scaling argument, like the one used in beginning of the proof of Proposition 4.1 in Ref. 4 . Theorem 2.7. Suppose that X is a symmetric stable process in R d , α ∈ (0, 2), and that F ∈ I 2 (X) satisfies inf x,y∈R d F (x, y) > −1, then the purely discontinuous Girsanov transformX of X induced by F has a Hölder continuous transition density function p(t, x, y) satisfying the estimates
Proof. It follows from Theorem 2.5 that the Dirichlet form ofX is given by (Q, F) with
Now the theorem follows immediately from the result above.
From the theorem above, we immediately get the following 
Remark. Comparing with Theorem 2.2 in Ref. 8 , the assumption on the rate at which F tends to zero at the diagonal in the theorem above is much weaker.
Girsanov Transforms of Chen-Zhang
Suppose that u is a bounded function in F e . Put ρ(x) = e u(x) and ρ(∂) = 1. It is easy to check that ρ − 1 ∈ F e . Thus if we define M ρ := M ρ−1 and N ρ := N ρ−1 , then we have the Fukushima decomposition forρ(X t ):
Define a square integrable martingale M by
Let L ρ t be the solution of the following SDE:
. L ρ t is a nonnegative local martingale and therefore a supermartingale multiplicative functional of X. Therefore by Section 62 of Ref. 17 there is a family of probability measures
It is known that under these new measures, X is a right Markov process on E. We will useX = ( , M, M t ,X t ,P x , x ∈ E) to denote this new process and it is called the Girsanov transform of X induced by u. HereX t (ω) = X t (ω) but we useX t for emphasis when working withP x .
The following result is proved in Ref. 9.
Theorem 3.1.X is a symmetric Markov process on E with respect to the measure ρ 2 m and its Dirichlet form on
In the remainder of this section we assume that X is a symmetric α-stable process in R d , α ∈ (0, 2]. When α ∈ (0, 2), the Dirichlet form corresponding to this process is (E, F), where
When α = 2, the Dirichlet form corresponding to this process is (E, F),
When u is a bounded function in F e , the Girsanov transformX of X induced by u has a Hölder continuous transition density p(t, x, y) with respect to Lebesgue measure on R d . When α ∈ (0, 2), p(t, x, y) satisfies
for some C 2 > C 1 > 0; while when α = 2, p(t, x, y) satisfies the following Gaussian estimates
Proof. When α ∈ (0, 2), by Theorem 3.1 we know that the Dirichlet form on (dx) 
