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HEISENBERG CATEGORIFICATION AND HILBERT SCHEMES
SABIN CAUTIS AND ANTHONY LICATA
Abstract. Given a finite subgroup Γ ⊂ SL2(C) we define an additive 2-categoryHΓ whose Grothendieck
group is isomorphic to an integral form hΓ of the Heisenberg algebra. We construct an action of HΓ
on derived categories of coherent sheaves on Hilbert schemes of points on the minimal resolutions
Ĉ2/Γ.
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1. Introduction
The well-documented relationship between the Heisenberg algebra and Hilbert schemes of points on
a surface S involves an action of the Heisenberg algebra on the cohomology ⊕nH
∗(Hilbn(S)), [N1, G].
Inspired by other constructions from geometric representation theory, one expects this Heisenberg
action on cohomology to lift to algebraicK-theory, though in general lifting this action is not completely
straightforward (see [ScV] and [FT] forK-theoretic constructions when the surface is C2). Of particular
interest in representation theory is the case when the surface S = Ĉ2/Γ is the minimal resolution of the
quotient of C2 by a non-trivial finite subgroup Γ ⊂ SL2(C); in this case one expects a Heisenberg action
on K-theory to be the basic building block for a K-theoretic construction of the basic representation
of the corresponding affine Lie algebra.
After K-theory, however, one can investigate yet another level of structure by considering the derived
categories of coherent sheaves ⊕nDCoh(Hilb
n(S)) on these Hilbert schemes. Then one expects a
Heisenberg algebra action on K-theory to be the shadow a richer categorical Heisenberg action on
these triangulated categories.
More precisely, the Hilbert schemes {Hilbn(S)}n∈N naturally form a 2-category Hilb(S):
(1) The objects of Hilb(S) are the natural numbers N;
1
2 SABIN CAUTIS AND ANTHONY LICATA
(2) The 1-morphisms fromm to n are compactly supported objects inDCoh(Hilbm(S)×Hilbn(S)).
Composition of 1-morphisms is given by convolution.
(3) For P1,P2 ∈ DCoh(Hilb
m(S)×Hilbn(S)), the space of 2-morphisms from P1 to P2 is the space
Ext∗(P1,P2). The composition of 2-morphisms is the natural composition of Exts.
So to give a categorical Heisenberg action one should define both a Heisenberg 2-category HS and
a 2-functor HS → Hilb(S). The Grothendieck group of HS should be isomorphic to the Heisenberg
algebra so that passing to K-theory one gets a Heisenberg action on ⊕nK0(Hilb
n(S)). In this paper we
construct such a 2-category HS = HΓ and a 2-functor HΓ → Hilb(S) when S = Ĉ2/Γ is the minimal
resolution of the quotient of C2 by a non-trivial finite subgroup Γ ⊂ SL2(C) (Theorems 1 and 2). In
particular, we obtain a (quantum) Heisenberg algebra action on ⊕nK0(Hilb
n(S)). (We also note here
that in the special case when S = C2 a natural C× action together with localization techniques have
already been used to define Heisenberg algebra actions on localized equivariant K-theory, [FT, ScV]).
1.1. Analogy with Kac-Moody Lie algebra actions. There are clear parallels between our story
for Heisenberg algebras hΓ and the categorification of Kac-Moody algebras U(g). In [N2] and [N3]
Nakajima constructed actions of the enveloping algebra U(g) on the cohomology and K-theory of
quiver varieties, generalizing earlier work of Ginzburg for U(sln) [CG]. On the other hand, Khovanov-
Lauda [KL1, KL2, KL3] define a 2-category U(g) whose Grothendieck group is isomorphic to (an
integral version of) the quantized enveloping algebra. There is also independent and very similar work
of Rouquier [R] in the same direction.
In [CKL2] the authors, together with Joel Kamnitzer, construct a “geometric categorical g action”
on the derived category of coherent sheaves on quiver varieties. This action conjecturally induces an
action of the 2-categories U(g) on the derived categories of quiver varieties. The 2-categories U(g) and
these actions on the derived categories of quiver varieties are analogous to our Heisenberg 2-categories
HΓ and their action on the derived categories of Hilbert schemes.
1.2. The 2-category HΓ. By the McKay correspondence, isomorphism classes of finite subgroups
Γ ⊂ SL2(C) are parametrized by simply-laced affine Dynkin diagrams (i.e. diagrams of type Ân, D̂n,
Ê6, Ê7 and Ê8). Each of these affine Dynkin diagrams, in turn, gives rise to a presentation for a
Heisenberg algebra hΓ, which we describe in Section 2.2, and a presentation of a 2-category HΓ, which
we define in Section 3. The 2-morphisms inHΓ are defined using a planar graphical calculus reminiscent
of the graphical calculus used by Khovanov-Lauda [KL2] in their categorification of quantum groups.
Our first theorem (1) says that the Grothendieck group K0(HΓ) is isomorphic to the Heisenberg
algebra hΓ. In particular, the indecomposable 1-morphisms of HΓ descend to a “canonical basis” of
the Heisenberg algebra.
1.3. Actions of HΓ. A direct relationship between the finite group Γ ⊂ SL2(C) and the Heisenberg
algebra hΓ can be formulated in two closely related ways (one algebraic and the other geometric). In
the algebraic setting one can consider the wreath products Γn⋊Sn of Γ with the symmetric group Sn.
Then, following [FJW1]), one constructs the basic representation of hΓ on the Grothendieck groups of
the module categories C[Γn ⋊ Sn]−mod. Geometrically, following [N1, G], one considers the Hilbert
schemes Hilbn(Ĉ2/Γ) and constructs a representation of hΓ on their cohomology.
We will work in a setting that shares features with both the algebraic and geometric constructions
above by considering directly the bounded derived categoriesD(AΓn−gmod) of finitely generated graded
AΓn-modules. Here A
Γ
n is the algebra
AΓn := [(Sym
∗(V ∨)⋊ Γ)⊗ (Sym∗(V ∨)⋊ Γ)⊗ · · · ⊗ (Sym∗(V ∨)⋊ Γ)]⋊ Sn
which inherits the natural grading from Sym∗(V ∨) (here V = C2).
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We recall why D(AΓn−gmod) is equivalent to derived categories of Hilbert schemes in Section 8 and
explain the relationship to C[Γn ⋊ Sn]−mod in Section 9.6. Our second main theorem (Theorem 2)
constructs a natural action of the Heisenberg category HΓ on ⊕nD(A
Γ
n−gmod).
The Grothendieck group K0(A
Γ
n−mod) is isomorphic to K0(C[Γ]
n ⋊ Sn−mod). On the other hand,
K0(A
Γ
n−mod)
∼= K0(Hilb
n(Ĉ2/Γ)) is isomorphic to the cohomology of Hilbn(Ĉ2/Γ). Thus the category
⊕nD(A
Γ
n−mod) gives a common categorification of the spaces used by Nakajima, Grojnowski and
Frenkel-Jing-Wang.
1.4. Organization.
• Section 2 defines the (quantum) Heisenberg algebra hΓ. Our choice of generators for hΓ differs
somewhat from the choices made elsewhere in the literature.
• Section 3 defines the 2-category HΓ which categorifies hΓ. We also define a map from hΓ to the
Grothendieck group of HΓ. This map is shown to be an isomorphism in Section 7 (Theorem
1).
• Sections 4 and 5 are concerned with defining an action of HΓ on ⊕nD(A
Γ
n−mod).
• In Section 6 we study a slightly different 2-categoryHΓ using an alternative simplified graphical
calculus. HΓ is “Morita equivalent” to HΓ in the sense that the spaces of 2-morphisms in H
Γ
and HΓ are Morita equivalent (subsequently the 2-representation theories of H
Γ and HΓ are
equivalent). We construct a natural functor η : HΓ → HΓ which induces an isomorphism at
the level of Grothendieck groups (so both HΓ and HΓ categorify hΓ). The 2-category H
Γ is
of independent interest but another motivation for introducing it is to facilitate the graphical
computations needed to prove Theorem 1.
• In section 9 we sketch a second, simpler (non-derived) action of HΓ, related to the action of
Section 4 by Koszul duality.
• Section 10 contains a discussion of currently unanswered questions and futher directions.
• The appendix: most of the paper assumes the Dynkin diagram associated to Γ ⊂ SL2(C) is
simply-laced, which simplifies notation but fails to cover the case Γ = Z2. In Section A we
collect the required definitions for Γ = Z2 (with these modifications the theorems of the paper
hold for any nontrivial Γ). The definition of the Heisenberg category for the trivial subgroup
of SL2(C) is of interest in its own right, but is not discussed directly in this paper.
1.5. Acknowledgements. The authors would like to thank Mikhail Khovanov for several useful con-
versations and for giving us an early version of his paper [K]. Much of this paper is inspired by his
work. We would also like to thank Igor Frenkel for sharing with us his unpublished notes with Kho-
vanov and Malkin on categorification and vertex operator algebras [FKM], and Alistair Savage for
useful comments regarding an earlier version of this paper. This project began when both authors
were at the program “Homology Theory of Knots and Links” at MSRI in 2010. We thank MSRI for
its hospitality and great working environment. S.C. was supported by National Science Foundation
Grant 0801939/0964439.
2. Quantum Heisenberg algebras
2.1. The McKay correspondence. Fix an algebraically closed field k of characteristic zero. Let
Γ ⊂ SL2(k) denote a finite subgroup (in our discussion this can include Γ = k
× the Cartan subgroup
of diagonal matrices). For notational convenience, the body of the paper assumes that Γ 6= Z2. We
deal with this extra case in Appendix A.
Denote by V the standard two dimensional representation of Γ. Under the McKay correspondence
the finite subgroup Γ corresponds to an affine Dynkin diagram with vertex set IΓ and edge set EΓ.By
definition each vertex i ∈ IΓ is indexed by an irreducible representation Vi of Γ and two vertices i, j ∈ IΓ
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are joined by k edges where k is the number of times Vj appears as a direct summand of Vi⊗V . Notice
that since V is self dual this relation is symmetric in i and j.
For instance, when G = Z/nZ then we get the affine Dynkin diagram Ân−1, which is an n cycle.
When Γ = k× the associated diagram is the Dynkin diagram Â∞ of the Lie algebra sl∞.
Define the quantum Cartan matrix CΓ to be the matrix with entries 〈i, j〉 indexed by i, j ∈ IΓ given
by
〈i, j〉 =

t+ t−1 if i = j
−1 if i 6= j are connected by an edge
0 if i 6= j are not connected by an edge
Note that at t = 1 the matrix CΓ becomes the extended Cartan matrix of type ADE (this is the
McKay correspondence between nontrivial finite subgroups Γ ⊂ SL2(C) and simply-laced affine Dynkin
diagrams).
2.2. The quantum Heisenberg algebra associated to Γ. We define the Heisenberg algebra hΓ
associated to Γ to be the unital k[t, t−1] algebra with generators p
(n)
i , q
(n)
i for i ∈ IΓ and integers n ≥ 0
and relations
(1) p
(n)
i p
(m)
j = p
(m)
j p
(n)
i for all i, j ∈ IΓ,
(2) q
(n)
i q
(m)
j = q
(m)
j q
(n)
i for all i, j ∈ IΓ,
(3) q
(n)
i p
(m)
i =
∑
k≥0
[k + 1]p
(m−k)
i q
(n−k)
i for all i ∈ IΓ,
(4) q
(n)
i p
(m)
j = p
(m)
j q
(n)
i + p
(m−1)
j q
(n−1)
i for all i 6= j ∈ IΓ with 〈i, j〉 = −1,
(5) q
(n)
i p
(m)
j = p
(m)
j q
(n)
i for all i 6= j ∈ IΓ with 〈i, j〉 = 0.
Here [k+1] = t−k+ t−k+2+ · · ·+ tk−2+ tk denotes the quantum integer, and in the above relations we
have set p
(0)
i = q
(0)
j = 1 and p
(k)
i = q
(k)
i = 0 when k < 0 (thus the summations in the above relations
are all finite.)
2.2.1. The usual Heisenberg presentation. Most mathematical literature about the Heisenberg algebra
uses a slightly different presentation than the one above. In level one, which is the case of interest for
this paper, the standard presentation of the Heisenberg algebra is as a unital k[t, t−1] algebra generated
by ai(n), for i ∈ IΓ and n ∈ Z− 0. The relations are
(6) [ai(m), aj(n)] = δm,−n[n〈i, j〉]
[n]
n
.
Since the Dynkin diagram with vertex set IΓ is of affine type this algebra is sometimes called the
quantum toroidal Heisenberg algebra (since, in this case, the Heisenberg algebra is a subalgebra of the
corresponding level one quantum toroidal algebra). By omitting the affine node from consideration,
one recovers a smaller Heisenberg algebra which is a subalgebra of the corresponding level one quantum
affine algebra.
Remark 1. Sometimes, in the literature, relation (6) above appears with a minus sign on the right
hand side. However, this change presentation does not alter the isomorphism type of the algebra, since
replacing ai(m) by −ai(m) for m > 0 takes one presentation to the other.
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As will be shown in Lemma 1 below, the relationship between the generators ai(m) and p
(m)
i , q
(m)
i
is given by the following generating functions
(7) exp
∑
m≥1
ai(−m)
[m]
zm
 =∑
n≥0
p
(n)
i z
n and exp
∑
m≥1
ai(m)
[m]
zm
 =∑
n≥0
q
(n)
i z
n.
For example, the first few terms in the above expansion:
p
(0)
i = 1 = q
(0)
i ,
p
(1)
i = ai(−1), q
(1)
i = ai(1),
p
(2)
i =
1
[2]
ai(−2) +
1
2
ai(−1)
2, q
(2)
i =
1
[2]
ai(2) +
1
2
ai(1)
2, etc.
The expressions in Equation 7 are known as “halves of vertex operators” and they appear naturally
in vertex operator constructions of representation of quantum affine and toroidal algebras. For our
categorical considerations, we find the generators p
(n)
i , q
(n)
i more natural than the generators ai(m).
Lemma 1. Relation (6) corresponds to relations (1)-(5) under the identification given by the vertex
generating functions (7).
Proof. We prove relations (3) and (4) above, the others being completely straightforward to check.
To prove relation (3) let us denote
A(z) :=
∑
ℓ≥1
ai(−ℓ)
[ℓ]
zℓ and B(w) :=
∑
ℓ≥1
ai(ℓ)
[ℓ]
wℓ.
Then q
(n)
i p
(m)
i = [z
mwn] exp(B) exp(A), where [zmwn] means taking the coefficient of tthe polynomial
zmwn in the subsequent power series. Now, using relation (6), it follows that
[A,B] =
∑
ℓ≥1
[2ℓ]
ℓ[ℓ]
wℓzℓ
=
∑
ℓ≥1
(tℓ + t−ℓ)
ℓ
wℓzℓ
= log
(
(1− twz)(1− t−1wz)
)
.
It follows that [A,B] commutes with A and B and hence that
exp(B) exp(A) = exp(−[A,B]) exp(A) exp(B)
(see for instance Lemma 9.43 of [N4]). Thus
[zmwn] exp(B) exp(A) = [zmwn]
1
(1− twz)(1− t−1wz)
exp(A) exp(B)
= [zmwn]
∑
ℓ≥0
[ℓ+ 1](wz)ℓ exp(A) exp(B)
=
∑
k≥0
[k + 1]p
(m−k)
i q
(n−k)
i
which is what we needed to prove.
In the case of relation (4) let us denote
A(z) :=
∑
ℓ≥1
aj(−ℓ)
[ℓ]
zℓ and B(w) :=
∑
ℓ≥1
ai(ℓ)
[ℓ]
wℓ.
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Then q
(n)
i p
(m)
j = [z
mwn] exp(B) exp(A). However, this time
[A,B] =
∑
ℓ≥1
[−1]
ℓ
wℓzℓ = − log(1− wz)
and so
[zmwn] exp(B) exp(A) = [zmwn](1− wz) exp(A) exp(B)
= p
(m)
j q
(n)
i + p
(m−1)
j q
(n−1)
i
which is what we needed to prove. 
2.2.2. The transposed generators. There is an alternative generating set of hΓ given by elements p
(1n)
i
and a
(1n)
i . These are defined by halves of vertex operators which are similar to those of (7):
(8) exp
−∑
m≥1
ai(−m)
[m]
zm
 =∑
n≥0
(−1)np
(1n)
i z
n and exp
−∑
m≥1
ai(m)
[m]
zm
 =∑
n≥0
(−1)nq
(1n)
i z
n.
Thus, for example,
p
(10)
i = q
(10)
i = 1,
p
(11)
i = ai(−1), q
(11)
i = ai(1),
p
(12)
i = −
1
[2]
ai(−2) +
1
2
ai(−1)
2, q
(12)
i = −
1
[2]
ai(2) +
1
2
ai(1)
2, etc.
The commutation relations among the p
(1n)
i and q
(1n)
i are the same as those between the p
(n)
i and q
(n)
i
(just replace (n) by (1n) everywhere). These relations can be proven directly by arguments similar to
those of Lemma 1, though they also follows from the the existence of an automorphism ψ defined in
Section 2.2.3.
Perhaps more interesting are the following relations
p
(m)
i p
(1n)
j = p
(1n)
j p
(m)
i and q
(m)
i q
(1n)
j = q
(1n)
j q
(m)
i
q
(1m)
i p
(n)
j =

p
(n)
i q
(1m)
i + [2]p
(n−1)
i q
(1m−1)
i + p
(n−2)
i q
(1m−2)
i if i = j∑
k≥0 p
(n−k)
j q
(1m−k)
i if 〈i, j〉 = −1
p
(n)
j q
(1m)
i if 〈i, j〉 = 0.
These relations can be checked directly in the same way as in the proof of lemma 1.
2.2.3. The automorphism ψ. The Heisenberg algebra hΓ has an involutive automorphism
ψ : hΓ −→ hΓ, ai(k) 7→ (−1)
k+1ai(k).
In terms of the alternative generators p
(m)
i , q
(m)
i , p
(1m)
j , q
(1m)
i , this has the effect of exchanging (n) and
(1n):
ψ : p
(n)
i ↔ p
(1n)
i , q
(n)
i ↔ q
(1n)
i .
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2.2.4. Idempotent modification. The version of the Heisenberg algebra we use is actually an idempotent
modification of hΓ (this is similar to the appearance of Lusztig’s idempotent version of Uq(g) in the
categorification of quantum groups [KL1, KL2, KL3, R]). In the idempotent modification, the unit 1
is replaced by a collection of orthogonal idempotents {1m}m∈Z, with
1k+mp
(m)
i = 1k+mp
(m)
i 1k = p
(m)
i 1k
and
1k−mq
(m)
i = 1k−mq
(m)
i 1k = q
(m)
i 1k.
The remaining defining relations in the unital algebra hΓ give, for each k ∈ Z, a defining relation of
the idempotent modification. Namely, take the original relation and add the idempotent 1k at the end
of the left and right hand side, for example
q
(n)
i p
(m)
j 1k = p
(m)
j q
(n)
i 1k for all i 6= j ∈ IΓ with 〈i, j〉 = 0 and all k ∈ Z.
Note that these relations do not depend essentially on the particular idempotent 1k. As a result, we
abuse notation slightly and also denote both the unital algebra and its idempotent modification by hΓ.
One feature of the idempotent modified hΓ is that it is a k[t, t
−1]-linear category (just as any k-
algebra with a collection of idempotents is a k-linear category). The objects of this category are then
the integers, while the space of morphisms from n to m is the k[t, t−1] module 1nhΓ1m. Since hΓ is
already a category, its categorification HΓ defined in Section 3 will be a 2-category.
2.3. The Fock space. Let h−Γ ⊂ hΓ denote the subalgebra generated by the q
(n)
i 1k for all i ∈ IΓ,
k ≤ 0 and n ≥ 0. Let triv0 denote the trivial representation of h
−
Γ , where 10 acts be the identity and
1k acts by 0 for k < 0. The hΓ module FΓ = Ind
hΓ
h
−
Γ
(triv0) given by inducing the trivial representation
from h−Γ to hΓ is called the Fock space representation of hΓ.
The Fock space FΓ is naturally isomorphic to the space of polynomials in the commuting variables
{p
(m)
j }j∈IΓ,m≥0. If we grade the Fock space by declaring deg(p
(m)
j ) = m then the idempotent 1l ∈ hΓ
acts by projecting onto the degree l subspace inside FΓ ∼= k[{p
(m)
j }j,m] (in particular, when l < 0 the
idempotent 1l acts by 0.) We will construct categorifications of this representation in sections 4 and 9.
3. The 2-category HΓ
3.1. The algebra BΓ. To define the 2-category HΓ which categorifies hΓ we first need to define the
algebra BΓ and fix notation involving idempotents in this algebra.
Since Γ acts on V it also acts on the exterior algebra Λ∗(V ). Let BΓ := Λ∗(V ) ⋊ Γ be their semi-
direct product, which contains both Λ∗(V ) and k[Γ] as subalgebras. This semi-direct product is also
called the smash product of k[Γ] and Λ∗(V ), and is sometimes denoted Λ∗(V )#k[Γ] in Hopf algebra
literature, though we prefer the term semi-direct product and avoid the # notation.
Explicitly, an element in BΓ is a linear combination of terms (v, γ) where v ∈ Λ∗(V ) and γ ∈ Γ.
The multiplication in BΓ is given by
(v, γ) · (v′, γ′) = (v ∧ (γ · v′), γγ′).
The natural Z grading on Λ∗(V ) extends to a grading of BΓ by putting k[Γ] ⊂ BΓ in degree zero. This
makes BΓ into a superalgebra. We denote the degree of a homogeneous element b ∈ BΓ by |b|.
If we fix a basis {v1, v2} of V and let ω := v1 ∧ v2 ∈ ∧
2(V ) then BΓ has a homogeneous basis over
k given by {(1, γ), (v1, γ), (v2, γ), (ω, γ)}γ∈Γ.
Define a k-linear trace tr : BΓ −→ k by setting
tr((ω, γ)) = δγ,11 and tr((1, γ)) = tr((v1, γ)) = tr((v2, γ)) = 0.
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The trace tr is supersymmetric (for any a, b ∈ BΓ we have tr(ab) = (−1)|a||b|tr(ba)) and non-degenerate.
This also induces a trace on k[Γ] via tr(γ) := tr((ω, γ)). This corresponds to the usual trace on k[Γ]
divided by |Γ| (in this way tr(1) = 1).
For a fixed k-basis B of BΓ, let B∨ denote the basis of BΓ dual to B with respect to the associated
non-degenerate bilinear form 〈a, b〉 := tr(ab). We denote the dual vector of b ∈ B by b∨ ∈ B∨.
Remark 2. We may think of elements of BΓ as k[Γ]-module homomorphisms,
BΓ ∼= Homk[Γ](k[Γ],Λ
∗(V )⊗ k[Γ]).
The above isomorphism is given by the following composition
BΓ ∼= HomBΓ(B
Γ, BΓ) ∼= HomBΓ(Ind
BΓ
k[Γ]k[Γ], B
Γ) ∼= Homk[Γ](k[Γ],Res
k[Γ]
BΓ
BΓ)
∼= Homk[Γ](k[Γ],Λ
∗(V )⊗ k[Γ]).
3.1.1. Idempotents. Let V1, . . . , Vm denote the distinct irreducible representations of Γ. By Maschke’s
theorem, the group algebra k[Γ] decomposes as a direct product of matrix algebras
k[Γ] ∼=Mn1(k) × · · · ×Mnm(k)
where the distinct irreducible representations V1, . . . , Vm are each realized as an irreducible represen-
tation of one of the matrix algebras Mni(k). Let f1, . . . , fm denote the distinct pairwise orthogonal
central idempotents of k[Γ]; each fi is the identity matrix in the matrix algebra Mni(k), and
1 =
∑
i
fi ∈ k[Γ].
The above is not, in general, a minimal decomposition of 1 as a sum of orthogonal idempotents, since
the idempotents fi themselves are not minimal if dim(Vi) > 1. For each i and s = 1, . . . , ni, let ei,s
denote the matrix unit of Mni(k) whose (s, s) entry is equal to 1 and whose other entries are 0. Then
the ei,s are minimal orthogonal idempotents in k[Γ], with
fi =
ni∑
s=1
ei,s.
An important role will be played by the (super)algebra
BΓn := (B
Γ ⊗ · · · ⊗BΓ)⋊ Sn.
The above tensor product is understood as the tensor product in the category of superalgebras, and
the action of Sn is by superpermutations: if sk ∈ Sn is the simple transposition (k, k + 1), then
sk · (b1 ⊗ · · · ⊗ bk ⊗ bk+1 ⊗ · · · ⊗ bn) = (−1)
|bk||bk+1|b1 ⊗ · · · ⊗ bk+1 ⊗ bk ⊗ · · · ⊗ bn.
The degree zero subalgebra k[Γn ⋊ Sn] ⊂ B
Γ
n contains all the idempotents of B
Γ
n . This subalgebra is
isomorphic to a direct product of matrix algebras
k[Γn ⋊ Sn] =Ml1(k) × · · · ×Mls(k)
with one matrix algebra for each isomorphism class of irreducible k[Γn ⋊ Sn]-module. Just as the
isomorphism classes of irreducible k[Sn]-modules are parametrized by partitions of n the isomorphism
classes of irreducible k[Γn ⋊ Sn]-modules are parametrized by partition-valued functions of IΓ (i.e.
|IΓ|-tuples of partitions of n).
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3.2. The category H′Γ. We define an additive, k-linear, Z graded 2-category H
′
Γ as follows. The
objects of H′Γ are indexed by the integers Z. The 1-morphisms are generated by P and Q, where for
each n, P denotes a 1-morphism from n to n + 1 and Q is a 1-morphism from n + 1 to n. Thus a
1-morphism of H′Γ is a finite composition (sequence) of P ’s and Q’s. The identity 1-morphism of n is
denoted 1 (the empty sequence).
Remark 3. Technically we should write P (n) and (n)Q to identify the domain and range of P and
Q. However, the properties of P and Q do not depend on n so we usually omit this extra parameter
in order to simplify notation. We could have chosen to define H′Γ as a monoidal 1-category instead of
as a 2-category, but we prefer to consider H′Γ as a 2-category because this better parallels the story for
Kac-Moody Lie algebras in [KL1, KL2, KL3, R].
The space of 2-morphisms between two 1-morphisms is a Z graded k-algebra generated by suitable
planar diagrams modulo local relations. The diagrams consist of oriented compact one-manifolds
immersed into the plane strip R × [0, 1] modulo isotopies fixing the boundary which preserve the
relative height of dots. (Isotopic diagrams which change the relative height of dots are equal to one
another up to a sign, as will be indicated below.) The source of a given 2-morphism lies on the boundary
y = 0, while the target lies on y = 1. Thus 2-morphisms are read bottom to top.
A single upward oriented strand denotes the identity 2-morphism id : P → P while a downward
oriented strand denotes the identity 2-morphism id : Q→ Q.
An upward-oriented line is allowed to carry dots labeled by elements b ∈ BΓ. For example,
b′
b
is an element of HomH′Γ(P, P ), while
b
is an element of HomH′Γ(PQ,QP ). Note that the domain of a 2-morphism is specified at the bottom
of the diagram and the codomain is specified at the top, and compositions of 2-morphisms are read
from bottom to top.
The local relations we impose are the following. First we have relations involving the movement of
dots along the carrier strand. We allow dots to move freely along strands and through intersections:
b
=
b
b
=
b
b
=
b
b
=
b
b
=
b
b
=
b .
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The U-turn 2-morphisms are adjunctions making P and Q biadjoint up to a grading shift that will be
defined later in this section. Collision of dots is controlled by the algebra structure on BΓ:
b′b =
b′
b
bb′ =
b′
b
b + b′= b+ b′
Note that dots collide, so to speak, in the direction of the arrow.
Dots on distinct strands supercommute when they move past one another:
b . . .
b′
= (−1)|b||b
′|
b
. . . b
′
.
In addition to specifying how dots collide and slide we impose the following local relations in the Γ
graphical calculus:
(9)
==
(10)
= −
∑
b∈B
b
b∨
=
(11)
b = tr(b). = 0.
In the first equation on line 10 above, the summation is taken over a basis B of BΓ– this morphism
is easily seen to be independent of the choice of basis. We assign a Z grading to the space of planar
diagrams by defining
deg = 0
deg = deg = −1
deg = deg = 1
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and by defining the degree of a dot labeled by b to be the degree of b in the graded algebra BΓ. When
equipped with these assignments all of the graphical relations are graded. Thus HomH′Γ(·, ·) is a Z
graded vector space and composition of morphisms is compatible with the grading.
Because of the relation dictating how dots slide through crossings, there is a natural map from the
semidirect product
BΓn := (B
Γ ⊗ · · · ⊗BΓ)⋊ Sn
to the endomorphism algebra HomH′Γ(P
n, Pn) whose image is the subalgebra spanned by braid-like
diagrams (i.e. diagrams with no local maxima or local minima). Notice that, if we denote by Tk upward
crossings of the k and (k + 1)st adjacent strands and by Xk(b) dots labeled b ∈ B
Γ on the kth strand
then this subalgebra is generated by T1, . . . , Tn−1 and X1(b), . . . , Xn(b) for b ∈ B
Γ. The T s and Xs
are subject to the following relations:
T 2k = 1 and TkTl = TlTk for |k − l| > 1,
TkTk+1Tk = Tk+1TkTk+1 for all k = 1, . . . , n− 2
TkXk(b) = Xk+1(b)Tk for all k = 1, . . . , n− 1.
Xk(b)Xk(b
′) = Xk(bb
′) and Xk(b)Xl(b
′) = (−1)|b||b
′|Xl(b
′)Xk(b) if k 6= l.
We will write T and X(b) instead of Tk and Xk(b) when the subscript is understood. In fact, it will
follow from the construction of Section 9 that the map BΓn → EndH′Γ(P
n) is injective, so that the
subalgebra of endomorphisms spanned by braid-like diagrams is isomorphic BΓn (see Remark 8).
3.3. The category HΓ. We define HΓ to be the Karoubi envelope (also known as the idempotent
completion) of H′Γ. By definition, the objects of HΓ are also indexed by Z while a 1-morphism consists
of a pair (R, e) where R is a 1-morphism of H′Γ and e : R→ R is an idempotent endomorphism e
2 = e.
Morphisms from (R, e) to (R′, e′) are morphisms g : R → R′ such that ge = g and e′g = g. The
idempotent e defines the identity morphism of (R, e).
Since HΓ is a graded 2-category, the (split) Grothendieck group K0(HΓ) of HΓ is a k[q, q
−1]-linear
category where multiplication by q corresponds to the shift 〈1〉 (we will assume Grothendieck groups
are tensored with the base field k). The objects of K0(HΓ) are the same as the objects of HΓ, namely
the integers. The space of morphisms HomK0(HΓ)(n,m) is the split Grothendieck group of the additive
category HomHΓ(n,m). Composition of 1-morphisms in HΓ gives the Grothendieck group K0(HΓ) the
structure of a k-algebra.
3.4. Theorem #1. The first main theorem of this paper is that HΓ categorifies hΓ:
Theorem 1. There is a canonical isomorphism of algebras
π : hΓ
∼
−→ K0(HΓ).
This theorem will be proven in Section 7. In the rest of this section we want to sketch how the
morphism π comes about.
To do this consider various idempotent 2-morphisms in the category H′Γ. Since Mni(k) ⊂ k[Γ] ⊂
BΓ ⊂ EndH′Γ(P ), any idempotent e ∈ Mni(k) gives rise (for any n ∈ Z) to a 1-morphism (P, e) in
HomHΓ(n, n+1). Let P˜i = (P, fi) ∈ HΓ, where the fi are the pairwise orthogonal central idempotents
of C[Γ] described in Section 3.1.1.
Lemma 2. There is an isomorphism of 1-morphisms in the category HΓ
P ∼=
m⊕
i=1
P˜i
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Proof. The idempotents fi define a 2-morphism from
⊕m
i=1 P˜i to P in HΓ. Since 1 =
∑m
i=1 fi and
fifj = δi,jfi, this 2-morphism is an isomorphism. 
The 1-morphisms P˜i can be further decomposed inHΓ whenever the idempotents fi are not minimal.
Recall the minimal idempotents ei,1, . . . ei,ni from Section 3.1.1. Note that for fixed i the ei,j , which
are distinct idempotents in Mni(k), define isomorphic representations C[Γ]ei,1
∼= C[Γ]ei,l of C[Γ]. In
particular, the objects (P, ei,j) for distinct j are all isomorphic in HΓ. Let Pi denote the 1-morphism
(P, ei,1) ∈ HΓ. Then we have the following
Lemma 3. There is an ismorphism in HΓ
P˜i ∼=
ni⊕
j=1
P⊕nii
where ni is the dimension (as a k vector space) of the k[Γ]-module Vi.
Proof. The proof is just as in Lemma 2 using the fact that fi =
∑ni
j=1 ei,j . 
We will prove later in Section 7 that the objects Pi ∈ HΓ are indecomposable.
The canonical adjunctions in H′Γ involving P and Q (the cups and caps) also allow us to decompose
Q, since any idempotent e ∈ EndH′Γ(P ) gives rise to an idempotent e ∈ EndH′Γ(Q). We define 1-
morphisms Qi ∈ HΓ by Qi = (Q, ei,1). It follows immediately by adjunction that Qi is indecomposable
too.
A basic consequence of the relations between 2-morphisms in HΓ is the following result proved in
Section 6.
Proposition 1. For i, j ∈ IΓ, we have
QjPi ∼=
{
PiQj ⊕ id〈−1〉 ⊕ id〈1〉 if i = j,
PiQj ⊕ id if 〈i, j〉 = −1
where 〈·〉 denotes the grading shift in HΓ.
More generally, we define 1-morphisms P
(n)
i and Q
(n)
i by
P
(n)
i = (P
n, etriv,i,1) and Q
(n)
i = (Q
n, etriv,i,1)
where the idempotent etriv,i,1 is a minimal idempotent in Mni(k)
n ⋊ Sn ⊂ k[Γ
n ⋊ Sn] corresponding
to the trivial representation of Sn. In Section 6 we prove the following proposition.
Proposition 2. For i, j ∈ IΓ we have isomorphisms in HΓ:
P
(n)
i P
(m)
j
∼= P
(m)
j P
(n)
i and Q
(n)
i Q
(m)
j
∼= Q
(m)
j Q
(n)
i for all i, j ∈ IΓ,
Q
(n)
i P
(m)
j
∼=

⊕
k≥0 P
(m−k)
i Q
(n−k)
i ⊗H
⋆(Pk) if i = j ∈ IΓ,
P
(m)
j Q
(n)
i ⊕ P
(m−1)
j Q
(n−1)
i if 〈i, j〉 = −1,
P
(m)
j Q
(n)
i if 〈i, j〉 = 0
where H⋆(Pk) denotes the graded cohomology of projective spaces Pk shifted so that it lies in degrees
−k,−k + 2, . . . , k − 2, k.
Notice that in the third equation above the graded dimension of H⋆(Pk) is the quantum integer
[k + 1]. By convention H⋆(Pk) = 0 if k < 0. Also, P
(l)
i = Q
(l)
i = 0 when l < 0 so the summand
corresponding to a k > min(n,m) is zero (so the direct sum on the right is finite).
It follows immediately from Proposition 2 that there is a well-defined morphism
π : hΓ −→ K0(HΓ)
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given by sending p
(n)
i to the class [P
(n)
i ] and sending q
(m)
j to the class [Q
(m)
j ]. That the map π is
an isomorphism is a rigorous formulation of the informal statement “HΓ categorifies the Heisenberg
algebra.”
3.5. Remarks on relations in H′Γ. We end this section with some remarks on the relations from
lines (9) - (11). The second relation in (11) is natural for degree reasons; in fact imposing this relation
is equivalent to declaring that the object P does not have negative degree endomorphisms.
Moreover, if we believe that the identity should not have negative degree endomorphisms then the
left relation in (11) is immediate unless a has degree 2, that is, unless a is a linear combination of
elements of the form (v1 ∧ v2, γ). Since
(v1 ∧ v2, γ) = (v1, γ) · (γ
−1v2, 1),
from moving γ−1v2 around the circle we get
(v1 ∧ v2, γ) = (−γ−1v2 ∧ v1, γ)
where the minus sign is a consequence of passing the dot labeled (v1, γ) by the dot labeled (γ
−1v2, 1).
Since γ acts nontrivially on V , it follows that the couterclockwise circle with a solid dot labeled by
(v1 ∧ v2, γ) is zero unless γ = 1.
To understand the relation imposed when γ = 1, we add a cup at the bottom of the first relation in
(10). Simplifying, we obtain
= v1 ∧ v2
It follows that if the closed diagram which appears above is a scalar then it must be equal to one.
Alternatively, if we multiply the upward strand by v1∧v2 and close off we get that the counterclockwise
circle with a solid dot labeled by v1∧v2 is an idempotent. So, if this idempotent were not equal to one,
then the identity map would break up into a direct sum of multiple 1-morphisms in the idempotent
completion. This would result in extra unwanted 1-morphisms in our Heisenberg category HΓ.
3.5.1. Further relations. Although left-twist curls on an upward pointing strand are zero right-twist
curls (which have degree 2) and are not necessarily zero. As shorthand, we will draw right twist curls
as hollow dots:
:=
.
To pass a solid dot past a hollow dot involves sliding the solid dot along the right-twist curl. Thus
solid dots commute with hollow dots
b
=
b
.
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Hollow dots have an interesting “affine Hecke” type relation with crossings which involves the creation
of labeled solid dots,
= +
∑
b∈B b
b∨
= +
∑
b∈B b
b∨
where again the summations are over the basis B. These relations are reminiscent of relations in the
degenerate affine Hecke algebra associated to the symmetric group and its wreath products, see for
instance [RS, W, WW]. The proof of these relations is an easy calculation using the defining relations
for 2-morphisms in H′Γ.
Finally, it also follows directly from the graphical relations that the triple point move,
=
which was defined to hold when all three strands are oriented up, in fact holds in all possible orientations.
4. A 2-representation of HΓ
In this section we construct an action of HΓ on the derived categories of finite dimensional graded
modules over certain algebras AΓn. This induces an action on derived categories of coherent sheaves on
Hilbert schemes and allows us to show in the next section that our categories HΓ are non-degenerate
(subsequently proving Theorem 1).
4.1. Categories. Since Γ ⊂ SL2(k) acts on V ∼= k
2 it acts naturally on Sym∗(V ∨) and we denote
by Sym∗(V ∨)⋊ Γ their semi-direct product (also known as the smash product Sym∗(V ∨)#k[Γ]). For
instance, if Γ = Z/nZ, identified as nth roots of unity, then we can identify Sym∗(V ∨) with k[x, y] and
the action is ζ · (x, y) = (ζx, ζ−1y). Sym∗(V ∨)⋊Γ is a k-algebra, and an element of Sym∗(V ∨)⋊Γ is a
linear combination of elements of the form (f, γ) where f ∈ Sym∗(V ∨) and γ ∈ Γ with multiplication
given by
(f, γ) · (f ′, γ′) = (fγ · f ′, γγ′).
For each non-negative integer n define
AΓn := [(Sym
∗(V ∨)⋊ Γ)⊗ (Sym∗(V ∨)⋊ Γ)⊗ · · · ⊗ (Sym∗(V ∨)⋊ Γ)]⋊ Sn
where Sn is the symmetric group acting by permuting the n terms in the product. Notice that here we
use the ordinary tensor product and not the super tensor product used to define BΓn . These algebras
inherit the natural grading from Sym∗(V ∨). We denote by D(AΓn−gmod) the bounded derived category
of finite dimensional, graded (left) AΓn-modules.
We have maps
k[Γ]
i
−→ AΓ1
p
−→ k[Γ]
where the first denotes the natural inclusion of the group algebra k[Γ] and the second is the projection
which takes Sym>0(V ) to zero. Thus any k[Γ]-module is also an AΓ1 -module and vice versa.
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4.2. Functors P and Q. Consider the natural inclusion AΓn⊗A
Γ
1 → A
Γ
n+1 making use of the embedding
Sn = Sn × S1 →֒ Sn+1. This gives A
Γ
n+1 and A
Γ
n ⊗ k[Γ] the structure of a module over A
Γ
n ⊗A
Γ
1 .
Define the (AΓn+1, A
Γ
n) bimodule
PΓ(n) := AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])
and the (AΓn, A
Γ
n+1) bimodule
(n)QΓ := (AΓn ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1.
Define the functor P(n) : D(AΓn−gmod)→ D(A
Γ
n+1−gmod) by
P(n)(·) := PΓ(n)⊗AΓn (·).
Similarly, we define (n)Q : D(AΓn+1−gmod)→ D(A
Γ
n−gmod) by
(n)Q(·) := (n)QΓ ⊗AΓ
n+1
(·)[−1]{1}
where [·] denotes the cohomological shift while {·} the grading shift. The relationship between these
shifts and the shift 〈·〉 in HΓ is that 〈1〉 = [1]{−1}, as we will see. We will also usually omit the (n)
from the notation for functors and just write P or Q.
4.3. Natural transformations. In order to define an HΓ action on ⊕nD(A
Γ
n−gmod) we also need to
define the following natural transformations:
(1) X(v) : P→ P[1]{−1} and X(v) : Q→ Q[1]{−1} for any v ∈ V ,
(2) X(γ) : P→ P and X(γ) : Q→ Q for any γ ∈ Γ,
(3) T : PP→ PP, T : QQ→ QQ, T : QP→ PQ and T : PQ→ QP,
(4) adj : QP→ id[−1]{1} and adj : PQ→ id[1]{−1}, and
(5) adj : id→ QP[−1]{1} and adj : id→ PQ[1]{−1}.
These natural transformations define the action of the following 2-morphisms in H′Γ (as usual we
read the diagrams from the bottom up):
(1)
v
and
v
(2)
γ
and
γ
(3) , , and
(4) and
(5) and
4.3.1. Preliminaries. Since we will deal with tensor products of complexes we briefly review some
standard conventions. Given two complexes
A• = · · · → Ai
d
−→ Ai+1 → . . . and B• = · · · → Bi
d
−→ Bi+1 → . . .
the tensor product A• ⊗B• is the complex with terms ⊕i+j=kAi ⊗Bj and differential
Ai ⊗Bj
d⊗1+(−1)i1⊗d
−−−−−−−−−−→ Ai+1 ⊗Bj ⊕Ai ⊗Bj+1.
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Given a map f : A• → A•[k] of complexes induced by fi : Ai → Ai+k we get a map f ⊗ 1 : A• ⊗B• →
A• ⊗B•[k] induced by
(f ⊗ 1)i = fi ⊗ 1 : Ai ⊗Bj → Ai+k ⊗Bj .
Similarly, given a map g : B• → B•[k] induced by gi : Bi → Bi+k we get a map 1⊗ g induced by
(1 ⊗ g)i = (−1)
ikgi ⊗ 1 : Ai ⊗Bj → Ai ⊗Bj+k.
Notice that if k = 1 then (f ⊗ 1) and (1⊗ g) anti-commute.
4.3.2. Definition of X ∈ End(P ). We define a map X(γ) : k[Γ]→ k[Γ] of left AΓ1 -modules via multipli-
cation on the right γ′ 7→ γ′ · γ. This induces a map X(γ) : PΓ(n)→ PΓ(n) of (AΓn+1, A
Γ
n)-bimodules.
To define X(v) we have to work harder. Consider AΓ1 ⊗ V
∨ where the tensor product is over
k (so AΓ1 only acts on the left factor by multiplication on the left). Then the multiplication map
Sym∗(V ∨)⊗ V ∨ → Sym∗(V ∨) induces a map d : AΓ1 ⊗ V
∨ → AΓ1 of left A
Γ
1 -modules via
(f, γ)⊗ w 7→ (fγ · w, γ)
where f ∈ Sym∗(V ), γ ∈ Γ and w ∈ V ∨. Similarly, we have a map d : AΓ1 ⊗∧
2V ∨ → AΓ1 ⊗V
∨ given by
(f, γ)⊗ (w1 ∧w2) 7→ (f(γw1), γ)⊗ w2 − (f(γw2), γ)⊗ w1.
Using these maps we can define the following free resolution of the left AΓ1 -module k[Γ]:
(12) 0→ AΓ1 ⊗ ∧
2V ∨
d
−→ AΓ1 ⊗ V
∨ d−→ AΓ1 → k[Γ].
Suppose v ∈ V . We need to define a map X(v) : k[Γ] → k[Γ][1]{−1} inside D(AΓ1−gmod). To do
this define
φv : A
Γ
1 ⊗ V
∨ → AΓ1{−1}
to be the map induced by (f, γ) ⊗ w 7→ 〈w, v〉(f, γ), where 〈·, ·〉 : V ∨ ⊗ V → k is the natural pairing.
It is easy to check this map is a map of graded left AΓ1 -modules.
Similarly, define
φ′v : A
Γ
1 ⊗ ∧
2V ∨ → AΓ1 ⊗ V
∨{−1}
to be the map induced by
(f, γ)⊗ (w1 ∧w2) 7→ 〈w1, v〉(f, γ)⊗ w2 − 〈w2, v〉(f, γ)⊗ w1.
Using these maps we can write down the following commutative diagram
(13) 0 //

AΓ1 ⊗ ∧
2V ∨
d //
φ′v

AΓ1 ⊗ V
∨ d //
φv

AΓ1

AΓ1 ⊗ ∧
2V ∨{−1}
−d // AΓ1 ⊗ V
∨{−1}
−d // AΓ1{−1} // 0
The commutativity of the middle square is an easy exercise (note that the differential is −d in the
second row since shifting the complex by one negates the differential).
The map from (13) induces a map X(v) : k[Γ] → k[Γ][1]{−1} and subsequently a map X(v) :
PΓ(n)→ PΓ(n)[1]{−1} (in the derived category) of graded (AΓn+1, A
Γ
n)-bimodules.
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4.3.3. Definition of X ∈ End(Q). If γ ∈ Γ then multiplication on the left induces a map X(γ) :
k[Γ] → k[Γ] of right AΓ1 -modules via γ
′ 7→ γ · γ′ and subsequently a map X(γ) : (n)QΓ → (n)QΓ of
(AΓn, A
Γ
n+1)-bimodules.
The map X(v) : (n)QΓ → (n)QΓ[1]{−1} is defined by using a resolution of QΓ as above. We consider
V ∨ ⊗ AΓ1 where A
Γ
1 only acts on the second factor from the right. We have the maps
d : V ∨ ⊗AΓ1 → A
Γ
1 and d : ∧
2V ∨ ⊗AΓ1 → V
∨ ⊗AΓ1
of right AΓ1 -modules via
w ⊗ (f, γ) 7→ (wf, γ) and (w1 ∧ w2)⊗ (f, γ) 7→ w1 ⊗ (w2f, γ)− w2 ⊗ (w1f, γ).
Using these maps we have a free resolution of the right AΓ1 -module k[Γ] as in (12)
(14) 0→ ∧2V ∨ ⊗AΓ1
d
−→ V ∨ ⊗AΓ1
d
−→ AΓ1 → k[Γ].
Then we can write a map X(v) : k[Γ] → k[Γ][1]{−1} of graded right AΓ1 -modules as in Equation
(13) except that we use the maps
ψv : V
∨ ⊗AΓ1 → A
Γ
1{−1} and ψ
′
v : ∧
2V ∨ ⊗AΓ1 → V
∨ ⊗AΓ1{−1}
given by
w ⊗ (f, γ) 7→ −〈v, w〉(f, γ) and (w1 ∧ w2)⊗ (f, γ) 7→ 〈v, w1〉w2 ⊗ (f, γ)− 〈v, w2〉w1 ⊗ (f, γ).
Using these maps we can again write down the following commutative diagram
(15) 0 //

∧2V ∨ ⊗AΓ1
d //
ψ′v

V ∨ ⊗AΓ1
d //
ψv

AΓ1

∧2V ∨ ⊗AΓ1 {−1}
−d // V ∨ ⊗AΓ1{−1}
−d // AΓ1{−1} // 0.
This induces a map X(v) : k[Γ]→ k[Γ][1]{−1} and subsequently a map X(v) : (n)QΓ → (n)QΓ[1]{−1}
(in the derived category) of graded (AΓn, A
Γ
n+1)-bimodules.
4.3.4. Definition of T ∈ End(P 2) and T ∈ End(Q2). To define T : PP→ PP we need a map
PΓ(n+ 1)⊗AΓ
n+1
PΓ(n)→ PΓ(n+ 1)⊗AΓ
n+1
PΓ(n).
Now
PΓ(n+ 1)⊗AΓ
n+1
PΓ(n) ∼= AΓn+2 ⊗AΓn+1⊗AΓ1 (A
Γ
n+1 ⊗ k[Γ])⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])
∼= AΓn+2 ⊗AΓn⊗AΓ1⊗AΓ1 (A
Γ
n ⊗ k[Γ]⊗ k[Γ])
∼= AΓn+2 ⊗AΓn⊗AΓ2 A
Γ
n ⊗
(
AΓ2 ⊗AΓ1⊗AΓ1 k[Γ]⊗ k[Γ]
)
.
Now define a map T : AΓ2 ⊗AΓ1⊗AΓ1 (k[Γ]⊗ k[Γ])→ A
Γ
2 ⊗AΓ1⊗AΓ1 (k[Γ]⊗ k[Γ]) by
(16) a⊗ (γ ⊗ γ′) 7→ as1 ⊗ (γ
′ ⊗ γ)
where a ∈ AΓ2 and s1 ∈ S2 is the transposition (1, 2).
Let us check that this induces a well defined map. Suppose a = (a′, a′′) where a′, a′′ ∈ AΓ1 . Then
(17) T (a⊗ (γ ⊗ γ′)) = T (1⊗ (a′ · γ ⊗ a′′ · γ′)) = s1 ⊗ (a
′′γ′ ⊗ a′γ).
On the other hand
(a′, a′′)s1 ⊗ (γ
′ ⊗ γ) = s1(a
′′, a′)⊗ (γ′ ⊗ γ) = s1 ⊗ (a
′′γ′, a′γ)
which agrees with (17). This shows that T is well defined.
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Notice that the induced map
T : AΓn+2 ⊗AΓn⊗AΓ1⊗AΓ1 (A
Γ
n ⊗ k[Γ]⊗ k[Γ])→ A
Γ
n+2 ⊗AΓn⊗AΓ1⊗AΓ1 (A
Γ
n ⊗ k[Γ]⊗ k[Γ])
is given by
1⊗ (1⊗ γ ⊗ γ′) 7→ sn+1 ⊗ (1⊗ γ
′ ⊗ γ)
where sn+1 = (n+ 1, n+ 2).
The map T : QQ→ QQ is defined in exactly the same way.
4.3.5. Definition of T : QP → PQ. To define T : QP→ PQ we need a map
(AΓn ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])→ A
Γ
n ⊗AΓn−1⊗AΓ1 (A
Γ
n−1 ⊗ k[Γ]⊗ k[Γ])⊗AΓn−1⊗AΓ1 A
Γ
n
of (AΓn, A
Γ
n)-bimodules. To define this map it suffices to say where to take (1⊗ γ)⊗ a⊗ (1⊗ γ
′) where
a ∈ AΓn+1 equals 1 or sn = (n, n+ 1). If a = 1 then we map it to zero while
(1⊗ γ)⊗ sn ⊗ (1⊗ γ
′) 7→ 1⊗ (1⊗ γ′ ⊗ γ)⊗ 1.
4.3.6. Definition of T : PQ→ QP . To define T : PQ→ QP we need a map
AΓn ⊗AΓn−1⊗AΓ1 (A
Γ
n−1 ⊗ k[Γ]⊗ k[Γ])⊗AΓn−1⊗AΓ1 A
Γ
n → (A
Γ
n ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])
of (AΓn, A
Γ
n)-bimodules. This map is uniquely defined by
1⊗ (1 ⊗ 1⊗ 1)⊗ 1 7→ (1 ⊗ 1)⊗ sn ⊗ (1⊗ 1).
4.3.7. Definition of adj : QP → id[−1]{1}. We need a map of (AΓn, A
Γ
n)-bimodules
adj : (n)QΓ ⊗AΓ
n+1
PΓ(n)→ AΓn.
Now
(n)QΓ ⊗AΓ
n+1
PΓ(n) = (AΓn ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]).
Notice that k[Sn+1] as a k[Sn]-bimodule is free and generated by 1 and sn = (n, n + 1). So the map
k[Sn+1] → k[Sn] of k[Sn]-bimodules given by 1 7→ 1 and sn 7→ 0 induces a map A
Γ
n+1 → A
Γ
n ⊗ A
Γ
1 of
AΓn ⊗A
Γ
1 -bimodules. Subsequently we obtain a map
(n)QΓ ⊗AΓ
n+1
PΓ(n) → (AΓn ⊗ k[Γ])⊗AΓn⊗AΓ1 (A
Γ
n ⊗A
Γ
1 )⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])(18)
∼= (AΓn ⊗ k[Γ])⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]).(19)
Using the composition k[Γ]⊗AΓ1 k[Γ]→ k[Γ]
tr
−→ k where the first map is multiplication and the second
is the trace map (normalized so that tr(1) = 1) we get a morphism
(AΓn ⊗ k[Γ])⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])→ A
Γ
n ⊗AΓn A
Γ
n = A
Γ
n.
Composing with (18) defines adj : (n)QΓ ⊗AΓ
n+1
PΓ(n)→ AΓn.
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4.3.8. Definition of adj : PQ→ id[1]{−1}. We need a map of (AΓn+1, A
Γ
n+1)-bimodules
PΓ(n)⊗AΓn (n)Q
Γ → AΓn+1[2]{−2}.
Now
PΓ(n)⊗AΓn (n)Q
Γ = AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1
so we basically need a map h : k[Γ]⊗k[Γ]→ AΓ1 [2]{−2} of graded (A
Γ
1 , A
Γ
1 )-bimodules. Then we define
adj as the composition
adj : AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1
h
−→ AΓn+1 ⊗AΓn⊗AΓ1 A
Γ
n+1[2]{−2} → A
Γ
n+1[2]{−2}
where the second map is multiplication.
To define h we use the resolutions (12) and (14) of k[Γ]. Tensoring the two resolutions we see that
h is defined by a map
(AΓ1 ⊗ ∧
2V ∨)⊗AΓ1 ⊕ (A
Γ
1 ⊗ V
∨)⊗ (V ∨ ⊗AΓ1 )⊕A
Γ
1 ⊗ (∧
2V ∨ ⊗AΓ1 )→ A
Γ
1 {−2}.
We define the map from each summand as
(1) ((f, γ)⊗ (w ∧ w′))⊗ (f ′, γ′) 7→ (f, γ)(f ′, γ′)ω(w ∧ w′)
(2) ((f, γ)⊗ w)⊗ (w′ ⊗ (f ′, γ′)) 7→ (f, γ)(f ′, γ′)ω(w ∧ w′)
(3) (f, γ)⊗ ((w ∧ w′)⊗ (f ′, γ′)) 7→ −(f, γ)(f ′, γ′)ω(w ∧ w′)
where ω : ∧2V ∨ → k is our fixed isomorphism.
In order for this map to be well defined (i.e. a map of complexes) we need the composition
(AΓ1 ⊗ ∧
2V ∨)⊗AΓ1 ⊕ (A
Γ
1 ⊗ V
∨)⊗ (V ∨ ⊗AΓ1 )⊕A
Γ
1 ⊗ (∧
2V ∨ ⊗AΓ1 )
// AΓ1{−2}
(AΓ1 ⊗ ∧
2V ∨)⊗ (V ∨ ⊗AΓ1 )⊕ (A
Γ
1 ⊗ V
∨)⊗ (∧2V ∨ ⊗AΓ1 )
OO
to be zero.
Let us check that the composition (AΓ1 ⊗ ∧
2V ∨)⊗ (V ∨ ⊗AΓ1 )→ A
Γ
1{−2} is zero. The first map is
(f, γ)⊗ (w ∧ w′)⊗ (w′′ ⊗ (f ′, γ′)) 7→ ((f, γ)⊗ (w ∧ w′))⊗ (f ′w′′, γ′) +
((fγ · w, γ)⊗ w′)⊗ (w′′ ⊗ (f ′, γ′))−
((fγ · w′, γ)⊗ w)⊗ (w′′ ⊗ (f ′, γ′)).
Composing with the second map we get
(f(γf ′)(γw′′), γγ′)ω(w ∧ w′) + (f(γf ′)(γw), γγ′)ω(w′ ∧ w′′)− (f(γf ′)(γw′), γγ′)ω(w ∧ w′′).
Since the maps are linear in the w’s it suffices to check this is zero when w = w′, when w = w′′ and
when w′ = w′′. In all cases one of the three terms is immediately zero and the other two cancel out.
Similarly, the other composition maps ((f, γ)⊗ w) ⊗ ((w′ ∧w′′)⊗ (f ′, γ′)) to
−(f(γw)(γf ′), γγ′)ω(w′ ∧ w′′)− (f(γw′′)(γf ′), γγ′)ω(w ∧ w′) + (f(γw′)(γf ′), γγ′)ω(w ∧ w′′)
which also equals zero.
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4.3.9. Definition of adj : id→ QP [−1]{1}. We need a map of (AΓn, A
Γ
n)-bimodules
AΓn → (n)Q
Γ ⊗AΓ
n+1
PΓ(n)[−2]{2}
which translates to a map
(20) AΓn[2]{−2} → (A
Γ
n ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓ1⊗AΓn (k[Γ]⊗ A
Γ
n).
We first replace each k[Γ] with its resolution using (12) and (14). Then to define the map in (20)
we just need to define a map
AΓn{−2} →
⊕
k+l=2
(AΓn ⊗ (∧
kV ∨ ⊗AΓ1 ))⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓ1⊗AΓn ((A
Γ
1 ⊗ ∧
lV ∨)⊗AΓn)
of graded (AΓn, A
Γ
n)-bimodules. We send
1 7→ (1⊗ 1)⊗ 1⊗ ((1⊗ w1 ∧ w2)⊗ 1)
−(1⊗ (w1 ⊗ 1))⊗ 1⊗ ((1 ⊗ w2)⊗ 1) + (1 ⊗ (w2 ⊗ 1))⊗ 1⊗ ((1⊗ w1)⊗ 1)
−(1⊗ (w1 ∧ w2 ⊗ 1)⊗ 1⊗ (1⊗ 1)
where w1, w2 is our chosen basis of V
∨. This uniquely determines the map.
To see this is well defined (i.e. a map of complexes) we need to check that the composition⊕
k+l=1(A
Γ
n ⊗ (∧
kV ∨ ⊗AΓ1 ))⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓ1⊗AΓn ((A
Γ
1 ⊗ ∧
lV ∨)⊗AΓn)
AΓn{−2}
//⊕
k+l=2(A
Γ
n ⊗ (∧
kV ∨ ⊗AΓ1 ))⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓ1⊗AΓn ((A
Γ
1 ⊗ ∧
lV ∨)⊗AΓn)
OO
is zero. The check of this fact is a straight-forward exercise.
4.3.10. Definition of adj : id → PQ[1]{−1}. We need a map of graded (AΓn+1, A
Γ
n+1)-bimodules
AΓn+1 → P
Γ(n)⊗AΓn (n)Q
Γ or equivalently a map
AΓn+1 → A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1.
We send
(21) 1 7→
n∑
i=0
∑
γ∈Γ
si . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . si
where si = (i, i+ 1) ∈ Sn+1. Here si . . . sn = 1 if i = 0 by convention.
To check this bimodule map is well defined we need to show that
n∑
i=0
∑
γ∈Γ
asi . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . si =
n∑
i=0
∑
γ∈Γ
si . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . sia
for any a ∈ AΓn+1. If a ∈ (A
Γ
1 )
⊗n+1 ⊂ AΓn+1 then
n∑
i=0
∑
γ∈Γ
asi . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . si =
n∑
i=0
∑
γ∈Γ
si . . . snbi ⊗ (1 ⊗ γ ⊗ γ
−1)⊗ sn . . . si
=
n∑
i=0
∑
γ∈Γ
si . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ bisn . . . si
=
n∑
i=0
∑
γ∈Γ
si . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . sia
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where bi = (sn . . . si)·a. The second equality follows since
∑
γ∈Γ γ⊗γ
−1 lies in the centre of k[Γ]⊗kk[Γ].
Since AΓn+1 is generated by k[Sn+1] as an ((A
Γ
1 )
⊗n+1, (AΓ1 )
⊗n+1)-bimodule it remains to show that
n∑
i=0
∑
γ∈Γ
sksi . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . si =
n∑
i=0
∑
γ∈Γ
si . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . sisk
for k = 1, . . . , n. The left hand side is the sum over γ ∈ Γ of
k−1∑
i=0
si . . . snsk−1 ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . si + sksk+1 . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . sk+1
+ sk+1 . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . sk +
n∑
i=k+2
si . . . snsk ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . si
because sksi . . . sn = si . . . snsk−1 if i ≤ k − 1 and sksi . . . sn = si . . . snsk if i ≥ k + 2. A similar
calculation of the right side yields the same expression so adj is well defined.
4.4. Theorem #2. The second main theorem of this paper is the following:
Theorem 2. The natural transformations X, T and adj satisfy the Heisenberg 2-relations and give a
categorical Heisenberg action of HΓ on ⊕n≥0D(A
Γ
n−gmod).
We shall check all the Heisenberg relations required for the proof of Theorem 2 in the next section.
Remark 4. In type A (when Γ is a cyclic group) one can define everything k×-equivariantly where the
k× ⊂ SL(V ) is the torus which commutes with Γ. More precisely, the action of k× on V induces an
action on Sym∗(V ∨) and instead of AΓn one uses
AˆΓn := [(Sym
∗(V ∨)⋊ (Γ× k×))⊗ (Sym∗(V ∨)⋊ (Γ× k×))⊗ · · · ⊗ (Sym∗(V ∨)⋊ (Γ× k×))]⋊ Sn.
It is easy to check that all the 1-morphisms and 2-morphisms defined above are compatible with this
extra k×-structure. This means Theorem 2 still holds so we get an action of HΓ on ⊕n≥0D(Aˆ
Γ
n−gmod)
(see also [FJW2]).
5. Proof of Theorem 2
5.1. Composition of X’s. We can define X(b) : P → P[|b|]{−|b|} for any homogeneous b ∈ BΓ by
composing a sequence of X(γ) and X(v) where γ ∈ Γ and v ∈ V . In order for this to be well defined
we need to check that
(1) X(γ)X(γ′) = X(γγ′) for any γ, γ′ ∈ Γ,
(2) X(γ)X(v) = X(γ · v)X(γ) for any γ ∈ Γ and v ∈ V , and
(3) X(v′)X(v) = −X(v)X(v′).
(1) The first assertion is clear since Γ acts on PΓ(n) = An+1 ⊗An⊗A1 (An ⊗ k[Γ]) by right multipli-
cation on k[Γ].
(2) To see the second assertion we replace k[Γ] by its free resolution (12). In the free resolution Γ
acts on the right only on the first factor of AΓ1 ⊗ ∧
iV ∨. Writing out the composition we see that two
pairs of compositions should agree:
• AΓ1 ⊗ V
∨ γ−→ AΓ1 ⊗ V
∨ φv−→ AΓ1 {−1} and
AΓ1 ⊗ V
∨ φγv−−→ AΓ1 {−1}
γ
−→ AΓ1 {−1};
• AΓ1 ⊗ ∧
2V ∨
γ
−→ AΓ1 ⊗ ∧
2V ∨
φ′v−→ AΓ1 ⊗ V
∨{−1} and
AΓ1 ⊗ ∧
2V ∨
φ′γv
−−→ AΓ1 ⊗ V
∨{−1}
γ
−→ AΓ1 ⊗ V
∨{−1}.
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In the first pair the first composition is equal to
(f, γ′)⊗ w 7→ (f, γ′γ)⊗ (γ−1w) 7→ 〈γ−1w, v〉(f, γ′γ)
while the second composition is equal to
(f, γ′)⊗ w 7→ 〈w, γv〉(f, γ′) 7→ 〈w, γv〉(f, γ′γ)
and these are the same since 〈·, ·〉 is invariant under the action of Γ.
Similarly, in the second pair the first composition is equal to
(f, γ′)⊗ (w1 ∧w2) 7→ (f, γ
′γ)⊗ (γ−1w1 ∧ γ
−1w2)
7→ −〈γ−1w2, v〉(f, γ
′γ)⊗ (γ−1w1) + 〈γ
−1w1, v〉(f, γ
′γ)⊗ (γ−1w2)
while the second composition is
(f, γ′)⊗ (w1 ∧ w2) 7→ −〈w2, γv〉(f, γ
′)⊗ w1 + 〈w1, γv〉(f, γ
′)⊗ w2
7→ −〈w2, γv〉(f, γ
′γ)⊗ (γ−1w1) + 〈w1, γv〉(f, γ
′γ)⊗ (γ−1w2)
which is clearly the same as the first composition.
(3) To see the third assertion we again replace k[Γ] by its free resolution (12) and then we need to
show that the compositions
AΓ1 ⊗ ∧
2V ∨
φ′
v′−−→ AΓ1 ⊗ V
∨{−1}
φv
−→ AΓ1{−2} and A
Γ
1 ⊗ ∧
2V ∨
φ′v−→ AΓ1 ⊗ V
∨{−1}
φv′−−→ AΓ1 {−2}
differ precisely by a minus sign. The first composition is
(f, γ)⊗ (w1 ∧ w2) 7→ −〈w2, v
′〉(f, γ)⊗ w1 + 〈w1, v
′〉(f, γ)⊗ w2
7→ −〈w1, v〉〈w2, v
′〉(f, γ) + 〈w2, v〉〈w1, v
′〉(f, γ)
and similarly the second composition is
(f, γ)⊗ (w1 ∧ w2) 7→ −〈w1, v
′〉〈w2, v〉(f, γ) + 〈w2, v
′〉〈w1, v〉(f, γ).
These two compositions clearly differ by multiplication by −1.
This shows that BΓ = Λ∗(V )⋊ Γ acts on P and a similar proof shows that it also acts on Q.
5.1.1. X ′s on different strands. We also need to check that elements of BΓ on different strands super-
commute, namely
(IX(b))(X(b′)I) = (−1)|b||b
′|(X(b′)I)(IX(b)) for any homogeneous b, b′ ∈ BΓ.
This follows from the discussion at the beginning of this section, since X(b) is a map of degree |b| of
complexes; whenever f : A• → A•+|f | and g : A
′
• → A
′
•+|g| are maps of complexes, it follows that
(f ⊗ 1)(1⊗ g) = (−1)|f ||g|(1 ⊗ g)(f ⊗ 1) as maps of complexes A• ⊗B• → A• ⊗B•[|f |+ |g|].
5.2. Adjoint relations. We now check that the following compositions involving adjunctions are all
equal to the identity:
(1) P
Iadj
−−−→ PQP[−1]{1}
adjI
−−−→ P and Q
adjI
−−−→ QPQ[−1]{1}
Iadj
−−−→ Q
(2) P
adjI
−−−→ PQP[1]{−1}
Iadj
−−−→ P and Q
Iadj
−−−→ QPQ[1]{−1}
adjI
−−−→ Q.
This will prove the graphical relations
= =
in both possible orientations.
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5.2.1. The composition P
Iadj
−−−→ PQP[−1]{1}
adjI
−−−→ P. To show this is the identity it suffices to check
that the composition Ci → Di{2} → Ci is the identity for i = 0, 1, 2 where
Ci := A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ (A
Γ
1 ⊗ ∧
iV ∨))
Di := A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ (A
Γ
1 ⊗ ∧
iV ∨))⊗AΓn⊕
k+l=2
(AΓn ⊗ (∧
kV ∨ ⊗AΓ1 ))⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓ1⊗AΓn ((A
Γ
1 ⊗ ∧
lV ∨)⊗AΓn).
We will prove the case n = 0 which is the same as the general case but simplifies the notation. In this
case the composition is
(AΓ1 ⊗ ∧
iV ∨)
f
−→ (AΓ1 ⊗ ∧
iV ∨)⊗AΓ0
( ⊕
k+l=2
(∧kV ∨ ⊗AΓ1 )⊗AΓ1 (A
Γ
1 ⊗ ∧
lV ∨)
)
{2}
g
−→ (AΓ1 ⊗ ∧
iV ∨).
The image of any element under f consists of three terms. The only term that will be non-zero after
applying g will be the term
(AΓ1 ⊗ ∧
iV ∨)⊗AΓ0 (∧
2−iV ∨ ⊗AΓ1 )⊗AΓ1 (A
Γ
1 ⊗ ∧
iV ∨).
If i = 0 and a ∈ AΓ1 then
a 7→ −a⊗ ((w1 ∧ w2 ⊗ 1)⊗ 1) 7→ (a⊗ 1) · ω(w1 ∧ w2) = a
which proves that the composition is the identity when i = 0.
If i = 1 then
(f, γ)⊗ w 7→ ((f, γ)⊗ w) ⊗ (−(w1 ⊗ 1)⊗ (1⊗ w2) + (w2 ⊗ 1)⊗ (1⊗ w1))
7→ −((f, γ)⊗ w2)ω(w ∧ w1) + ((f, γ)⊗ w1)ω(w ∧ w2)
where a = (f, γ). Since all maps are linear in the w’s it suffices to check the two cases w = w1 and
w = w2. In the first case the first term is zero and we get
(f, γ)⊗ w1 7→ ((f, γ)⊗ w1)ω(w1 ∧ w2) = (f, γ)⊗ w1
while in the second case
(f, γ)⊗ w2 7→ −((f, γ)⊗ w2)⊗ ω(w2 ∧ w1) = (f, γ)⊗ w2.
If i = 2 and a ∈ AΓ1 then
a⊗ (w ∧w′) 7→ (a⊗ (w ∧ w′))⊗ 1⊗ (1⊗ (w1 ∧ w2)) 7→ a⊗ (w1 ∧ w2)ω(w ∧ w
′)
and it is easy to check this equals a⊗ (w ∧w′) so that the composition is the identity.
This concludes the proof of the first relation in (1). The fact that the composition Q
adjI
−−−→
QPQ[−1]{1}
Iadj
−−−→ Q is also the identity follows similarly.
5.2.2. The composition P
adjI
−−−→ PQP[1]{−1}
Iadj
−−−→ P. This is the same as the composition
AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]) // A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])

AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]).
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Using (21) the first map is given by
1⊗ (1 ⊗ 1) 7→
n∑
i=0
∑
γ∈Γ
si . . . sn ⊗ (1⊗ γ ⊗ γ
−1)⊗ sn . . . si ⊗ (1⊗ 1).
Composing with the second map all terms are zero unless i = 0 (recall that si . . . sn = 1 if i = 0) in
which case we get the composition
1⊗ (1⊗ 1) 7→
∑
γ∈Γ
1⊗ (1 ⊗ γ ⊗ γ−1)⊗ 1⊗ (1⊗ 1)
7→
∑
γ∈Γ
1⊗AΓn⊗AΓ1 (1⊗ γ)⊗AΓn (tr(γ
−1))
= 1⊗AΓn⊗AΓ1 (1⊗ 1)⊗AΓn tr(1)
= 1⊗ (1 ⊗ 1)
where two get the last two equalities we use that tr(γ−1) = 0 unless γ = 1 in which case tr(1) = 1. This
proves that the composition P
adjI
−−−→ PQP[1]
Iadj
−−−→ P is the identity. The fact that Q
Iadj
−−−→ QPQ[1]
adjI
−−−→ Q
is the identity follows similarly.
5.3. Dots and adjunctions. Next we study how natural transformations of P and Q interact with
the adjunctions. We will show that the following pairs of maps are equal for any b ∈ BΓ (for simplicity
we omit shifts in this section)
(1) QP
IX(b)
−−−−→ QP
adj
−−→ id and QP
X(b)I
−−−−→ QP
adj
−−→ id
(2) PQ
X(b)I
−−−−→ PQ
adj
−−→ id and PQ
IX(b)
−−−−→ PQ
adj
−−→ id
(3) id
adj
−−→ PQ
X(b)I
−−−−→ PQ and id
adj
−−→ PQ
IX(b)
−−−−→ PQ
(4) id
adj
−−→ QP
IX(b)
−−−−→ QP and id
adj
−−→ QP
X(b)I
−−−−→ QP.
Equalities (1) and (2) are equivalent to the following defining relations for 2-morphisms in H′Γ:
b
=
b b
=
b
Notice that relations (3) and (4) above follow formally from (1) and (2) via the adjointness properties.
Subsequently we only check (1) and (2). Also, since any b is the composition of v’s and γ’s it suffices
to consider the cases when b = γ and b = v.
5.3.1. Relation (1) when b = γ. Recall that
(22) (n)QΓ ⊗AΓ
n+1
PΓ(n) = (AΓn ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]).
Now the map QP
IX(γ)
−−−−→ QP in (1) is
(1⊗ γ1)⊗ a⊗ (1⊗ γ2) 7→ (1⊗ γ1)⊗ a⊗ (1 ⊗ γ2γ)
where we can assume a = 1 or a = (n, n+ 1). If a = 1 then QP
adj
−−→ id takes this to tr(γ1γ2γ)1 ∈ A
Γ
n.
If a = (n, n+ 1) then this is mapped to zero. On the other hand, QP
X(γ)I
−−−−→ QP in (1) is
(1⊗ γ1)⊗ a⊗ (1⊗ γ2) 7→ (1⊗ γγ1)⊗ a⊗ (1⊗ γ2)
which is then mapped to tr(γγ1γ2)1 ∈ A
Γ
n if a = 1 and to zero if a = (n, n+1). So the two compositions
agree. One can prove (2) when b = γ similarly.
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5.3.2. Relation (1) when b = v. To write down the composition QP
IX(v)
−−−−→ QP
adj
−−→ id we resolve both
copies of k[Γ] in (22). We get a map of complexes which is determined by the composition
C1
Iφv⊕0
−−−−→ C2 → C3
adj
−−→ AΓn
where
C1 := ⊕k+l=1((A
Γ
n ⊗ (∧
kV ∨ ⊗AΓ1 ))⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 ((A
Γ
n ⊗ (A
Γ
1 ⊗ ∧
lV ∨))
C2 := (A
Γ
n ⊗A
Γ
1 )⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗A
Γ
1 )
C3 := (A
Γ
n ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]).
The second map is induced by the natural projection AΓ1 → k[Γ].
If k = 1 the first map is zero and if k = 0 it is given by
(1⊗ a)⊗ a′ ⊗ (1 ⊗ (a′′ ⊗ w)) 7→ (1⊗ a)⊗ a′ ⊗ (1⊗ a′′〈w, v〉) ∈ C2
where a′ ∈ AΓn+1 is either 1 or the transposition (n, n+1). The only case when this term is not mapped
to zero is when a′ = 1 and both a, a′′ lie in degree zero. So let a = γ and a′′ = γ′′, in which case
(23) adj ◦ (Iφv)((1 ⊗ γ)⊗ 1⊗ (1 ⊗ (γ
′′ ⊗ w)) = 1〈w, v〉tr(γγ′′) ∈ AΓn.
Similarly, QP
X(v)I
−−−−→ QP
adj
−−→ id is determined by the composition C1
0⊕ψvI
−−−−→ C2 → C3
adj
−−→ AΓn.
This is zero if k = 0. If k = 1, the composition is also zero except on terms of the form
(24) (1 ⊗ (w ⊗ γ))⊗ 1⊗ (1⊗ γ′′) 7→ −(1⊗ 〈v, w〉γ) ⊗ 1⊗ (1⊗ γ′′) 7→ −1〈v, w〉tr(γγ′′) ∈ AΓn.
Although these two compositions are not equal as maps of complexes, they are homotopic to each
other. To see this we need to define a map hv of (A
Γ
n, A
Γ
n) bimodules such that the following diagram
commutes
(25) (AΓn ⊗A
Γ
1 )⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗A
Γ
1 )
hv
**❯❯
❯
❯
❯
❯
❯
❯
❯
❯
C1
adj◦(Iφv⊕0)−adj◦(0⊕ψvI)
//
OO
AΓn.
The map hv is determined by where it takes elements of the form
(1 ⊗ a)⊗ a′ ⊗ (1⊗ a′′)
where a, a′′ ∈ AΓ1 and either a
′ = 1 or a′ = (n, n+1). If a′ = (n, n+1) then hv sends (1⊗a)⊗a
′⊗(1⊗a′′)
to zero. If a′ = 1 then hv maps it to 〈aa
′′, v〉1, where 〈aa′′, v〉 is zero unless aa′′ is of degree one, in
which case 〈aa′′, v〉 = 〈w, v〉tr(γ) for aa′′ = (w, γ) ∈ AΓ1 .
We now show that the diagram (25) communtes. Consider first the term where k = 0 in C1. We see
that
C1 ∋ (1 ⊗ γ)⊗ 1⊗ (1⊗ (γ
′′ ⊗ w)) 7→ (1 ⊗ γ)⊗ 1⊗ (1⊗ (γ′′w, γ′′))
hv−→ 1〈γγ′′w, v〉tr(γγ′′).
This composition is zero if γγ′′ 6= 1 and equal to 1〈w, v〉tr(1) otherwise.
Now adj ◦ (0 ⊕ ψvI) kills this term so, using (23), we see this is the same as
(adj ◦ (Iφv ⊕ 0)− adj ◦ (0⊕ ψvI)) ((1⊗ γ)⊗ 1⊗ (1⊗ (γ
′′ ⊗ w))) .
So diagram (25) commutes when k = 0.
For the k = 1 term in C1 we have
C1 ∋ (1⊗ (w ⊗ γ))⊗ 1⊗ (1 ⊗ γ
′′) 7→ (1⊗ (w, γ)) ⊗ 1⊗ (1⊗ γ′′)
hv−→ 1〈w, v〉tr(γγ′′).
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Also, adj ◦ (Iφv ⊕ 0) acts by zero so using (24) we see that
(adj ◦ (Iφv ⊕ 0)− adj ◦ (0⊕ ψvI)) (1⊗ (w ⊗ γ))⊗ 1⊗ (1⊗ γ
′′)) = 1〈v, w〉tr(γγ′′).
So diagram (25) also commutes when k = 1.
5.3.3. Relation (2) when b = v. After resolving both copies of k[Γ] in
PΓ(n)⊗AΓn (n)Q
Γ = AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1
the composition PQ
X(v)I
−−−−→ PQ
adj
−−→ id is induced by the map
⊕k+l=3(A
Γ
1 ⊗ ∧
kV ∨)⊗ (∧lV ∨ ⊗AΓ1 )
φvI⊕φ
′
vI−−−−−−→ ⊕k+l=2(A
Γ
1 ⊗ ∧
kV ∨)⊗ (∧lV ∨ ⊗AΓ1 )→ A
Γ
1
given by
(1⊗ (w ∧ w′))⊗ (w′′ ⊗ 1) 7→ (−〈w′, v〉1 ⊗ w) + 〈w, v〉1 ⊗ w′)⊗ (w′′ ⊗ 1)
7→ 1 (−〈w′, v〉ω(w ∧ w′′) + 〈w, v〉ω(w′ ∧w′′))
on one summand and similarly
(1⊗ w) ⊗ ((w′ ∧w′′)⊗ 1) 7→ 1〈w, v〉 ⊗ ((w′ ∧w′′)⊗ 1)
7→ −1〈w, v〉ω(w′ ∧ w′′)
on the second summand.
On the other hand, the composition PQ
IX(v)
−−−−→ PQ
adj
−−→ id is given by
(1⊗ (w ∧ w′))⊗ (w′′ ⊗ 1) 7→ (1⊗ (w ∧w′))⊗−〈v, w′′〉1
7→ −1〈v, w′′〉ω(w ∧ w′)
on one summand and similarly
(1⊗ w) ⊗ ((w′ ∧ w′′)⊗ 1) 7→ (1 ⊗ w)⊗ (−〈v, w′〉w′′ ⊗ 1 + 〈v, w′′〉w′ ⊗ 1)
7→ 1 (−〈v, w′〉ω(w ∧ w′′) + 〈v, w′′〉ω(w ∧ w′))
on the other summand. It is now easy to check that these maps are equal (by the linearity in w it
suffices to check the three cases w = w′, w = w′′ and w′ = w′′).
5.4. Pitchfork relations. Next we check that the following compositions are equal:
(1) P
Iadj
−−−→ PPQ[1]{−1}
TI
−−→ PPQ[1]{−1} and P
adjI
−−−→ PQP[1]{−1}
IT
−−→ PPQ[1]{−1}
(2) Q
Iadj
−−−→ QPQ[1]{−1}
TI
−−→ PQQ[1]{−1} and Q
adjI
−−−→ PQQ[1]{−1}
IT
−−→ PQQ[1]{−1}
(3) PPQ
IT
−−→ PQP
adjI
−−−→ P[1]{−1} and PPQ
TI
−−→ PPQ
Iadj
−−−→ P[1]{−1}
(4) PQQ
IT
−−→ PQQ
adjI
−−−→ Q[1]{−1} and PQQ
TI
−−→ QPQ
Iadj
−−−→ Q[1]{−1}
This will check the following defining isotopy relations for 2-morhpisms in H′Γ:
= =
= =
Notice that one also has four more relations where one reverses the orientation of the cups or cups,
but these all follow formally from the relations above and the adjointness relations from Section 5.2.
These pitchfork relations, together with the adjunction relations which allow the straightening of an
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S-shape, imply that any two diagrams without dots differing by a rel boundary planar isotopy define
the same 2-morphism.
5.4.1. Pitchfork relations (1). The first composition is a map
AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])
Iadj
−−−→ C
TI
−−→ C
where
C := AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])⊗AΓn A
Γ
n ⊗AΓn−1⊗AΓ1 (A
Γ
n−1 ⊗ k[Γ]⊗ k[Γ])⊗AΓn−1⊗AΓ1 A
Γ
n.
This composition is determined by
1⊗ (1⊗ 1) 7→
n−1∑
i=0
∑
γ∈Γ
1⊗ (1⊗ 1)⊗ (si . . . sn−1)⊗ (1⊗ γ ⊗ γ
−1)⊗ (sn−1 . . . si)
=
n−1∑
i=0
∑
γ∈Γ
(si . . . sn−1)⊗ (1⊗ 1)⊗ 1⊗ (1⊗ γ ⊗ γ
−1)⊗ (sn−1 . . . si)
7→
n−1∑
i=0
∑
γ∈Γ
(si . . . sn−1sn)⊗ (1⊗ γ)⊗ 1⊗ (1 ⊗ 1⊗ γ
−1)⊗ (sn−1 . . . si).
On the other hand, the second composition in (1) is a map
AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])
adjI
−−−→ C1
IT
−−→ C2
where
C1 := A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])
C2 := A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ])⊗AΓn A
Γ
n ⊗AΓn−1⊗AΓ1 (A
Γ
n−1 ⊗ k[Γ]⊗ k[Γ])⊗AΓn−1⊗AΓ1 A
Γ
n.
It is determined by
1⊗ (1⊗ 1) 7→
n∑
i=0
∑
γ∈Γ
(si . . . sn)⊗ (1⊗ γ ⊗ γ
−1)⊗ (sn . . . si)⊗ (1⊗ 1)
=
n∑
i=1
∑
γ∈Γ
(si . . . sn)⊗ (1⊗ γ ⊗ γ
−1)⊗ sn ⊗ (sn−1 . . . si ⊗ 1)
+
∑
γ∈Γ
1⊗ (1 ⊗ γ ⊗ γ−1)⊗ 1⊗ (1⊗ 1)
7→
n∑
i=1
∑
γ∈Γ
(si . . . sn)⊗ (1⊗ γ)⊗ 1⊗ (1⊗ 1⊗ γ
−1)⊗ (sn−1 . . . si).
The two compositions are equal, thus we see that both sides of the first pitchfork relation are equal.
The proof of relation (2) is very similar to the proof of relation (1), and we omit the details.
5.4.2. Pitchfork relation (3). Resolving every copy of k[Γ] the first composition in (3) is
C1[−1]{1}
IT
−−→ C2[−1]{1}
adjI
−−−→
⊕
l
AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ (A
Γ
1 ⊗ ∧
lV ∨))[1]{−1}
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where
C1 :=
⊕
k,l,m
AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ (A
Γ
1 ⊗ ∧
kV ∨))⊗AΓn A
Γ
n ⊗AΓn−1⊗AΓ1 (A
Γ
n−1 ⊗ (A
Γ
1 ⊗ ∧
lV ∨))
⊗AΓ
n−1
(AΓn−1 ⊗ (A
Γ
1 ⊗ ∧
mV ∨))⊗AΓ
n−1⊗A
Γ
1
AΓn
C2 :=
⊕
k,l,m
AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ (A
Γ
1 ⊗ ∧
kV ∨))
⊗AΓn(A
Γ
n ⊗ (∧
mV ∨ ⊗AΓ1 ))⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ (A
Γ
1 ⊗ ∧
lV ∨)).
The maps are given by
1⊗ (1⊗ (1 ⊗ w))⊗ 1⊗ (1 ⊗ (1⊗ w′))⊗ (1⊗ (1⊗ w′′))⊗ 1
7→ (−1)lm1⊗ (1 ⊗ (1⊗ w))⊗ (1⊗ (1⊗ w′′))⊗ sn ⊗ (1⊗ (1⊗ w
′))
7→ (−1)lmsn ⊗ (1⊗ (1⊗ w
′))ω(w ∧ w′′)
where w ∈ ∧kV ∨, w′ ∈ ∧lV ∨, w′′ ∈ ∧mV ∨. Here we use the fact that the right crossing T : PQ → QP
acts on the resolutions of P and Q just as before, that is, by switching factors and adding a copy of sn
in the middle.
On the other hand, the second composition in (3) is
C1[−1]{1}
TI
−−→ C1[−1]{1}
Iadj
−−−→
⊕
l
AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ (A
Γ
1 ⊗ ∧
lV ∨))[1]{−1}.
The maps are given by
1⊗ (1⊗ (1⊗ w)) ⊗ 1⊗ (1⊗ (1 ⊗ w′))⊗ (1⊗ (1⊗ w′′))⊗ 1
7→ (−1)klsn ⊗ (1 ⊗ (1⊗ w
′))⊗ 1⊗ (1⊗ (1⊗ w)) ⊗ (1⊗ (1 ⊗ w′′))⊗ 1
7→ (−1)klsn ⊗ (1 ⊗ (1⊗ w
′))ω(w ∧ w′′).
As long as kl ≡ lm mod 2, this is the same composition as before. The only other possibility is that
k +m ≡ 1 mod 2, in which case ω(w ∧ w′′) = 0 (and thus both sides of (3) vanish). Thus relation (3)
holds. Relation (4) is proved similarly.
5.5. Dots and crossings. Next we check that dots move freely through crossings, namely that the
following compositions are equal (for simplicity we omit shifts in this section):
(1) PP
X(b)I
−−−−→ PP
T
−→ PP and PP
T
−→ PP
IX(b)
−−−−→ PP where b ∈ BΓ
(2) PP
IX(b)
−−−−→ PP
T
−→ PP and PP
T
−→ PP
X(b)I
−−−−→ PP where b ∈ BΓ.
b
=
b
b
=
b
Notice that the analogous relations involving the other three oriented crossings follow formally from
the relations above and the adjunctions from the previous sections.
5.5.1. Relation (1) when b = γ. The first composition is C
X(γ)I
−−−−→ C
T
−→ C where
C := AΓn+2 ⊗AΓn⊗AΓ1⊗AΓ1 (A
Γ
n ⊗ k[Γ]⊗ k[Γ]).
The map is given by
1⊗ (1 ⊗ 1⊗ 1) 7→ 1⊗ (1⊗ γ ⊗ 1) 7→ sn+1 ⊗ (1 ⊗ 1⊗ γ).
Similarly, the second composition C
T
−→ C
IX(γ)
−−−−→ C is given by
1⊗ (1⊗ 1⊗ 1) 7→ sn+1 ⊗ (1⊗ 1⊗ 1) 7→ sn+1 ⊗ (1⊗ 1⊗ γ).
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Clearly these two compositions are the same. Relation (2) is proved similarly.
5.5.2. Relation (2) when b = v. We first replace each k[Γ] by its resolution. Then T lifts to a map of
complexes
AΓn ⊗ (A
Γ
1 ⊗ ∧
kV ∨)⊗ (AΓ1 ⊗ ∧
lV ∨)→ AΓn ⊗ (A
Γ
1 ⊗ ∧
lV ∨)⊗ (AΓ1 ⊗ ∧
kV ∨)
given by
a⊗ (a′ ⊗ w′)⊗ (a′′ ⊗ w′′) 7→ (−1)kla⊗ (a′′ ⊗ w′′)⊗ (a′ ⊗ w′)
where w′ ∈ ∧kV ∨ and w′′ ∈ ∧lV ∨.
Now the composition T ◦X(v)I is induced by
a⊗ (a′ ⊗ w′)⊗ (a′′ ⊗ w′′) 7→ a⊗ φv(a
′ ⊗ w′)⊗ (a′′ ⊗ w′′) 7→ (−1)(k−1)la⊗ (a′′ ⊗ w′′)⊗ φv(a
′ ⊗ w′)
while IX(v) ◦ T is induced by
a⊗ (a′⊗w′)⊗ (a′′⊗w′′) 7→ (−1)kla⊗ (a′′⊗w′′)⊗ (a′⊗w′) 7→ (−1)kla⊗ (a′′⊗w′′)⊗ (−1)lφv(a
′⊗w′).
These two compositions are clearly equal which proves relation (1). Relation (2) is proved similarly.
5.6. Composition of crossings relations. First we have the symmetric group relations, namely that
the following compositions are equal:
(1) PP
T
−→ PP
T
−→ PP and PP
II
−→ PP
(2) PPP
IT
−−→ PPP
TI
−−→ PPP
IT
−−→ PPP and PPP
TI
−−→ PPP
IT
−−→ PPP
TI
−−→ PPP.
= =
These follow immediately from the definition of T on upward pointing strands, since the action of
T is given by multiplication by a simple reflection in the symmetric group.
On the other hand we also have the following relations involving oppositely pointing strands (for
simplicity we omit shifts in the rest of this section):
(1) PQ
II
−→ PQ and PQ
T
−→ QP
T
−→ PQ
(2) the identity QP
II
−→ QP can be decomposed as the composition QP
T
−→ PQ
T
−→ QP plus the sum
over a basis of elements b ∈ BΓ of the composition
QP
IX(b)
−−−−→ QP
adj
−−→ id
adj
−−→ QP
IX(b∨)
−−−−−→ QP.
= −
∑
b∈B
b
b∨
=
Relation (1) is straight-forward to check. The first composition is C1
T
−→ C2
T
−→ C1 where
C1 := A
Γ
n ⊗AΓn−1⊗AΓ1 (A
Γ
n−1 ⊗ k[Γ]⊗ k[Γ])⊗AΓn−1⊗AΓ1 A
Γ
n
C2 := (A
Γ
n ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]).
This composition is given by
1⊗ (1⊗ 1⊗ 1)⊗ 1 7→ (1 ⊗ 1)⊗ sn ⊗ (1⊗ 1) 7→ 1⊗ (1⊗ 1⊗ 1)⊗ 1
and is thus equal to the identity.
30 SABIN CAUTIS AND ANTHONY LICATA
Relation (2) is more interesting. The composition QP is given by the (AΓn, A
Γ
n)-bimodule
(AΓn ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]).
Since the tensor products are derived we need to resolve one copy of k[Γ]. We resolve the second copy
of k[Γ]. We end with a complex where the terms are
2⊕
k=0
(AΓn ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ (A
Γ
1 ⊗ ∧
kV ∨))[k].
Now, up to the (AΓn, A
Γ
n) action any element is of the form
(1 ⊗ γ′)⊗ 1⊗ (1⊗ (1⊗ w)) or (1 ⊗ γ′)⊗ sn ⊗ (1⊗ (1⊗ w))
where w ∈ ∧kV ∨.
If it is an element of the first form then the differential becomes zero and the map T : QP → PQ
maps it to zero. On the other hand, suppose w = w1, then the composition
QP
IX(b)
−−−−→ QP
adj
−−→ id
adj
−−→ QP
IX(b∨)
−−−−−→ QP
where b = (v, γ) ∈ BΓ is zero unless v ∈ V in which case we get
(1 ⊗ γ′)⊗ 1⊗ (1 ⊗ (1⊗ w1))
IX(v)
−−−−→ (1 ⊗ γ′)⊗ 1⊗ (1 ⊗ (1〈v, w1〉))
IX(γ)
−−−−→ (1 ⊗ γ′)⊗ 1⊗ (1 ⊗ (γ〈v, w1〉))
adj
−−→ tr(γ′γ)〈v, w1〉
adj
−−→ tr(γ′γ)〈v, w1〉(1 ⊗ 1)⊗ 1⊗ (1⊗ (1 ⊗ w1 ∧ w2))
IX(γ−1)
−−−−−→ tr(γ′γ)〈v, w1〉(1 ⊗ 1)⊗ 1⊗ (1⊗ (γ
−1 ⊗ w1 ∧ w2))
IX(v∨)
−−−−−→ tr(γ′γ)〈v, w1〉(1 ⊗ 1)⊗ 1⊗ (1⊗ (γ
−1 ⊗ w1〈w2, v
∨〉 − γ−1 ⊗ w2〈w1, v
∨〉))
Now we sum over all γ ∈ Γ and over v = v1, v2. Since 〈wi, vj〉 = δij and tr(γ
′γ) = 0 unless γ′ = γ−1
we get
〈v1, w1〉(1 ⊗ 1)⊗ 1⊗ (1⊗ (γ
′ ⊗ w1〈w2, v2〉 − γ
′ ⊗ w2〈w1, v2〉)) = (1⊗ γ
′)⊗ 1⊗ (1 ⊗ (1⊗ w1)).
Thus the composition acts by the identity if w = w1 and similarly if w = w2. Likewise, one can show
that it also acts by the identity if w = 1 or w = w1 ∧w2.
If we are dealing with an element of the second form then it is in the image of the differential unless
k = 0. So we can assume k = 0 in which case we need to consider
(1 ⊗ γ)⊗ sn ⊗ (1⊗ 1) ∈ (A
Γ
n ⊗ k[Γ])⊗AΓn⊗AΓ1 A
Γ
n+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗A
Γ
1 ).
The composition involving cups and caps maps it to zero (because the cap takes it to zero). Meanwhile
the composition QP
T
−→ PQ
T
−→ PQ maps it as follows
(1⊗ γ)⊗ sn ⊗ (1⊗ 1) 7→ 1⊗ (1 ⊗ 1⊗ γ)⊗ 1 7→ (1⊗ 1)⊗ sn ⊗ (γ ⊗ 1) = (1⊗ γ)⊗ sn ⊗ (1⊗ 1).
Thus in both cases we see that the sum of the two compositions takes the element to itself. This proves
relation (2).
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5.7. Counter-clockwise circles and curls. Finally we show that
(1) the composition P
adjI
−−−→ QPP[−1]{1}
IT
−−→ QPP[−1]{1}
adjI
−−−→ P[−2]{2} is zero
(2) the composition
id
adj
−−→ QP[−1]{1}
IX(b)
−−−−→ QP[−1 + |b|]{1− |b|}
adj
−−→ id[−2 + |b|]{2− |b|}
is equal to id
tr(b)I
−−−−→ id for any b ∈ BΓ.
b = tr(b).= 0,
The first composition is straight forward and follows for the same reason that the composition id →
QP[−1]{1} → id[−2]{2} is zero. Alternatively, the left-twist curl is a map P → P[−2]{2} and every
such map is zero by degree considerations.
For the second composition we just need to check the case b = v1 ∧ v2 (see Section 3.5). In that case
one may note that working k×-equivariantly the only degree zero maps id → id are given by scalars.
The result follows by the remark in the first part of Section 3.5.
Alternatively, one can prove the second relation above directly. We must show that the composition
id
adj
−−→ QP[−1]{1}
IX(v1)
−−−−→ QP
IX(v2)
−−−−→ QP[1]{−1}
adj
−−→ id
is equal to the identity.
The first map is given by
1 7→ (1⊗ 1)⊗ 1⊗ ((1⊗ w1 ∧ w2)⊗ 1)
−(1⊗ (w1 ⊗ 1))⊗ 1⊗ ((1 ⊗ w2)⊗ 1) + (1 ⊗ (w2 ⊗ 1))⊗ 1⊗ ((1⊗ w1)⊗ 1)
−(1⊗ (w1 ∧ w2 ⊗ 1)⊗ 1⊗ (1⊗ 1)
where the right hand terms lie in ⊕k+l=2(A
Γ
n⊗(∧
kV ∨⊗AΓ1 ))⊗AΓn⊗AΓ1 A
Γ
n+1⊗AΓ1⊗AΓn ((A
Γ
1⊗∧
lV ∨)⊗AΓn).
The only term that survives after acting by IX(v1) and IX(v2) is the first one, which is then mapped
(1 ⊗ 1)⊗ 1⊗ ((1⊗ w1 ∧w2)⊗ 1)
IX(v1)
−−−−→ (1⊗ 1)⊗ 1⊗ ((〈w1, v1〉1 ⊗ w2 − 〈w2, v1〉1⊗ w2)⊗ 1)
IX(v2)
−−−−→ (1⊗ 1)⊗ 1⊗ (〈w2, v2〉〈w1, v1〉1⊗ 1)
adj
−−→ tr(1)1 = 1.
Here we have used the fact that 〈wi, vj〉 = δij .
6. The alternate 2-category HΓ
In order to describe the structure of the 2-category HΓ, it is convenient to introduce yet another
2-category HΓ. The 2-categories HΓ and HΓ are not equivalent, but are rather “Morita equivalent”.
This means that they have the same 0-morphisms and 1-morphisms and that for any 1-morphism A the
algebras EndHΓ(A) and EndHΓ(A) are Morita equivalent. This should mean that the 2-representation
theories of HΓ and HΓ are equivalent.
To be more precise, recall that if Γ is a finite group then k[Γ] is Morita equivalent (though not
necessarily isomorphic) to a basic algebra B(Γ) which is a direct sum of several copies of k, one copy
for each irreducible representation of Γ. It is sometimes convenient to replace k[Γ] with B(Γ), whose
representation theory is the same.
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In our case, if Γ is of type A then k[Γ] ∼= B(Γ) and hence HΓ and H
Γ are actually isomorphic. If
Γ is not of type A then k[Γ] will contain blocks of dimension greater than one and then k[Γ] 6∼= B(Γ).
To go from HΓ to H
Γ we simply replace k[Γ] by B(Γ) in our constructions. Thus HΓ will be “Morita
equivalent” to HΓ but its graphical calculus for 2-morphisms is easier to describe and visualize because
there are fewer idempotents. Moreover, there is a canonical isomorphism of algebrasK0(H
Γ) ∼= K0(HΓ)
(Proposition 4) and so HΓ is also a categorification of hΓ which is of independent interest.
6.1. The 2-category HΓ. We now give an explicit description of HΓ. Fix an orientation ǫ of the
Dynkin diagram. If vertices i and j are connected by an edge in the diagram, we set ǫij = 1 if oriented
edge with tail i and head j agrees with the orientation ǫ, and ǫij = −1 if the oriented edge with tail
i and head j disagrees with ǫ. We also set ǫij = 0 if i and j are not connected by an edge. Thus
ǫij = −ǫji.
We define an additive k-linear 2-category H′Γ as follows. As before, the objects of H′Γ are indexed
by the integers Z. The 1-morphisms are generated by objects Pi and Qi, one for each i ∈ IΓ. Thus a
1-morphism of H′
Γ
is a finite composition (sequence) of Pi’s and Qj ’s.
The space of 2-morphisms between two 1-morphisms is the k-algebra generated by suitable planar
diagrams modulo local relations. The diagrams consist of oriented compact one-manifolds (possibly car-
rying dots and crossings) immersed into the plane strip R× [0, 1] modulo isotopies fixing the boundary.
Each such strand is labeled by some i ∈ IΓ.
Corresponding to the edge in the Dynkin diagram connecting vertex i to vertex j there is a 2-
morphism X : Pi → Pj〈1〉 denoted by a solid dot:
i
j
These dots are allowed to move freely along the one-manifold, including along the cups and caps and
through crossings. However, as was the case with degree one dots in H′Γ, dots between strands labeled
by distinct nodes i and j(which have degree one) on far away strands anticommute when they move
past one another.
For each i ∈ IΓ we also include as a defining 2-morphism a solid dot on a strand on a strand whose
endpoints are both labeled i
i
i
and denote this map X : Pi → Pi〈2〉. These ii dots also move freely on strands
There is a relation which governs the composition of dots:
(26) i
j
k
= δikǫij
i
i
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Next, we have the following relations analogous to relations (9) - (11). For all i, j, k ∈ IΓ we have
(27)
=
i j i j i j k
=
i j k
(28)
= 1
i
i
= 0.
i
If i 6= j then
(29) i
j
=
i j
− ǫij
i j
i j
while
(30) i i
=
i i
−
i i
i i
−
i i
i i
We assign a Z grading on the space of planar diagrams by defining
deg = 0
deg = deg = −1
deg = deg = 1
We define the degree of an ij dot to be one (if i 6= j are joined by an edge) and consequently the degree
of an ii dot to be two. Equipped with these assignments all the graphical relations are graded. This
provides a Z grading on H′
Γ
.
Define HΓ to be the Karoubi envelope of H′
Γ
. Since k[Sn] ⊂ End(P
n
i ) we let P
λ
i := (P
n
i , eλ) where
eλ is the minimal idempotent of k[Sn] associated to the partition λ of n. We define Q
λ
i similarly.
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6.2. The functor η : HΓ −→ HΓ. We will define a functor H
′Γ −→ HΓ (this induces the functor
η : HΓ → HΓ since HΓ is idempotent complete).
To define this functor we map Pi to (P, ei,1) and by adjunction Qi to (Q, ei,1). Now the 2-morphism
X : Pi → Pi〈2〉 is mapped to the 2-morphism
|Γ|
dim(Vi)
ei,1 · ω · ei,1 : (P, ei,1)→ (P, ei,1)〈2〉
(the factor |Γ|dim(Vi) is there to ensure that the left relation in (28) holds).
Now suppose i, j ∈ IΓ are joined by an oriented edge i → j. Then HomHΓ((P, ei,1), (P, ej,1)) is
one-dimensional, spanned by some map αij . So we map the dot X : Pi → Pj〈1〉 to some multiple of
αij . To determine this multiple consider the composition
αji ◦ αij : (P, ei,1)→ (P, ei,1)〈2〉
which is non-zero because of the structure of BΓ. Since HomHΓ((P, ei,1), (P, ei,1)) is spanned by
ei,1 · ω · ei,1 this means that αji ◦ αij equals ei,1 · ω · ei,1 up to some non-zero multiple. We rescale αij
so that αji ◦ αij =
|Γ|
dim(Vi)
ei,1 · ω · ei,1.
Finally, we map crossings T : PiPj → PjPi to crossings T : (P, ei,1)(P, ej,1)→ (P, ej,1)(P, ei,1).
Proposition 3. The above morphisms define a functor η : HΓ −→ HΓ.
Proof. We need to check relations (26) - (30). Relations (27) and the right hand relation in (28) are
clear. The left hand relation in (28) holds since
tr(ω · ei,1) =
dim(Vi)
|Γ|
and we mapped X : Pi → Pi〈2〉 to
|Γ|
dim(Vi)
ei,1 · ω · ei,1.
Relation (26) holds by definition if ǫij = 1. If ǫij = −1 then ǫji = 1 and so we have
1 =
i
i
=
i
i
j =
j
j
i−
where we use relation (26) to obtain the second equality and the minus sign appears when one passes
the two degree one dots past each other. It follows that
αij ◦ αji = −αji ◦ αij = −
|Γ|
dim(Vi)
ei,1 · ω · ei,1
which proves relation (26) when ǫij = −1.
Next we prove relation (30). This follows from the left relation in (10) in the definition of H′Γ. More
precisely, multiply endpoints of all strands of the left relation in (10) by the idempotent ei,1. Now
ei,1bei,1 = 0 unless b has degree zero or two. Now if b has degree zero then it belongs to k[Γ]. We
use the basis of k[Γ] consisting of matrix units b which are zero everywhere except in one entry. Then
ei,1bei,1 = 0 unless b = ei,1. Thus the sum in (10) collapses and we get only one term corresponding to
b = ei,1.
Similarly, if b has degree two then the sum collapses and we get the term b = (ω, ei,1). Now
e∨i,1 =
|Γ|
dim(Vi)
ei,1 · ω · ei,1
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since tr(ω · ei,1) =
dim(Vi)
|Γ| . This is precisely the image of X : Pi → Pi〈2〉 under η. Thus we get relation
(30).
Finally, relation (29) is similar. In this case only one of the terms in the sum in (10) survives. To
compute the coefficient −ǫij , cap off everything with a cap containing an ij dot and use relations (26)
and (28). 
We will prove in Section 7 that η induces an isomorphism on Grothendieck groups:
Proposition 4. The functor η induces an isomorphism
K0(η) : K0(H
Γ) −→ K0(HΓ).
Thus both HΓ and HΓ categorify the Heisenberg algebra hΓ.
6.3. Proof of Proposition 2. In this section we prove that relations from Proposition 2 hold in HΓ.
Sicne we have a functor η : HΓ → HΓ which sends Pi to Pi and Qi to Qi these relations also hold in
HΓ.
The idempotent etriv =
1
n!
∑
g∈Sn
g corresponding to the trivial representation in k[Sn] defines
the summand P
(n)
i = (P
n
i , etriv) of P
n
i in the category H
Γ. These idempotents also define Q
(n)
i by
adjunction. We will draw etriv as a white rectangle labeled by i
n. We will also write a single line
connecting two such rectangles instead of n lines, for simplicity. Thus the identity 2-morphism of P
(n)
i
is drawn as one of the pictures
in
in
. . . =
in
in
We first prove that
P
(n)
i P
(m)
j
∼= P
(m)
j P
(n)
i for all i, j ∈ IΓ.
The isomorphism is given by the 2-morphism
jm
in
in
jm
with inverse given by
in
jm
jm
in
Since we can pull strands apart using the left hand relation in (27) it is easy to see that these two
2-morphisms are inverse of each other. The proof that
Q
(n)
i Q
(m)
j
∼= Q
(m)
j Q
(n)
i for all i, j ∈ IΓ
is the same except that all strands now point downwards. The relation Q
(n)
i P
(m)
j
∼= P
(m)
j Q
(m)
i when
〈i, j〉 = −1 follows via the same computation using relation (29).
Next we show the more interesting relation
Q
(n)
i P
(m)
i
∼= ⊕k≥0P
(m−k)
i Q
(n−k)
i ⊗H
⋆(Pk) for all i ∈ IΓ.
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To define maps Q
(n)
i P
(m)
i → P
(m−k)
i Q
(n−k)
i consider the 2-morphisms
in
im−k
l
im
in−k
where 0 ≤ l ≤ k. In this picture k of the strands coming out from the bottom are involved in the k
caps while the other strands are involved in crossings. The l tells us that we put a single ii dot on the
first l of the k caps (because we have the idempotents it does not matter on which l strands we place
the dots).
Taking the direct sum as l ranges from 0 to k, defines a 2-morphism from
Q
(n)
i P
(m)
i → P
(m−k)
i Q
(n−k)
i ⊗H
⋆(Pk).
Taking the direct sum over k we obtain a 2-morphism
f : Q
(n)
i P
(m)
i −→ ⊕k≥0P
(m−k)
i Q
(n−k)
i ⊗H
⋆(Pk).
We claim this morphism is invertible and we explicitly construct its inverse as a linear combinations of
diagrams of the form
im−k
′
in
l′
in−k
′
im
where we put l′ dots on l′ of the k′ cup-like strands.
To do this we first compute the following graphical relation in End(Q
(n)
i P
(m)
i ):
(31)
∑
0≤l≤k c
k,l
m,n
in
im−k
l
im
in−k
in
k − l
im
=
in
in
im
im
where ck,lm,n = k!
(
m
k
)(
n
k
)(
k
l
)
.
To see where this relation comes from consider the k = 0 term in the left hand side (it has no cups,
caps, or dots in it). Expanding the idempotents i
n
and i
m
explicitly as a sum of permutations
we rewrite the k = 0 term as a linear combination of diagrams with many crossings. Then crossings
involving two upward pointing strands or two downward pointing strands can be absorbed into the
idempotents at the top or bottom of the diagram (notice that this is a consequence of using the
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idempotent etriv, which satisfies σetriv = etrivσ = etriv for any permutation σ). Thus we write the
k = 0 term as a diagram with no idempotents in the middle:
in
im
im
in
in im
=
in
in
im
im
In both sides of the above picture there are n strands emanating from an idempotent i
n
and in
the right hand side we have drawn more than one of these strands to emphasize the fact that there are
many crossings.
More generally we use the relation
in
im−k
l
im
in−k
in
k − l
im
=
in
in
im
im
l
k − l
to write the entire left hand side of Equation (31) as a linear combination of diagrams without up-up
or down-down crossings.
Now we start pulling apart the inner double crossings in each term one at a time using the relation
(30). At every stage we absorb newly created upward (or downward) pointing crossings in to the top
(or bottom) idempotents. The result is a linear combination of diagrams of the form
in im
l
k − l
imin
Keeping track of the constants carefully one arrives at Equation (31). The particular values of
the constants ck,lm,n are not really important apart from the fact that they are non-zero. The key
38 SABIN CAUTIS AND ANTHONY LICATA
observation which follows from Equation (31) is that the identity 2-morphism of Q
(n)
i P
(m)
i factors
through P
(m−k)
i Q
(n−k)
i ⊗H
⋆(Pk) as a composition of 2-morphisms
id : Q
(n)
i P
(m)
i
f
−→ P
(m−k)
i Q
(n−k)
i ⊗H
⋆(Pk)
g
−→ Q
(n)
i P
(m)
i
where
f =
∑
0≤l≤k
in
im−k
l
im
in−k
and
g =
∑
0≤l≤k c
k,l
m,n
in−kim−k
in
k − l
im
In addition, a similar graphical manipulation shows that
(32) i
m−k′ in−k
′
in
im−k
l
im
in−k
k′ − l′
=
δk,k′δl,l′
c
m,n
k,l
im−k
im−k
in−k
in−k
The fact that the left hand side is zero when l 6= l′ follows from the fact that when the middle
idempotents are expanded as a linear combination of permutations, each term contains either a left
twist curl (which is zero) or a strand with two ii dots on it (which is also zero).
It follows from Equation (32) that the identity 2-morphism of ⊕k≥0P
(m−k)
i Q
(n−k)
i ⊗H
⋆(Pk) factors
as
id : ⊕k≥0P
(m−k)
i Q
(n−k)
i ⊗H
⋆(Pk)
g
−→ Q
(n)
i P
(m)
i
f
−→ ⊕k≥0P
(m−k)
i Q
(n−k)
i ⊗H
⋆(Pk),
while the identity 2-morphism of Q
(n)
i P
(m)
i factors as f ◦ g. Thus f and g are inverse isomorphisms, as
desired.
The proof that Q
(n)
j P
(m)
i
∼= P
(m)
i Q
(n)
j ⊕P
(m−1)
i Q
(n−1)
j when 〈i, j〉 = −1 is similar to the proof above.
In particular, the isomorphism f ′ from the left hand side to the right hand side is given by
f ′ =
in
jm
jm
in
+
in
jm−1
jm
in−1
.
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Note that there are no terms of the form
in
jm−k
jm
in−k
for k > 1 (this is in contrast to the isomorphism in the corresponding relation for i = j). This
difference between the i = j and 〈i, j〉 = −1 case comes from the fact that ij dots anticommute. This
anticommutation of dots implies that the above diagram is equal to zero when k > 1: grow a crossing
between two adjacent strands from the jm symmetrizer, move the two degree one dots on those strands
past each other (picking up a sign), and then absorb the crossing back into the bottom symmetrizer:
(33) i
n
jm
=
in
jm
=
in
jm
=
in
jm
= −
in
jm
Thus one cannot have more than one dot connecting the idempotents in and jm. 
6.4. Further relations among 1-morphisms.
Proposition 5. For i, j ∈ IΓ we have isomorphisms in H
Γ:
(1) P
(m)
i and P
(1n)
j commute while Q
(m)
i and Q
(1n)
j also commute
(2) Q
(1n)
i P
(m)
i
∼= P
(m)
i Q
(1n)
i ⊕ P
(m−1)
i Q
(1n−1)
i ⊗k H
⋆(P1)⊕ P
(m−2)
i Q
(1n−2)
i .
(3) Q
(1n)
j P
(m)
i
∼= ⊕k≥0P
(m−k)
i Q
(1n−k)
j if 〈i, j〉 = −1.
(4) Q
(1n)
j P
(m)
i
∼= P
(m)
i Q
(1n)
j if 〈i, j〉 = 0.
The graphical proofs of this statement are analogous to and no more difficult than the proofs of
Section 6.3; we have omitted the details in the interest of space. We do point out, however, the fact
that there are many summands on the right hand side of the relations
Q
(1n)
j P
(m)
i
∼= ⊕k≥0P
(m−k)
i Q
(1n−k)
j , 〈i, j〉 = −1,
in contrast to the decomposition of Q
(n)
j P
(m)
i (which has only two summands). This is because a trivial
idempotent etriv,i and a sign idempotent labeled esign,j can have more than one dot between them, thus
there are non-trivial 2-morphisms from P
(m−k)
i Q
(1n−k)
j to Q
(1n)
j P
(m)
i . In particular, the diagrammatic
computation analogous to that of Equation 33 does show anything when one of the idempotents is a
sign idempotent and the other is a trivial idempotent; since siesign = esignsi = −esign, absorbing a
crossing into the sign idempotent introduces a −1.
6.5. The functor Ψ. We define a covariant autoequivalence Ψ′ : H′
Γ
−→ H′
Γ
as follows. Ψ′ is the
identity on objects and on 1-morphisms and also is the identity on cups, caps, and dots. On the other
hand, Ψ′ acts as multiplication by −1 on any crossing between two adjacent strands. This map induces
a covariant autoequivalence Ψ on HΓ whose square is the identity.
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Since a crossing of two upward pointing strands is multiplied by −1, it follows that Ψ takes the
idempotent 2-morphism etriv to the idempotent 2-morphism esign (and vice versa). Thus
Ψ(P
(n)
i ) = P
(1n)
i , Ψ(P
(1n)
i ) = P
(n)
i , Ψ(Q
(n)
i ) = Q
(1n)
i , Ψ(Q
(1n)
i ) = Q
(n)
i .
It follows from the existence of the automorphism Ψ that decompositions between products of P
(1n)
i s
and Q
(1n)
i s have the same form as decompositions between products of P
(n)
i s and Q
(n)
i s. The autoe-
quivalence Ψ descends in the Grothendieck group to the automorphism ψ of Section 2.2.3.
7. Proof of Theorem 1
In this section we study the sequence of maps
hΓ
π
−→ K0(H
Γ)
K0(η)
−−−−→ K0(HΓ)→ End(⊕n≥0K0(C
Γ
n)) ≃ End(F)
where F is isomorphic to the Fock space representation of hΓ. We will show that both π and K0(η)
are isomorphisms, thus proving Proposition 4 and Theorem 1. In particular, this shows that both HΓ
and HΓ categorify hΓ.
We begin with some preliminary results.
Lemma 4. There are no negative degree endomorphisms of
∏
i P
mi
i
∏
iQ
ni
i while the algebra of degree
zero endomorphisms is isomorphic to ⊗ik[Smi ]⊗i k[Sni ].
Proof. Any negative degree endomorphism must contain a left-oriented cap or right oriented cup (since
these are the only generating 2-morphisms of negative degree). Such a cup or cap is either part of
a left-twist curl (which makes the entire picture equal to zero) or part of a counter-clockwise circle.
However, by the defining relations, the only non-zero counter-clockwise circles are those of non-negative
degree (i.e. those carrying dots of degree two). Thus any negative degree endomorphism must be zero.
Note that this argument would not apply to endomorphisms of a 1-morphism which contains a P to
the right of a Q. For example, a left-oriented cap followed by a right oriented cap is a non-zero degree
−2 endomorphism of QiPi.
By the same argument any degree zero diagram describing an endomorphism of
∏
i P
mi
i
∏
iQ
ni
i
cannot have any right-twist curls or dots thus must be isotopic to a sum of braid-like diagrams (i.e.
diagrams with no local minima or maxima and no dots) connecting a Pi to a Pi or a Qi to Qi. The
result now follows. 
Proposition 6. Any 1-morphism in HΓ decomposes uniquely into a finite direct sum of indecom-
posables. The indecomposable 1-morphisms in HΓ are of the form
∏
i P
λi
i
∏
iQ
µi
i for some partitions
{λi, µi}.
Proof. Lemma 4 implies that the space of endomorphisms (of a fixed degree) of any 1-morphism is
finite dimensional. This means thatHΓ satisfies the Krull-Schmidt property and hence any 1-morphism
decomposes uniquely into a finite direct sum of indecomposables.
Now any 1-morphism in HΓ is a direct summand of a sequence of Pi’s and Qi’s. Using relations
from Proposition 1 (which were shown to hold for HΓ in Section 6.3) it follows that any 1-morphism
is a direct sum of (shifts of) 1-morphisms of the form
∏
i P
λi
i
∏
iQ
µi
i . It remains to show that such
endomorphisms are indecomposable.
But this follows from Lemma 4 since
∏
i P
λi
i
∏
iQ
µi
i is a direct summand of
∏
i P
|λi|
i
∏
iQ
|µi|
i corre-
sponding to the minimal idempotent
∏
i eλi,1
∏
i eµi,1 ∈ ⊗ik[S|λi|]⊗i k[S|µi|]. 
Remark 5. Arguing as above it is straightforward to check that the 1-morphisms PλQµ for all IΓ-
colored partitions λ and µ form a complete set of indecomposable 1-morphisms in HΓ. The classes
of these indecomposable 1-morphisms in the Grothendieck group thus form a “canonical basis” of the
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Heisenberg algebra. This basis is analogous in many respects to the canonical bases of Kashiwara and
Lusztig in the representation theory of quantum groups.
Lemma 5. In HΓ we have Pλi ·P
µ
i
∼= ⊕ν(P
ν
i )
⊕cνλ,µ where cνλ,µ is the Littlewood-Richardson coefficient.
In particular, we have
P
(n)
i P
(m)
i
∼= ⊕
min(n,m)
k=0 P
(n+m−k,k)
i and P
(m)
i P
(1n)
j
∼= P
(m,1n)
i ⊕ P
(m+1,1n−1)
i .
Proof. The statement follows from the representation theory of symmetric groups. Let Vλ and Vµ be
irreducible representations of Sn and Sm, respectively. Then Vλ ⊠ Vµ is an irreducible representation
of Sn × Sm. This representation, when induced to Sn+m decomposes as a direct sum of irreducible
representations Vν , and the multiplicity of Vν in this decomposition is the Littlewood-Richardson
coefficient cνλ,µ.
This fact about representations of symmetric groups can be rephrased completely in terms of idem-
potents. If eλ ∈ k[Sn], eµ ∈ k[Sm] and eν ∈ k[Sn+m] are idempotents such that Vλ ∼= k[Sn]eλ,
Vµ ∼= k[Sm]eµ, and Vν ∼= k[Sm+n]eν , then when we have
k[Sn+m]eλeµ ∼= ⊕sk[Sn+m]es
for some minimal idempotents {es} in k[Sn+m]. The number of such es such that k[Sn+m]es ∼=
k[Sn+m]eν is the Littlewood-Richardson coefficient c
ν
λ,µ. Under the embeddings
k[Sn]⊗k k[Sm] ⊂ k[Sn+m] →֒ EndHΓ(P
n+m
i )
this decomposition of idempotents implies the decomposition in the Lemma. 
Corollary 1. The classes {[P
(m)
i ], [Q
(n)
j ] : i, j ∈ IΓ, n,m ≥ 0} generate K0(H
Γ) as an algebra.
Proof. By Proposition 6 above K0(H
Γ) is spanned by elements of the form
∏
[Pλii ]
∏
i[Q
µi
i ]. Thus it
suffices to show that any [Pλi ] is generated by {[P
(m)
i ] : m ≥ 0}. This follows by induction using Lemma
5. For instance,
P 2i = P
(2)
i ⊕ P
(12)
i
so that P
(12)
i is generated by Pi and P
(2)
i . 
Remark 6. The expression of [Pλi ] in terms of [P
(m)
i ]’s is given by the Giambelli identity expressing
the Schur polynomial in terms of products of elementary symmetric functions. Explicitly,
[Pλi ] = detkl[P
(λ′k+k−l)
i ]
where λ′ = (λ′1 ≥ λ
′
2 ≥ . . . ) is the transpose of the partition λ.
In order to prove Proposition 4 and Theorem 1, we now consider the sequence
hΓ
π
−→ K0(H
Γ)
K0(η)
−−−−→ K0(HΓ)→ End(⊕n≥0K0(C
Γ
n)) ≃ End(F)
and show that both π and K0(η) are isomorphisms.
First we check that π is injective. This follows since the Fock space representation of hΓ is faithful,
which in turn follows easily from its description as differential operators acting on a polynomial algebra,
[FJW1, FJW2]. Thus the composition of all maps in the above sequence is injective, which implies
that π is injective.
Next we check that π is surjective. Note that by Lemma 1 K0(H
Γ) is generated as an algebra by
the classes [P
(m)
i ] and [Q
(n)
j ]. Since π(p
(m)
i ) = [P
(m)
i ] and π(q
(n)
j ) = [Q
(n)
j ] these generators are in the
image of π. Thus π is surjective.
Since π is surjective and the total composition injective it follows that K0(η) is injective. Finally it
is easy to see K0(η) is surjective using Remark 5.
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
8. Relation to Hilbert schemes
We will now discuss how HΓ acts on the derived categories of coherent sheaves on Hilbert schemes
of points of the corresponding ALE space XΓ.
We take k = C. If Γ ⊂ SL2(C) is finite then by the McKay correspondence the derived category
of finite dimensional left Sym∗V ∨ ⋊ Γ-modules is isomorphic to the derived category DCoh(XΓ) of
coherent sheaves on the resolution XΓ := Ĉ2/Γ of the quotient C
2/Γ. To simplify notation we will
denote the Hilbert scheme Hilbn(XΓ) by X
[n]
Γ .
Now by the results of Bridgeland, King and Reid [BKR] the derived category CΓn of A
Γ
n = (Sym
∗V ∨⋊
Γ)⊗n ⋊ Sn modules is isomorphic to the derived category of coherent sheaves on the Sn-equivariant
Hilbert scheme HilbSn(XnΓ ). This Hilbert scheme parametrizes Sn-equivariant subschemes of X
n
Γ whose
global sections are isomorphic to the regular representation of Sn. By work of Haiman [H], Hilb
Sn(XnΓ )
is isomorphic to the usual Hilbert scheme of points X
[n]
Γ .
Hence Theorem 2 gives a categorical Heisenberg action of HΓ on
⊕
nDCoh(X
[n]
Γ ) (if Γ = C
× then
we should think of CΓn as the derived category of coherent sheaves on the Hilbert scheme of the quotient
stack [C2/C×]).
We now explain how this action of HΓ on
⊕
nDCoh(X
[n]
Γ ) looks like geometrically. This description
is to some degree conjectural because we only sketch why the algebraically defined functors Pi and
Qi from Section 4 induce the geometric functors defined in this section. Checking the relations in the
2-category HΓ directly from the geometry (without using the algebraic description provided by BKR)
is much more difficult. Two such computations are illustrated in subsections 8.1.1 and 8.1.2 below.
These computations are analogous to those from [CKL1] and [CK] in the setting of categorical sln
actions. Because of the technical difficulties in such geometric setups we chose to take a more algebraic
approach in this paper.
8.1. The functors. Inside X
[n]
Γ × X
[n+1]
Γ we have the natural subvariety consisting of ideal sheaves
(J0, J1) where J1 ⊂ J0. This subvariety also maps to XΓ by taking the quotient J0/J1 and subsequently
induces a functor DCoh(X
[n]
Γ ×XΓ)→ DCoh(X
[n+1]
Γ ). Under the correspondence
DCoh(X
[n]
Γ )←→ D(A
Γ
n−mod)
this functor is induced by the (AΓn+1, A
Γ
n × A
Γ
1 )-bimodule A
Γ
n+1 (where we use the usual inclusion of
AΓn ⊗A
Γ
1 into A
Γ
n+1).
Now, the fibre of XΓ → C
2/Γ over 0 ∈ C2/Γ is a tree of P1’s. More precisely, there is one Ei ∼= P
1
for each i ∈ IΓ except for the node which corresponds to the trivial Γ-representation (we label this
node 0 and the corresponding minimal idempotent e0). Moreover, Ei and Ej intersect at a point if
i, j ∈ IΓ are connected by an edge and do not intersect if i, j are not connected.
Under the McKay correspondence the AΓ1 -module k[Γ]ei corresponds to the sheaf OEi(−1) while
k[Γ]e0 corresponds to the structure sheaf O∪iEi [−1] shifted into cohomological degree one. We will use
the notation E0 := ∪iEi.
Now the functor Pi : C
Γ
n → C
Γ
n+1 in H
Γ is induced by AΓn+1 ⊗AΓn⊗AΓ1 (A
Γ
n ⊗ k[Γ]ei). It should follow
that the corresponding functor Pi : X
[n]
Γ → X
[n+1]
Γ is induced by the kernels
OPi(n,n+1) ⊗ π
∗OP1(−1) if i 6= 0 and OP0(n,n+1)[−1] if i = 0.
Here
Pi(n, n+ 1) := {(J0, J1) : supp(J0/J1) ∈ Ei} ⊂ X
[n]
Γ ×X
[n+1]
Γ
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and π : Pi(n, n + 1) → Ei is the natural map which remembers the support point supp(J0/J1). The
functors Qi : X
[n+1]
Γ → X
[n]
Γ are given by the adjoint of Pi (up to a shift).
The difference between the left and right adjoints of Pi is tensoring by the line bundle
(34) π∗1ωX[n]Γ
[dimX
[n]
Γ ]⊗ π
∗
2ω
∨
X
[n+1]
Γ
[− dimX
[n+1]
Γ ].
SinceXΓ is holomorphic symplectic it follows thatX
[n]
Γ is also symplectic and hence has trivial canonical
bundle. Thus (34) is the trivial line bundle with a shift of [−2] (in other words PLi
∼= PRi [−2]).
8.1.1. The symmetric group. To see the action of the symmetric group Sk ⊂ End(P
k
i ) we must first
compute the convolution product of the kernels OPi(n,n+1) ⊗ π
∗OP1(−1). The line bundle π
∗OP1(−1)
plays no role so, for simplicity, we will omit it. The convolution OPi(n+k−1,n+k) ∗ · · · ∗ OPi(n,n+1) ∈
DCoh(X
[n]
Γ ×X
[n+k]
Γ ) is given by
(35) π0,k∗(π
∗
k−1,kOPi(n+k−1,n+k) ⊗ · · · ⊗ π
∗
0,1OPi(n,n+1))
where πi,j is the projection X
[n+k]
Γ ×· · ·×X
[n]
Γ → X
[n+i]
Γ ×X
[n+j]
Γ . One can check that the intersections
of π−1l,l+1Pi(n+ l, n+ l + 1) for l = 0, . . . , k − 1 are of the expected dimension so (35) is isomorphic to
π0,k∗(O∩lπ−1l,l+1Pi(n+l,n+l+1)
). Now
∩lπ
−1
l,l+1Pi(n+ l, n+ l + 1) = {J0 ⊃ J1 ⊃ · · · ⊃ Jk : supp(Jl/Jl+1) ∈ Ei} ⊂ X
[n]
Γ × · · · ×X
[n+k]
Γ .
The map π0,k forgets J1, . . . , Jk−1. Generically, {supp(Jl/Jl+1) : l = 0, . . . , k− 1} are k distinct points
on Ei. Thus π0,k is generically a cover of degree k! and there is a natural action of Sk which permutes
the points. This action should extend to all of ∩lπ
−1
l,l+1Pi(n + l, n+ l + 1) and induce an action of Sk
on the pushforward in (35).
8.1.2. The commutator relation. It is also possible to geometrically see the commutator relation QiPi ∼=
PiQi ⊕ id[1]⊕ id[−1]. To do this let us compute the convolution
OPi(n,n+1) ∗ OPi(n,n+1) ∈ DCoh(X
[n]
Γ ×X
[n]
Γ )
which is the kernel corresponding to the composition QiPi (again we ignore line bundles for conve-
nience). This is equal to
π13(π
∗
23OPi(n,n+1) ⊗ π
∗
12OPi(n,n+1))
∼= π13∗(Oπ−123 (Pi(n,n+1))
⊗Oπ−112 (Pi(n,n+1))
).
Now
π−123 Pi(n, n+ 1) ∩ π
−1
12 Pi(n, n+ 1) = {J0 ⊃ J1 ⊂ J
′
0 : supp(J0/J1, J
′
0/J1) ∈ Ei} ⊂ X
[n]
Γ ×X
[n+1]
Γ ×X
[n]
Γ
has two components. One of them, denoted ∆0, is where J0 = J
′
0 while the other, denoted ∆1, is the
closure of the locus where J0 6= J
′
0. It is not hard to see that dim(∆1) = 2n while dim(∆0) = 2n+ 1
which means that the intersection is of the expected dimension along ∆1 but not ∆0. The pushforward
via π13 is generically one-to-one along ∆1 and is a P
1 fibration along ∆0.
Notice that π13(∆0) is the diagonal ∆ ⊂ X
[n]
Γ × X
[n]
Γ . Now one should show that ∆0 contributes
O∆[1]⊕O∆[−1] via the pushforward. The computation here is a more involved version of the calculation
ExtkXΓ(OEi ,OEi)
∼=
{
C if k = 0, 2
0 otherwise
occuring on the surface XΓ (which uses that the normal bundle
of Ei ∼= P
1 ⊂ XΓ is OP1(−2)).
On the other hand, ∆1 contributes just Oπ13(∆1). Finally, one can check via a direct convolution
computation (which is simpler than the one above) that Oπ13(∆1) is actually equal to the kernel which
induces PiQi. Since O∆ induces the identity functor the commutation relation follows.
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8.2. Nakajima’s action on cohomology. The fundamental class of the variety Pi(n, n+1) induces
one of Nakajima’s Heisenberg operators on the cohomology of Hilbert schemes. The other Nakajima
operators are given by fundamental classes of the varieties
Pi(n, n+ k) = {(J0, J1) : supp(J0/J1) is supported at a single point of Ei} ⊂ X
[n]
Γ ×X
[n+k]
Γ .
Nakajima’s theorem [N1] is that fundamental classes of the Pi(n, n + k) (and their Poincare´ duals)
satisfy the defining relations of the “standard” Heisenberg generators ai(k) from section 2. However,
when k > 1 the varieties Pi(n, n + k) are singular, a fact which perhaps accounts for some of the
difficulty of lifting the Nakajima action on cohomology to K-theory. In our categorical approach, the
Heisenberg generators which are categorified are not the standard generators ai(k) but rather the
generators p
(k)
i which are categorified by the direct summands P
(k)
i of P
k
i . In other words, P
(k)
i is the
image of etriv ∈ Sk ⊂ End(P
k
i ) where etriv is the idempotent inside C[Sk] corresponding to the trivial
partition.
We do not know a direct, geometric description of the kernel which induces P
(k)
i . The only geometry
we can see is that involving Pki and the action of Sk on it. One can probably guess the support of the
kernel for P
(k)
i but it is going to be more complicated than just Pi(n, n+ k).
The difficulty in explicitly identifying P
(k)
i is probably related to the fact that it seems very hard
to categorify the standard generators ai(k). By this we mean two things. First, we do not know if
OPi(n,n+k) induce an action of the standard generators ai(k) on derived categories of coherent sheaves
(we suspect that they do not). Secondly, we do not know categorical constructions of the expressions
in section 2.2 relating the generators p
(k)
i and ai(k). Ideally, one would like some complex of functors
involving P
(k)
i which give categorify ai(k).
Remark 7. There is a graded version of this whole story, given by the equivalence
D(AΓn−gmod)←→ DCoh
C
×
(X
[n]
Γ )
where the right side is the derived category of C× equivariant sheaves. Here the action of C× on X
[n]
Γ
is induced from the diagonal action of C× on C2.
9. An abelian 2-representation of HΓ
We now describe another 2-representation of HΓ which is closely related to the 2-representation of
section 4 on ⊕nD(A
Γ
n−gmod). More precisely we replace A
Γ
n with its Koszul dual
BΓn := (B
Γ ⊗ · · · ⊗BΓ)⋊ Sn.
(The algebra BΓn can also be written in smash product notation as (B
Γ)⊗n#k[Sn].) The algebras
BΓn are superalgebras, and it turns out that the Heisenberg category HΓ acts on the module category
⊕nB
Γ
n−gmod. Moreover, this action is non-derived and is therefore, in some sense, simpler than the
action from section 4. However, we have emphasized the action in 4 because of its closer relationship
to geometry.
After recalling some basic definitions of superalgebras and modules over them, we will define all the
generating 1 and 2-morphisms. The verification of relations, which is straightforward, will be left to
the reader.
9.1. Superalgebras and supermodules. Let B be a superalgebra. A left module over B is a
supervector spaceW which is a left B module in the usual sense. A right supermodule is a supervector
space which is a right B module in the usual (non-super) sense, after ignoring the Z2 gradings on B
and on W .
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Given two superalgebras B1 and B2, we form the tensor product superalgebra B1 ⊗B2 with multi-
plication
(a⊗ b)(a′ ⊗ b′) = (−1)|b||a
′|(aa′ ⊗ bb′).
There is an isomorphism of superalgebras
B1 ⊗B2 ∼= B2 ⊗B1, a⊗ b 7→ (−1)
|a||b|b⊗ a.
If V and W are left supermodules for B1 and B2 respectively, then W1 ⊗W2 is a left supermodule
for the superalgebra B1 ⊗B2. The action of B1 ⊗B2 on W1 ⊗W2 is
a⊗ b · (v ⊗ w) = (−1)|b||v|(a · v)⊗ (b · w).
A morphism of left B supermodules f :W1 → W2 is a map of vector spaces such that
f(a · v) = (−1)|f ||a|f(v), v ∈ W1, a ∈ B.
Here |f | is the degree of f considered as a map of super vector spaces. In contrast, a morphism of right
B supermodules g :W1 →W2 is a map of vector spaces such that
g(v · a) = g(v) · a, v ∈W1, a ∈ B.
Note there is no sign here.
If f : W1 → W2 is a morphism of left B1 supermodules and g : W
′
1 → W
′
2 is a morphism of left B2
supermodules, then we write f ⊗ g as the induced morphism of left B1 ⊗B2 modules
(f ⊗ g) :W1 ⊗W
′
1 −→W2 ⊗W
′
2.
Explicitly, we have
(36) (f ⊗ g)(v ⊗ w) = (−1)|g||v|f(v)⊗ g(w).
A (B1, B2) superbimoduleW is a left B1 supermodule which is a right B2 supermodule for the same
grading, such that
a · (v · b) = (a · v) · b.
A morphism of superbimodules is a map which is a morphism of left and right supermodules. For the
remainder of this section, all objects will be assumed super though we will often omit writing the prefix
“super” from discussions of algebras, modules and bimodules.
9.2. The algebras BΓn . Recall the algebra
BΓn := (B
Γ ⊗ · · · ⊗BΓ)⋊ Sn,
which is the Koszul dual of AΓn. B
Γ
n contains both k[Sn] and B
Γ⊗n as subalgebras, and the action of
Sn on B
Γ⊗n is by superpermutations: if sk ∈ Sn is the simple transposition (k, k + 1), then
sk · (b1 ⊗ · · · ⊗ bk ⊗ bk+1 ⊗ · · · ⊗ bn) = (−1)
|bk||bk+1|b1 ⊗ · · · ⊗ bk+1 ⊗ bk ⊗ · · · ⊗ bn.
9.3. Functors P and Q. Consider the natural inclusion BΓn →֒ B
Γ
n+1. We let P
Γ(n) and (n)QΓ denote
BΓn+1{1} and B
Γ
n+1 thought of as a (B
Γ
n+1, B
Γ
n) bimodule and (B
Γ
n , B
Γ
n+1) bimodule respectively.
Now k[Sn+1] is a flat k[Sn] module where the module structure is defined via the natural inclusion
k[Sn]→ k[Sn+1]. Subsequently B
Γ
n+1 is a flat B
Γ
n module. It follows that we can define functors
P(n) : BΓn−gmod −→ B
Γ
n+1−gmod and (n)Q : B
Γ
n+1−gmod −→ B
Γ
n−gmod
between abelian categories (instead of derived categories) using
P(n)(·) := PΓ(n)⊗BΓn (·) and (n)Q(·) := (n)Q
Γ ⊗BΓ
n+1
(·).
As before we usually omit the (n) to simplify notation.
9.4. Natural Transformations.
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9.4.1. Definition of X. For any n ≥ 1 there is an inclusion BΓ1 →֒ B
Γ
n given by sending an element of
BΓ1 to the last factor of the product
a 7→ (1⊗ 1⊗ · · · ⊗ 1⊗ a) ∈ BΓn .
The image of this inclusion supercommutes with the subalgebra BΓn−1 ⊂ B
Γ
n . We henceforth consider
BΓ1 as a subalgebra of B
Γ
n via this embedding. For homogeneous b ∈ B
Γ
1 we define
X(b) : BΓn −→ B
Γ
n w 7→ (−1)
|w||b|wb
using right multiplication by b ∈ BΓ1 ⊂ B
Γ
n .
The map X(b) is a map of (BΓn , B
Γ
n−1) bimodules. We thus get a well-defined natural transformation
X(b) : P −→ P{deg b}.
9.4.2. Definition of T . Notice that PP : BΓn−gmod → B
Γ
n+2−gmod is induced by the (B
Γ
n+2, B
Γ
n)
bimodule
BΓn+2{1} ⊗BΓn+1 B
Γ
n+1{1}
∼= BΓn+2{2}.
So to define a degree zero map T : PP → PP we need a map BΓn+2 → B
Γ
n+2 of (B
Γ
n+2, B
Γ
n) bimodules.
For this we use w 7→ wtn+1 where tn+1 is the simple transposition (n + 1, n + 2) ∈ Sn+2. Since tn+1
commutes with the subalgebra BΓn ⊂ B
Γ
n+2 this gives a well defined map of (B
Γ
n+2, B
Γ
n) bimodules.
9.4.3. Definition of adj : QP→ id{−1}. The identity functor on BΓn−gmod is given by tensoring with
the (BΓn , B
Γ
n) bimodule B
Γ
n . On the other hand, QP is induced by the bimodule
BΓn+1 ⊗BΓn+1 B
Γ
n+1{1}.
As a (BΓn , B
Γ
n) bimodule, this is generated by the subalgebra B
Γ
1 and the element sn (so any (B
Γ
n , B
Γ
n)
bimodule map is determined by where it sends BΓ1 and sn). We define a (B
Γ
n , B
Γ
n) bimodule map
BΓn+1 ⊗BΓn+1 B
Γ
n+1 → B
Γ
n{−2}
by sn 7→ 0, 1 7→ 0, v1 7→ 0, v2 7→ 0, and ω = v1 ∧ v2 7→ 1 where {1, v1, v2, v1 ∧ v2} is the standard basis
of BΓ1 . This induces a map QP→ id{−1}.
9.4.4. Definition of adj : PQ→ id{1}. The algebra multiplication
BΓn+1 ⊗BΓn B
Γ
n+1 → B
Γ
n+1 a⊗ b 7→ ab
is a map of (BΓn+1, B
Γ
n+1) bimodules and induces the map adj : PQ −→ id{1}.
9.4.5. Definition of adj : id → PQ{1}. The functor PQ{1} is induced by the (BΓn+1, B
Γ
n+1) bimodule
BΓn+1 ⊗BΓn B
Γ
n+1{2}. Now any (B
Γ
n+1, B
Γ
n+1) bimodule map from B
Γ
n+1 to this bimodule is determined
by the image of 1 ∈ BΓn+1. Moreover, an element b ∈ B
Γ
n+1 ⊗BΓn B
Γ
n+1 can be in the image of 1 under
such a bimodule map if and only if b is a Casimir element of BΓn+1 ⊗BΓn B
Γ
n+1 (i.e. if and only if
yb = (−1)|b||y|by for all y ∈ BΓn+1).
We define the bimodule map BΓn+1 −→ B
Γ
n+1 ⊗BΓn B
Γ
n+1{2} by 1 7→ b0 where
b0 =
∑
b∈B
n+1∑
i=1
si . . . snb
∨ ⊗ bsn . . . si.
where B is our basis of BΓ1 ⊂ B
Γ
n+1 and (by convention) si . . . sn = sn . . . si = 1 when i = n+ 1 in the
summation above. We leave it to the reader to check that b0 is a Casimir element. This map induces
adj : id→ PQ{1}.
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9.4.6. Definition of adj : id→ QP{−1}. The functor QP{−1} is induced by the (BΓn , B
Γ
n) bimodule
BΓn+1 ⊗BΓn+1 B
Γ
n+1
∼= BΓn+1.
The natural inclusion of BΓn as a subalgebra of B
Γ
n+1 is a map of (B
Γ
n , B
Γ
n) bimodules and defines
adj : id −→ QP{−1}.
9.5. The abelian 2-representation. The following is the analogue of Theorem 2.
Theorem 3. The functors P and Q together with natural transformations X,T , and adj defined above
give a categorical action of HΓ on the abelian category ⊕nB
Γ
n−gmod.
The proof of the above theorem is analogous to the proof of Theorem 2 but easier since none of the
functors or natural transformations are derived (in other words, there are no complexes involved and
nowhere does one need to take resolutions).
9.6. Relation to wreath products k[Γn ⋊ Sn]. The algebra k[Γ
n ⋊ Sn] embeds as a subalgebra
(concentrated in degree zero) of BΓn . This embedding gives rise to induction and restriction functors
Indn : k[Γ
n ⋊ Sn]−gmod→ B
Γ
n−gmod
Resn : B
Γ
n−gmod→ k[Γ
n ⋊ Sn]−gmod
between categories of finite dimensional (over k) graded (super) modules. These functors are (up to
shift) left and right adjoint to each other.
Denote by K0(k[Γ
n⋊Sn]) and K0(B
Γ
n) the complexified Grothendieck groups of these categories and
by KP (k[Γ
n ⋊ Sn]]) and KP (B
Γ
n) the subgroups generated by projective modules. Of course, since the
characteristic of k is zero all k[Γn⋊Sn] modules are projective and K0(k[Γ
n⋊Sn]) = KP (k[Γ
n⋊Sn]).
At the same time k[Γn ⋊ Sn] is also a quotient of B
Γ
n via the surjection which kills all elements of
positive degree. This surjection induces an extension by zero functor
exn : k[Γ
n ⋊ Sn]−gmod −→ B
Γ
n−gmod
whose left adjoint is the functor
ssn : B
Γ
n−gmod −→ k[Γ
n ⋊ Sn]−gmod
which takes a BΓn module to its maximal semisimple quotient considered naturally as a k[Γ
n ⋊ Sn]
module. These functors have the following properties:
• the functors Resn and exn induce isomorphisms K0(B
Γ
n)
∼= K0(k[Γ
n ⋊ Sn])
• the functors Indn and ssn induce isomorphisms KP (B
Γ
n)
∼= KP (k[Γ
n ⋊ Sn])
The functor ssn does not have finite homological dimension so we restrict to the projective Grothendieck
group in the second isomorphism. Therefore, as a corollary to Theorem 3 we obtain the following:
Corollary 2. The Heisenberg algebra hΓ acts on ⊕nK0(k[Γ
n ⋊ Sn]) and on ⊕nKP (k[Γ
n ⋊ Sn]).
This recovers a theorem of Frenkel-Jing-Wang from [FJW1]. However, this action does not appear
to come from a categorical action of HΓ on the categories ⊕nk[Γ
n ⋊ Sn]−gmod (in part because
the 2-morphisms in HΓ have non-trivial gradings). Indeed the functors constructed in [FJW1] give
rise to a non-deformed Heisenberg algebra action (given by setting t = 1 in the definition of hΓ) on
⊕nK0(k[Γ
n ⋊ Sn]).
In [FJW2] Frenkel-Jing-Wang obtain quantum Heisenberg actions by replacing Γ with Γ×k×. This
corresponds to considering graded versus ungraded AΓn-modules in this section as well as Section 4.
10. Other remarks and open problems
We would like to end by making some general remarks and discussing what we consider to be some
interesting unanswered questions.
48 SABIN CAUTIS AND ANTHONY LICATA
10.1. Relationship to Khovanov’s Heisenberg categorification and work of Shan-Vasserot.
Our 2-categoryHΓ takes as its input data the embedded finite subgroup Γ ⊂ SL2(C), and the definition
ofHΓ can be generalized to an arbitrary embedded finite group Γ ⊂ SLn(C). The associated Heisenberg
2-category will then act naturally on ⊕nD(A
Γ
n−mod) where A
Γ
n is defined as above except that now V
is the standard representation of SLn(C). In fact, such a construction already makes sense when Γ is
trivial and V = 0. In this case the definition of the associated Heisenberg category is due to Khovanov
[K].
In Khovanov’s construction, like ours, the 1-morphisms are generated by two elements P and Q
which are biadjoint up to shift. The difference appears in the structure of 2-morphisms. Here the roˆles
of Γ and V become apparent. In particular, our categories inherit a non-trivial Z grading from the
natural grading on the exterior algebra Λ∗(V ). This grading makes the Grothendieck group of HΓ into
a Z[t, t−1] module which categorifies a quantum deformation of the Heisenberg algebra.
It would be interesting to formulate a deeper relationship between our categorification and his.
One possible source for such a relationship comes from the representation theory of Hecke algebras
at roots of unity. In particular, in [LS] the second author, together with Alistair Savage, defined a
q-deformation of Khovanov’s Heisenberg categorification, recovering Khovanov’s definition at q = 1.
At roots of unity, the Grothendieck group of the categorification of [LS] changes. Moreover, if q = e
2pii
k ,
the associated Heisenberg category acts on
⊕
n≥0Hn(q)−mod where Hn is the Hecke algebra of the
symmetric group Sn. The category
⊕
n≥0Hn(q)−mod was used earlier by Ariki to categorify the basic
representation of the affine Lie algebra ŝlk [A]. From this point of view, it is tempting to conjecturally
identify Khovanov’s Heisenberg categorification (after deforming as in [LS] and setting q = e
2pii
k ) with
a categorification of the principal Heisenberg subalgebra of the affine Lie algebra ŝlk.
On the other hand, in [CL] we describe a precise relationship between HΓ where Γ = Z/kZ is cyclic
and the quantum affine algebra ŝlk. Namely, H
Γ categorifies the homogeneous Heisenberg subalgebra
of ŝlk. Thus, at least in type A, a concrete relationship between our categorification and Khovanov’s
might come from the 2-representation theory of the affine Lie algebra ŝlk.
More recently, categorical Heisenberg actions have also appeared in the theory of cyclotomic rational
double affine Hecke algebras (rDAHA). In [ShV], Shan and Vasserot describe certain induction and
restriction functors between these rDAHAs which are also defined using a cyclic subgroup Γ ⊂ SL2(C).
In fact, these rDAHAs are deformations of our algebras AΓn so the existence of a Heisenberg action
should not be entirely surprising.
On the other hand, as far as we understand, Shan and Vasserot do not compute the categorical
commutator relations between their P and Q (they only know the commutator relation at the level of
Grothendieck groups). Moreover, the type of Heisenberg they seem to get is a higher level version of
Khovanov’s. This means that they have generators P and Q (but no Pi and Qi for i ∈ IΓ) with [P,Q]
equal to several copies of the identity.
After passing to the Grothendieck group their Heisenberg corresponds to the diagonal Heisenberg
inside ĝlk whereas in this paper we consider the homogeneous Heisenberg inside ŝlk. These two com-
bine to give the homogeneous Heisenberg inside ĝlk. So it is likely that the construction in [ShV] is
complementary to our work.
There is a large amount of work still to be done in this area and we are happy to bring to the attention
of the reader the problem of relating all the various categorical appearances of the Heisenberg algebra.
10.2. Relation to Kac-Moody 2-categories U(g). When g is the affine Lie algebra associated to Γ
we expect a direct relationship between the 2-categories HΓ and U(g). This expectation is motivated
by the existence of two presentations of the affine Lie algebra U(g), one as an extension of the loop
algebra of the corresponding finite dimensional Lie algebra and one as a Kac-Moody Lie algebra.
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These two presentations should have two distinct categorifications. The 2-categories U(g) from
[KL3, R] categorify the Kac-Moody presentation. A second “loop categorification” should come from
combining the 2-category associated with the finite dimensional Lie algebra with our Heisenberg 2-
categoryHΓ. One would like an equivalence between these categorifications which lifts the isomorphism
between the two different presentations. We will study such a relationship in [CL].
10.3. Degenerate affine Hecke algebras. In HΓ we will also use hollow dots as shorthand for
drawing right-twist curls. Subsequently we obtain the following relations.
i
j =
i
j
i
i =
i
i
where i, j ∈ IΓ are joined by an edge. The hollow dots have an interesting “affine Hecke” type relation
with crossings:
iiiiiii i
= + +
iiiiiii i
= + +
jijii j
= + ǫij
jijii j
= + ǫij
These relations are similar to the relations in the degenerate affine Hecke algebra of the symmetric
group and its wreath products, which suggests that the endomorphism algebra of Pni (or more generally
the endomorphism algebra of Pn1i1 . . . P
nk
ik
) is an interesting algebraic object in its own right. It is
perhaps worthwhile to express at least one of these algebras in more standard algebraic notation.
We thus define the graded k-algebra Hni as follows. The generators of H
n
i are elements yk, zk for
k = 1, . . . , n and tl for 1 ≤ l ≤ n− 1 where
deg(yk) = deg(zk) = 2 and deg(tl) = 0.
The relations are as follows. Firstly, the {tl}
n−1
l=1 generate a subalgebra isomorphic to the group algebra
k[Sn] of the symmetric group, with tl equal to the simple transposition (l, l+1). The {yk}
n
k=1 generate
a symmetric algebra Sym(y1, . . . , yn), and {zk}
n
k=1 generate an exterior algebra Λ(z1, . . . , zn). The
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remaining relations are
ykzl = zlyk for all k, l
tkyl = yltk for l 6= k, k + 1,
tkzl = zltk for l 6= k, k + 1,
tkzk+1 = zktk,
tkzk = zk+1tk,
tkyk+1 = yktk + zk + zk+1,
yk+1tk = tkyk + zk + zk+1.
Note that there is a natural map of k-algebras Hni −→ EndHΓ(P
n
i ) taking tk to a crossing between
the k and k+1st strands, yk to a hollow dot on the kth strand, and zk to a solid dot on the kth strand.
Conjecture 1. The natural map of k-algebras Hni −→ EndHΓ(P
n
i ) is injective.
Remark 8. In section 9 the functor Pn is induced by the (BΓk , B
Γ
k+n) bimodule B
Γ
n+k{n}. Then it
is clear from the above definitions of X(a) and T that the map b ∈ BΓn acts on B
Γ
n+k{n} by right
multiplication. Subsequently the map BΓn −→ EndHΓ(P
n) is injective. When Γ is cyclic (i.e. when
HΓ and H
Γ agree), this means that the subalgebra of Hni generated by the t’s and z’s injects into
EndHΓ(P
n
i ).
The more complicated part of the conjecture above involves the hollow dots, which generate a com-
mutative subalgebra of EndHΓ(P
n). Under the analogy between Hni and the degenerate affine Hecke
algebra, it is natural to consider the image of hollow dots in representations of HΓ as “Jucys-Murphy
elements”. We refer the reader to [K] for a related discussion where the algebra BΓn is replaced by the
group algebra k[Sn] of the symmetric group, in which case the algebra H
n
i is replaced by the degenerate
affine Hecke algebra.
The space of 2-morphisms End(id) from the empty diagram to itself is spanned by closed diagrams.
Moreover, since one can slide closed diagrams past vertical lines, one can assume that all closed com-
ponents appear to the right of all components with boundary. On the other hand, any closed diagram
acts naturally on any space of 2-morphisms in HΓ, since closed diagrams can be added to the right of a
2-morphism to produce a new 2-morphism with the same source and target. A more ambitious version
of Conjecture 1 is that, up to the action of End(id), all endomorphisms of Pni come from the algebra
Hni :
Conjecture 2. The natural map Hni ⊗k EndHΓ(id) −→ EndHΓ(P
n
i ) is an isomorphism.
10.4. The structure of EndHΓ(id). Conjecture 2 reduces the problem of understanding EndHΓ(P
n
i )
to the problem of understanding EndHΓ(id). An element of EndHΓ(id) can be simplified to a linear
combination of unions of disjoint, oriented circles containing solid and hollow dots. In fact, with a
little manipulation one can also write any counterclockwise oriented circle as a linear combination of
products of clockwise oriented circles.
Notice that if you have a circle labeled by i ∈ I with a solid dot then you can split the dot into
two solid dots corresponding to maps Pi → Pj〈1〉 → Pi〈2〉 where i, j ∈ I are joined by an edge in the
Dynkin diagram. Moving one of the dots around the other side and joining back the two dots gives
a circle labeled j with a solid dot. Thus it is clear that the label on a circle containing a solid dot is
irrelevant.
For i ∈ I and k ∈ N let
• cik be a clockwise circle labeled i containing exactly k hollow dots, and
• ck denote a clockwise circle containing one solid dot and k hollow dots (the labeling of the
circle ck is not important by the observation above).
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Notice that deg(cik) = 2k + 2 and deg(ck) = 2k + 4.
Conjecture 3. EndHΓ(id) is isomorphic to the symmetric algebra freely generated by {c
i
k}k≥0,i∈I and
{ck}k≥0.
10.5. Hochschild cohomology of Hilbert schemes. Let us work over k = C. Our categorical
action of HΓ on ⊕nDCoh(X
[n]
Γ ) gives a degree preserving map of rings
(37) EndHΓ(idn)→ HH
∗(X
[n]
Γ )
where idn is the identity functor of the region labeled by n ∈ Z and HH
∗ denotes the Hochschild
cohomology. Unfortunately, this map is neither injective nor surjective. For example, HH1(XΓ) is
nonzero because XΓ carries nontrivial vector fields but EndHΓ(idn) is zero in odd degrees.
On the other hand, one can consider “cyclotomic quotients” of EndHΓ(idn) much like those of
quiver Hecke algebras considered in [KL1, KL2, KL3, R]. For example, one such quotient EndHΓ(idn)
is defined as the quotient by the ideal generated by diagrams which containing a region labeled by an
integer n < 0.
Example. EndHΓ(id0) ∼= C essentially because any counterclockwise circle is zero or the indentity
and any other diagram will contain a region labeled by some n < 0.
Example. Likewise we have
EndHΓ(id1) ∼=

C in degree 0, 4
C|Γ| in degree 2
0 in all other degrees
where the degree two maps are spanned by clockwise circles labeled some i ∈ IΓ. The product of any
two such circles is equal to a clockwise circle containing a solid dot (this spans the space of degree 4
maps).
The map (37) factors through EndHΓ(idn). One would like to know if the resulting morphism has
any interesting properties. Likewise, one can ask this same question if you replace DCoh(X
[n]
Γ ) by the
category BΓn−gmod from section 9.
Appendix A. The case Γ = Z2
The case Γ = Z2 differs slightly from other non-trivial Γ ⊂ SL2(C) and the main definitions in the
body of the paper need to be modified slightly. We collect the appropriate definitions for Γ = Z2 in
this section. Having made these definitions all of the results and proofs in the body of the paper carry
over to Γ = Z2 without difficulty.
The vertex set IZ2 = {0, 1} consists of the two distinct isomorphism classes of representations of Z2,
the trivial representation and the sign representation. The quantum Cartan matrix CZ2 is the matrix
with entries 〈i, j〉 indexed by i, j ∈ IZ2 given by
〈i, j〉 =
{
t+ t−1 if i = j
−2 if i 6= j.
The Heisenberg algebra hZ2 is the unital infinite dimensional k[t, t
−1] algebra with generators p
(n)
i , q
(n)
i
for i ∈ IZ2 and integers n ≥ 0, with relations
p
(n)
i p
(m)
j = p
(m)
j p
(n)
i and q
(n)
i q
(m)
j = q
(m)
j q
(n)
i for any i, j ∈ IZ2
q
(n)
i p
(m)
j =
{∑
k≥0[k + 1]p
(m−k)
i q
(n−k)
i if i = j
p
(m)
j q
(n)
i + 2p
(m−1)
j q
(n−1)
i + p
(m−2)
j q
(n−2)
i if i 6= j.
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The definition of the 2-category H′
Z2
is the same as before (and HZ2 is still defined as the Karoubi
envelope of H′
Z2
).
On the other hand, H′
Z2 is slightly different. We fix an orientation ǫ of the Dynkin diagram. Since
there are two edges connecting the two vertices i and j we describe the orientation ǫ by two functions
ǫij(0) and ǫij(1). More precisely, ǫij(0) = ±1 depending on whether the first edge is oriented from i to
j or from j to i. Similarly, ǫij(1) describes the orientation of the second edge.
As in the case Γ 6= Z2 the objects of H
′Z2 are indexed by the integers Z while the 1-morphisms are
generated by Pi and Qi (i ∈ IZ2).
The space of 2-morphisms is the k-algebra generated by suitable planar diagrams modulo local
relations. As before, the diagrams consist of oriented compact one-manifolds immersed into the plane
strip R× [0, 1] (possibly with crossings) modulo isotopies fixing the boundary.
Each such strand is labeled by some i ∈ IZ2 . It can carry a solid dot as before which represents a
map X : Pi → Pi〈2〉. These ii dots move freely on strands and through crossings just as in the case
Γ 6= Z2.
The main difference is that the strands now also carry a hollow rectangle (see below). More precisely,
corresponding to each of the two edges in the Dynkin diagram connecting vertices i and j there is a
2-morphism X : Pi → Pj〈1〉 (one denoted by the solid dot and the other by the hollow rectangle).
i
j
i
j
These dots and rectangles are also allowed to move freely along the one-manifold along cups and caps
and through crossings. Dots or rectangles on distinct strands anticommute when they move past each
other relative to the vertical. The relations which govern compositions are as follows:
(38) i
j
i
= ǫij(0)
i
i
i
j
i
= ǫij(1)
i
i
i
j
i
=
i
j
i
= 0.
Also, the composition of an ii dot with any other dot or rectangle is zero.
Next, we have the same relations (27) and (28) as well as (30). The only more interesting relation
is (29) which is replaced by
(39) i
j
=
i j
− ǫij(0)
i j
i j
− ǫij(1)
i j
i j
Finally, we assign a Z grading on the space of planar diagrams like before. In particular, we define
the degree of both an ij dot and an ij rectangle to be one when i 6= j and the degree of an ii dot to
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be two. Equipped with these assignments all the graphical relations are graded, providing a Z grading
on H′Z2 . We then define HZ2 to be the Karoubi envelope of H′Z2 .
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