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Abstract
We propose a hybridizable discontinuous Galerkin (HDG) method to approximate the so-
lution of a tangential Dirichlet boundary control problem for the Stokes equations with an L2
penalty on the boundary control. The contribution of this paper is twofold. First, we obtain
well-posedness and regularity results for the tangential Dirichlet control problem on a convex
polygonal domain. The analysis contains new features not found in similar Dirichlet control
problems for the Poisson equation; an interesting result is that the optimal control has higher
local regularity on the individual edges of the domain compared to the global regularity on the
entire boundary. Second, under certain assumptions on the domain and the target state, we
prove a priori error estimates for the control for the HDG method. In the 2D case, our theoretical
convergence rate for the control is superlinear and optimal with respect to the global regularity
on the entire boundary. We present numerical experiments to demonstrate the performance of
the HDG method.
1 Introduction
Let Ω ⊂ Rd (d = 2, 3) be a Lipschitz polyhedral domain with boundary Γ = ∂Ω. For a given target
state yd, we consider the following unconstrained Dirichlet boundary control problem for the Stokes
equations:
min
u∈U
J(u), J(u) :=
1
2
‖y − yd‖2L2(Ω) +
γ
2
‖u‖2U , (1.1)
subject to
−∆y +∇p = f in Ω,
∇ · y = 0 in Ω,
y = u on Γ,∫
Ω
p = 0,
(1.2)
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where U ⊂ L2(Γ) is the control space and γ > 0 is a fixed constant.
Control of fluid flows modeled by the Stokes or Navier-Stokes equations is an important and
active area of interest. After the pioneering works by Glowinski and Lions [26] and Gunzburger
[25,33–38], many important developments have been made both theoretically and computationally
in the past decades. For an extensive body of literature devoted to this subject we refer to,
e.g., [3, 4, 7, 9, 11, 23, 24, 39, 40, 50, 55, 62, 65, 70–72] and the references therein. Despite the large
amount of existing work on numerical methods for fluid flow control problems, we are not aware of
any contributions to the analysis and approximation of the tangential Stokes Dirichlet boundary
control problem. Work on this problem is an essential step towards the analysis and approximation
of similar Dirichlet boundary control problems for the Navier-Stokes equations and other fluid flow
models.
In this work, we focus on the case where the control acts tangentially along the boundary
through a Dirichlet boundary condition. This scenario has broad applications to optimal mixing
and heat transfer problems. Omari and Guer in [60] conducted a numerical study of the effect
of wall rotation on the enhancement of heat transport in the whole fluid domain. Gouillart et al.
in [29–31, 68] studied in detail this crucial effect of moving wall on the mixing efficiency for the
homogenization of concentration in a 2D closed flow environment. These problems naturally lead
to the study of tangential boundary control and optimization of fluid flows. Recently, Hu and Wu
in [41–43,49] provided rigorous mathematical approaches for optimal mixing and heat transfer via
an active control of Stokes and Navier-Stokes flows through Navier slip boundary conditions. Other
tangential boundary control problems for fluid flows have been considered by Barbu, Lasiecka and
Triggiani [5, 6, 53, 54] and Osses [61]. However, the authors are not aware of any existing work on
approximation and numerical analysis for these problems.
Discontinuous Galerkin (DG) methods are widely used for fluid flow problems, since they can
capture shocks and large gradients in solutions. However, most existing DG methods are commonly
considered to have a major drawback: the memory requirement and computational cost of DG
methods are typically much larger than the standard finite element method.
Hybridizable discontinuous Galerkin (HDG) methods were proposed by Cockburn et al. in
[16] as an improvement of traditional DG methods. The HDG methods are based on a mixed
formulation and utilize a numerical flux and a numerical trace to approximate the flux and the
trace of the solution. The approximate flux and solution variables can be eliminated element-by-
element. This process leads to a global equation for the approximate boundary traces only. As
a result, HDG methods have significantly less globally coupled unknowns, memory requirement,
and computational cost compared to other DG methods. Furthermore, HDG methods have been
successfully applied to flow problems [14, 17, 18, 58, 64, 69], distributed optimal control problems
[46,48,73], and Dirichlet boundary control problems [44,45,47].
For the Stokes tangential Dirichlet boundary control problem considered here, the Dirichlet
boundary data u ∈ L2(Γ) takes the form u = uτ , where u is the control and τ is the unit
tangential vector to the boundary. Formally, the optimal control u ∈ L2(Γ) and the optimal state
2
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y ∈ L2(Ω) minimizing the cost functional satisfy the optimality system
−∆y +∇p = f in Ω, (1.3a)
∇ · y = 0 in Ω, (1.3b)
y = uτ on Γ, (1.3c)
−∆z −∇q = y − yd in Ω, (1.3d)
∇ · z = 0 in Ω, (1.3e)
z = 0 on Γ, (1.3f)
∂nz = γuτ on Γ. (1.3g)
We use an HDG method to approximate the solution of a mixed formulation of this optimality
system. To do this, we first analyze the control problem for 2D convex polygonal domains in
Section 2. We give precise meaning to the state equation (1.3a) for Dirichlet boundary data
in L2(Γ), and prove well-posedness and regularity results for the optimality system (1.3). The
theoretical results for this problem share some similarities to results for Dirichlet boundary control
of the Poisson equation on a 2D convex polygonal domain [1]; however, there are new components
to the analysis due to the mixed formulation and the regularity results for Stokes equations on
polygonal domains [20]. An interesting feature of our theoretical results is that the optimal control
has higher local regularity (on each boundary edge) than global regularity (on the entire boundary
Γ). This higher local regularity for the optimal control is not present for Dirichlet boundary control
of the Poisson equation; furthermore, as we discuss below, this phenomenon may have an effect on
the convergence rates of the approximate solution.
For the HDG method, we use polynomials of degree k + 1 to approximate the velocity y and
dual velocity z, and polynomials of degree k ≥ 0 for the fluxes L = ∇y and G = ∇z, pressure p
and dual pressure q. Moreover, we also use polynomials of degree k to approximate the numerical
trace of the velocity and dual velocity on the edges of the spatial mesh, which are the only globally
coupled unknowns. We describe the HDG method and its implementation in detail in Section 3.
In Section 4, we prove a superlinear rate of convergence for the control in 2D under certain
assumptions on the largest angle of the convex polygonal domain and the smoothness of the desired
state yd. Similar superlinear convergence results for Dirichlet boundary control of the Poisson
equation have been obtained in [2, 13, 28, 44, 45, 47]. To give a specific example of our results, for
a rectangular 2D domain, yd ∈ H2(Ω), and k = 1, we obtain the following a priori error bounds
for the velocity y, adjoint velocity z, their fluxes L and G, pressure p and dual pressure q and the
optimal control u:
‖y − yh‖0,Ω = O(h3/2−ε), ‖L− Lh‖0,Ω = O(h1−ε), ‖p− ph‖0,Ω = O(h1−ε),
‖z − zh‖0,Ω = O(h3/2−ε), ‖G−Gh‖0,Ω = O(h3/2−ε), ‖q − qh‖0,Ω = O(h3/2−ε),
and
‖u− uh‖0,Γ = O(h3/2−ε),
for any ε > 0. The rate of convergence for the control u is optimal in the sense of the maximal global
regularity of the control u ∈ H3/2−ε(Γ). However, the numerical results presented in Section 5 show
higher convergence rates than the rates predicted by our numerical analysis; this phenomenon might
be caused by the higher local regularity of the optimal control mentioned above. The numerical
convergence rates observed here are different than typical numerical results for Dirichlet boundary
control of the Poisson equation.
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We emphasize that the HDG method in this work is usually considered to be a superconvergent
method. Specifically, if polynomials of degree k ≥ 1 are used for the numerical trace and the
solution of the PDEs is smooth enough, then O(hk+2) error estimates can be obtained for the state
variable; see, e.g., [48,63,64]. Hence, from the viewpoint of globally coupled degrees of freedom, this
method achieves superconvergence for the scalar variable. For Dirichlet boundary control problems,
to obtain the superlinear convergence rate, one usually needs a superconvergence mesh or higher
order elements for the standard finite element method, see, e.g., [2,22]. However, the HDG method
considered here achieves the superlinear convergence rate without any special considerations.
In the second part of this work [27], we complete the numerical analysis of this HDG method
for low regularity solutions of the optimality system. Specifically, we remove the assumptions made
here on the boundary angles and the regularity of the target state. In this more general scenario,
the flux L and the pressure p may not have a well-defined L2 boundary trace and we perform a
nonstandard HDG error analysis based on the techniques from [44] to establish the low regularity
convergence results.
2 Analysis of the Tangential Dirichlet Control Problem
To begin, we set notation and prove some fundamental results concerning the optimality system
for the control problem in the 2D case. In this section, we assume the forcing f in the Stokes
equations (1.2) is equal to zero; if the forcing is nonzero, then it can be eliminated using the
technique in [1, pg. 3623].
Throughout the paper, we use the standard notation Hm(Ω) to denote the Sobolev space
with norm ‖ · ‖m,Ω and seminorm | · |m,Ω. Set Hm(Ω) = [Hm(Ω)]d×d, Hm(Ω) = [Hm(Ω)]d and
H10 (Ω) = {v ∈ H1(Ω) : v = 0 on Γ}. We denote the L2-inner products on L2(Ω), L2(Ω), L2(Ω)
and L2(Γ) by
(L,G)Ω =
d∑
i,j=1
∫
Ω
LijGij , (y, z)Ω =
d∑
j=1
∫
Ω
yjzj ,
(p, q)Ω =
∫
Ω
pq, 〈y, z〉Γ =
d∑
j=1
∫
Γ
yjzj .
Define the space H(div; Ω) as
H(div,Ω) = {K ∈ L2(Ω) : ∇ ·K ∈ L2(Ω)}.
Also, we define L20(Ω) as
L20(Ω) =
{
p ∈ L2(Ω) : (p, 1)Ω = 0
}
.
Let 〈·, ·〉Γ denote the inner product in L2(Γ) and let [·, ·]Γ denote the duality product between
H−s(Γ) and Hs(Γ) for 0 ≤ s < 3/2, where Hs(Γ) denotes the space of traces of Hs+1/2(Ω) for
0 < s < 3/2. (For 1/2 ≤ s < 3/2 it is the subspace of Πmi=1Hs(Γi) satisfying certain compatibility
conditions on the corners; see [32, Theorem 1.5.2.8]. For s = 3/2, this definition would lead to
ambiguities.) Following [66, Section 2.1] we introduce the spaces
V s(Ω) = {y ∈Hs(Ω) : ∇ · y = 0, [y · n, 1]Γ = 0}, for s ≥ 0,
V s0 (Ω) = {y ∈Hs(Ω) : ∇ · y = 0, y = 0 on Γ}, for s > 1/2,
V s(Γ) = {u ∈Hs(Γ) : 〈u · n, 1〉Γ = 0}, for 0 ≤ s < 3/2.
4
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For −3/2 < s < 0, V s(Γ) is the dual space of V −s(Γ). For s < −1/2, V s(Ω) is the dual space of
V −s0 (Ω) and for −1/2 ≤ s < 0, V s(Ω) is the dual space of V −s(Ω).
Consider a target state yd ∈ H, where H ↪→ V 0(Ω) is a function space that will be specified
later, and a Tykhonov regularization parameter γ > 0. Consider also a space U ↪→ V 0(Γ). We are
interested in the optimal control problem
min
u∈U
J(u) =
1
2
‖yu − yd‖2H +
γ
2
‖u‖2U , (P)
where yu ∈ V 0(Ω) is the unique solution in the transposition sense of the Stokes system (see
Definition 2.3 below)
−∆y +∇p = 0 in Ω,
∇ · y = 0 in Ω,
y = u on Γ,
(p, 1)Ω = 0.
(2.1)
Different choices of the spaces H and U appear in the related literature for Dirichlet control of
Stokes and Navier-Stokes equations. In the early reference [34], H = L4(Ω) and U = V 1(Γ). The
natural space for the controls to obtain a variational solution of the state equation (2.1) is V 1/2(Γ).
This is the choice in [21]. In that work, nevertheless, the Tykhonov regularization is done in the
norm of L2(Γ). To prove existence of solution, the tracking is done in the space H = V 1(Ω). In
the reference [50], the authors work in a smooth domain with H = V 0(Ω) and U = V 0(Γ). This
choice involves a harder analysis, but leads to an optimality system easier to handle. In polygonal
domains, this approach leads to optimal controls that are discontinuous at the corners.
We assume throughout this work that the tracking term for the state is measured in the L2(Ω)
norm. We investigate the case U = {uτ : u ∈ L2(Γ)}, which corresponds to tangential boundary
control; see [5,6]. We first precisely define the concept of solution for Dirichlet data in V 0(Γ), prove
precise regularity results, and use them to introduce a mixed formulation of the problem adequate
for HDG methods.
2.1 Regularity results
The definition of very weak solution for data in V 0(Γ) was introduced in [19, Appendix A] and is
valid in convex polygonal domains; see also [67] and [50, Definition 2.1] for a similar definition for
the Navier-Stokes equations and smooth domains. Also in smooth domains, very weak solutions
can be defined for data in V −1/2(Γ); see [66, Appendix A]. We will show how to extend the
concept to problems posed on nonconvex polygonal domains for data in V s(Γ) for some negative
s. We will also prove that the optimal regularity V s+1/2(Ω) expected for the solution can be
achieved. In [56] a similar result is provided for convex polygonal domains, but only suboptimal
regularity V s+1/2−ε(Ω) for all ε > 0 is proved. We obtain a result comparable to the one given
in [66, Appendix A] for smooth domains.
Let ω denote the greatest interior angle of Γ. Following [20, Theorem 5.5], we know there
exists a number ξ = ξ(ω) ∈ (0.5, 4] that gives the maximal Hs(Ω) regularity for the problem (2.2).
This means for very smooth f and h satisfying the compatibility condition (h, 1)Ω = 0 we can
only expect that the variational solution (zf ,h, qf ,h) ∈ H10 (Ω) × L20(Ω) of the compressible Stokes
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problem
−∆z +∇q = f in Ω,
∇ · z = h in Ω,
z = 0 on Γ,
(q, 1)Ω = 0,
(2.2)
satisfies z ∈H3/2+s(Ω) and q ∈ H1/2+s(Ω) for s < ξ−1/2. This singular exponent ξ is the smallest
real part of all of the roots λ of the equation
sin2(λω)− λ2 sin2 ω
λ2(λ− 1) = 0, (2.3)
and satisfies that ω 7→ ξ is strictly decreasing, ξ > pi/ω if ω < pi, and 0.5 < ξ < pi/ω if ω > pi.
Let us denote
s∗ = min{ξ − 1/2, 1/2}.
If f ∈ L2(Ω) and h ∈ H1(Ω) such that (h, 1)Ω = 0, [20, Theorem 5.5(a)] states that for all
0 < s < s∗ = min{ξ − 1/2, 1/2}
the solution of (2.2) satisfies zf ,h ∈H3/2+s(Ω) and qf ,h ∈ H1/2+s(Ω). Moreover, we have that
‖zf ,h‖H3/2+s(Ω) + ‖qf ,h‖H1/2+s(Ω)/R ≤ C
(‖f‖Hs−1/2(Ω) + ‖h‖Hs+1/2(Ω)/R). (2.4)
Notice that although the pressure is uniquely determined as a function with the condition (q, 1)Ω =
0, the norm must be taken modulo constant functions. Another remarkable fact is that this result
holds for s < 1/2. This means, in particular, that in nonconvex domains one cannot expect in
general to have H2(Ω) regularity of z.
Remark 2.1. To obtain this H2(Ω) regularity, an additional condition must be made on the di-
vergence of z. If, e.g., h ∈ H10 (Ω), (h, 1)Ω = 0, then it follows from [20, Theorem 5.5(c)] or early
reference [52] for convex polygonal domains that the result also holds for s = s∗. In particular, in
a convex domain we have z ∈H2(Ω).
This fact was used both in [19] and in [56] to define very weak solutions in polygonal domains
using h ∈ H10 (Ω) as a test function. Although the approach works to define the transposition
solution, it leads only to suboptimal regularity results for the solution of the Dirichlet problem.
For later reference, we state the regularity result for the case h ≡ 0 in a convex domain:
Theorem 2.2. [20, Theorem 5.5(b)] Suppose Ω is convex and consider f ∈ Ht−1(Ω) for some
1 ≤ t < ξ. Then, the unique solution of the incompressible Stokes problem
−∆z +∇q = f in Ω,
∇ · z = 0 in Ω,
z = 0 on Γ,
(q, 1)Ω = 0.
(2.5)
satisfies z ∈Ht+1(Ω), q ∈ Ht(Ω) and
‖z‖H1+t(Ω) + ‖q‖Ht(Ω)/R ≤ C‖f‖Ht−1(Ω).
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Although we will pose our control problem for data in u ∈ V 0(Γ), the precise regularity results
for the state equation will follow by interpolation; therefore we need a definition of very weak
solution for data in u ∈ V −s(Γ) for 0 < s < s∗. The elements of this space do not always satisfy
a condition analogous to 〈u · n, 1〉Γ = 0, i.e., we may have [u,n]Γ 6= 0, and it is necessary to take
this into account to define a solution in the transposition sense. Following [66, Eq. (2.2)], we define
for (z, q) ∈H3/2+s(Ω)×H1/2+s(Ω), s > 0, the constant
c(z, q) =
1
|Γ| 〈q − ∂nz · n, 1〉Γ. (2.6)
This constant satisfies the relation
‖∂nz − qn‖L2(Γ)/R = ‖∂nz − qn+ c(z, q)n‖L2(Γ).
Using this fact, usual trace theory and (2.4), we have that for 0 ≤ s < 1/2
‖∂nzf ,h − qf ,h · n+ c(zf ,h, qf ,h)n‖Hs(Γ) ≤ C
(‖f‖Hs−1/2(Ω) + ‖h‖Hs+1/2(Ω)/R). (2.7)
The following definition makes sense:
Definition 2.3. Consider 0 ≤ s < s∗ and u ∈ V −s(Γ). We say yu ∈ V 0(Ω), pu ∈
(
H1(Ω)/R
)′
is
a solution in the transposition sense of (2.1) if (yu, pu) satisfy
(y,f)Ω − [p, h]Ω = [u,−∂nzf ,h + qf ,hn+ c(zf ,h, qf ,h)n]Γ, (2.8)
for all f ∈ L2(Ω) and h ∈ H1(Ω)/R such that (h, 1)Ω = 0, where (zf ,h, qf ,h) ∈ H10 (Ω) × L20(Ω) is
the unique solution of (2.2) and c(zf ,h, qf ,h) is the constant given in (2.6).
Notice that if u ∈ V 0(Γ), equation (2.8) can be written as
(y,f)Ω − [p, h]Ω = 〈u,−∂nzf ,h + qf ,hn〉Γ. (2.9)
The definition follows integrating by parts twice the equation and once the null divergence
condition. It can be written as two separate equations, one tested with f and the other one with
h, as in [50] or [66], or as single equation, cf. [19] or [67].
Next, we state a regularity result analogous to [66, Corollary A.1]. In that reference, a smooth
domain is taken into consideration and the limit cases s = −1/2 and s = 3/2 can be achieved;
however, this is not possible for polygonal domains so the cited result cannot be directly applied.
Theorem 2.4. Suppose u ∈ V s(Γ) for −s∗ < s < min{1/2 + ξ, 3/2}. Then the solution of (2.1)
satisfies
yu ∈ V s+1/2(Ω) and pu ∈
{
Hs−1/2(Ω)/R if s ≥ 1/2,(
H1/2−s(Ω)/R
)′
if s ≤ 1/2.
Moreover, the control-to-state mapping u 7→ yu is continuous from V s(Γ) to V s+1/2(Ω).
Proof. The proof follows by interpolation. The technique of proof is the same as in [66, Appendix
A] or [1, Section 2], so we will just give a sketch of the proof and check some of the details that are
different from those references.
We first do the regular case. Suppose 1/2 ≤ s < min{1/2 + ξ, 3/2}. From the definition
of V s(Γ) we know that there exists Y ∈ Hs+1/2(Ω) such that the boundary trace of Y equals
u. So we have that F = −∆Y ∈ Hs−3/2(Ω) and H = ∇ · Y ∈ Hs−1/2(Ω). By linearity, we
7
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have that yu − Y = zF ,H and pu = pF ,H , where (zF ,H , pF ,H) is the variational solution of (2.2)
for data (F , H). From [20, Theorem 5.5(a)], and using that s − 1/2 < ξ, we have then that
yu − Y ∈Hs+1/2(Ω) and pu ∈ Hs−1/2(Ω)/R, and the result follows in a straightforward way.
Consider now −s∗ < s < 0. Uniqueness follows testing (2.8) for the data u = 0 and the
pairs (yu, 0) and (0, h) for any h ∈ H1(Ω) such that (h, 1)Ω = 0; compare to [66, Theorem A.1(i)]
or [1, Theorem 2.5].
Existence follows by density arguments. Take u ∈ V 1/2(Γ), which is dense in V s(Γ). Notice
that −1/2 < −s − 1/2 < 0 and 1/2 < 1/2 − s < 1 and hence L2(Ω) is dense in H−s−1/2(Ω) and
H1(Ω) is dense in H1/2−s(Ω). Therefore, we can consider
F = {f ∈ L2(Ω) : ‖f‖H−s−1/2(Ω) = 1}
and
H = {h ∈ H1(Ω)/R : ‖h‖H1/2−s(Ω)/R = 1}
to test the norms in Hs+1/2(Γ) and
(
H1/2−s(Ω)/R
)′
respectively of the variational solution (yu, pu)
of (2.8). We obtain, using estimate (2.7),
‖yu‖Hs+1/2(Γ) = sup
f∈F
[f ,yu]H−s−1/2(Ω),Hs+1/2(Ω) = sup
f∈F
(f ,yu)Ω
= sup
f∈F
[u,−∂nzf ,0 + qf ,0n+ c(zf ,0, qf ,0)n]Hs(Γ),H−s(Γ)
≤ sup
f∈F
‖u‖Hs(Γ)‖ − ∂nzf ,0 + qf ,0n+ c(zf ,0, qf ,0)n‖H−s(Γ)
≤ C sup
f∈F
‖u‖Hs(Γ)‖f‖H−s−1/2(Ω) = C‖u‖Hs(Γ),
and
‖pu‖(H1/2−s(Ω)/R)′ = sup
h∈H
[pu, h](H1/2−s(Ω)/R)
′
,H1/2−s(Ω)/R
= sup
h∈H
[pu, h](H1(Ω)/R)′,H1(Ω)/R
= sup
h∈H
[u,−∂nz0,h + q0,hn+ c(z0,h, q0,h)n]Hs(Γ)/R,H−s(Γ)/R
≤ sup
h∈H
‖u‖Hs(Γ)‖ − ∂nz0,h + q0,hn+ c(z0,h, q0,h)n‖H−s(Γ)
≤ C sup
h∈H
‖u‖Hs(Γ)‖h‖H1/2−s(Ω)/R = C‖u‖Hs(Γ).
The above proved estimates allow us to take a sequence un in V
1/2(Γ) converging to u in V s(Γ)
and obtain yu ∈ V s+1/2(Ω) and pu ∈ (H1/2−s(Ω)/R)′ as the limits of the sequences yun and pun ;
cf. [66, Theorem A.1(ii)] or [1, Theorem 2.5].
Finally, the case 0 ≤ s < 1/2 follows by interpolation.
Remark 2.5. If u ∈ V 1/2(Γ), then the very weak solution and the variational solution are the same.
Next, we have to give some meaning to the mixed form. The main problem is that for data in
u ∈ V s(Γ), s < 1/2, the gradient of the state is not a function in L2(Ω).
We start with the regular compressible Stokes problem. Consider f ∈ L2(Ω) and h ∈ H1(Ω)
such that (h, 1)Ω = 0 and denote z = zf ,h and q = qf ,h the (variational) solution of (2.2). If we
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denote Gf ,h = ∇zf ,h ∈ L2(Ω), we have that the triplet (Gf ,h, zf ,h, qf ,h) ∈ L2(Ω)×H10 (Ω)×L20(Ω)
is the unique solution of the weak formulation
(G,T)Ω + (z,∇ · T)Ω = 0, (2.10)
(G,∇v)Ω − (q,∇ · v)Ω = (f ,v)Ω, (2.11)
−(z,∇w)Ω = (h,w)Ω, (2.12)
(q, 1)Ω = 0, (2.13)
for all (T,v, w) ∈ H(div,Ω) ×H10 (Ω) × H1(Ω). Moreover, it is clear that the regularity results
stated above for (2.2) apply and Gf ,h ∈ Hs−1/2(Ω) for 0 < s < s∗. Notice also we can define
analogously to (2.6)
c(G, q) =
1
|Γ| 〈q − (Gn) · n, 1〉Γ. (2.14)
Next we give a mixed formulation of problem (2.8) for Dirichlet data u ∈ V s(Γ) for −s∗ < s.
Definition 2.6. For −s∗ < s and u ∈ V s(Γ), we say yu ∈ V 0(Ω), Lu = ∇yu ∈ (H1(Ω))′,
pu ∈ (H1(Ω)/R)′ is a solution in the transposition sense of
−∆y +∇p = f in Ω,
∇ · y = 0 in Ω,
y = u on Γ,
if (yu,Lu, pu) satisfy
[L,T]Ω = −(y,∇ · T)Ω + [u,Tn]Γ, (2.15a)
(y,f)Ω − [p, h]Ω = [u,−Gf ,hn+ qf ,hn+ c(Gf ,h, qf ,h)n]Γ, (2.15b)
for every f ∈ L2(Ω), h ∈ H1(Ω) such that (h, 1)Ω = 0 and T ∈ H1(Ω), where (Gf ,h, zf ,h, qf ,h) ∈
L2(Ω)×H10 (Ω)× L20(Ω) is the solution of (2.10)–(2.13) for data (f , h).
The above definition simply incorporates an adequate definition for the gradient to the trans-
position solution defined in Definition 2.3. Nevertheless, this formulation is still not appropriate
to use together with (2.10)–(2.13) in the context of hybridizable discontinuous Galerkin methods.
Taking advantage of the regularity results stated in Theorem 2.4, we have Lu ∈ Hs−1/2(Ω) if
1/2 ≤ s < min{1/2 + ξ, 3/2} and Lu ∈ (H1/2−s(Ω))′ if −s∗ < s < 1/2.
So we have that if −s∗ < s < 1/2 and u ∈ V s(Γ), then there exists a unique solution
(Lu,yu, pu) ∈ (H1/2−s(Ω))′ × V 1/2+s(Ω)×
(
H1/2−s(Ω)/R
)′
of the problem
[L,T]Ω + (y,∇ · T)Ω = [u,Tn]Γ, (2.16a)
[L,Gf ,h]Ω − [p, h]Ω = 0, (2.16b)
[∇qf ,h,y]Ω = [u, qf ,hn]Γ, (2.16c)
for every f ∈ L2(Ω), h ∈ H1(Ω) such that (h, 1)Ω = 0 and T ∈ H1(Ω), where (Gf ,h, zf ,h, qf ,h) ∈⋂
t<s∗
H1/2+t(Ω)×H3/2+t(Ω)×H1/2+t(Ω)/R ↪→ H1/2−s(Ω)×H3/2−s(Ω)×H1/2−s(Ω)/R is the solution
of (2.10)–(2.13) for data (f , h).
Taking all this into account we can summarize our results in the following theorem.
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Theorem 2.7. For every u ∈ V 0(Γ), there exist a unique solution (Lu,yu, pu) ∈ (H1/2(Ω))′ ×
V 1/2(Ω)× (H1/2(Ω)/R)′ of
[L,T]Ω + (y,∇ · T)Ω = 〈u,Tn〉Γ, (2.17a)
[L,∇v]Ω − [p,∇ · v]Ω = 0, (2.17b)
[∇w,y]Ω = 〈u, wn〉Γ, (2.17c)
for all (T,v, w) ∈ H1(Ω)×⋂t<s∗H3/2+t(Ω)∩H10 (Ω)×⋂t<s∗ H1/2+t(Ω). Moreover, if u ∈ V s(Γ),
−1/2 < s < s∗, then (Lu,yu, pu) ∈ (H1/2−s(Ω))′ × V 1/2+s(Ω) ×
(
H1/2−s(Ω)/R
)′
. Finally, the
control-to-state mapping u 7→ (Lu,yu, pu) is continuous from V s(Γ) to (H1/2−s(Ω))′×V 1/2+s(Ω)×(
H1/2−s(Ω)/R
)′
for −s∗ < s < min{1/2 + ξ, 3/2}.
2.2 Well posedness and regularity of the tangential control problem
It is clear that U ↪→ L2(Γ) and there is no ambiguity in denoting by u the elements of U . Hence
the control-to-state mapping u 7→ yu is continuous from U to V 1/2(Ω), and there exists a unique
solution of the control problem
(Pτ ) minJ(u) =
1
2
‖yu − yd‖2L2(Ω) +
γ
2
‖u‖2L2(Γ),
where yu is the solution of the state equation
[L,T]Ω + (y,∇ · T)Ω = 〈uτ ,Tn〉Γ, (2.18a)
[L,∇v]Ω − [p,∇ · v]Ω = 0, (2.18b)
[∇w,y]Ω = 0, (2.18c)
for all (T,v, w) ∈ H1(Ω) × ⋂t<s∗H3/2+t(Ω) ∩ H10 (Ω) × ⋂t<s∗ H1/2+t(Ω). Notice that (2.18a),
(2.18b), (2.18c) is the weak formulation (2.17a), (2.17b), (2.17c) obtained in Theorem 2.7 for the
Stokes problem (1.2) with Dirichlet datum uτ , where we have used that uτ · wn = 0 for any pair
of functions u,w in L2(Γ).
If Ω is nonconvex, then the regularity of the optimal solution is limited mainly by the singular
exponent related to the greatest nonconvex angle, and we would find discontinuous optimal controls
that would lead to pressures and gradients of the state that are not functions. For convex domains,
the regularity is better and we can write integrals instead of duality products. The main consequence
is that we can formulate an HDG approximation method for the optimality system.
Theorem 2.8. Suppose Ω is a convex polygonal domain and yd ∈Hmin{2,ξ}(Ω). Let u ∈ L2(Γ) be
the solution of problem (Pτ ). Then
u ∈ Hs(Γ)
for all 1/2 < s < min{3/2, ξ − 1/2} and there exists
y ∈ V s+1/2(Ω), L ∈ Hs−1/2(Ω), p ∈ Hs−1/2(Ω) ∩ L20(Ω),
z ∈ V r+10 (Ω), G ∈ Hr(Ω), q ∈ Hr(Ω) ∩ L20(Ω),
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for all 1 < r < min{3, ξ} such that
(L,∇v)Ω − (p,∇ · v)Ω = 0, (2.19a)
(∇w,y)Ω = 0, (2.19b)
(L,T)Ω + (y,∇ · T)Ω = 〈uτ ,Tn〉Γ, (2.19c)
(G,∇v)Ω + (q,∇ · v)Ω = (y − yd,v)Ω, (2.19d)
−(z,∇w)Ω = 0, (2.19e)
(G,T)Ω + (z,∇ · T)Ω = 0, (2.19f)
〈γuτ −Gn, µτ 〉Γ = 0, (2.19g)
for all (T,v, w, µ) ∈ H(div,Ω)×H10 (Ω)×H1(Ω)× L2(Γ). Moreover,
u ∈
m∏
i=1
Hr−1/2(Γi) for all r < min{3, ξ}. (2.20)
Proof. Optimality conditions follow in a standard way by computing the derivative of the functional
with the help of the chain rule, the integration by parts formula and Definition 2.3. The regularity
follows from a bootstrapping argument.
From Theorem 2.4 we have that y ∈ V 1/2(Ω). Using this and the regularity of the data yd, we
deduce from Theorem 2.2 that z ∈ V t+1(Ω) and q ∈ Ht(Ω)∩L20(Ω) for all t ≤ 3/2 such that t < ξ.
From the trace theory, it is clear that
Gn = ∂nz ∈ Πmi=1Ht−1/2(Γi) for all t ≤ 3/2 such that t < ξ.
Since ξ > 1, we notice that the gradient of the dual pressure q is a function in Ht−1(Ω) with
t − 1 > 0. So we have that each component zi, i = 1, 2 of z, satisfies ∆zi ∈ Ht−1(Ω) and zi = 0
on Γ. Therefore, we have that ∂nz
i(xj) = 0, i = 1, 2, for every corner xj (cf. [12, Appendix
A], [10, Section 4]), and hence we also have (cf. [12, Lemma A.2]) that
Gn = ∂nz ∈Ht−1/2(Γ) for all t ≤ 3/2 such that t < ξ.
Next, using that the pressure does not appear in the optimality condition (2.19g), we can write
γuτ = Gn = ∂nz,
and therefore the Dirichlet datum of the state equation is also in the space Ht−1/2(Γ) for all t ≤ 3/2
such that t < ξ.
Repeating the argument, we obtain in a first step from Theorem 2.4 that y ∈ V t(Γ) for
all t ≤ 3/2 such that t < ξ, which leads, together with the maybe higher regularity of yd and
Theorem 2.2, to z ∈ V 1/2+t2(Ω) for t2 ≤ 5/2, t2 < ξ. The normal trace argument leads to
uτ ∈ Πmi=1Ht2−1/2(Γi), but when we paste together the pieces with the help of the zero value at
the corners, we cannot go further for the Dirichlet datum of the state equation than
uτ ∈ V s(Γ) for s < 3/2, s < ξ − 1/2.
The claimed regularity for the optimal control follows from the previous relation.
Taking the same argument for a third time, we obtain the regularity of the other involved
variables.
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Notice that a higher regularity of the target state would not lead to a higher regularity of
the solution, since it is mainly bounded by the singularities that appear due to the corners. Low
regularity of the target would nevertheless lead to a low regularity solution. Suppose for instance
that ξ > 2 (ω > 0.7pi) and yd ∈ Hα(Ω), with α < 2. If α < 1, then the gradient of the dual
pressure would not be a function, and the argument of the proof would not lead to any conclusion.
If 1 ≤ α ≤ 3/2, then the argument would stop in the first step, obtaining regularity for the control
u ∈ Hα−1/2(Γ). If 3/2 < α < 2, then the argument would finish in the second step obtaining again
u ∈ Hα−1/2(Γ).
We use the following reformulation of the optimality system in our analysis of the HDG method:
Corollary 2.9. Suppose Ω is a convex polygonal domain and yd ∈ Hmin{2,ξ}(Ω). The solution of
the optimality system (2.19a)-(2.19g) also satisfies the following well-posed problem: find
u ∈ H1/2(Γ), y ∈ V 1(Ω), L ∈ L2(Ω), p ∈ L20(Ω),
z ∈ V 10 (Ω), G ∈ L2(Ω), q ∈ L20(Ω),
such that L− pI,G+ qI ∈ H(div,Ω) and
(L,T)Ω + (y,∇ · T)Ω = 〈uτ ,Tn〉Γ, (2.21a)
−(∇ · (L− pI),v)Ω = 0, (2.21b)
(∇ · y, w)Ω = 0, (2.21c)
(G,T)Ω + (z,∇ · T)Ω = 0, (2.21d)
−(∇ · (G+ qI),v)Ω = (y − yd,v)Ω, (2.21e)
(∇ · z, w)Ω = 0, (2.21f)
〈γuτ −Gn, µτ 〉Γ = 0, (2.21g)
for all (T,v, w, µ) ∈ H(div,Ω)×L2(Ω)× L20(Ω)×H1/2(Γ).
3 HDG Formulation
Before we introduce the HDG method, we first define some notation. Let Th be a collection of
disjoint elements that partition Ω. We denote by ∂Th the set {∂K : K ∈ Th}. For an element K of
the collection Th, e = ∂K ∩ Γ is the boundary face if the d− 1 Lebesgue measure of e is non-zero.
For two elements K+ and K− of the collection Th, e = ∂K+ ∩ ∂K− is the interior face between
K+ and K− if the d−1 Lebesgue measure of e is non-zero. Let εoh and ε∂h denote the set of interior
and boundary faces, respectively. We denote by εh the union of ε
o
h and ε
∂
h. We introduce various
inner products for our finite element spaces. We write
(η, ζ)Th =
∑
K∈Th
(η, ζ)K , 〈η, ζ〉∂Th =
∑
K∈Th
〈η, ζ〉∂K ,
(η, ζ)Th =
d∑
i=1
(ηi, ζi)Th , (L,G)Th =
d∑
i,j=1
(Lij , Gij)Th , 〈η, ζ〉∂Th =
d∑
i=1
〈ηi, ζi〉∂Th ,
where (·, ·)K and 〈·, ·〉∂K denote the standard L2 inner products on the domains K ⊂ Rd and
∂K ⊂ Rd−1.
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Let Pk(D) denote the set of polynomials of degree at most k on a domain D. We introduce the
following discontinuous finite element spaces
Kh := {L ∈ L2(Ω) : L|K ∈ [Pk(K)]d×d, ∀K ∈ Th}, (3.1)
Vh := {v ∈ L2(Ω) : v|K ∈ [Pk+1(K)]d, ∀K ∈ Th}, (3.2)
Wh := {w ∈ L2(Ω) : w|K ∈ Pk(K), ∀K ∈ Th}, (3.3)
Mh := {µ ∈ L2(εh) : µ|e ∈ [Pk(e)]d, ∀e ∈ εh}, (3.4)
Mh := {µ ∈ L2(ε∂h) : µ|e ∈ Pk(e), ∀e ∈ ε∂h}, (3.5)
for the flux variables, velocity, pressure, boundary trace variables, and boundary control, respec-
tively. Note that the polynomial degree for the scalar variable is one order higher than the polyno-
mial degree for the flux variables and numerical trace. This combination of spaces has been used
for the Navier-Stokes equations in [64]. The boundary trace variables will be used to eliminate the
state and flux variables from the coupled global equations, thus substantially reducing the number
of degrees of freedom.
Let Mh(o) denote the space defined in the same way as Mh, but with εh replaced by ε
o
h.
Note that Mh consists of functions which are continuous inside the faces (or edges) e ∈ εh and
discontinuous at their borders. In addition, spatial derivatives of any functions in the finite element
spaces are taken piecewise on each element K ∈ Th. Finally, we define
W 0h =
{
w ∈ L2(Ω) : w|K ∈ Pk(K), ∀K ∈ Th and (w, 1)Ω = 0
}
.
3.1 The HDG Formulation
To approximate the solution of the mixed weak form (2.21a)-(2.21g) of the optimality system, the
HDG method seeks approximate fluxes Lh,Gh ∈ Kh, states yh, zh ∈ Vh, pressures ph, qh ∈ W 0h ,
interior element boundary traces ŷoh, ẑ
o
h ∈Mh(o), and boundary control uh ∈Mh satisfying
(Lh,T1)Th + (yh,∇ · T1)Th − 〈ŷoh,T1n〉∂Th\ε∂h = 〈uhτ ,T1n〉ε∂h , (3.6a)
(Lh,∇v1)Th − (ph,∇ · v1)Th − 〈(L̂h − phI)n,v1〉∂Th = (f ,v1)Th , (3.6b)
−(yh,∇w1)Th + 〈ŷoh · n, w1〉∂Th\ε∂h = 0, (3.6c)
for all (T1,v1, w1) ∈ Kh × Vh ×W 0h ,
(Gh,T2)Th + (zh,∇ · T2)Th − 〈ẑoh,T2n〉∂Th\ε∂h = 0, (3.6d)
(Gh,∇v2)Th + (qh,∇ · v2)Th − 〈(Ĝh + qhI)n,v2〉∂Th = (yh − yd,v2)Th , (3.6e)
−(zh,∇w2)Th + 〈ẑoh · n, w2〉∂Th\ε∂h = 0, (3.6f)
for all (T2,v2, w2) ∈ Kh × Vh ×W 0h ,
〈(L̂h − phI)n,µ1〉∂Th\ε∂h = 0, (3.6g)
for all µ1 ∈Mh(o),
〈(Ĝh + qhI)n,µ2〉∂Th\ε∂h = 0, (3.6h)
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for all µ2 ∈Mh(o),
〈Ĝhn− γuhτ , µ3τ 〉ε∂h = 0, (3.6i)
for all µ3 ∈Mh. In contrast to Section 2, here we assume the forcing f may be nonzero.
The numerical traces on ∂Th are defined as
L̂hn = Lhn− h−1(PMyh − ŷoh) on ∂Th\ε∂h, (3.6j)
L̂hn = Lhn− h−1(PMyh − uhτ ) on ε∂h, (3.6k)
Ĝhn = Ghn− h−1(PMzh − ẑoh) on ∂Th\ε∂h, (3.6l)
Ĝhn = Ghn− h−1PMzh on ε∂h, (3.6m)
where PM denotes the standard L
2-orthogonal projection from L2(ε∂h) onto Mh. This completes
the formulation of the HDG method.
As far as the authors are aware, this HDG method has not been used for the Stokes problems in
the literature. The HDG discretization scheme and stabilization approach used above was motivated
by the HDG method in [63] for the convection diffusion equation.
3.2 Implementation
In [57], the authors introduced two HDG approaches (with a different choice of spaces than consid-
ered here) for the Stokes equation. The first approach introduces the mean value of the pressure
into the local solver, and the global system involves the trace of the velocity and the mean value
of the pressure. The second method utilizes an augmented Lagrangian approach and introduces a
time derivative of the pressure into the equations. In this approach the mean of the pressure is not
needed, and we obtain the new HDG formulation by discretizing the equations in time using the
backward Euler method. This time discretization approach is unconditionally stable; therefore, we
can choose an arbitrary time step. Moreover, we can express the pressure in terms of the velocity
and eliminate the mean of the pressure from the local solver. This yields a globally coupled system
in terms of the approximate velocity trace only. Although multiple linear systems need to be solved
due to the time discretization, each system has has less degrees of freedom than the system from the
first approach, which involves both the approximate velocity trace and the mean of the pressure.
In this section, we adopt the augmented Lagrangian approach for the boundary control problem.
We introduce time derivatives of the pressure p and dual pressure q into the optimality system (1.3)
and discretize in time and space. We show below that the resulting global system only involves the
boundary traces of the velocity and dual velocity and the boundary control.
Given an initial guess for the pressure and dual pressure, p
(0)
h ∈ L20(Ω) and q(0)h ∈ L20(Ω), the
augmented Lagrangian method generates the sequence (L(m)h ,G
(m)
h ,y
(m)
h ,
z
(m)
h , p
(m)
h , q
(m)
h , ŷ
o,(m)
h , ẑ
o,(m)
h , u
(m)
h ) for m = 1, 2, 3, . . . by solving the system (3.7) below. We set
the relative error tolerance for the pressure as tol = 10−8, and we stop the iterations when
‖p(m)h − p(m−1)h ‖Th
‖p(m)h ‖Th
+
‖q(m)h − q(m−1)h ‖Th
‖q(m)h ‖Th
< tol.
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The system to be solved at each iteration is
(L(m)h ,T1)Th + (y
(m)
h ,∇ · T1)Th − 〈ŷo,(m)h ,T1n〉∂Th\ε∂h
−〈u(m)h τ ,T1n〉ε∂h = 0, (3.7a)
(G(m)h ,T2)Th + (z
(m)
h ,∇ · T2)Th − 〈ẑo,(m)h ,T2n〉∂Th\ε∂h = 0, (3.7b)
−(∇ · L(m)h ,v1)Th + (∇p(m)h ,v1)Th + 〈h−1PMy(m)h ,v1〉∂Th
−〈h−1ŷo,(m)h ,v1〉∂Th\ε∂h − 〈h
−1u(m)h τ ,v1〉ε∂h = (f ,v1)Th , (3.7c)
−(∇ ·G(m)h ,v2)Th − (∇q(m)h ,v2)Th + 〈h−1PMz(m)h ,v2〉∂Th
−〈h−1ẑo,(m)h ,v2〉∂Th\ε∂h − (y
(m)
h ,v2)Th = −(yd,v2)Th , (3.7d)
(
p
(m)
h
∆t
, w1)Th − (y(m)h ,∇w1)Th + 〈ŷo,(m)h , w1n〉∂Th\ε∂h = (
p
(m−1)
h
∆t
, w1)Th , (3.7e)
(
q
(m)
h
∆t
, w2)Th − (z(m)h ,∇w2)Th + 〈ẑo,(m)h , w2n〉∂Th\ε∂h = (
q
(m−1)
h
∆t
, w2)Th , (3.7f)
〈L(m)h n− p(m)h n− h−1(y(m)h − ŷo,(m)h ),µ1〉∂Th\ε∂h = 0, (3.7g)
〈G(m)h n+ q(m)h n− h−1(z(m)h − ẑo,(m)h ),µ2〉∂Th\ε∂h = 0, (3.7h)
〈G(m)h n− h−1z(m)h , µ3τ 〉ε∂h − γ〈u
(m)
h , µ3〉ε∂h = 0, (3.7i)
for all (T1,T2,v1,v2, w1, w2,µ1,µ2, µ3) ∈ Kh ×Kh ×Vh ×Vh ×Wh ×Wh ×Mh(o)×Mh(o)×Mh.
3.2.1 Matrix equations
Assume Kh = span{Ki}N1i=1, Vh = span{ϕi}N2i=1, Wh = span{φi}N3i=1, M oh = span{ψi}N4i=1, Mh =
span{ψi}N5i=1 . Then
L(m)h =
N1∑
j=1
L
(m)
j Kj , G
(m)
h =
N1∑
j=1
G
(m)
j Kj , y
(m)
h =
N2∑
j=1
y
(m)
j ϕj ,
z
(m)
h =
N2∑
j=1
z
(m)
j ϕj , p
(m)
h =
N3∑
j=1
p
(m)
j φj , p
(m−1)
h =
N3∑
j=1
p
(m−1)
j φj ,
q
(m)
h =
N3∑
j=1
q
(m)
j φj , q
(m−1)
h =
N3∑
j=1
q
(m−1)
j φj , ŷ
o,(m)
h =
N4∑
j=1
α
(m)
j ψj ,
ẑ
o,(m)
h =
N4∑
j=1
γ
(m)
j ψj , u
(m)
h =
N5∑
j=1
ξ
(m)
j ψj ,
(3.8)
Substitute (3.8) into (3.7a)-(3.7i) and use the corresponding test functions to test (3.7a)-(3.7i),
respectively, to obtain the matrix equation
Ax(m) = b(m), (3.9)
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where
A =

A1 0 A2 0 0 0 −A3 0 −A4
0 A1 0 A2 0 0 0 −A3 0
−AT2 0 A5 0 A6 0 −A7 0 −A8
0 −AT2 −A9 A5 0 −A6 0 −A7 0
0 0 −AT6 0 A10/∆t 0 A11 0 0
0 0 0 −AT6 0 A10/∆t 0 A11 0
AT3 0 −AT7 0 −AT11 0 A12 0 0
0 AT3 0 −AT7 0 −AT11 0 A12 0
0 A13 0 −A14 0 0 0 0 −γA15

and
x(m) =
[
L(m) G(m) y(m) z(m) p(m) q(m) ŷ(m) ẑ(m) u(m)
]T
,
b(m) =
[
0 0 b1 − b2 b(m−1)3 b(m−1)4 0 0 0
]T
.
Here, L(m), G(m), y(m), z(m), p(m), q(m), ŷ(m), ẑ(m), u(m) are the coefficient vectors for L(m)h , G
(m)
h ,
y
(m)
h , z
(m)
h , p
(m)
h , q
(m)
h , ŷ
o(m)
h , ẑ
o(m)
h , u
(m)
h , respectively, and
A1 = [(Kj ,Ki)Th ], A2 = [(ϕj ,∇ ·Ki)Th ], A3 = [〈ψj ,Kin〉∂Th\ε∂h ],
A4 = [〈ψjτ ,Kin〉ε∂h ], A5 = [〈h
−1PMϕj ,ϕi〉∂Th ], A6 = [(∇φj ,ϕi)Th ],
A7 = [〈h−1ψj ,ϕi〉∂Th\ε∂h ], A8 = [〈h
−1ψjτ ,ϕi〉ε∂h ], A9 = [(ϕj ,ϕi)Th ],
A10 = [(φj , φi)Th ], A11 = [〈φjn,ψi〉∂Th\ε∂h ], A12 = [〈h
−1ψj ,ψi〉∂Th\ε∂h ],
A13 = [〈Kin, ψjτ 〉ε∂h ], A14 = [〈h
−1ϕi, ψjτ 〉ε∂h ], A15 = [〈ψj , ψi〉ε∂h ],
b1 = [(f ,v1)Th ], b2 = [(yd,v2)Th ],
b
(m−1)
3 =
1
∆t
(p
(m−1)
h , w1)Th , b
(m−1)
4 =
1
∆t
(q
(m−1)
h , w1)Th .
Equation (3.9) can be rewritten as
B1 B2 0 B3
−BT2 B4 B5 B6
0 B7 B8 B9
B10 B11 B12 B13


α(m)
β(m)
γ(m)
ζ(m)
 =

0
b˜1
b˜
(m−1)
2
0
 , (3.10)
where α(m) = [L(m);G(m)], β(m) = [y(m); z(m)], γ(m) = [p(m); q(m)], ζ(m) = [ŷ(m); ẑ(m); u(m)], b˜1 =
[b1;−b2], b˜(m−1)2 = [b(m−1)3 ; b(m−1)4 ] and {Bi}13i=1 are the corresponding blocks of the coefficient matrix
in (3.9).
Since Kh, Vh, and Wh are discontinuous finite element spaces, the first three equations of (3.10)
can be used to eliminate α(m), β(m) and γ(m) in an element-by-element fashion. As a consequence,
we can write system (3.10) as  α(m)β(m)
γ(m)
 =
F1F2
F3
 ζ(m) +
 J
(m)
1
J
(m)
2
J
(m)
3
 (3.11)
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and
B10α
(m) +B11β
(m) +B12γ
(m) +B13ζ
(m) = 0. (3.12)
We provide details on the element-by-element construction of F1, F2, F3 and J
(m)
1 , J
(m)
2 , J
(m)
3 in the
appendix. Next, we eliminate α(m), β(m) and γ(m) to obtain a reduced globally coupled equation
for ζ(m) only:
Aζ(m) = b(m), (3.13)
where
A = B10F1 +B11F2 +B12F3 +B13 and b(m) = −B10J (m)1 −B11J (m)2 −B12J (m)3 .
After solving for ζ(m), the remaining coefficient vectors α(m), β(m) and γ(m) can be easily computed
using (3.11).
4 Error analysis
In this section, we perform a convergence analysis of the HDG method for the tangential Dirichlet
boundary control for Stokes equations.
4.1 Main result
We assume throughout that there exists a unique solution of the optimality system (2.21a)-(2.21g)
satisfying the following “high regularity” condition:
L ∈ HrL(Ω), y ∈Hry(Ω), p ∈ Hrp(Ω), G ∈ HrG(Ω), z ∈Hrz(Ω), q ∈ Hrq(Ω),
where
ry > 1, rz > 2, rL > 1/2, rG > 1, rp > 1/2, rq > 1. (4.1)
We assume rL > 1/2 and rp > 1/2 (instead of rL > 0 and rp > 0) here in order to guarantee L and
p have well-defined L2 boundary traces. As mentioned earlier, in the second part of this work we
consider the low regularity case and only require rL > 0 and rq > 0.
We can guarantee the high regularity condition holds in the 2D case by making an assumption
on the domain Ω; see Corollary 4.2 below. Regularity theory is not available in the 3D case, and
therefore we do not know if high regularity solutions exist.
We also assume throughout that Ω is convex and the family of meshes {Th} is conforming and
quasi-uniform.
Our main result is below:
Theorem 4.1. For
sL = min{rL, k + 1}, sy = min{ry, k + 2}, sp = min{rp, k + 1},
sG = min{rG, k + 1}, sz = min{rz, k + 2}, sq = min{rq, k + 1},
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we have
‖L− Lh‖Th . ε(h), ‖y − yh‖Th . h
1
2 ε(h), ‖p− ph‖Th . ε(h),
‖G−Gh‖Th . h
1
2 ε(h), ‖z − zh‖Th . h
1
2 ε(h), ‖q − qh‖Th . h
1
2 ε(h),
‖u− uh‖Th . h
1
2 ε(h),
where
ε(h) = hsL ‖L‖sL,Ω + hsy−1 ‖y‖sy ,Ω + hsp ‖p‖sp,Ω
+ hsG−1 ‖G‖sG,Ω + hsz−2 ‖z‖sz ,Ω + hsq−1 ‖q‖sq ,Ω .
For the 2D case, we must restrict the domain to satisfy the limiting regularity requirements
rL > 1/2 and rp > 1/2. Recall the singular exponent ξ = ξ(ω) is the smallest real part of all of the
roots of the equation (2.3). To ensure the high regularity condition (4.1) holds, by Theorem 2.8 we
need ξ > 3/2, i.e., ω satisfies
pi/3 ≤ ω ≤ 0.839pi. (4.2)
We note that this condition on the angle ω is different from our earlier HDG works on Dirichlet
boundary control for the Poisson and convection diffusion equations [45, 47], where we needed
pi/3 ≤ ω < 2pi/3. This different requirement here on the angle ω is due to the different regularity
results in Section 2 for the Stokes tangential Dirichlet boundary control problem.
Corollary 4.2. Suppose d = 2, f = 0, and yd ∈Hmin{2,ξ}(Ω). Let ω ∈ [pi/3, 0.839pi) be the largest
interior angle of Γ, and define rΩ by
rΩ = min
{
3
2
, ξ − 1
2
}
∈ (1, 3/2).
Then the regularity condition (4.1)is satisfied. Also, if k = 1, then for any r < rΩ we have
‖L− Lh‖Th . hr−1/2, ‖y − yh‖Th . hr, ‖p− ph‖Th . hr−
1
2 ,
‖G−Gh‖Th . hr, ‖z − zh‖Th . hr, ‖q − qh‖Th . hr,
‖u− uh‖ε∂h . h
r.
Theorem 2.8 gives u ∈ Hr(Γ), and so the convergence rate for the control is optimal for k = 1
with respect to this global regularity result. However, Theorem 2.8 also gives the higher local
regularity result (2.20) for the control: u ∈ Hκ(Γi) for each boundary segment Γi, where κ <
min{3, ξ} − 1/2. Our numerical results in Section 5 indicate that the actual convergence rate for
k = 1 may indeed be restricted by the local regularity result instead of the global regularity result.
A completely different method of proof is likely required to establish a sharper convergence rate
for the control with respect to the local regularity result.
Also, Theorem 2.8 only yields global regularity results for the other variables. Our convergence
rates for the flux L and pressure p are optimal for k = 1, but suboptimal for the other variables.
4.2 Preliminary material
We begin by defining the standard L2 projections ΠK : L2(Ω) → Kh, ΠV : L2(Ω) → Vh, and
ΠW : L
2(Ω)→Wh satisfying
(ΠKL,T)K = (L,T)K ∀ T ∈ [Pk(K)]d×d, (4.3a)
(ΠV y,v)K = (y,v)K ∀ v ∈ [Pk+1(K)]d, (4.3b)
(ΠW p, w)K = (p, w)K ∀ w ∈ Pk(K). (4.3c)
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For all faces e of the simplex K, we also need the L2-orthogonal projections PM and PM that map
into Mh and Mh, respectively:
〈PMu− u, µ〉e = 0, ∀µ ∈Mh, (4.4a)
〈PMy − y,µ〉e = 0, ∀µ ∈Mh. (4.4b)
In the analysis, we use the following classical results:
‖ΠKL− L‖Th . hsL‖L‖sL,Ω, ‖ΠV y − y‖Th . hsy‖y‖sy ,Ω, (4.5a)
‖ΠKL− L‖∂Th . hsL−
1
2 ‖L‖sL,Ω, ‖ΠV y − y‖∂Th . hsy−
1
2 ‖y‖sy ,Ω, (4.5b)
‖ΠW p− p‖Th . hsp‖p‖sp,Ω, ‖PMy − y‖∂Th . hsy−
1
2 ‖y‖sy ,Ω, (4.5c)
‖PMu− u‖∂Th . hsy−
1
2 ‖y‖sy ,Ω. (4.5d)
Similar projection error bounds hold for G, z and q.
Define the HDG operator B : Kh × Vh ×W 0h ×Mh ×Kh × Vh ×W 0h ×Mh → R by
B(Lh,yh, ph, ŷoh;T1,v1, w1,µ1)
= (Lh,T1)Th + (yh,∇ · T1)Th − 〈ŷoh,T1n〉∂Th\ε∂h
+ (Lh,∇v1)Th − (ph,∇ · v1)Th − 〈Lhn− phn− h−1PMyh,v1〉∂Th
− 〈h−1ŷoh,v1〉∂Th\ε∂h − (yh,∇w1)Th + 〈ŷ
o
h · n, w1〉∂Th\ε∂h
+ 〈Lhn− phn− h−1(PMyh − ŷoh),µ1〉∂Th\ε∂h .
(4.6)
This definition allows us to rewrite the HDG formulation of the optimality system (3.6): find
(Lh,Gh,yh, zh, ph, qh, ŷoh, ẑoh,uh) ∈ Kh×Kh×Vh×Vh×W 0h ×W 0h ×Mh(o)×Mh(o)×Mh satisfying
B(Lh,yh, ph, ŷoh;T1,v1, w1,µ1) = 〈uhτ ,T1n+ h−1v1〉ε∂h + (f ,v1)Th , (4.7a)
B(Gh, zh,−qh, ẑoh;T2,v2, w2,µ2) = (yh − yd,v2)Th , (4.7b)
〈Ghn− h−1PMzh, µ3τ 〉ε∂h = γ〈uh, µ3〉ε∂h , (4.7c)
for all (T1,T2,v1,v2, w1, w2,µ1,µ2, µ3) ∈ Kh ×Kh ×Vh ×Vh ×Wh ×Wh ×Mh(o)×Mh(o)×Mh.
We prove an energy identity for B that we use frequently in our analysis.
Lemma 4.3. For any (Th,vh, wh,µh) ∈ Kh × Vh ×W 0h ×Mh, we have
B(Th,vh, wh,µh;Th,vh, wh,µh)
= (Th,Th)Th + 〈h−1(PMvh − µh),PMvh − µh〉∂Th\ε∂h + 〈h
−1PMvh,PMvh〉ε∂h .
Proof. Using the definition of B in (4.6) gives
B(Th,vh, wh,µh;Th,vh, wh,µh)
= (Th,Th)Th + (vh,∇ · Th)Th − 〈µh,Thn〉∂Th\ε∂h
+ (Th,∇vh)Th − (wh,∇ · vh)Th − 〈Thn− whn− h−1PMvh,vh〉∂Th
− 〈h−1µh,vh〉∂Th\ε∂h − (vh,∇wh)Th + 〈µh · n, wh〉∂Th\ε∂h
+ 〈Thn− whn− h−1(PMvh − µh),µh〉∂Th\ε∂h
= (Th,Th)Th + 〈h−1(PMvh − µh),vh − µh〉∂Th\ε∂h + 〈h
−1PMvh,PMvh〉ε∂h .
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Next, we give another property of the HDG operator B that is fundamental to our analysis.
Lemma 4.4. For all (Lh,Gh,yh, zh, ph, qh, ŷoh, ẑoh) ∈ Kh×Kh×Vh×Vh×W 0h×W 0h×Mh(o)×Mh(o),
we have
B(Lh,yh, ph, ŷoh;−Gh, zh, qh, ẑoh) +B(Gh, zh,−qh, ẑoh;Lh,−yh, ph,−ŷoh) = 0.
Proof. By the definition of B in (4.6), we have
B(Lh,yh, ph, ŷoh;−Gh, zh, qh, ẑoh) +B(Gh, zh,−qh, ẑoh;Lh,−yh, ph,−ŷoh)
= −(Lh,Gh)Th − (yh,∇ ·Gh)Th + 〈ŷoh,Ghn〉∂Th\ε∂h + (Lh,∇zh)Th
− (ph,∇ · zh)Th − 〈Lhn− phn− h−1PMyh, zh〉∂Th − 〈h−1ŷoh, zh〉∂Th\ε∂h
− (yh,∇qh)Th + 〈ŷoh · n, qh〉∂Th\ε∂h + 〈Lhn− phn− h
−1(PMyh − ŷoh), ẑoh〉∂Th\ε∂h
+ (Gh,Lh)Th + (zh,∇ · Lh)Th − 〈ẑoh,Lhn〉∂Th\ε∂h − (Gh,∇yh)Th
− (qh,∇ · yh)Th + 〈Ghn+ qhn− h−1PMzh,yh〉∂Th + 〈h−1ẑoh,yh〉∂Th\ε∂h
− (zh,∇ph)Th + 〈ẑoh · n, ph〉∂Th\ε∂h − 〈Ghn+ qhn− h
−1(PMzh − ẑoh), ŷoh〉∂Th\ε∂h .
Integration by parts gives the result.
Proposition 4.5. There exists a unique solution of the HDG discretized optimality system (4.7).
Proof. Since the system (4.7) is finite dimensional, we only need to prove solutions are unique.
Therefore, we assume yd = f = 0 and we show zero is the only solution of (4.7).
First, take (T1,v1, w1,µ1) = (−Gh, zh, qh, ẑoh), (T2,v2, w2,µ2) = (Lh,−yh, ph,
− ŷoh), and µ3 = −uh in the HDG equations (4.7a), (4.7b), and (4.7c), respectively, by Lemma 4.4
and sum to obtain
B(Lh,yh, ph, ŷoh;−Gh, zh, qh, ẑoh) +B(Gh, zh,−qh, ẑoh;Lh,−yh, ph,−ŷoh)
= −(yh,yh)Th − γ〈uh, uh〉ε∂h
= 0.
Since γ > 0, we have yh = 0 and uh = 0.
Next, taking (Th,vh, wh,µh) = (Lh,yh, ph, ŷoh) and (Th,vh, wh,µh) = (Gh, zh, ph,
ẑoh) in Lemma 4.3 shows Lh, Gh, and ŷoh are all zero, PMzh = 0 on ε∂h, and PMzh − ẑoh = 0 on
∂Th\ε∂h. Then, since ẑh = 0 on ε∂h we have
PMzh − ẑh = 0. (4.8)
Substituting (4.8) into (3.6d), and remembering again ẑh = 0 on ε
∂
h, we get
−(zh,∇ · T2)Th + 〈PMzh,T2n〉∂Th = 0 for all T2 ∈ Kh.
Use the property of PM in (4.4), integrate by parts, and take T2 = ∇zh to obtain
(∇zh,∇zh)Th = 0.
Therefore, zh is constant on each K ∈ Th, and also zh = PMzh = ẑh on ∂Th. Since ẑh = 0 on ε∂h
and is single-valued on each face, we have zh = 0 on each K ∈ Th, and therefore also ẑoh = 0.
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Lastly, since Lh, yh, uh, and ŷoh are all zero, by equation (3.6b), we have
−(ph,∇ · v1)Th + 〈phn,v1〉∂Th = 0 for all v1 ∈ Vh.
Integrating by parts and taking v1 = ∇ph gives
(∇ph,∇ph)Th = 0,
which implies ph is piecewise constant on each K ∈ Th. By equation (3.6g) we have
〈phn,µ1〉∂Th\ε∂h = 0 for all µ1 ∈Mh(o),
which implies ph is single-valued on the inter-element boundaries. Therefore, ph is constant on the
whole domain Ω.
Finally, ph = 0 is obtained using (ph, 1)Th = 0, and the same argument gives qh = 0. This
completes the proof.
4.3 Proof of the main result
In our proof of the main result, we use the following auxiliary HDG problem: for the optimal
control u fixed, find
(Lh(u),Gh(u),yh(u), zh(u), ph(u), qh(u), ŷoh(u), ẑoh(u))
∈ Kh ×Kh × Vh × Vh ×W 0h ×W 0h ×Mh(o)×Mh(o)
such that
B(Lh(u),yh(u), ph(u), ŷoh(u);T1,v1, w1,µ1) = (f ,v1)Th
+ 〈PMuτ , h−1v1 + T1n〉ε∂h , (4.9a)
B(Gh(u), zh(u),−qh(u), ẑoh(u);T2,v2, w2,µ2) = (yh(u)− yd,v2)Th , (4.9b)
for all (T1,T2,v1,v2, w1, w2,µ1,µ2) ∈ Kh ×Kh × Vh × Vh ×W 0h ×W 0h ×Mh(o)×Mh(o).
We split the proof of the main result, Theorem 4.1, into eleven steps. We first consider the
solution of the mixed form (2.21a)-(2.21f) of the optimality system, and the solution of the auxiliary
problem. We estimate the errors using L2 projections. Define
δL = L−ΠKL, εLh = ΠKL− Lh(u),
δy = y −ΠV y, εyh = ΠV y − yh(u),
δp = p−ΠW p, εph = ΠW p− ph(u),
δŷ = y − PMy, εŷh = PMy − ŷh(u),
δ̂1 = δ
Ln− δpn− h−1PMδy,
(4.10)
where ŷh(u) = ŷ
o
h(u) on ε
o
h and ŷh(u) = PMuτ on ε
∂
h, which gives ε
ŷ
h = 0 on ε
∂
h.
4.3.1 Step 1: The error equation for part 1 of the auxiliary problem (4.9a).
Lemma 4.6. We have
B(εLh , ε
y
h , ε
p
h, ε
ŷ
h ;T1,v1, w1,µ1) = 〈δ̂1,v1〉∂Th − 〈δ̂1,µ1〉∂Th\ε∂h . (4.11)
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Proof. Using the definition of B (4.6) gives
B(ΠKL,ΠV y,ΠW p,PMy;T1,v1, w1,µ1)
= (ΠKL,T1)Th + (ΠV y,∇ · T1)Th − 〈PMy,T1n〉∂Th\ε∂h + (ΠKL,∇v1)Th
− (ΠW p,∇ · v1)Th − 〈ΠKLn−ΠW pn− h−1PMΠV y,v1〉∂Th
− 〈h−1PMy,v1〉∂Th\ε∂h − (ΠV y,∇w1)Th + 〈PMy · n, w1〉∂Th\ε∂h
+
〈
ΠKLn−ΠW pn− h−1PM (ΠV y − y),µ1
〉
∂Th\ε∂h
.
By properties of L2 projections, we have
B(ΠKL,ΠV y,ΠW p, PMy;T1,v1, w1,µ1)
= (L,T1)Th + (y,∇ · T1)Th − 〈y,T1n〉∂Th\ε∂h + (L,∇v1)Th
− (p,∇ · v1)Th − 〈Ln− pn− h−1PMy,v1〉∂Th
+ 〈δLn− δpn− h−1PMδy,v1〉∂Th − 〈h−1PMy,v1〉∂Th\ε∂h
− (y,∇w1)Th + 〈y · n, w1〉∂Th\ε∂h + 〈Ln− pn,µ1〉∂Th\ε∂h
+ 〈h−1PMδy,µ1〉∂Th\ε∂h − 〈δ
Ln− δpn,µ1〉∂Th\ε∂h .
The exact solution (L,y, p) satisfies
(L,T1)Th + (y,∇ · T1)Th − 〈y,T1n〉∂Th\ε∂h = 〈uτ ,T1n〉ε∂h ,
(L,∇v1)Th − (p,∇ · v1)Th − 〈Ln− pn,v1〉∂Th = (f ,v1),
−(y,∇w1)Th + 〈y · n, w1〉∂Th\ε∂h = 0,
〈Ln− pn,µ1〉∂Th\ε∂h = 0,
for all (T1,v1, w1,µ1) ∈ Kh × Vh ×Wh ×Mh(o). Therefore,
B(ΠKL,ΠV y,ΠW p,PMy;T1,v1, w1,µ1)
= 〈uτ ,T1n〉ε∂h + (f ,v1)Th + 〈δ
Ln− δpn− h−1PMδy,v1〉∂Th
+ 〈h−1PMy,v1〉ε∂h + 〈h
−1PMδy,µ1〉∂Th\ε∂h − 〈δ
Ln− δpn,µ1〉∂Th\ε∂h
= (f ,v1)Th + 〈(PMu)τ , h−1v1 + T1n〉ε∂h + 〈δ̂1,v1〉∂Th − 〈δ̂1,µ1〉∂Th\ε∂h .
Subtracting part 1 of the auxiliary problem (4.9a) gives the result.
4.3.2 Step 2: Estimate for εLh.
Lemma 4.7. We have
‖∇εyh‖Th + h−
1
2 ‖εyh − εŷh‖∂Th . ‖εLh‖Th + h−
1
2 ‖PMεyh − εŷh‖∂Th . (4.12)
Proof. The proof closely follows a line of reasoning used to establish a similar result in [63, Lemma
3.2].
First, in the definition of B (4.6) take (T1,v1, w1,µ1) = (∇εyh , 0, 0, 0) and use Lemma 4.6 to get
(∇εyh ,∇εyh)Th = (εLh ,∇εyh)Th + 〈εyh − εŷh ,∇εyhn〉∂Th ,
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where we used εŷh = 0 on ε
∂
h. Since ∇εyhn ∈Mh on each face e ∈ ∂Th, we have
‖∇εyh‖2Th = (εLh ,∇εyh)Th + 〈PMεyh − εŷh ,∇εyhn〉∂Th
≤ ‖εLh‖Th‖∇εyh‖Th + ‖PMεyh − εŷh‖∂Th‖∇εyh‖∂Th
≤ (‖εLh‖Th + Ch−
1
2 ‖PMεyh − εŷh‖∂Th)‖∇εyh‖Th ,
where we used a trace inequality and an inverse inequality. Moreover,
‖εyh − εŷh‖∂Th = ‖εyh − PMεyh‖∂Th + ‖PMεyh − εŷh‖∂Th
≤ ‖εyh − εyh‖∂Th + ‖PMεyh − εŷh‖∂Th
≤ Ch 12 ‖∇εyh‖Th + ‖PMεyh − εŷh‖∂Th
. h 12 ‖εLh‖Th + ‖PMεyh − εŷh‖∂Th ,
where we used the best approximation property of the L2-projection PM , ε
y
h denotes the average
of εyh on each K ∈ Th, and we applied the Poincare´ inequality on K ∈ Th. Combining the above
inequalities gives the result.
Lemma 4.8. We have
‖εLh‖Th + h−
1
2 ‖PMεyh − εŷh‖∂Th . hsL ‖L‖sL,Ω + hsp ‖p‖sp,Ω + hsy−1 ‖y‖sy ,Ω . (4.13)
Proof. First, since εŷh = 0 on ε
∂
h, the energy identity for B in Lemma 4.3 gives
B(εLh , ε
y
h , ε
p
h, ε
ŷ
h ; ε
L
h , ε
y
h , ε
p
h, ε
ŷ
h) = ‖εLh‖2Th + h−1‖PMεyh − εŷh‖2∂Th .
Then taking (T1,v1, w1,µ1) = (εLh , ε
y
h , ε
p
h, ε
ŷ
h) in the error equation (4.11) gives
‖εLh‖2Th + h−1‖PMεyh − εŷh‖2∂Th
= 〈δ̂1, εyh − εŷh〉∂Th
= 〈δLn− δpn− h−1PMδy, εyh − εŷh〉∂Th
= 〈δLn− δpn, εyh − εŷh〉∂Th − 〈h−1δy,PMεyh − εŷh〉∂Th
≤ h 12 (‖δL‖∂Th + ‖δp‖∂Th)h−
1
2 ‖εyh − εŷh‖∂Th + h−
1
2 ‖δy‖∂Thh−
1
2 ‖PMεyh − εŷh‖∂Th .
By Young’s inequality and Lemma 4.7, we obtain
‖εLh‖2Th + h−1‖PMεyh − εŷh‖2∂Th . h
∥∥∥δL∥∥∥2
∂Th
+ h ‖δp‖2∂Th + h−1 ‖δy‖
2
∂Th
. h2sL ‖L‖2sL,Ω + h2sp ‖p‖2sp,Ω + h2sy−2 ‖y‖2sy ,Ω .
4.3.3 Step 3: Estimate for εph.
Lemma 4.9. We have
‖εph‖Th . hsL ‖L‖sL,Ω + hsp ‖p‖sp,Ω + hsy−1 ‖y‖sy ,Ω . (4.14)
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Proof. We utilize an inf-sup proof strategy for the pressure; c.f., [17, Proposition 3.4], [64, Lemma
5.3]. We know [8] that for any function ϑ ∈ L2(Ω) such that (ϑ, 1)Ω = 0, we have
‖ϑ‖Ω . sup
v∈H10 (Ω)\{0}
(ϑ,∇ · v)Ω
‖v‖H1(Ω)
. (4.15)
Since
(εph, 1)Th = (ΠW p− ph(u), 1)Th = (ΠW p, 1)Th − (ph(u), 1)Th = 0,
we can take ϑ := εph in (4.15). Then we have
‖εph‖Ω . sup
v∈H10 (Ω)\{0}
(εph,∇ · v)Ω
‖v‖H1(Ω)
,
and
(εph,∇ · v)Ω = −(∇εph,ΠV v)Th + 〈εph,v · n〉∂Th .
Next, taking (T1,v1, w1,µ1) = (0,ΠV v, 0, 0) in Lemma 4.6 gives
(∇εph,ΠV v)Th = (∇ · εLh ,ΠV v)Th − 〈h−1(PMεyh − εŷh),ΠV v〉∂Th + 〈δ̂1,ΠV v〉∂Th ,
where we used εŷh = 0 on ε
∂
h. The above two equalities give
(εph,∇ · v)Ω = −(∇ · εLh ,ΠV v)Th + 〈h−1(PMεyh − εŷh),ΠV v〉∂Th
+ 〈εph,v · n〉∂Th − 〈δ̂1,ΠV v〉∂Th
= −(∇ · εLh ,v)Th + 〈h−1(PMεyh − εŷh),ΠV v〉∂Th
+ 〈εph,v · n〉∂Th − 〈δ̂1,ΠV v〉∂Th
= (εLh ,∇v)Th + 〈h−1(PMεyh − εŷh),ΠV v〉∂Th
+ 〈−εLhn+ εphn,PMv〉∂Th − 〈δ̂1,ΠV v〉∂Th .
Next, we take (T1,v1, w1,µ1) = (0, 0, 0,PMv) in Lemma 4.6. Since v ∈H10 (Ω) we have
〈εLhn− εphn,PMv〉∂Th = 〈h−1(PMεyh − εŷh),PMv〉∂Th − 〈δ̂1,PMv〉∂Th .
This implies
(εph,∇ · v)Ω = (εLh ,∇v)Th + 〈h−1(PMεyh − εŷh),ΠV v − PMv〉∂Th
− 〈δ̂1,ΠV v − PMv〉∂Th .
Apply the Cauchy-Schwarz inequality to obtain
|(εph,∇ · v)Ω| . ‖εLh‖Th‖∇v‖Th + h−
1
2 ‖PMεyh − εŷh‖∂Th‖∇v‖Th
+ h
1
2 ‖δ̂1‖∂Th‖∇v‖Th .
Use Lemma 4.8 to complete the proof:
‖εph‖Ω . ‖εLh‖Th + h−
1
2 ‖PMεyh − εŷh‖∂Th + h
1
2 ‖δ̂1‖∂Th
. hsL ‖L‖sL,Ω + hsp ‖p‖sp,Ω + hsy−1 ‖y‖sy ,Ω .
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4.3.4 Step 4: Estimate for εyh by a duality argument.
For any Θ ∈ L2(Ω), the dual problem is given by
A−∇Φ = 0 in Ω,
−∇ · A−∇Ψ = Θ in Ω,
∇ ·Φ = 0 in Ω,
Φ = 0 on ∂Ω.
(4.16)
Since the domain Ω is convex, we have the following regularity estimate
‖A‖1 + ‖Φ‖2 + ‖Ψ‖1 ≤ C‖Θ‖Ω. (4.17)
In the proof of the next lemma for estimating εyh , we use the following notation:
δA = A−ΠKA, δΦ = Φ−ΠV Φ, δΨ = Ψ−ΠWΨ, δΦ̂ = Φ− PMΦ. (4.18)
Lemma 4.10. We have
‖εyh‖Th . hsL+1 ‖L‖sL,Ω + hsp+1 ‖p‖sp,Ω + hsy ‖y‖sy ,Ω . (4.19)
Proof. We consider the dual problem (4.16) with Θ = εyh . In the definition of B (4.6), we take
(T1,v1, w1,µ1) = (−ΠKA,ΠV Φ,ΠWΨ,PMΦ). Since Φ = 0 on ε∂h, εŷh = 0 on ε∂h, and ∇ ·Φ = 0,
we have
B(εLh , ε
y
h, ε
p
h, ε
ŷ
h;−ΠKA,ΠV Φ,ΠWΨ, PMΦ)
= −(εLh ,ΠKA)Th − (εyh ,∇ ·ΠKA)Th + 〈εŷh ,ΠKAn〉∂Th − (∇ · εLh ,ΠV Φ)Th
− (εph,∇ ·ΠV Φ)Th + 〈εphn+ h−1(PMεyh − εŷh),ΠV Φ〉∂Th − (εyh ,∇ΠWΨ)Th
+ 〈εŷh · n,ΠWΨ〉∂Th + 〈εLhn− εphn− h−1(PMεyh − εŷh),PMΦ〉∂Th
= −(εLh ,A)Th + (εyh ,∇ · δA)Th − (εyh ,∇ · A)Th − 〈εŷh , δAn〉∂Th − 〈εLhn,Φ〉∂Th
+ (εLh ,∇Φ)Th + (εph,∇ · δΦ)Th + 〈εphn+ h−1(PMεyh − εŷh),Φ〉∂Th
− 〈εphn+ h−1(PMεyh − εŷh), δΦ〉∂Th − (εyh ,∇Ψ)Th + (εyh ,∇δΨ)Th
− 〈εŷh · n, δΨ〉∂Th + 〈εLhn− εphn− h−1(PMεyh − εŷh),Φ〉∂Th
= (εyh ,∇ · δA)Th + ‖εyh‖2Th − 〈εŷh , δAn〉∂Th + (εph,∇ · δΦ)Th
− 〈εphn+ h−1(PMεyh − εŷh), δΦ〉∂Th + (εyh ,∇δΨ)Th − 〈εŷh · n, δΨ〉∂Th .
Here we used εŷh = 0 on ε
∂
h, A+ ΨI ∈ H(div,Ω), and 〈εŷh , (A+ ΨI)n〉∂Th = 0, which holds since εŷh
is a single-valued function on interior edges and εŷh = 0 on ε
∂
h.
Next, integrate by parts to obtain
(εyh ,∇ · δA)Th = −(∇εyh , δA)Th + 〈εyh , δAn〉∂Th = 〈εyh , δAn〉∂Th ,
(εph,∇ · δΦ)Th = −(∇εph, δΦ)Th + 〈εph, δΦ · n〉∂Th = 〈εph, δΦ · n〉∂Th ,
(εyh ,∇δΨ)Th = 〈εyh · n, δΨ〉∂Th − (∇ · εyh , δΨ)Th = 〈εyh · n, δΨ〉∂Th .
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Then
B(εLh , ε
y
h , ε
p
h, ε
ŷ
h ;−ΠKA,ΠV Φ,ΠWΨ,PMΦ)
= ‖εyh‖2Th − 〈h−1(PMεyh − εŷh), δΦ〉∂Th + 〈εyh − εŷh , δAn+ δΨn〉∂Th .
On the other hand, using Φ = 0 on ε∂h and the error equation (4.11) gives
B(εLh , ε
y
h , ε
p
h, ε
ŷ
h ;−ΠKA,ΠV Φ,ΠWΨ,PMΦ) = 〈δ̂1,ΠV Φ− PMΦ〉∂Th .
We note that
〈δ̂1,PMΦ〉∂Th
= 〈−ΠKLn+ ΠW pn+ h−1PM (ΠV y − y),PMΦ〉∂Th + 〈Ln− pn,PMΦ〉∂Th
= 〈−ΠKLn+ ΠW pn+ h−1PM (ΠV y − y),Φ〉∂Th + 〈Ln− pn,Φ〉∂Th
= 〈δ̂1,Φ〉∂Th .
Here we used the fact 〈Ln− pn,Φ〉∂Th = 0 and 〈Ln− pn,PMΦ〉∂Th = 0 since L− pI ∈ H(div,Ω)
and Φ = 0 on ε∂h.
Compare the above equations to obtain
‖εyh‖2Th = −〈εyh − εŷh , δAn+ δΨn〉∂Th − 〈δ̂1, δΦ〉∂Th + 〈h−1(PMεyh − εŷh), δΦ〉∂Th
. h− 12 ‖εyh − εŷh‖∂Thh
1
2 (‖δA‖∂Th + ‖δΨ‖∂Th) + ‖δ̂1‖∂Th‖δΦ‖∂Th
+ h−
1
2 ‖PMεyh − εŷh‖∂Thh−
1
2 ‖δΦ‖∂Th
. (hsL+1 ‖L‖sL,Ω + hsp+1 ‖p‖sp,Ω + hsy ‖y‖sy ,Ω)‖εyh‖Th .
Lemma 4.8, Lemma 4.9, Lemma 4.10, and the triangle inequality yield optimal convergence
rates for ‖L− Lh(u)‖Th , ‖p− ph(u)‖Th and ‖y − yh(u)‖Th :
Lemma 4.11. We have
‖L− Lh(u)‖Th ≤ hsL ‖L‖sL,Ω + hsp ‖p‖sp,Ω + hsy−1 ‖y‖sy ,Ω , (4.20a)
‖p− ph(u)‖Th . hsL ‖L‖sL,Ω + hsp ‖p‖sp,Ω + hsy−1 ‖y‖sy ,Ω , (4.20b)
‖y − yh(u)‖Th . hsL+1 ‖L‖sL,Ω + hsp+1 ‖p‖sp,Ω + hsy ‖y‖sy ,Ω . (4.20c)
4.3.5 Step 5: The error equation for part 2 of the auxiliary problem (4.9b).
We continue to focus on the solution of the auxiliary problem and the solution of the mixed
formultion (2.21a)-(2.21f) of the optimality system. Next, we consider on the dual variables, i.e.,
G, z and q. We estimate the errors using L2 projections, and we use the following notation.
δG = G−ΠKG, εGh = ΠKG−Gh(u),
δz = z −ΠV z, εzh = ΠV z − zh(u),
δq = q −ΠW q, εqh = ΠW q − qh(u),
δẑ = z − PMz, εẑh = PMz − ẑh(u),
δ̂2 = δ
Gn+ δqn− h−1PMδz,
(4.21)
where ẑh(u) = ẑ
o
h(u) on ε
o
h and ẑh(u) = 0 on ε
∂
h, which gives ε
ẑ
h = 0 on ε
∂
h.
The proof of the following error equation is similar to the proof of Lemma 4.6, and is omitted.
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Lemma 4.12. We have
B(εGh , ε
z
h,−εqh, εẑh;T2,v2, w2,µ2)
= 〈δ̂2,v2〉∂Th − 〈δ̂2,µ2〉∂Th\ε∂h + (y − yh(u),v2)Th . (4.22)
4.3.6 Step 6: Estimate for εGh and ε
z
h.
To estimate εGh , we use the following discrete Poincare´ inequality from [14, Proposition A.2].
Lemma 4.13. We have
‖εzh‖Th ≤ C(‖∇εzh‖Th + h−
1
2 ‖εzh − εẑh‖∂Th). (4.23)
Lemma 4.14. We have
‖εGh ‖Th + h−
1
2 ‖PMεzh − εẑh‖∂Th . hsL+1 ‖L‖sL,Ω + hsp+1 ‖p‖sp,Ω + hsy ‖y‖sy ,Ω
+ hsG ‖G‖sG,Ω + hsq ‖q‖sq ,Ω + hsz−1 ‖z‖sz ,Ω , (4.24a)
‖εzh‖Th . hsL+1 ‖L‖sL,Ω + hsp+1 ‖p‖sp,Ω + hsy ‖y‖sy ,Ω
+ hsG ‖G‖sG,Ω + hsq ‖q‖sq ,Ω + hsz−1 ‖z‖sz ,Ω . (4.24b)
Proof. The inequality in Lemma 4.7 is valid with (L,y, ŷ) replaced by (G, z, ẑ), which gives
‖∇εzh‖Th + h−
1
2 ‖εzh − εẑh‖∂Th . ‖εGh ‖Th + h−
1
2 ‖PMεzh − εẑh‖∂Th . (4.25)
Next, since εẑh = 0 on ε
∂
h, the energy identity for B in Lemma 4.3 gives
B(εGh , ε
z
h,−εqh, εẑh; εGh , εzh,−εqh, εẑh) = ‖εGh ‖2Th + h−1‖PMεzh − εẑh‖2∂Th . (4.26)
Using (T2,v2, w2,µ2) = (εGh , εzh, ε
q
h, ε
ẑ
h) in the error equation (4.22) gives
‖εGh ‖2Th + h−1‖PMεzh − εẑh‖2∂Th
= 〈δ̂2, εzh − εẑh〉∂Th + (y − yh(u), εzh)Th
=: T1 + T2.
For T1, use (4.25) and Young’s inequality:
T1 = 〈δ̂2, εzh − εẑh〉∂Th
≤ Ch 12 (‖δG‖∂Th + ‖δq‖∂Th)h−
1
2 ‖εzh − εẑh‖∂Th
+ Ch−
1
2 ‖δz‖∂Thh−
1
2 ‖PMεzh − εẑh‖∂Th
≤ Ch(‖δG‖2∂Th + ‖δq‖2∂Th) + Ch−1‖δz‖2∂Th +
1
4
‖εGh ‖2Th +
1
4h
‖PMεzh − εẑh‖2∂Th .
For the term T2, apply Lemma 4.13 and (4.25) to obtain
T2 = (y − yh(u), εzh)Th ≤ ‖y − yh(u)‖Th‖εzh‖Th
≤ C‖y − yh(u)‖Th(‖∇εzh‖Th + h−
1
2 ‖εzh − εẑh‖∂Th)
≤ C‖y − yh(u)‖Th(‖εGh ‖Th + h−
1
2 ‖PMεzh − εẑh‖∂Th)
≤ C‖y − yh(u)‖2Th +
1
4
‖εGh ‖2Th +
1
4h
‖PMεzh − εẑh‖2∂Th .
These estimates yield (4.24a). Then Lemma 4.13, (4.24a), and (4.25) give (4.24b).
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4.3.7 Step 7: Estimate for εqh.
Lemma 4.15. We have
‖εqh‖Ω . hsL+1 ‖L‖sL,Ω + hsp+1 ‖p‖sp,Ω + hsy ‖y‖sy ,Ω
+ hsG ‖G‖sG,Ω + hsq ‖q‖sq ,Ω + hsz−1 ‖z‖sz ,Ω . (4.27)
Proof. By the same argument as in Lemma 4.9, we have
‖εqh‖Ω . sup
v∈H10 (Ω)\{0}
(εqh,∇ · v)Ω
‖v‖H1(Ω)
,
and
(εqh,∇ · v)Ω = −(∇εqh,ΠV v)Th + 〈εqh,v · n〉∂Th .
Next, taking (T2,v2, w2,µ2) = (0,ΠV v, 0, 0) in Lemma 4.12 gives
(∇εqh,ΠV v)Th = −(∇ · εGh ,ΠV v)Th + 〈h−1(PMεzh − εẑh),ΠV v〉∂Th
− 〈δ̂2,ΠV v〉∂Th − (y − yh(u),ΠV v)Th .
These equalities give
(εqh,∇ · v)Ω = (∇ · εGh ,ΠV v)Th − 〈h−1(PMεzh − εẑh),ΠV v〉∂Th
+ 〈εqh,v · n〉∂Th + 〈δ̂2,ΠV v〉∂Th + (y − yh(u),ΠV v)Th
= (∇ · εGh ,v)Th − 〈h−1(PMεzh − εẑh),ΠV v〉∂Th
+ 〈εqh,v · n〉∂Th + 〈δ̂2,ΠV v〉∂Th + (y − yh(u),ΠV v)Th
= −(εGh ,∇v)Th − 〈h−1(PMεzh − εẑh),ΠV v〉∂Th + 〈εGhn+ εqhn,PMv〉∂Th
+ 〈δ̂2,ΠV v〉∂Th + (y − yh(u),ΠV v)Th .
Next, using (T2,v2, w2,µ2) = (0, 0, 0,PMv) in Lemma 4.12 and v ∈H10 (Ω) gives
〈εGhn+ εqhn,PMv〉∂Th = 〈h−1(PMεzh − εẑh),PMv〉∂Th − 〈δ̂2,PMv〉∂Th .
This implies
(εqh,∇ · v)Ω = −(εGh ,∇v)Th − 〈h−1(PMεzh − εẑh),ΠV v − PMv〉∂Th
+ 〈δ̂2,ΠV v − PMv〉∂Th + (y − yh(u),ΠV v)Th .
Applying the Cauchy-Schwarz inequality, we obtain
|(εqh,∇ · v)Ω| . ‖εGh ‖Th‖∇v‖Th + h−
1
2 ‖PMεzh − εẑh‖∂Th‖∇v‖Th
+ h
1
2 ‖δ̂2‖∂Th‖∇v‖Th + ‖y − yh(u)‖Th‖v‖Th .
Since v ∈H10 (Ω), the Poincare´ inequality yields the result:
‖εqh‖Ω . ‖εGh ‖Th + h−
1
2 ‖PMεzh − εẑh‖∂Th + h
1
2 ‖δ̂2‖∂Th + ‖y − yh(u)‖Th
. hsL+1 ‖L‖sL,Ω + hsp+1 ‖p‖sp,Ω + hsy ‖y‖sy ,Ω
+ hsG ‖G‖sG,Ω + hsq ‖q‖sq ,Ω + hsz−1 ‖z‖sz ,Ω .
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Lemma 4.14, Lemma 4.15, and the triangle inequality give optimal convergence rates for ‖G−
Gh(u)‖Th , ‖q − qh(u)‖Th , and ‖z − zh(u)‖Th :
Lemma 4.16. We have
‖G−Gh(u)‖Th . hsL+1 ‖L‖sL,Ω + hsp+1 ‖p‖sp,Ω + hsy ‖y‖sy ,Ω
+ hsG ‖G‖sG,Ω + hsq ‖q‖sq ,Ω + hsz−1 ‖z‖sz ,Ω , (4.28a)
‖q − qh(u)‖Th . hsL+1 ‖L‖sL,Ω + hsp+1 ‖p‖sp,Ω + hsy ‖y‖sy ,Ω
+ hsG ‖G‖sG,Ω + hsq ‖q‖sq ,Ω + hsz−1 ‖z‖sz ,Ω , (4.28b)
‖z − zh(u)‖Th . hsL+1 ‖L‖sL,Ω + hsp+1 ‖p‖sp,Ω + hsy ‖y‖sy ,Ω
+ hsG ‖G‖sG,Ω + hsq ‖q‖sq ,Ω + hsz−1 ‖z‖sz ,Ω . (4.28c)
4.3.8 Step 8: Estimate for ‖u− uh‖ε∂h and ‖y − yh‖Th.
Next, we consider the solution of the auxiliary problem and the solution of the HDG discretization
of the optimality system (4.7). Our main result follows from bounding the errors between these
solutions as well as Lemma 4.11 and Lemma 4.16.
Define
ζL = Lh(u)− Lh, ζy = yh(u)− yh, ζp = ph(u)− ph,
ζG = Gh(u)−Gh, ζz = zh(u)− zh, ζq = qh(u)− qh,
and
ζŷ = ŷ
o
h(u)− ŷoh on εoh, ζŷ = PMuτ − uhτ on ε∂h,
ζẑ = ẑ
o
h(u)− ẑoh on εoh, ζẑ = 0 on ε∂h.
Subtract the auxiliary problem and the HDG problem yields the error equations
B(ζL, ζy, ζp, ζŷ;T1,v1, w1,µ1) = 〈(PMu− uh)τ , h−1v1 + T1n〉ε∂h , (4.29a)
B(ζG, ζz,−ζq, ζẑ;T2,v2, w2,µ2) = (ζy,v2)Th , (4.29b)
for all (T1,T2,v1,v2, w1, w2,µ1,µ2) ∈ Kh ×Kh × Vh × Vh ×W 0h ×W 0h ×Mh(o)×Mh(o).
Lemma 4.17. We have
γ‖u− uh‖2ε∂h + ‖ζy‖
2
Th = 〈γuτ −Gh(u)n+ h−1PMzh(u), (u− uh)τ 〉ε∂h
− 〈γuhτ −Ghn+ h−1PMzh, (u− uh)τ 〉ε∂h .
(4.30)
Proof. First,
〈γuτ −Gh(u)n+ h−1PMzh(u), (u− uh)τ 〉ε∂h
− 〈γuhτ −Ghn+ h−1PMzh, (u− uh)τ 〉ε∂h
= γ ‖u− uh‖2ε∂h + 〈−ζGn+ h
−1PMζz, (u− uh)τ 〉ε∂h .
Next, Lemma 4.4 gives
B(ζL, ζy, ζp, ζŷ;−ζG, ζz, ζq, ζẑ) +B(ζG, ζz,−ζq, ζẑ; ζL,−ζy, ζp,−ζŷ) = 0.
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However, the error equations yield
B(ζL, ζy, ζp, ζŷ;−ζG, ζz, ζq, ζẑ) +B(ζG, ζz,−ζq, ζẑ; ζL,−ζy, ζp,−ζŷ)
= −(ζy, ζy)Th + 〈PM (u− uh)τ ,−ζGn+ h−1ζz〉ε∂h
= −(ζy, ζy)Th + 〈(u− uh)τ ,−ζGn+ h−1PMζz〉ε∂h .
Comparing these equalities gives
(ζy, ζy)Th = 〈(u− uh)τ ,−ζGn+ h−1PMζz〉ε∂h .
Theorem 4.18. We have
‖u− uh‖ε∂h . h
sL+
1
2 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω , (4.31a)
‖y − yh‖Th . hsL+
1
2 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω . (4.31b)
Proof. The optimality condition (2.21g) gives 〈γuτ −Gn, (u− uh)τ 〉ε∂h = 0. Also,
〈γuhτ −Ghn+ h−1PMzh, (u− uh)τ 〉ε∂h
= 〈γuhτ −Ghn+ h−1PMzh, (PMu− uh)τ 〉ε∂h
= 0,
where we used the HDG optimality condition (3.6i) and (3.6m). Hence, we have
γ ‖u− uh‖2ε∂h + ‖ζy‖
2
Th = 〈γuτ −Gh(u)n+ h
−1PMzh(u), (u− uh)τ 〉ε∂h
= 〈(G−Gh(u))n+ h−1PMzh(u), (u− uh)τ 〉ε∂h .
Next, since ẑh(u) = z = 0 on ε
∂
h we have
‖PMzh(u)‖ε∂h = ‖PMzh(u)− PMΠV z + PMΠV z − PMz + PMz − ẑh(u)‖ε∂h
≤ ‖PMεzh − εẑh‖∂Th + ‖ΠV z − z‖ε∂h .
This yields
‖u− uh‖ε∂h + ‖ζy‖Th . h
− 1
2
∥∥∥εGh∥∥∥Th + hsG− 12 ‖G‖sG,Ω
+ h−1‖PMεzh − εẑh‖∂Th + h−1‖ΠV z − z‖ε∂h .
Lemma 4.14 and properties of the L2 projection give
‖u− uh‖ε∂h + ‖ζy‖Th . h
sL+
1
2 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω ,
which proves (4.31a). The second estimate (4.31b) follows from Lemma 4.14 and properties of the
L2 projection.
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4.3.9 Step 9: Estimates for ‖G−Gh‖Th and ‖z − zh‖Th.
Lemma 4.19. We have
‖ζG‖Th . hsL+
1
2 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω , (4.32a)
‖ζz‖Th . hsL+
1
2 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω . (4.32b)
Proof. Using the energy identity for B Lemma 4.3, the error equation (4.29b), ζẑ = 0 on ε
∂
h, the
discrete Poincare´ inequality in Lemma 4.13, and Lemma 4.7 gives
B(ζG, ζz,−ζq, ζẑ; ζG, ζz,−ζq, ζẑ)
= (ζG, ζG)Th + h
−1‖PMζz − ζẑ‖2∂Th
= (ζy, ζz)Th
≤ ‖ζy‖Th ‖ζz‖Th
. ‖ζy‖Th (‖∇ζz‖Th + h
− 1
2 ‖ζz − ζẑ‖∂Th)
. ‖ζy‖Th (‖ζG‖Th + h
− 1
2 ‖PMζz − ζẑ‖∂Th).
This implies
‖ζG‖Th + h−
1
2 ‖PMζz − ζẑ‖∂Th . hsL+
1
2 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω .
Using the discrete Poincare´ inequality again completes the proof:
‖ζz‖Th . ‖∇ζz‖Th + h−
1
2 ‖ζz − ζẑ‖∂Th
. ‖ζG‖Th + h−
1
2 ‖PMζz − ζẑ‖∂Th
. hsL+ 12 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω .
The above lemma, the triangle inequality, Lemma 4.11, and Lemma 4.16 give the following
result:
Theorem 4.20. We have
‖G−Gh‖Th . hsL+
1
2 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω , (4.33a)
‖z − zh‖Th . hsL+
1
2 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω . (4.33b)
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4.3.10 Step 10: Estimate for ‖q − qh‖Th.
Lemma 4.21. We have
‖ζq‖Ω . hsL+ 12 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω .
(4.34)
Proof. By the same argument as in Lemma 4.9, we have
‖ζq‖Ω . sup
v∈H10 (Ω)\{0}
(ζq,∇ · v)Ω
‖v‖H1(Ω)
,
and
(ζq,∇ · v)Ω = −(∇ζq,ΠV v)Th + 〈ζq,v · n〉∂Th .
Next, taking (T2,v2, w2,µ2) = (0,ΠV v, 0, 0) in the error equation (4.29b) and using ζẑ = 0 on ε∂h
give
(∇ζq,ΠV v)Th = −(∇ · ζG,ΠV v)Th + 〈h−1(PMζz − ζẑ),ΠV v〉∂Th − (ζy,ΠV v)Th .
The above two equalities give
(ζq,∇ · v)Ω = (∇ · ζG,ΠV v)Th − 〈h−1(PMζz − ζẑ),ΠV v〉∂Th
+ 〈ζq,v · n〉∂Th + (ζy,ΠV v)Th
= (∇ · ζG,v)Th − 〈h−1(PMζz − ζẑ),ΠV v〉∂Th
+ 〈ζq,v · n〉∂Th + (ζy,ΠV v)Th
= −(ζG,∇v)Th − 〈h−1(PMζz − ζẑ),ΠV v〉∂Th
+ 〈ζGn+ ζqn,PMv〉∂Th\ε∂h + (ζy,v)Th .
Next, take (T2,v2, w2,µ2) = (0, 0, 0,PMv) in (4.29b) and use v ∈H10 (Ω) to obtain
〈ζGn+ ζqn,PMv〉∂Th\ε∂h = 〈h
−1(PMζz − ζẑ),PMv〉∂Th .
This implies
(ζq,∇ · v)Ω = −(ζG,∇v)Th − 〈h−1(PMζz − ζẑ),ΠV v − PMv〉∂Th + (ζy,v)Th ,
and therefore
|(ζq,∇ · v)Ω| . ‖ζG‖Th‖∇v‖Th + h−
1
2 ‖PMζz − ζẑ‖∂Th‖∇v‖Th + ‖ζy‖Th‖v‖Th .
Since v ∈H10 (Ω), the Poincare´ inequality gives the result:
‖ζq‖Ω . ‖ζG‖Th + h−
1
2 ‖PMζz − ζẑ‖∂Th + ‖ζy‖Th
. hsL+ 12 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω .
The above lemma, the triangle inequality, and Lemma 4.16 give the following error bound:
Theorem 4.22. We have
‖q − qh‖Th . hsL+
1
2 ‖L‖sL,Ω + hsp+
1
2 ‖p‖sp,Ω + hsy−
1
2 ‖y‖sy ,Ω
+ hsG−
1
2 ‖G‖sG,Ω + hsq−
1
2 ‖q‖sq ,Ω + hsz−
3
2 ‖z‖sz ,Ω .
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4.3.11 Step 11: Estimates for ‖p− ph‖Th and ‖L− Lh‖Th.
Lemma 4.23. For k ≥ 1, we have
‖ζp‖Ω . ‖ζL‖Th + h−
1
2 ‖PMζy − ζŷ‖∂Th\ε∂h
+ h−
1
2 ‖PMζy‖ε∂h + h
− 1
2 ‖PMu− uh‖ε∂h .
(4.35)
Proof. As in the proof of Lemma 4.9, we have
‖ζp‖Ω . sup
v∈H10 (Ω)\{0}
(ζp,∇ · v)Ω
‖v‖H1(Ω)
,
and
(ζp,∇ · v)Ω = −(∇ζp,ΠV v)Th + 〈ζp,v · n〉∂Th .
Use (T1,v1, w1,µ1) = (0,ΠV v, 0, 0) in (4.29a) and v ∈H10 (Ω) to obtain
(∇ζp,ΠV v)Th = (∇ · ζL,ΠV v)Th − 〈h−1(PMζy − ζŷ),ΠV v〉∂Th\ε∂h
− 〈h−1PMζy,ΠV v〉ε∂h + 〈(PMu− uh)τ , h
−1ΠV v〉ε∂h .
This gives
(ζp,∇ · v)Ω = −(∇ · ζL,ΠV v)Th + 〈h−1(PMζy − ζŷ),ΠV v〉∂Th\ε∂h + 〈ζp,v · n〉∂Th
+ 〈h−1PMζy,ΠV v〉ε∂h − 〈(PMu− uh)τ , h
−1ΠV v〉ε∂h
= −(∇ · ζL,v)Th + 〈h−1(PMζy − ζŷ),ΠV v〉∂Th\ε∂h + 〈ζp,v · n〉∂Th
+ 〈h−1PMζy,ΠV v〉ε∂h − 〈(PMu− uh)τ , h
−1ΠV v〉ε∂h
= (ζL,∇v)Th + 〈h−1(PMζy − ζŷ),ΠV v〉∂Th\ε∂h + 〈h
−1PMζy,ΠV v〉ε∂h
+ 〈−ζLn+ ζpn,PMv〉∂Th\ε∂h − 〈(PMu− uh)τ , h
−1ΠV v〉ε∂h .
Next, take (T1,v1, w1,µ1) = (0, 0, 0,PMv) in (4.29a) and use v ∈H10 (Ω) to give
〈ζLn− ζpn,PMv〉∂Th\ε∂h = 〈h
−1(PMζy − ζŷ),PMv〉∂Th\ε∂h .
This implies
(ζp,∇ · v)Ω = (ζL,∇v)Th + 〈h−1(PMζy − ζŷ),ΠV v − PMv〉∂Th\ε∂h
+ 〈h−1PMζy,ΠV v〉ε∂h − 〈(PMu− uh)τ , h
−1ΠV v〉ε∂h
= (ζL,∇v)Th + 〈h−1(PMζy − ζŷ),ΠV v − PMv〉∂Th\ε∂h
+ h−1〈PMζy,ΠV v − v〉ε∂h − h
−1〈(PMu− uh)τ ,ΠV v − v〉ε∂h .
We obtain
|(ζp,∇ · v)Ω| . ‖ζL‖Th‖∇v‖Th + h−
1
2 ‖PMζy − ζŷ‖∂Th\ε∂h‖∇v‖Th
+ h−
1
2 ‖PMζy‖ε∂h‖∇v‖Th + h
− 1
2 ‖PMu− uh‖ε∂h‖∇v‖Th ,
and the result follows.
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Lemma 4.24. If k ≥ 1 holds, then
‖ζL‖Th . hsL ‖L‖sL,Ω + hsp ‖p‖sp,Ω + hsy−1 ‖y‖sy ,Ω
+ hsG−1 ‖G‖sG,Ω + hsq−1 ‖q‖sq ,Ω + hsz−2 ‖z‖sz ,Ω , (4.36a)
‖ζp‖Th . h
sL ‖L‖sL,Ω + hsp ‖p‖sp,Ω + hsy−1 ‖y‖sy ,Ω
+ hsG−1 ‖G‖sG,Ω + hsq−1 ‖q‖sq ,Ω + hsz−2 ‖z‖sz ,Ω . (4.36b)
Proof. By Lemma 4.3 and the error equation (4.29a), we have
B(ζL, ζy, ζp, ζŷ; ζL, ζy, ζp, ζŷ)
= (ζL, ζL)Th + 〈(h−1(PMζy − ζŷ), ζy − ζŷ〉∂Th\ε∂h + 〈h
−1PMζy,PMζy〉ε∂h
= 〈(PMu− uh)τ , ζL · n+ h−1ζy〉ε∂h
= 〈(u− uh)τ , ζL · n+ h−1PMζy〉ε∂h
. ‖u− uh‖ε∂h (‖ζL‖ε∂h + h
−1 ‖PMζy‖ε∂h)
. h− 12 ‖u− uh‖ε∂h (‖ζL‖Th + h
− 1
2 ‖PMζy‖ε∂h),
which gives
‖ζL‖Th + h−
1
2 ‖PMζy − ζŷ‖∂Th\ε∂h + h
− 1
2 ‖PMζy‖ε∂h
. hsL ‖L‖sL,Ω + hsp ‖p‖sp,Ω + hsy−1 ‖y‖sy ,Ω
+ hsG−1 ‖G‖sG,Ω + hsq−1 ‖q‖sq ,Ω + hsz−2 ‖z‖sz ,Ω .
This bound together with Lemma 4.23 gives (4.36b).
The above lemma, the triangle inequality, and Lemma 4.11 complete the proof of the main
result:
Theorem 4.25. If k ≥ 1, then
‖p− ph‖Th . hsL ‖L‖sL,Ω + hsp ‖p‖sp,Ω + hsy−1 ‖y‖sy ,Ω
+ hsG−1 ‖G‖sG,Ω + hsq−1 ‖q‖sq ,Ω + hsz−2 ‖z‖sz ,Ω ,
‖L− Lh‖Th . hsL ‖L‖sL,Ω + hsp ‖p‖sp,Ω + hsy−1 ‖y‖sy ,Ω
+ hsG−1 ‖G‖sG,Ω + hsq−1 ‖q‖sq ,Ω + hsz−2 ‖z‖sz ,Ω .
5 Numerical Experiments
We consider two examples on square domains in R2. In the first example we have an explicit
solution of the optimality system; in the second example an explicit form for the exact solution is
not known.
For a square domain, the singular exponent is ξ = 2.74 [20] and the local regularity result (2.20)
gives u ∈ Hκ(Γi) for each κ < ξ − 1/2 = 2.24.
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h/
√
2 1/8 1/16 1/32 1/64 1/128 EO
‖L− Lh‖Th 1.72 5.63E-01 1.86E-01 6.29E-02 2.17E-02
order - 1.62 1.60 1.56 1.54 1
‖G−Gh‖Th 1.41E-01 3.79E-02 9.74E-03 2.46E-03 6.19E-04
order - 1.90 1.96 1.98 1.99 1.5
‖y − yh‖Th 2.15E-01 2.84E-02 4.10E-03 7.18E-04 1.54E-04
order - 2.92 2.79 2.51 2.22 1.5
‖z − zh‖Th 2.78E-02 3.53E-03 4.44E-04 5.63E-05 7.41E-06
order - 2.98 2.99 2.98 2.93 1.5
‖p− ph‖Th 6.93E-01 2.24E-01 7.40E-02 2.50E-02 8.63E-03
order - 1.63 1.60 1.56 1.54 1
‖q − qh‖Th 7.78E-02 1.91E-02 4.71E-03 1.17E-03 2.92E-04
order - 2.03 2.02 2.01 2.00 1.5
‖u− uh‖ε∂h 2.42E-01 6.29E-02 1.58E-02 3.96E-03 9.90E-04
order - 1.94 1.99 2.00 2.00 1.5
Table 1: Example 5.1, k = 1: Errors, observed convergence orders, and expected order (EO) for
the control u, pressure p, dual pressure q, state y, adjoint state z, and their fluxes L and G.
h/
√
2 Time step
∆t = 16 ∆t = 32 ∆t = 64 ∆t = 128 ∆t = 256
1/4 12 8 7 6 6
1/8 14 9 7 6 6
1/16 16 9 8 7 6
1/32 19 10 8 7 6
1/64 21 11 8 7 6
Table 2: Example 5.1: The number of iterations in the augmented Lagrangian approach for various
h and ∆t.
.
Example 5.1. The domain is the unit square, and the problem data f and yd are chosen so that
the exact solution of the optimality system is given by
y1 = −2pi2 sin2(pix1) cos(pix2)− 2pi2 sin(pix1) sin(2pix2),
y2 = 2pi
2 cos(pix1) sin
2(pix2) + 2pi
2 sin(pix2) sin(2pix1),
z1 = pi sin
2(pix1) sin(2pix2), z2 = −pi sin2(pix2) sin(2pix1),
p = cos(pix1), q = cos(pix1), γ = 1.
The numerical results are shown in Table 1 for various values of h with ∆t = 256 in the augmented
Lagrangian solver. To compare the observed convergence orders in the numerical experiments with
the theoretical rates, we mark the theoretical expected order (EO) in the last column.
Also, Table 2 shows the number of iterations required for the augmented Lagrangian method for
various h and ∆t. From Table 2, we see that the number of iterations decreases when ∆t increases
and converges as h decreases.
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h/
√
2 1/16 1/32 1/64 1/128 1/256 EO
‖L− Lh‖Th 4.91E-02 3.68E-02 2.56E-02 1.47E-02 7.71E-03
order - 0.42 0.53 0.80 0.93 –
‖G−Gh‖Th 1.66E-03 8.76E-04 4.62E-04 2.38E-04 1.20E-04
order - 0.92 0.92 0.96 0.99 0.5
‖y − yh‖Th 6.20E-04 3.27E-04 1.74E-04 6.83E-05 2.04E-05
order - 0.93 0.91 1.35 1.75 0.5
‖z − zh‖Th 6.89E-05 1.83E-05 4.85E-06 1.26E-06 3.21E-07
order - 1.90 1.92 1.94 1.98 0.5
‖p− ph‖Th 3.87E-02 3.16E-02 2.06E-02 1.01E-02 4.46E-03
order - 0.29 0.62 1.03 1.18 –
‖q − qh‖Th 5.61E-04 3.72E-04 1.92E-04 9.31E-05 4.52E-05
order - 0.59 0.96 1.04 1.04 0.5
‖u− uh‖ε∂h 6.34E-03 3.13E-03 1.67E-03 7.88E-04 3.73E-04
order - 1.02 0.910 1.08 1.08 0.5
Table 3: Example 5.2, k = 0: Errors, observed convergence orders, and expected order (EO) for
the control u, pressure p, dual pressure q, state y, adjoint state z, and their fluxes L and G.
Example 5.2. In this example, we set f = 0, γ = 1, ∆t = 256, the domain Ω = [0, 1/8]× [0, 1/8],
and the desired state
yd = 200× 83[x21(1− 8x1)2x2(1− 8x2)(1− 16x2);
− x1(1− 8x1)(1− 16x1)x22(1− 8x2)2].
In [51], it shows that yd has the form of a large vortex, see Figure 1.
Since we do not have an explicit expression for the exact solution, we solved the problem
numerically for a triangulation with 524288 elements, i.e., h =
√
2/212, and compared this reference
solution against other solutions computed on meshes with larger h. The numerical results are shown
in Table 3 for k = 0 and Table 4 for k = 1. For illustration, we consider the problem on a square
domain Ω = [0, 1] × [0, 1] on a relatively coarse mesh, i.e., h = √2/64, and plot the computed
optimal control in Figure 1.
The convergence rate for the control u in Example 5.1, Example 5.2, and other numerical tests
not shown here are higher than predicted in our theoretical results; again, this may be due to the
local regularity. For k = 0, experimental orders of convergence are similar to the ones obtained for
convection diffusion [45, Table 2]. Also, for k = 0, we do not have guaranteed convergence rates for
the pressure p and flux L. Again, this is similar to the convection diffusion case [45]. For k = 1,
while the observed convergence rates for the dual variables are similar to those of [45, Table 1], the
experimental orders of convergence for the optimal control, state, and flux are 1/2 better for the
Stokes problem.
6 Conclusion
In this work, we considered a tangential Dirichlet boundary control problem for the Stokes equa-
tions. First, we established well-posedness and regularity results for the optimal control problem
based on a weak mixed formulation of the PDE on polygonal domains. Next, we used an existing
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h/
√
2 1/16 1/32 1/64 1/128 1/256 EO
‖L− Lh‖Th 3.38E-02 1.61E-02 6.51E-03 2.23E-03 7.35E-04
order - 1.07 1.31 1.55 1.60 1
‖G−Gh‖Th 6.65E-04 2.02E-04 5.90E-05 1.58E-05 4.06E-06
order - 1.72 1.77 1.90 1.96 1.5
‖y − yh‖Th 2.74E-04 8.39E-05 1.72E-05 2.67E-06 4.16E-07
order - 1.71 2.28 2.69 2.68 1.5
‖z − zh‖Th 1.82E-05 2.86E-06 3.78E-07 4.80E-08 6.03E-09
order - 2.67 2.92 2.98 2.99 1.5
‖p− ph‖Th 2.86E-02 1.20E-02 4.40E-03 1.28E-03 3.69E-04
order - 1.25 1.45 1.78 1.79 1
‖q − qh‖Th 2.74E-04 8.70E-05 2.54E-05 6.67E-06 1.67E-06
order - 1.66 1.77 1.93 2.00 1.5
‖u− uh‖ε∂h 2.13E-03 8.60E-04 2.54E-04 7.02E-05 1.90E-05
order - 1.31 1.76 1.86 1.89 1.5
Table 4: Example 5.2, k = 1: Errors, observed convergence orders, and expected order (EO) for
the control u, pressure p, dual pressure q, state y, adjoint state z, and their fluxes L and G.
Figure 1: Left is the desired state yd and right is the Dirichlet boundary control u.
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superconvergent HDG method to approximate the solution of the optimality system and established
optimal superlinear convergence rates for the control under certain assumptions on the domain Ω
and the desired state yd. However, the numerical experiments show higher convergence rates than
our theoretical results; this maybe due to the higher local regularity of the control on individual
edges of the domain. This phenomenon is not present in Dirichlet boundary control problems for
the Poisson equation.
In the second part of this work [27], we use the techniques in [44] to analyze the optimal control
problems but remove the restrictions on the domain and the desired state.
As far as we are aware, this is the first work to explore the analysis of this tangential Dirichlet
control problem of Stokes equations and the numerical analysis of a computational method for this
problem. There are a number of topics that can be explored in the future, including using an
energy space for the control (see [15, 59] for the Poisson equation), devising divergence free and
pressure robust HDG schemes, and considering more complicated PDEs, such as the Oseen and
Navier-Stokes equations. Also, it would be interesting to investigate the higher order convergence
rate phenomenon observed here.
7 Appendix
By simple algebraic operations in equation (3.10), we obtain the following formulas for the matrices
F1, F2, F3 and vectors J
(m)
1 , J
(m)
2 , J
(m)
3 in (3.11):
α = F1ζ + J
(m)
1
β = F2ζ + J
(m)
2
γ = F3ζ + J
(m)
3
, (7.1)
G1 = (B4 +B
T
2 B
−1
1 B2)
−1, G2 = (B6 +BT2 B
−1
1 B3), G3 = (B7 −B6G1B5)−1,
G4 = B9 −B6G1G2, F1 = −B−11 B2(G1B5G3G4 −G1G2)−B−11 B3,
F2 = G1B5G3G4 −G1G2, F3 = −G3G4, H(m)1 = G3(˜b(m−1)2 −B6G1b1),
H2 = G1b1, J
(m)
1 = −B−11 B2(H2 −G1B5H(m)1 ),
J
(m)
2 = H2 −G1B5H(m)1 , J (m)3 = H(m)1 .
We briefly describe how these matrices can be easily computed using the HDG method described
in this work.
Since the spaces Kh, Vh and Wh consist of discontinuous polynomials, some of the system
matrices are block diagonal and each block is small and symmetric positive definite (SSPD). The
matrix B1 is this type, and therefore B
−1
1 is easily computed and is also a matrix of the same type.
Therefore, the the matrices G1, G2, H1, and H2 are easily computed if B4 +B
T
2 B
−1
1 B2 is also easily
inverted.
First, it can be checked that B2 is block diagonal with small blocks, but the blocks are not
symmetric or definite. This implies BT2 B
−1
1 B2 is block diagonal with small nonnegative definite
blocks. Next, B4 =
[
A5 0
−A4 A5
]
, where A4 and A5 are both SSPD block diagonal. Due to the
structure of B1 and B2, the matrix B
T
2 B
−1
1 B2 + B4 has the form
[
C1 0
−A4 C2
]
, where C1 and C2
38
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are SSPD block diagonal. The inverse can be easily computed using the formula[
C1 0
−A4 C2
]−1
=
[
C−11 0
C−12 A4C
−1
1 C
−1
2
]
.
Furthermore, C−11 , C
−1
2 and C
−1
2 A4C
−1
1 are both SSPD block diagonal.
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