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Abstract Spectral clustering (SC) is one of the most popular clustering meth-
ods and often outperforms traditional clustering methods. SC uses the eigen-
vectors of a Laplacian matrix calculated from a similarity matrix of a dataset.
SC has serious drawbacks that are the significant increase in the computa-
tional complexity derived from the eigendecomposition and the memory space
complexities to store the similarity matrix. To address the issues, I develop a
new approximate spectral clustering using the network generated by growing
neural gas (GNG), called ASC with GNG in this study. The proposed method
uses not only reference vectors for vector quantization but also the topology of
the network for extraction of the topological relationship between data points
in a dataset. The similarity matrix used by ASC with GNG is made from both
the reference vectors and the topology of the network generated by GNG. Us-
ing the network generated from a dataset by GNG, we achieve to reduce the
computational and space complexities and to improve clustering quality. This
paper demonstrates that the proposed method effectively reduces the com-
putational time. Moreover, the results of this study show that the proposed
method displays equal to or better performance of clustering than SC.
Keywords spectral clustering · growing neural gas · self-organizing map ·
large-scale data
1 Introduction
A clustering method is a workhorse and becomes more important for data
analysis, data mining, image segmentation, and pattern recognition. The most
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famous clustering method is k -means, but it cannot accurately partition a non-
linearly separable dataset. Spectral clustering (SC) is one of the efficient clus-
tering methods for a nonlinearly separable dataset [14] and can extract even
complex structures such as half-moons data [4]. SC often outperforms tradi-
tional popular clustering methods such as k -means [28]. However, SC has the
significant drawbacks that are considerable increases in computational com-
plexity and space complexity with the number of data points. These drawbacks
make difficult the application of SC to partition of a large dataset. Nowadays,
the drawbacks are becoming more crucial because a dataset becomes more
massive, more various, and more multidimensional.
SC treats a dataset as a graph (network) consisting of nodes and weighted
edges. The nodes and the edges represent the data points in the dataset and
connection with the data points, respectively. The weights of the edges are
the similarities between data points. In SC, eigenvectors are calculated from
the similarity matrix of the network. The eigenvectors are clustered using a
traditional clustering method such as k -means. The drawbacks of SC toward
a large dataset are the computational complexity of eigendecomposition and
the space complexity to store the similarity matrix.
Researchers have tackled the high computational cost of SC. There are four
approaches to improve the computational cost. The first approach is parallel
computing to reduce computational time [37, 7, 21]. The second approach is
data size reduction by random sampling. For example, Sakai and Imiya [35]
make small an affinity matrix using random sampling its columns to reduce the
computational cost of eigendecomposition. The third approach is to use a low-
rank matrix that approximates the similarity matrix of the original dataset to
avoid calculating the whole similarity matrix [15, 24]. The last approach is to
reduce a data size using a vector quantization method such as k -means [45],
self-organizing map (SOM) [11] and neural gas (NG) [33]. This method is called
approximate spectral clustering or two-level approach. In approximate spectral
clustering (ASC), data points are replaced with smaller reference vectors. We
can decrease the computational cost of SC by reduction of data size using a
quantization method.
In this study, I focus on ASC using SOM and its alternatives, such as
NG and growing neural gas (GNG). SOM and its alternatives are one of the
artificial neural networks and convert data points to a network. The network
has units that have weights regarded as reference vectors and edges connecting
pairs of the units. ASC reduces the size of the input to SC using the smaller
reference vectors instead of data points. Furthermore, the reference vectors are
regarded as local averages of data points, thus, less sensitive to noise than the
original data [43]. This may improve the clustering performance of SC. The
performance of SC highly depends on the quality of the constructed similarity
matrix from input data points [6, 25, 34, 47]. In other words, to construct a
more robust similarity matrix is to improve the clustering performance of SC
[26]. Because of the dependence on the quality of the similarity matrix, SC is
highly sensitive to noisy input data [4]. Thus, the lower sensitivity of reference
vectors to noise may improve the clustering quality of SC. In many studies,
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reference vectors of a network generated by SOM are used for the reduction
of input size, but the topology of the network is not exploited.
In this study, I develop new ASC using a similarity matrix calculated from
both the reference vectors and the topology of the network generated by GNG,
called ASC with GNG. The key idea of this study is that the network gener-
ated by GNG is regarded as a similarity graph, and the similarity matrix is
calculated from not only reference vectors but also the topology of the network
reflected in the topology of input. Because the network generated by GNG can
represent important topological relationships in a given dataset [17] and the
better similarity matrix will lead to better clustering performance in the ASC,
I employ GNG. The quantization of GNG reduces the computational com-
plexity and the space complexity of SC. Furthermore, the effective extraction
of topology by GNG may improve clustering performance. This paper investi-
gates the calculation time and the clustering performance of ASC with GNG.
Moreover, I compare the proposed method with ASC using a similarity ma-
trix calculated from a quantization results generated by neural gas, Kohonen’s
SOM, and k -means instead of GNG.
2 Related works
Spectral clustering (SC) is a popular modern clustering method based on eigen-
decomposition of a Laplacian matrix calculated from a similarity matrix of a
dataset [42]. SC displays high performance for clustering nonlinear separable
data [8] and has been applied to various fields such as image segmentation [12],
co-segmentation of 3D shapes [27], video summarization [9], identification of
cancer types [8, 36], document retrieval [39]. In SC, a dataset converts to a
Laplacian matrix calculated from the similarity matrix of the dataset, and
we obtain a clustering result by clustering the eigenvectors of the Laplacian
matrix. SC often outperforms a traditional clustering method, but it requires
enormous computational cost and large memory space for a large dataset.
Especially, its use is limited since it is often infeasible due to the computa-
tional complexity of O(N3) [20, 40, 42, 44], where N is the number of data
points. The huge computational complexity of the SC is mainly derived by
the eigendecomposition and constitutes the real bottleneck of SC for a large
dataset [20]. The memory space required increase with O(N2) [30], because
the similarity matrix is an N ×N matrix.
One of the approaches to reduce computational cost of clustering is two-
level approach that partitions a quantization result of a dataset [43]. In two-
level approach, first, data points are converted to smaller reference vectors
by a quantization method such as SOM and k -means and are assigned to the
reference vectors (abstraction level 1). Then the reference vectors are combined
to form the actual clusters (abstraction level 2). Each data point belongs to
the same cluster as its nearest reference vector. The two-level approach has the
advantage of dealing with smaller reference vectors instead of the data points
as a whole, therefore reducing the computational cost [5]. This approach does
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not limit a quantization method in the abstract level 1 and a clustering method
in the abstraction level 2. There are many pairs of a quantization method and a
clustering method, for example, SOM and hierarchical clustering [43, 41], GNG
and hierarchical clustering [32], and SOM and normalized cut [46]. Especially,
this approach using SC in abstraction level 2 is called the approximate spectral
clustering (ASC) [42].
In two-level approach, there is the concern of underperformance of clus-
tering by the quantization because it uses smaller reference vectors instead of
all data points in a dataset. However, a quantized dataset would be sufficient
in many cases [3]. Furthermore, two-level approach using SOM also has the
benefit of noise reduction [43].
SOM and its alternatives, such as NG and GNG, are one of the artifi-
cial neural networks using unsupervised learning. They convert data points
to smaller weights (representative vectors) of units in a neural network and
preserve the input topology as the topology of the neural network. Kohonen’s
SOM [22] is a basic and typical SOM algorithm. Kohonen’s SOM has the in-
herent limitation that the network topology is fixed into a lattice [38], and the
number of units is constant. NG has been proposed by Martinetz and Schulten
[31] and can flexibly change the topology of its network. However, in NG, we
have to preset the number of units in the network. GNG [17] achieves to flexi-
bly change both the network topology and the number of units in the network
according to an input dataset. GNG can find topology of an input distribution
[18]. GNG have been widely applied to clustering or topology learning such
as extraction of two-dimensional outline of an image [1, 2], reconstruction of
3D models [19], landmark extraction [13], object tracking [16], and anomaly
detection [38].
3 Methods
3.1 Approximate spectral clustering with growing neural gas
Approximate spectral clustering with growing neural gas (ASC with GNG),
partitions a dataset using a similarity matrix calculated from both reference
vectors and topology of the network generated by GNG. ASC with GNG con-
sists of the two process levels based on two-level approach [42, 43]. In the first
level, a dataset is converted into the network by GNG. Then the similarity
matrix is calculated from the network considering both the reference vectors
and the topology of the network. In the second level, the reference vectors are
merged by SC using the similarity matrix. Then the data points in the dataset
are assigned to the clusters to what the reference vectors nearest to the data
points belong.
Let us consider a set of N data points, X = {x1,x2, ...,xn, ...,xN}, where
xn ∈ R
d (Fig. 1A). Note that the data point n is denoted by xn. Each data
point is previously normalized by xn ← (xn − xmin)/‖xmax − xmin‖, where
xmax and xmin are the data points that have the maximum and the minimum
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of norms in all data points, respectively. The network generated by GNG
consists of a set of units and a set of edges connecting pairs of the units. The
edges are not weighted and not directed. The unit i has a reference vector
wi ∈ R
d. The process of ASC with GNG is described as follows:
Level 1 Calculate a similarity matrix from the network generated by GNG.
1. Make the network from the dataset X using GNG (Fig. 1B).
2. Calculate the similarity matrix A ∈ RM×M from the reference vectors
and the topology of the network. M is the number of units in the
network. If the unit i connects to the unit j, the element aij of A is
defined as follows:
aij = exp
(
−
‖wi −wj‖
2
2σ2
)
, (1)
where wi and wj are the reference vectors of i and j, respectively. Oth-
erwise, aij = 0. Equation 1 is the Gaussian kernel function that is the
most widely used to obtain a similarity matrix. In this study, σ = 0.25.
The new point of the proposed method is to make a similarity matrix
from not only the reference vectors but also the network topology .
Level 2 Assign the data points to the clusters.
1. Marge the units to k clusters using SC, shown in Fig. 1C.
(a) Calculate the normalized Laplacian matrix Lsym ∈ R
M×M from
A. Here, we define the diagonal matrix D ∈ RM×M to calculate
the Laplacian matrix. The element of the diagonal matrix is di =∑M
j=1 aij . The unnormalized Laplacian matrix is L = D − A. We
obtain the normalized Laplacian matrix,
Lsym = D
−1/2LD−1/2. (2)
(b) Calculate the k first eigenvectors u1, ...,uk of Lsym. Let U ∈ R
M×k
be the matrix containing the vector u1, ...,uk as columns.
(c) AssignM k-dimensional row vectors in U to k clusters by k -means.
2. Assign data points in the dataset to the clusters.
(a) Find the nearest unit to each data point.
(b) Each data point is assigned to the cluster to which the nearest unit
is assigned.
In this study, we compare the performance of the proposed method with
ASCs with NG, SOM, GNG using no topology, and k -means to investigate the
difference in clustering performances between the methods generating the net-
work. ASCs with NG, SOM, and k -means use the NG, Kohonen’s SOM, and
the k -means to generate network instead of the GNG in the level 1 process,
respectively. In the ASC with k -means, the network is fully-connected, and it
consists of units as which centroids are regarded. The weights of the network
are calculated using the Gaussian kernel function with σ = 0.1. ASC with
GNG using no topology uses only the reference vectors but not the topology
of the network generated by GNG. In ASC with GNG using no topology, the
network is fully-connected and its weights are calculated using the Gaussian
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A B C
C1
C2
Fig. 1 Schematic image of ASC with GNG. A. Data distribution. The dots denote the
data points. B. Generated network. The open circles and the solid lines denote the units
and the edges, respectively. C. Partition of the units using SC. The broken line denotes the
connection cut by SC. SC merges the units to two clusters, C1 and C2. In other words, SC
removes the edge connecting the units that belong to different clusters. SC can be regarded
as a type of partition problem for a network [10].
kernel function with σ = 0.1. In SC, a fully-connected network, a normalized
Laplacian matrix Lsym = D
−1/2LD−1/2, and k-means are used, and a similar-
ity matrix is calculated using the Gaussian similarity function with σ = 0.1.
3.2 Growing neural gas
Growing neural gas (GNG) can generate a network from a given set of input
data points . The network represents important topological relations in the
data points using Hebb-like learning rule [17]. A network generated by GNG
consists of units and edges that are connections between units. In GNG, not
only the number of the units but also the topology of the network can flexibly
change according to input data points. The unit i has the reference vector
wi ∈ R
d and summed error Ei. The edges are not weighted and not directed.
An edge has a variable called age to decide whether the edge is deleted.
Let us consider the set ofN data points,X = {x1,x2, ...,xn, ...,xN}, where
xn ∈ R
d. The algorithm of the GNG to make a network from X is given by
the following:
1. Start the network with only two units that are connected to each other.
The reference vectors of the units set two data points randomly selected
from X .
2. Select a data point xn from the dataset at random.
3. Find the winning unit s1 of xn by
s1 = argmin
i
‖xn −wi‖. (3)
Simultaneously, find the second nearest unit s2.
4. Increase the ages of all the edges emanating from s1.
5. Add the squared distance between xn and ws1 to the summed error Es1 :
Es1 ← Es1 + ‖xn −ws1‖. (4)
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6. Move ws1 toward xn by fraction εs1 of the total distance:
ws1 ← ws1 + εs1(xi −ws1). (5)
Also move the reference vectors of the all direct neighbor units sn of s1
toward xn by fraction εsn of the total distance:
wsn ← wsn + εsn(xi −wsn). (6)
7. If s1 and s2 are connected by an edge, set the age of this edge to zero. If s1
and s2 are not connected, create the edge connecting between these units.
8. Remove the edges with their age larger than amax. If this results in nodes
having no emanating edges, remove them as well.
9. Every certain number λ of the input data point generated, insert a new
unit as follows:
– Determine the unit q with the maximum summed error Eq.
– Find the node f with the largest error among the neighbors of q.
– Insert a new unit r halfway between q and f as follows:
wr = (wq +wf )/2. (7)
The number of units has the limit Mmax.
– Insert edges between r and q, and r and f . Remove the edge between
q and f .
– Decrease the summed errors of q and f by multiplying them with a
constant α. Initialize the summed error of r with the new summed
error of q.
10. Decrease all summed errors by multiplying them with a constant β
11. If the number of iterations is not T , go to step 2.
In this study, Mmax = 100, εs1 = 0.05, εsn = 0.005, amax = 75, λ = 250,
α = 0.5, β = 0.995, and T = 105.
3.3 Neural gas (NG)
The NG also generates a network from input data points. The NG flexibly
change the topology of the network according to input data points, but the
number of the units is static. The network consists of M units and edges
connecting pairs of units. The unit i has the reference vector wi. The edges
are not weighted and not directed. An edge has a variable called age to decide
whether the edge is deleted. Let us consider the set of N data points, X =
{x1,x2, ...,xn, ...,xN}, where xn ∈ R
d. The algorithm of the neural gas is
shown below:
1. Assign initial values to the weight wi ∈ R
d and set all Cij to zero. Cij
describes the connection between the unit i and the unit j.
2. Select a data point xn from the dataset at random.
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3. Determine the neighborhood-ranking of i, ki, according to distance between
wi and xn by the sequence of ranking (i0, i1, ..., ik, ..., iM−1) of units with
‖x−wi0‖ < ‖x−wi1‖ < ... < ‖x−wik‖ < ... < ‖x−wiN−1‖. (8)
4. Perform as adaptation step for the weights according to
wi ← wi + εe
−ki/λ(xn −wi), i = 1, ..., N. (9)
5. Determine the nearest neighbor unit i0 and the second nearest neighbor
unit i1. If Ci0i1 = 0, set Ci0i1 = 1 and li0i1 = 0. If Ci0i1 = 1, set li0i1 = 0.
li0i1 describes the age of the edge between the unit i0 and the unit i1.
6. Increase the age of all connections of i0 by setting li0j = li0j + 1 for all j
with Ci0j = 1.
7. Remove all connections of i0 which exceeded their lifetime by setting Ci0j =
0 for all j with Ci0j = 1 and li0j > amax.
8. If the number of iterations is not T , go to step 2.
ε, λ, and amax decay with the number of iterations t. This time depen-
dence had the same form for these parameters and was determined by g(t) =
gi(gj/gi)t/T : with εi = 0.1, εf = 0.005, λi = 1, λf = 0.01, amaxi = 75,
amaxf = 300, and T = 10
5. In this study, M = 100.
3.4 Kohonen’s Self-organizing map
The topology of the network of Kohonen’s SOM is a two-dimensional l × l
lattice in this study, where l × l = M . The unit i in the network has the
reference vector wi ∈ R
d. The unit i is at pi ∈ R
2 on lattice, wherepi =
(mod(i, l + 1)/l, ⌈i/l⌉/l), i = {1, 2, ..., N}. mod(a, b) is the remainder of the
division of a by b. A general description of SOM algorithm is as follows:
1. Initialize the reference vectors of the units. All elements of the reference
vectors are randomly initialized in the range of [0, 1].
2. Randomly select a data point xn and find the best match unit c, that is
c = arg min
i
‖xn −wi‖. (10)
3. Update the reference vectors of all units. The new reference vectors of the
unit i is defined by
wi ← wi + α(γ0, t)h(i, c, t)(xn −wi), (11)
where t is the number of iterations, α(z, t) is a monotonically decreasing
scalar function of t, and h(i, c, t) is the neighborhood function. Description
of α(z, t) and h(i, c, t) are follows:
α(z, t) = z × (1−
t
T
), (12)
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h(i, c, t) = exp
(
−
sqdist(i, c)
2α(σ0, t)2
)
, (13)
where sqdist(i, c) is the square of the geometric distance between the unit
i and the best match unit c on the lattice. sqdist(i, c) is defined by
sqdist(i, c) = ‖pi − pc‖
2. (14)
4. If t = T , terminate. Otherwise, go to Step 2.
In this study, l = 10, γ0 = 0.5, σ0 = 0.1, and T = 10
5.
3.5 Complexity
The computational complexity of SC is O(N3) [20, 42, 44], where N is the
number of data points because the eigendecomposition of a Laplacian matrix
requires this complexity. The complexity of ASCs with GNG, NG, and SOM is
O(MT +M3+NM), whereM and T are the number of units and the number
of iterations, respectively. The first term O(MT ) is the complexity of GNG,
NG [29], and SOM because O(M) is required to find the best match unit every
iteration. The third term O(MN) is the complexity to assign data points to
units in a network. The computational complexity of ASC with k -means is
O(MNTkmeans + M
3 + NM), where Tkmeans is the number of iterations in
k -means. The first term O(MNTkmeans) is the complexity of k -means.
The space complexity of SC is O(N2) [30] because the memory space is
required to store the N ×N similarity matrix. The space complexity of ASCs
with GNG, NG, SOM, and k -means is O(N +M2). When the number of data
points N is much larger than the number of units, the space complexity of
ASC is much smaller than that of SC.
4 Results
This section describes computational time and clustering performances of
ASCs with GNG, NG, SOM, and k -means and SC.
The programs used in the experiments were implemented using Python and
its libraries. The libraries are numpy for linear algebra computation, networkx
for dealing a network, and scikit-learn for synthetic dataset, a criterion of
clustering performance, and k -means.
4.1 Computational time
This subsection describes the computational time of ASCs with GNG, NG,
SOM, and k -means and SC. In the measurement of the computational time,
the dataset has the five clusters and consists of 3-dimensional data points. This
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dataset is generated by datasets.make blobs, which is the function in scikit-
learn. In this experiment, I use the computer with two Xeon E5-2687W v4
CPUs and 64 GB of RAM and use only one thread to not process in parallel.
Figure 2A shows the relationship between the computational time and the
number of data points for 102 units. The computational time of ASC with k -
means is shortest under about 5× 105 data points. The computational time of
ASC with k -means linearly increases beyond about 103. ASCs with GNG, NG,
and SOM show better computational performance than ASC with k -means be-
yond 106 data points. The computational time of ASCs with GNG, NG, and
SOM does not significantly change under about 105. However, the computa-
tional time of ASCs with GNG, NG, and SOM scales linearly in the number of
data points beyond about 106. These results suggest that the computational
time of ASCs with GNG, NG, and SOM will mainly depend on the compu-
tational cost to generate a network, O(MT ), under 105 data points because
O(MT ) is more than O(M3) and O(MN) under 105 data points. On the other
hand, the linear increase of the computational time of ASCs with GNG, NG,
and SOM will be dominantly caused by the computational cost to assign data
points to units, O(NM). The computational time of ASC with SOM is shorter
than that of ASCs with GNG and NG under about 107 because SOM does
not have the process to change the network topology. Beyond about 107, the
computational time of ASC with SOM is not different from ASC with GNG
and the NG because the computational cost to assign data points to units,
O(NM), is dominant. Under 106 data points, the computational time of ASC
wit GNG is shorter than ASC with NG. This difference occurs because the
mean of growing M of ASC with GNG during learning is less than M of ASC
with NG. The computational time of SC is not shown for more than 104 data
points since the computational time of spectral clustering is too long toward
the other methods. These results show that the ASCs achieves to outperform
SC in terms of computational time in a large dataset.
Figure 2B shows the relationship between the computational time and the
number of units for 106 data points. In ASC with GNG, the number of units
means the maximum of the number, Mmax. The computational time of all
ASCs linearly increases with the number of units. The computational time
of the ASCs with GNG, NG, and SOM increases more weakly than k -means
because the increase of the complexity of GNG, NG, and SOM, O(MT ), is
smaller than that of k -means, O(MNTkmeans), In this experiment, the com-
plexity of GNG, NG, and SOM is O(105×N), and the complexity of k-means
is O(106 ×N) even if Tkmeans is ignored. This result shows that the computa-
tional time of the ASC with GNG increases more weakly with the number of
units than the ASC with k -means in a large dataset.
4.2 Clustering quality
To investigate the clustering performances of the ASC with GNG, NG, and
SOM, three synthetic datasets and seven real-world datasets are used. The syn-
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Fig. 2 Computational time of ASC. A. Relationship between computational time and the
number of data points. B. Relationship between computational time and the number of
units. GNG, NG, SOM, kmeans, and SC in these figures represent the computational time
of ASCs with GNG, NG, SOM, and the k -means and SC, respectively. The computational
times are the mean of 10 runs with random initial values.
thetic datasets are Blobs, Circles, and Moons generated by datasets.make blobs,
datasets.make circles, and datasets.make moons that are functions in scikit-
learn, respectively. Blobs are generated from three isotropic Gaussian distri-
butions. The standard deviation and the means of each Gaussian are default
values of the generating function. Blobs can be partition by a liner separation
method such as k -means. Circles consists of two concentric circles. The noise
and the scale parameters of the function generating Circles are set 0.05 and
0.5, respectively. Moons includes two-moons shape distributed data-points.
The noise parameter of the function generating Moons is 0.05. Circle and
Moons are typical synthetic datasets that can not be partitioned by a linear
separation method. The real-world data are Iris, Wine, Spam, CNAE-9, Digits,
and MNIST [23]. Iris, Wine, Spam, CNAE-9, and Digits are datasets found in
the UCI Machine Learning Repository. Iris and Wine are datasets frequently
used to evaluate the performance of a clustering method. Spam and CNAE-9
are words datasets. Digits and MNIST are handwritten digits datasets. Table
1 shows the numbers of classes, data points, and attributions of the datasets.
To evaluate the clustering methods, we use the purity score. Purity is given
by Purity = 1/N
∑k
i=1maxj n
j
i , where N is the number of data points in a
dataset, k is the number of clusters, and nji is the number of data points that
belong to the class j in the cluster i. When the purity score is 1, all data points
belong to true clusters.
Table 2 shows the purities of ASCs with GNG, NG, SOM, k -means, and
GNG using no topology, and SC. ASC with GNG shows the best accurate
clustering results for five datasets: Circles, Moons, Spam, CNAE-9, and Dig-
its. For Blobs, ASC with GNG displays the fourth-best performance, but the
difference of purity between ASC with GNG, NG, and GNG using no topology,
and SC is small. For MNIST, ASC with GNG shows the second-best perfor-
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Table 1 Datasets
Dataset k n d
Blobs 3 1000 2
Circles 2 1000 2
Moons 2 1000 2
Iris 3 150 4
Wine 3 178 13
Spam 2 4601 57
CNAE-9 9 1080 857
Digits 10 5620 8× 8
MNIST 10 70000 28× 28
k, n, and d indicate the number of classes, data points and attributions, respectively.
mance, but its purity is not much different from that of ASC with k-means
with the best purity. ASC with NG also shows high purities for Blobs, Circles,
Moons, CNAE, digits, and MNIST. However, for Iris and Wine dataset, the
clustering performances of ASC with GNG and NG are worse than the others.
The lower performance of ASCs with GNG and NG may be due to too many
units toward the number of data points. Perhaps, there will be the optimal
number of the units to make a better Laplacian matrix. The performance of
ASC with SOM is worse than the other methods for the datasets apart from
Spam. The bat performance of ASC with SOM may be caused by the feature
of SOM that is the tendency to have null units often. For MNIST, SC cannot
perform clustering because overflow occurs. ASC with k-means shows high
performance for Circles, Moons, Iris, Wine, MNIST. ASC with GNG using no
topology shows the best performance for Blobs and Circles. For Moons and
Wine, ASC with GNG using no topology display the second-best performance.
For Blobs, CNAE-9, and Digits, the performance of ASC with GNG using no
topology is better than that of ASC with k -means. These results suggest that
the network topology effectively improves the performance of the clustering
and GNG will generate a same or better quantization result than k -means.
Figure 3 shows the relationship between purity and the number of units for
Circles, Iris, and MNIST to investigate dependence of clustering performance
on the number of units. For Circles, the clustering performances of ASCs with
GNG and NG vary in convex upward. This result suggests that the perfor-
mances become worse for a larger or smaller number of units than the optimal
number of units and become better for the around optimal number of units.
For Iris, the performances of ASCs with GNG and NG is high under about 50
and flat under about 36. Beyond that, these performances go down with the
number of units. This result suggests that the number of units used in Tab.
2 is too large to obtain optimal performance for Iris and Wine. For MNIST,
the performances of ASCs with GNG and NG improve with the number of
units. For all cases, the performances of ASCs with k -means and GNG using
no topology do weakly depend on the number of units. This result suggests
that ASC not using network topology displays peak performance less than
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Table 2 Performances of clustering (purity)
dataset GNG NG SOM k -means GNG SC
using no topology
Blobs 0.9642 0.9675 0.4308 0.9119 0.9789 0.9770
Circles 1.0000 0.9999 0.5150 0.9355 1.0000 0.9873
Moons 0.9987 0.9959 0.5575 0.9346 0.9986 0.9953
Iris 0.5696 0.5877 0.4975 0.8479 0.8463 0.8533
Wine 0.4673 0.4702 0.4254 0.6692 0.6783 0.6910
Spam 0.7580 0.6061 0.6101 0.6080 0.6261 0.6070
CNAE 0.6604 0.6089 0.2845 0.4854 0.5490 0.1871
Digits 0.8605 0.8137 0.3127 0.5520 0.7446 0.4180
MNIST 0.6149 0.5935 0.2793 0.6211 0.6009 nan
GNG, NG, SOM, k-means, GNG using no topology, and SC are ACSs with GNG, NG,
SOM, k-means, and GNG using no topology, and spectral clustering, respectively. The
purities are the mean of 100 runs with random initial values. The best estimations are
bold.
ASCs using network topology but does not strongly depend on the number of
units.
5 Conclusion
In this study, I propose approximate spectral clustering using the network
generated by growing neural gas, called ASC with GNG. ASC with GNG par-
titions a dataset using a Laplacian matrix calculated from not only reference
vectors but also the topology of the network generated by GNG. ASC with
GNG displays better computational performance than SC. Furthermore, ASC
with GNG also demonstrates equal or better clustering performance than SC
in many cases. The results of this study suggest that ASC with GNG improves
not only computational but also clustering performances. Therefore, ASC with
GNG can be a successful method for a large dataset.
Why ASC with GNG displays better clustering performance? The clus-
tering results of SC depend on the quality of the constructed network from
which a Laplacian matrix is calculated [25]. Namely, we need to improve the
way to construct a similarity matrix to obtain better clustering performance
for SC [26, 34]. The network generated by GNG represents important topo-
logical relationships in a given dataset [17]. Therefore, the ability of GNG
to extract the topology of a dataset will lead to improving clustering perfor-
mance. Furthermore, in ASC with GNG, a similarity matrix calculated using
the network topology is sparse because elements of a similarity matrix be-
tween not connected units are zero. The sparse similarity matrix may derive
the improvement of clustering performance.
However, when the number of units is not optimal, ASC with GNG will
produce rather unsatisfactory results compared to ASC with GNG using no
topology and SC. In this study, this problem occurs when the number of units
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Fig. 3 The relationship between purity and the number of units. A, B, and C show the
performance of clustering Circles, Iris, and MNIST, respectively. Purities are the mean of
100 runs with random initial values.
is the near or too small number of data points in a dataset. This problem will
not frequently occur in the actual application dealing in a large dataset.
ASC using no topology, such as ASCs with k-means and GNG using no
topology, also displays high performance, but its peak performance is less than
ASC with GNG. If we are concerned about the dependence of performance on
the number of units, then ASC using no topology may also be a good option.
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