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Resumen ejecutivo 
 
En el presente documento se considera la identificación de efectos de tratamiento cuando las 
variables de resultado y las de control no se encuentran en una misma base de datos. Los modelos 
de inferencia ecológica, en los cuales se combina información agregada de las variables de 
resultado con información demográfica a nivel individual, son un ejemplo común de esta clase de 
situaciones. En este contexto, no es posible identificar de manera puntual las distribuciones 
contra-factuales ni, por tanto, los efectos de tratamiento. Sin embargo, estudios recientes proveen 
límites inferiores y superiores para identificar de manera parcial los efectos causales. A diferencia 
de estos trabajos, se adoptará el supuesto de selección en no observables, es decir, la asignación 
no es totalmente aleatoria hasta que se controle por la heterogeneidad no observada constante en 
el tiempo. Se utilizan datos de panel en un modelo lineal en los factores no observables para 
obtener la identificación. Para ilustrar el funcionamiento de los límites, se complementa el 
análisis con una simulación. 
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Capítulo I. Introducción 
 
Es muy común que los investigadores tengan la necesidad de combinar datos presentes en 
distintas fuentes de información. En efecto, una base de datos normalmente no contiene toda la 
información ni abarca todas las variables relevantes que el investigador desea utilizar por diversos 
motivos, entre ellos, uno de los más importantes, los altos costos de hacer cuestionarios extensos. 
No obstante, el potencial aprovechamiento de la información extraída de las distintas fuentes de 
información es muy grande, especialmente en el campo de la evaluación de impacto. 
 
En este documento considero cómo identificar las distribuciones contra-factuales y los efectos del 
tratamiento cuando las variables de resultado y las variables de control se encuentran en distintas 
fuentes de información. Para ello, obtengo la identificación a través de la construcción de límites 
finos sobre la base de los resultados obtenidos por Fan et al. (2014a, 2014b), quienes trabajan bajo 
el supuesto de selección en observables. Relajaré este último supuesto permitiendo selección en 
factores no observables, de modo que la asignación al tratamiento no es aleatoria a menos que se 
controle tanto por la heterogeneidad observada como por la no observada.  
 
Para lidiar con estos factores no observables utilizo datos de panel. En particular, trabajo en un 
contexto en el cual existe heterogeneidad no observada constante en el tiempo que afecta de 
forma lineal tanto a los resultados potenciales como a la participación en el programa
1
. De este 
modo, es posible realizar una transformación al modelo (por ejemplo: primeras diferencias) que 
elimine el efecto de la heterogeneidad no observada y permita “volver” al supuesto de selección 
en observables, donde los límites desarrollados por Fan et al. (2014a, 2014b) son válidos. 
 
En el campo de la evaluación de impacto, muchos estudios han investigado la identificación e 
inferencia del efecto del tratamiento cuando las variables de resultado y las demográficas son 
observadas en una única base de datos bajo el supuesto de selección en observables (ver 
Chernozhukov et al. 2013; Hirano et al. 2003; y Rothe 2012). En este contexto, como mencionan 
Fan et al. (2014a), las distribuciones marginales y contra-factuales de los resultados potenciales 
(y, por tanto, los efectos de tratamiento) están identificadas de manera puntual.  
 
Sin embargo, el supuesto adoptado de independencia condicional en variables observables no 
siempre es adecuado. Existen muchos casos en los cuales dicho supuesto es violado, lo cual 
                                                          
1 Ver Klevmarken (1982) o Angrist y Krueger (1995) para la obtención de estimadores consistentes mediante el uso 
de variables instrumentales cuando no se observan las variables relevantes en una misma base de datos.  
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ocasiona que las variables de tratamiento sean endógenas debido a heterogeneidad no observada. 
Para lidiar con este problema, la literatura ha desarrollado distintos métodos, siendo los más 
comunes el uso de variables instrumentales (Heckman et al. 1997) y datos de panel vía la 
estimación de efectos fijos (Lillard y Willis 1978; Hislop 1999; Kahn 2007).  
 
El presente trabajo se basa sobre los resultados obtenidos por Fan et al. (2014a), quienes 
adoptando el supuesto de selección en observables utilizan representaciones explícitas de la 
distribución marginal y contra-factual en función de la información disponible ponderando los 
datos con la inversa del propensity score; y junto con la desigualdad de Cambanis-Simons-Stout 
(ver Cambanis et al. 1976) obtienen límites finos de las distribuciones contra-factuales y de los 
efectos de tratamiento. Existe literatura reciente en el campo de la evaluación de impacto que ha 
utilizado la idea de acotar distribuciones mediante desigualdades para identificar efectos de 
tratamiento (ver Frank et al. 1987; Fan y Park (2012, 2010, 2009); Heckman et al. (1997); Fan y 
Zhu (2009), quienes adoptan el supuesto de selección en observables; y Jun et al. (2014), quienes 
utilizan datos de panel para lidiar con el supuesto de selección en no observables). Sin embargo, 
todos estos trabajos asumen que las variables relevantes se encuentran en una misma base de 
datos, situación ideal pero que no siempre ocurre en la práctica, por lo que la idea de utilizar 
límites para acotar distribuciones es muy útil en esta clase de situaciones. 
 
La literatura relacionada a la combinación de distintas bases de datos en el campo de la evaluación 
de impacto, aun siendo pequeña, muestra un crecimiento importante en los últimos años. Ridder y 
Moffitt (2007) discuten el uso de las desigualdades de Frèchet-Hoeffding al combinar dos bases 
de datos distintas cuando no hay intersección de individuos entre ambas fuentes de información. 
Por otro lado, Cross y Manski (1999) derivaron límites finos para una regresión de la variable de 
resultado (  ) sobre dos variables de control discretas (      cuando las distribuciones 
condicionales        y        pueden ser identificadas a partir de bases de datos separadas. 
Asimismo, Fan et al. (2014a) adoptan el supuesto clásico de selección en observables de 
Rosenbaum y Rubin (1983) para identificar parcialmente el efecto de tratamiento basándose en la 
desigualdad de Cambanis et al. (1976).  
 
El uso de distintas bases de datos puede ser aplicado a un problema bastante común en el ámbito 
de la evaluación de impacto conocido como “problema de inferencia ecológica”. Este problema 
es un caso particular donde se busca combinar una base de variables de resultado a nivel agregado 
con una base de variables de control a nivel de individuos con el objetivo de realizar inferencia a 
nivel individual. El problema de inferencia ecológica fue inicialmente desarrollado por King 
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(1997) y King et al. (2001), quienes tratan esta clase de problema cuando el objetivo principal es 
describir, predecir y realizar inferencia a nivel individual. 
 
En este contexto, muchos se podrían inclinar por agregar la información individual, sin embargo, 
Corvalán et al. (2015) argumentan que la pérdida de información ocasionada por la agregación es 
lo suficientemente grande que impide la identificación de los efectos de tratamiento. Ante ello, 
Fan et al. (2014b) aplican los resultados de Fan et al. (2014a) y, adoptando el supuesto de 
selección en observables, proponen estimadores de los límites superiores e inferiores de los 
efectos de tratamiento
2
. Como mencionan los autores, el problema de identificación en los 
contextos de información ecológica es análogo al problema de identificar promedios 
contra-factuales de las variables de resultado en un modelo de efectos de tratamiento. El método 
de identificación desarrollado por estos autores ha sido utilizado en Corvalán et al. (2015) para 
analizar el efecto del cambio de un régimen de voto obligatorio a uno de voto voluntario sobre la 
tasa de votantes efectivos en Chile.  
 
La literatura relacionada a la combinación de bases de datos bajo el supuesto de selección en 
factores no observables es mucho más pequeña. Imbens y Newey (2003) utilizaron funciones de 
control para identificar y estimar modelos no separables bajo el supuesto de que la variable 
endógena y las perturbaciones del modelo son independientes condicionadas a la variable de 
control. De este modo, el presente estudio pretende contribuir presentando la identificación de los 
efectos de tratamiento a través de límites finos bajo el supuesto de selección en factores no 
observables cuando las variables de resultado y de control no son observadas en una misma base 
de datos.  
 
El documento se organiza de la siguiente manera. El capítulo I es introductorio. El capítulo II 
introduce el marco teórico, así como algunos ejemplos que explican la utilidad de la combinación 
de bases de datos bajo el supuesto de selección en no observables. El capítulo III presenta los 
principales resultados de identificación en el caso de un modelo lineal en la heterogeneidad no 
observada, en el cual es posible realizar alguna transformación en las variables (diferencias por 
ejemplo) para volver al caso de selección en observables, donde los límites desarrollados por Fan 
et al. (2014a) son válidos. En el capítulo IV se aplica la identificación del efecto de tratamiento a 
situaciones en las que se cuenta con información ecológica. El capítulo V muestra un pequeño 
ejercicio de simulación. Finalmente, se presentan las conclusiones y recomendaciones. 
 
                                                          
2 Además, demuestran que dichos estimadores son consistentes y asintóticamente normales.  
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Capítulo II. Marco teórico  
 
El contexto en el cual trabajaré es una adaptación del modelo de resultados potenciales 
desarrollado por Rubin (1974). Denotaré          como la variable binaria que indica los dos 
posibles estados del tratamiento en cada momento en el tiempo. De esta manera, si definimos 
como    el periodo en el cual se da el tratamiento,    será igual a cero para      y tomará el 
valor de uno para los tratados a partir de     3. Por otro lado, denotaré     como la variable de 
resultado para cada uno de estos posibles estados       en el periodo  . Rubin considera a 
estos como resultados potenciales y que, en la práctica, solo es posible observar uno de ellos. El 
resultado observado se vincula con los resultados potenciales en cada momento del tiempo a 
través de la siguiente ecuación:                    para todo        ; donde   es el 
número de observaciones en el tiempo para cada individuo. Finalmente, denotaré como    a las 
variables de control (usualmente  variables demográficas) en el momento   que potencialmente 
pueden afectar tanto   como          .  
 
Este marco de trabajo es muy utilizado en el campo de la evaluación de impacto, en el cual el 
objetivo principal es comparar ciertas características de la distribución de los resultados 
potenciales. Como se mencionó en la introducción, este objetivo suele ser alcanzado con el 
supuesto de selección en observables. No obstante, este trabajo busca relajar este supuesto y 
extender el análisis a un contexto en el cual no exista una asignación totalmente aleatoria hasta 
que no se tome en cuenta tanto la heterogeneidad observada como la no observada.  
 
Para ello, denotaré la heterogeneidad no observada como  ; la cual asumiré que permanece 
constante con el tiempo. De manera general, se puede considerar a   en forma vectorial (tal como 
lo plantean Jun et al. 2014); de modo que algunos elementos puedan ser excluidos de la ecuación 
que determina   o de la que determina     para      . Esta representación se formaliza de la 
siguiente manera:  
 
                                         
                                             
 
Donde el vector   contiene a los elementos de   (afecta únicamente a los resultados potenciales) 
y   (afecta únicamente a la participación en el tratamiento). Esta representación es la de un panel 
estático no separable con heterogeneidad no observada particular a los resultados potenciales y a 
                                                          
3 Claramente,      para todos los no tratados para todo  . 
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la participación en el tratamiento. En el presente trabajo, adopto un modelo lineal y estático con 
efectos fijos comunes; es decir, el caso donde      . 
 
A diferencia de lo usualmente utilizado en la literatura, asumiré que las variables            no 
pueden ser observadas en una misma base de datos en el periodo  . En cambio, se cuenta con dos 
bases de datos en cada momento del tiempo: (i) aquella que contiene las variables de resultado 
        –que nombraré base de resultados– y (ii) aquella que contiene las variables de control o 
demográficas         –que nombraré base de control. Asimismo, trabajo bajo el supuesto de 
que cada una de estas bases tiene una muestra panel, de modo que los individuos encuestados en 
la base de resultados y de control serán los mismos en todo momento en el tiempo; pero dichas 
bases no poseen individuos comunes
4
. Finalmente, asumiré que se cuenta con un panel de datos 
balanceado, es decir se tiene información de todas las variables relevantes para cada individuo en 
todos los momentos del tiempo. A continuación, presentaré algunos ejemplos en los cuales se 
muestre la utilidad de esta clase de estimación.  
 
Ejemplo I: Retornos de largo plazo de la asistencia escolar (similar al retorno expuesto en Fan et 
al. 2014a). El problema de información surge en estos casos cuando la variable de resultado que 
se quiere utilizar es un indicador de largo plazo. Por ejemplo, el efecto de la asistencia escolar en 
las ganancias a lo largo de la vida de las personas. Claramente, existen factores no observables 
que afectan tanto la asignación del tratamiento – asistencia escolar– como la variable de resultado 
–los ingresos de las personas– (i.e. factores genéticos como la habilidad cognitiva y no cognitiva) 
lo cual ocasiona que el efecto calculado del tratamiento se encuentre sesgado. En esta situación, el 
uso de datos de panel relativamente largos en tiempo sería de mucha utilidad para poder controlar 
o “limpiar” el efecto de estos factores no observables mediante la estimación vía efectos fijos. De 
este modo, se puede utilizar encuestas administrativas, las cuales contienen información sobre los 
ingresos de las personas a lo largo del tiempo y combinarlas con otras encuestas, típicamente las 
encuestas de hogares
5
, para obtener efectos no sesgados del tratamiento. 
 
Ejemplo II: Cambio en la distribución del ingreso a lo largo del tiempo (adaptado de Fan et al. 
2014a a partir de DiNardo et al. 1996). DiNardo et al. (1996) se enfocaron en comparar el nivel de 
ingresos de las personas en dos años distintos, siendo la variable de tratamiento un indicador 
binario para cada año. En este trabajo, todas las variables se encontraban en una misma base de 
                                                          
4 Esto implica que no puede existir un individuo que se encuentre en la base de resultados y la base de control 
simultáneamente. Potencialmente, existe la posibilidad de que un individuo esté presente en ambas encuestas a 
pesar de que no se le pueda identificar. Por simplicidad, se considerará la probabilidad de que se dé esta situación 
como muy cercana a cero. 
5 Muchas de ellas poseen una sección de datos de panel. 
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datos. Sin embargo, existen ciertas variables que podrían resultar de interés (en particular, 
aquellas relacionadas a factores de oferta laboral) que no se observan en la misma base de datos 
que los salarios. El uso de datos de panel permitiría controlar por estos factores y otros factores 
omitidos a la hora de calcular el efecto del tratamiento. 
 
Ejemplo III: Efecto de fumar sobre el peso al nacer (adaptado de Jun et al. 2014). La decisión de 
una madre acerca de fumar se encuentra, en general, correlacionada con factores que afectan si 
lleva un estilo de vida saludable, los cuales también afectan de manera directa el peso al nacer del 
niño. Por tanto, no existirá una aleatorización completa a menos que se controle correctamente 
por estos factores que, en muchos de los casos, son prácticamente imposibles de medir u observar.  
Si bien los autores utilizan una única base de datos para la estimación, es plausible considerar que 
existen algunos factores de interés en otras bases de datos, por ejemplo, alguna medición 
concerniente a los hábitos de la mujer durante el embarazo en alguna encuesta de salud. 
Potencialmente, la variable de resultado –peso al nacer– y las variables de control pueden ser 
observadas en distintas fuentes de información si consideramos una encuesta que solo recoja 
información relacionada al niño y otra que recoja información concerniente únicamente a las 
características de la madre. Nuevamente, la disponibilidad de datos de panel sería de ayuda para 
poder lidiar con la heterogeneidad no observada presente en esta situación. 
 
El uso de distintas fuentes de información también puede ser aplicado al problema de inferencia 
ecológica, es decir al caso donde se busca combinar una base a nivel agregado con otra a nivel 
individual. En este contexto, se entiende al tratamiento como algún evento agregado de modo que 
   denote, por ejemplo, dos zonas geográficas en el momento  . A continuación, se explica un 
ejemplo aplicado al ámbito electoral. 
 
Ejemplo IV: Efecto del cambio de un régimen de voto obligatorio a voto voluntario sobre la tasa 
de votantes efectivos (ver Corvalán et al. 2015). En Chile, hasta el 2012, la participación electoral 
requería que las personas se registren en las listas electorales, de modo que si bien el registro era 
voluntario, una vez registrado, el voto era obligatorio. El Gobierno chileno emitió en enero del 
2012 la Ley Electoral 20568, la cual establecía que, a partir de ese momento, el registro era 
automático y la votación voluntaria. Utilizando este cambio legislativo, Corvalán et al. (2015) 
comparan la proporción de personas que asistieron a votar en las elecciones municipales del 2012 
y las del 2004, adoptando la metodología desarrollada por Fan et al. (2014b) bajo el supuesto de 
selección en observables. La variable   es un indicador binario de dos años distintos:     
para el año base 2004 y     para el año 2012. Los autores utilizaron como base de resultados, 
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información agregada de las votaciones en cada año y, como base de control, una encuesta 
socio-económica a nivel individual
6
. En este contexto, la disponibilidad de datos de panel para 
ambas bases contribuye a poder controlar por la potencial heterogeneidad no observada existente 
que determina si el individuo decide presentarse a la votación (por ejemplo, la calidad de los 
candidatos presentados). 
 
Un aspecto importante a considerar al tener datos de panel es el momento en el cual se realizan las 
encuestas (el timing de estas). Esto es importante ya que, de acuerdo a los supuestos realizados y 
al tipo de modelo con el que estemos trabajando, los requerimientos de información van a variar. 
Por ejemplo, en algunos contextos puede que no sea necesario tener datos de panel para la base de 
control, ya que la identificación es alcanzada únicamente con una línea de base, es decir con 
información en un periodo antes del tratamiento. Sin embargo, para modelos más complejos se 
requerirá más información o, en su defecto, supuestos más fuertes para lograr la identificación del 
efecto del tratamiento. En el presente documento trabajaré modelos en los que es posible eliminar 
la heterogeneidad no observada a través de alguna transformación en las variables (lo cual es 
posible, por ejemplo, en modelos lineales). Por simplicidad, asumiré la disponibilidad de una 
única encuesta antes del tratamiento, la cual será denotada con       7. 
 
En el resto del documento adoptaré la notación utilizada por Fan et al. (2014a), quienes denotan 
          como la función de distribución acumulada de la variable aleatoria   condicional a 
que    . Asimismo, denotaré como        a la función cuantil o inversa de la función de 
distribución     . 
 
                                                          
6 Las fuentes de información que utilizaron fueron el Instituto Nacional de Estadística (INE) y la Encuesta de 
Caracterización Socioeconómica (Casen), la más completa encuesta socio-económica a nivel individual de Chile. 
7 La extensión a casos en los cuales existan más de un periodo antes de tratamiento es directa y, de todos modos, se 
explica de manera más detallada en el siguiente capítulo. 
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Capítulo III. Identificando efectos de tratamiento 
 
En esta sección presentaré la identificación de las distribuciones contra-factuales y del efecto de 
tratamiento (ATE y ATT) en modelos en los que es posible eliminar la heterogeneidad no 
observada a través de alguna transformación en las variables. 
 
1. Supuestos  
En primer lugar, presentaré el supuesto de selección tanto en factores observables como no ob-
servables. Este supuesto establece que, en cada momento del tiempo, no se tiene una asignación 
aleatoria hasta que se controle tanto por la heterogeneidad observada como por la no observada: 
 
Supuesto III.1 (S0): Consideremos que                  tienen una distribución conjunta para 
todos los momentos en el tiempo. Se cumple que, para todo       y    ,           es 
conjuntamente independiente de D dado       y    . 
 
Un ejemplo de modelos en los cuales es posible eliminar la heterogeneidad no observada son los 
modelos lineales. En esta sección, adoptaré un modelo lineal en la heterogeneidad no observada, 
de la forma: 
                                         
 
Una práctica muy común para controlar por la heterogeneidad no observada en esta clase de 
modelos es utilizar los operadores de primeras diferencias o de desviaciones temporales (como 
hace el estimador Within group). Claramente, al trabajar con alguna de estas transformaciones 
podemos eliminar la heterogeneidad no observada en la ecuación (3).  
 
De manera general, denotemos como                     para       los dos vectores 
que contienen los resultados potenciales en cada momento en el tiempo. Podemos considerar una 
transformación similar a la descrita por Arellano (2003) de la forma    ; donde   es una matriz 
de orden         de rango       tal que      y   es un vector de     lleno de unos. 
La ortogonalidad entre la matriz   y el vector   garantiza la eliminación de la heterogeneidad no 
observada, de modo que     ya no dependa de  . Es importante que cualquier transformación 
que se realice incluya el periodo anterior al tratamiento (   ) para poder identificar el efecto del 
programa. Tanto la matriz de primeras diferencias como la de desviaciones con respecto a la 
media temporal satisfacen estos requerimientos. De este modo, los resultados potenciales     ya 
no dependen de la heterogeneidad no observada. 
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Por otro lado, trabajando con solo un periodo antes del tratamiento, modelo la condición de 
tratamiento   a través de la siguiente ecuación: 
 
                                     
 
Donde    representa las características observables antes de la implementación del tratamiento. 
Es decir, se modela la condición de tratamiento en función únicamente de características inicia-
les
8 9
. El principal motivo es evitar que las características de los individuos utilizadas como 
variables de control (la heterogeneidad observada) se vean afectadas por la aplicación del trata-
miento. Esta clase de modelamiento de la participación en el programa es usual en la literatura al 
combinar el método de emparejamiento con el de diferencias (ver Abadie 2005, Lee 2005). 
 
La ventaja de trabajar con estas transformaciones es que ahora el nuevo modelo cumple el 
supuesto clásico de selección en observables. Este supuesto consiste en dos condiciones. La 
primera se refiere al supuesto de independencia condicional, mientras que el segundo supuesto es 
uno relacionado al soporte del propensity score. Estos supuestos se muestran a continuación 
(adaptados de Rosenbaum y Rubin 1983; Firpo 2007 y Fan et al. 2014a): 
 
Supuesto III.1* (S1): Consideremos que               tienen una distribución conjunta. Se 
cumple que, para todo    ,           es conjuntamente independiente de D dado    . 
 
Supuesto III.2 (S2): Para todo       se cumple          , donde       es el 
propensity score y se define como                    .  
 
Donde      
      
    es la matriz que contiene a todas las variables de control para todos los 
momentos en el tiempo. El supuesto (S1) indica que, una vez transformados los resultados 
potenciales de modo que ya no dependan de los factores no observables, estas transformaciones 
                                                          
8 El lector podría argumentar que el propensity score estaría brindando predicciones potencialmente erróneas ya 
que la participación en el programa depende no solo de la heterogeneidad observada, sino también de la no ob-
servada (sino no habría endogeneidad inicialmente). Sin embargo, debemos notar que el objetivo principal es la 
predicción de las probabilidades de participación, por tanto basta que los factores no observables tengan corre-
lación con las características iniciales para tener una predicción más que correcta ya que de todos modos se 
captura la variabilidad existente en la decisión de participación. Esta condición es plausible de cumplirse en la 
práctica. Por ejemplo, consideremos un programa en el cual existan altos costos de inscripción. Un factor no 
observable sería la motivación de la persona, lo cual es de esperar que esté bastante correlacionado con las ca-
racterísticas iniciales observables utilizadas para hacer el propensity score (i.e ingresos, nivel educativo, etcétera). 
Adicionalmente, se podría argumentar que estamos trabajando con la t-ésima diferencia de la participación en el 
programa, por lo que la condición de tratamiento  , ya no debería depender de la heterogeneidad no observada. 
9 Se podría modelar la participación en el tratamiento como función de la t-ésima diferencia de las características 
observadas en caso se asuma que estas no han sido afectadas por el tratamiento. Los resultados posteriores no se 
ven mayormente afectados; lo único que va a cambiar es la manera en la cual se calcula el propensity score. 
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son independientes de la participación en el tratamiento   condicional a la heterogeneidad 
observada. Por otro lado, la condición (S2) implica que el propensity score basado en las 
características iniciales debe ser diferente de cero y de uno tanto para los individuos tratados 
como los de control. Es decir, no se puede predecir de manera determinística la participación en el 
tratamiento
10
. De este modo, bajo (S1) y (S2) se obtiene el supuesto clásico de selección en 
observables; con la única diferencia que está aplicado al modelo transformado
11
. 
 
A modo de ejemplo, consideremos el caso en el cual se cuenta con dos momentos en el tiempo 
(antes y después del tratamiento) para la base de resultados y la base de control, y que la matriz   
representa el operador de primera diferencia. En este contexto, el modelo descrito en (3) y (4) se 
convierte en el clásico modelo de diferencias en diferencias (DD). Es bastante conocido que para 
la identificación del efecto de tratamiento en este modelo es necesario imponer el supuesto de 
tendencias comunes. Este supuesto implica que, en ausencia del tratamiento, las variables de 
resultado de los individuos tratados y de control hubiesen seguido una tendencia común o paralela 
condicional a las variables de control (ver Abadie 2005; Lechner 2013)
12
. Es fácil notar que (S1) 
ya abarca este supuesto. En efecto, (S1) implica que, condicional a las variables de control, las 
primeras diferencias del modelo son independientes de la participación en el tratamiento, lo cual 
incluye la independencia en media requerida por el supuesto de tendencias comunes. Por tanto, al 
trabajar con el modelo en diferencias, la asignación del tratamiento es aleatoria condicional a las 
características observables. 
 
2. Distribuciones marginales, contra-factuales y efectos de tratamiento 
En el contexto descrito en la subsección anterior, se pueden aplicar los resultados obtenidos por 
Fan et al. (2014a) para identificar las distribuciones marginales y contra-factuales, así como el 
efecto de tratamiento. Como mencionan Fan et al., cuando no se cuenta con todas las variables en 
una misma base de datos, la distribución                 no se encuentra identificada a partir 
de la información disponible. Por tanto, las distribuciones contra-factuales        ,         y 
           , así como parámetros que son funciones de estas distribuciones (como los efectos de 
tratamiento) tampoco están identificadas
13
.  
                                                          
10 El caso en el cual exista más de un periodo antes del tratamiento no es muy distinto. Se podría obtener el 
propensity score a partir de una regresión tipo pool en la cual se incorporen las características de todos los 
periodos anteriores al tratamiento; o, de manera alternativa, se podría trabajar con un promedio de los propensity 
score en cada periodo anterior al tratamiento. 
11 Una idea similar ha sido trabajada por Lee (2005: capítulo 4.5). 
12 Formalmente, el supuesto de tendencias comunes puede expresarse como  [           ]  
 [           ]. 
13 Note que la distribución del resultado potencial en presencia del tratamiento condicional a que el individuo sea 
tratado,            , sí se encuentra identificada a partir de la muestra disponible. 
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Para lidiar con este problema, Fan et al. (2014a) utilizan la desigualdad de Cambanis et al. (1976) 
para obtener límites finos de las distribuciones contra-factuales y de los efectos de tratamiento 
(ATE y ATT). Fan et al. se basan en el supuesto de selección en observables, mientras que el 
presente trabajo permite que la asignación del tratamiento dependa, adicionalmente, de factores 
no observables constantes en el tiempo.  
 
Sin embargo, si aplicamos la transformación ortogonal descrita en la capítulo III.1, los resultados 
potenciales,    , ya no dependerán de la heterogeneidad no observada. Por tanto, podemos 
adoptar el mismo procedimiento desarrollado por Fan et al. (2014a) aplicándolo al modelo 
transformado que, como se vio en el capítulo anterior, cumple con el supuesto de selección en 
observables. De esta manera, las distribuciones que se buscan identificar no son las relacionadas a 
los resultados potenciales, sino a las de sus transformaciones:         ,          y 
            . 
 
Siguiendo a Fan et al. (2014a) y a Firpo (2007) es posible expresar las distribuciones de los 
resultados potenciales transformados en función de la data, de modo que dependan de la inversa 
del propensity score
14
: 
 
          [
 
     
 {     }]
          [
   
       
 {     }]
             
 
  
 [
          
       
 {     }]
                                   
 
Donde       [   ]. Para entender mejor lo que capturan estas funciones de distribución, 
consideremos el caso en el cual solo se dispone de dos momentos en el tiempo (antes y después 
del tratamiento
15
) y, nuevamente, que la matriz   es el operador de primeras diferencias. En este 
caso, las funciones         ,          representan la probabilidad de que el crecimiento de la 
variable de resultado de un individuo tratado y no tratado sea igual a   , respectivamente.  
 
 
                                                          
14 Ver el Anexo 1 para la demostración. 
15 Notemos que el caso en el que se analizan únicamente dos periodos no restringe el análisis únicamente a 
situaciones donde    . Se podría pensar en un contexto en el cual hay diferentes horizontes de tiempo 
dependiendo de si se desea medir un efecto de corto, mediano o largo plazo; o en un contexto en el cual se cuenten 
con muchas variables de resultado y cada una de las cuales mida una dimensión distinta con un periodo de 
maduración específico.  
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Las expresiones descritas en la ecuación (5) no pueden ser identificadas a partir de la información 
disponible, por lo que, siguiendo a Fan et al. (2014a), es posible establecer límites finos para 
acotar estas distribuciones utilizando la desigualdad de Cambanis et al. (1976)
16
. Estos límites se 
presentan en el Teorema III.1
17
:  
 
TEOREMA III.1: Para      , tenemos que     
                   
     , donde: 
    
       [ ∫     
         
           
 
] 
    
       [ ∫     
         
 
             
] 
    
       [     ∫     
         
           
 
] 
    
       [     ∫     
         
 
             
] 
 
Asimismo, tenemos que               [  {     }]    ya está identificada, mientras 
que              se encuentra identificado a través de:       
                     
      
       , donde: 
      
        
 
  
 [     ∫       
         
           
 
] 
      
        
 
  
 [     ∫       
         
 
             
] 
 
Donde           y     (       ), y se asume que las varianzas de W, V y de V/W 
son finitas. En este contexto, los límites presentados son finos. 
 
Con respecto a los efectos del tratamiento, denotemos           como el efecto de 
tratamiento individual, de modo que el efecto promedio (ATE) y el efecto sobre los tratados 
(ATT) se expresen como       [ ]  y       [     ] , respectivamente. Los límites 
(finos) de estos efectos se obtienen aplicando el Teorema 3.2 de Fan et al. (2014a)
18
 al modelo 
transformado en el caso en el cual  ( ̃ )   ̃ : 
                                                          
16 La desigualdad de Cambanis-Simons-Stout se encuentra descrita en el Anexo 2. 
17 En el Anexo 3 se explica de manera detallada la demostración.  
18 Para facilitar la lectura, el Teorema 3.2 de Fan et al. (2014a) aplicado al modelo transformado se encuentra 
descrito en el Anexo 4 (considere el caso en el que  ̃    ). 
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 [     ]
  
     
       
 [     ]
  
     
  
 
La ventaja de este resultado es que estos límites son identificables a partir de la información 
disponible. En efecto,             puede ser identificado a partir de la base de resultado, 
mientras que las distribuciones          ,           y             pueden ser obtenidas a 
partir de la base de control. Asimismo, estos límites son considerablemente más estrechos que los 
desarrollados por Manski (1990), como lo muestran Fan et al. (2014b). 
 
La forma de identificación de los efectos de tratamiento permite sacar conclusiones interesantes 
acerca de los requerimientos de información. Bajo el supuesto de selección en factores no 
observables constantes en el tiempo, solo se necesita información de la base de resultados y la 
base de control en dos momentos en el tiempo para poder obtener límites finos del efecto de 
tratamiento, aplicando el modelo de diferencias en diferencias. Inclusive, si se adopta el supuesto 
de que la participación en el tratamiento depende únicamente de características iniciales y que se 
puede identificar los agentes tratados y controles antes del tratamiento
19
, solo se necesitaría tener 
datos de panel para la base de resultados, mientras que bastaría con una línea de base para la base 
de control para poder identificar el efecto de tratamiento. En caso se cuente con una mayor 
dimensión temporal, otras transformaciones más eficientes se encuentran disponibles como la de 
desvíos con respecto a la media temporal (estimador Within group). 
 
                                                          
19 Por ejemplo, en el caso en el que el tratamiento denote dos periodos de tiempo o mercados geográficos. 
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Capítulo IV. Identificando efectos de tratamiento con información ecológica 
 
En este capítulo se aplican los resultados obtenidos en el capítulo III para el caso en el cual se 
cuente con información ecológica, es decir en un contexto en el cual se busca combinar una base 
agregada –la base de resultados– con una base a nivel individual –la base de control– para realizar 
inferencia a nivel individual. Para ello, utilizo adaptaciones simples de los límites obtenidos por 
Fan et al. (2014b) y Corvalán et al. (2015) para el efecto del tratamiento. Para el caso de modelos 
de información ecológica, Fan et al. (2014b) afirman que, en estos contextos, el problema de 
identificación es análogo al problema de identificar promedios contra-factuales de las variables 
de resultado en un modelo de efectos de tratamiento, por lo que basan la identificación de los 
efectos causales en los límites de estos promedios contra-factuales. 
 
Al igual que Corvalán et al. (2015) y Fan et al. (2014b), analizaré el caso en el que tanto los 
resultados potenciales como los observados poseen un comportamiento binario. Adoptando el 
supuesto de selección en observables, los efectos de tratamiento promedio y sobre los tratados 
(ATE y ATT; respectivamente) pueden expresarse de la siguiente forma: 
 
      [     ]    [   ]    [   ] 
      [         ]    [       ]    [       ] 
 
Como se puede apreciar, únicamente es necesario obtener límites finos de estos promedios 
(probabilidades) contra-factuales para poder identificar los efectos de tratamiento. Corvalán et al. 
(2015: Teorema I) y Fan et al. (2014b: sección 4) obtienen estos límites como un caso particular 
del Teorema 3.2 de Fan et al. (2014a); así como estimadores de dichos límites. 
 
Al igual que en la sección anterior, podemos aplicar los resultados obtenidos por Corvalán et al. 
(2015) y Fan et al. (2014b) al modelo transformado    , el cual depende únicamente de la 
heterogeneidad observada. Analizaré el caso particular, aunque bastante común, en el cual se 
cuenta únicamente con dos periodos de tiempo; por lo que la matriz   se reduce al operador de 
primeras diferencias
20
. De esta manera, los efectos de tratamiento promedio y sobre los tratados 
(ATE y ATT, respectivamente) son: 
 
      [       ]   [   ]   [   ] 
                                                          
20 Modelos en los que se cuenta con más de un periodo de tiempo y/o se utiliza una transformación distinta son 
bastante directos.  
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      [           ]   [       ]   [       ] 
  
A diferencia del caso analizado por Corvalán et al. (2015) y Fan et al. (2014b), los efectos de 
tratamiento ATE y ATT no se reducen únicamente a la diferencia de las probabilidades, ya que la 
primera diferencia deja de ser una variable binaria. En efecto, puede tomar los valores de 1, -1 o 0 
dependiendo de si ha existido una evolución positiva, negativa o nula en los resultados 
potenciales, respectivamente. 
 
Para solucionar este problema, planteo dos alternativas. La primera consiste en regresar al caso 
binario y analizar únicamente el caso asociado al crecimiento de los resultados potenciales, de 
modo que se defina una nueva variable que tome el valor de uno si el crecimiento ha sido positivo 
(o negativo) y cero de otro modo. De esta forma, solo se necesita calcular únicamente los límites 
de las probabilidades contra-factuales a la Corvalán et al. (2015) y Fan et al. (2014b). La segunda 
alternativa, un poco más compleja, es extender los resultados de los autores al caso en el cual la 
variable de resultado, aun siendo discreta, puede tomar tres valores diferentes. Estas dos opciones 
son analizadas a continuación.  
 
1. Dicotomizando el crecimiento de los resultados potenciales 
Sin pérdida de generalidad, tomemos el caso en el cual el interés reside en analizar si la variable 
de resultado ha evolucionado de manera positiva producto del tratamiento. Para ello, conviene 
definir una variable auxiliar,  ̃ , como: 
 
 ̃  {
          
                   
 
 
La variable auxiliar observada,  ̃, se relaciona con la potencial mediante la siguiente ecuación: 
 ̃    ̃        ̃ . Los efectos de tratamiento serán: 
  
      [ ̃   ̃ ]    [ ̃   ]    [ ̃   ] 
      [ ̃   ̃     ]    [ ̃       ]    [ ̃       ] 
 
De esta manera, es posible identificar los efectos de tratamiento a través de límites finos para los 
promedios contra-factuales de la variable auxiliar del mismo modo que lo hacen Corvalán et al. 
(2015) y Fan et al. (2014b). Para ello, denotemos:  
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      [ ̃       ]    [                 ] 
      [ ̃       ]    [                 ] 
 
Con esto en consideración, podemos obtener los mismos límites desarrollados por Fan et al. 
(2014b) aplicando el Teorema 3.2 de Fan et al. (2014a).  
 
Teorema IV.1: Asumiendo que          y que         , se cumple que: 
  
    
         
    
  
   
  
     
       
   
  
     
 
 
donde: 
  
    ∫     
         
     
 
 
  
    ∫     
         
 
   
 
  
        ∫     
         
     
 
 
  
        ∫     
         
 
   
 
    
  
      
  
∫       
         
     
 
 
    
  
      
  
∫       
         
 
   
 
 
Para el cálculo de estos límites es posible utilizar estimadores análogos a los planteados por Fan et 
al. (2014b) y Corvalán et al. (2015). Asumamos que la base de resultados cuenta con   regiones, 
mientras que la base de control cuenta con   individuos en ambos momentos en el tiempo. A 
partir de la base de resultado, podemos obtener estimadores de las proporciones muestrales  ̂ , 
 ̂  ,  ̂   y  ̂   tal y como proponen Corvalán et al. (2015): 
 
 ̂   
  ∑ {    }
 
   
 
 ̂      ̂  
  ∑ { ̃        }
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 ̂      ̂  
  ∑ { ̃        }
 
   
 
 ̂      ̂  
  ∑ { ̃        }
 
   
 
 
Por otro lado, los estimadores para las funciones cuantil     
       ,     
        y       
        
son los mismos que los desarrollados por Fan et al. (2014b) y Corvalán et al. (2015), con la 
diferencia de que se utilizará el propensity score basado únicamente en características previas al 
tratamiento
21
. Finalmente, se obtienen estimadores de los límites del Teorema IV.1 integrando de 
manera numérica en el intervalo establecido.   
 
2. Trabajando directamente con el crecimiento de los resultados potenciales 
La segunda alternativa consiste en trabajar directamente con la primera diferencia de los resul-
tados potenciales. Por tanto, será de utilidad extender el resultado propuesto por Fan et al. (2014b) 
para el caso en el cual la variable de resultado, aun siendo discreta, puede tomar más de dos 
valores diferentes.  
 
Consideremos un caso general, en el cual los resultados potenciales (denotados como  ̃ ) pueden 
tomar   valores distintos   ̃     ̃  ; ordenados de la siguiente manera:  ̃   ̃     ̃ . 
Para obtener límites finos de los efectos de tratamiento, podemos utilizar el Teorema 3.2 de Fan et 
al. (2014a)
 22
 en el caso particular donde  ( ̃ )   ̃ . Para ello, notemos que: 
  
  ̃  
        
{
 
 
 ̃   [     [
 ̃   [       [
 
 ̃ 
 
  [       ]
 
  ̃  
          
{
 
 
 ̃   [       [
 ̃   [           [
 
 ̃ 
 
  [         ]
 
 
Donde, para       y             denotamos como       [        ]. De este 
modo, se obtienen los límites de los promedios contrafactuales en el Teorema IV.2. 
                                                          
21 El detalle de los estimadores de las funciones cuantil propuestos por Fan et al. (2014b) al caso presentado se 
encuentra en el Anexo 3. 
22 Para facilitar la lectura, el Teorema 3.2 de Fan et al. (2014a) se encuentra listado en el Anexo 4. 
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Teorema IV.2: Asumiendo que          y que         , se cumple que: 
  
    
         
    
  
  
  
     
       
  
  
     
  
donde: 
    [  ̃]  ∑ ̃    
 
 
   
 
  
    [∫  ̃     
         
 
     
 ∫  ̃     
         
     
     
   ∫  ̃     
         
       
 
] 
  
    [∫  ̃     
         
   
 
 ∫  ̃     
         
   
   
   ∫  ̃     
         
 
     
] 
  
        [∫  ̃     
         
 
     
 ∫  ̃     
         
     
     
  
 ∫  ̃     
         
       
 
] 
  
        [∫  ̃     
         
   
 
 ∫  ̃     
         
   
   
   ∫  ̃     
         
 
     
] 
    
  
      
  
[∫  ̃       
         
 
     
   ∫  ̃       
         
       
 
] 
    
  
      
  
[∫  ̃       
         
   
 
   ∫  ̃       
         
 
     
] 
 
Donde, para       y             denotamos como    
    [        ]. 
 
Es posible aplicar los resultados del Teorema IV.2 al modelo de primeras diferencias, en el cual la 
variable puede tomar únicamente tres valores: -1, 0 o 1. Para ello, tomemos  ̃      y 
definamos la función cuantil de la primera diferencia como: 
 
     
        {
     [       [
    [          [
    [      ]
 
 
Con esto en consideración, los límites de los efectos de tratamiento se definen en el Teorema 
IV.3. 
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Teorema IV.3: Asumiendo que          y que         , se cumple que: 
  
    
         
    
  
  
  
     
       
  
  
     
  
donde: 
    [   ]      
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 ∫     
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 ∫     
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        [∫     
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[∫       
         
      
 
 ∫       
         
 
       
] 
    
  
      
  
[∫       
         
 
    
 ∫       
         
     
 
] 
 
Donde, para      , se define     
    [        ] ,      
    [         ] , 
       [        ] y         [         ]. 
 
Para obtener estimadores de estos límites, adoptaremos los sugeridos por Corvalán et al. (2015) y 
Fan et al. (2014b), con la única diferencia de que ahora son aplicados a la primera diferencia del 
modelo. Nuevamente, asumamos que la base de resultados cuenta con   regiones, mientras que 
la base de control cuenta con   individuos tanto antes como después del tratamiento. A partir de 
la base de resultado, podemos utilizar los siguientes estimadores de las proporciones muestrales 
 ̂ ,  ̂   
 ,  ̂    
 ,  ̂    ,  ̂    ,  ̂    y  ̂   :  
 
 ̂  
 
 
∑ {    }
 
   
 
 ̂   
  
 
 
∑ {          }
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 ̂    
  
 
 
∑ {           }
 
   
 
 ̂    
 
  ̂ 
∑ {          }
 
   
 
 ̂     
 
  ̂ 
∑ {           }
 
   
 
 ̂    
 
     ̂  
∑ {          }
 
   
 
 ̂     
 
     ̂  
∑ {           }
 
   
 
 
Los estimadores de las funciones cuantil son los mismos que los planteados en la alternativa uno y 
se encuentran detallados en el Anexo 3, basándose en el propensity score obtenido a partir de las 
características previas al tratamiento. Finalmente, se integra de manera numérica para obtener los 
límites planteados en el Teorema IV.3. 
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Capítulo V. Simulación  
 
Para contrastar el rendimiento de los límites, realizo un ejercicio de simulación bastante simple.  
Consideremos el siguiente modelo de dos periodos (     ): 
 
   
                   
             
     {           }         {           } 
   {       } 
 
Donde                                    . Este modelo considera la participación en el 
tratamiento únicamente en función de las características iniciales. Asimismo, como en el caso de 
inferencia ecológica, se analizará el caso en el cual los resultados potenciales (y, por tanto, los 
observados) dependen de manera lineal de la heterogeneidad no observada constante en el 
tiempo.  
 
El objetivo es comparar los límites de los efectos de tratamiento ATE y ATT planteados en el 
capítulo IV obtenidos bajo el supuesto de selección en factores no observables con los límites 
desarrollados por Fan et al. (2014a, 2014b); quienes se basan en la selección en observables. 
Asimismo, se comparan dichos resultados con el simple estimador de diferencias definido como: 
 
∑     
 
   
∑   
 
   
 
∑         
 
   
∑       
 
   
 
 
Recordemos que este estimador es consistente bajo el supuesto de que la muestra es totalmente 
aleatoria, es decir que los resultados potenciales son independientes a la asignación en el trata-
miento. Inclusive, bajo este supuesto, los efectos ATE y ATT son iguales a dicho estimador. 
 
En términos de la simulación, se debería esperar que tanto el estimador de diferencias como los 
límites de Fan et al. (2014a, 2014b) se encuentren sesgados ante la presencia de factores no 
observables, a la vez que dicho sesgo se corregiría al aplicar los mismos límites pero aplicados al 
modelo transformado. Para este ejercicio, se eliminarán la heterogeneidad no observada 
aplicando el método de diferencias, por lo que se aplicarán los límites desarrollados en el 
Teorema IV.3
23
.  
 
                                                          
23 Para integrar numéricamente se utilizó la regla de Simpson al tratarse de funciones discretas. 
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Los resultados de una simulación de Monte Carlo se muestran en la Tabla 1. Los verdaderos 
valores de los efectos de tratamiento ATE y ATT fueron computados directamente a partir de los 
datos simulados. 
 
Tabla 1: Rendimiento de los estimadores 
  
Verdadero 
Valor 
Asignación 
Aleatoria 
Observables Inobservables 
  Inferior Superior Inferior Superior 
ATE -0,018 0,0064 -0,0172 0,0383 -0,0524 0,0487 
    (0,0216) (0,0200) (0,0195) (0,0139) (0,0154) 
ATT 0,023 0,0064 -0,0242 0,1311 -0,0834 0,0901 
    (0,0216) (0,0201) (0,0240) (0,0315) (0,0296) 
Nota: Los valores reales fueron obtenidos a través de simulaciones. El propensity score fue obtenido a través de un 
modelo probit. Se reportan los promedios de 100 repeticiones. El tamaño de muestra fue de 2.000 observaciones 
(1.000 por periodo). Entre paréntesis se encuentra la desviación estándar (de las repeticiones).  
Valores:  
Fuente: Elaboración propia 2015. 
 
Ante la presencia de factores no observables constantes en el tiempo, tanto el estimador de 
diferencias como los límites desarrollados por Fan et al. (2014a, 2014b) resultan estar sesgados. 
Analizando el estimador de diferencias se concluye que el efecto del tratamiento es muy cercano a 
cero, subestimando tanto el ATE como el ATT. Por otro lado, los límites desarrollados por Fan et 
al. (2014a) bajo selección en observables sobrestiman el efecto del tratamiento si se incluye 
heterogeneidad no observada constante en el tiempo. Si bien en el caso del ATT, el verdadero 
valor se encuentra incluido dentro del intervalo (a pesar de que esté muy cercano a la cota 
inferior); podemos ver que en el caso del ATE el verdadero valor ya no pudo ser captado por 
dichos límites. Este problema desaparece si es que se utilizan los límites desarrollados en el 
Teorema IV.3. Notemos que, tanto para el ATT como para el ATE, el valor medio del intervalo es 
muy cercano al verdadero valor.  
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Conclusiones y recomendaciones 
 
Conclusiones 
La necesidad de combinar diferentes fuentes de información para modelar efectos causales es 
muy común en las ciencias sociales. Algunos potenciales usos podrían ser analizar retornos 
educativos a largo plazo, modelar el comportamiento electoral de algún país (como Corvalán et 
al. 2015), comparar el efecto de ciertas políticas regionales, los efectos de guerras tanto internas 
como externas sobre indicadores de salud, entre otros. Adoptando el supuesto de selección en 
observables, es posible identificar efectos de tratamiento utilizando los resultados de Fan et al. 
(2014a, 2014b). Sin embargo, muchas veces este supuesto no es el más apropiado. Existen 
muchos casos en los cuales la selección en observables es violada, lo cual ocasiona que las 
variables de tratamiento sean endógenas debido a la presencia de heterogeneidad no observada y 
sesgo de selección. En estos casos, se necesita una forma alternativa de identificación. 
 
En el presente documento considero la identificación de las distribuciones contra-factuales y los 
efectos de tratamiento cuando las variables de resultado y las de control se encuentran en 
diferentes bases de datos bajo el supuesto de selección en no observables. Para ello, me baso en 
los resultados desarrollados por Fan et al. (2014a, 2014b), quienes obtienen límites finos para las 
distribuciones contra-factuales y los parámetros de interés (ATE y ATT) asumiendo selección en 
observables. Trabajando con un modelo de heterogeneidad no observada constante en el tiempo 
que afecte de forma lineal a los resultados potenciales, muestro que es posible realizar un 
procedimiento similar al propuesto por Fan et al. (2014a, 2014b) utilizando una transformación 
ortogonal (por ejemplo: primeras diferencias) en el modelo, de modo que podamos “regresar” al 
supuesto de selección en observables. Como caso particular, considero el problema de inferencia 
ecológica, en el cual información a nivel agregado e individual deben ser combinadas para 
realizar inferencia a nivel individual.  
 
Recomendaciones 
El siguiente paso consiste en buscar maneras alternativas de identificar los efectos de tratamiento 
en modelos basados en otro tipo de heterogeneidad no observada; por ejemplo, modelos 
dinámicos o que incluyan factores no observables constantes entre individuos pero variantes en el 
tiempo. Asimismo, se podría considerar flexibilizar la forma funcional de la heterogeneidad no 
observada. La fuente de identificación de la presente investigación es la relación lineal entre el 
efecto no observado y los resultados potenciales. No obstante, este supuesto de linealidad puede 
ser muy restrictivo en ciertas situaciones, por lo que el desarrollo de nuevos métodos de 
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identificación robustos a diferentes formas funcionales de la heterogeneidad no observada sería 
de mucha utilidad. 
 
Una posibilidad es utilizar límites alternativos disponibles en la literatura como los desarrollados 
por Manski (1990) o los límites de Frèchet-Hoeffding. No obstante, los intervalos obtenidos a 
partir de dichos límites suelen ser poco informativos, por lo que sería de mucha utilidad obtener 
formas alternativas de identificación. De todos modos, esto resulta bastante desafiante, por lo que 
se plantea como investigación futura. 
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Anexo 1. Funciones de distribución potenciales a partir de los datos disponibles
24
. 
 
Empecemos de la definición de las funciones de distribución de la ecuación (5): 
 
           [      ]
           [      ]
               [          ]
                                    
 
Recordemos que se asumía la presencia de un único periodo anterior al tratamiento (denotado por    ) y 
que                     e                     son los vectores de     que contienen a los 
resultados potenciales en todos los momentos en el tiempo, mientras que                es la matriz 
que contiene a las variables de control para todo el horizonte temporal. La variable     representa la 
transformación de los resultados potenciales que no dependan de la heterogeneidad no observada. 
 
En primer lugar, podemos aplicar la ley de expectativas iteradas para condicionar todo a las variables de 
control en todo momento en el tiempo. 
 
          [  [        ]] 
 
Por el supuesto (S1) sabemos que la transformación     es independiente al tratamiento   condicional a 
las variables de control  , por lo que la función de distribución es: 
 
          [  [            ]] 
 
Utilizando la relación entre resultados potenciales y observados,                  para   
      y la definición de probabilidad   [ ]   [ { }],  
 
          [  [           ]]   [    {     }       ] 
 
Donde                 es el vector de     que contiene a los resultados observados en el tiempo. 
Luego, usamos que  [   ]                                   , donde   es una variable 
aleatoria. Considerando que el propensity score se basa en características iniciales no afectadas por el 
tratamiento y que solo contamos con una encuesta antes del tratamiento, la expresión anterior quedaría 
expresada únicamente en términos de      , 
  
          [
 
     
    {     }   ] 
                                                          
24 Adaptado de Firpo (2007). 
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Finalmente, usando la ley de expectativas iteradas una vez más, llegamos al resultado deseado. 
 
          [
 
     
 {     }] 
Se pueden obtener los resultados análogos para          y              utilizando el mismo 
procedimiento.  
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Anexo 2. Desigualdad de Cambanis-Simons-Stout (CSS) 
 
Lema: Sean R y S dos variables aleatorias con distribuciones marginales fijas y conocidas,    y   ; 
respectivamente. Bajo el supuesto de que tanto R como S tienen varianzas finitas, se cumple que: 
 
∫   
         
       
 
 
       ∫   
       
       
 
 
 
 
Los límites son finitos y finos. 
 
 
  
33 
 
Anexo 3. Aplicación de la desigualdad de CSS al modelo transformado
25
 
 
Partamos de los resultados mostrados en la ecuación (5). Si denotamos           y   
  [       ] y aplicamos la Ley de Expectativas Iteradas: 
 
          [    {     }    ]
          [        {     }    ]
             
 
  
 [        {     }      ]
                                     
 
Cada expresión posee la esperanza condicional del producto de dos variables aleatorias ( {     } con 
 ,   y    , respectivamente) por lo que se puede aplicar de manera directa el Lema III para obtener un 
resultado muy similar al mostrado en el Teorema III.1: 
 
Se cumple para       que    
              
 , donde: 
   
   [ ∫       
             
         
 
 
] 
   
   [ ∫       
           
         
 
 
] 
   
   [     ∫       
             
         
 
 
] 
   
   [     ∫       
           
         
 
 
] 
Asimismo,               [    ]    se encuentra identificado, mientras que              se en-
cuentra identificado a través de      
                    
 , donde: 
     
  
 
  
 [     ∫       
               
         
 
 
] 
     
  
 
  
 [     ∫       
             
         
 
 
] 
 
Donde      {     }. Para obtener el Teorema III.1, es preciso notar que: 
 
      
        {
         [               [
         [               ]
 
Finalmente, reemplazando esta igualdad en el resultado anterior, se obtienen los límites descritos para 
        ,          y             . 
 
  
                                                          
25 Adaptado de Fan et al. (2014a). 
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Anexo 4. Teorema 3.2 de Fan et al. (2014a)  
 
(i) Sea        [ ( ̃ )]. Entonces,   
             
    , para      , y: 
 
  
      [ ∫     ̃   
             
         
 
 
] 
  
      [ ∫     ̃   
           
         
 
 
] 
  
      [     ∫     ̃   
             
         
 
 
] 
  
      [     ∫     ̃   
           
         
 
 
] 
 
Sin información adicional, estos límites son finos. 
 
(ii) Sea          [ ( ̃ )    ] . Entonces,         está identificada:          [  ( ̃)]    y 
    
                 
    , donde: 
 
    
     
 
  
 [     ∫     ̃   
               
         
 
 
] 
    
     
 
  
 [     ∫     ̃   
             
         
 
 
] 
 
Sin información adicional, estos límites son finos. 
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Anexo 5. Estimadores de los límites de promedios contra-factuales 
 
Para obtener estimados consistentes del propensity score se puede utilizar la base de control. Bajo el 
supuesto de que la participación en el programa depende únicamente de características iniciales, el 
estimador consistente,  ̂    , estará basado sobre la base de control antes del tratamiento
26
.  
 
Fan et al. (2014b) definen, en primer lugar, la función cuantil estimada del propensity score condicional a 
    como  ̂       
           {   ̂              }  donde  ̂             es la función de 
distribución acumulada estimada del propensity score dado    . Para      ; esta función estimada se 
puede expresar como: 
 
 ̂             
∑ { ̂           }
 
   
  ̂ 
 
 
Utilizando el estimado de la función cuantil del propensity score, Fan et al. (2014b) obtienen los siguientes 
estimadores de las demás funciones cuantil: 
 
 ̂   
        
 
 ̂              
 
 
 ̂   
        
 
   ̂            
 
 
 ̂     
        
 ̂            
   ̂            
 
 
 
 
 
                                                          
26 La extensión al caso en el cual la participación en el tratamiento dependa de la t-ésima diferencia de las 
características observadas es directa. En este caso, se debería obtener el propensity score basado en dicha 
diferencia y, luego, se realiza el promedio ponderado (por población) de los propensity scores. Finalmente, se 
obtienen las funciones cuantil de un modo análogo al presentado por Corvalán et al. (2015) y Fan et al. (2014b).  
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