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Abstract 
It is known that Principal Component Analysis Data Description (PCADD) as a one-class classifier estimates the 
mean and covariance matrix of the target class objects and uses the Mahalanobis distance so as to fit the target class. 
However, PCADD just considers the global information of the target class and ignores the local information. In this 
paper, we introduce the local information into the one-class classifier design and develop a new one-class classifier 
called Relevant Component Analysis Data Description (RCADD). Concretely, we first divide the target class into 
some chunklets and each chunklet is made up of the similar objects. Then, the presented RCADD applies the RCA 
transformation onto the original target space. Finally, the RCADD computes the difference between the original 
object and the transformation of that object onto the subspace so as to check if the object belongs to the target class. 
The experimental results demonstrate that the proposed RCADD has a superior performance to the PCADD in terms 
of classification.  
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1.InTroduction 
One-class classification is different from the conventional binary or multi-class classification since 
it only has one certain class named the target class available. In order to construct a good one-class 
classifier, researchers make full use of the information from the target class. In doing so, the one-class 
classifier is expected to accept as many target objects as possible while refuse as many non-target data 
named the outlier objects as possible. 
Support Vector Domain Description (SVDD) as one of the typical one-class models was proposed by 
Tax and Duin [1], [2], [3]. In the SVDD model, a hypersphere is constructed like that it can enclose as 
many target objects as possible, while can minimize the chance of accepting the non-target data named 
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the outlier objects. Another classical one-class model is Principal Component Analysis Data Description 
(PCADD) [4]. In  PCADD model, it is assumed that the target class objects is drawn from a 
Gaussian distribution and  the  outlier  objects  are  uniformly  distributed  in  any other  distribution. 
Then given one object, PCADD uses the Mahalanobis distance to classify the object. Concretely speaking, 
PCADD describes the target class through a linear subspace. This subspace can be concluded by the 
Principal Component Analysis (PCA) transformation. In order to find if one given new object fits the 
target class, PCA needs to calculate the difference between the original object and the projection of 
that object, where the difference is called as the reconstruction error. Further, we can find that the 
Mahalanobis distance of PCADD adopts the calculating method similar to PCA. Therefore, the objects of 
the target class can be viewed to be enclosed in a hyperellipse. If PCADD calculates that the object is 
out of the hyperellipse, the object is classified into the outlier class. It can be found that PCADD 
considers the global information of the target class since the Mahalanobis distance is calculated through 
the whole covariance matrix and mean. Thus, PCADD ignores the local information of the target class 
and fails to make use of the internal relationship among the target class.  
Relevant metric learning was firstly developed as a novel Mahalanobis distance metric learning [5], 
[6], [7]. One of its special algorithms is Relevant Component Analysis (RCA) [7]. RCA is an effective 
linear transformed algorithm for unsupervised learning. Different from PCA, RCA constructs a novel 
Mahalanobis distance metric through using positive equivalence relationship. The positive equivalence 
relation- ship is achieved by the covariance matrices of the positive equivalence data. In RCA, the 
positive equivalence data are selected from the same chunklet. Each chunklet is the set in which the data 
come from the same class but without special class labels. Through the transformation based on a group of 
chunklets, RCA can assign large weights to relevant features and low weights to irrelevant features [7]. In 
other words, RCA can consider the cluster information of the given class and adopt the relationship 
information from the internality of the given class. 
In this paper, we introduce the RCA [7] rather than the PCA into one-class classification and 
therefore propose a new one-class classification method named Relevant Component Analysis Data 
Description (RCADD). The presented RCADD first can inherit the advantages of the RCA. Concretely, 
the proposed RCADD can first assign large weights to relevant features and low weights to irrelevant 
ones. More importantly, the proposed RCADD can easily incorporate a priori internal information from 
the target class due to the consideration of the positive equivalence data from the variance matrices of the 
chunklets. Since the original target class is divided into multiple chunklets, the proposed RCADD makes 
the target class objects more compact than PCADD that views the target class just one set. Thus, the 
RCADD introduces the local relationship information into the one-class classifier design. In order to 
validate the effectiveness of the proposed RCADD algorithm, we give the experimental results from some 
real data sets. The experimental results show the proposed RCADD can bring more accurate description 
for all the tested target cases than the PCADD.   
The rest of this paper is organized as follows. Section   II gives the structure of the proposed 
RCADD. Section III experimentally shows that the proposed method RCADD can bring more accurate 
description for all the tested target cases than the existing PCADD. Following that, both conclusion and 
future work are given in Section IV.  
2.Relevant component analysis datade scription (rcadd) 
It is well-known that RCA is developed for unsupervised learning using equivalence relations. In 
practice, it first di- vides the whole object set nRN1ii}{x  into 1D  subsets without overlapping. Each 
subset is called the chunklet here. Then, RCA computes the mean from all of the objects in a given 
chunklet and thus gets the covariance matrix of each chunklet as following [7]. 
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where  D  is  the  size  of  chunklets,  dn  is  the  number  of samples in the d-th chunklet, dx  is 
the mean of the d-th chunklet. Here, the sample set 1{ }
N
i ix  is divided into D chunklets without 
replacement, i.e., 
D
d
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1
. The positive equivalent information is provided in the form of chunklets, 
where the samples in the same chunklet belong to the same class, though its exact class label is not 
known. Finally, RCA applies the so-called whitening transformation with all the covariances of all the 
chunklets through the following equation 
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Then, the target class objects nNii Rx 1}{  is transformed into
nN
ii Rz 1}{ . This processing is also 
taken as a feature extraction. 
In the proposed RCADD, we first apply the RCA process- ing onto the target class.  Doing so can 
first bring the benefit that assigns large weights to relevant features and low weights to irrelevant features. 
The second benefit is that the single superellipse in the PCADD is turned into multiple small superellipses. 
It can be stated that the volume made up of the small superellipses in the proposed RCADD is less than 
that of the single superellipse in PCADD. Therefore the RCA processing can make the target class 
more compact, which can clearly decrease the false positive and negative in the one-class classification. 
After the RCA processing, the proposed RCADD further adopts the PCA transformation onto the 
new objects nNii Rz 1}{  projected by the RCA similar to PCADD [4]. The proposed RCADD gives a 
new subspace defined by the eigenvectors of the data covariance matrix nnRQ . Q  is calculated by  
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where z is the mean of the nNii Rz 1}{ . Suppose that we uses p  eigenvectors piRe ni 1,  of 
Q in practice. Then, the RCADD can give a new transformation matrix pnp Ree ],,[ 1  . In 
order to classify a new object nRy ,  the  proposed  RCADD  needs  to  compute  the reconstruction 
error as following 
')( iii zzxg                                                (4) 
where iz   is the projection of the object ix  by RCA and z i is the reconstructed object through the 
following equation  
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The average reconstruction error is given as 
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Thus, given a test object y, the proposed RCADD first transform y  into newy through the 
equation (2) and then makes newy  fit the target subspace composed by the eigenvectors 
piRe ni 1, . Then if the test object  
)(yg                                                         (7) 
y  is classified into the target class; otherwise, the y  is classified into the outlier object. 
3.Experiments 
In this section, we report the experimental results between the proposed RCADD and the PCADD 
[4]. The used real data are Echocardiogram (2 classes/132 samples/12 features),  Tae (3 classes/151 
samples/5 features), Iris (3 classes/150 samples/4 features) and Hepatitis (2 classes/155 samples/19 
features) from the UCI machine learning repository [8]. All the computations were run on Pentium 
IV 2.10-GHz processor running, Windows XP Professional and MATLAB environment. 
Here, we adopt the average value of Area Under the Receiver Operating Characteristics Curve 
(AUC) as the measure criterion for the performance of one-class classifiers [9]. It is known that a good 
one-class classifier should have a small FP and a high True Positive (TP). A higher AUC might be 
preferred over another classifier with a lower AUC. It means that for the specific FP threshold, the TP 
is higher for the first classifier than the second classifier.  Thus the larger  
Table I T h e av e r ag e auc va l u e s a n d t h e i r c o r r e s p o n d i ng s ta n da r d d e v i at i o n s o f t e n i n d e p e n d e n t ru n s f o r e c h 
o c a r d i o g r a m, ta e , he pat i t i s a n d ir i s w i t h t h e p e r c e n tag e v = 90% o f t h e tota l va r i a n c e e x p l a i n e d b y t h e u s e d 
p r i n c i pa l c o m p o n e n t s . t h e l a r g e r t h e va l u e o f t h e auc, t h e b e t t e r t h e p e r f o r m a n c e o f t h e c o r r e s p o n d i n g o n 
e -c l a s s c l a s s i fie r 
Data set  Echocardiogram   Tae   
Class No. 1 2 Total 1 2 3 Total 
PCADD 0.64േͲǤͳͷ 0.47േͲǤʹ͵ 0.55േͲǤͲͷ 0.57േͲǤͳͷ 0.50േͲǤͳͲ 0.55േͲǤͳͳ 0.53േͲǤͲʹ 
RCADD 0.81േͲǤͳͶ 0.76േͲǤʹͷ 0.79േͲǤͲ͹ 0.72േͲǤͳͳ 0.39േͲǤͳ͹ 0.62േͲǤͳͳ ͲǤͷͺേͲǤͲ͵ 
Data set  Hepatitis   Iris   
Class No. 1 2 Total 1 2 3 Total 
PCADD 0.73േͲǤͳ͹ 0.50േͲǤͳʹ 0.62േͲǤͲ͵ 0.99േͲǤͲͳ 0.90േͲǤͲͷ 0.96േͲǤͲ͵ 0.95േͲǤͲʹ 
RCADD 0.73േͲǤͳ͵ 0.82േͲǤͲͻ 0.77േͲǤͲʹ 1.00േͲ 0.99േͲǤͲͳ 0.9ͻേͲǤͲͳ ͲǤͻͻേͲǤͲͳ 
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Figure 1. The average AUC values of RCADD and PCADD with varying v  =20%, 40%, 60%, 80% and 90% on 
Echocardiogram, Tae, Hepatitis and Iris. The sub-figure (a) gives the results of Hepatitis and Tae. The sub-figure (b) gives the 
results of Echocardiogram and Iris. 
the value of the AUC, the better the corresponding one-class classifier. In our experiments, the value of 
the AUC belongs to the range [0, 1]. Table I gives the average AUC values and their corresponding 
standard deviations of the proposed RCADD and PCADD of ten independent runs for the data sets. In 
both RCADD and PCADD, the parameter p  of the transformation matrix pnp Ree ],,[ 1
 is 
decided by the percentag v of the total variance explained by the corresponding principal components 
i  of piei ,,1, ,  i.e. 
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1 .In Table I, v =90% and the label of a target data class  is  indicated  
in the second and sixth  rows.  In    each classification, we take one certain class as the target class and 
the other classes as the outlier data. From this table, it can be found that the proposed RCADD has a 
significantly superior classification to PCADD in all the tested cases. 
Further, we give the average AUC values of RCADD and PCADD with varying v =20%, 40%, 
60%, 80% and 90% on Echocardiogram, Tae, Hepatitis and Iris in Figure 1. The sub-figure (a) of 
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Figure 1 shows the results of Hepatitis and Tae. The sub-figure (b) of Figure 1 shows the results of 
Echocardiogram and Iris. From the sub-figure (a) of Figure 1, it can be found that the classification 
performance of the proposed RCADD is better than that of PCADD in all the v values. In contrast, the 
sub-figure (b) of Figure 1 shows that the classification performance of the proposed RCADD is better 
than that of PCADD on the higher v  but worse than that of PCADD on the lower v , which is consistent 
with the case that the PCADD has a good performance in the lower v but a poor one in the high v  [4]. 
But, it can be found that the proposed RCADD has a continuous change from the low to the high v and 
thus primarily solves the problem that the high variance direction is often not optima in [4]. 
4.Conclusion and fut ure work 
In this paper, we propose a new one-class classifier called Relevant Component Analysis Data 
Description (RCADD). In order to achieve the RCADD, we divide the target class into multiple chunklets 
and apply the relevant and principal component transformation onto the original target space. The 
proposed RCADD classifies the new objects through computing the difference between the original 
object and the transformation of that object onto the subspace. The ex- perimental results here have 
demonstrated that the proposed RCADD has a superior performance to the PCADD in terms of 
classification. However, the current RCADD is a linear machine and we plan to extend it to a non-linear 
machine with the kernel technique in future. 
Acknowledgment 
The authors thank Natural Science Foundations of China under Grant No.60903091, the 
Specialized Research Fund for the Doctoral Program of Higher Education under Grant 
No.20090074120003 and the High-Tech Development Pro-gram of China (863) under Grant No. 
2006AA10Z315 for support. This work is also supported by the Open Projects Program of National 
Laboratory of Pattern Recognition and the Fundamental Research Funds for the Central Universities. 
References 
[1] D.  Tax and R.Duin, Support  vector domain description,  Pattern Recog Letters, vol. 20, no. 14, pp. 1191 1199, 
1999.  
[2]  - chine Learning, vol. 54, pp. 45 66, 2004. 
[3]  D. Ta -
and Artificial Intelligence, vol. 17, no. 3, pp. 333 347, 2003. 
[4] D. M. J. Tax and K.- -class classificatio
Networks and Neural Information Processing- 349. 
[5] A. Bar- - 
Proceed- ing International Conference on Machine Learning, 2003. 
[6] 
Information Processing Systems, 2005. 
[7] 
of the European Conference on Computer Vision.    Springer-Verlag,2002. 
[8] 
mlearn/mlrepository.  
[9] A - 
tion, vol. 30, no. 7, pp. 1145 1159, 1997. 
