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Abstract—The main purpose of Social Business Intelligence 
is to help companies in making decisions by performing 
multidimensional analysis of the relevant information 
disseminated on social networks. Although data quality is a 
general issue in SBI, few approaches have aimed at assessing it 
for any data collection, being this a context dependent task. In 
this paper, we define a quality indicator as a metric that serves 
to assess the overall quality of a collection, and that integrates 
the measures obtained by several quality criteria applied to 
filter the posts relevant for a SBI project. The selection of the 
best quality criteria to include in each quality indicator is a 
complex task that requires a deep understanding of both the 
context and objectives of analysis. In this paper, we propose a 
new methodology to design quality indicators for SBI projects 
whose quality criteria consider contents coherence and data 
provenance. Thus, for the context defined by an objective of 
analysis, this methodology helps users to find the quality criteria 
that best suit both the users and the available data, and then 
integrate them into a valid quality indicator. 
Keywords—data quality, business intelligence, social media, 
business indicators 
I. INTRODUCTION 
Social networks have become a new source of useful 
information for companies, helping them, among others, to 
know the opinions of their customers, to analyse the trends of 
their market, and to discover new business opportunities [1] 
[2]. Social media constitutes a fundamental part of the 
information ecosystem, and there has been a growing interest 
in the development of solutions for social data analysis from 
the commercial and scientific perspectives.  
The main purpose of Social Business Intelligence (SBI) is 
to help companies in making decisions by performing 
multidimensional analysis of the relevant information 
disseminated on social networks. However, today businesses 
mainly use social networks to produce a group of social 
metrics [3] [4] that are analysed in an isolated way. Rarely, 
companies integrate social metrics with other business 
measures to calculate and analyse key performance indicators. 
The fundamental cause of this underutilization is the lack of 
trust that companies have in this kind of data, since, coming 
from social networks, they do not have control over their 
origin, contents and quality.  
In an environment as open and out of control as Twitter, 
or any other social network, it is difficult to find the right data 
for a SBI project. As in any other Business Intelligence 
application, the subject of analysis is described, as exactly as 
possible, by using natural language expressions. Then, a 
proper group of keywords are chosen to program the retrieval 
mechanisms. However, as experience shows, the resulting 
collection use to be noisy, incomplete or biased. Most times, 
it will include posts generated with very different purposes, as 
well as posts without a true relation with the subject of 
analysis. Their specific contents may even be 
counterproductive and produce false conclusions, due to the 
misinformation and the noise they generate. This is a data 
quality problem that requires executing data cleansing 
operations on posts retrieved from social networks before 
extracting any social metrics from them. Thus, the execution 
of a SBI project must start by assessing the quality of the 
available data and, when needed, improving it until the 
established standard in reached [2].  
Although data quality is a general issue in SBI [2] [5], few 
approaches have aimed at assessing this data aspect for large 
collections of posts. Most approaches just apply a series of ad-
hoc quality rules over posts (e.g., tweets with more than three 
retweets, users with more than 100 followers, and so on) in 
order to filter those that will be analysed. In addition, many 
works aim at analysing concrete events such as a catastrophe 
or a terrorist attack where the main issue is to score tweets 
credibility [6] [7].  
Evaluating the quality of social data is a context dependent 
task [8], and each SBI project will require the definition of the 
best quality indicators for the source data. We define a quality 
indicator as a metric that serves to assess the overall quality of 
a collection and that integrates the measures obtained by the 
various quality criteria. With this approach, as in [8], several 
quality metrics will serve to filter the posts that are relevant 
for a SBI project. However, the selection of the best quality 
criteria and metrics, and how to combine them into a quality 
indicator, is a complex task that requires a deep understanding 
of both the context and objectives of analysis.  
In this paper, we propose a new methodology to design 
quality indicators for SBI projects. After analysing the quality 
attributes of tweets, we have identified that the main quality 
criteria for SBI analysis are contents coherence and data 
provenance, two aspects not treated in the literature. Thus, our 
methodology relies on two foundations. Firstly, considering 
the collection of tweets of an analysis context, it is possible to 
model the language of the context and measure the contents 
coherence of each tweet, as well as each user profile 
description. These measures, plus other useful metrics from 
users and tweets, such as the number of favourites, replies, 
repeats, and followers, are the main quality criteria to consider 
by our methodology. Secondly, a classification of the different 
user profile categories that participate in the context of 
analysis helps to identify the best quality criteria for each kind 
of user. In this way, given an objective of analysis in a specific 
context, with this methodology it is possible to find the quality 
criteria that best suit both its users and the available data, and 
then integrate them into a quality indicator valid for that SBI 
project. 
The main idea behind this methodology is that the users 
with a Twitter profile description in high correlation to the 
subject of analysis and showing a coherent activity in their 
posts will have higher quality than the rest of users. These 
users will constitute the group of relevant users of a SBI 
project and will serve as reference to build quality indicators. 
By finding the quality criteria that produce good measures for 
the relevant users of an analysis context it is possible to 
identify the best quality metrics for that SBI project. Our 
method also helps to integrate these metrics in order to build 
effective quality indicators. 
The rest of the paper is organised as follows. Section II 
reviews SBI approaches and methodologies. Section III 
specifies the analysis dimensions that are involved in the 
assessment of social data quality. A methodology for 
measuring quality in SBI projects is described in Section IV, 
and some results and conclusions are presented in sections V 
and VI respectively. 
II. SOCIAL BUSINESS INTELLIGENCE APPROACHES 
SBI is an emerging discipline that combines corporate data 
with content generated by users on social media with the aim 
of improving decision making in the company [2] [4]. Social 
networks can be analysed from different user perspectives 
such as contents, relationships and behaviour, becoming an 
abundant source of information on opinions, interests, needs 
and attitudes of users. The challenge lies in the efficient 
management of information from social networks considered 
as Big Data, characterized by an immense amount and variety 
of unstructured and noisy data, which change at a high speed. 
This section provides a review of the current state of art of 
Social Business Intelligence that distinguishes between 
methodologies for the development of new applications and 
the quality assessment of social media data. It also depicts the 
main issues and novelties of our approach. 
A. SBI Methodologies 
Despite the growing interest in the development of SBI 
applications in the industry, in the scientific literature there 
have been very few approaches that establish a methodology 
for their design and implementation. In general, SBI requires 
highly integrated multidisciplinary research [9] and here we 
highlight the main approaches of methodologies and 
architectures.  
The work in [10] proposes an iterative methodology for 
the design and maintenance of SBI applications, establishing 
an ordering for the common tasks executed during social 
media analysis. It emphasizes the need for agile and effective 
support during the maintenance of the infrastructure, due to 
the dynamism of the user generated contents and the changes 
in the environment. The main tasks proposed are iterative and 
can be optimized, they are organized as follows: macro-
analysis (definition of the scope of the project and the 
questions it will solve), ontology design, source selection, 
semantic enrichment, crawling design, ETL and OLAP 
design, and finally, the execution and testing. In turn, the 
authors propose the development of an architecture where the 
information resulting from the analysis is stored within a data 
mart in the form of multidimensional cubes that can be 
exploited by OLAP techniques. The basic problem is that all 
the information is stored in a historical repository that requires 
large storage resources. The task of analysing the relevance of 
the contents generated during the crawling process relies on a 
manual labelling that distinguishes between in-topic and off-
topic clips (textual data). In a later stage, the recovered 
documents are filtered based on search criteria that do not 
guarantee the credibility and quality of the source. On the 
other hand, when analysing large volumes of data this process 
can be unsustainable.  
More in accordance with the current needs for SBI and Big 
Data processing, a new approach focuses on the speed and 
immediacy of information, processing data in streaming and 
incorporating batch analysis processes to obtain knowledge 
models. With the learned models it is possible to apply 
inductive processing algorithms on the data stream and to 
favour the semantic enrichment of the data [11] [12]. Only the 
information elements that are needed for the knowledge 
models are stored, optimizing memory usage. However, so 
far, there are few solutions for SBI, and analysis tasks are 
mainly oriented towards event detection [13] and 
recommendation systems [12]. 
The SLOD-BI project [14] is an infrastructure for linked 
open data that lays the foundation for the implementation of 
SBI. It offers mechanisms for the extraction, linking and 
publication of social data in the form of RDF triplets modelled 
as multidimensional stars. Providing access to large open 
knowledge resources and multidimensional analytical models 
to define efficient methods of data extraction and analysis, the 
project proposes the combination of cognitive models with 
statistical language models to infer useful information from 
the texts generated by the users. A semantic meta-structure of 
multidimensional analytical patterns (user facts, social facts 
and dimensions) is proposed to model social data in a way that 
facilitates the integration with corporate data stored in 
traditional repositories and data warehouses. In [15] SLOD-
BI is extended with both a methodology and a framework 
oriented towards the formalization of social indicators and 
performance measures to support decision-making. This 
proposal allows social measures exploration and aggregation 
over dynamic multidimensional contexts for on-demand 
objectives.  
Currently, the main challenges that SBI projects have to 
face are the high dynamicity of both the elements implied in 
the analytics and the analytical requests, as well as, the high 
percentage of noisy data. In this sense, [16] proposes an 
architecture and a methodology to model analytical streams 
for SBI that relies on both linked data and multidimensional 
modelling. The architecture eases the cleaning and semantic 
enrichment of data, whereas the methodology serves to shape 
the data for analysis purposes. The adoption of semantics 
facilitates the development, validation and follow-up of 
workflows. Thus, instead of storing the semantically enriched 
facts, they can be generated and processed on the fly. The 
solution corresponds to a Kappa streaming architecture that 
consists of two stages: a long-term stage for keeping recent 
historical information as a data stream of long duration (to 
collect data for inductive processing tasks) and a short-term 
stage with some workflows for generating the required 
analysis data in real-time. 
All these approaches (i.e., [10] [11] [12] [14]) have in 
common the semantic enrichment of the social data in order to 
increase the processing capabilities of the collection.  Entity 
resolution and semantic enrichment do not only provide a 
good context for understanding post contents, but also 
transform them into meaningful data with a representation 
easier to process by analysis tools. In this sense, semantic 
enrichment processes serve to enhance the quality of social 
data collections. However, they cannot measure the quality 
and filter the posts that a SBI project require. 
B. Social Data Quality Assessment 
When implementing a SBI project, it is critical to assess 
the quantity and quality of the available data, since without an 
amount large enough of valuable data, any implementation of 
a BI-oriented application will fail to [17] [18]. However, as 
shown by a recent review paper [5], few approaches to 
business social media analytics depict pre-analytics 
processing activities, and the task of assessing data quality is 
left out of consideration in all revised works.  
In [8], the profiling and supervision of the quality of the 
data are considered as primary concerns of the Big Data 
processing cycle. With this methodology, the user is in charge 
of analysing the quality metrics provided by the system. In 
their solution, a quality management module includes an 
interface that enables the end-user to configure the quality 
policies of a company. The module also includes a quality 
evaluator for visualizing the values for the metrics of the 
quality attributes of each police. Similarly, to the quality 
indicators of our approach, quality policies combine several 
metrics to measure the quality of a collection. However, the 
work in [8] does not address the problem of finding and 
integrating the best quality metrics to assess data quality in a 
specific SBI project. 
In spite of the great interest that the analysis of the quality 
of social data arouses in the scientific community, there are 
very few related works within the scope of SBI. The 
evaluation of the quality of contents published on 
microblogging platforms has focused mainly on post retrieval 
operations. Searching for posts related to a topic [19] [20]; 
filtering posts based on their credibility and quality [21] [22]; 
detection of events and disasters [13] [23] [24] [25]; analysis 
of feelings, political and consumer opinions [14] [26] [27]; 
and detection of influencers [28] [29], are some example 
applications. Other applications aimed at the detection of 
spammers, bots and advertising campaigns, have proposed 
intelligent analysis techniques for social metrics [30] [31] 
[32]. 
In the literature, quality measures are defined at post and 
user level. At post level, there are a large number of metrics 
covering the characteristics of the text (e.g., grammar, 
contents and semantics), together with the metrics specific to 
microblogs that reflect their social impact (e.g., number of 
comments and retweets). On the other hand, at user level, there 
are activity metrics to assess the relevance (e.g., account age 
and number of posts) and popularity (e.g., number of 
followers, likes and mentions) of issuers.  
Most of the quality attributes applicable for social media 
data classified in [8] can easily be measured by means of the 
contents and metadata of Twitter posts. Among them, 
relevance (measured as post content keywords), believability 
(measured with author attributes like followers count or 
registration age), popularity (measured as number of readers 
or re-tweets) and timeliness (i.e., tweet date). Corroboration 
(i.e., the number of data sets where the issue has been 
recognized) and validity (i.e., likelihood of data validity for its 
purpose) are other quality attributes included in this 
classification. Although, during data extraction, these two 
attributes cannot be measured for a single data element, they 
are considered important when evaluating several data sets in 
the data analysis phase. The paper does not provide any 
methods to measure them. 
C. Our Approach 
In contrast to previous approaches, in our approach, we 
consider contents coherence together with the origin of the 
social data (i.e., data provenance) as fundamental quality 
attributes. So far, the relevance of a post was ensured when it 
contained one or more retrieval keywords. As it is recognised, 
keywords are imprecise, and using them to build a complete 
collection produces the retrieval of many useless posts. With 
our approach, by measuring the coherence of the posts 
contents with respect to the language model of the analysis 
context, it is possible to filter noisy posts and to improve the 
quality of the collection.  
On the other hand, Twitter user profiles can constitute a 
source of valuable information about posts and issuers that 
previous approaches have not taken into consideration. From 
our point of view, measuring the coherence of user profile 
descriptions with respect to the language model of the analysis 
context also helps to identify the relevant posts of an SBI 
project. The challenge lies in developing efficient natural 
language processing mechanisms to identify semantic and 
syntactic patterns within the texts of a fully open environment 
such as the Twitter social network. Here, tweets are composed 
of very short texts, written with a style that is informal and full 
of hashtags and abbreviations, and produced by a large range 
of different kinds of users, including the noise produced by 
fake users and bots. 
These two new quality attributes can be applied together 
with other commonly used metrics to assess the relevance, 
believability and popularity of each post and its issuer. 
However, the idea of integrating several quality measures into 
a single quality indicator is completely new. Up to our 
knowledge, there are not previous works that have proposed a 
method to define quality indicators for social data [33]. The 
quality policies proposed by [8] allow users to describe the 
relevant quality attributes and their importance for a SBI 
project. However, this work does not propose a method to 
build indicators from a set of metrics with the purpose of 
assessing and analysing the overall quality of a collection of 
posts from different perspectives (e.g. types of social network 
users, temporal evolution or geographical distribution). In the 
next sections, we present a semi-automatic method that, using 
a ranking of relevant users as a reference, helps to create 
quality indicators and social media data collections. 
III. ANALYSIS DIMENSIONS FOR QUALITY ASSESSMENT 
Some of the most powerful mechanisms for modelling 
analysis dimensions are the categories of customer 
segmentation, which vary depending on the business context. 
For example, demographic data and behavioural styles are 
usually applied to model the categories of the customer 
dimension. In the case of social media data, the user that writes 
a post can represent an individual person or a company, and it 
can play a role that depends on the context of analysis. Thus, 
our approach models the different business roles that the social 
media users of an SBI project can take as a way of providing 
a full range of perspectives of analysis.  
More specifically, we propose four disjoint categories for 
the “user business role” dimension, named as follows: 
Professional, Journalist, Public Service and Lovers & Fans. 
The first three categories fall within the services sector, 
whereas the category Lovers & Fans comprises general users 
who use social networks by their own interest and could 
generate posts relevant to the context of analysis. Below, we 
describe these four categories and give examples of Twitter 
user profile descriptions associated with each category in the 
context of an automotive-related SBI project. 
A. Professional 
The “Professional” category is related to a subset of 
activities in the services sector. In turn, we divide this class 
into two subcategories. 
“Professional on domain”, which covers official 
companies, small dealers or professional groups within the 
analysis domain that use Twitter to promote their services. 
The following is an example of a professional in the 
automotive sector:  
since 1921, pep boys has been the top 
automotive aftermarket chain w/ quality 
auto repair & car parts in 800 locations 
across 35 states & puerto rico 
“Professional others” represents professionals who do not 
belong to the domain of analysis. The following example 
shows an instance of this category:  
sales director @adeogroup providing 
ecommerse and web solutions including 
responsive web design to a diverse range 
of clients visit {lnk} 
B. Journalist 
This category includes users dedicated to the publication 
of news, such us journalists, newspapers and magazines.  
wews newschannel5 is on your side with 
breaking news & weather updates from 
northeast ohio 
C. Public service 
This category represents organizations dedicated to public 
services such as government agencies, emergency and 
security services. 
york regional police official twitter . in 
case of emergency dial 911/non-emergency 
call 1-866-876-5423 . account is not 
monitored 24/7 
D. Lovers & Fans 
This category represents people or groups that do not use 
social networks with a professional interest, but as a means of 
learning, fun and entertainment. They are usually consumers 
of information instead of emitters. This category represents 
the highest percentage of individual users in social networks 
and constitutes the main source of noise for many analysis 
contexts. 
book lover , gamer , cat wrangler , 
autoimmune fighter . tweets : {lnk}” 
IV. A METHODOLOGY FOR MEASURING QUALITY IN SBI 
PROJECTS 
As in our previous work, we rely on a linked open data 
infrastructure where social network data is continuously 
stored as social BI facts, called SLOD-BI [14]. In this paper, 
we aim at directly deriving the quality indicators from the 
metrics associated to users and posts within the infrastructure. 
These quality indicators will be stored and used by the own 
infrastructure to processes and filter social data before their 
analysis. Figure 1 shows an example of a quality indicator 
derived from the post and user facts, and relying on the 
business role dimension. 
 
Fig. 1. Quality indicator (I) derived from Social BI facts. As in traditional 
BI, social facts (F) consist of metrics and dimensions (D). Metrics have been 
omitted in the figure. 
Quality indicators must be adapted to the needs of the 
analysis at hand. As we adopt multi-dimensional models for 
social BI analysis, quality indicators can be also associated to 
some specific analysis dimensions. For example, in Fig. 1, the 
quality indicator is associated to the business role dimension, 
so that we can get different quality criteria depending on this 
perspective. 
A quality indicator is formally expressed as a formula over 
fact metrics, which calculates the quality score of each fact 
according to the selected perspective. This quality score can 
be then applied to filter the data to be analysed. 
The proposed method can be summarised in the following 
steps: 
1) First, we establish a reference dataset of relevant users 
associated to the dimension of the quality indicator we aim at 
(e.g., business role in Figure 1). 
2) Then, we select a series of metrics associated to user 
and post facts that are deemed as relevant indicators of quality. 
Some of these metrics are directly taken from the 
infrastructure (e.g., followers, retweets, etc.) whereas others 
are derived by processing both the post contents (e.g., length 
of messages) and the user descriptions (e.g., size of the 
description). 
3) A quality score is calculated for each selected fact 
metric and each dimension perspective. 
4) The formula of the quality indicator is derived by a 
simple linear combination of the fact metrics. The weights of 
the linear combination are directly obtained from the quality 
scores of Step 3. 
5) Finally, the obtained quality indicator is applied over 
each incoming post/user fact to decide whether it is included 
in the analysis or not. 
We describe in detail these steps in turn. 
Step 1: Reference dataset of relevant users 
In this work, we consider relevant users those that publish 
reliable messages according to the analysis task at hand. 
Useful analyses should rely on high quality data, which 
mainly comes from reliable users. In this way, we assume that 
the provenance of posts is a primary quality criterion. Another 
relevant criterion for quality is the coherence of the published 
contents and their sources. Since we cannot know all relevant 
users publishing in a data stream, we should rely on a small 
reference set of relevant users to assess the impact of existing 



















a quality formula that can rank incoming user/post facts 
similarly to the reference set of relevant users. 
For selecting relevant users we could make use of existing 
resources such as analytical platforms, like Socialbakers, or 
existing datasets, like RepLab 2014 [34]. However, these 
resources are limited to a few vertical domains and mainly aim 
at identifying influencers from different perspectives. Indeed, 
users included in these resources usually have a very large 
number of followers. For this reason, in this paper we propose 
a different way to obtain reference relevant users according to 
their descriptions. 
The proposed method consists in manually labelling the 
top most frequent word bigrams of the user profile 
descriptions. In Twitter these descriptions are included along 
with the tweet metadata, so this information can be easily 
obtained from the incoming data stream. Bigrams are labelled 
with the dimension values associated to the quality indicator. 
For example, following the schema of Figure 1, bigrams are 
labelled with the values of the business roles (e.g., journalist, 
professional and so on). Finally, user descriptions containing 
labelled bigrams with the same label (i.e. they have associated 
a unique dimension value) are considered relevant users for 
that label. Table I shows an example of labelled bigrams and 
the number of relevant users selected for each label. 
Step 2: Selection of fact metrics 
After analysing the different methods proposed in the 
literature for social data quality, we selected those metrics 
widely adopted for filtering posts. Then, we defined some new 
metrics to measure the coherence of texts in the posts and user 
descriptions with respect to the overall vocabulary of the 
stream. These metrics are organized into two levels: users and 
posts. For example, user quality is usually associated to 
metrics like number of followers, account age, and interaction 
metrics with other users. Posts metrics are related to metrics 
associated to the users’ interactions with the post (e.g., likes, 
retweets, etc.) as well as metrics derived from the post text like 
sentiment indicators, semantics, and different lexical features. 
Tables II and III show the selected metrics for users and 
posts respectively in our preliminary experiments. Concerning 
the user-level metrics (Table II), "interactions to post" is the 
number of interactions over posts performed by the user (e.g., 
retweets, likes, etc.), whereas "interactions from users" is the 
number of interactions received from other users. Description 
coherence is the entropy of the language model of the user 
description with respect to the overall language model of the 
stream. The lower the entropy the better correlated is the 
description with the domain. The account age is directly 
associated to the user identifier number (i.e., the lower the 
older). "Posts on domain" is the number of tweets published 
by the user in the analytical data stream. The rest of user-level 
metrics are provided as metadata by the incoming data stream. 
With respect to the post-level metrics (Table III), 
"repetitions" is the number of times the same message has 
been published in the stream without being retweets. "Text 
coherence" is the entropy of the language model derived from 
the post text with respect to the overall language model of the 
domain. The next metrics are directly taken from the incoming 
data stream. Finally, the last four metrics are facts and 
sentiment indicators extracted from the post text [14]. 
Step 3: Impact of metrics 
To measure the impact of a metric in the data quality, we 
propose a novel method based on Information Retrieval 
evaluation. Our hypothesis is that a metric will have a high 
impact in data quality if the ranking of items produced by that 
metric promotes the relevant users associated to a given 
dimension. 
A direct way to measure this impact is to use de Mean 
Average Precision (MAP) metric [35]. A high MAP value 
indicates that relevant items are mostly placed at the top 
positions of the ranking. However, it heavily depends on the 
number of relevant items (the larger this number the higher the 
scores). As we use different datasets of relevant users for each 
dimension, we need to normalize MAP scores. In this work 
we propose to use the relative change with respect to a uniform 
distribution of relevant items. 
𝑀𝐴𝑃 =









Where N is the total number of items in the ranking and R 
is the number of relevant items. Function pre returns the 
precision at position k in the ranking. Function rel returns 1 if 
the item at position k is relevant and 0 otherwise. 
Notice that a value of MAPrelative near to 0 indicates a low 
impact of the metric to rank relevant items. Notice also that 
large negative values indicate that the ranking should be 
reversed to have a positive impact in the promotion of relevant 
items. 
Since metrics can be associated to either users or posts, 
depending on the target metric we will rank either users or 
posts to calculate the corresponding MAP score. Additionally, 
a MAP score can be calculated for each dimension value 
(labels) by considering only the corresponding subset of 
relevant items associated to it. 
Step 4: Quality Indicators 
The last step consists in applying the quality scores of each 
metric to obtain the corresponding quality indicators. In this 
paper we propose a simple linear combination of the metrics 
where impact scores act as weights. More specifically, given 
a fact F with metrics (m1, ... , mM), the quality indicator for 
dimension value Di is the following formula: 





Here, the quality scores of each metric and dimension 
value are represented by the coefficients 𝛼𝑘
𝐷𝑖 . To properly 
combine the metrics, we normalize and scale them with the 
function norm as described in turn. 
As previously mentioned, when the quality factor of a 
metric is negative, the ranking must be inverted. For this 
purpose, we apply the complement with respect to the 
maximum value of the metric (i.e., max(mk) - F[mk]). 
Additionally, we must multiply by -1 to make the 
corresponding factor positive. 
The function norm also applies a logarithm transformation 
to all the metrics that counts things (e.g., retweets, statuses, 
etc.), since all these metrics follow a power law distribution. 
Finally, all metrics are normalized in the range [0, 100]. 
Step 5: Quality Data Filtering 
Quality indicators can be applied in different ways to filter 
the incoming posts before analysing them. The most 
straightforward way is to firstly apply a threshold over the 
indicators at user-level, and then a second threshold over the 
indicators at post-level. Additionally, we can select one of the 
perspectives of the dimension associated to the quality 
indicator (e.g., the business role to be focused on). 
V. RESULTS 
For demonstrating the usefulness of the previous metrics, 
we have chosen a long-term stream of tweets related to the 
automotive domain. This stream has been active from 2015 
until now and has served as basis of several studies about 
Social BI [14] [16]. The stream is generated with a series of 
keywords representing different car models and brands. It 
currently contains 1.930.617 tweets, written in both Spanish 
(456.059) and English (1.474.558). 
Table I shows the different categories contained in the user 
dimension for performing different analysis tasks. The second 
row in this table indicates the number of relevant users for 
each class. An external indicator of the relevance of these 
users is the ratio of verified accounts, which is of 0.9% for the 
whole stream and 3.3% for the selected relevant users. 
TABLE I.  EXAMPLES OF TOP FREQUENT BIGRAMS ASSIGNED TO THE 
DIFFERENT USER CATEGORIES 
Journalists (J) ·news information 
·motoring news 
·auto news 5173 
Lovers & Fans (L&F) ·sports fanatic 
·love cars 
·auto enthusiast 4572 
Professional on domain (P.D) ·used cars 
·cars service 
·car parts 4441 









Table II shows the impact weights obtained for the 
different user categories by applying the MAP scores and the 
relevant users associated to them. In this table, MAP scores 
have been transformed into normalized weights. Cells marked 
with asterisks correspond to negative MAP scores (see Step 
4), and therefore their metrics should be inverted when 
contributing to the indicator. As can be noticed, different 
categories show quite different weights which leads to 
different quality indicators. Notice also that most categories 
promote the coherence of the user description with respect to 
the domain. 
 









Table III shows the impact weights for the post-level 
metrics. We use the same conventions than in Table II. As for 
the user-level metrics, the different categories show different 
weight configurations. It can be noticed that the most relevant 
metrics correspond to relevant users of each perspective. 
Thus, journalist and public services promote tweets with a 
high number of interactions, whereas professional categories 
promote tweets with sentiment data. Notice also that 
automotive-related professionals (P.D) have a greater weight 
in the text coherence metric than other professionals (P.O).
TABLE III.  POST-LEVEL QUALITY SCORES 
METRICS User business roles 
J L & F P.D P.O PS 
Repetitions 0.06* 0.02* 0.15* 0.03* 0.12* 
Text Coherence 0.06* 0.09* 0.21 0.03* 0.16* 
Replies 0.02 0.10 0.01* 0.09 0.01* 
Retweets 0.21 0.08 0.02* 0.09 0.18 
Favourites 0.22 0.11 0.05* 0.09 0.14 
Sentiment Score 0.04 0.12 0.21 0.24 0.14* 
Sentiment facts 0.13 0.15 0.05 0.15 0.10 
Opinion expressions 0.14 0.17 0.16 0.16 0.10 
Feature expressions 0.12 0.16 0.13 0.12 0.06 
 
Finally, once quality indicators are built, we need to set the 
thresholds that will be applied for data quality filtering. If no 
perspective is selected, we assume that the thresholds are 
applied to the best-scored perspective at user level. As 
METRICS User business roles 
J L & F P.D P.O PS 
Interactions to posts 0.01 0.09 0.09 0.05 0.04 
Interactions from users 0.09 0.07* 0.12 0.04 0.26 
Description coherence 0.16 0.23 0.24 0.29 0.11 
Account age 0.05 0.13* 0.18 0.02 0.04 
Posts on domain 0.19 0.08 0.07* 0.10 0.22 
Followers 0.12 0.18 0.04* 0.17 0.04* 
Friends 0.24 0.17 0.07* 0.24 0.20 
Listed users 0.13 0.06 0.18* 0.10* 0.08* 
Published posts 0.01 0.09 0.09 0.05 0.04 
previously mentioned, metrics are normalized in the range [0, 
100] and therefore final indicators will be also in that range. 
When applying the best-scored perspective, the very 
dominant role is "Professional on domain", which mainly 
covers all the advertisements and promotions generated by 
agents of the automotive business. Threshold setting is 
performed by exhaustive exploration, looking for a trade-off 
between relevant user coverage and the size of the filtered 
dataset. 
Alternatively, we can select the perspective that best fits 
our analysis. For example, we can select the journalist 
perspective if we want to analyse the events associated to the 
different brands. Threshold setting for each perspective can be 
different, as shown in Table IV. In this table, we fix the filter 
ratio to 20% to find out their corresponding thresholds. 
Journalist role gets the lowest thresholds, which indicates that 
quality scores generated for this perspective are usually lower 
than in the other ones because its profile is much more difficult 
to cope with. 
TABLE IV.  THRESOLD SETTINGS PER PERSPECTIVE 
 J L&F P.D P.O PS 
User-level 
threshold 
>25 >25 >40 >25 >20 
Post-level 
threshold 
>5 >20 >20 >20 >20 
a. filtering ratio fixed to 20% 
VI. CONCLUSIONS AND FUTURE WORK 
In this paper, we have proposed a novel methodology to 
semi-automatically define quality indicators for social BI. It 
relies on the selection of a ranking of relevant users associated 
to specific analysis dimensions. Taking this ranking as 
reference, the method automatically calculates the impact of 
each metric in the quality indicators applied to filter social data 
before analysis.  
Preliminary results show the viability of the approach for 
a large stream of tweets in the automotive domain. The 
resulting quality indicators show that there is not a unique 
formula for all the analysis tasks but different configurations 
depending on the kind of contents we want to analyse. 
Future work will be mainly focused on a comprehensive 
evaluation of existing social data metrics to make the obtained 
quality indicators much more effective. We will also analyse 
semantic-based methods to automate as much as possible the 
selection of relevant users for specific dimensions. Finally, 
further experiments must be done to measure the noise 
reduction produced by the proposed quality indicators. 
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