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Diplomityössä tutkittiin sitä, että miksi virtauslaskennan simulaatiotuloksissa esiintyy diskretisoin-
tivirhettä, miten sen suuruutta voidaan arvioida ja kuinka sitä voidaan mahdollisimman tehok-
kaasti vähentää. Diskretisointivirheiden kertaluokasta saadaan arvioita tutkimalla laskennassa 
käytettyjä diskretisointimenetelmiä, näiden stabiiliutta ja myös sitä, miten ne reagoivat laskenta-
verkkojen topologisiin virheisiin. Virtauslaskennassa käytetyssä kontrollitilavuusmenetelmässä 
pyritään yleensä siihen, että diskretisointivirhe pienenee neliöllisesti laskentaverkkoa tihennettä-
essä, mutta todellisen diskretisointivirheen tason arvioimiseen tarvitaan kuitenkin jälkikäteisvir-
hearvio. Parhaimmaksi tavaksi diskretisointivirheen pienentämiseen löydettiin jälkikäteisvirhear-
viota hyödyntävä h-adaptiivinen algoritmi, jolla voidaan lisätä laskentaverkon resoluutiota sopi-
vissa paikoissa ja näin ollen tulosten virhetaso saadaan jyrkästi putoamaan. Toisena vaihtoeh-
tona työssä pohdittiin tulosten virhetason pienentämistä lisäämällä runsaasti laskentatehoa, mikä 
mahdollistaa tiheämpien laskentaverkkojen käyttämisen, mutta tätä vaihtoehtoa ei pidetty hyvänä 
pitkän aikavälin ratkaisuna. 
Kontrollitilavuusmenetelmän diskretisointivirheestä saadaan kohtuullinen kuva käsittelemällä 
ratkaistavissa yhtälöissä esiintyvien termien diskretisointia yksi termi kerrallaan. Diffuusiotermien 
diskretisointi keskeisdifferenssimenetelmällä toisen kertaluvun tarkkuudella on kohtuullisen suo-
raviivaista, kun laskentaverkon epäortogonaalisuus otetaan huomioon. Sen sijaan toisen kertalu-
vun konvektiomenetelmien ongelmana on niiden epästabiilius. NVD-viitekehykseen pohjautuva 
Gamma-menetelmä havaittiin parhaaksi konvektiomenetelmäksi, sillä kyseinen menetelmä tuot-
taa tuloksia pääasiassa toisen kertaluvun tarkkuudella ja lisää vain minimimäärän numeerista 
diffuusiota ratkaisuun. Gradienttitermien diskretisoinnissa yleensä jäädään halutusta toisen ker-
taluvun tarkkuudesta, ellei laskentaverkko ole säännöllinen tai siinä esiintyy vinoumaa. Painote-
tun pienenimmän neliösumman gradienttimenetelmä yleensä kärsii näistä vähiten ja menetelmä 
yleensä tuottaa gradientteja ensimmäisen kertaluvun tarkkuudella myös epäsäännöllisissä las-
kentaverkoissa. Lähdetermien osalta kontrollitilavuusmenetelmä on luonnostaan tarkkuudeltaan 
toista kertalukua. Tavoiteltu toisen kertaluvun tarkkuus ei menetelmien yhteisvaikutuksesta joh-
tuen aina täyty. 
Virtauslaskennan numeeristen ratkaisujen virhetasoa tutkittiin erilaisilla kontrollitilavuusmene-
telmään johdetuilla jälkikäteisvirhearvioilla, kuten momenttivirhe- ja jäännösvirhemenetelmällä. 
Virhearvioiden havaittiin antavan hieman toisistaan poikkeavia tuloksia niin käytännössä kuin teo-
riassa. Realistisissa käyttökohteissa erityisesti jäännösvirhemenetelmän tunnetaan arvioivan 
diskretisointivirheen suuruutta hyvin. Adaptiivisen algoritmin suorituskyky ei kuitenkaan merkittä-
västi riippunut valitusta virhearviomenetelmästä ja adaptiivinen algoritmi osoittautui erittäin hy-
väksi tavaksi vähentää diskretisointivirhettä insinöörisovelluksessa. Diskretisointivirheen tilavuus-
keskiarvon pienentämisessä adaptiivisuus on jopa kertaluokkaa parempi kuin perinteinen lasken-
taverkon mallinnusmetodi, jossa mallinnetaan rajakerrokset tarkasti. Algoritmin toteuttamiseen 
valittu OpenFOAM v5.0 -virtauslaskentasovellus osoittautui hyväksi kehitysalustaksi adaptiivi-
selle algoritmille ja algoritmi saatiin toteutettua kohtuullisessa ajassa. 
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This Master’s thesis investigates why simulation results in computational fluid dynamics are af-
fected by discretisation errors, how these errors can be estimated and most efficiently reduced. 
The order of magnitude of these discretisation errors can be found by researching the different 
discretisation methods that are used during simulation and examining their stability and how they 
respond to topological errors. Well established practice of computational fluid dynamics indicates 
that these discretisation errors usually diminish quadratically as the mesh size is reduced but a 
more accurate evaluation of discretisation errors require the use of an a posteriori error estimate. 
The best way to reduce such errors is to use an h-adaptive algorithm that is driven by appropriate 
error estimates, which permits rapid reduction of the discretisation error as mesh resolution is 
increased only where it is needed. Another way to reduce discretisation errors is to significantly 
increase the available computational power, which allows for much finer mesh size to be used. 
However, this idea was quickly abandoned for its unsustainability in long term use. 
A preliminary a priori estimate of the discretisation error present in the simulation results can 
be found when error sources of different discretisation methods are evaluated method by method. 
Discretisation of diffusion terms is generally straight forward with central difference method and 
2nd order accuracy can be easily shown if nonorthogonality is handled appropriately but 2nd order 
convection discretisation methods on the other hand are unstable by nature. To resolve this, 
Gamma-method within the NVD-framework was found to be the most attractive method as this 
method produces nearly 2nd order results with limited numerical diffusion. Different gradient meth-
ods show remarkable difficulty in reaching 2nd order accuracy unless the used mesh is structured 
or does not have any significant skewness. Usually, the weighted least squares method suffers 
least from these and produces 1st order accurate gradients even in unstructured cases. To the 
contrary, evaluation of source terms in 2nd order accuracy is straightforward but due to the overall 
discrepancy of the different discretisation methods, simulation results in computational fluid dy-
namics might not always reach the desired 2nd order accuracy.  
In this study, a more accurate estimation of the discretisation error of the numerical solutions 
was done by using a posteriori error estimates that fall within the framework of the finite volume 
method such as the moment error estimate and the residual error estimate. Both error estimates 
produce distinct results and the difference between these error estimates is known in literature as 
well. In realistic situations, the residual error estimate can be trusted to estimate the discretisation 
error with reasonable accuracy. An adaptive process driven by either error estimate proved out 
to be an excellent method to reduce discretisation errors in a realistic case study. Up to an order 
of magnitude benefit can be found over the traditional mesh modelling method where user man-
ually puts more resolution in wanted places such as boundary layers. Chosen OpenFOAM v5.0 
platform turned out to be a very capable option for the practical application of the studied h-adap-
tive algorithm and the algorithm was thus implemented in a reasonable time schedule. 
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ALKUSANAT 
Tämä diplomityö tehtiin sen vuoksi, että virtauslaskennan insinöörisovelluksissa simu-
laatiotulosten todellista virhetasoa on vaikea arvioida tarkasti ja työn avulla haluttiin 
päästä eroon erilaisista kokemusperäisistä virhearviomitoista. Samalla virtauslaskennan 
taitoni kehittyivät ja sain kokemusta OpenFOAM-virtauslaskentasovelluksen ohjelmoin-
nista. Työ päädyttiin kirjoittamaan suomen kielellä siksi, että aiheesta saadaan tietoa 
myös suomeksi. Teoriaosuus osoittautui varsinaiseksi seikkailuksi mekaniikan maail-
maan, ja tietoa kertyi huomattavan paljon.  
Haluaisin kiittää työni tarkastajia professori Reijo Kouhiaa ja apulaisprofessori Jarkko 
Niirasta, jotka ohjasivat työni etenemistä ja antoivat työni sisältöön liittyviä kommentteja. 
Kiitän myös Medikro Oy:tä, jolta sain työssä käytetyn 3D-mallin sekä kokeellisen datan 
käyttööni. Suuri kiitos kuuluu myös perheelleni, joka tuki suuresti diplomityöni edisty-
mistä. 
 
“Equipped with his five senses, man explores the universe around him and calls the ad-
venture Science.” (Edwin Powell Hubble) 
 
 
Tampereella, 29.5.2019 
 
Joel Pohjolainen 
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𝜂𝐺𝐶𝐼 , 𝜂𝑅  laskentaverkon suppenemisindeksi ja Richardsonin virhe-estimaatti 
𝜂𝑚,𝜂𝑟  momenttimenetelmän ja jäännösvirhemenetelmän virhe-estimaatti 
Θ  Swebyn vuorajoittimen parametri 
𝜃  epäortogonaalisuus 
𝜗 epäkeskeisyys 
𝜆  kahden laskentaverkon kokojen suhde 
𝜇, 𝜇𝑡 molekulaarinen viskositeetti ja turbulenttinen viskositeetti 
𝜈, 𝜈𝑡 kinemaattinen viskositeetti ja pyörreviskositeetti 
𝛏 lokaalin jäännösongelman virhemuuttujavektori 
𝜉  lokaalin jäännösongelman virhemuuttuja 
𝛱𝑠 interpolointioperaattori 
𝜌  tiheys 
𝜎𝜔 , 𝜎𝜔1, 𝜎𝜔2  k-omega SST -mallin kerroin 
𝜎𝑘, 𝜎𝑘1, 𝜎𝑘2  k-omega SST -mallin kerroin 
𝝉  Reynoldsin jännitystensori 
𝛷 Muuttujan tarkka arvo 
𝜙, ?̃?, ?̅? mielivaltainen, normalisoitu ja väliaikainen skalaarimuuttuja 
𝜑 implisiittinen virhe-estimaatti 
𝜓 vuorajoitin 
𝛺, 𝜕𝛺   laskenta-alue ja laskenta-alueen reuna 
𝛺𝜔  pyörteisyyden suuruus 
𝜔  ominaisdissipaatio 
𝜔𝑖𝑝  Gaussin integrointipiste
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1. JOHDANTO  
1.1 Työn tausta, tutkimuskysymykset ja tutkimusmenetelmät 
Diplomityötä lähettiin tekemään siitä lähtökohdasta, että valitettavan usein virtauslasken-
nan simulaatiotuloksissa esiintyy laskennasta johtuvaa diskretisointivirhettä, jonka suu-
ruutta on objektiivisesti vaikea arvioida. Tyypillisesti laskennassa käytetty laskentateho 
ei salli simulaatiotulosten laskemista mielivaltaisella tarkkuudella erityisesti käytännön 
insinöörisovelluksissa, eikä tulosten diskretisointivirheen taso ole itsestään selvä. Toisi-
naan virtauslaskijalle tulee vastaan seuraava ongelma: vaikka virtauslaskenta on tehty 
moitteettomasti alusta lähtien ja parhaita virtauslaskentakirjallisuuden käytänteitä nou-
dattaen (Ferziger & Perić 2002, Moukalled et al. 2016), ei numeerinen ratkaisu silti vastaa 
käytännön kokeissa saatuja tuloksia. Jos laskennassa käytettyjen yhtälöiden ja mallien 
oletetaan kuvaavan fysikaalisia ilmiöitä riittävän hyvin, ja kaikki saatavilla olevat resurs-
sit, kuten esimerkiksi laskentateho on hyödynnetty, niin miten tulosten tarkkuutta voidaan 
enää näissä tapauksissa parantaa? Joudutaanko vain hyväksymään saavutettu virhetaso?  
 
Kuva 1.1 Virtauslaskennan (OpenFOAM) skaalaavuus kaksi Intel XEON-E5 2687W -
prosessoria sisältävillä työasemilla (Keough 2014, s. 19) 
Eräänä keinona simulaatiotuloksissa esiintyvän diskretisointivirheen pienentämiseen on 
laittaa useita tietokoneita laskemaan yhtä virtausmallia kuvan 1.1 kaltaisesti, jolloin saa-
tavilla olevat resurssit kasvavat ja laskentaverkkoa voidaan merkittävästi tihentää. Tulos-
ten virhetaso tällöin paranee ja jäljelle jääneet virheet voivat olla sovelluskohteesta riip-
puen hyväksyttävän pieniä. Ongelmana tässä ratkaisutavassa on se, että esimerkiksi 
Keough (2014, s. 1–20) mukaan virtauslaskentasovelluksiin (OpenFOAM) laskentatehoa 
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ei voida rajatta lisätä HPC-teknologialla (engl. High Performance Computing), vaan saa-
vutettu lisähyöty katoaa todella nopeasti, sillä useampien tietokoneiden tuoma monimut-
kaisuus vähentää laskennan hyötysuhdetta. Tällöin laskentateho saturoituu kuvan 1.1 
osoittamalla tavalla, eikä tulosten tarkkuus enää tietyn pisteen jälkeen huomattavasti pa-
rane. Vaikka tulosten tarkkuutta todennäköisesti saadaan parannettua merkittävästi, niiden 
absoluuttisesta virhetasosta ei kuitenkaan ole tietoa. Tästä syystä tätä tapaa ei voida pitää 
hyvänä pidemmän aikavälin ratkaisuna, vaan on mietittävä vaihtoehtoisia ratkaisuja.  
Toisena, ja ehdottomasti realistisempana tapana, on parantaa virtauslaskennassa käytetyn 
virtausmallin tarkkuutta lisäämällä laskentaverkkoon resoluutiota vain niihin paikkoihin, 
joissa sitä todella tarvitaan. Tällöin saadaan suhteellisesti tarkempia tuloksia resursseihin 
nähden, koska laskentatehoa hukataan vähemmän. Haasteena on se, että miten lasketuista 
simulaatiotuloksista saadaan esille niiden virhetaso ja toisaalta millä logiikalla laskenta-
verkkoa tihennetään, jotta laskentaverkon tiheyttä muutetaan oikeissa paikoissa. Objek-
tiivinen virhearvio ja tämän perusteella hienonnettu laskentaverkko ei tietenkään takaa 
avaimia menestykseen vaan on varmistuttava siitä, että valitut laskentamenetelmät ovat 
parhaat mahdolliset, eli virhetasot ovat jo alkujaankin mahdollisimman pieniä, erityisesti 
käytännön insinöörisovelluksissa. Tällöin lopputulokset voivat olla hyviä, vaikka käytet-
täisiinkin vain kohtuullista laskentatehoa, kuten esimerkiksi tässä työssä hyödynnettyä 
Intel i5-4690k -prosessorin ja 16 GB -keskusmuistin sisältävää tietokonetta.  
Edellä mainittujen seikkojen vuoksi tässä diplomityössä pyritään vastaamaan seuraavan-
laisiin tutkimuskysymyksiin: 
1. Miten kontrollitilavuusmenetelmällä saavutetaan toisen kertaluvun diskretisointi-
virheen pienemisnopeus, joka on mahdollisimman riippumaton käytetystä lasken-
taverkon tyypistä? 
2. Miten saadaan muodostettua kontrollitilavuusmenetelmällä turbulenttisten ja ko-
koonpuristumattomien Navierin–Stokesin yhtälöiden virhearvio ja tämän avulla 
arvioitua diskretisointivirheen ylärajaa luotettavasti? 
3. Miten virhearvioon perustuva adaptiivinen laskentaverkon tihentäminen parantaa 
numeerisen ratkaisun tarkkuutta perinteiseen rajakerroksia tarkemmin mallinta-
vaan menetelmään verrattuna? 
4. Korreloiko virhearviot myös kokeellisen datan kanssa? 
Ensimmäistä tutkimuskysymystä pohditaan työn toisessa luvussa, kun syvennytään vir-
tauslaskennassa käytetyn kontrollitilavuusmenetelmän periaatteisiin (Moukalled et al. 
2016), erityisesti siinä käytettyihin konvektiomenetelmiin (Sweby 1984, Jasak 1996), 
gradienttimenetelmiin (Syrakos et al. 2017) sekä pikaisesti myös aikaintegrointimenetel-
miin (Ferziger & Perić 2002). Toiseen tutkimuskysymykseen paneudutaan tarkemmin 
kolmannessa luvussa käymällä läpi jälkikäteisvirhearvioiden teoriapohjaa (Ainsworth & 
Oden 1997) ja samalla tuodaan esille virtauslaskennan tarpeisiin kehitettyjä virhearvio-
menetelmiä, kuten momenttivirhe- ja jäännösvirhe-estimaatit (Jasak 1996) sekä sivutaan 
Richardsonin ekstrapolointiin pohjautuvia menetelmiä (Roache 1994). Diplomityön nel-
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jännessä luvussa käsitellään kuvan 1.2 kaltaiset adaptiiviset laskentaverkot mahdollista-
vaa algoritmia sekä sen toteuttamista OpenFOAM-sovellukseen. Toteutetun adaptiivisen 
algoritmin avulla tuotetaan myöhemmin simulaatiotuloksia ja tuloksia analysoidaan vii-
dennessä luvussa, ja tulosten perusteella vastataan kolmanteen tutkimuskysymykseen. 
Lopuksi työssä vielä vertaillaan virhearvioiden ennustamaa virhetasoa kokeelliseen da-
taan nähden ja vastataan viimeiseen tutkimuskysymykseen. Diplomityön tutkimusmene-
telminä ovat siis teoriakatsaus, simulointi ja käytännön koe. 
 
Kuva 1.2 Virtauslaskennassa käytetty h-adaptiivinen laskentaverkko (Muzaferija & Gos-
man 1997, s. 782) 
Yleisesti kirjallisuudessa toteutettava algoritmi tunnetaan h-adaptiivisuutena, jonka 
avulla laskentaverkon lokaalia kokoa muokataan virhearvion määrittelemissä kohdissa ja 
uusi laskentaverkko perustuu näin aina edelliseen simulaatiotulokseen. Vaihtoehtoisesti 
diskretisointimenetelmien tarkkuutta voitaisiin nostaa joko paikoitellen tai koko lasken-
taverkossa (p-adaptiivisuus) tai jakaa olemassa olevan laskentaverkon solmut uudelleen 
siten, että niistä saadaan eniten hyötyä (r-adaptiivisuus). Eri menetelmistä h-adaptiivisuus 
on ehdottomasti suosituin. (Zienkiewicz et al. 2013, s. 545–548) Kyseisen h-adaptiivi-
suuden erinomaisen soveltuvuuden virtauslaskentaan ovat todistaneet esimerkiksi Jasak 
(1996) ja Muzaferija & Gosman (1997). 
1.2 OpenFOAM-virtauslaskentasovellus 
Ennen teoriaosuuteen siirtymistä tutustutaan lyhyesti työhön valittuun virtauslaskenta-
sovellukseen, sillä simulointi kattaa ison osan koko työstä. Näin saadaan muutamia tar-
vittavia perustietoja, ennen kuin lisäominaisuuksia lähdetään myöhemmin toteuttamaan, 
sillä kirjoittajan tiedossa ei ole täysin valmiita ratkaisuja, joita voisi suoraan hyödyntää.  
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Työn simulaatio-osuus suoritetaan avoimeen lähdekoodiin pohjautuvalla OpenFOAM 
v5.0 -sovelluksella (engl. Open Source Field Operation and Manipulation), joka on ko-
koelma erilaisia virtauslaskennassa tarvittavia esikäsittelyyn, ratkaisemiseen ja jälkikä-
sittelyyn liittyviä sovelluksia (Greenshields 2017, s.  17). Erityisen sopivan sovelluksesta 
diplomityön puitteissa tekee kuvassa 1.3 esitetty sovellusrakenne, joka mahdollistaa käyt-
täjän tekemien sovellusten ajamisen. Käytännössä tämä tarkoittaa, että adaptiivisen algo-
ritmin toteuttamisen työmäärä on hieman pienempi, sillä ohjelmointiteknisiin seikkoihin 
ei tarvitse käyttää niin paljoa aikaa. 
 
Kuva 1.3 OpenFOAM-virtauslaskentasovelluksen rakenne (Greenshields 2017, s. 17)  
Sovelluksen perustoiminnallisuus pohjautuu aiemmin kehitettyihin FOAM-kirjastoihin 
(engl. Field Operation and Manipulation), joiden erityispiirteenä on niiden suoraviivainen 
mallinnuskieli, sillä sovelluksessa käytetty koodi heijastaa ratkaistavien differentiaaliyh-
tälöiden muotoa. Tämän vuoksi kirjastot sopivat hyvin myös muiden mekaniikan osa-
alueiden mallintamiseen, kuten esimerkiksi lujuuslaskentaan tai magnetohydrodynamiik-
kaan. Ratkaistavien yhtälöiden diskretisointi on kohtuullisen vaivatonta, sillä esimerkiksi 
jatkuvuusyhtälön 𝜕𝜌/𝜕𝑡 + ∇ ⋅ 𝜙 = 0 ohjelmointi onnistuu yksinkertaisella koodilla 
fvMatrixScalar rhoEq 
( 
 fvm::ddt(rho)+fvc::div(phi) 
); 
 
ja yhtälö voidaan myöhemmin ratkaista suoraviivaisesti käskyllä rhoEq.solve(). FOAM-
mallinnuskielessä funktioiden edellä oleva fvm-etuliite merkitsee sitä, että termistä muo-
dostetaan matriisi valittujen diskretisointimenetelmien avulla ja fvc-etuliite puolestaan 
sitä, että suureesta muodostetaan skalaari-, vektori- tai tensorimuotoinen kenttä. Näin 
käyttäjä voi valita, että minkä termin suhteen yhtälö halutaan ratkaista. Sovellus sallii 
myös matemaattisten operaattoreiden käyttämisen sellaisenaan kuten esimerkiksi yhtä-
löissä esiintyvien termien summaamisen tai näiden kertomisen keskenään. Myös termien 
yksiköt on otettu huomioon, sillä sovellus automaattisesti tarkastaa, vastaavatko lasketta-
vien termien yksiköt toisiaan, ja ilmoittaa mikäli näin ei käy. Weller et al. (1998, s. 620–
630) Tarkemmin OpenFOAM:in ohjelmointiteknisiin seikkoihin paneudutaan myöhem-
min työn neljännessä luvussa.  
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2. DIFFERENTIAALIYHTÄLÖIDEN DISKRETISO-
INTI KONTROLLITILAVUUSMENETELMÄLLÄ  
2.1 Kontrollitilavuusmenetelmän periaate 
Lähtökohtaisesti kontrollitilavuusmenetelmässä mielenkiinnonkohteena oleva laskenta-
alue jaetaan pienempiin diskreetteihin osatilavuuksiin siten, että koko alue täyttyy näistä 
kontrollitilavuuksista.  Kontrollitilavuuksien keskipisteeseen sijoitetaan laskentasolmu, 
jonka oletetaan kuvaavan toisen kertaluvun tarkkuudella kontrollitilavuuden keskimää-
räistä arvoa. Vaihtoehtoisesti laskenta-alueelle asetetaan jokin määrä laskentasolmuja ja 
rakennetaan kontrollitilavuudet näiden solmujen ympärille siten, että kontrollitilavuuk-
sien väliset pinnat ovat yhtä kaukana solmukohdista. Erona tässä menetelmässä on se, 
että pintaintegraalit määritetään luonnostaan tarkemmin, mutta muuttujan arvoa ei enää 
välttämättä kuvata toisen kertaluvun tarkkuudella kontrollitilavuuden sisällä.  (Ferziger 
& Perić 2002, s. 71–72) Yleisesti kontrollitilavuusmenetelmän hyötyinä voidaan pitää sen 
joustavuutta ja erityisesti kykyä säilyttää ratkaistavien differentiaaliyhtälöiden integraa-
liominaisuuus. Toisaalta kontrollitilavuusmenetelmä on helppokäyttöinen, koska erillisiä 
laskentakoordinaatiston muunnoksia ei tarvita. (Moukalled et al. 2016, s. 103–104)  
 
Kuva 2.1 Tyypillinen laskentaverkko, yksittäisen kontrollitilavuuden säilymisominaisuus 
sekä kontrollitilavuutta ympäröivät naapurit (Moukalled et al. 2016, s. 109) 
Paneudutaan tässä luvussa tarkemmin siihen, miksi kuvan 2.1 kaltainen, mielivaltaisista 
monikulmioista muodostettu laskentaverkko, ei aina johda tarkkuuden kannalta hyväk-
syttävään lopputulokseen ja siihen, miten differentiaaliyhtälöt ylipäätään ratkaistaan 
kontrollitilavuusmenetelmällä. Helpoiten tämä käy tutkimalla esimerkkiyhtälöä, jossa on 
monia todellisien virtauskenttää mallintavien yhtälöiden piirteitä. 
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Perinteisesti kontrollitilavuusmenetelmässä lähdetään diskretisoimaan säilymisyhtälöä 
𝜕(𝜌𝜙)
𝜕𝑡
+ ∇ ⋅ (𝜌𝐮𝜙) = ∇ ⋅ (Γ𝜙∇𝜙) + 𝑄𝜙,                                                                           (2.1) 
jossa 𝜙 on jokin skalaarimuuttuja, 𝜌 tiheys ja Γ𝜙 diffuusiokerroin. Integroimalla kontrol-
litilavuuden 𝑉𝑐 yli ja jättämällä pois yhtälön (2.1) vasemman puolen aikatermi, saadaan 
ajasta riippumattomaksi integraalimuotoiseksi yhtälöksi 
∫ ∇ ⋅ (𝜌𝐮𝜙)𝑑𝑉
𝑉𝑐
= ∫ ∇ ⋅ (Γ𝜙∇𝜙)𝑑𝑉
𝑉𝑐
+∫ 𝑄𝜙𝑑𝑉,
𝑉𝑐
                                                       (2.2) 
jonka tarkka ratkaisu takaa, että kaikkien kontrollitilavuuteen sisään- ja ulostulevat vuot 
ovat yhtäsuuret ja häviöttömät. Divergenssiteoreeman nojalla on mahdollista yksinker-
taistaa yhtälössä (2.2) esiintyviä integraaleja, minkä seurauksena yhtälölle saadaan muoto 
∮ (𝜌𝐮𝜙)𝑑𝐒
𝜕𝑉𝑐
= ∮ (Γ𝜙∇𝜙)𝑑𝐒
𝜕𝑉𝑐
+∫ 𝑄𝜙𝑑𝑉,
𝑉𝑐
                                                                   (2.3) 
jossa 𝐮 on nopeusvektori, 𝐒 pinnan normaalin suuntainen pintavektori ja 𝑄𝜙 lähdetermi.  
(Moukalled et al. 2016, s. 104–105) Mikäli kontrollitilavuusmenetelmän halutaan olevan 
toisen kertaluvun menetelmä mielivaltaisen muotoisissa kontrollitilavuuksissa, tulee 
kaikkien yhtälön (2.3) diskretisointimenetelmien toteuttaa tämä vaatimus. Yhtälön (2.3) 
pinta- ja tilavuusintegraalien diskretisointi asettaa puitteet täten koko numeerisen ratkai-
sun tarkkuudelle.  
Integroimalla kontrollitilavuuden pintaintegraalit jokaisen pinnan yli, saadaan konvektio-
termin sisältävä pintaintegraali muutettua summamuotoon 
∮ (𝜌𝐮𝜙)𝑑𝐒
𝜕𝑉𝑐
= ∑ (∫ (𝜌𝐮𝜙) ⋅ 𝑑𝐒
𝑓
) ,
𝑛(𝑓)
𝑓=1
                                                                              (2.5) 
ja vastaavasti saadaan myös diffuusiotermin sisältävä integraali muotoon 
∮ (Γ𝜙∇𝜙)𝑑𝐒
𝜕𝑉𝑐
= ∑ (∫ (Γ𝜙∇𝜙) ⋅ 𝑑𝐒
𝑓
).                                                                        (2.6)
𝑛(𝑓)
𝑓=1
 
Integraalien (2.5) ja (2.6) tarkka integrointi säilyttää kontrollitilavuusmenetelmän konser-
vatiivisuuden. Jotta diskretisoinnissa päästään eteenpäin, tarvitaan keino laskea konvek-
tio- ja diffuusiovuon sisältävien yksittäisten pintojen integraalit ilman niiden tarkkaa rat-
kaisemista. Gaussin kvadratuurin mukaisesti pinta-integraaleille (2.5) ja (2.6) voidaan 
johtaa tulokset 
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∮ (𝜌𝐮𝜙)𝑑𝐒
𝜕𝑉𝑐
= ∑ ∑[𝜔𝑖𝑝(𝜌𝐮𝜙)𝑖𝑝 ⋅ 𝐒𝑓],
𝑛(𝑖𝑝)
𝑖𝑝=1
𝑛(𝑓)
𝑓=1
                                                                      (2.7) 
ja 
∮ (Γ𝜙∇𝜙)𝑑𝐒
𝜕𝑉𝑐
= ∑ ∑ [𝜔𝑖𝑝(Γ
𝜙∇𝜙)
𝑖𝑝
⋅ 𝐒𝑓] ,
𝑛(𝑖𝑝)
𝑖𝑝=1
𝑛(𝑓)
𝑓=1
                                                              (2.8) 
jossa 𝜔𝑖𝑝 merkitsee painofunktion arvoa integrointipisteessä 𝑖𝑝 ja 𝐒𝑓 pinnan normaalin 
suuntaista vektoria, jonka suuruutena käytetään kyseisen pinnan 𝑓 pinta-alaa 𝑆𝑓. Jos pin-
taintegraalit (2.7) ja (2.8) halutaan määrittää toisen kertaluvun tarkkuudella, riittää, että 
käytetään vain yhtä integrointipistettä ja asetetaan painofunktiolle 𝜔𝑖𝑝 = 1. Tässä tapauk-
sessa integraalin arvo määräytyy pinnan 𝑓 keskipisteessä tunnetun arvon perusteella. Kor-
keamman asteen kontrollitilavuusmenetelmiä voidaan muodostaa, kun lisätään integroin-
tipisteiden määrää.  (Moukalled et al. 2016, s. 105–107)  
Lähdetermin tapauksessa tilavuusintegraali saadaan muodostettua vastaavalla tavalla 
kuin edellä asettamalla useita Gaussin integroimispisteitä kontrollitilavuuden sisälle. Täl-
löin lähdetermin tilavuusintegraali voidaan määrittää yhteydestä 
∫ 𝑄𝜙𝑑𝑉
𝑉𝑐
= ∑ (𝑄𝑖𝑝
𝜙
𝜔𝑖𝑝𝑉),
𝑛(𝑖𝑝)
𝑖𝑝=1
                                                                                              (2.9) 
jossa toisen kertaluvun tarkkuuteen riittää, kun kontrollitilavuuden keskipisteeseen sijoi-
tetaan vain yksi Gaussin integroimispiste. Tällöin valitaan painofunktioksi 𝜔𝑖𝑝 = 1, eli 
lähdetermin suuruus arvioidaan vain kontrollitilavuuden keskipisteen arvon perusteella. 
Soveltamalla tuloksia (2.7-2.9) yhtälöön (2.3) saadaan kontrollitilavuuskohtainen yhtälö 
∑(𝜌𝐮𝜙 − Γ𝜙∇𝜙)
𝑓
⋅ 𝐒𝑓
𝑛(𝑓)
𝑓=1
= 𝑄𝐶
𝜙
𝑉𝐶 ,                                                                                     (2.10) 
jota yleensä kutsutaan puolidiskretisoiduksi yhtälöksi, koska yhtälössä esiintyvät vuot ja 
tilavuuskohtaiset arvot eivät ole vielä tunnettuja. (Moukalled et al. 2016, s. 107–108)  
Luvuissa 2.3-2.5 käsitellään tarkemmin sitä, miten yhtälössä (2.10) tarvittavat arvot mää-
ritetään toisen kertaluvun menetelmillä. Kontrollitilavuusmenetelmän tarkkuuden paran-
taminen isommalla määrällä integroimispisteitä on varsin houkuttelevaa, mutta yhtälön 
(2.10) termien arvioiminen toisen kertaluvun tarkkuudella on itsessään jo suuri haaste, 
eikä tämän toteutumisesta välttämättä ole varmuutta mielivaltaisen muotoisten kontrolli-
tilavuuksien tapauksessa kuten myöhemmin osoittautuu. Tarkempi integrointi ei välttä-
mättä tuo lisähyötyä, joten pyritään toisen kertaluvun tarkkuuteen tässä työssä.  
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2.2 Ratkaistavat yhtälöt 
Ennen yksityiskohtaisempien diskretisointimenetelmien johtamista on paikallaan määri-
tellä yhtälöt, joille työssä haetaan numeerista ratkaisua. Olettamalla virtauksen olevan 
kokoonpuristumatonta, virtausta voidaan kuvata tarkasti massan säilyvyysyhtälön 
𝜕𝑈𝑖
𝜕𝑥𝑖
= 0,                                                                                                                                    (2.11) 
ja liikemäärän säilymisyhtälön 
𝜌
𝜕𝑈𝑖
𝜕𝑡
+ 𝜌𝑈𝑗
𝜕𝑈𝑖
𝜕𝑥𝑗
= 𝜌𝑔𝑖 −
𝜕𝑃
𝜕𝑥𝑖
+ 𝜇
𝜕2𝑈𝑖
𝜕𝑥𝑗
2 ,                                                                          (2.12) 
avulla, joista yhtälöä (2.12) yleensä kutsutaan Navierin–Stokesin yhtälöiksi (Nieuwstadt 
et al. 2016, s. 10–11). Liikeyhtälössä termi 𝑔𝑖 kuvaa gravitaatiovoiman i-suuntaista kom-
ponenttia ja 𝜇 dynaamista viskositeettia. Yhtälöiden ratkaiseminen insinöörisovelluksissa 
ei ole Nieuwstadt et al. (2016, s. 71-74) mukaan järkevää ilman yhtälöiden merkittävää 
yksinkertaistamista turbulenssimallilla, koska yhtälöiden vaatima resoluutio rajoittaa yh-
tälöiden käyttämisen lähinnä laminaarisille virtauksille. Työssä ratkaistaan pääasiassa 
turbulenttisia virtauksia, joten ongelma kierretään muuttamalla Navierin–Stokesin yhtä-
löt ajallisesti keskiarvoistetuiksi yhtälöiksi. Wilcoxin (1993, s. 16) mukaan virtausmeka-
niikassa kyseiset yhtälöt yleensä tunnetaan nimellä RANS-yhtälöt eli Reynoldsin keskiar-
voistetut Navierin–Stokesin yhtälöt (engl. Reynolds Averaged Navier–Stokes equations).  
Navierin–Stokesin yhtälöiden ajallinen keskiarvoistaminen hyödyntää nimensä mukai-
sesti Reynoldsin esittämää keskiarvomenetelmää. Yleisellä tasolla ajasta riippumattoman 
muuttujan 𝑓(𝐱, 𝑡) aikakeskiarvo 𝐹𝑇(𝐱) voidaan määrittää yhteydestä 
𝐹𝑇(𝐱) = lim
𝑇→∞
1
𝑇
∫ 𝑓(𝐱, 𝑡)𝑑𝑡,                                                                                            (2.13)
𝑡+𝑇
𝑡
 
jossa 𝑇 on mallinnettavien ilmiöiden kannalta riittävän pitkä integrointiaika. Toisena 
vaihtoehtona on määrittää muuttujan 𝑓(𝐱, 𝑡) tilavuuskeskiarvo integroimalla se tilavuu-
den 𝑉 yli, eli   
𝐹𝑉(𝑡) = lim
𝑉→∞
1
𝑉
 ∭𝑓(𝐱, 𝑡)𝑑𝑉 .                                                                                           (2.14) 
Kolmantena mahdollisuutena on muodostaa kokeisiin perustuva koekeskiarvo summaa-
malla tulokset 𝑓𝑛(𝐱, 𝑡) ja jakamalla ne kokeiden lukumäärällä, jolloin saadaan koekes-
kiarvoksi määritettyä  
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𝐹𝐸(𝐱, 𝑡) = lim
𝑁→∞
1
𝑁
∑𝑓𝑛(𝐱, 𝑡),                                                                                            (2.15)
𝑵
𝒏=𝟏
  
joka ei aseta erityisehtoja keskiarvon käyttämiselle. Sen sijaan ajan suhteen keskiarvois-
tamisessa ja tilavuuskeskiarvon laskemisessa täytyy varmistua, voidaanko näitä ylipää-
tään soveltaa. Koska keskiarvomenetelmiä (2.13–2.15) sovelletaan turbulenttisiin vir-
tauksiin, vain (2.15) on yleisesti voimassa. Mikäli turbulenssi on stationääristä, eli ajasta 
riippumatonta, voidaan hyödyntää aikakeskiarvoa. Jos taas turbulenssi on homogeenista, 
toisin sanoen tasaisesti jakautunutta spatiaalisesti, on mahdollista määrittää tilavuuskes-
kiarvo. Useimmissa virtaustapauksissa vain edellä mainittu stationäärisyysehto täyttyy, 
joten aikakeskiarvoa voidaan helpoimmin hyödyntää Navierin–Stokesin yhtälöihin, jos 
yhtälöillä halutaan kuvata virtauskentän keskiarvosuureita, eikä yksittäisiä pyörteitä vält-
tämättä ole tarkoitus ratkaista. (Wilcox 1993, s. 11–13)  
Turbulenssin käsittely on itsessään oma laaja tieteenalansa, joten oletetaan aikakeskiar-
vojen kuvaavan riittävällä tarkkuudella virtauskentän keskiarvosuureita, mikä mahdollis-
taa tässä työssä esiintyvien virtaustapauksien ratkaisemisen. Vaihtoehtoinen suurten 
pyörteiden menetelmä, eli LES-menetelmä (engl. Large Eddy Simulation), löytyy kiin-
nostuneelle lukijalle esimerkiksi lähteestä (Pope 2000), kompakti katsaus turbulenssi-il-
miöihin lähteestä (Nieuwstadt et al. 2016) ja suuren joukon erilaisia turbulenssimalleja 
esittää esimerkiksi (Wilcox 1993).  
Yksinkertaisin tapa muodostaa aikakeskiarvo stationäärille muuttujalle on jakaa se kes-
kiarvo-osaan ja ajallisesti vaihtelevaan osaan. Nopeusvektori 𝐔 voidaan esittää muodossa 
𝑈𝑖(𝐱, 𝑡) = 𝑢𝑖(𝐱) + 𝑢𝑖
′(𝐱, 𝑡),                                                                                                  (2.16) 
jossa esiintyvä keskiarvo 𝑢𝑖(𝐱) voidaan määrittää aikakeskiarvon 
𝑢𝑖(𝐱) = lim
𝑇→∞
1
𝑇
∫ 𝑈𝑖(𝐱, 𝑡)𝑑𝑡                                                                                            (2.17)
𝑡+𝑇
𝑡
 
avulla. Keskiarvo on voimassa, mikäli integrointiaika 𝑇 on merkittävästi suurempi kuin 
turbulenttisessa virtauksessa esiintyvä pisin aikaskaala. Hyödyntämällä määritettyä aika-
keskiarvoa saadaan kokoonpuristumattomien Navierin–Stokesin yhtälöiden ja jatkuvuus-
yhtälön aikakeskiarvoistetuiksi muodoiksi 
𝜕𝑢𝑖
𝜕𝑥𝑖
= 0,                                                                                                                                    (2.18) 
ja 
𝜌
𝜕𝑢𝑖
𝜕𝑡
+ 𝜌𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
= −
𝜕𝑃
𝜕𝑥𝑖
+
𝜕
𝜕𝑥𝑗
(2𝜇𝑆𝑗𝑖 − 𝜌𝑢𝑗′𝑢𝑖′̅̅ ̅̅ ̅̅ ),                                                          (2.19) 
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jossa esiintyvä tensori 𝑆𝑖𝑗 kuvaa muodonmuutosnopeutta, ja tämä saadaan yhteydestä 
𝑆𝑖𝑗 =
1
2
(
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖
).                                                                                                            (2.20) 
Uutena terminä ilmestynyttä korrelaatiotermiä 𝜏𝑖𝑗 = −𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅  yleisesti kutsutaan Reynold-
sin jännitystensoriksi, joka on symmetrinen. (Wilcox 1993, s. 15–16) Liikemäärän säily-
misyhtälöiden (2.12) sisältämä gravitaatiotermi on jätetty pois yhtälöistä (2.19) 
Yhtälö (2.19) kirjoitetaan jatkoa varten hieman toisenlaiseen muotoon jakamalla molem-
mat puolet tiheydellä 𝜌, merkitsemällä 𝑝 =  𝑃/𝜌 ja muuttamalla viskositeetti 𝜇 kinemaat-
tiseksi viskositeetiksi yhteyden 𝜈 = 𝜇/𝜌 avulla. Työssä ratkaistavaksi yhtälöksi näin ol-
len saadaan 
𝜕𝑢𝑖
𝜕𝑡
+ 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
= −
𝜕𝑝
𝜕𝑥𝑖
+
𝜕
𝜕𝑥𝑗
(2𝜈𝑆𝑗𝑖 − 𝑢𝑗′𝑢𝑖′̅̅ ̅̅ ̅̅ ),                                                                   (2.21) 
ja jatkossa keskimääräistä nopeutta 𝐮 kutsutaan lyhennetysti nopeudeksi ja ominaispai-
netta 𝑝 lyhyesti paineeksi. 
Jännitystensorille 𝝉 voidaan johtaa Reynoldsin keskiarvomenetelmällä erillinen differen-
tiaaliyhtälö, ja lopputuloksena on kuusi uutta ratkaistavaa yhtälöä, mutta valitettavasti 
yhtälöitä ei voida ratkaista ilman sulkeumahypoteeseja. Huomattavasti suoraviivaisem-
paa on hyödyntää yleisesti tunnettua Boussinesqin hypoteesia ja muodostaa kokoonpu-
ristumattomassa tapauksessa turbulenttisen viskositeetin 𝜇𝑡 avulla yhteys 
𝜏𝑖𝑗 = −𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ = 2𝜇𝑡𝑆𝑖𝑗 −
2
3
 𝜌𝑘𝛿𝑖𝑗 ,                                                                                    (2.22) 
jossa hyödynnetään turbulenssin kineettistä ominaisenergiaa 𝑘 muodossa 
𝑘 =
1
2
𝑢𝑖′𝑢𝑖′̅̅ ̅̅ ̅̅ ,                                                                                                                               (2.23) 
ja tämä puolestaan voidaan muodostaa nopeusvaihteluiden 𝑢𝑖
′ avulla, jos nämä tunnetaan. 
(Wilcox 1993, s. 17–75) 
Todellisuudessa nopeusvaihtelut 𝑢𝑖
′ ovat tuntemattomia, joten tarvitaan käyttökelpoi-
sempi keino ratkaista 𝑘. Tämän vuoksi vuosikymmenien aikana on kehitetty laaja joukko 
erilaisia malleja tähän tarkoitukseen. Suosituimpana kahden yhtälön mallina voidaan pi-
tää Launder & Sharma (1974, s. 131–133) kehittämää turbulenttisen kineettisen energian 
dissipaatioon 𝜖 perustuvaa  𝑘-𝜖 -turbulenssimallia, jonka avulla 𝑘 voidaan ratkaista. Mal-
lin heikkoudet anisotrooppisessa turbulenssissa ja voimakkaassa pyörteilyssä ovat 
Nieuwstadt et al. (2016, s. 169–170) mukaan yleisesti tiedossa, ja malli voi muun muassa 
näissä tapauksissa aiheuttaa merkittävän suuria virheitä. Sen sijaan esimerkiksi Wilcoxin 
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(1993, s. 84–87) esittämä ominaisdissipaatioon 𝜔 pohjautuva  𝑘-𝜔 -turbulenssimalli toi-
mii hyvin näissä tilanteissa, mutta Menterin (1993, s. 2) mukaan malli on liian herkkä 
vapaan virtauksen turbulenssiarvoille eikä siten mallinna esimerkiksi leikkausjännitys-
kerroksia oikein.  
Parempana vaihtoehtona on yhdistää edellä mainitut turbulenssimallit siten, että rajaker-
roksissa ratkaistaan turbulenssi käyttäen 𝑘-𝜔 -turbulenssimallia ja kauempana rajaker-
roksista 𝑘-𝜖 -turbulenssimallilla. Näin päädytään kahteen uuteen turbulenssia kuvaavaan 
yhtälöön, joiden mukaisesti  
𝜕(𝜌𝑘)
𝜕𝑡
+
𝜕(𝜌𝑢𝑗𝑘)
𝜕𝑥𝑗
= 𝜏𝑖𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
− 𝛽∗𝜌𝜔𝑘 +
𝜕
𝜕𝑥𝑗
[(𝜇 + 𝜎𝑘𝜇𝑇)
𝜕𝑘
𝜕𝑥𝑗
]                                 (2.24) 
ja  
𝜕(𝜌𝜔)
𝜕𝑡
+
𝜕(𝜌𝑢𝑗𝜔)
𝜕𝑥𝑗
=
𝛾𝜔
𝜈𝑡
𝜏𝑖𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
− 𝛽𝜌𝜔2 +
𝜕
𝜕𝑥𝑗
[(𝜇 + 𝜎𝜔𝜇𝑇)
𝜕𝜔
𝜕𝑥𝑗
] 
 +2𝜌(1 − 𝐹1)𝜎𝜔2
1
𝜔
𝜕𝑘
𝜕𝑥𝑗
𝜕𝜔
𝜕𝑥𝑗
,                                      (2.25) 
missä 𝐹1-rajoitusfunktio varmistaa mallin noudattavan 𝑘-𝜔 -turbulenssimallia lähellä sei-
nämiä. Funktion arvo määräytyy seinämäetäisyyden 𝑦 perusteella yhteyden 
𝐹1 = tanh {[min (max (
𝑘1 2⁄
𝛽∗𝜔𝑦
,
500𝜈
𝑦2𝜔
) ,
4𝜌𝜎𝜔2𝑘
𝐶𝐷𝑘𝜔𝑦2
)]
4
},                                                 (2.26) 
mukaisesti, missä esiintyvän ristidiffuusiomuuttujan 𝐶𝐷𝑘𝜔 arvo saadaan yhtälöstä 
𝐶𝐷𝑘𝜔 = max(2𝜌𝜎𝜔2
1
𝜔
𝜕𝑘
𝜕𝑥𝑗
𝜕𝜔
𝜕𝑥𝑗
, 10−20).                                                                       (2.27) 
Uusissa differentiaaliyhtälöissä esiintyvälle pyörreviskositeetille 𝜈𝑡 voidaan määrittää 
arvo pyörteisyyden itseisarvon 𝛺𝜔 avulla yhteydestä 
𝜈𝑡 =
𝑎1𝑘
max(𝑎1𝜔,𝛺𝜔𝐹2)
,                                                                                                         (2.28) 
jossa hyödynnetään vastaavanlaista rajoitusfunktiota kuin aiemmin. Rajoitusfunktiona 
tässä tapauksessa käytetään 
𝐹2 = tanh {[max (
2𝑘1 2⁄
𝛽∗𝜔𝑦
,
500𝜈
𝑦2𝜔
)]
2
} ,                                                                                (2.29) 
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ja tämän tavoitteena on varmistaa, että pyörreviskositeetti määräytyy pääasiassa yhtey-
destä 𝜈𝑡 = 𝜇𝑡 𝜌⁄ = 𝑘/𝜔, ja 𝐹2-rajoitin kytkeytyy päälle, kun suhde 𝑘/𝜔 kasvaa liian suu-
reksi. Lopputuloksena olevaa mallia kutsutaan 𝑘-𝜔 SST -turbulenssimalliksi. (Menter 
1993, s. 2–5) Yhtälöiden sisältämät malliparametrit esitetään, kun kyseistä mallia sovel-
letaan myöhemmin viidennessä luvussa.  
Turbulenssimalli on osoittautunut tutkimuskäytön lisäksi sopivan myös teollisuuden 
käyttötarpeisiin ja malli saadaan käytettävyyden kannalta perinteisen  𝑘-𝜖 -turbulenssi-
mallin tasolle, jos alkuperäiseen malliin tehdään pieniä muutoksia. Turbulenssimallista 
on mahdollista käyttää hieman päivitettyä formulaatiota, minkä mukaan yhtälössä (2.24) 
käytetään 𝜏𝑖𝑗 sisältämän termin sijaan turbulenssin muodostamista rajoittavaa funktiota 
𝜏𝑖𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
≔ 𝑃?̃? = min [𝜇𝑡
𝜕𝑢𝑖
𝜕𝑥𝑗
(
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖
) , 10𝛽∗𝜌𝑘𝜔] ,                                              (2.30) 
ja pyörreviskositeetti määritetään uudesta yhteydestä 
𝜈𝑡 =
𝑎1𝑘
max(𝑎1𝜔, 𝑆𝐼𝐼𝐹2)
,                                                                                                          (2.31) 
jossa käytetään nyt pyörteisyyden 𝛺𝜔 sijaan muodonmuutoksen nopeutta kuvaavan ten-
sorin 𝑆𝑖𝑗 invarianttia 𝑆𝐼𝐼. (Menter et al. 2003, 625–627) Päivitetyssä turbulenssimallissa 
ei sovellettu 𝑃?̃?-rajoitinfunktiota yhtälön (2.25) vasemman puolen ensimmäiseen ter-
miiin, mutta Rumseyn (2015) mukaan kyseessä oli kuitenkin painovirhe, eli kyseinen 
termi päivitetään rajoitettuun muotoon 
𝛾𝜔
𝜈𝑡
𝜏𝑖𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
≔
𝛾𝜔
𝜈𝑡
𝑃?̃?,                                                                                                                (2.32) 
ja pyörreviskositeetille (2.31) tarvittava muodonmuutosnopeutta kuvaavan tensorin inva-
riantti määritetään seuraavasti:   
𝑆𝐼𝐼 = √2𝑆𝑖𝑗𝑆𝑖𝑗.                                                                                                                        (2.33) 
Nyt kaikki tarvittavat yhtälöt kokoonpuristumattomien ajallisesti keskiarvoistettujen Na-
vierin–Stokesin yhtälöiden ratkaisemiseen on esitetty. Yhtälöiden (2.21) ja (2.24–2.25) 
voidaan havaita sisältävän monia luvussa 2.1 esitetyn skalaarimuuttujan säilymisyhtälön 
piirteitä. Esimerkiksi yhtälössä (2.21) esiintyy aikaderivaatta 𝜕𝑢𝑖/𝜕𝑡, gradientti 𝜕𝑝/𝜕𝑥𝑖, 
divergenssi 𝜕𝑢𝑖 𝜕𝑥𝑖⁄  ja termin 𝜕𝑆𝑗𝑖 𝜕𝑥𝑗⁄  vuoksi muodostuvat Laplacen termit. Muiden 
termien voidaan katsoa kuuluvan lähdetermeihin. Keskitytään seuraavaksi Laplacen ter-
meihin, eli diffuusiotermien diskretisointiin.  
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2.3 Diffuusiotermi 
Diffuusiotermin ∇ ⋅ (Γ𝜙∇𝜙) diskretisointia on helpoin lähteä muodostamaan, kun lu-
vussa 2.1 esitetystä skalaarimuuttujan säilymisyhtälöstä (2.1) eliminoidaan tarpeettomat 
termit ja jätetään vain diffuusiotermi ja lähdetermi jäljelle. Myös lukijalle on helpompaa 
seurata, kun termejä käsitellään yksitellen.  
Stationäärisen diffuusioyhtälön 
−∇ ⋅ (Γ𝜙∇𝜙) = 𝑄𝜙                                                                                                                (2.34) 
kontrollitilavuusmenetelmän mukainen diskreetti muoto on 
∑ [−(Γ𝜙∇𝜙)
𝑓
⋅ 𝐒𝑓]
𝑛(𝑓)
𝑓=1
= 𝑄𝐶
𝜙
𝑉𝐶 ,                                                                                         (2.35) 
jossa 𝑛(𝑓) merkitsee kontrollitilavuuden pintojen lukumäärää. Yhtälössä (2.35) esiinty-
vän gradientin arvioiminen yleisessä tapauksessa vaikeutuu, mikäli kontrollitilavuuden 𝐶 
ja sen naapurin 𝐹 keskipisteitä yhdistävä vektori 𝐝𝐶𝐹 ei ole samansuuntainen kuin pinnan 
normaalin suuntainen yksikkövektori  𝐧.  (Moukalled et al. 2016, s. 211–241)  
 
Kuva 2.2 Kahden kontrollitilavuuden välisen pinnan epäortogonaalisuus ja tätä muoto-
virhettä kompensoiva ylirelaksoitu korjausmenetelmä (Moukalled et al. 2016, s. 243) 
Kontrollitilavuuksien välillä esiintyvän pinnan epäortogonaalisuuden vuoksi diffuusio-
yhtälön diskretisoinnissa tarvittava pintavektori 𝐒𝑓 on jaettava pinnan normaalin suuntai-
seen komponenttiin 𝐄𝑓 ja epäortogonaaliseen pintavektoriin 𝐓𝑓 yhteyden 
𝐒𝑓 = 𝐄𝑓 + 𝐓𝑓                                                                                                                            (2.36)  
mukaisesti. Muodostamalla kontrollitilavuuksien keskipisteiden välisen suoran suuntai-
nen yksikkövektori 𝐞, joka tunnetaan geometrian perustella yhteydestä  
𝐞 =
𝐱𝐹 − 𝐱𝐶
‖𝐱𝐹 − 𝐱𝐶‖
=
𝐝𝐶𝐹
𝑑𝐶𝐹
,                                                                                                         (2.37) 
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saadaan tämän vektorin suuntaiseksi gradientiksi määritettyä  
(∇𝜙 ⋅ 𝐞)𝑓 = (
𝜕𝜙
𝜕𝑒
)
𝑓
=
𝜙𝐹 − 𝜙𝐶
‖𝐱𝐹 − 𝐱𝐶‖
=
𝜙𝐹 − 𝜙𝐶
𝑑𝐶𝐹
.                                                               (2.38) 
Gradientin (2.38) perusteella diffuusiovuo voidaan kokonaisuudessaan, laskentaverkon 
epäortogonaalisuus huomioon ottaen, kirjoittaa muotoon 
(∇𝜙)𝑓 ⋅ 𝐒𝑓 = (∇𝜙)𝑓 ⋅ 𝐄𝑓 + (∇𝜙)𝑓 ⋅ 𝐓𝑓 = 𝐸𝑓
𝜙𝐹 − 𝜙𝐶
𝑑𝐶𝐹
+ (∇𝜙)𝑓 ⋅ 𝐓𝑓 ,                        (2.39) 
josta voidaan tunnistaa ensimmäinen termi ortogonaaliseksi diffuusiovuoksi ja toinen 
termi epäortogonaalisuuden aiheuttamaksi lisätermiksi. Yleisesti tätä termiä kutsutaan 
ristidiffuusioksi. Yhteydessä (2.39) käytetty lineaarinen interpolaatio diskretisoi ortogo-
naalinen osuuden toisen kertaluvun tarkkuudella, mutta epäortogonaalinen osuus vaatii 
vielä erillisen 𝐓𝑓-vektorin muodostamisen. (Moukalled et al. 2016, s. 241–242)  
Pintavektorin 𝐒𝑓 jakaminen 𝐄𝑓- ja 𝐓𝑓-komponentteihin voidaan suorittaa kolmella eri ta-
valla. Ensimmäisenä vaihtoehtona on projisoida 𝐒𝑓 ortogonaalisesti yksikkövektorin 𝐞 
suuntaiselle suoralle siten, että 
𝐄𝑓 = (𝐞 ⋅ 𝐒𝑓)𝐞 = (𝑆𝑓 cos 𝜃)𝐞,                                                                                             (2.40) 
jossa 𝜃 on vektorien 𝐒𝑓 ja 𝐝𝐶𝐹 välinen kulma. Toisena vaihtoehtona on muodostaa 𝐄𝑓 
kertomalla pintavektorin 𝐒𝑓 suuruus yksikkövektorilla 𝐞, eli 
𝐄𝑓 = 𝑆𝑓𝐞,                                                                                                                                  (2.41) 
joka on siis riippumaton pintojen välisestä kulmasta. Kolmantena vaihtoehtona on käyttää 
ylirelaksoitua menetelmää, jonka mukaisesti vektori 𝐄𝑓 määräytyy yhteydestä 
𝐄𝑓 = (
𝑆𝑓
cos 𝜃
) 𝐞 = (
𝑆𝑓
2
𝑆𝑓cos 𝜃
) 𝐞 =
𝐒𝑓 ⋅ 𝐒𝑓
𝐞 ⋅ 𝐒𝑓
𝐞.                                                                     (2.42) 
Yleisesti ensimmäinen menetelmä tunnetaan minimikorjauksen nimellä, toinen ortogo-
naalisena korjauksena ja viimeinen nimensä mukaisesti ylirelaksoituna korjauksena. 
(Moukalled 2016, s. 242–243) Ylirelaksoitua korjausmenetelmää on havainnollistettu ku-
vassa 2.2. 
Erilaisten epäortogonaalisten korjausten toimivuutta voidaan tarkastella ratkaisemalla yk-
sinkertainen Laplacen yhtälö ∇ ⋅ ∇𝜙 = 0, joka ei sisällä lähdetermejä. Muuttamalla nelis-
kulmaisen laskentaverkon epäortogonaalisuutta välillä 10-65° voidaan nostaa esille muu-
tamia havaintoja. Pienillä epäortogonaalisuuden arvoilla kaikki kolme menetelmää sup-
penevat samaan lopputulokseen, mutta epäortogonaalisuuden nosto arvoon 30° aiheuttaa 
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jo merkittävää oskillaatiota minimikorjauksen menetelmää käytettäessä. Yli 40° epäorto-
gonaalisuus aiheuttaa sen, että minimikorjausmenetelmä ei enää suppene lainkaan ja or-
togonaalinen menetelmä oskilloi, mutta suppenee lopulta. Mikäli epäortogonaalisuus on 
65°, vain ylirelaksoitu menetelmä suppenee. Ylirelaksoidun menetelmän etuna on myös 
se, että menetelmä suppenee monotonisesti oikeaan arvoon. (Jasak 1996, s. 138–143) 
Edellä mainituista syistä on selkeää, että käytännön sovelluksiin kannattaa valita yhtälön 
(2.42) mukainen epäortogonaalisuuden korjaus. Tätä menetelmää käytetään myös tässä 
työssä, koska myöhemmin osoittautuu, että laskentaverkkojen epäortogonaalisuus on 
luonnostaan varsin suuri. 
Yhtälössä (2.39) esiintyvälle ristidiffuusiolle voidaan ylirelaksoidun menetelmän tapauk-
sessa muodostaa yhtälö 
(∇𝜙)𝑓 ⋅ 𝐓𝑓 = (∇𝜙)𝑓 ⋅ (𝐒𝑓 − 𝐄𝑓) = (∇𝜙)𝑓 ⋅ (𝐧 −
1
cos 𝜃
𝐞)𝑆𝑓 ,                                   (2.43)  
jonka vaikutus häviää, jos epäortogonaalisuutta ei ole. Epäortogonaalisen lisätermin si-
sältävä gradientti ∇𝜙𝑓 voidaan arvioida, jos tunnetaan gradientti kontrollitilavuuden kes-
kipisteessä. Kontrollitilavuuksien 𝐶 ja 𝐹 välisellä rajapinnalla tarvittava gradientti ∇𝜙𝑓 
voidaan interpoloida yhteydestä  
∇𝜙𝑓 = 𝑔𝐶∇𝜙𝐶 + 𝑔𝐹∇𝜙𝐹,                                                                                                      (2.44)   
jossa 𝑔𝑐 ja 𝑔𝑓 määräytyvät kontrollitilavuuksien perusteella. Vaikeutena diffuusio-ongel-
massa on se, että miten ristidiffuusiotermissä (2.43) esiintyvä gradientti lasketaan, koska 
tätä ei saada muodostettua suoraan arvojen 𝜙𝐶  ja 𝜙𝐹 avulla, vaan gradientti ∇𝜙𝑓 täytyy 
muodostaa erikseen. (Moukalled et al.  2016, s. 244–245) Oletetaan gradientti ∇𝜙𝑓 tun-
netuksi tässä vaiheessa, sillä tarkemmin gradienttien laskentaan perehdytään luvussa 2.4. 
Diffuusioyhtälön (2.35) sisältämästä diffuusiokertoimesta Γ𝑓
𝜙
 ei ole kuitekaan vielä tehty 
päätelmiä, eikä ole oletettavaa, että diffuusiokerroin olisi vakio koko laskenta-alueessa 
tai edes yksittäisen kontrollitilavuuden välillä. Tästä syystä tarvitaan keino interpoloida 
diffuusiokerroin kontrollitilavuuksien välisille pinnoille. 
Olettamalla diffuusiokertoimen muuttuvan lineaarisesti kontrollitilavuuden sisällä, voi-
daan johtaa yhteys 
Γ𝑓
𝜙
= (1 − 𝑔𝑓)Γ𝐶
𝜙
+ 𝑔𝑓Γ𝐹
𝜙
,                                                                                                  (2.45) 
jossa esiintyvä interpolaatiokerroin 𝑔𝑓 saadaan yhteydestä 
𝑔𝑓 =
𝑑𝐶𝑓
𝑑𝐶𝑓 + 𝑑𝑓𝐹
.                                                                                                                     (2.46) 
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Interpolaatiokertoimessa olevat vakiot määräytyvät kontrollitilavuuksien keskipisteiden 
välimatkan perusteella. (Moukalled et al. 2016, s. 224–225)  
Diffuusioyhtälön (2.35) lopullinen diskretisointi on nyt mahdollista. Yhtälössä oleva 
summatermi voidaan kirjoittaa yhteyden (2.39) avulla muodossa 
∑ [−(Γ𝜙∇𝜙)
𝑓
⋅ 𝐒𝑓]
𝑛(𝑓)
𝑓=1
= ∑ [−Γ𝑓
𝜙
𝐸𝑓
(𝜙𝐹 − 𝜙𝐶)
𝑑𝐶𝐹
] +
𝑛(𝑓)
𝑓=1
∑ [−(Γ𝜙∇𝜙)
𝑓
⋅ 𝐓𝑓] ,
𝑛(𝑓)
𝑓=1
          (2.47) 
ja merkitsemällä lyhyesti geometrista diffuusiokerrointa yhteydellä 𝐷𝑓 = 𝐸𝑓/𝑑𝐶𝐹, saa-
daan summatermi (2.47) lopulliseen muotoon 
∑ [−(Γ𝜙∇𝜙)
𝑓
⋅ 𝐒𝑓]
𝑛(𝑓)
𝑓=1
= ∑[Γ𝑓
𝜙
𝐷𝑓(𝜙𝐶 − 𝜙𝐹)] +
𝑛(𝑓)
𝑓=1
∑ [−(Γ𝜙∇𝜙)
𝑓
⋅ 𝐓𝑓].                (2.48)
𝑛(𝑓)
𝑓=1
 
Ottamalla huomioon alkuperäisen diffuusioyhtälön sisältämä lähdetermi, voidaan kirjoit-
taa edellä mainittujen yhteyksien avulla jokaiselle kontrollitilavuudelle yhtälö 
𝑎𝐶𝜙𝐶 + ∑ 𝑎𝐹𝜙𝐹
𝑛(𝐹)
𝐹=1
= 𝑏𝐶 ,                                                                                                     (2.49) 
jossa 𝑛(𝐹) kuvaa kontrollitilavuuden naapureiden lukumäärää. Tarvittavat 𝑎𝑐- ja 𝑎𝐹-ker-
toimet saadaan geometristen diffuusiokertoimien avulla, eli diagonaalikerroin yhteydestä 
𝑎𝐶 = ∑ Γ𝑓
𝜙
𝐷𝑓
𝑛(𝑓)
𝑓
                                                                                                                       (2.50) 
ja naapurikertoimet yhteydestä 
𝑎𝐹 = −Γ𝑓
𝜙
𝐷𝑓 .                                                                                                                          (2.51) 
Oikeanpuoleiseen vakiokertoimeen 𝑏𝐶 voidaan lisätä lähdetermin ja myös epäortogonaa-
lisuuden aiheuttama lisätermi, jolloin saadaan 
𝑏𝐶 = 𝑄𝐶
𝜙
𝑉𝐶 +∑ [(Γ
𝜙∇𝜙)
𝑓
⋅ 𝐓𝑓].                                                                                    (2.52)
𝑛(𝑓)
𝑓=1
 
Epäortogonaalisuus aiheuttaa kuitenkin sen lisävaivan, että yhtälöistä (2.49) saatava yh-
tälöryhmä on ratkaistava iteratiivisesti hyödyntämällä esimerkiksi alirelaksoinnin periaa-
tetta. (Moukalled et al. 2016, 245–257) Tähän periaatteeseen palataan työssä hieman 
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myöhemmin. Tulokset (2.50–2.52) ovat yleisiä, ja näitä voidaan soveltaa tarpeen mukaan 
eri yhtälöille. Lähdetermien vaikutus otetaan kuitenkin huomioon vain kertaalleen. 
Diffuusiotermin diskretisoinnissa nousi siis esille ongelma, että jos laskentaverkossa 
esiintyy epäortogonaalisuutta, joka on pikemminkin sääntö kuin poikkeus insinöörisovel-
luksissa, ei välttämättä saavuteta toisen kertaluvun tarkkuutta. Edellä esitetty alirelaksoitu 
menetelmä on näillä näkymin paras tapa ottaa huomioon laskentaverkon epäortogonaali-
suus. Tämän lisäksi epäortogonaalisuuden korjaamisessa tarvittu gradientti ∇𝜙𝑓 saattaa 
sisältää oman virhelähteensä, jos tätä ei määritetä toisen kertaluvun tarkkuudella. 
2.4 Gradienttitermi 
Edellisessä osiossa nousi esille tarve määrittää gradientti ∇𝜙𝑓 tarkasti. Jos halutaan yllä-
pitää diskretisoinnin toisen kertaluvun tarkkuutta, tulee myös gradienttien olla toisen ker-
taluvun tarkkuudella laskettuja. Tästä syystä tässä osiossa esitetään kaksi eri menetelmää 
gradienttien laskemiseen, ensin Greenin–Gaussin menetelmä ja myöhemmin pienimmän 
neliösumman menetelmä.  
Greenin–Gaussin lauseen nojalla kontrollitilavuuden yli muodostettu tilavuusintegraali 
voidaan muuttaa pintaintegraaliksi, minkä seurauksena gradientin tilavuusintegraali voi-
daan lausua muodossa 
∫ ∇𝜙𝑑𝑉
𝑉
= ∮ 𝜙𝑑𝐒,
𝜕𝑉
                                                                                                            (2.53) 
ja kontrollitilavuuden yli olevalle keskimääräiselle gradientille voidaan olettaa pätevän 
∇𝜙̅̅ ̅̅ 𝑉 = ∫ ∇𝜙𝑑𝑉
𝑉
.                                                                                                                  (2.54) 
Kontrollitilavuuden keskimääräinen gradientti saadaan edellä mainittuja ominaisuuksia 
(2.53) ja (2.54) hyödyntäen pintaintegraalista  
∇𝜙𝐶̅̅ ̅̅ ̅̅ =
1
𝑉𝑐
∮ 𝜙𝑓𝐒𝑓 ,
𝜕𝑉
                                                                                                                (2.55) 
ja lyhyesti merkitsemällä keskimääräistä gradienttia ilman yläviivaa saadaan se diskreet-
tiin muotoon 
∇𝜙𝐶 =
1
𝑉𝑐
∑𝜙𝑓𝐒𝑓 ,                                                                                                             (2.56)
𝑛(𝑓)
𝑓
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mutta yhtälössä (2.56) esiintyvien kontrollitilavuuksien välisten rajapintojen pintakeski-
öiden 𝜙𝑓-arvot ovat kuitenkin vielä tuntemattomia. Tästä syystä gradientin laskeminen 
hieman hankaloituu. (Moukalled et al. 2016, s. 244–245) Greenin–Gaussin gradientin 
(2.56) tarkkuutta tarkastellaan myöhemmin tässä luvussa. Keskitytään nyt siihen, että mi-
ten gradientissa esiintyvät 𝜙𝑓-arvot perinteisesti määritetään Greenin–Gaussin menetel-
mällä.   
Mikäli mielenkiinnon kohteena olevan kontrollitilavuuden keskipisteen 𝜙𝐶-arvo ja myös 
kontrollitilavuutta ympäröivien naapureiden 𝜙𝐹-arvot tunnetaan, voidaan muuttujan 𝜙𝑓- 
arvo interpoloida kontrollitilavuuksien väliselle rajapinnalle yhteydestä 
𝜙𝑓 = 𝑔𝐶𝜙𝐶 + (1 − 𝑔𝐶)𝜙𝐹,                                                                                                  (2.57) 
jossa interpolaatiokertoimelle 𝑔𝑐 saadaan arvo lausekkeesta 
𝑔𝐶 =
‖𝐱𝐹 − 𝐱𝑓‖
‖𝐱𝐹 − 𝐱𝐶‖
=
𝑑𝐹𝑓
𝑑𝐹𝐶
                                                                                                       (2.58) 
tunnettujen etäisyyksien 𝑑𝐹𝑓 ja 𝑑𝐹𝐶  avulla. Huomionarvoista on, että interpoloinnilla saa-
vutetaan toisen kertaluvun tarkkuus vain siinä erikoistapauksessa, jos pintakeskiö ja kes-
kipisteiden välille muodostettu suora kohtaavat, jota todellisuudessa on vaikea saavuttaa. 
(Moukalled et al. 2016, s. 275–276)  
 
Kuva 2.3 Kontrollitilavuuksien välisen pinnan vinouma (Moukalled et al. 2016, s. 254) 
Tähän asti johdetuissa yhtälöissä on oletettu, että kahden kontrollitilavuuden keskipisteen 
välinen vektori 𝐝𝐶𝐹 kulkee näiden välisen pinnan pintakeskiön läpi. Jos näin ei käy, voi-
daan Moukalled et al. (2016, s. 254) mukaan tämä vinouma ottaa huomioon gradienttiin 
pohjautuvalla korjauksella 
𝜙𝑓 = 𝜙𝑓′ + (∇𝜙)𝑓′ ⋅ 𝐝𝑓′𝑓 ,                                                                                                    (2.59) 
jossa 𝐝𝑓′𝑓 kuvaa leikkauspisteen ja todellisen pintakeskiön välistä vektoria ja (∇𝜙)𝑓′ leik-
kauspisteen gradienttia, joka täytyy vielä erikseen interpoloida leikkauspisteeseen 𝑓′. Vi-
nouman aiheuttamaa lisähaastetta gradienttimenetelmille on havainnollistettu kuvassa 
2.3.  
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Vinouman vuoksi gradientti ja sen laskemisessa tarvittavat rajapintojen 𝜙𝑓-arvot on rat-
kaistava iteratiivisesti. Iteratiivisessa menettelyssä voidaan lähteä liikkeelle pinnan nor-
maalin suuntaisen yksikkövektorin 𝐧 ja vektorin 𝐝𝑓′𝑓 = 𝐱𝑓 − 𝐱𝑓′ välisestä ortogonaali-
suusehdosta  
(𝐱𝑓 − 𝐱𝑓′) ⋅ 𝐧 = 0.                                                                                                                 (2.60) 
Koska leikkauspiste  𝑓′ on pisteiden 𝐶 ja 𝐹 välisellä suoralla, ja samalla yksikkövektorin 
𝐞 suuntainen, voidaan hyödyntää tätä tietoa muodostamalla vektori leikkauspisteen 𝑓′ ja 
keskipisteen 𝐶 välille, minkä seurauksena   
𝐝𝐶𝑓′ = (𝐱𝑓′ − 𝐱𝐶) = 𝑛𝑘𝐞,                                                                                                    (2.61) 
missä 𝑛𝑘 on jokin kerroin. Yhdistämällä molemmat ehdot saadaan vektorille 𝐱𝑓′ lauseke 
𝐱𝑓′ = 
𝐱𝑓 ⋅ 𝐧
𝐞 ⋅ 𝐧
 𝐞.                                                                                                                        (2.62) 
Rajapinnan 𝜙𝑓-arvo sen todellisessa pintakeskiössä saadaan nyt yhtälöstä 
𝜙𝑓 = 𝑔𝐶[𝜙𝐶 + (∇𝜙)𝐶 ⋅ (𝐱𝑓 − 𝐱𝐶)] + (1 − 𝑔𝐶)[𝜙𝐹 + (∇𝜙)𝐹 ⋅ (𝐱𝑓 − 𝐱𝐹)] 
= 𝜙𝑓′ + 𝑔𝐶(∇𝜙)𝐶 ⋅ (𝐱𝑓 − 𝐱𝐶) + (1 − 𝑔𝐶)(∇𝜙)𝐹 ⋅ (𝐱𝑓 − 𝐱𝐹),                                 (2.63) 
jossa kaksi viimeistä termiä ovat vinoudesta johtuvat korjaustermit. Korjauksessa tarvit-
tava interpolointikerroin saadaan yhteydestä 
𝑔𝐶 =
‖𝐱𝐹 − 𝐱𝑓′‖
‖𝐱𝐹 − 𝐱𝐶‖
=
𝑑𝐹𝑓′
𝑑𝐹𝐶
.                                                                                                     (2.64) 
Gradientti on edellä johdetun ansiosta mahdollista ratkaista iteratiivisesti aloittaen yhtä-
löstä (2.57) ja laskemalla tästä saaduilla arvoilla gradientti tuloksesta (2.56). Tähän voi-
daan tehdä lisäkorjaus yhtälön (2.63) avulla, mistä saatujen parannettujen arvojen perus-
teella voidaan taas määrittää uusi tarkempi gradientti tuloksesta (2.56). Menetelmään on 
kuitenkin myös toisia vaihtoehtoja. Esimerkiksi leikkauspiste 𝑓′ voidaan pakottaa kes-
kelle pisteiden 𝐶 ja 𝐹 välistä suoraa. Kolmantena mahdollisuutena on valita piste 𝑓′ siten, 
että vektorin 𝐱𝑓 − 𝐱𝑓′ pituus on mahdollisimman pieni. (Moukalled et al. 2016, s. 277–
280) Kysymykseksi nousee, miten tarkka Greenin–Gaussin gradienttimenetelmä on to-
dellisuudessa ja voidaanko toisen kertaluvun tarkkuus saavuttaa muissa kuin alkeista-
pauksissa. 
Greenin–Gaussin menetelmän voidaan todistaa olevan kertalukua min(𝑠, 1), jos lasken-
taverkon tihentämisen ansiosta sen vinouma vähenee nopeudella 𝑂(ℎ𝑠). Yleisesti sään-
nöllisissä laskentaverkoissa vinouman ajatellaan vähenevän nopeudella 𝑂(ℎ), eli tällöin 
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gradienttimenetelmä kykenee vain ensimmäisen kertaluvun tarkkuuteen. Greenin–Gaus-
sin gradientin erikoispiirteenä on kuitenkin sen hyvä tarkkuus säännöllisissä laskentaver-
koissa, koska Taylorin sarjakehitelmän avulla voidaan todistaa vastakkaisten pintojen ai-
heuttamien virheiden kumoavan toisensa, jolloin Greenin–Gaussin gradienttimenetelmän 
kertaluku on parhaimmillaan 𝑂(ℎ2). Tätä ei voida yleistää esimerkiksi laskenta-alueen 
reunamille, koska näillä alueilla säännöllisessä laskentaverkossa esiintyy epäkeskeisyyttä 
𝜗, ja tämä voidaan määrittää yhteydestä 
𝜗 =
‖𝐱𝑓′ −𝐦𝑓‖
‖𝐱𝐹 − 𝐱𝐶‖
,                                                                                                                    (2.65) 
jossa 𝐦𝑓 kuvaa kontrollitilavuuksien keskipisteiden avulla saatua vektoria 
𝐦𝑓 =
1
2
(𝐱𝐶 + 𝐱𝐹).                                                                                                                 (2.66) 
Greenin–Gaussin menetelmän tarkkuus voidaan havaita kärsivän reunamilla, koska näillä 
esiintyy kaavan (2.65) mukaista epäkeskeisyyttä. Reunoilla laskentasolmu sijoitetaan 
reunapinnan keskelle, eikä tilavuuden keskelle, kuten laskenta-alueen sisällä voidaan 
tehdä. Seinämällä ei voida myöskään käyttää toisen kertaluvun tarkkuudella interpoloitua 
arvoa, jolloin voidaan todistaa menetelmän virheen pienenevän nopeudella 𝑂(ℎ). Jos 
kahden kontrollitilavuuden välisen pinnan leikkauspisteestä on sama matka molempien 
kontrollitilavuuksien keskelle, eli yhtälön (2.65) mukainen epäkeskeisyys on nolla, toisen 
kertaluvun tarkkuus palautuu. (Syrakos et al. 2017, s. 3–8) 
 
Kuva 2.4 Säännöllisistä nelikulmioista kolmioitu laskentaverkko, jossa Greenin–Gaussin 
gradientti menettää tarkkuuttaan. Mukailtu lähteestä (Syrakos et al. 2017, s. 8). 
Toinen ongelma voidaan saada esille, jos esimerkiksi 2D-tapauksessa säännölliset neli-
kulmiot pilkotaan diagonaalisesti kahdeksi kolmioksi, ja vaikka lopputuloksena on ilman 
vinoumaa tai epäkeskisyyttä oleva laskentaverkko, odotettu toisen kertaluvun tarkkuus 
menetetään ja menetelmä on vain ensimmäistä kertalukua. Epäsäännöllisen laskentaver-
kon tapauksessa tilanne on vieläkin haastavampi, sillä vinouskorjaamattoman gradientin 
virhe ei suppene ja tilanne paranee vasta, jos suoritetaan 𝑛 kappaletta korjausiteraatioita, 
kunnes gradientti suppenee oikeaan arvoonsa. Tällöin menetelmän tarkkuus palautuu ta-
solle 𝑂(ℎ). Taustalla on ajatus, että täysin epäsäännöllisten laskentaverkkojen vinouma 
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pienenee, mutta ei välttämättä suppene mihinkään tiettyyn arvoon, koska luodut lasken-
taverkot ovat similaarisia riippumatta niiden tiheydestä. (Syrakos et al. 2017, s. 8–10) 
Edellä mainittua tapausta, jossa Greenin–Gaussin gradienttimenetelmän toimivuus kärsii, 
on havainnollistettu kuvassa 2.4.  
Greenin–Gaussin gradientin sijaan on mahdollista ratkaista gradientti ∇𝜙
𝐶
 suoraan pie-
nimmän neliösumman menetelmällä olettamalla kontrollitilavuuden sisälle lineaarinen 
variaatio 
𝜙𝐹 = 𝜙𝐶 + (∇𝜙)𝐶 ⋅ (𝐱𝐹 − 𝐱𝐶).                                                                                           (2.67) 
Esille nousee kuitenkin ongelma, koska yhteydestä (2.67) saatava yhtälöiden määrä on 
pienempi kuin jokaista kontrollitilavuutta ympäröivien naapureiden lukumäärä. Tästä 
syystä gradientin ∇𝜙
𝐶
 ratkaisemista varten on muodostettava kohdefunktio 
𝐺𝐶 = ∑ {𝑤𝑘[𝜙𝐹𝑘 − (𝜙𝐶 + ∇𝜙𝐶 ⋅ 𝐝𝐶𝐹𝑘)]
2
}
𝑛(𝑘)
𝑘=1
,                                                                  (2.69) 
ja avaamalla sen termit saadaan minimoitavaksi funktioksi 
𝐺𝐶 = ∑ {𝑤𝑘 [Δ𝜙𝑘  − (Δ𝑥𝑘 (
𝜕𝜙
𝜕𝑥
)
𝐶
+ Δ𝑦𝑘 (
𝜕𝜙
𝜕𝑦
)
𝐶
Δ𝑧𝑘 (
𝜕𝜙
𝜕𝑧
)
𝐶
)]
2
}
𝑛(𝑘)
𝑘=1
.                         (2.70) 
Funktiossa (2.70) käytetään yhteyksiä  
Δ𝜙𝑘 = 𝜙𝐹𝑘 − 𝜙𝐶                                                                                                                                   
Δ𝑥𝑘 = 𝐝𝐶𝐹𝑘 ⋅ 𝐢                                                                                                                                      
Δ𝑦𝑘 = 𝐝𝐶𝐹𝑘 ⋅ 𝐣                                                                                                                                       
Δ𝑧𝑘 = 𝐝𝐶𝐹𝑘 ⋅ 𝐤,                                                                                                                       (2.71) 
ja 𝑤𝑘 on painokerroin, jonka avulla voidaan hienosäätää, miten paljon kontrollitilavuuden 
yksittäisillä lähinaapureilla on vaikutusta gradientin arvoon. (Moukalled et al. 2016, s. 
285–286) 
Kohdefunktiossa (2.70) muuttujina ovat gradientin komponentit 𝜕𝜙 𝜕𝑥⁄ , 𝜕𝜙 𝜕𝑦⁄  ja 
𝜕𝜙 𝜕𝑧⁄ , joten minimin olemassaolon välttämätön edellytys on 
𝜕𝐺𝐶
𝜕 (
𝜕𝜙
𝜕𝑥)
=
𝜕𝐺𝐶
𝜕 (
𝜕𝜙
𝜕𝑦)
=
𝜕𝐺𝐶
𝜕 (
𝜕𝜙
𝜕𝑧)
= 0,                                                                                     (2.72)  
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ja minimiehdoista (2.72) saadaan nyt kolme ratkaistavaa yhtälöä derivoimalla funktiota 
𝐺𝐶, minkä seurauksena saadaan yhtälöryhmä 
∑{2𝑤𝑘Δ𝑥𝑘 [−Δ𝜙𝑘 + Δ𝑥𝑘 (
𝜕𝜙
𝜕𝑥
)
𝐶
+ Δ𝑦𝑘 (
𝜕𝜙
𝜕𝑦
)
𝐶
Δ𝑧𝑘 (
𝜕𝜙
𝜕𝑧
)
𝐶
]}
𝑛(𝑘)
𝑘=1
= 0 
∑{2𝑤𝑘Δ𝑦𝑘 [−Δ𝜙𝑘 + Δ𝑥𝑘 (
𝜕𝜙
𝜕𝑥
)
𝐶
+ Δ𝑦𝑘 (
𝜕𝜙
𝜕𝑦
)
𝐶
Δ𝑧𝑘 (
𝜕𝜙
𝜕𝑧
)
𝐶
]} = 0
𝑛(𝑘)
𝑘=1
 
∑{2𝑤𝑘Δ𝑧𝑘 [−Δ𝜙𝑘 + Δ𝑥𝑘 (
𝜕𝜙
𝜕𝑥
)
𝐶
+ Δ𝑦𝑘 (
𝜕𝜙
𝜕𝑦
)
𝐶
Δ𝑧𝑘 (
𝜕𝜙
𝜕𝑧
)
𝐶
]}  = 0.                      (2.73)
𝑛(𝑘)
𝑘=1
 
Yhtälöt (2.73) voidaan kasata helpommin käsiteltävään matriisimuotoon 
[
 
 
 
 
 
 
 
 
 
∑ 𝑤𝑘Δ𝑥𝑘Δ𝑥𝑘
𝑛(𝑘)
𝑘=1
∑𝑤𝑘Δ𝑥𝑘Δ𝑦𝑘
𝑛(𝑘)
𝑘=1
∑𝑤𝑘Δ𝑥𝑘Δ𝑧𝑘
𝑛(𝑘)
𝑘=1
∑𝑤𝑘Δ𝑦𝑘Δ𝑥𝑘
𝑛(𝑘)
𝑘=1
∑𝑤𝑘Δ𝑦𝑘Δ𝑦𝑘
𝑛(𝑘)
𝑘=1
∑𝑤𝑘Δ𝑦𝑘Δ𝑧𝑘
𝑛(𝑘)
𝑘=1
∑𝑤𝑘Δ𝑧𝑘Δ𝑥𝑘
𝑛(𝑘)
𝑘=1
∑𝑤𝑘Δ𝑧𝑘Δ𝑦𝑘
𝑛(𝑘)
𝑘=1
∑𝑤𝑘Δ𝑧𝑘Δ𝑧𝑘
𝑛(𝑘)
𝑘=1 ]
 
 
 
 
 
 
 
 
 
[
 
 
 
 
 
 (
𝜕𝜙
𝜕𝑥
)
𝐶
(
𝜕𝜙
𝜕𝑦
)
𝐶
(
𝜕𝜙
𝜕𝑧
)
𝐶]
 
 
 
 
 
 
=
[
 
 
 
 
 
 
 
 
 
∑ 𝑤𝑘Δ𝑥𝑘Δ𝜙𝑘
𝑛(𝑘)
𝑘=1
∑𝑤𝑘Δ𝑦𝑘Δ𝜙𝑘
𝑛(𝑘)
𝑘=1
∑𝑤𝑘Δ𝑧𝑘Δ𝜙𝑘
𝑛(𝑘)
𝑘=1 ]
 
 
 
 
 
 
 
 
 
,        
                                                                                                                                                    (2.74) 
jolle saadaan ratkaisu lineaarialgebran keinoin, esimerkiksi kääntämällä vasemmanpuo-
leinen kerroinmatriisi.  (Moukalled et al. 2016, s. 286–287) Pienimmän neliösumman 
menetelmä on selkeästi monimutkaisempi tapa ratkaista gradientti, mutta menetelmä on 
ehdottomasti käyttämisen arvoinen kuten seuraavaksi ilmenee.  
Pienimmän neliösumman menetelmällä saatu gradientti on merkittävästi Greenin–Gaus-
sin menetelmällä saatua gradienttia tarkempi esimerkiksi epäsäännöllisen laskentaverkon 
tapauksessa. Pienimmän neliösumman menetelmän tarkkuuden voidaan todistaa olevaan 
vähintään 𝑂(ℎ) kaikille laskentaverkkotyypeille, myös epäsäännöllisille mielivaltaisille 
3D-monikulmioille. Molempien menetelmien toimivuutta voidaan tarkastella laskemalla 
yksinkertainen malliongelma 𝜙 = tanh(𝑥) tanh(𝑦) kuvan 2.5 mukaisissa laskentaver-
koissa, joissa laskentatilavuuksien (tässä tapauksessa pintojen) muodot ovat täysin epä-
säännöllisiä. Osoittautuu, että pienimmän neliösumman menetelmä kykenee laskemaan 
gradientin siten, että virheen pienenemisnopeus on 𝑂(ℎ) sekä maksimivirheen että kes-
kivirheen osalta. Sen sijaan Greenin–Gaussin menetelmän virhe ei pahimmillaan suppene 
lainkaan. Ilmiö voidaan selittää sillä, epäsäännöllisten laskentaverkkojen vinouma tai 
epäkeskeisyys ei merkittävästi pienene laskentaverkkoa tihennettäessä. (Syrakos et al. 
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2017, s. 25–27) Kuvassa 2.6 on esitetty edellä mainittu menetelmien eroavaisuus, missä 
siniset viivat vastaavat eri painokertoimilla 𝑤𝑘 saatuja tuloksia. Lisäksi punaisella näkyvä 
𝑑0 vastaa korjaamatonta Greenin–Gaussin menetelmää, 𝑑1 yhden korjausiteraation me-
netelmää ja 𝑑2 vastaavasti kahden korjausiteraation menetelmää. 
 
Kuva 2.5 Gradienttimenetelmien tutkimisessa käytettyjä laskentaverkkoja (Syrakos et al. 
2017, s. 26) 
Vaikka keskivirhe pieneneekin varsin hyvin käytettäessä kahta korjausiteraatiota Gree-
nin–Gaussin menetelmässä, Syrakos et al. (2017, s. 30) huomauttaa, että esimerkiksi yk-
sinkertaisen Poissonin yhtälön ratkaisemisessa pienimmän neliösumman menetelmä on 
laskennallisesti halvempaa kuin vain yhtä korjausiteraatiota käyttävä Greenin-Gaussin 
menetelmä. Tästä syystä voidaan pitää järkevänä pienimmän neliösumman menetelmän 
käyttöä ja tätä sovelletaankin myöhemmin tässä työssä. Alun perin ilman painokertoimia 
olevan menetelmän on esittänyt Muzaferija & Gosman (1997, s. 769–771) adaptiivisen 
kontrollitilavuusmenetelmän yhteydessä, joten menetelmä vaikuttaa varsin lupaavalta 
myös tämän työn kannalta. 
 
Kuva 2.6 Pienimmän neliösumman menetelmän ja Greenin–Gaussin menetelmän keski-
määräisen virheen ja maksimivirheen käyttäytyminen (Syrakos et al. 2017, s. 27)   
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Pienimmän neliösumman menetelmä ei kuitenkaan ole täysin ongelmaton, vaikka mene-
telmän edut ovat selvät.  Syrakos et al. (2017, s. 21–25) nostaa esille kuvan 2.7 mukaisen 
ongelmatapauksen, jossa kontrollitilavuus toimii erikokoisten kontrollitilavuuksien väli-
senä rajapintana, mikä johtaa siihen, että painokertoimien vuoksi esimerkiksi kuvan 2.7 
vasemmanpuoleisessa tapauksessa gradienttiin painotetaan enemmän pienempien lasken-
tatilavuuksien vaikutusta kuin suurempien. Tästä syystä painokertoimiin kannattaa pa-
neutua pikaisesti.  
 
Kuva 2.7 Rajapintakontrollitilavuuksien aiheuttama haaste pienimmän neliösumman me-
netelmälle. Mukailtu lähteestä (Syrakos et al. 2017, s. 23).   
Tyypillisesti pienimmän neliösumman menetelmässä käytetään painokertoimina kontrol-
litilavuuksien välisen etäisyyden käänteisarvoa ‖𝐱𝐹 − 𝐱𝐶‖ korotettuna johonkin potens-
siin 𝑞, eli  
𝑤𝑘 =
1
‖𝐱𝐹 − 𝐱𝐶‖𝑞
.                                                                                                                 (2.75) 
Tästä johtuen lähempänä kontrollitilavuuden keskipistettä olevien naapureiden vaikutus 
lisääntyy, mikä ei aina ole hyödyllistä. Asettamalla 𝑞 = 1 menetelmä luonnostaan pai-
nottaa kaikkia tasapuolisesti. Sen sijaan valitsemalla 𝑞 = 2 saadaan suurempi vaikutus 
lähellä olevista kontrollitilavuuksista. Mikäli menetelmää halutaan käyttää ilman pai-
nofunktioita, valitaan 𝑞 = 0, minkä seurauksena menetelmä painottaa kauempana olevia 
kontrollitilavuuksia enemmän kuin lähellä olevia. Erikoistapauksessa 𝑞 = 3/2 voidaan 
saada tarkkuudeltaan toisen kertaluvun menetelmä, jos kontrollitilavuuden naapurit ovat 
aina pareittain vastakkaisilla puolilla kontrollitilavuutta. Näin voi käydä esimerkiksi sään-
nöllisten laskentaverkkojen tapauksissa. Tätä ominaisuutta ei voi kuitenkaan yleistää kai-
kille laskentaverkkotyypeille. (Syrakos et al. 2017, s. 14–15)  
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2.5 Konvektiotermi 
Tähän mennessä on saatu muodostettua sekä diffuusiotermeille että gradienteille toisen 
kertaluvun menetelmät, joiden tarkkuus on mahdollisimman riippumaton laskentaverkon 
muodosta. Seuraavaksi keskitytäänkin skalaarimuuttujan differentiaaliyhtälön konvektio-
termin diskretisointiin tarkastelemalla yksinkertaistettua konvektio-ongelmaa. 
 
Kuva 2.8 Mielivaltaisten kontrollitilavuuksien välinen rajapinta f (Moukalled et al. 2016, 
s. 457)  
Tarkastellaan yhtälöstä (2.1) muodostettua stationääristä konvektiivista ongelmaa 
 ∇ ⋅ (𝜌𝐮𝜙) = 𝑄𝜙,                                                                                                                    (2.76) 
jonka diskretiksoiduksi muodoksi voidaan johtaa 
∑(𝜌𝐮𝜙)𝑓 ⋅ 𝐒𝑓 = 𝑄𝑐
𝜙
𝑉𝐶 .                                                                                                      (2.77)
𝑛(𝑓)
𝑓=1
 
Yhtälössä vasemmalla puolella esiintyvä termi (𝜌𝐮)𝑓 ⋅ 𝐒𝑓 voidaan tunnistaa itse asiassa 
kahden kontrollitilavuuden välisen rajapinnan 𝑓 läpi meneväksi massavirraksi, eli  
?̇?𝑓 = (𝜌𝐮)𝑓 ⋅ 𝐒𝑓 .                                                                                                                     (2.78) 
Sijoittamalla diskretisoituun yhtälöön massavirran lauseke saadaan yksinkertainen muoto  
∑ ?̇?𝑓𝜙𝑓 = 𝑄𝑐
𝜙
𝑉𝐶,                                                                                                              (2.79)
𝑛(𝑓)
𝑓=1
 
jossa konvektiotermi muodostetaan massavirtojen ?̇?𝑓 ja rajapintojen arvojen 𝜙𝑓 avulla. 
Lopulta konvektio-ongelmasta saadaan jokaista kontrollitilavuutta kohden yhtälö 
26 
𝑎𝐶𝜙𝐶 + ∑ 𝑎𝐹𝜙𝐹
𝑛(𝐹)
𝐹
= 𝑏𝐶 .                                                                                                       (2.80) 
Yhtälössä (2.80) esiintyviä kertoimia 𝑎𝐶 ja 𝑎𝐹 ei voida suoraan lausua arvojen 𝜙𝐶  ja 𝜙𝐹 
perusteella kuten diffuusiotermin tapauksessa, vaan kertoimet ovat konvektiomenetel-
mästä riippuvia. Eräänä vaihtoehtona on muodostaa kertoimet alavirran painokertoimien 
menetelmällä, eli DWF-menetelmällä (engl. Downwind Weighing Factor Method). 
(Moukalled et al. 2016, s. 456–463) Kontrollitilavuuksien välistä rajapintaa on havain-
nollistettu kuvassa 2.8. 
Edellä mainitusta syystä tässä työssä ei sen enempää keskitytä kertoimien 𝑎𝐶 ja 𝑎𝐹 mää-
rittämiseen konvektiotapaukselle, vaan riittää, että ymmärretään konvektiotermin diskre-
tisoinnin johtavan kyseisiin kertoimiin, jotka voidaan lisätä diffuusiotermeistä saataviin 
kertoimiin. Luonnollisesti lähdetermiä ei diskretisoida moneen kertaan, jos tämä on jo 
aiemmin suoritettu. Seuraavaksi tutustutaan erilaisiin konvektiomenetelmiin, joilla tarvit-
tavia rajapintojen 𝜙𝑓-arvoja voidaan määrittää. 
 
Kuva 2.9 1D-laskentaverkko ja konvektiotermin lineaarinen variaatio kontrollitilavuuk-
sien välillä (Moukalled et al. 2016, s. 370) 
Yksinkertainen tapa tutkia yleisempien konvektiotermin diskretisointimenetelmien toi-
mivuutta on ratkaista konvektio- ja diffuusiotermit sisältävä yksidimensionaalinen yhtälö 
𝑑(𝜌𝑢𝜙)
𝑑𝑥
−
𝑑
𝑑𝑥
(Γ𝜙
𝑑𝜙
𝑑𝑥
) = 0,                                                                                                (2.81) 
jolle tunnetaan analyyttisenä ratkaisuna 
𝜙 − 𝜙𝑊
𝜙𝐸 − 𝜙𝑊
=
𝑒𝑃𝑒𝐿
 𝑥−𝑥𝑤
𝐿 − 1
𝑒𝑃𝑒𝐿 − 1
.                                                                                                  (2.82) 
Analyyttisessä ratkaisussa ilmenevä dimensioton Pécletin luku saadaan yhteydestä 
𝑃𝑒𝐿 =
𝜌𝑢𝐿
Γ𝜙
,                                                                                                                              (2.83) 
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jossa esiintyvä 𝐿 = 𝑥𝐸 − 𝑥𝑊 kuvaa itänaapurin ja länsinaapurin välimatkaa.  (Moukalled 
et al. 2016 s. 366–367) Koska analyyttinen ratkaisu tunnetaan, voidaan verrata numeerista 
ratkaisua ja analyyttistä ratkaisua keskenään ja saada ainakin jonkinasteinen ymmärrys 
konvektiomenetelmien toimintaan, joilla kontrollitilavuuksien välisten rajapintojen 𝜙𝑓-
arvoja pyritään ratkaisemaan. 1D-malliongelmaa on havainnollistettu kuvassa 2.9.  
Yhtälö (2.81) voidaan ratkaista numeerisesti integroimalla se kontrollitilavuuden yli ja 
olettamalla muuttujalle 𝜙 lineaarinen profiili kontrollitilavuuksien välille kuvan 2.9 esit-
tämällä tavalla. Lineaarisen profiilin avulla rajapinnan arvo saadaan yhteydestä 
𝜙𝑒 = 𝜙𝐶 +
(𝜙𝐸 − 𝜙𝐶)
(𝑥𝐸 − 𝑥𝐶)
(𝑥𝑒 − 𝑥𝐶),                                                                                       (2.84) 
joka yleisesti tunnetaan Taylorin sarjakehitelmien perusteella toisen kertaluvun interpo-
lointimenetelmäksi. Tämän avulla voidaan johtaa ratkaisu 
𝜙𝐶 − 𝜙𝑊
𝜙𝐸 − 𝜙𝑊
=
𝑒
𝑃𝑒𝐿
2 − 1
𝑒𝑃𝑒𝐿 − 1
,                                                                                                           (2.85) 
mutta valitettavasti lineaarisen profiilin käyttäminen aiheuttaa kuvan 2.10 mukaisen on-
gelman. Numeerinen ratkaisu vastaa tarkkaa ratkaisua vain hyvin pienillä Pécletin lu-
vuilla ja kasvaa rajatta, eikä siten rajoitu välille [0,1], kuten analyyttinen ratkaisu. Tästä 
syystä lineaarisen interpolointimenetelmän voidaan sanoa tuottavan epäfysikaalisia tu-
loksia. (Moukalled et al. 2016 s. 368–373) Vaikka kyseessä onkin toisen kertaluvun me-
netelmä, nousee kysymys, voidaanko löytää parempi vaihtoehto, joka estää edellä maini-
tun rajapintojen epäfysikaalisuuden ja säilyttää toisen kertaluvun tarkkuuden. 
 
Kuva 2.10 Keskeisdifferenssimenetelmän, ylävirran menetelmän ja analyyttisen ratkai-
sun vertailu (Moukalled et al. 2016, s. 378) 
Toisena vaihtoehtona lineaariselle interpoloinnille on olettaa kuvan 2.11 mukaisesti as-
kelittain muuttuva, pisteestä 𝐶 katsoen aina ylävirrasta (engl. upwind) haettu profiili 
28 
𝜙𝑒 = {
𝜙𝐶 ,   ?̇?𝑒 > 0
𝜙𝐸 ,   ?̇?𝑒 < 0
,       𝜙𝑤 = {
𝜙𝐶 ,    ?̇?𝑤  > 0
𝜙𝑊 ,   ?̇?𝑤  < 0
,                                                             (2.86) 
missä ?̇?𝑒  ja ?̇?𝑤 ovat rajapintojen läpi meneviä massavirtoja. Ylävirran suunta voidaan 
päätellä massavirran etumerkistä. Profiilien (2.86) käyttäminen johtaa numeeriseen rat-
kaisuun   
𝜙𝐶 − 𝜙𝑊
𝜙𝐸 − 𝜙𝑊
=
2 +max(−𝑃𝑒𝐿 , 0)
4 + max(−𝑃𝑒𝐿 , 0) + max(𝑃𝑒𝐿 , 0)
,                                                            (2.87) 
jonka voidaan havaita aina rajoittuvan välille [0,1], kuten kuva 2.10 osoittaa. Menetelmän 
tarkkuus on kuitenkin heikko, kun tätä verrataan analyyttiseen ratkaisuun, koska numee-
rinen ratkaisu vastaa analyyttistä tulosta vain erittäin pienillä Pécletin luvuilla. (Moukal-
led et al. 2016 s. 376–378) 
Lineaarisen interpoloinnin eli keskeisdifferenssimenetelmän heikkoa suorituskykyä voi-
daan selittää sillä, että konvektio on luonnostaan hyvin suunnasta riippuvaa. Olettamalla 
lineaarinen variaatio pisteiden 𝐶 ja 𝐸 välille tehdään implisiittinen oletus, että molem-
milla pisteillä on yhtä suuri vaikutus näiden välisen rajapinnan arvoon, kuten diffuusion 
tapauksessa voitiin olettaa. Todellisuudessa suuntariippuvuuden takia ylävirran arvolla 
on suurempi vaikutus kuin alavirran arvolla. Tästä syystä askelmainen ylävirran profiili 
toimii paremmin, kun Pécletin luku kasvaa. Voidaan todistaa, että keskeisdifferenssime-
netelmä johtaa epäfysikaalisiin tuloksiin, kun 𝑃𝑒 > 2.(Moukalled et al. 2016, s. 373–375) 
 
Kuva 2.11 Ylävirran menetelmä (Moukalled et al. 2016, s. 376) 
Taylorin sarjakehitelmien avulla on mahdollista saada selville keskeisdifferenssimenetel-
män ja ylävirran menetelmän diskretisointivirhe malliongelman (2.81) tapauksessa. 
Osoittautuu, että keskeisdifferenssimenetelmän virhe pienenee nopeudella 𝑂(ℎ2) mutta 
ylävirran menetelmä vain 𝑂(ℎ), minkä seurauksena ylävirran menetelmä aiheuttaa rat-
kaisuun numeerista diffuusiota. Stabiiliustarkastelun jälkeen kuitenkin huomataan, että 
ylävirran menetelmä on aina stabiili, eivätkä numeeriset virheet voi kasvaa laskennan ai-
kana rajatta. Keskeisdifferenssimenetelmälle tätä ominaisuutta ei voida taata edes yksin-
kertaisessa 1D-tapauksessa, jos Pécletin luku on suuri. (Moukalled et al. 2016, s. 380–
388) 
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Kolmantena vaihtoehtona on hyödyntää lineaarista ekstrapolointia, jossa painotetaan ylä-
virran arvoja kuvan 2.12 mukaisesti. Profiilina voidaan tällöin käyttää 
𝜙𝑓 = 𝜙𝐶 +
(𝜙𝐶 − 𝜙𝑈)
(𝑥𝐶 − 𝑥𝑈)
(𝑥𝑓 − 𝑥𝐶),                                                                                      (2.88) 
jossa 𝑈 kuvaa ylävirran kontrollitilavuuden keskipistettä ja 𝐶 normaalisti mielenkiinnon 
kohteena olevan kontrollitilavuuden keskipistettä. Menetelmää kutsutaan lineaariseksi 
ylävirran menetelmäksi, jolla saavutetaan toisen kertaluvun tarkkuus, eli menetelmän 
virhe pienenee nopeudella 𝑂(ℎ2).  Menetelmä on myös stabiili malliongelman tapauk-
sessa. (Moukalled et al. 2016, s. 388–392) 
 
Kuva 2.12 Lineaarinen ylävirran menetelmä (Moukalled et al. 2016, s. 390) 
Lukijalle voi tässä vaiheessa tulla kysymys, eikö lineaarisen ekstrapoloinnin sijaan voisi 
sovittaa toisen tai kolmannen asteen käyriä esimerkiksi pisteiden 𝑈, 𝐶 ja 𝐷 välille, jolloin 
virhe pienenisi ainakin nopeudella 𝑂(ℎ3). Näin voidaankin tehdä, ja toisen asteen käyrää 
hyödyntävä menetelmä yleisesti tunnetaan QUICK-menetelmänä (engl. Quadratic Up-
stream Interpolation for Convective Kinematics), mutta Moukalled et al. (2016, s. 392–
395) huomauttaa QUICK-menetelmän olevan stabiili vain hyvin yksinkertaisissa 1D-ta-
pauksissa.  
Yleisesti Swebyn (1984, s. 997-998) mukaan kaikki ensimmäistä kertalukua tarkemmat 
konvektiomenetelmät aiheuttavat tulosta vääristelevää oskillaatiota numeeriseen ratkai-
suun siinä esiintyvissä epäjatkuvuuskohdissa, ellei menetelmän voida todistaa olevan sel-
lainen menetelmä, joka takaa ratkaisun totaalivariaation  
𝑇𝑉(𝜙𝑡+Δ𝑡) =  ∑ ‖𝜙𝑘+1
𝑡+Δ𝑡 − 𝜙𝑘
𝑡+Δ𝑡‖𝑘                                                                                   (2.89)  
pienenevän aika-askeleiden välillä, eli toisin sanoen totaalivariaatioehto 
𝑇𝑉(𝜙𝑡+Δ𝑡) ≤ 𝑇𝑉(𝜙𝑡)                                                                                                          (2.90)  
takaa ratkaisun suppenevan fysikaalisesti oikeaan ratkaisuun. Tämän seurauksena kon-
vektiotermin diskretisointi vaatii täysin erilaista näkökulmaa, eikä vain keinoa, jolla in-
terpoloidaan tai ekstrapoloidaan rajapintojen pintakeskiöiden 𝜙𝑓-arvot.  
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TVD-ehdon (engl. Total Variation Diminishing ) toteuttavien menetelmien ideana on joh-
taa ylemmän kertaluvun konvektiomenetelmästä sellainen muoto, jossa fysikaalisuus voi-
daan taata hyödyntämällä vuorajoittimien (engl. flux limiter) periaatetta. Vuorajoittimelle 
käytetään funktiota 𝜓𝑘 = 𝜓(𝑟𝑘), jossa esiintyvä rajoitinparametri 𝑟𝑘 saadaan lineaarisen 
skalaariyhtälön tapauksessa kahden peräkkäisen gradientin suhteesta, eli 
𝑟𝑘 = 
∇𝜙𝑘−1/2
∇𝜙𝑘+1/2
.                                                                                                                        (2.91) 
Pitkällisen yhtälöiden johtamisen jälkeen saadaan vuorajoittimelle TVD-ehto 
0 ≤ (
𝜓(𝑟𝑘)
𝑟𝑘
, 𝜓(𝑟𝑘)) ≤  2,                                                                                                    (2.92) 
mikä graafisesti esitettynä on kuvan 2.13 mukainen alue. Tämän seurauksena vuorajoit-
timen 𝜓(𝑟𝑘) voidaan taata olevan TVD-alueella, kun se täyttää ehdot  
𝜓(𝑟𝑘) = {
0,                       𝑟𝑘 < 0,
min(2𝑟𝑘, 2),    𝑟𝑘 > 0,
                                                                                         (2.93) 
minkä perusteella menetelmä redusoituu ensimmäisen kertaluvun menetelmäksi minimi- 
ja maksimipisteiden läheisyydessä, kun gradientti vaihtaa merkkiä, jolloin 𝑟𝑘 < 0. 
(Sweby 1984, s. 999–1000) Kysymykseksi nousee, voidaanko koko TVD-alue käyttää 
hyödyksi ja miten tämä ylipäätään tapahtuu.  
 
Kuva 2.13 Vuorajoittimien TVD-alue. Mukailtu lähteestä Sweby (1984, s. 1001). 
Lähtökohtaisesti vuorajoitin kannattaa formuloida siten, että menetelmä kykenee pääasi-
assa toisen kertaluvun tarkkuuteen ja täyttää samalla myös TVD-ehdon. Haluttu toisen 
kertaluvun alue saadaan, kun vuorajoitin muodostetaan vuorajoittimien 𝜓(𝑟𝑘) = 1 ja 
𝜓(𝑟𝑘) = 𝑟𝑘 painotettuna keskiarvona. Vuorajoittimen tulee kuitenkin aina kulkea pisteen 
(1,1) kautta. (Sweby 1984, s. 1000–1001) Itse asiassa Moukalled et al. (2016, s. 447–448) 
mukaan 𝜓(𝑟𝑘) = 1 rajoitin kuvastaa keskeisdifferenssimenetelmää ja 𝜓(𝑟𝑘) = 𝑟𝑘 lineaa-
rista ylävirran menetelmää. Kyseiset rajoittimet on esitetty kuvassa 2.13. 
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Seuraavana ongelmana on selvittää, miten vuorajoitin muodostetaan rajoittamaan raja-
pintojen välisiä arvoja. Sweby (1984, s. 1002) ehdottaa aiemmin mainittujen ominaisuuk-
sien perusteella toisen kertaluvun TVD-alueella paloittain jatkuvaa vuorajoitinta 
𝜓(𝑟𝑘) = max[0,min(Θ𝑟𝑘, 1),min(𝑟𝑘, Θ)],                                                                     (2.94)  
jossa Θ-parametri voidaan valita vapaasti väliltä 1 ≤ Θ ≤ 2. Kuvassa 2.14 on esitetty ky-
seinen toisen kertaluvun TVD-alue, Swebyn rajoitinfunktio ja myös toinen suosittu Van 
Leerin rajoitinfunktio. Pelkkä vuorajoittimen formulointi ei vielä vie lähemmäksi raja-
pintojen arvojen määrittämistä, vaan vuorajoittimella saatiin varmistettua konvektioter-
min fysikaalisuus.   
 
Kuva 2.14 Swebyn ja Van Leerin ehdottamat rajoitinfunktiot. Mukailtu lähteestä (Sweby 
1984, s. 1002). 
Kontrollitilavuuksien välisten rajapintojen arvot voidaan TVD-viitekehyksessä määrittää 
ylävirran menetelmän ja tähän lisättävän vuomaisen termin yhdistelmänä, eli yhteydestä 
𝜙𝑓 = 𝜙𝐶 +
1
2
𝜓(𝑟𝑘)(𝜙𝐷 − 𝜙𝐶),                                                                                           (2.95) 
jossa kahden peräkkäisen gradientin suhde on esimerkiksi 1D-tapauksessa  
𝑟𝑘 =
𝜙𝐶 − 𝜙𝑈
𝜙𝐷 − 𝜙𝐶
.                                                                                                                        (2.96) 
Mikäli vuorajoitin asetetaan TVD-alueen sisälle, konvektiomenetelmän voidaan tällöin 
luottaa tuottavan fysikaalisia tuloksia. Erikoistapauksissa 𝜓(𝑟𝑘) = 0 saadaan palautettua 
perinteinen ylävirran menetelmä,  𝜓(𝑟𝑘) = 𝑟𝑘 lineaarinen ylävirran menetelmä ja kes-
keisdifferenssimenetelmä, kun valitaan 𝜓(𝑟𝑘) = 1. Ongelmana perinteisissä menetel-
missä on se, että vain ylävirran menetelmä rajoittuu TVD-alueelle, sen sijaan muut me-
netelmät ovat osittain TVD-alueen ulkopuolella.  (Moukalled et al. 2016, s. 444–448)  
Erilaisia rajoitinfunktioita on lukuisia, eikä näitä ole mielekästä esitellä tämän enempää, 
koska TVD-menetelmillä on omat heikkoutensa. Sweby (1984, s. 1003) nostaa nimittäin 
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esille, että TVD-menetelmiä käytettäessä tulee täyttää Courant–Friedrichs–Lewy-ehto. 
Jasakin (1996, s. 100) mukaan tämä kuitenkin käytännössä tarkoittaa sitä, että käytetyn 
aika-askeleen suuruus voi vaikuttaa esimerkiksi stationääritilanratkaisuun, joten parem-
pana ratkaisuna on siirtyä käyttämään normalisoidun muuttujan menetelmää (engl. Nor-
malised Variable Approach), eli lyhennettynä NVA.  
Säännöllisen 1D-laskentaverkon tapauksessa mikä tahansa muuttuja 𝜙 voidaan normali-
soida käyttäen ylävirran ja alavirran arvoja 𝜙𝑈 ja 𝜙𝐷 siten, että 
?̃? =
𝜙 − 𝜙𝑈
𝜙𝐷 − 𝜙𝑈
.                                                                                                                         (2.97) 
Hyödyntämällä yleistä tapausta (2.97) voidaan kontrollitilavuuksien rajapinnan 𝜙𝑓-arvo 
lausua normalisoidussa muodossa  
𝜙?̃? =
𝜙𝑓 − 𝜙𝑈
𝜙𝐷 − 𝜙𝑈
,                                                                                                                       (2.98) 
ja vastaavalla menettelyllä voidaan myös normalisoida kontrollitilavuuden keskipisteen 
arvo 𝜙𝐶 , jonka normalisoiduksi muodoksi saadaan  
𝜙?̃? =
𝜙𝐶 −𝜙𝑈
𝜙𝐷 − 𝜙𝑈
.                                                                                                                      (2.99) 
NVA-menetelmän ideana on nyt rajoittaa koko laskentaverkossa ehto 
𝜙𝑈 ≤ 𝜙𝐶 ≤ 𝜙𝐷 ,                                                                                                                    (2.100) 
tai 
𝜙𝑈 ≥ 𝜙𝐶 ≥ 𝜙𝐷 ,                                                                                                                    (2.101)  
mikä varmistaa sen, ettei yksittäisen kontrollitilavuuden arvo 𝜙𝐶  voi kasvaa suuremmaksi 
tai pienemmäksi kuin sen ylä- ja alavirran naapureiden arvot 𝜙𝑈 ja 𝜙𝐷. Hyödyntämällä 
ehtoa (2.100) yhtälöön (2.99) saadaan normalisoidulle muuttujalle 𝜙?̃?   ehdoksi  
0 ≤  𝜙?̃? ≤ 1,                                                                                                                         (2.102) 
jota yleensä kutsutaan konvektion rajoitusehdoksi (engl. Convection Boundedness Crite-
rion), eli CBC-ehdoksi. Kyseinen ehto takaa, että konvektiomenetelmän tulokset pysyvät 
fysikaalisina, kun rajapinnan arvo 𝜙?̃? muodostetaan käyttäen muuttujaa  𝜙?̃? . (Jasak 1996, 
s. 100–101)  
CBC-ehto voidaan esittää graafisesti kuvan 2.15 tavalla NVD-kaavion (engl. Normalised 
Variable Diagram) muodossa. Mikäli perinteiset konvektiomenetelmät muutetaan NVD-
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muotoon, huomataan, että vain ylävirran menetelmä toteuttaa CBC-ehdon, kuten kuvasta 
2.15 voidaan päätellä.  Muut menetelmät eivät kulje pisteiden (0,0) sekä (1,1) kautta, joten 
näitä ei voida pitää fysikaalisina. (Jasak 1996, s. 101–102) Oikealla kuvassa 2.15 aiem-
mista nimityksistä hieman poiketen UD vastaa ylävirran menetelmää, CD keskeisdiffe-
renssimenetelmää, LUD lineaarista ylävirran menetelmää, ja QUICK aiemmin esillä ol-
lutta kvadraattista mallia normaalisti. Paneudutaan tarkemmin vielä siihen, miten NVA-
viitekehystä voidaan hyödyntää mielivaltaisen muotoisille kontrollitilavuuksille.  
 
Kuva 2.15 Vasemmalla CBC-rajoitusehto NVD-kuvaajassa ja oikealla yleisimmät kon-
vektiomenetelmät NVD-viitekehyksessä. Mukailtu lähteestä (Jasak 1996, s. 102). 
Ongelmaksi NVA-menetelmässä muodostuu yhtälöissä (2.98–2.99) esiintyvä ylävirran 
𝜙𝑈-arvo, jota usein ei epäsäännöllisen laskentaverkon tapauksessa tunneta. Koska las-
kentapiste 𝐶 on kontrollitilavuuden keskellä, tehdään olettamus, että 𝜙?̃?-arvo on välillä  
𝜙𝑓
− ≤ 𝜙?̃? ≤ 𝜙𝑓
+,                                                                                                                   (2.103) 
jossa 𝜙𝑓
+ kuvaa rajapintojen arvoista suurempaa ja vastaavasti 𝜙𝑓
− pienempää. Oletetaan 
ylävirran arvon olevan pienempi kuin alavirran arvo, jotta edellä mainitun avulla voidaan 
määrittää 𝜙?̃?  uudelleen. Kun korvataan 𝜙𝑈 = 𝜙𝑓
− ja 𝜙𝐷 = 𝜙𝑓
+, normalisoidulle muuttu-
jalle saadaan lauseke 
𝜙?̃? =
𝜙𝐶 − 𝜙𝑓
−
𝜙𝑓
+ − 𝜙𝑓
− = 1 −
𝜙𝑓
+ −𝜙𝐶
𝜙𝑓
+ − 𝜙𝑓
− ,                                                                                     (2.104) 
joka ei sisällä enää lainkaan ylävirran tai alavirran arvoja. (Jasak 1996, s. 104–105) 
Yhtälössä (2.104) esiintyviä rajapintojen arvoja ei kuitenkaan tunneta. Ratkaisuna ongel-
maan on se, että arvojen 𝜙𝑓
+ − 𝜙𝐶  erotus lausutaan gradientin ∇𝜙𝑓 avulla muodossa 
𝜙𝑓
+ − 𝜙𝐶 = 𝑔𝐶(𝜙𝐷 −𝜙𝐶) = 𝑔𝐶
(𝜙𝐷 − 𝜙𝐶)
𝑑𝐷𝐶
𝑑𝐷𝐶 = 𝑔𝐶𝑑𝐷𝐶(∇𝜙)𝑓 ⋅ 𝐞,                      (2.105) 
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joka on saatu aikaan yksinkertaisella manipuloinnilla. Sijoittamalla saatu yhteys (2.105) 
yhtälöön (2.104) saadaan 
𝜙?̃? = 1 −
𝜙𝑓
+ − 𝜙𝐶
𝜙𝑓
+ − 𝜙𝑓
− = 1 −
𝑔𝐶𝑑𝐷𝐶(∇𝜙)𝑓 ⋅ 𝐞
𝜙𝑓
+ − 𝜙𝑓
− .                                                                (2.106) 
Suorittamalla vastaavanlainen manipulaatio saadaan myös yhtälössä (2.106) tarvittava ra-
japintojen arvojen erotus 𝜙𝑓
+ − 𝜙𝑓
− samanlaiseen gradienttimuotoon  
𝜙𝑓
+ − 𝜙𝑓
− =
𝜙𝑓
+ − 𝜙𝑓
−
𝑑𝑓+𝑓−
𝑑𝑓+𝑓− = 𝑑𝑓+𝑓−(∇𝜙)𝐶 ⋅ 𝐞.                                                          (2.107) 
Yhtälö (2.106) saadaan nyt yhteyden (2.107) avulla muotoon 
𝜙?̃? = 1 −
𝑔𝐶𝑑𝐷𝐶(∇𝜙)𝑓 ⋅ 𝐞
𝑑𝑓+𝑓−(∇𝜙)𝐶 ⋅ 𝐞
.                                                                                               (2.108) 
Oletetaan, että piste 𝐶 on kontrollitilavuuden keskellä, minkä seurauksena interpolointi-
kertoimelle pätee yhteys 
𝑔𝐶 =
‖𝐱𝑓
+ − 𝐱𝐶‖
‖𝐱𝐷 − 𝐱𝐶‖
=
1
2
‖𝐱𝑓
+ − 𝐱𝑓
−‖
‖𝐱𝐷 − 𝐱𝐶‖
=
1
2
𝑑𝑓+𝑓−
𝑑𝐷𝐶
.                                                               (2.109) 
Sijoittamalla interpolaatiokertoimen tulos (2.109) yhtälöön (2.108) saadaan kontrollitila-
vuuden keskipisteessä tunnetulle normalisoidulle muuttujalle 𝜙?̃?  lopullinen muoto 
𝜙?̃? = 1 −
(∇𝜙)𝑓 ⋅ 𝐞
2(∇𝜙)𝐶 ⋅ 𝐞
,                                                                                                        (2.110) 
joka ei riipu enää lainkaan ylävirran arvosta 𝜙𝑈. Yhtälössä (2.110) esiintyvä (∇𝜙)𝑓 ⋅ 𝐞 
tunnetaan, koska  
(∇𝜙)𝑓 ⋅ 𝐞 = 𝜙𝐷 − 𝜙𝐶                                                                                                           (2.111) 
Tulos (2.110) on voimassa kaikille laskentaverkkotyypeille, myös täysin epäsäännölli-
sille kontrollitilavuuksille, koska tämä ei enää riipu arvosta 𝜙𝑈. (Jasak 1996, s. 104–107)  
NVD-menetelmä osaa normalisoituun arvoon 𝜙?̃?  perustuen valita, mitä konvektiomene-
telmää se käyttää, mutta keskeisdifferenssimenetelmää kannattaa kuitenkin tarkkuutensa 
vuoksi hyödyntää mahdollisimman laaja-alaisesti. Sen sijaan tilanteissa, joissa 𝜙?̃?  ei ra-
joitu CBC-ehdon (2.102) vaatimalle välille voidaan turvautua käyttämään ylävirran me-
netelmää, joka varmistaa numeerisen ratkaisun olevan edelleen fysikaalinen. Keskeisdif-
ferenssimenetelmän ja ylävirran menetelmän välille tarvitaan jokin keino estää NVD-me-
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netelmän värähtelyt edellä mainittujen konvektiomenetelmien välillä. Tästä syystä on jär-
kevää käyttää keskeisdifferenssimenetelmää vain johonkin alarajaan 𝛽𝑚 asti. Transitio-
alueella 0 <  𝜙?̃? < 𝛽𝑚 voidaan sekoittaa keskeisdifferenssimenetelmää ja lineaarista ylä-
virran menetelmää sekoituskertoimen 𝛾𝑚 = 𝜙?̃?/𝛽𝑚 mukaisesti. Lopputuloksena saadaan 
NVD-menetelmä, joka osaa laskettujen gradienttien perusteella arvioida, mitä konvek-
tiomenetelmää tulee soveltaa ja sen jälkeen määrittää rajapintojen arvot yhteyksistä 
(2.112). Kyseistä menetelmää voidaan kutsua Gamma-menetelmäksi. (Jasak 1996, s. 
107–109) Työssä sovellettavaa Gamma-menetelmää on esitetty kuvassa 2.16. 
{
  
 
  
 
    𝜙?̃? = 𝜙?̃? ,                                      1 ≤ 𝜙?̃?  
 𝜙?̃? =
1
2
+
1
2
𝜙?̃? ,                            𝛽𝑚 ≤ 𝜙?̃? < 1
𝜙?̃? = −
𝜙?̃?
2
2𝛽𝑚
+ (1 +
1
2𝛽𝑚
)𝜙𝐶 ,̃      0 <  𝜙?̃? < 𝛽𝑚
𝜙?̃? = 𝜙?̃? ,                                      𝜙?̃? ≤  0
                                                    (2.112) 
Rajoitusparametrin  𝛽𝑚 valinnalla voidaan vaikuttaa Gamma-menetelmän toimivuuteen. 
Mikäli painotetaan menetelmän suppenemista stationääritilanteeseen, voidaan suosia 
suurempia 𝛽𝑚-arvoja. Parametrin lisääminen kuitenkin lisää numeerista diffuusiota, joten 
tälle kannattaa käyttää korkeintaan arvoa 0,5. Mikäli menetelmän halutaan toimivan epä-
jatkuvuuksien yhteydessä, parametrin arvo valitaan mahdollisimman pieneksi, arvon 0,1 
tuntumaan. Edellä mainituista syistä rajoitusparametri 𝛽𝑚 valitaan yleensä väliltä  
1
10
≤ 𝛽𝑚 ≤
1
2
,                                                                                                                       (2.113) 
koska liian pienten rajoituskertoimien valitseminen saattaa johtaa tilanteisiin, joissa me-
netelmä vaihtelee konvektiomenetelmästä toiseen iteraatioiden välillä. Merkittävänä 
etuna Gamma-menetelmässä on se, että sen lopputulos ei riipu aika-askeleesta, eikä me-
netelmä siten kärsi aikariippuvuudesta. (Jasak 1996, s. 110–111)  
 
Kuva 2.16 Gamma-menetelmä NVD-viitekehyksessä. Mukailtu lähteestä (Jasak 1996, s. 
110). 
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2.6 Aikatermi 
Tutustutaan vielä lyhyesti skalaarimuuttujan differentiaaliyhtälössä (2.1) esiintyvän aika-
termin diskretisointiin. Samalla tavalla kuin muiden termien tapauksessa, myös aikater-
mille tarvitaan toisen kertaluvun diskretisointimenetelmä. 
Kontrollitilavuusmenetelmällä ratkaistavien differentiaaliyhtälöiden aikatermin diskreti-
sointia voidaan tutkia yksinkertaisen ensimmäisen kertaluvun alkuarvo-ongelman  
𝑑𝜙(𝑡)
𝑑𝑡
= 𝑓(𝑡, 𝜙(𝑡))                                                                                                             (2.114) 
avulla, minkä alkuehdoksi asetetaan 𝜙(𝑡0) = 𝜙
0. Integroimalla molemmat puolet yhtä-
löstä (2.114) ajan suhteen välillä [𝑡𝑛 , 𝑡𝑛+1] saadaan ratkaisuksi 
𝜙𝑛+1 − 𝜙𝑛 = ∫ 𝑓(𝑡, 𝜙(𝑡))𝑑𝑡,
𝑡𝑛+1
𝑡𝑛
                                                                                   (2.115) 
mutta ongelmaksi nousee, että yhtälön (2.115) oikean puolen integraalia ei voida laskea 
suoraan numeerisesti, ellei integraalia yksinkertaisteta jollakin menetelmällä. Yksinker-
taisin tapa on olettaa 𝑓(𝑡, 𝜙(𝑡)) vakioksi välillä [𝑡𝑛 , 𝑡𝑛+1]  ja määrätä sen suuruus ajan-
hetkellä 𝑡𝑛 tunnetulla arvolla 𝜙
𝑛. Tämän seurauksena ajanhetkellä 𝜙𝑛+1 = 𝜙(𝑡𝑛+1) 
oleva uusi arvo saadaan yhteydestä 
𝜙𝑛+1 = 𝜙𝑛 + 𝑓(𝑡𝑛, 𝜙
𝑛)Δ𝑡,                                                                                                (2.116)  
jota yleisesti kutsutaan eksplisiittiseksi Eulerin menetelmäksi. Vaihtoehtoisesti voidaan 
arvioida funktion 𝑓(𝑡, 𝜙(𝑡)) suuruus ajanhetkellä 𝑡𝑛+1 olevalla arvolla 𝜙
𝑛+1, jolloin 
muuttujan 𝜙𝑛+1 arvo määräytyy yhteydestä 
𝜙𝑛+1 = 𝜙𝑛 + 𝑓(𝑡𝑛+1, 𝜙
𝑛+1)Δ𝑡.                                                                                       (2.117) 
Yhtälössä (2.117) tuntemattomana on molemmilla puolilla muuttuja 𝜙𝑛+1, eli yhtälö täy-
tyy vielä erikseen ratkaista, jos muuttujalle 𝜙𝑛+1 halutaan arvo ajanhetkelle 𝑡𝑛+1. Tästä 
syystä menetelmää kutsutaan implisiittiseksi Eulerin menetelmäksi. Kolmantena vaihto-
ehtona on hyödyntää funktion arvoa tunnetulla ajanhetkellä 𝑡𝑛 ja tuntemattomalla ajan-
hetkellä  𝑡𝑛+1  ja ottaa näistä aritmeettinen keskiarvo. Näin ollen saadaan Crankin–Nicol-
sonin menetelmä, eli  
𝜙𝑛+1 = 𝜙𝑛 +
1
2
[𝑓(𝑡𝑛, 𝜙
𝑛) + 𝑓(𝑡𝑛+1, 𝜙
𝑛+1)]Δ𝑡,                                                         (2.118) 
joka on myös implisiittinen. Yhtälö täytyy siis ratkaista, jotta saadaan 𝜙𝑛+1-arvo tunne-
tuksi. Kyseisessä menetelmässä hyödynnettyä keskiarvoa kutsutaan myös puolisuunni-
kassäännöksi. (Ferziger & Perić 2002, s. 135–137) 
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Molempien Eulerin menetelmien voidaan osoittaa olevan vain ensimmäisen kertaluvun 
aikaintegrointimenetelmiä, eli niiden virhe riippuu lineaarisesti käytetyn aika-askeleen 
Δ𝑡 = 𝑡𝑛+1 − 𝑡𝑛 suuruudesta. Sen sijaan Crankin–Nicolsonin menetelmän voidaan osoit-
taa olevan toisen kertaluvun menetelmä, jolloin virhe pienenee 𝑂(Δ𝑡2) mukaisesti. Myös 
korkeamman kertaluvun menetelmiä voidaan johtaa, joista tyypillisimpiä ovat erilaiset 
Adamsin–Moultonin ja Rungen–Kuttan menetelmät. Toista kertalukua tarkemmat mene-
telmät vaativat poikkeuksetta yli kahden aika-askeleen arvot, joten näistä käytetään myös 
nimitystä monipistemenetelmät. (Ferziger & Perić 2002, s. 138–142)  
Tässä työssä ei käydä läpi syvällisemmin aikaintegrointimenetelmiä tai pohdita niiden 
vaikutusta numeeriseen laskentaan, koska työn mielenkiinto on stationääritilan tapauk-
sissa ja niiden numeerisessa tarkkuudessa. Myöhemmin esitettävä ratkaisualgoritmi voi 
käsitellä myös ajasta riippuvia virtaustilanteita, joten jonkinlainen käsitys aikatermin 
diskretisoinnista ei kuitenkaan ole pahitteeksi. Tarkempia tietoja aikaintegrointimenetel-
mistä löytyy lähteistä (Ferziger & Perić 2002) ja (Moukalled et al. 2016). 
2.7 Lähdetermi  
Kontrollitilavuusmenetelmässä lähdetermin diskretisointi on suoraviivaista. Oletetaan 
lähdetermin 𝑄𝐶
𝜙
 riippuvan vain sen suuruudesta kontrollitilavuuden keskellä, eli  
𝑄𝐶
𝜙
= 𝑄(𝜙𝐶),                                                                                                                         (2.119) 
josta voidaan lähdetermi arvioida sellaisenaan. Näin kannattaa tehdä vain hyvin yksin-
kertaisissa tapauksissa, jos lähdetermi on positiivinen.  Jos lähdetermin merkki tunnetaan 
ja se on negatiivinen, eli lähdetermi on nielu, kannattaa se käsitellä implisiittisesti. Näin 
saadaan aikaiseksi laskentaa stabiloiva vaikutus. Lähdetermille 𝑄(𝜙𝐶) on tapana tehdä 
Taylorin sarjakehitelmän tapainen linearisointi, jonka avulla päädytään yhtälöön 
𝑄𝐶
𝜙,𝑛+1
= 𝑄(𝜙𝐶
𝑛) + (
𝜕𝑄
𝜕𝜙𝐶
)
𝑛
(𝜙𝐶
𝑛+1 − 𝜙𝐶
𝑛) = (
𝜕𝑄
𝜕𝜙𝐶
)
𝑛
𝜙𝐶
𝑛+1 + 𝑄(𝜙𝐶
𝑛) − (
𝜕𝑄
𝜕𝜙𝐶
)
𝑛
𝜙𝐶
𝑛.  
(2.120) 
Yhtälössä (2.120) ensimmäinen termi muodostaa implisiittisen osuuden ja vastaavasti 
kaksi viimeistä termiä muodostavat eksplisiittisen osuuden, jotka arvioidaan edellisen ite-
raation 𝑛 perusteella. Lähdetermin kontribuutio jokaisessa kontrollitilavuudessa on täten  
𝑄𝐶
𝜙,𝑛+1
𝑉𝐶 =∬ 𝑄
𝜙,𝑛+1𝑑𝑉
𝑉𝐶
=∬ (
𝜕𝑄𝐶
𝑛
𝜕𝜙𝐶
𝜙𝐶
𝑛+1)𝑑𝑉
𝑉𝐶
+∬ (𝑄𝐶
𝑛 −
𝜕𝑄𝐶
𝑛
𝜕𝜙𝐶
𝜙𝐶
𝑛)𝑑𝑉
𝑉𝐶
 
= (
𝜕𝑄𝑛
𝜕𝜙𝐶
𝑉𝐶)𝜙𝐶
𝑛+1 + (𝑄𝑛 −
𝜕𝑄𝐶
𝑛
𝜕𝜙𝐶
𝜙𝐶
𝑛)𝑉𝐶 ,                   (2.121) 
38 
jonka implisiittinen osuus vähennetään kontrollitilavuuskohtaisen yhtälön 𝑎𝐶-osuudesta 
ja jäljelle jäävä eksplisiittinen osa kannattaa sisällyttää yhtälön oikealle puolelle 𝑏𝐶-ker-
toimeen. Tavoitteena on lisätä ratkaistavien yhtälöiden 𝑎𝐶-kertoimen suuruutta ja pyrkiä 
varmistamaan, etteivät nämä kertoimet mene negatiiviselle puolelle ja siten aiheuta di-
vergenssiongelmaa.  (Moukalled et al. 2016. s. 535–537) 
2.8 SIMPLE- ja PISO-algoritmit sekä muut ratkaisumenetelmät 
Soveltamalla edellä esitettyjä diskretisointimenetelmiä keskiarvoistettuihin Navierin–
Stokesin yhtälöihin (2.21) ja turbulenssiyhtälöihin (2.24) ja (2.25) saadaan jokaiselle 
kontrollitilavuudelle yhteensä viisi ratkaistavaa yhtälöä. Tässä vaiheessa kannattaa huo-
mata, että jatkuvuusehtoa (2.18) ei ole hyödynnetty. Tämän lisäksi liikemäärän säilymistä 
kuvaavat yhtälöt (2.21) riippuvat painegradientin suuruudesta. Edellä mainitusta syystä 
kontrollitilavuusmenetelmän yhteyteen on kehitetty useita menetelmiä, joilla tuntematon 
painegradientti saadaan selville ja jatkuvuusehto (2.18) saadaan täytettyä. Aiemmin esi-
tettiin, kuinka differentiaaliyhtälöiden termien diskretisoinnin avulla saadaan selville ker-
toimet 𝑎𝐶, 𝑎𝐹 ja 𝑏𝐶. Nämä voidaan nyt summata eri termien osalta ja muodostaa näiden 
avulla saatavista yhtälöistä yksi globaali yhtälöryhmä.  
Liikeyhtälöiden (2.21) tapauksessa jokaiselle komponentille saadaan lopulta muoto 
𝑎𝐶
𝑢𝑖𝑢𝑖,𝐶
𝑛+1 + ∑ 𝑎𝐹
𝑢𝑖𝑢𝑖,𝐹
𝑛+1
𝑛(𝐹)
𝐹
= 𝑏𝑢𝑖
𝑛+1 − (
𝜕𝑝𝑛+1
𝜕𝑥𝑖
)
𝐶
,                                                             (2.122) 
jossa tuntematon painegradientti on jätetty omaksi termikseen yhtälön oikealle puolelle. 
Yhtälöä (2.122) iteroitaessa vasemmalla puolella esiintyvät kertoimet 𝑎𝐶
𝑢𝑖 ja 𝑎𝐹
𝑢𝑖 sekä oi-
kealla oleva 𝑏𝑢𝑖
𝑛+1 lähdetermi voivat muuttua jokaisen iteraatiokierroksen välillä. Koska 
lähdetermi tai painegradientti eivät välttämättä ole tunnettuja, kannattaa yhtälö ratkaista 
edellisen iteraation tunnetuilla arvoilla. Tällöin ratkaistavaksi yhtälöksi muodostuu 
𝑎𝐶
𝑢𝑖𝑢𝑖,𝐶
𝑚∗ + ∑ 𝑎𝐹
𝑢𝑖𝑢𝑖,𝐹
𝑚∗
𝑛(𝐹)
𝐹
= 𝑏𝑢𝑖
𝑚−1 − (
𝜕𝑝𝑚−1
𝜕𝑥𝑖
)
𝐶
,                                                              (2.123) 
jossa merkittiin 𝑢𝑖,𝐶
𝑛+1 = 𝑢𝑖,𝐶
𝑚∗, ja tämä esittää yhtälön (2.123) ratkaisua iteraatiokierrok-
sella 𝑚, eikä täten välttämättä kyseisen yhtälön lopullista ratkaisua. Yläindeksi vaihtui 
myös hieman, nyt 𝑚 = 𝑛 + 1. Yhtälö (2.123) ei täysin vastaa yhtälöä (2.122), koska oi-
kealla puolella olevat termit on määritetty edellisen iteraation perusteella. Ratkaisemalla 
yhtälöstä (2.123) ainoa tuntematon 𝑢𝑖,𝐶
𝑚∗-termi, saadaan ratkaisu 
𝑢𝑖,𝐶
𝑚∗ =
𝑏𝑢𝑖
𝑚−1 −∑ 𝑎𝐹
𝑢𝑖𝑢𝑖,𝐹
𝑚∗𝑛(𝐹)
𝐹
𝑎𝐶
𝑢𝑖
−
1
𝑎𝐶
𝑢𝑖
(
𝜕𝑝𝑚−1
𝜕𝑥𝑖
)
𝐶
  ,                                                        (2.124) 
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ja jatkoa ajatellen yhtälön (2.124) ensimmäiselle termille kannattaa käyttää lyhennettyä 
merkintää ?̅?𝑖,𝐶
𝑚∗. Täten yhtälölle (2.124) voidaan muodostaa kompaktimpi muoto 
𝑢𝑖,𝐶
𝑚∗ = ?̅?𝑖,𝐶
𝑚∗ −
1
𝑎𝐶
𝑢𝑖
(
𝜕𝑝𝑚−1
𝜕𝑥𝑖
)
𝐶
 ,                                                                                          (2.125) 
mutta ongelmaksi nousee, että kyseinen ratkaisu ei välttämättä toteuta jatkuvuusyhtälöä 
𝜕(𝜌𝑢𝑖
𝑚)
𝜕𝑥𝑖
= 0,                                                                                                                         (2.126) 
mikä aiheuttaa sen, että yhtälön (2.125) ratkaiseminen monimutkaistuu. (Ferziger & Perić 
2002, s. 172–174) Ongelma lisää ratkaistavien yhtälöiden määrää ja hankaloittaa lasken-
taa merkittävästi, kuten seuraavaksi tuodaan esille. 
Ratkaisuna ongelmaan on se, että suoritetaan painegradientin avulla erillinen lisäkorjaus 
yhtälöstä (2.125) saatuun tulokseen, eli korjaus 
𝑢𝑖,𝐶
𝑚 = ?̅?𝑖,𝐶
𝑚∗ −
1
𝑎𝐶
𝑢𝑖
(
𝜕𝑝𝑚
𝜕𝑥𝑖
)
𝐶
 ,                                                                                               (2.127) 
joka varmistaa ratkaisun toteuttavan jatkuvuusyhtälön. Painegradientti on kuitenkin edel-
leen tuntematon. Sijoittamalla korjaus (2.127) jatkuvuusyhtälöön (2.126) saadaan muo-
dostettua Poissonin yhtälö painegradientin laskentaa varten, eli yhtälö 
𝜕
𝜕𝑥𝑖
[
𝜌
𝑎𝐶
𝑢𝑖
(
𝜕𝑝𝑚
𝜕𝑥𝑖
)]
𝐶
= [
𝜕(𝜌?̅?𝑖
𝑚∗)
𝜕𝑥𝑖
]
𝐶
,                                                                                   (2.128) 
ja ratkaisuna saadaan aiemmin tuntemattomana ollut paine. Sijoittamalla tästä ratkaistu 
painegradientti takaisin yhtälöön (2.127) saadaan lopullinen arvo nopeuksille 𝑢𝑖,𝐶
𝑚 , mutta 
ratkaisu ei valitettavasti aina toteuta yhtälöä (2.123). Yhtälöitä (2.125), (2.127) ja (2.128) 
iteroidaan niin pitkään, kunnes alkuperäinen yhtälö (2.123) toteutuu. Samalla painegra-
dientin korjaus varmistaa, että myös jatkuvuusehto (2.126) täytetään. Näitä iteraatioita 
yleisesti kutsutaan ulkoiteraatioksi. Tyypillisesti liikeyhtälöt voidaan ratkaista peräkkäin, 
koska jokaisessa yhtälössä on painegradientin lisäksi vain yksi tuntematon nopeuskom-
ponentti. (Ferziger & Perić 2002, s. 174–175)  
Yleisemmässä SIMPLE-algoritmissa (engl. Semi-Implicit Method for Pressure-Linked 
Equations) on tapana jakaa nopeustermi 𝑢𝑖,𝐶
𝑚  väliaikaiseen arvoon 𝑢𝑖
𝑚∗ ja korjaukseen 𝑢′ 
yhteyden 
𝑢𝑖
𝑚 = 𝑢𝑖
𝑚∗ + 𝑢′,                                                                                                                    (2.129)  
mukaisesti. Vastaavalla tavalla voidaan tehdä myös painetermille, eli muodostaa yhteys 
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𝑝𝑚 = 𝑝𝑚−1 + 𝑝′,                                                                                                                 (2.130) 
jossa 𝑝𝑚−1 kuvaa paineen väliaikaista arvoa ja 𝑝′ paineenkorjausta. Sijoittamalla edellä 
mainitut yhteydet (2.129) ja (2.130) yhtälöön (2.123) saadaan nopeuskorjaus lausuttua 
painekorjauksen avulla muodossa 
𝑢𝑖,𝐶
′ = ?̅?𝑖,𝐶
′ −
1
𝑎𝐶
𝑢𝑖
(
𝜕𝑝′
𝜕𝑥𝑖
)
𝐶
,                                                                                                  (2.131) 
jossa on merkitty  
?̅?𝑖,𝐶
′ = −
∑ 𝑎𝐹
𝑢𝑖𝑢𝑖,𝐹
′𝑛(𝐹)
𝐹
𝑎𝐶
𝑢𝑖
.                                                                                                       (2.132) 
Samalla tavalla kuin aiemmin, painekorjatun nopeuskentän tulee toteuttaa jatkuvuusyh-
tälö. Jatkuvuusyhtälön toteutumisen takaa Poissonin yhtälön tapainen ehto 
𝜕
𝜕𝑥𝑖
[
𝜌
𝑎𝑝
𝑢𝑖
(
𝜕𝑝′
𝜕𝑥𝑖
)]
𝐶
= [
𝜕(𝜌𝑢𝑖
𝑚∗)
𝜕𝑥𝑖
]
𝐶
+ [
𝜕(𝜌𝑢𝑖
′)
𝜕𝑥𝑖
]
𝐶
,                                                            (2.133) 
jossa yhtälön oikean puolen viimeinen termi on yleisesti tapana jättää SIMPLE-algorit-
missa huomioimatta kokonaan, koska 𝑢𝑖,𝐶
′  ei ole tunnettu. Ad hoc -tyyppinen yksinker-
taistus ei ole erityisen hyvä, sillä tämä laskee menetelmän suppenemista huomattavasti. 
(Ferziger & Perić 2002, s. 175) 
Parempana vaihtoehtona on approksimoida 𝑢𝑖,𝐶
′  arvoja kontrollitilavuuden naapureiden 
painotettuna keskiarvona, eli 
𝑢𝑖,𝐶
′ ≈
∑ 𝑎𝐹
𝑢𝑖𝑢𝑖,𝐹
′𝑛(𝐹)
𝐹
∑ 𝑎𝐹
𝑢𝑖𝑛(𝐹)
𝐹
,                                                                                                            (2.134) 
ja kyseisen oletuksen avulla saadaan approksimaatio ?̅?𝑖,𝐶
′ -termille yhtälöstä (2.132), eli 
?̅?𝑖,𝐶
′ ≈ −𝑢𝑖,𝐶
′
∑ 𝑎𝐹
𝑢𝑖𝑛(𝐹)
𝐹
𝑎𝐶
𝑢𝑖
.                                                                                                       (2.135) 
Sijoittamalla approksimaatio (2.135) aiempaan painekorjausyhtälöön (2.131) saadaan no-
peuskorjaukselle ja painekertoimelle tarkempi riippuvuus 
𝑢𝑖,𝐶
′ = −
1
𝑎𝐶
𝑢𝑖 + ∑ 𝑎𝐹
𝑢𝑖𝑛𝑏(𝐶)
𝐹
(
𝜕𝑝′
𝜕𝑥𝑖
)
𝐶
 ,                                                                                  (2.136) 
jonka avulla voidaan johtaa Poissonin yhtälö muodossa 
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𝜕
𝜕𝑥𝑖
[
𝜌
𝑎𝐶
𝑢𝑖 + ∑ 𝑎𝐹
𝑢𝑖𝑛(𝐹)
𝐹
(
𝜕𝑝′
𝜕𝑥𝑖
)]
𝐶
= [
𝜕(𝜌𝑢𝑖
𝑚∗)
𝜕𝑥𝑖
]
𝐶
.                                                              (2.137) 
Näin johdettu algoritmi tunnetaan nimellä SIMPLEC (engl. Semi-Implicit Method for 
Pressure-Linked Equations Consistent), sillä kyseinen menetelmä on konsistenssi versio 
perinteisestä SIMPLE-algoritmista. Formulaatiosta on se merkittävä etu, ettei SIMPLEC 
vaadi lainkaan painekorjauksen eksplisiittistä alirelaksointia 
𝑝𝑚 = 𝑝𝑚−1 + 𝛼𝑝𝑝′,                                                                                                            (2.138) 
mitä joudutaan käyttämään SIMPLE-menetelmässä. SIMPLE-algoritmi saadaan kuiten-
kin suppenemaan lähes SIMPLEC-variantin nopeudella, kun alirelaksointikerroin 𝛼𝑝 
määritetään yhteydestä 
𝛼𝑝 = 1 +
∑ 𝑎𝐹
𝑢𝑖𝑛(𝐹)
𝐹
𝑎𝑝
𝑢𝑖
.                                                                                                            (2.139) 
Nopeudelle puolestaan saadaan alirelaksointikerroin 𝛼𝑈 yksinkertaisesta kokemukseen 
perustuvasta ehdosta  
 𝛼𝑈 + 𝛼𝑝 = 1,                                                                                                                       (2.140)  
mikä on kuitenkin yleisesti havaittu varsin hyvin toimivaksi säännöksi. (Ferziger & Perić 
2002, s. 175–178) 
Kolmantena vaihtoehtona liikeyhtälöiden ratkaisemiseen on lisätä käytettyjen korjausite-
raatioiden määrää. Suoritetaan ensimmäinen korjausiteraatio SIMPLE-menetelmän mu-
kaisesti, ja korjataan tämän jälkeen nopeudet vielä uudelleen yhteydestä 
𝑢𝑖,𝐶
′′ = ?̅?𝑖,𝐶
′ −
1
𝑎𝐶
𝑢𝑖
(
𝜕𝑝′′
𝜕𝑥𝑖
) 𝐶,                                                                                                 (2.141) 
jossa esiintyvä uusi painegradientti saadaan ratkaisemalla taas uusi Poissonin yhtälö 
𝜕
𝜕𝑥𝑖
[
𝜌
𝑎𝐶
𝑢𝑖
(
𝜕𝑝′′
𝜕𝑥𝑖
)]
𝐶
= [
𝜕(𝜌?̅?𝑖
′)
𝜕𝑥𝑖
]
𝐶
,                                                                                      (2.142) 
joka varmistaa myös jatkuvuusehdon toteutumisen. Tämän jälkeen voidaan suorittaa kol-
mas nopeuskorjaus ja vastaavasti ratkaista myös kolmas Poissonin yhtälö ja niin edelleen, 
kunnes liikeyhtälöt on ratkaistu. Menetelmä tunnetaan yleisesti PISO-algoritmina (engl. 
Pressure-Implicit with Splitting of Operators), ja useimmiten menetelmässä käytetään 
vain kahta korjausiteraatiota. (Ferziger & Perić 2002, s. 176) 
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SIMPLE-algoritmissa tarvittavan eksplisiittisen alirelaksoinnin lisäksi voidaan joskus 
tarvita ratkaisuprosessin aikana alirelaksointia myös muille yhtälöille. Yleisesti käytetään 
Patankarin alirelaksoinnin periaatteena tunnettua menetelmää, minkä perusteella alirelak-
soitu arvo määritetään yhteydestä 
𝜙𝐶
𝑛+1 = 𝜙𝐶
𝑛 + 𝛼𝜙[?̅?𝐶
𝑛+1 − 𝜙𝐶
𝑛].                                                                                        (2.143) 
Tämän hetkinen ?̅?𝐶
𝑛+1-arvo tunnetaan, joten implisiittistä alirelaksointia voidaan käyttää 
muodossa  
𝜙𝐶
𝑛+1 = 𝜙𝐶
𝑛 + 𝛼𝜙 [(
−∑ 𝑎𝐹𝜙𝐹 + 𝑏𝐶
𝑛(𝐹)
𝐹
𝑎𝑐
)
𝑛+1
− 𝜙𝐶
𝑛],                                                 (2.144) 
jossa 𝛼𝜙 on jokin alirelaksointikerroin, jolla mielivaltaisen 𝜙𝐶-muuttujan liian suurta 
vaihtelua iteraatiokertojen välillä pyritään hallitsemaan. Purkamalla yhtälö (2.144) auki 
muotoon 
𝑎𝐶
𝛼𝜙
𝜙𝐶
𝑛+1 + ∑ 𝑎𝐹𝜙𝐹
𝑛+1 = 𝑏𝐶
𝑛+1
𝑛(𝐹)
𝐹
+
(1 − 𝛼𝜙)
𝛼𝜙
𝑎𝑐𝜙𝐶
𝑛                                                     (2.145) 
voidaan nähdä alirelaksointikertoimen skaalaavan vain diagonaalikerrointa 𝑎𝑐. Tällä saa-
vutetaan se, että ratkaisuprosessin aikana yhtälöistä muodostettujen yhtälöryhmien ker-
roinmatriisin diagonaali muuttuu hallitsevammaksi ja samalla myös numeerinen stabii-
lius kasvaa. Vastaavanlaista hyötyä ei saavuteta eksplisiittisellä alirelaksoinnilla. Alire-
laksoinnissa käytetään tyypillisesti kertoimia väliltä [0,1], mutta alirelaksointimenetel-
mät eivät periaatteessa estä tätä suurempien kertoimien käyttöä. Tällöin alirelaksointi ei 
kuitenkaan enää kykene stabiloimaan laskentaa, eikä ratkaistavat yhtälöt välttämättä sup-
pene. (Moukalled et al. 2016, s. 539–541) 
Nykyisin on tapana yhdistää PISO-algoritmi ja SIMPLE-algoritmi uudeksi PIMPLE-al-
goritmiksi (engl. merged PISO-SIMPLE). Menetelmällä voidaan käyttää merkittävän 
suuria aika-askeleita ja silti pitää laskenta stabiilina. Ideana on marssittaa aikaa eteenpäin 
ja ratkaista jokainen aika-askel siten, että saavutetaan stationääritila. Algoritmi toimii 
myös SIMPLEC-variantilla. Menetelmä voi mahdollistaa lähes kertaluokkaa suuremman 
aika-askeleen käytön, mutta liian suurien aika-askeleiden käyttäminen voi olla epäedul-
lista tapauksissa, joissa virtauksen aikahistorialla on merkitystä. Oikein käytettynä 
PIMPLE-algoritmi voi kuitenkin ratkaista monimutkaisia virtaustapauksia huomattavasti 
paljon tehokkaammin kuin esimerkiksi PISO-algoritmi, koska PISO-algoritmi voi vaatia 
näissä tilanteissa huomattavan pienen aika-askeleen ollakseen stabiili. (Holzmann 2018, 
s. 92–111) Menetelmään paneudutaan tarkemmin neljännessä luvussa, kun PIMPLE-al-
goritmia sovelletaan tähän työhön.  
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3. NAVIERIN–STOKESIN YHTÄLÖIDEN VIRHE-
ARVIOMENETELMÄT  
3.1 Virhearviomenetelmien perusta 
Edellisessä luvussa käsiteltiin erilaisten konvektio-, gradientti- ja diffuusiotermien 
diskretisointimenetelmiä. Menetelmien kokonaisvirheestä saatiin vain hyvin karkeita ar-
vioita ja saatiin johdettua erilaisia kontrollitilavuuksien geometriasta johtuvia virheläh-
teitä. Ongelmana yksittäisten menetelmien tarkastelussa on se, että menetelmillä diskre-
tisoitujen Navierin–Stokesin yhtälöiden (2.21) numeerisen ratkaisun todellista virhettä ei 
voida johtaa, eikä kontrollitilavuuskohtaisia virheitä tunneta. Sen sijaan elementtimene-
telmän puolella on johdettu useita päteviä menetelmiä todellisten virheiden arviointiin ja 
elementtimenetelmälle johdetut virhearviot ovat siellä jo yleisesti käytössä (Ainsworth & 
Oden 1997, s. 3). Tästä syystä tässä työssä esitetään erilaisia virhearviomenetelmiä ylei-
sellä tasolla elementtimenetelmän puolelta ja myöhemmissä alaluvuissa sovelletaan näitä 
kontrollitilavuusmenetelmän viitekehykseen. Ennen virhearvioiden käsittelyä kannattaa 
kuitenkin tehdä selkeä ero virhearvioiden ja esimerkiksi virheindikaattoreihin välille. 
Adaptiivisessa kontrollitilavuusmenetelmässä yleensä sovelletaan virheindikaattoreita, 
joiden muodostamisessa käytetään helposti virtauskentästä saatavia suureita, kuten esi-
merkiksi nopeusgradientteja. Virheindikaattorien käyttäminen on hyväksyttävää esimer-
kiksi niissä tapauksissa, joissa virtauskentässä on luonnostaan epäjatkuvuuksia, kuten 
shokkiaaltoja. Epäjatkuvuuksia sisältävissä virtaustapauksissa tulosten tarkkuutena voi-
daan nimittäin pitää niissä esiintyvien epäjatkuvuuksien paksuutta, koska todellisuudessa 
nämä ovat on äärettömän ohuita. Sen sijaan, jos virtauskenttä on sileä, eikä sisällä edellä 
mainittuja epäjatkuvuuksia, ei virheindikaattoreita voida käyttää hyvällä menestyksellä. 
Syynä tähän on se, että sileästä virtauskentästä ei voida etukäteen tehdä päätelmiä, että 
riippuuko numeerisen ratkaisun tarkkuus suoraan esimerkiksi nopeusgradienttien suuruu-
desta, eivätkä virheindikaattorit täten voi kuvata virheen todellista suuruutta näissä ta-
pauksissa. Virheindikaattoreita voidaan näin ollen käyttää vain hyvin rajallisesti, koska 
nämä vain enimmäkseen tuovat esille sellaisia numeerisen ratkaisun osa-alueita, joissa 
adaptiivisuutta kannattaisi hyödyntää. (Jasak 1996, s. 154–155)  
Mekaniikassa diskretisointivirheen arvioiminen on yleisesti johtanut a posteriori -vir-
hearvioiden eli jälkikäteisvirhearvioiden syntymiseen ja näiden kehittämiseen erilaisille 
osittaisdifferentiaaliyhtälöille. Jälkikäteisvirhearvioissa voidaan hyödyntää jo valmiiksi 
laskettua numeerista ratkaisua ja sen jälkeen muodostaa tälle ratkaisulle virhearvio, joka 
osoittaa jollakin tavalla tämän ratkaisun tarkkuutta. Muodostetun jälkikäteisvirhearvion 
avulla voidaan parantaa numeerisen ratkaisun tarkkuuta, koska virhearvio osoittaa selke-
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ästi, miten virhettä kannattaa lähteä pienentämään. Numeerisille ratkaisuille on tyypil-
listä, että nämä sisältävät aina jonkin määrän diskretisointivirhettä, eivätkä kykene ku-
vaamaan ratkaistavia yhtälöitä täysin tarkasti. Perinteisesti numeerisessa laskennassa on 
tästä syystä käytetty a priori -virhearvioita näiden virheiden arviointiin, eli etukäteisvir-
hearvioita, joiden ideana on osoittaa, miten nopeasti numeerisen ratkaisun virheet piene-
nevät. Toisaalta virhearvioina on historiallisesti käytetty esimerkiksi asiantuntijan koke-
musta tai muita subjektiivisia arvioita ratkaisun tarkkuudesta. Valitettavasti näitä ei voida 
pitää hyvinä menetelminä, vaan virhettä on pyrittävä arvioimaan täsmällisesti. Näin ollen 
päästään adaptiivisuuden käsitteeseen, eli algoritmiseen numeerisen ratkaisun parantami-
seen jälkikäteisvirhearvioiden avulla.  (Ainsworth & Oden 1997, s. 1–2) Adaptiivisuuden 
käytännön toteuttamista käsitellään tarkemmin neljännessä luvussa, mutta toistaiseksi lu-
kijalle riittää tieto, että jälkikäteisvirhearvion avulla parannetaan käytettyä laskentaverk-
koa muuttamalla sen tiheyttä virhearvion osoittamissa paikoissa. 
Seuraavaksi esitetään muutamia keskeisiä havaintoja elementtimenetelmään johdetuista 
jälkikäteisvirhearvioista. Tämä tehdään sen vuoksi, että esimerkiksi Carstensen et al. 
(2005, s. 2497) mukaan kontrollitilavuusmenetelmän virhearvioiden teoriapohjaa ei 
voida pitää vielä täysin valmiina, vaikka elementtimenetelmän virhearvioiden teoriapuo-
lelta on saatu lainattua luotettavia menetelmiä myös virtausmekaniikan tarpeisiin. Sen 
sijaan (Ainsworth & Oden 1997, s. 3) toteaa elementtimenetelmän virhearvioiden teorian 
olevan jo niin pitkälle kehitetty, että painopiste on enemmän virhearviomenetelmien suo-
rituskyvyn tutkimisessa kuin kokonaan uudenlaisten virhearvioiden kehittämisessä. Cars-
tensen et al. (2005, s. 2498) myös huomauttaa, että kontrollitilavuusmenetelmän ja ele-
menttimenetelmän ero on matemaattisesti loppujen lopuksi varsin pieni, joten elementti-
menetelmän puolelta voidaan soveltaa virhearviomenetelmiä ilman sen kummempia on-
gelmia. Merkitään virhearvioissa Ainsworth & Oden (1997, s. 3–5) mukaisesti laskenta-
aluetta symbolilla 𝛺, sen reunaa 𝜕𝛺 ja lokaalia elementtikokoa ℎ𝐶 . Lisäksi 𝛺𝐶  viittaa 
yksittäiseen elementtiin, 𝜕𝛺𝐶 elementin reunoihin ja 𝛾 elementtien välillä oleviin reunoi-
hin. 
Elementtimenetelmään johdetut jälkikäteisvirhearviot voidaan karkeasti jakaa kolmeen 
eri ryhmään. Yksinkertaisimpina näistä ovat niin sanotut gradienttimenetelmät, joissa 
verrataan lasketun gradientin arvoa tarkkana pidetyn gradientin suuruuteen. Toisena vaih-
toehtona on määrittää jokaisen elementin sisältämät residuaalit, eli jäännökset, jotka 
osoittavat, että numeerinen ratkaisu ei täytä alkuperäistä ongelmaa täysin. Integroimalla 
nämä jäännökset jokaisen elementin yli saadaan muodostettua käyttökelpoinen element-
tikohtainen virhe-estimaatti, joka kuvaa kyseisessä elementissä esiintyvää diskretisointi-
virhettä. Yleisesti kyseinen jäännösmenetelmä luokitellaan kuuluvan eksplisiittisiin vir-
hearvioihin.  Kolmantena vaihtoehtona on hyödyntää implisiittisiä jälkikäteisvirhearvi-
oita, joissa ratkaistaan jokaista elementtiä kohden saatava jäännösongelma. Implisiitti-
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sestä virhearviosta on se etu eksplisiittiseen virhearvioon nähden, että tällä saadaan joh-
dettua luotettava yläraja diskretisointivirheelle. Yhteistä kaikille näille menetelmille on 
kuitenkin niistä saatava globaali virhe-estimaatti 
𝜂 = (∑ 𝜂𝐶
2
𝑛(𝐶)
𝐶=1
)
1/2 
,                                                                                                                  (3.1) 
jossa 𝜂𝐶  on jokaisen elementin 𝐶 lokaali virhe-estimaatti. Kaikille virhearvoille on vaati-
muksena, että globaalille virhearviolle 𝜂 voidaan johtaa yläraja ja alaraja  
𝐶1‖𝑒‖𝐸 ≤ 𝜂 ≤ 𝐶2‖𝑒‖𝐸 ,                                                                                                          (3.2) 
jossa 𝐶1 ja 𝐶2 ovat positiivisia vakioita ja ‖𝑒‖𝐸 kuvastaa diskretisointivirheelle  
𝑒 = 𝑢 − 𝑢ℎ                                                                                                                                (3.3)  
globaalisti määritettyä energianormia. Toinen tärkeä ehto virhearvioille on se, että glo-
baali tehokkuussuhde 
𝜂
‖𝑒‖𝐸
                                                                                                                                           (3.4) 
on mahdollisimman lähellä arvoa 1, mikä kertoo virhe-estimaatin 𝜂 suppenevan samalla 
nopeudella, kuin todellinen virhe. Vaatimus ei kuitenkaan ole ehdoton, sillä kyseinen 
suhde voi ylittyä ja estimaatti voi silti olla käyttökelpoinen. Tyypillisesti jopa yli 3,0 efek-
tiivisyyssuhde voidaan sallia käytännön insinöörisovelluksissa. (Ainsworth & Oden 
1997, s. 7–9) Ennen kuin virhe-estimaatteja formuloidaan kontrollitilavuusmenetelmään, 
selvitetään, mitä erityyppiset virhe-estimaatit tarkalleen ottaen pitävät sisällään.   
Gradientteja hyödyntävissä menetelmissä ajatellaan numeerisen ratkaisun gradienttien 
vaikuttavan eniten kokonaisvirheeseen. Tämän seurauksena vain gradienttien aiheutta-
maa virhettä kannattaa lähteä arvioimaan. Tarkastellaan skalaariongelmaa  
−∇ ⋅ (∇𝑢) + 𝑐𝑢 = 𝑓,                                                                                                                (3.5)  
jonka tapauksessa todellinen diskretisointivirhe saadaan yhteydestä 
‖𝑒‖𝐸 = ∫ |∇𝑢 − ∇𝑢ℎ|
2𝑑𝑉
𝛺
,                                                                                                  (3.6) 
jossa ∇𝑢 on todellinen gradientti ja ∇𝑢ℎ numeerisesta ratkaisusta saatu gradientti. Ongel-
maksi nousee se, että todellinen gradientti on miltei aina tuntematon. Sovittamalla jatkuva 
gradienttijakauma laskenta-alueelle 𝛺 saadaan approksimoitua todellista gradienttia esi-
merkiksi operaattorilla 
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𝐺ℎ(𝛱𝑠𝑢) = ∇𝑢,                                                                                                                        (3.7) 
jossa 𝛱𝑠 interpoloi laskenta-alueen sisällä kertaluvun 𝑠 tarkkuudella. Tavoitteena on etsiä 
sellainen 𝐺ℎ(𝛱𝑠𝑢)-operaattori, joka muodostaa saatavilla olevasta datasta sileän gradient-
tijakauman, jonka voidaan olettaa olevan tarpeeksi lähellä todellista gradienttia. Yleisesti 
myös vaaditaan, että operaattorissa esiintyvä 𝛱𝑠 interpoloi kertaluvun 𝑠 tarkkuudella, jos 
numeerinen ratkaisu on diskretisoitu käyttäen kertaluvun 𝑠 + 1 menetelmiä. Toinen sel-
keä vaatimus on, että 𝐺ℎ(𝛱𝑠𝑢) on rajoitettu, eikä kyseisellä operaattorilla parannettu gra-
dientti voi kasvaa ympäröiviä solmukohtien gradientteja liioin suuremmaksi. Gradient-
tien ratkaiseminen ei voi myöskään vaatia globaalin ongelman ratkaisemista, vaan se tu-
lee olla muodostettavissa lokaaleiden arvojen avulla. (Ainsworth & Oden 1997, s. 9–14) 
 
Kuva 3.1 Parannetun gradientin menetelmä. Mukailtu lähteestä (Ainsworth & Oden 
1997, s. 17). 
Edellä mainitut ehdot toteutuvat esimerkiksi 1D-tapauksessa, kun jokaisen elementin kes-
kimääräisestä gradientista muokataan operaattorilla 𝐺ℎ(𝛱𝑠𝑢) paloittain jatkuva lineaari-
nen gradienttijakauma. Tällöin elementtikohtainen virhearvio saadaan vertaamalla paloit-
tain jatkuvaa gradienttijakaumaa alkuperäiseen gradienttijakaumaan, eli yhteydestä 
𝜂𝐺,𝐶
2 = ‖𝐺ℎ(𝑢ℎ) − ∇𝑢ℎ‖𝐿2(𝛺𝐶),                                                                                              (3.8) 
jossa ‖∗‖𝐿2(∗) kuvaa neliöintegroituvan funktion 𝐿2-normia. Yleisesti tunnettuna heik-
koutena gradienttimenetelmillä on kuitenkin se, että ne toteuttavat virhe-estimaateilta 
vaaditun asymptoottisuus ominaisuuden  
lim
ℎ→0
𝜂
‖𝑒‖𝐸
= 1                                                                                                                           (3.9) 
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vain hyvin rajoitetuissa tapauksissa. Kyseisissä tapauksissa toteutuu niin sanottu super-
konvergenssiehto. Tällöin parannetut gradientit on saatu määritettyä esimerkiksi toisen 
kertaluvun tarkkuudella, vaikka näiden tulisi luonnostaan olla vain ensimmäistä kertalu-
kua. Kyseinen ilmiö esiintyy esimerkiksi 1D-tapauksessa, kun käytetään paloittain line-
aarista interpolointia ja 2D-tapauksissa, jos käytetään bilineaarista interpolointia jatkuvan 
gradienttijakauman muodostamisessa. Superkonvergenssi on kuitenkin erittäin harvinai-
nen ominaisuus ja tämä täytyy varmistaa tapauskohtaisesti. (Ainsworth & Oden 1997, s. 
15–19) Edellä mainittua paloittain lineaarista 1D-tapauksen interpolointimetodia on esi-
tetty kuvassa 3.1, joka myös täyttää edellä mainitun superkonvergenssiehdon. 
Eksplisiittisissä virhearviomenetelmissä haetaan diskretisointivirheen energianormille 
‖𝑒‖𝐸 virhe-estimaattia prosessoimalla jo valmiiksi saatavilla olevasta numeerisesta rat-
kaisusta siinä esiintyvät diskretisointivirheet. Esimerkiksi malliongelman (3.5) tapauk-
sessa voidaan numeerisesta ratkaisusta havaita elementtikohtaisesti jäännös 
𝑟 = 𝑓 + ∇ ⋅ (∇𝑢ℎ) − 𝑐𝑢ℎ,        alueella       𝛺𝐶 ,                                                                  (3.10) 
ja reunamilla, joille on määrätty malliongelmassa luonnollinen reunaehto ?̂?, voidaan to-
deta vuojäännös 
𝑅 = ?̂? −
𝜕𝑢ℎ
𝜕𝑛
,         reunalla        𝜕𝛺𝐶 ∩ 𝛤𝑁 ,                                                                        (3.11) 
missä 𝐧 kuvaa elementin reunapinnan pinnan normaalin suuntaista yksikkövektoria. In-
tegroimalla jäännökset (3.10) ja (3.11) jokaisen elementin yli, saadaan jokaiselle elemen-
tille lokaali eksplisiittinen virhe-estimaatti  
𝜂𝐸,𝐶
2 = ℎ𝐶
2‖𝑟‖𝐿2(𝛺𝐶)
2 +
1
2
ℎ𝐶‖𝑅‖𝐿2(𝜕𝛺𝐶)
2 ,                                                                             (3.12) 
joiden globaalina summana saadaan yläraja energianormille ‖𝑒‖𝐸 muodossa 
‖𝑒‖𝐸 ≤ 𝐶0∑ (ℎ𝐶
2‖𝑟‖𝐿2(𝛺𝐶)
2 +
1
2
ℎ𝐶‖𝑅‖𝐿2(𝜕𝛺𝐶)
2 ) ,
𝑛(𝐶)
𝐶=1
                                                        (3.13) 
jossa esiintyvä 𝐶0 kerroin on tuntematon. (Ainsworth & Oden 1997, s. 21–23) Jos verra-
taan eksplisiittistä menetelmää gradienttimenetelmään, voidaan huomata, että eksplisiit-
tisellä virhearviolla ei välttämättä päästy yhtään sen lähemmäksi luotettavaa diskretisoin-
tivirheen ylärajaa. On siis varmistettava joko superkonvergenssiehto erilaisia jatkuvia 
gradienttijakaumia muodostettaessa tai määritettävä tuntematon 𝐶0-kerroin, mutta mo-
lemmat vaihtoehdot ovat työläitä.   
Todellisuudessa jäännösten (3.10) ja (3.11) arvioinnissa tehdään virhettä, koska funktio 
𝑓 joudutaan interpoloimaan elementtien sisällä ja funktio ?̂? elementtien reunamilla, joille 
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on asetettu luonnolliset reunaehdot. Tästä syystä eksplisiittiselle virhe-estimaatille saa-
daan tarkempi rajaus 
1
𝐶0
‖𝑒‖𝐸
2 ≤ ∑ 𝜂𝐶
2
𝑛(𝐶)
𝐶=1
≤ 𝐶0(‖𝑒‖𝐸
2 + ∑ ℎ𝐶
2‖𝑓 − 𝛱𝑠𝑓‖𝐿2(𝛺𝐶)
2
+∑ ℎ𝐶‖?̂? − 𝛱𝑠?̂?‖𝐿2(𝛾)
2
𝑛(𝛾)
𝛾=1
𝑛(𝐶)
𝐶=1
), 
(3.14) 
mutta käytännössä interpoloinnissa tehty virhe on merkityksetön. Myös numeerisen in-
tegroinnin vaikutus voidaan ottaa huomioon, mutta olettamalla numeerisen datan olevan 
tarpeeksi sileä, voidaan yksinkertaistaa eksplisiittistä virhearviota (3.14) muotoon 
1
𝐶0
‖𝑒‖𝐸
2 ≤ ∑ 𝜂𝐶
2
𝑛(𝐶)
𝐶=1
≤ 𝐶0‖𝑒‖𝐸
2 ,                                                                                              (3.15) 
jossa esiintyvä lokaali virhe-estimaatti 𝜂𝐶
2 mahdollistaa esimerkiksi adaptiivisten algorit-
mien käyttämisen, koska diskretisointivirhe tunnetaan nyt elementtikohtaisesti, eikä vain 
globaalisti. Menettelyllä saatua virhearviota kutsutaan yleisesti eksplisiittiseksi virhear-
vioksi, koska kaikki globaalia virhearviota (3.15) varten tarvittavat termit tunnetaan. Ra-
jojen sisältämä kerroin 𝐶0 on sen sijaan riippuvainen elementtien säännöllisyydestä, mut-
tei suoranaisesti muuttujista 𝑢 tai ℎ.  (Ainsworth & Oden 1997, s. 26–29) Jäännöspohjai-
nen eksplisiittinen virhearvio kontrollitilavuusmenetelmän viitekehyksessä esitetään tar-
kemmin luvussa 3.4.  
Gradienttimenetelmien ja eksplisiittisten virhearvioiden lisäksi saadaan mielenkiintoinen 
jälkikäteisarvio, jos diskretisointivirheelle muodostetaan alkuperäisen malliongelman 
(3.5) avulla yhtälö 
∇ ⋅ (∇𝑒) + 𝑐𝑒 = 𝑓 + ∇ ⋅ (∇𝑢ℎ) −  𝑐𝑢ℎ,                                                                              (3.16) 
jonka ratkaisuna saadaan selville jokaisen elementin diskretisointivirhe. Tähän vaaditaan 
kuitenkin tätä ennen asianmukaiset reunaehdot, jotta yhtälö (3.16) voidaan ylipäätään rat-
kaista elementtikohtaisesti. Jos elementille on alun perin annettu oleelliset reunaehdot, 
annetaan vastaavasti diskretisointivirheelle oleellinen homogeeninen reunaehto 
𝑒 = 0,        reunalla        𝜕𝛺𝐶 ∩ 𝛤𝐷 ,                                                                                       (3.17) 
eli tällöin oletetaan, että numeerinen ratkaisu täyttää aina sille asetetut oleelliset reunaeh-
dot. Vastaavasti malliongelmassa luonnollisia reunaehtoja käyttäville elementeille anne-
taan reunaehto 
𝜕𝑒
𝜕𝑛
= ?̂? −
𝜕𝑢ℎ
𝜕𝑛
,        reunalla        𝜕𝛺𝐶 ∩ 𝛤𝑁 ,                                                                      (3.18) 
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mutta ongelmaksi nousee se, miten laskenta-alueen sisällä annetaan reunaehdot, jos yh-
tälö (3.16) halutaan ratkaista elementtikohtaisesti, koska kaikki elementit eivät välttä-
mättä noudata reunaehtoja (3.17) tai (3.18). Asetetaan laskenta-alueen sisälle elementtien 
välisille rajapinnoille reunaehdot  
𝜕𝑒
𝜕𝑛
=
𝜕𝑢
𝜕𝑛
− (
𝜕𝑢ℎ
𝜕𝑛
)
𝐶
,                                                                                                              (3.19) 
ja yhteydessä (3.19) esiintyvä tarkka vuo voidaan arvioida kahden elementin gradientin 
keskiarvon avulla, eli approksimatiivisesti 
𝜕𝑢
𝜕𝑛
≈
1
2
[(∇𝑢ℎ)𝐶 + (∇𝑢ℎ)𝐹] ⋅ 𝐧,                                                                                          (3.20) 
mutta formuloituun ongelmaan ei kuitenkaan aina löydetä yksikäsitteistä ratkaisua edes 
näin alkeellisen malliongelman tapauksessa, koska yhtälön (3.16) ratkaisemisessa tarvit-
tava, numeerisesta ratkaisusta saatu data, ei aina täytä niin sanottuja yhteensopivuuseh-
toja, ellei ongelmaan tehdä muutoksia. Valitsemalla elementtien välillä olevat vuot (3.20) 
hieman tarkemmin, saadaan tehokas jälkikäteisvirhearviomenetelmä, jota yleensä kutsu-
taan tasapainotettujen jäännösten menetelmäksi.  Menetelmässä nimensä mukaisesti lo-
kaalit ongelmat on tasapainotettu siten, että näille saadaan aina ratkaisu. Näin esitetystä 
implisiittisestä menetelmästä on se etu eksplisiittiseen menetelmään verrattuna, että 
diskretisointivirheelle saadaan tarkka yläraja muodossa 
‖𝑒‖𝐸
2 ≤ ∑‖𝜑‖𝐸,𝐶
2 ,
𝑛(𝐶)
𝐶=1
                                                                                                               (3.21) 
jossa 𝜑𝐶 on implisiittinen lokaali virhe-estimaattori, eikä diskretisointivirheen yläraja 
enää riipu tuntemattomasta vakiosta 𝐶0. (Ainsworth & Oden 1997, s. 32–69) Tasapaino-
tettujen jäännösten menetelmällä saatavaan virhearvioon perehdytään tarkemmin luvussa 
3.5, jossa tätä myös sovelletaan Navierin–Stokesin yhtälöihin.  
Edellä esitettyjen virhearviotyyppien yhteisenä piirteenä on se, että energianormia ‖𝑒‖𝐸
2  
pyritään approksimoimaan siten, että itse energianormia ei tarvitse laskea. Todellinen 
diskretisointi virhe harvoin tunnetaan, eikä tarkkaa ratkaisua differentiaaliyhtälöihin ole 
useinkaan saatavilla. Edellä esitettyjen virhearvioiden ylärajojen ja alarajojen pätevyyttä 
ei sen kummemmin todistettu, mutta asiasta kiinnostuneet voivat tutustua tarkemmin läh-
teeseen (Ainsworth & Oden 1997), joka sisältää funktionaalianalyysiin pohjautuvaan to-
distukset näille rajoille.  
Elementtimenetelmän puolella johdetut tulokset ovat siinä mielessä mielenkiintoisia, että 
duaalimenetelmällä on saatu johdettua vastaavanlaisia eksplisiittisiä virhe-estimaatteja. 
Esimerkiksi Afif et al. (2003, s. 130) on johtanut hyvin käyttökelpoisen eksplisiittisen 
virhearvion elliptiselle 2D-malliongelmalle muodossa 
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𝜂𝐶
2 = ℎ𝐶
2 ∑‖𝑟𝐶‖𝐿2(𝛺𝐶),𝑄
2
𝑛(𝑄)
𝑄=1
+
1
2
∑ ℎ𝛾‖⟦∇𝑢ℎ ⋅ 𝑛⟧𝛾‖𝐿2(𝜕𝛺𝐶),𝛾
2
𝑛(𝛾)
𝛾=1
,                                       (3.22) 
jossa jäännökset 𝑟𝐶 summataan aina jokaisen monikulmion muotoisen kontrollitilavuuden 
𝑄 yli ja vastaavasti vuojäännökset, eli gradienttihyppäykset, monikulmioiden reunamien 
𝛾 yli. Tulos (3.22) on siinä mielessä varsin rohkaiseva, että duaalimenetelmällä on saatu 
johdettua yksittäiselle kontrollitilavuudelle virhearvio, jos ajatellaan, että jokainen kont-
rollitilavuus koostuu useista pienemmistä kontrollitilavuuksia. Toinen hyvä ominaisuus 
virhearviossa (3.22) on se, että se vastaa elementtimenetelmän puolella johdettua tulosta 
(3.13). Tässä työssä etsitään kuitenkin perinteiselle kontrollitilavuusmenetelmälle hel-
posti sovellettavia virhearvioita, joten duaalimenetelmälle johdettu virhe-estimaatti 
(3.22) ikävä kyllä joudutaan sivuuttamaan, koska tätä ei voida suoraan hyödyntää, sillä 
jäännökset 𝑟𝐶 eivät ole suoraan saatavilla, kuten duaalimenetelmässä. 
Duaalimenetelmä on Ferziger & Perić (2002, s. 245–246) mukaan yhdistelmä elementti-
menetelmää ja kontrollitilavuusmenetelmää, missä esimerkiksi 2D-tapauksessa kolmioi-
dusta laskenta-alueesta saadaan elementtien keskipisteitä ja reunojen keskipisteitä sopi-
vasti keskenään yhdistelemällä monikulmion muotoisia kontrollitilavuuksia. Kuvassa 3.2 
on esitetty tyypillinen duaalimenetelmässä käytetty 2D-laskentaverkko.  
 
Kuva 3.2 Tyypillinen elementtimenetelmän ja kontrollitilavuusmenetelmän duaalimene-
telmässä käytetty laskentaverkko. Mukailtu lähteestä (Ferziger & Perić 2002, s. 245). 
Seuraavaksi luvussa 3.2 johdetaan helppokäyttöisiä virhe-estimaatteja ja luvuissa 3.3–3.4 
keskitytään puhtaasti kontrollitilavuusmenetelmään johdettuihin eksplisiittisiin virhe-es-
timaatteihin. Näiden jälkeen siirrytään huomattavasti monimutkaisempaan implisiittiseen 
virhearviomenetelmään luvussa 3.5 ja samalla myös saadaan tarkempi yläraja diskreti-
sointivirheelle kuin eksplisiittisillä menetelmillä.   
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3.2 Diskretisointivirheen arvioiminen Taylorin sarjakehitelmän 
avulla 
Oletetaan kontrollitilavuuksilla diskretisoidun laskenta-alueen kuvaavan riittävän hyvin 
todellista virtaustilannetta, minkä seurauksena yksittäisten kontrollitilavuuksien diskreti-
sointivirhe voidaan ilmoittaa approksimatiivisesti Taylorin sarjakehitelmänä, eli muo-
dossa 
𝑒ℎ ≈ 𝐷ℎ
𝑠 + 𝐻,                                                                                                                        (3.23) 
jossa 𝐻 kuvaa korkeamman asteen termejä ja 𝐷 on tuntematon kontrollitilavuuden koosta 
ℎ riippumaton kerroin. Ajatellaan, että mielivaltaisen 𝜙-muuttujan tarkka arvo 𝛷 saadaan 
jokaisessa kontrollitilavuudessa siten, että korjataan approksimaatiosta (3.23) saatavalla 
diskretisointivirheellä numeerisen ratkaisun arvoa 𝜙ℎ. Tarkaksi arvoksi täten saadaan 
𝛷 = 𝜙ℎ + 𝑒ℎ = 𝜙ℎ + 𝐷ℎ
𝑠 + 𝐻,                                                                                         (3.24) 
ja toinen vastaavanlainen yhtälö saadaan, jos lasketaan sama ongelma tuplasti harvem-
malla tai tiheämmällä laskentaverkolla. Esimerkiksi harvemman laskentaverkon tapauk-
sessa pätee 
𝛷 = 𝜙2ℎ + 𝑒2ℎ = 𝜙2ℎ + 𝐷(2ℎ)
𝑠 + 𝐻,                                                                             (3.25) 
jossa 𝛷 on edelleen sama arvo kuin yhtälössä (3.24). Jätetään korkeamman asteen termit 
𝐻 huomioimatta yhtälöistä (3.24) ja (3.25), minkä seurauksena voidaan ratkaista tunte-
maton 𝐷-kerroin näistä yhtälöistä ja sijoittaa tämä yhtälöön (3.23). Lopputuloksena on 
diskretisointivirheelle saatava arvio 
𝑒ℎ ≈
𝜙ℎ − 𝜙2ℎ
2𝑠 − 1
,                                                                                                                      (3.26) 
jossa 𝑠 kuvaa laskennassa käytetyn diskretisointimenetelmän kertalukua. Jos tämä on tun-
tematon, se voidaan määrittää yhteydestä 
𝑠 =
log (
𝜙2ℎ − 𝜙4ℎ
𝜙ℎ − 𝜙2ℎ
)
log 2 
 .                                                                                                        (3.27)  
Menetelmää yleisesti kutsutaan Richardsonin ekstrapoloinniksi, koska diskretisointivir-
heen 𝑒ℎ avulla voidaan ikään kuin ekstrapoloida tarkempi numeerinen ratkaisu kahden 
tunnetun numeerisen ratkaisun 𝜙2ℎ ja 𝜙ℎ avulla. (Ferziger & Perić 2002, s. 58–60) 
Todellisuudessa laskentaverkon koon tuplaaminen tai puolittaminen on liian rajoittava 
vaatimus, joten Richardsonin ekstrapoloinnilla saatava diskretisointivirhe kannattaa 
yleistää muotoon 
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𝑒ℎ ≈
𝜙ℎ − 𝜙2ℎ
𝜆𝑠 − 1
,                                                                                                                      (3.28) 
jossa  
𝜆 =
ℎ2
ℎ1
                                                                                                                                      (3.29) 
kuvaa laskentaverkkojen koon suhdetta. Tulos (3.28) on siinä mielessä käyttökelpoi-
sempi, että 𝜆-suhde voi olla mielivaltainen, mutta edelleen kuitenkin vaaditaan, että las-
kentaverkkoa tihennetään samassa suhteessa jokaisessa suunnassa. Diskretisointivir-
heelle johdettua yhteyttä (3.28) voidaan käyttää myös Richardsonin virhe-estimaattina 𝜂𝑅 
muodossa 
𝜂𝑅 =
𝜖𝜙
𝜆𝑠 − 1
,                                                                                                                           (3.30) 
jossa muutossuhde 𝜖𝜙 muodostetaan tiheämmän laskentaverkon tuloksen 𝜙ℎ1 ja harvem-
man laskentaverkon tuloksen 𝜙ℎ2 avulla yhteydestä  
𝜖𝜙 =
𝜙ℎ2 − 𝜙ℎ1
𝜙ℎ1
.                                                                                                                    (3.31) 
Estimaattia (3.30) voidaan pitää hyvänä vain niissä tapauksissa, joissa 𝜂𝑅 ≪ 1. Yleisesti 
virtausmekaniikassa jälkikäteisvirhearviona on käytetty edellä mainittua 𝜖𝜙-suhdetta, 
joka ei suoranaisesti riipu diskretisointimenetelmien kertaluvusta 𝑠 tai laskentaverkkojen 
koon suhteesta 𝜆, eikä estimaattia (3.31) voida siten voida pitää riittävän hyvänä. (Roache 
1994, s. 406–407) 
Richardsonin virhe-estimaatti ei kuitenkaan anna luotettavaa ylärajaa diskretisointivir-
heelle, mutta sen sijaan Richardsonin virhe-estimaatin avulla voidaan muodostaa numee-
risten laskentatulosten raportoinnin kannalta varsin hyödyllinen diskretisointivirheen 
suppenemista kuvaava GCI-indeksi (engl. Grid Convergence Index). Indeksi voidaan 
määrittää yhteydestä 
𝜂𝐺𝐶𝐼 =
3|𝜖𝜙|
𝜆𝑠 − 1
.                                                                                                                        (3.32) 
Indeksin perimmäisenä tarkoituksena on normalisoida kaikki erilaisilla 𝜆- ja 𝑠-paramet-
reilla tehdyt virhe-estimaatit, mutta indeksissä esiintyvä kerroin on puhtaasti ad hoc -
tyyppisesti määritetty, jolla pyritään saamaan indeksistä konservatiivinen. Richardsonin 
ekstrapolointi kuitenkin vaatii tulosten virheen pienenevän asymptoottisesti, minkä to-
teamiseen tarvitaan usein vähintään kolme eri numeerista ratkaisua eri laskentaverkoilla. 
(Roache 1994, s. 407–411) 
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Richardsonin virhe-estimaatti on kuitenkin alkeellinen, jos verrataan tätä edellisessä lu-
vussa esitettyihin eksplisiittisiin ja implisiittisiin virhearvioihin. Kolmen eri laskentaver-
kon käyttäminen on varsin työlästä ja muutenkin virhearvio jättää korkeamman asteen 
virhelähteet huomioimatta täysin. Tästä syystä Richardsonin virhe-estimaattia ei hyödyn-
netä tässä työssä, mutta menetelmällä saadaan jonkinlainen kontrollitilavuuskohtainen 
virhe-estimaatti, mikä on ehdottomasti jo iso askel oikeaan suuntaan. Tutustutaan seuraa-
vaksi hieman monimutkaisempaan eksplisiittiseen virhearvioon.  
3.3 Momenttimenetelmä 
Kontrollitilavuusmenetelmässä numeerista ratkaisua voidaan pitää tarkkana, jos kontrol-
litilavuuksien keskipisteissä ja kontrollitilavuuksien rajapinnoille interpoloidut arvot vas-
taavat analyyttistä ratkaisua. Mielivaltaisen muuttujan 𝜙 differentiaaliyhtälön  
∇ ⋅ (𝜌𝐮𝜙) = ∇ ⋅ (Γ𝜙∇𝜙) + 𝑄𝜙                                                                                           (3.33) 
tapauksessa myös kaikki ratkaisun 𝜙 korkeammat momentit toteuttavat kyseisen yhtälön, 
mutta vain siinä tapauksessa, jos numeerinen ratkaisu on tarkka. Esimerkiksi muuttujan 
𝜙 toisen momentin  
𝑚𝜙 =
1
2
𝜙2                                                                                                                               (3.34) 
tulee täyttää differentiaaliyhtälö (3.33). Hyödyntämällä yhtälöitä (3.33) ja (3.34) saadaan 
toiselle momentille 𝑚𝜙 differentiaaliyhtälö 
∇ ⋅ (𝜌𝐮𝑚𝜙) = ∇ ⋅ (Γ𝜙∇𝑚𝜙) − Γ𝜙(∇𝜙 ⋅ ∇𝜙) + 𝑄𝜙𝜙,                                                  (3.35) 
jolle yleensä saadaan nollasta poikkeava tulos, koska yhtälön (3.33) numeerinen ratkaisu 
ei ole täysin tarkka. Tästä syystä toiselle momentille formuloitua differentiaaliyhtälöä 
(3.35) voidaan käyttää virhe-estimaattina, kun se ratkaistaan jokaista kontrollitilavuutta 
kohden. Integroimalla jokaisen kontrollitilavuuden yli saadaan  
?̅?𝑚,𝐶(𝑚
𝜙) = ∫ [∇ ⋅ (𝜌𝐮𝑚𝜙) − ∇ ⋅ (Γ𝜙∇𝑚𝜙) − 𝑄𝜙𝜙 + Γ𝜙(∇𝜙 ⋅ ∇𝜙)]𝑑𝑉
𝑉𝑐
,          (3.36) 
jossa tarvittavat 𝑚𝜙-arvot tunnetaan entuudestaan ja muut termit saadaan muodostettua 
tunnetusta numeerisesta ratkaisusta siinä käytettyjen diskretisointimenetelmien avulla. 
Konvektiotermin muodostamisessa suositellaan käytettäväksi keskeisdifferenssimenetel-
mää, jotta tarvittavat rajapintojen arvot interpoloidaan toisen kertaluvun menetelmällä. 
Momenttimenetelmä voidaan myös yleistää vektorimuuttujille. (Jasak 1996, s. 168–170) 
Vaikeutena yhtälön (3.36) käyttämisessä on kuitenkin se, että ratkaisun yksikkö ei vastaa 
alkuperäisen muuttujan 𝜙 yksikköä, vaan lopputuloksen yksikkö on aina muotoa 
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[𝜙]2[𝐿]3/[𝑇]. Tästä syystä vaaditaan keino normalisoida momenttivirhe-estimaatin tu-
lokset. Ajatellaan muuttujan 𝜙 efektiivisen nopeusskaalan riippuvan sen konvektiivisesta 
ja diffuusiivisesta siirtonopeudesta. Tällöin yksiköiden nojalla pätee  
𝑢𝑒𝑓𝑓 = |𝐮| +
Γ𝜙
𝜌ℎ
,                                                                                                                    (3.37) 
jossa ℎ riippuu lokaalista kontrollitilavuuden koosta. Nopeusskaalan 𝑢𝑒𝑓𝑓 avulla voidaan 
määrätä myös ominaisaikaskaala muodossa 
𝑇𝑒𝑓𝑓 =
ℎ
𝑢𝑒𝑓𝑓
 =
ℎ2
|𝐮|ℎ +
Γ𝜙
𝜌
,                                                                                                  (3.38) 
jonka avulla voidaan normalisoida kontrollitilavuuskohtainen momenttijäännös 
?̅?𝑚,𝐶(𝑚
𝜙), kun jaetaan tämä vielä kontrollitilavuuden tilavuudella 𝑉𝑐. Näin ollen lokaalina 
momenttivirhe-estimaatina 𝜂𝑚,𝐶 voidaan käyttää muotoa 
𝜂𝑚,𝐶(𝜙) = 2√
|?̅?𝑚,𝐶(𝑚𝜙)|𝑇𝑒𝑓𝑓
𝑉𝐶
,                                                                                          (3.39) 
joka perustuu neliölliseen riippuvuuteen (3.34). Virhe-estimaatin yksikkö vastaa nyt mie-
livaltaista 𝜙-muuttujaa, eli johdettu virhe-estimaatti kuvaa lokaalia virhettä. (Jasak 1996, 
s. 170–171) 
Momenttivirhe-estimaatin voidaan osoittaa täyttävän virhe-estimaateilta vaaditun 
asymptoottisuusominaisuuden, jos yhtälö (3.36) diskretisoidaan neljännen kertaluvun 
menetelmillä. Syynä tähän diskretisointivaatimukseen on se, että toisen momentin 𝑚𝜙 
variaatio on neliöllinen eikä lineaarinen. Käytännössä yleensä tyydytään toisen kertalu-
vun diskretisointimenetelmiin, koska korkeamman asteen menetelmien tuoma vaikutus 
momenttijäännöksen (3.36) on varsin pieni. Yksinkertaistuksella on kuitenkin se haitta-
puoli, että liian harvoilla laskentaverkoilla neljännen kertaluvun termien suhde toisen ker-
taluvun termeihin nähden saattaa olla liian suuri, jolloin myös estimaatin (3.39) suoritus-
kyky kärsii. Tästä huolimatta momenttivirhe-estimaatti kuvaa diskretisointivirhettä huo-
mattavasti paremmin kuin esimerkiksi Taylorin sarjakehitelmiin pohjautuvat estimaatit. 
Menetelmän heikkoutena voidaan pitää sitä, että se ei välttämättä kuvaa diskretisointivir-
hettä täysin oikein edellä mainitusta neljännen kertaluvun diskretisointivaatimuksesta 
johtuen, kun laskentaverkko tihenee. (Jasak 1996, s. 171–172) 
Momenttivirhe-estimaatti on selkeästi eksplisiittinen virhe-estimaatti, sillä diskretisointi-
virheestä saadaan arvio jo olemassa olevan numeerisen ratkaisun perusteella, ja neljännen 
kertaluvun diskretisointimenetelmien ansiosta myös asymptoottisuusehto täyttyy. Tämän 
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lisäksi Momenttivirhe-estimaatti vaikuttaa olevan siinä mielessä perinteinen eksplisiitti-
nen virhe-estimaatti, että sen avulla ei saatu johdettua tarkkaa ylärajaa virheelle. Voidaan 
olettaa, että momenttijäännöksen ?̅?𝑚,𝐶 avulla muodostetuilla momenttivirhe-estimaateilla 
𝜂𝑚,𝐶 ei voida suoraan approksimoida diskretisointivirheen energianormia, vaikka Jasak 
(1996) ei tätä suoranaisesti tuokaan esille. Momenttimenetelmä pikemminkin antaa vain 
lokaalisti adaptiivisuuden kannalta käyttökelpoista tietoa diskretisointivirheestä.   
Globaalin virhearvion muodostamisen kannalta toisena heikkoutena momenttimenetel-
mässä on se, että se ei ota huomioon vuojäännöksiä. Toisaalta momenttijäännöksen yk-
sikkö ei myöskään vastaa alkuperäisen yhtälön yksikköä, mikä estää suoraan eksplisiitti-
sen virhe-estimaatin (3.12) kaltaisen virhe-estimaatin muodostamisen. Kyseisen estimaa-
tin muodostaminen olisi siinä mielessä tärkeää, että tämän avulla saataisiin myös globaali 
virhearvio summaamalla lokaalit virhe-estimaatit keskenään.  Onneksi kontrollitilavuus-
kohtaisten jäännösten muodostamiseen löytyy kuitenkin parempia menetelmiä, kuten lu-
vussa 3.4 osoittautuu. Työssä sovelletaan momenttivirhe-estimaattia sellaisenaan, koska 
menetelmän käyttö on varsin suoraviivaista.  
3.4 Jäännösmenetelmä 
Kontrollitilavuusmenetelmässä jäännösten muodostaminen on elementtimenetelmään 
nähden hankalampaa, sillä kontrollitilavuuksien keskipisteiden arvot periaatteessa toteut-
tavat ratkaistavat differentiaaliyhtälöt ratkaisijalle asetetun toleranssin tarkkuudella. Rat-
kaisusta saatavat rajapintojen arvot saattavat kuitenkin poiketa lineaarisella interpoloin-
nilla saatavista arvoista laskentaverkon muotovirheiden tai käytettyjen diskretisointime-
netelmien vuoksi. Tällöin kontrollitilavuuksissa saattaa esiintyä diskretisointivirhettä 
jäännösten muodossa, sillä virtauskenttä ei muutu lineaarisesti kontrollitilavuuksien vä-
lillä. Jäännösten muodostamisessa täytyy käyttää siis hieman kekseliäisyyttä. Kontrolliti-
lavuuksien sisällä mielivaltaisen pisteen 𝐴 arvo voidaan lineaarisen variaation nojalla 
määrittää kontrollitilavuuden keskipisteessä tunnetun gradientin 𝛻𝜙
𝐶
 avulla yhteydestä 
𝜙𝐴 = 𝜙𝐶 + (∇𝜙)𝐶 ⋅ (𝐱𝐴 − 𝐱𝐶),                                                                                           (3.40) 
jossa 𝜙𝐶  ja 𝛻𝜙𝐶  ovat molemmat tunnettuja. Toisaalta kahden kontrollitilavuuden välillä 
voidaan käyttää myös etäisyyteen pohjautuvaa interpolointia  
𝜙𝐴 = 𝑔𝐶𝜙𝐶 + (1 − 𝑔𝐶)𝜙𝐹 ,                                                                                                  (3.41) 
missä interpolaatiokertoimelle pätee yhteys  
𝑔𝐶 =
‖𝐱𝐹 − 𝐱𝐴‖
‖𝐱𝐴 − 𝐱𝐶‖
=
𝑑𝐹𝐴
𝑑𝐹𝐶
,                                                                                                       (3.42) 
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mutta yhtälöstä (3.41) interpoloimalla saatu 𝜙𝐴-arvo ei välttämättä aina vastaa gradien-
tilla määritettyä arvoa (3.40). Interpoloidut arvot ovat yhtäsuuret vain siinä tapauksessa, 
jos numeerinen ratkaisu vastaa tarkkaa ratkaisua. Mielenkiintoinen havainto saadaan, jos 
piste A sijoitetaan kahden kontrollitilavuuden välisen rajapinnan pintakeskiöön, jolloin 
muodostuu jopa kolme eri arvoa käyttämällä yhteyksiä (3.40) ja (3.41). Ensimmäinen 
arvo saadaan interpoloimalla suoraan yhtälöstä (3.40) ja toinen interpoloimalla sama piste 
naapurikontrollitilavuuden arvoilla 𝜙𝐹, ∇𝜙𝐹 ja 𝐱𝐴 − 𝐱𝐹. Kolmas arvo saadaan etäisyy-
teen pohjautuvalla interpoloinnilla (3.41). Jos arvoissa on eroavaisuuksia, näiden avulla 
voidaan rakentaa jokaiselle kontrollitilavuudelle numeerisen ratkaisun jäännös. (Jasak 
1996, s. 173–176) Jäännöstä on havainnollistettu kuvassa 3.3. 
 
Kuva 3.3 Kontrollitilavuuksien välillä esiintyvä jäännös. Mukailtu lähteestä (Jasak 1996, 
s. 174). 
Pelkästään interpoloitujen arvojen perusteella muodostettu jäännös ei varsinaisesti ota 
differentiaaliyhtälön konvektio- tai diffuusio-osuutta huomioon. Esimerkiksi yhtälön 
(3.33) tapauksessa saadaan muodostettua edellä mainitut seikat huomioiva virhe-esti-
maatti, jos jäännös määritetään jokaiselle kontrollitilavuudelle integraalista 
?̅?𝑟,𝐶(𝜙) = ∫ [∇ ⋅ (𝜌𝐮𝜙) − ∇ ⋅ (Γ
𝜙∇𝜙) − 𝑄𝜙]𝑑𝑉
 
𝑉𝑐
= ∑ [(𝜌𝐮𝜙)𝑓−(Γ
𝜙∇𝜙)
𝑓
] − 𝑄𝜙𝑉𝐶 ,
𝑛(𝑓)
𝑓
   
(3.43) 
jossa rajapintojen arvot saadaan lineaarisen interpolaation  
𝜙𝑓 = 𝜙𝐶 + (∇𝜙)𝐶 ⋅ (𝐱𝑓 − 𝐱𝐶),                                                                                           (3.44) 
avulla ja rajapinnan pintakeskiössä oleva gradientti oletetaan samaksi kuin kontrollitila-
vuuden keskipisteen gradientti, eli   
(∇𝜙)𝑓 = (∇𝜙)𝐶 .                                                                                                                     (3.45) 
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Hienoutena jäännöksessä (3.43) on se, että sillä saadaan esille myös diskretisointivirheet, 
jotka aiheutuvat laskentaverkon muotovirheistä, kuten esimerkiksi vinoumasta, koska 𝜙𝑓 
määritetään todellisessa pintakeskiössä 𝑓, eikä leikkauspisteessä 𝑓′. Myös diskretisointi-
virheiden kannalta kriittinen numeerinen diffuusio vaikuttaa jäännöksen suuruuteen, 
koska se lisää konvektiojäännöstä suoraan. Merkittävänä seikkana edellä muodostetussa 
jäännöksessä on se, ettei se periaatteessa rajoita numeerisessa ratkaisussa käytettäviä 
diskretisointimenetelmiä lainkaan, jos pidetään huoli siitä, että muuttujan 𝜙 variaatio va-
litaan asianmukaisesti diskretisointimenetelmien kertaluvun perusteella. Ei myöskään ole 
syytä olettaa, että menetelmän suorituskyky olisi suoranaisesti riippuvainen laskentaver-
kon koosta. Voidaan myös todistaa, että menetelmä suppenee asymptoottisesti kohti to-
dellista diskretisointivirhettä. Käyttökelpoisen virhe-estimaatin muodostaminen vaatii 
vielä jäännösten normalisoinnin, koska niiden yksikkö on [𝜙][𝐿]3/[𝑇]. (Jasak 1996, s. 
176–179) 
Jäännösvirhe (3.43) kannattaa normalisoida momenttivirhemenetelmän tavoin yksittäis-
ten kontrollitilavuuksien ominaisuuksien avulla. Jäännösvirheessä esiintyy konvektio-, 
diffuusio- ja lähdetermi, joten on etsittävä keino normalisoida näiden termien yhteisvai-
kutus. Diffuusiotermin tapauksessa on järkevintä muodostaa kontrollitilavuuskohtainen 
diffuusiovuon tilavuuskeskiarvo 
𝐹𝜙,𝐷 =
1
𝑉𝐶
∑ [
𝑆𝑓(Γ
𝜙)
𝑓
𝑑𝐶𝐹
] .
𝑛(𝑓)
𝑓
                                                                                                   (3.46) 
Vastaavasti samanlaista tilavuuskeskiarvoa voidaan hyödyntää myös konvektion tapauk-
sessa, kuitenkin sillä poikkeuksella, että huomioidaan vain kontrollitilavuudesta poispäin 
virtaavat vuot. Konvektiotermi otetaan täten huomioon keskimääräisenä konvektiovuona 
𝐹𝜙,𝐶 =
1
𝑉𝐶
∑max(?̇?𝑓 , 0),                                                                                                (3.47) 
𝑛(𝑓)
𝑓
 
mutta normalisointi ei ole vielä täysin valmis. Tarvitaan nimittäin keino normalisoida 
lähdetermien vaikutus, sillä ratkaistava yhtälö saattaa sisältää vuomaisia implisiittisiä läh-
determejä, jotka riippuvat 𝜙𝐶-arvoista, kuten esimerkiksi nopeuskentän divergenssi. Täl-
löin niiden vaikutus täytyy ottaa huomioon lisäämällä ne erilliseen 𝐹𝜙,𝑄-termiin. Sen si-
jaan eksplisiittisillä lähdetermeillä ei ole vaikutusta normalisointiin, koska nämä oletetaan 
tarkoiksi, eikä näillä ole edellä mainittua 𝜙𝐶  riippuvuutta. Ottamalla kaikki edellä esitetyt 
normalisointikertoimet huomioon, saadaan normalisointikerroin 
𝐹 
𝜙 = 𝐹𝜙,𝐷 + 𝐹𝜙,𝐶 + 𝐹𝜙,𝑄 ,                                                                                                   (3.48) 
jota voidaan soveltaa kontrollitilavuuskohtaiseen jäännökseen (3.43). Lopulta saadaan 
muodostettua lokaali jäännösvirhe-estimaatti  
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𝜂𝑟,𝐶(𝜙) =
?̅?𝑟,𝐶(𝜙)
𝑉𝐶𝐹 𝜙,𝐶
,                                                                                                                 (3.49) 
jonka yksikkö on sama kuin mielivaltaisen 𝜙-muuttujan. Vektorimuuttujan tapauksessa 
jäännösvirhe-estimaatti tuottaa vektorimuotoisen virhe-estimaatin, josta saadaan käte-
västi myös skalaarivirhe laskemalla kyseisen virhe-estimaatin normi. (Jasak 1996, s. 179–
181) Implisiittisen lähdetermin lisääminen normalisointikertoimeen (3.48) on varsin sel-
keä, jos tarkastellaan aiemmin luvussa 2.7 johdettua lähdetermin diskretisointia. Lähde-
termistä voidaan tunnistaa vuomainen 𝜙𝐶-muuttujasta riippuva termi ja toinen täysin eks-
plisiittisesti arvioitava termi.  
Jäännösmenetelmällä saadulla jäännöksellä voitaisiin periaatteessa johtaa elementtime-
netelmän kaltainen eksplisiittinen virhe-estimaatti (3.12), koska löydettiin keino saada 
esille kontrollitilavuuskohtainen jäännös (3.43). Tosiasiassa kyseisen virhe-estimaatin 
muodostaminen saatiin taidokkaasti kierrettyä, koska jäännös ottaa huomioon gradient-
tien hyppäykset ja toimii itsessään jo hyvänä virhe-estimaattina, kun se vielä normalisoi-
daan. Sen sijaan vaihtokaupassa menetettiin mahdollisuus approksimoida diskretisointi-
virheen globaalia energianormia, koska virhe-estimaatti (3.49) ei selkeästi ole virhe-esti-
maattia (3.12) vastaava. Ei ole selvää, voidaanko jäännösvirhe-estimaatit summata ja tä-
ten arvioida numeerisen ratkaisun virheen ylärajaa. Joka tapauksessa tämä riippuu vielä 
tuntemattomasta vakiosta, joten ongelma ei ole välttämättä vakava, koska kontrollitila-
vuusmenetelmään on johdettu myös luotettavan ylärajan antava implisiittinen virhe-esti-
maatti, jota käsitellään luvussa 3.5. Jäännösvirhe-estimaatti on ehdottomasti hyvin diskre-
tisointivirhettä havainnollistava, koska tämän yksikkö vastaa 𝜙-muuttujan yksikköä. 
Edellä mainituista syistä jäännösvirhe-estimaattia sovelletaan tässä työssä sellaisenaan.  
3.5 Tasapainotettujen jäännösten menetelmä 
Tarkastellaan aiemmin luvussa 3.1 esillä ollutta malliongelmaa (3.5) ottamalla huomioon 
mielivaltainen diffuusiokerroin 𝑎, jolloin saadaan ongelma  
−∇ ⋅ (𝑎∇𝑢) + 𝑐𝑢 = 𝑓,                                                                                                           (3.50) 
ja tälle asetetaan oleelliset ja luonnolliset reunaehdot  
{
𝑢 = 0,                      reunalla        Γ𝐷 ,
𝑎∇𝑢 ⋅ 𝐧𝑓 = ?̂?,         reunalla        Γ𝑁 ,
                                                                                  (3.51) 
jossa 𝐧𝑓 on pinnan normaalin suuntainen yksikkövektori. Malliongelmalle (3.50) tunne-
taan diskretisointivirheen globaali energianormi muodossa 
‖𝑒‖𝐸 = ∫ (𝑎∇𝑒 ⋅ ∇𝑒 + 𝑐𝑒
2)𝑑𝑉,
𝛺
                                                                                       (3.52) 
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jonka kontrollitilavuuskohtaista osuutta ‖𝑒‖𝐸,𝐶 yritetään tasapainotettujen jäännösten 
menetelmässä approksimoida jollakin implisiittisellä virhe-estimaatilla 𝜑𝐶 . Ratkaise-
malla jokaisessa kontrollitilavuudessa lokaali ongelma 
−∇ ⋅ ∇𝜉𝐶 = 𝑟𝐶                                                                                                                           (3.53) 
reunaehdoin 
{
𝜉𝐶 = 0,                      reunalla          𝜕𝑉𝐶 ∩ Γ𝐷 ,
∇𝜉𝐶 ⋅ 𝐧𝑓 = 𝑅𝐶 ,        reunalla          𝜕𝑉𝐶  \ Γ𝐷,
                                                                    (3.54) 
saadaan aikaan jokaista kontrollitilavuutta kohden, gradientista ∇𝜉𝐶 ja kertoimesta 𝑎 riip-
puva, implisiittinen virhe-estimaatti  
‖𝜑(∇𝜉)‖𝐸,𝐶
2 = ∫
1
𝑎
∇𝜉𝐶 ⋅ ∇𝜉𝐶𝑑𝑉
𝑉𝐶
.                                                                                     (3.55) 
Virhe-estimaatti (3.55) on vastine todelliselle energianormille ‖𝑒‖𝐸,𝐶. Mikäli kyseinen 
implisiittinen virhe-estimaatti tunnetaan jokaisessa kontrollitilavuudessa, voidaan lokaa-
lit virhe-estimaatit summata globaalisti, eli tällöin saadaan 
‖𝑒‖𝐸
2  ≤ ∑‖𝜑(∇𝜉)‖𝐸,𝐶
2 ,
𝑛(𝐶)
𝐶=1
                                                                                                     (3.56) 
joka antaa diskretisointivirheen energianormille luotettavan ylärajan. (Jasak 1996, s. 181–
183) Implisiittisen jälkikäteisvirhearvion muodostaminen on siis selkeästi työläämpää 
kuin aiemmin esitettyjen momenttivirhe- tai jäännösvirhe-estimaattien käyttö, koska es-
timaatti (3.55) vaatii vielä erillisen ongelman ratkaisemisen. Sen sijaan lisääntynyt työ-
määrä on hyvin perusteltavissa, sillä tarkka yläraja (3.56) ei enää riipu tuntemattomasta 
kertoimesta 𝐶0. Lokaalien ongelmien (3.53) reunaehdot kuitenkin vaativat vielä lisä-
huomiota, ennen kuin ongelma voidaan ratkaista, joten näihin keskitytään seuraavaksi.  
Reunaehdoissa esiintyvä vuojäännös 𝑅𝐶 vaatii käsittelyä, ennen kuin reunaehtoja (3.54) 
voidaan soveltaa lokaaliin ongelmaan (3.53). Sen sijaan jäännöksen 𝑟𝐶 tilavuusintegraali 
tunnetaan, koska tämä saadaan yhteydestä 
∫ 𝑟𝐶(𝑢)𝑑𝑉
𝑉𝐶
= −?̅?𝐶(𝑢),                                                                                                         (3.57) 
mikä vastaa luvussa 3.4 esitettyä jäännösmenetelmää. Määritetään reunaehdoissa (3.54) 
esiintyvä vuojäännös 𝑅𝐶 alkuperäisen ongelman reunaehdoista riippuen kahteen osaan  
𝑅𝐶 = {
𝑅𝐶 = ?̂? − 𝑎∇𝑢ℎ ⋅ 𝐧𝑓 ,                   reunalla         𝜕𝑉𝐶 ∩ Γ𝑁 ,
𝑅𝐶 = −𝛼𝐶⟦𝑎∇𝑢ℎ ⋅ 𝐧𝑓⟧,                reunalla         𝜕𝑉𝐶  \ Γ𝑁 ,   
                                (3.58) 
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missä ⟦∇𝑢ℎ ⋅ 𝐧𝑓⟧ kuvaa vuohyppäystä kontrollitilavuuksien välisillä rajapinnoilla. Ky-
seisille rajapinnoille ei ole määrätty luonnollisia reunaehtoja alkuperäisessä ongelmassa, 
ja 𝛼𝐶 on jokin tuntematon kerroin. Rajapinnoilla tapahtuva vuohyppäys saadaan määri-
tettyä gradienttien avulla yhteydestä  
⟦𝑎∇𝑢ℎ ⋅ 𝐧𝑓⟧ = [𝑎(∇𝑢ℎ)𝑓 ⋅ 𝐧𝑓]𝐶 − [𝑎
(∇𝑢ℎ)𝑓 ⋅ 𝐧𝑓]𝐹.                                                      (3.59) 
Gradienttihyppäysten lisäksi numeerisessa ratkaisussa saattaa kuitenkin esiintyä myös 
muuttujan 𝑢 hyppäyksiä, eli  
⟦𝑢⟧ = [(𝑢ℎ)𝑓]𝐶 − [
(𝑢ℎ)𝑓]𝐹.                                                                                                (3.60) 
Ennen kontrollitilavuuksien välisissä vuojäännöksissä esiintyvän 𝛼𝐶-kertoimen tarkem-
paa määrittelyä, tarvitaan vielä keino interpoloida vuo 𝑎∇𝑢ℎ ⋅ 𝐧𝑓 kontrollitilavuuden si-
sällä. Kyseinen vuo voidaan interpoloida yhteydestä 
〈𝑎∇𝑢ℎ ⋅ 𝐧𝑓〉𝛼 = 𝛼𝐶𝑎[(∇𝑢ℎ)𝑓]𝐶 ⋅ 𝐧𝑓 +
(1 − 𝛼𝐶)𝑎[(∇𝑢ℎ)𝑓]𝐹 ⋅ 𝐧𝑓                                 (3.61)  
ja samalla tavalla voidaan myös interpoloida muuttuja 𝑢  
〈𝑢ℎ〉𝛼 = 𝛼𝐶[(𝑢ℎ)𝑓]𝐶 +
(1 − 𝛼𝐶)[(𝑢ℎ)𝑓]𝐹.                                                                       (3.62) 
Tuntemattomien 𝛼𝐶-kertoimien määrittäminen monimutkaistaa implisiittisen virhe-esti-
maatin muodostamista siten, että yhteyksissä (3.61) ja (3.62) esiintyvät kertoimet täytyvät 
olla samat kuin vuojäännöksissä (3.58). Tasapainotettujen jäännösten menetelmässä 
ideana on määrittää 𝛼𝐶-kerroin sillä tavalla, että tämän avulla muodostetuilla reunaeh-
doilla saadaan merkityksellinen ratkaisu yhtälöstä (3.53). (Jasak 1996, s. 183–184) 
Koska 𝛼𝐶-kerroin vaikuttaa suoraan lokaalin ongelman reunaehtoihin, tulee kertoimien 
avulla määritettyjen vuojäännöksien olla tasapainossa, eli jokaisessa kontrollitilavuu-
dessa tulee toteutua ehto 
∫ 𝑟𝐶  𝑑𝑉
𝑉𝐶
+∮ 𝑅𝐶  𝑑𝐴
𝜕𝑉𝐶
= 0,                                                                                                 (3.63) 
joka varmistaa sen, että ongelmalle (3.53) saadaan ratkaisu. Tase-ehdon (3.63) varmista-
minen hankaloittaa menetelmän käyttöä entuudestaan. Osoittautuu, että jakamalla tase-
ehto malliongelman oleellisten ja luonnollisten reunaehtojen avulla pienempiin palasiin, 
ja hyödyntämällä vuojäännöksiä (3.58), saadaan  
∫ [𝑓 − 𝑐(𝑢ℎ)𝐶]  𝑑𝑉
𝑉𝐶
+∮ ?̂? 𝑑𝐴
𝜕𝑉𝐶 ∩ Γ𝑁
+∮ 〈𝑎∇𝑢ℎ ⋅ 𝐧𝑓〉(1−𝛼) 𝑑𝐴
𝜕𝑉𝐶\ Γ𝑁\ Γ𝐷
= 0,     (3.64) 
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jossa esiintyvä interpoloitu vuo 〈𝑎∇𝑢ℎ ⋅ 𝐧𝑓〉(1−𝛼) on jo yhteydestä (3.61) tuttu. Hankaluu-
tena on se, miten vuon interpolointi tapahtuu, jotta ehto (3.64) täyttyy ja samalla myös 
alkuperäinen ongelma (3.50) toteutuu. Tase-ehtoa voidaan helpoiten hyödyntää, kun lau-
sutaan gradienttihyppäyksiä sisältävät vuojäännökset sellaisessa muodossa, että niissä 
esiintyy tämä kyseinen vuo 〈𝑎∇𝑢ℎ ⋅ 𝐧𝑓〉(1−𝛼). Muokkaamalla kontrollitilavuuksien raja-
pintojen välillä olevaa vuojäännöstä muotoon 
−𝛼𝐶⟦𝑎∇𝑢ℎ ⋅ 𝐧𝑓⟧ = −𝛼𝐶[𝑎(∇𝑢ℎ)𝐶 ⋅ 𝐧𝑓 − 𝑎(∇𝑢ℎ)𝐹 ⋅ 𝐧𝑓] 
= (1 − 𝛼𝐶)𝑎(∇𝑢ℎ)𝐶 ⋅ 𝐧𝑓 + 𝛼𝐶𝑎(∇𝑢ℎ)𝐹 ⋅ 𝐧𝑓 − 𝑎(∇𝑢ℎ)𝐶 ⋅ 𝐧𝑓                   
= 〈𝑎∇𝑢ℎ ⋅ 𝐧𝑓〉(1−𝛼) − 𝑎(∇𝑢ℎ)𝐶 ⋅ 𝐧𝑓 ,                                                 (3.65) 
saadaan siihen aikaiseksi haluttu suure 〈𝑎∇𝑢ℎ ⋅ 𝐧𝑓〉(1−𝛼). Kyseinen interpoloitu vuo on 
kuitenkin luonnostaan saatavilla kontrollitilavuusmenetelmän tuloksista. Osoittautuu, 
että 𝛼𝐶-kertoimia ei tosiasiassa tarvitse määrittää, koska tunnetaan yhteys 
〈𝑎∇𝑢ℎ ⋅ 𝐧𝑓〉(1−𝛼) = 𝑎
(𝑢ℎ)𝐹 − (𝑢ℎ)𝐶
𝑑𝐶𝐹
.                                                                               (3.66) 
Kyseiseen interpoloituun suureeseen voidaan lisätä myös epäortogonaalisuuden aiheut-
tama lisäkorjaus, jos laskentaverkossa esiintyy epäortogonaalisuutta. (Jasak 1996, s. 184–
187) Edellä saatiin varmistettua, että lokaali ongelma voidaan ratkaista jokaisessa kont-
rollitilavuudessa, mistä ei ole takeita, jos tase-ehtoa ei täytetä.  
Lokaaleille ongelmille saadaan täten tase-ehdon täyttävät reunaehdot 
𝑅𝐶 = {
𝑅𝐶 = ?̂? − 𝑎∇𝑢ℎ ⋅ 𝐧𝑓 ,                                              reunalla        𝜕𝑉𝐶 ∩ Γ𝑁
𝑅𝐶 = −𝑎
(𝑢ℎ)𝐹 − (𝑢ℎ)𝐶
𝑑𝐶𝐹
+ 𝑎(∇𝑢ℎ)𝐶 ⋅ 𝐧𝑓 .          reunalla        𝜕𝑉𝐶  \ Γ𝑁    
       (3.67) 
Menetelmä voidaan yleistää myös mielivaltaisen skalaarimuuttujan säilymisyhtälölle, 
kun otetaan huomioon myös konvektiotermi. Tällöin reunaehdoissa täytyy esiintyä myös 
muuttujan 𝑢 hyppäykset, mutta periaate on sama kuin malliongelman tapauksessa ja lop-
putuloksena saadaan estimaatin (3.55) kaltainen implisiittinen virhe-estimaatti jokaiselle 
kontrollitilavuudelle. (Jasak 1996, s. 186–189) Skalaarimuuttujalle yleistystä ei kuiten-
kaan esitetä, vaan siirrytään suoraan Navierin–Stokesin yhtälöiden implisiittiseen virhe-
estimaattiin, joka ei loppujen lopuksi eroa kovinkaan paljoa malliongelman tapauksesta.  
Navierin–Stokesin yhtälöiden tapauksessa numeerisen ratkaisun diskretisointivirhe riip-
puu nopeusvektorin diskretisointivirheestä  
𝐞𝑢 = 𝐮 − 𝐮ℎ                                                                                                                            (3.68) 
ja myös paineen diskretisointivirheestä 
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𝐸 = 𝑝 − 𝑝ℎ,                                                                                                                              (3.69) 
koska Navierin–Stokesin yhtälöt ovat kytkeytyneitä toisiinsa painegradientin kautta. Pai-
neen diskretisoinnissa tapahtuneet virheet lisäävät koko numeerisen ratkaisun virhettä ai-
heuttamalla nopeuskenttään divergenssiä. Tästä syystä energianormin sijaan muodoste-
taan tätä vastaava normi 
‖(𝐞𝑢, 𝐸)‖∗
2
= ∫ 𝜈(∇𝐞𝑢 ∶ ∇𝐞𝑢)𝑑𝑉
𝛺
+∫ 𝐸2𝑑𝑉
𝛺
,                                                           (3.70) 
mitä approksimoidaan implisiittisellä virhe-estimaatilla 𝜑𝐶. (Jasak 1996, s. 189–192)  
Tasapainotettujen jäännösten menetelmän soveltaminen Navierin–Stokesin yhtälöihin 
vaatii monimutkaisempien reunaehtojen asettamisen lokaalille ongelmalle. Navierin–Sto-
kesin yhtälöiden virhe-estimaatti saadaan, kun ratkaistaan vektorimuotoinen lokaali on-
gelma 
−∇ ⋅ ∇𝛏𝐶 = 𝐫𝐶                                                                                                                           (3.71) 
reunaehdoin 
{
∇𝛏𝐶 ⋅ 𝐧𝑓 = (𝐑𝑣)𝐶 , 𝛏𝐶 = 0,        reunalla        𝜕𝑉𝐶 ∩ 𝛤𝐷 ,
∇𝛏𝐶 ⋅ 𝐧𝑓 = 𝐑𝐶 ,                                    reunalla        𝜕𝑉𝐶  \ 𝛤𝐷,
                                        (3.72) 
missä esiintyvä jäännösvektori 𝐫𝐶 saadaan tutulla tavalla yhteydestä 
𝐫𝐶 = ∫ [𝐟 − ∇𝑝ℎ − ∇ ⋅ (𝜌𝐮ℎ𝐮ℎ) + ∇ ⋅ (ν∇𝐮ℎ)] 𝑑𝑉
𝑉𝐶
,                                                    (3.73) 
jossa 𝐟 sisältää Navierin–Stokesin yhtälöiden lähdetermit. Tase-ehdon täyttävien 
vuojäännösten avulla saadaan kontrollitilavuuksien välisille rajapinnoille asetettua reuna-
ehdot 
𝐑𝐶 = ?̇?𝑓[−〈𝐮ℎ〉(1−𝛼) + (𝐮ℎ)𝑓] − 𝑆𝑓[−〈𝜈∇𝐮ℎ ⋅ 𝐧𝑓〉(1−𝛼) + 𝜈(∇𝐮ℎ)𝑓 ⋅ 𝐧𝑓]              (3.74) 
ja pinnoille, joille on asetettu nopeudelle nollagradientti reunaehto Navierin–Stokesin yh-
tälöissä, käytetään yksinkertaistettua muotoa 
𝐑𝐶 = ?̇?𝑓[−〈𝐮ℎ〉(1−𝛼) + (𝐮ℎ)𝑓] − 𝑆𝑓𝜈(∇𝐮ℎ)𝑓 ⋅ 𝐧𝑓 .                                                        (3.75) 
Vastaavasti pinnoille, joille on asetettu Navierin–Stokesin yhtälöissä oleelliset reunaeh-
dot, saadaan edelleen yksinkertaisempi reunaehto  
(𝐑𝑣)𝐶 = ?̇?𝑓[−〈𝐮ℎ〉(1−𝛼) + (𝐮ℎ)𝑓],                                                                                   (3.76) 
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joka ei luonnostaan riipu gradienttien suuruudesta, koska luonnollisia reunaehtoja ei ole 
annettu näille alueille, eikä siten niissä esiinny hyppäyksiä. Kaikissa reunaehdoissa inter-
poloitu arvo 〈𝐮ℎ〉(1−𝛼) määritetään samalla tavalla kuin konvektiotermin diskretisoin-
nissa. (Jasak 1996, s. 191–192) 
Ratkaisemalla jokaisessa kontrollitilavuudessa yhtälö (3.71) saadaan lokaali implisiitti-
nen virhe-estimaatti 
‖𝜑(∇𝛏, ∇ ⋅ 𝐮ℎ)‖𝐶
2
= ∫
1
𝜈
∇𝛏𝐶: ∇𝛏𝐶  𝑑𝑉
𝑉𝐶
+∫ [∇ ⋅ (𝐮ℎ)𝐶]
2
 𝑑𝑉
𝑉𝐶
                                 (3.77) 
ja tämän avulla globaaliksi virhearvioksi saadaan  
‖(𝐞𝑢, 𝐸)‖∗
2
≤ ∑‖𝜑(∇𝛏, ∇ ⋅ 𝐮ℎ)‖𝐶
2
,
𝑛(𝐶)
𝐶=1
                                                                              (3.78) 
joka kuvaa Navierin–Stokesin yhtälöiden diskretisointivirheen energianormin ylärajaa 
luotettavasti. (Jasak 1996, s. 192)  
Tarkempi johto tasapainotettujen jäännösten menetelmän soveltamisesta yksinkertaiseen 
malliongelmaan löytyy lähteestä (Ainsworth & Oden 1993) ja Navierin–Stokesin yhtä-
löille lähteestä (Oden et al. 1994). Menetelmää ei johdettu kyseisistä lähteistä siitä syystä, 
että kontrollitilavuusmenetelmän sovellus oli jo saatavilla.  
Tarkastellaan vielä yksinkertaiselle malliyhtälölle johdettua lokaalia ongelmaa (3.53) ja 
sille asetettuja oleellisia ja luonnollisia reunaehtoja (3.54). Jasakin (1996, s. 192–193) 
mukaan ongelma on hyvin aseteltu ja suoraan lokaalisti ratkaistavissa, jos kontrollitila-
vuuden pinnalle on asetettu ainakin yksi oleellinen reunaehto, mutta määrittelemätön, jos 
pinnoille on asetettu vain luonnollisia reunaehtoja. Seuraavaksi esitetään, miten lokaali 
ongelma voidaan ratkaista edellä mainitun havainnon avulla ilman globaalin yhtälöryh-
män muodostamista. 
Implisiittisessä virhe-estimaatissa (3.55) esiintyvä ∇𝜉𝐶-gradientti voidaan ratkaista jokai-
sessa kontrollitilavuudessa, jos oletetaan, että 𝜉 muuttuu lineaarisesti jokaisen kontrolli-
tilavuuden sisällä. Muuttujan todellista arvoa ei välttämättä tarvita, vaan virhe-estimaat-
tiin muodostamiseen riittää tämän gradientti. Lineaarisen variaation nojalla kontrollitila-
vuuksien rajapinnoilla pätee 
𝜉𝑓 = 𝜉𝐶 + (∇𝜉)𝐶 ⋅ (𝐱𝑓 − 𝐱𝐶)                                                                                               (3.79) 
ja tämän avulla voidaan koota kontrollitilavuuden keskipisteessä gradientti ∇𝜉𝐶 Greenin–
Gaussin lauseen mukaisesti, eli yhteydestä 
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∇𝜉𝐶 =
1
𝑉𝑐
∑𝜉𝑓𝐒𝑓.                                                                                                               
𝑛(𝑓)
𝑓
  (3.80) 
Tehdään myös toinen oletus, että keskimääräinen gradientti on vakio koko kontrollitila-
vuudessa, eli yhteys ∇𝜉𝐶  = ∇𝜉𝑓 pätee.  Edellä mainitun oletuksen sekä yhtälöiden (3.79) 
ja (3.80) avulla saadaan gradientti ∇𝜉𝐶 nyt yhteydestä 
∇𝜉𝐶 =
1
𝑉𝑐
∑[(∇𝜉)𝑓 ⋅ (𝐱𝑓 − 𝐱𝐶)]𝐒𝑓 ,
𝑛(𝑓)
𝑓
                                                                                 (3.81) 
jossa 𝜉𝐶-termin vaikutus jätettiin huomioimatta. Jos jätetään myös laskentaverkon epäor-
togonaalisuus huomioimatta, voidaan kontrollitilavuuden pinnoille asetettuja reunaehtoja 
(𝑅𝐶)𝑓 = (∇𝜉)𝑓 ⋅ 𝐧𝑓 soveltaa gradienttiin (3.81) yhteyden 
(∇𝜉)𝑓 ⋅ (𝐱𝑓 − 𝐱𝐶) = ‖𝐱𝑓 − 𝐱𝐶‖(∇𝜉)𝑓 ⋅ 𝐧𝑓 = 𝑑𝐶𝑓(∇𝜉)𝑓 ⋅ 𝐧𝑓                                       (3.82) 
avulla. Gradientti saadaan ratkaistua edellä mainittujen reunaehtojen ansiosta yhteydestä 
∇𝜉𝐶 =
1
𝑉𝑐
∑𝑑𝐶𝑓(∇𝜉𝑓 ⋅ 𝐧𝑓)𝐒𝑓
𝑛(𝑓)
𝑓
=
1
𝑉𝑐
∑𝑑𝐶𝑓(𝑅𝐶)𝑓𝐒𝑓 ,
𝑛(𝑓)
𝑓
                                                   (3.83) 
mikäli kaikki vuojäännökset (𝑅𝐶)𝑓 ovat tunnettuja. Tulos (3.83) pätee vain siinä tapauk-
sessa, jos kontrollitilavuudessa ratkaistavalle lokaalille ongelmalle on asetettu pelkästään 
luonnollisia reunaehtoja. (Jasak 1996, s. 193–194) 
Kaikki kontrollitilavuuden pinnat eivät kuitenkaan ole aina kahden kontrollitilavuuden 
välisiä rajapintoja, vaan osa pinnoista saattaa olla oleellisia reunaehtoja sisältäviä reuna-
pintoja. Tällöin gradientin ∇𝜉𝐶 laskentaa joudutaan hieman monimutkaistamaan. Lokaali 
ongelma (3.53) voidaan diskretisoida kontrollitilavuusmenetelmällä muotoon 
−∑(∇𝜉𝐶 ⋅ 𝐒)𝑓
𝑛(𝑓)
𝑓
= 𝑟𝐶𝑉𝐶 ,                                                                                                       (3.84) 
jossa esiintyvä summatermi voidaan jakaa kahtia reunaehtojen perusteella, eli 
∑(∇𝜉𝐶 ⋅ 𝐒)𝑓
𝑛(𝑓)
𝑓
= ∑(∇𝜉𝐶 ⋅ 𝐒)𝑔
𝑛(𝑔)
𝑔
+∑(∇𝜉𝐶 ⋅ 𝐒)𝑣
𝑛(𝑣)
𝑣
,                                                          (3.85) 
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jossa alaindeksi 𝑔 viittaa luonnollisia reunaehtoja käyttäviin pintoihin. Vastaavasti 𝑣 viit-
taa pintoihin, joille on määrätty oleellinen reunaehto. Yhtälössä (3.85) olevat muuttujat 
tiedetään, sillä tunnetaan yhteys 
(∇𝜉𝐶)𝑔 ⋅ 𝐒𝑔 = 𝑆𝑔(∇𝜉𝐶)𝑔 ⋅ 𝐧𝑔 = 𝑆𝑔(𝑅𝐶)𝑔                                                                          (3.86) 
kontrollitilavuudelle asetettujen luonnollisten reunaehtojen vuoksi ja vastaavasti oleellis-
ten reunaehtojen avulla voidaan muodostaa yhteys 
(∇𝜉𝐶)𝑣 ⋅ 𝐒𝑣 = 𝑆𝑣(∇𝜉𝐶)𝑣 ⋅ 𝐧𝑣 = 𝑆𝑣
𝜉𝑣 − 𝜉𝐶
𝑑𝐶𝑣
.                                                                      (3.87) 
Soveltamalla vielä lokaalin ongelman oleellista reunaehtoa 𝜉𝑣 = 0, saadaan yhtälöiden 
(3.84–3.87) nojalla 𝜉-muuttujan arvoksi määritettyä kontrollitilavuuden keskipisteessä 
𝜉𝐶 =
∫ 𝑟𝐶𝑑𝑉 + ∑ (𝑅𝐶)𝑔𝑆𝑔
𝑛(𝑔)
𝑔𝑉𝐶
∑
𝑆𝑣
𝑑𝐶𝑣
𝑛(𝑣)
𝑣
.                                                                                         (3.88) 
Tuloksen (3.88) avulla voidaan vaihtaa oleelliset reunaehdot helpommin käytettäviksi 
luonnollisiksi reunaehdoiksi yhteydestä 
(∇𝜉𝐶)𝑣 ⋅ 𝐧𝑣 =
−𝜉𝐶
𝑑𝐶𝑣
.                                                                                                                (3.89) 
Näin kannattaa tehdä, koska sijoittamalla nämä muiden luonnollisten reunaehtojen kanssa 
yhtälöön (3.83), voidaan määrittää helposti ∇𝜉𝐶-gradientti myös niille kontrollitilavuuk-
sille, joissa yhdelle tai useammalle pinnalle on asetettu oleellinen reunaehto. Tulos (3.83) 
voidaan yleistää myös vektorimuotoiselle lokaalille ongelmalle. (Jasak 1996, s. 194–195) 
Vaikka implisiittisen virhe-estimaatin muodostamisen teoria on huomattavan monimut-
kainen, saatiin käyttökelpoinen estimaatti, koska lokaalien ongelmien ratkaisu merkittä-
västi yksinkertaistuu. Hankaluus tasapainotettujen jäännösten menetelmässä kohdistuu 
enimmäkseen tarvittavien jäännösten muodostamiseen, mutta jäännösten muodostamisen 
jälkeen gradientin ∇𝜉𝐶 ratkaiseminen ei ole enää vaikea tehtävä.  
Tasapainotettujen jäännösten menetelmän implisiittinen virhe-estimaatti on alun perin 
johdettu perinteisille Navierin–Stokesin yhtälöille. Jos oletetaan kaikki lähdetermit ek-
sakteiksi painegradientti pois lukien, voidaan menetelmä yleistää hyvin myös aiemmin 
esillä olleille RANS-yhtälöille. Tällöin lähdetermiin 𝐟 sisällytetään esimerkiksi Reynold-
sin jännitystensorin sisältämä termi. Myös momenttimenetelmän ja jäännösmenetelmän 
tapauksessa näiden yleistys RANS-yhtälöille tapahtuu lähdetermien muokkaamisella. 
Momenttimenetelmään ja jäännösmenetelmään palataan tarkemmin neljännessä luvussa, 
jossa näitä sovelletaan.    
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4. ADAPTIIVISEN KONTROLLITILAVUUSMENE-
TELMÄN OPENFOAM-TOTEUTUS  
4.1 OpenFOAM-alustan valmiiden ominaisuuksien selvitys 
Edellisissä luvuissa tarkasteltiin erilaisia diskretisointi- ja virhearviomenetelmiä sekä esi-
tettiin myös työssä ratkaistavat yhtälöt. Seuraavaksi siirrytään soveltamaan teoriasta opit-
tuja asioita ja algoritmien toimivuutta testataan käytännössä. Tätä varten OpenFOAM-
toteutukseen on järkevintä valita ominaisuuksiltaan mahdollisimman valmis ratkaisija, 
johon voidaan toteuttaa helposti tarpeelliset adaptiivisuuteen ja virhearvioihin liittyvät 
lisäominaisuudet, joiden toimivuutta työssä halutaan tutkia. OpenFOAM v5.0 -ohjelmis-
ton käyttäjän käsikirjan (Greenshields 2017, s. 91–92) mukaan ohjelmistossa on suoraan 
saatavilla PIMPLE-algoritmiin pohjautuva pimpleDyMFoam-ratkaisija, jonka avulla on 
mahdollista ratkaista turbulenttisia ja kokoonpuristumattomia virtauksia sekä muuttaa 
laskentaverkkoa sisäänrakennetuilla dynaamisilla ominaisuuksilla.  Tätä ratkaisijaa kan-
nattaa lähteä jatkojalostamaan, jotta työmäärä pysyy kohtuullisena.  
PimpleDyMFoam-ratkaisijan käyttäminen adaptiivisen kontrollitilavuusmenetelmän to-
teuttamiseen ei ole sinällään erityisen uusi idea.  Vastaavanlaista on kokeiltu esimerkiksi 
siipiprofiilien adaptiivisessa laskennassa, jossa adaptiivisuutta on ajettu turbulenssisuu-
reisiin pohjautuvalla virheindikaattorilla, ja vaikka ratkaisija on alun perin kehitetty enim-
mäkseen liikkuville eli dynaamisille laskentaverkoille, myös adaptiivisuus on mahdollista 
toteuttaa. (Lindblad 2014, s. 3–60). Vastaavanlainen pimpleDyMFoam-pohjainen ja 2D-
simulaatioihin sopiva alkeellinen adaptiivinen ratkaisija löytyy esimerkiksi lähteestä 
(Holzmann 2017). Ongelmana virallisessa ja OpenFOAM-yhteisön tuottamissa ratkaisi-
joissa on se, että näissä kaikissa adaptiivisuutta ajavat mielivaltaiset virtauskentän suu-
reet, eikä näitä siten voida pitää todellisina adaptiivisina ratkaisijoina. Adaptiivisuuden 
topologia-aspekti on jo selkeästi saatu kehitettyä hyvälle tasolle ja muutamaan otteeseen 
todettu toimivaksi, mutta virhearvioita tuottavat lisäominaisuudet on kuitenkin toteutet-
tava alusta lähtien tai tuotava ne OpenFOAM:iin jostakin muusta sopivasta lähteestä.  
Virhearvioiden toteuttamista helpottaa merkittävästi OpenFOAM:iin ajoittain julkaistava 
foam-extend -työkalupakki. Esimerkiksi foam-extendin version 4.0 käyttäjän käsikirjaan 
(2009, s. 93–94) on listattu muutamia käyttökelpoisia laminaaristen virtausten jälkikäsit-
telyyn sopivia virhearviotyökaluja, joilla voidaan luoda momenttimenetelmään ja jään-
nösmenetelmään pohjautuvia virhearvioita. Nämä eivät sellaisenaan sovi turbulenttisille 
virtaustapauksille, koska virhearvioissa on otettava huomioon myös turbulenssin aiheut-
tamat lisätermit. Toisaalta pelkkä tulosten jälkikäsittely ei riitä, vaan työkalut on muutet-
tava sellaiseen muotoon, että näiden käyttäminen onnistuu myös simulaation aikana.  
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Tavoitteena on siis toteuttaa kuvan 4.1 kaltainen vuokaaviona esitetty sovellus, joka hyö-
dyntää PIMPLE-algoritmia ja laskennan päätteeksi suorittaa virhearvion sekä tämän pe-
rusteella määrittää, missä laskentaverkkoa kannattaa tihentää tai harventaa. Ajatuksena 
on ratkaista SIMPLE-algoritmilla aina stationääritila ja sen jälkeen marssittaa aikaa aina 
yhden aika-askeleen verran eteenpäin. Varsinaisesti aikahistoriaa ei ole tarkoitus rat-
kaista, vaan aika-askeleena käytetään pseudoaikaa. Myöskään PISO-algoritmin mukaisia 
useampia nopeuskorjauksia ei suoriteta, vaan kuvassa 4.1 näkyvä paineyhtälön ratkaise-
minen ja nopeuskentän korjaaminen suoritetaan vain kertaalleen. 
 
Kuva 4.1 Adaptiivinen PIMPLE-algoritmi 
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PimpleDyMFoam-ratkaisijassa violetilla reunustetut vaiheet ovat täysin käyttäjän vas-
tuulla. Käyttäjän generoimaan laskentaverkkoon ja laskettavien suureiden alkuarvauk-
seen ei ole tarkoitus tehdä sen kummempaa automatisointia, koska nämä ovat aina tilan-
teesta riippuvia. Keskitytään siis seuraavaksi sinisellä laatikoitujen osuuksien toteuttami-
seen ja myöhemmin luvussa 4.2 itse virhearviokohdan kehittämiseen. 
OpenFOAM:issa dynaaminen laskentaverkko voidaan luoda usealla eri tavalla. Dyna-
micFvMesh-kirjastoa voidaan hyödyntää ratkaisijoissa muun muassa mahdollistamaan 
jäykän kappaleen liike solidBodyMotionFvMesh-luokalla. Laskentaverkon muotoa voi-
daan myös manipuloida tai lisätä siihen liikettä esimerkiksi dynamicInkJetFvMesh- ja 
motionSolverFvMesh-luokilla. Laskentaverkon koon muuttamiseen on kuitenkin tehty 
erillinen dynamicRefineFvMesh-luokka, joka kykenee tihentämään ja harventamaan las-
kentaverkkoa käyttäjän asettamien raja-arvojen perusteella. Tämän lisäksi kyseinen 
luokka mahdollistaa edellisen laskentaverkon tuloksien interpoloinnin uudelle laskenta-
verkolle. Luokka sisältää myös muita hyödyllisiä ominaisuuksia, kuten montako kertaa 
yksittäistä kontrollitilavuutta voidaan pilkkoa pienemmäksi ja halutaanko liiallisia hyp-
päyksiä laskentaverkon koossa kontrollitilavuuksien välillä rajoittaa. Luokan ominaisuu-
det voidaan ottaa käyttöön erillisellä dynamicMeshDict-sanakirjalla. (Eltard-Larsen 2016, 
s. 1–10) Edellä mainitun dynamicRefineFvMesh-luokan käyttöä on havainnollistettu oh-
jelmassa 4.1, jonka avulla on mahdollista toteuttaa tarvitut adaptiivisuuteen liittyvät omi-
naisuudet. Käyttäjälle jää tehtäväksi vain asettaa virhearvion perusteella lowerRefineLe-
vel- ja upperRefineLevel-kynnysarvot, joiden sisällä kontrollitilavuudet pilkotaan pie-
nemmiksi ja vastaavasti jokin unrefineLevel-alaraja, jonka perusteella laskentaverkkoa 
harvennetaan kriteerin täyttävissä kohdissa.   
dynamicFvMesh   dynamicRefineFvMesh; // Dynaamisen luokan valinta 
 
dynamicRefineFvMeshCoeffs 
{  
refineInterval  1;   // Miten usein adaptiivisuutta käytetään 
field    momErrorU; // Adaptiivisuudessa käytettävä suure 
    lowerRefineLevel  1.295; // Alempi hienontamisen raja-arvo 
    upperRefineLevel  99999; // Ylempi hienontamisen raja-arvo 
    unrefineLevel  0.432;  // Karkeammaksi muuttamisen raja-arvo   
    nBufferLayers    5;   // Rajapintasolujen asettaminen 
    maxRefinement    2;   // Maks. hienontamistasojen lukumäärä 
    maxCells   15000000; // Laskentaverkon maksimikoko 
    correctFluxes    // Interpoloitavat suureet 
    ( 
        (phi U)    // Nopeuskentän interpolointi 
    ); 
    dumpLevel       true;  // Tallentaa laskentaverkon hienontamistason 
} 
Ohjelma 4.1 dynamicRefineFvMesh-luokan säätöparametrit 
Tarkempi katsaus OpenFOAM:in dynamicRefineFvMesh-luokan lähdekoodiin (2019) 
paljastaa, että laskentaverkon muokkaaminen voidaan suorittaa vain käyttämällä skalaa-
risuureita, eli toisin sanoen vektorisuureiden käyttö ei ole mahdollista. Sisäänrakennettu 
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ominaisuus sallii vain heksaedrin muotoisten kontrollitilavuuksien leikkaamiseen kah-
deksaan pienempään osaan. Laskentaverkon anisotrooppinen leikkaaminen on periaat-
teessa mahdollista toteuttaa OpenFOAM:iin, mutta valmiita testattuja kirjastoja ei ole 
saatavilla, joten työssä hyödynnetään vain isotrooppista leikkaamista. Tarkempaa tietoa 
toimivan anistrooppisen kirjaston toteuttamisesta on lähteessä (Karlsson 2012).  
Toteutettavaan ohjelmaan jää siis jäljelle vain virhearviokohdan täyttäminen. PIMPLE-
algoritmi osaa hoitaa kuvan 4.1 mustalla reunalla olevat perustoimenpiteet, ja dynamicRe-
fineFvMesh-luokka suorittaa sinisellä laatikoidut vaiheet. Keskitytään seuraavaksi siihen, 
miten virhearviot voidaan lisätä valmiina olevaan pimpleDyMFoam-ratkaisijaan. 
4.2 Lisäominaisuuksien ohjelmointi  
Työssä ratkaistavien RANS-yhtälöiden (2.21) virhe-estimaatit voidaan toteuttaa ohjel-
moimalla virhearvioiden sisältämät termit yksi kerrallaan, mutta konvektiotermin tapauk-
sessa täytyy kuitenkin ottaa huomioon eräs virtauslaskennassa käytetty stabilointikeino. 
OpenFOAM:in käyttäjän käsikirjan (Greenshields 2017, s. 122) mukaan virtauskentän 
stationääritilaa ratkaistaessa yleensä diskretisoidaan materiaalisen aikaderivaatan molem-
mat osuudet, eli yleisemmin 
𝐷𝜙
𝐷𝑡
=
𝜕𝜙
𝜕𝑡
+ 𝐮 ⋅ ∇𝜙 =
𝜕𝜙
𝜕𝑡
+ ∇ ⋅ (𝐮𝜙) − (∇ ⋅ 𝐮)𝜙,                                                            (4.1) 
koska tämän avulla ratkaisu saadaan suppenemaan nopeammin ja termin vaikutus ideaa-
litapauksissa häviää kokonaan, jos nopeuskenttä on täysin divergenssitön. Lisätermin an-
siosta RANS-yhtälöiden (2.21) todellinen ratkaistava vektorimuotoinen yhtälö on   
𝜕𝐮
𝜕𝑡
+ ∇ ⋅ (𝐮𝐮) − (∇ ⋅ 𝐮) ⋅ 𝐮 = −∇𝑝 + ∇ ⋅ (𝜈∇𝐮) + ∇ ⋅ 𝝉,                                                (4.2) 
jonka sisältämän uuden termin vaikutus on otettava virhearvioissa huomioon. Itseasiassa 
uusi termi on implisiittinen lähdetermi, koska tämän suuruus riippuu myös vektorista 𝐮. 
Loput lähdetermeistä, eli painegradientti ja Reynoldsin jännitystensorin divergenssi ovat 
molemmat eksplisiittisiä. Momenttijäännös (3.36) voidaan laajentaa vektorimuotoiseksi 
ja lopputuloksena saadaan RANS-yhtälöiden momenttijäännökseksi 
?̅?𝑚,𝐶(𝑚
𝐮) = ∫ [∇ ⋅ (𝐮𝑚𝐮) − ∇ ⋅ (𝜈∇𝑚𝐮) − (−∇𝑝) ⋅ 𝐮 − (∇ ⋅ 𝜏) ⋅ 𝐮 − 2(∇ ⋅ 𝐮)𝑚𝐮  
𝑉𝑐
+ 𝜈(∇𝐮 ∶ ∇𝐮)]𝑑𝑉,                                                                                         (4.3) 
sekä vastaavalla tavalla saadaan muodostettua RANS-yhtälöiden jäännösvirheeksi 
?̅?𝑟,𝐶(𝐮) = ∫ [∇ ⋅ (𝐮𝐮) − ∇ ⋅ (𝜈∇𝐮) − (−∇𝑝) − (∇ ⋅ 𝜏) − (∇ ⋅ 𝐮) ⋅ 𝐮 ]𝑑𝑉
𝑉𝑐
,                (4.4) 
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jotka voidaan normalisoida lukujen 3.3 ja 3.4 mukaisesti ja tämän jälkeen ohjelmoida 
pimpleDyMFoam-ratkaisimeen. Momenttivirhe-estimaatin formuloinnissa implisiittisen 
lähdetermin kohdalla on hyödynnetty riippuvuutta 𝑚𝒖 = 1/2‖𝐮‖2, joka aiheuttaa kertoi-
men 2,0 kyseisen termin eteen.  
OpenFOAM:in ohjelmoijan käsikirjan (2018, s. 35–39) mukaan Laplacen termien, kon-
vektiotermien, gradienttien ja implisiittisten lähdetermien ohjelmointi onnistuu suoraan 
käyttämällä sisäänrakennettuja funktioita fvc::laplacian(), fvc::div(), fvc::grad() ja 
fvc::Sp(), ja eksplisiittiset lähdetermit on tapana toteuttaa sellaisenaan tai käyttää auto-
maattista funktiota fvc::SuSp(), joka ohjelmoi lähdetermin implisiittiseksi tai eksplisiit-
tiseksi sen merkin perusteella. Hyödyntämällä kyseisiä funktioita, momenttivirhe-esti-
maatti voidaan muodostaa ohjelman 4.2 kaltaisella koodilla, jonka perustana käytettiin 
laminaarista icoMomentError-työkalua foam-extend 4.0 -työkalupakista. 
volScalarField momError // Momenttivirheobjekti 
( 
IOobject 
( 
"momError" + U.name(), 
mesh.time().timeName(), 
mesh, 
IOobject::NO_READ, 
IOobject::NO_WRITE 
), 
sqrt 
( 
2.0*mag 
( 
( 
  fvc::div(phi, mU)   // Divergenssitermi 
- nuEff*fvc::laplacian(mU)  // Laplacen termi 
- (U & -fvc::grad(p))   // 1. Ekspl. lähdetermi 
- (U & fvc::div(turbulence->R())) // 2. Ekspl. lähdetermi 
- 2.0*fvc::Sp(fvc::div(U), mU) // Impl. lähdetermi 
+ 0.5*nuEff*    // Momenttitermi 
( 
gradU && (gradU + gradU.T()) 
) 
)*L/(mag(U) + nuEff/L)   // Normalisointikerroin 
) 
) 
); 
momError.boundaryFieldRef() = 0.0; // Asettaa reunoilla virheen nollaksi 
momError.write();    // Tallentaa momenttivirheen 
 
// Momenttivirheen maksimin, keskiarvon ja tilavuuskeskiarvon tulostaminen 
Info<< "\n    momError max: "   
<< max(momError).value() << endl;  
Info<< "\n    momError mean: "  
<< momError.average().value() << endl; 
Info<< "\n    momError volMean: "   
<< momError.weightedAverage(mesh.V()).value() << endl; 
 
Ohjelma 4.2 Momenttivirhe-estimaatin OpenFOAM-toteutus 
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Viimeisen termin muoto ohjelmassa 4.2 on yhtälöstä (4.3) hieman poikkeava, mutta ky-
seistä muotoa päädyttiin käyttämään, koska näin oli tehty myös momenttivirhe-estimaatin 
pohjana olevassa työkalussa alun perin. Eroavaisuus havaittiin joka tapauksessa varsin 
pieneksi. Momenttivirhe-estimaatissa tarvittavat suureet, kuten efektiivinen viskositeetti, 
eli kinemaattisen viskositeetin ja pyörreviskositeetin summa, saadaan muodostettua en-
nen momenttivirhe-estimaattia esimerkiksi ohjelman 4.3 mukaisella tavalla. Vastaavasti 
nopeusvektorin toinen momentti, nopeusgradientti ja normalisoinnissa tarvittava lasken-
taverkon karakteristinen mitta kannattaa määrittää samassa ohjelmassa.        
volScalarField nuEff(turbulence->nut() + turbulence->nu()); // Efektiivinen  
    viskositeetti 
volScalarField mU = 0.5*magSqr(U);  // Nopeusvektorin toinen momentti 
volTensorField gradU = fvc::grad(U); // Nopeusgradientti 
 
volScalarField L     // Karakteristisen mitan objekti 
( 
IOobject 
( 
"L", 
mesh.time().timeName(), 
mesh, 
IOobject::NO_READ, 
IOobject::NO_WRITE 
), 
mesh, 
dimensionedScalar("one", dimLength, 1.0) 
); 
L.ref() =      // Karakteristisen mitan laskenta 
mesh.V()/fvc::surfaceSum(mesh.magSf())().internalField(); 
 
Ohjelma 4.3 Momenttivirhe-estimaatin muut suureet 
Jäännösvirhe-estimaatti on huomattavasti hankalampi toteuttaa, koska OpenFOAM:issa 
ei ole suoraan saatavilla tähän tarvittavia ominaisuuksia. Tästä syystä foam-extend 4.0 -
työkalupakista joudutaan hakemaan kokonainen errorEstimation-kirjasto ja soveltamaan 
sen jälkeen tästä löytyviä ominaisuuksia. Valitettavasti foam-extend 4.0 -työkalupakin 
kirjastot eivät suoraan toimi OpenFOAM:in uusimmissa versioissa, sillä OpenFOAM 
v4.0 -muutoslokin (2016) mukaan tästä versiosta lähtien sovelluksen lähdekoodissa osoit-
timien toimintaa on muutettu, joten haettuun kirjastoon on tehtävä varsin paljon muutok-
sia osoittimien osalta, jotta yhteensopivuus saadaan palautettua. Tarvittavien muutosten 
lista on pitkä ja prosessi varsin työläs, joten sitä ei tässä erikseen esitetä. Kirjaston koodi 
on sinällään toimivaa lähes sellaisenaan, vaan ongelma liittyy funktioiden internalField() 
ja boundaryField() osoittimiin, jotka pitää päivittää uuden version mukaisiksi.  
Kirjaston muokkaamisen jälkeen voidaan jäännösvirhe-estimaatti kätevästi ohjelmoida-
käyttämällä kirjaston funktioita resError::laplacian(), resError::div() ja resError::Sp() 
ohjelman 4.4 esittämällä tavalla. Eksplisiittiset lähdetermit voidaan toteuttaa Open-
FOAM:in omilla sisäänrakennetuilla käskyllä samalla tavalla kuin momenttivirhemene-
telmän yhteydessä tehtiin.  
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errorEstimate<vector> rr // Jäännösvirhevektori 
( 
 
  resError::div(phi, U)   // Divergenssitermi 
 -resError::laplacian(nuEff, U) // Laplacen termi 
 -resError::Sp(fvc::div(phi), U)  // Impl. lähdetermi 
 == 
 -fvc::grad(p)    // 1. Ekspl. lähdetermi 
 +fvc::div(turbulence->R())          // 2. Ekspl. lähdetermi 
); 
 
volVectorField resErrorU = rr.error();  // Palauttaa normalisoidun  
         jäännösvektorin 
volScalarField magResErrorU = mag(resErrorU);  // Laskee jäännösvektorin  
   suuruuden 
resErrorU.write();    // Tallentaa jäännösvektorin 
magResErrorU.write();    // Tallentaa jäännösvektorin  
   suuruuden 
 
// Jäännösvirheen maksimin, keskiarvon ja tilavuuskeskiarvon tulostaminen 
Info<< "\n    resError max: "        
<< max(magResErrorU).value() << endl;  
Info<< "\n    resError mean: "       
<< magResErrorU.average().value() << endl;  
Info<< "\n    resError volMean: "  
<< magResErrorU.weightedAverage(mesh.V()).value() << endl;  
 
Ohjelma 4.4 Jäännösvirhe-estimaatin OpenFOAM-toteutus 
Tarkempi katsaus foam-extendin errorEstimation-kirjaston lähdekoodin (2019) sisältä-
miin funktioihin osoittaa, että divergenssitermin diskretisointivirheen arvioiminen tapah-
tuu funktion resError::div() sisällä interpoloimalla nopeusvektorin arvot lineaarisen va-
riaation avulla jokaiselle rajapinnalle. Tämän jälkeen jokaiselle pinnalle muodostetaan 
konvektiovuot ja summaamalla nämä saadaan kontrollitilavuuskohtainen divergenssi-
jäännös. Vastaavasti Laplacen termin diskretisointivirhe arvioidaan funktion resEr-
ror::laplacian() sisällä rajapinnoille muodostettujen gradienttien avulla, kun näillä muo-
dostetaan diffuusiovuot rajapinnoille ja summaamalla nämä vuot yhteen saadaan selville 
Laplacen termin jäännös. Samalla molemmat funktiot määrittävät tarvittavat kontrolliti-
lavuuskohtaiset normalisointikertoimet. Implisiittisen lähdetermin tapauksessa funktio 
resError::Sp() lisää lähdetermin sellaisenaan jäännökseen ja samalla myös normalisoin-
tikertoimeen. Eksplisiittiset lähdetermit on toteutettu ohjelmaan 4.4 sellaisenaan, eikä 
niillä siten ole vaikutusta normalisointikertoimeen, kuten luvussa 3.4 tuotiin esille. 
Lopuksi ohjelmassa 4.4 esiintyvä funktio error() palauttaa jäännösvirhe-estimaatin jaka-
malla jokaista kontrollitilavuutta kohden tunnetut jäännökset näille muodostetuilla nor-
malisointikertoimilla. Ohjelmassa lasketaan vielä erikseen jäännösvirhevektorin L1-
normi, sillä pimpleDyMFoam-ratkaisija osaa muuttaa laskentaverkon kokoa vain skalaa-
risuureiden pohjalta. Jäännösvirheen normi voidaan laskea muullakin tavalla, mutta L1-
normia käytetään myös foam-extend 4.0 -ohjelman icoErrorEstimate-työkalussa, jota 
käytettiin ohjelman 4.4 pohjana, eikä sen vuoksi normia lähdetty enää vaihtamaan.    
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4.3 Laskenta-asetusten valinta 
Täten tarvittavat ominaisuudet on saatu toteutettua ja näillä voidaan määrittää laskettujen 
tulosten diskretisointivirheet. Käydään läpi vielä seuraavaksi, miten teorialuvussa esillä 
olleet diskretisointimenetelmät ja ratkaisualgoritmit voidaan kytkeä laskennassa päälle. 
OpenFOAM:issa diskretisointimenetelmien valitseminen tapahtuu luomalla fvSchemes-
sanakirja, jolla aktivoidaan yhtälöiden ratkaisemisessa tarvittavat diskretisointimenetel-
mät. Diskretisointimenetelmät ovat täysin vapaasti valittavissa, mutta muutamia suosi-
tuksia on olemassa. Esimerkiksi suureiden interpoloinnissa kontrollitilavuuksien rajapin-
noille kannattaa käyttää lineaarista interpolointia, vaikka periaatteessa muitakin vaihto-
ehtoja on. Edellä mainitun lisäksi stationääritilaan pyrkivissä simulaatioissa divergenssi-
termien ylimääräinen osa kannattaa ottaa huomioon valitsemalla divergenssimenetel-
mistä bounded-variantti, jotka käsittelevät tämän lisätermin automaattisesti. Laskentaver-
kon topologian asianmukainen huomioonottaminen on käyttäjän vastuulla, mutta yleisesti 
epäortogonaalisen gradienttikorjauksen suuruutta kannattaa rajoittaa, jos laskentaverkon 
maksimaalinen epäortogonaalisuus ylittää 70°. (Greenshields 2017, s. 118–125) 
Laskentaa varten aikaintegrointimenetelmäksi valittiin steadyState, eli tällöin aikaderi-
vaatat asetetaan nollaksi, eikä näitä erikseen ratkaista. Painotettu pienimmän neliösum-
man gradienttimenetelmä kytkettiin päälle kaikkiin gradientteihin valitsemalla leastSqua-
res-vaihtoehto. Divergenssitermeihin jouduttiin kiinnittämään enemmän huomiota, sillä 
ratkaistavissa yhtälöissä esiintyy sekä vektorimuotoisia että skalaarimuotoisia divergens-
sitermejä. Nopeuden divergenssille valittiin menetelmäksi bounded Gauss GammaV 1.0 
ja muille suureille bounded Gauss Gamma 1.0. Reynoldsin jännitystensorin divergenssin 
diskretisointi vaatii keskeisdifferenssimenetelmän, sillä kyseiselle termille on saatavilla 
vain Gauss linear -menetelmä. Lisäksi nopeusvektorin toiselle momentille ja nopeusvek-
torin divergenssille asetettiin virhearvioita varten Gauss linear -menetelmä. Open-
FOAM:in lähdekoodi (2019) osoittaa, että Gamma-menetelmien skalaariparametri 1,0 to-
dellisuudessa vastaa teorian mukaista arvoa 0,5, jonka Gamma-menetelmän yhteydessä 
todettiin olevan paras vaihtoehto stationääritilan ratkaisuja haettaessa.   
Laplacen termeille valittiin menetelmäksi Gauss linear limited 0.5, joka kytkee päälle 
alirelaksoidun epäortogonaalisen lisäkorjauksen kaikille Laplacen termeille ja samalla ra-
joittaa epäortogonaalisen korjauksen suuruutta. Poikkeuksellisesti momenttivirhe-esti-
maattia varten nopeusvektorin toisen momentin Laplacen termille asetettiin Gauss linear 
corrected, joka sallii täyden epäortogonaalisen lisäkorjauksen. Suureiden interpolointiin 
kontrollitilavuuden sisällä valittiin suositusten mukaisesti linear. Pinna normaalin suun-
taisen gradientin laskemista varten asetettiin limited 0.5, jotta diskretisointi on konsis-
tentti myös Laplacen termeihin nähden. Itseasiassa Greenshieldsin (2017, s. 123–125) 
mukaan arvo 0,5 rajoittaa epäortogonaalista korjausta siten, että tämän suuruus voi olla 
korkeintaan lasketun ortogonaalisen gradientin suuruinen. Valitut diskretisointimenetel-
mät on esitetty kokonaisuudessaan ohjelmassa 4.5 
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ddtSchemes    // Aikaintegrointimenetelmät 
{ 
default  steadyState; 
} 
gradSchemes   // Gradienttimenetelmät 
{ 
default  leastSquares; 
} 
divSchemes    // Divergenssimenetelmät 
{ 
    default          none; 
     div(phi,U)       bounded Gauss GammaV 1.0; 
     div(phi,k)       bounded Gauss Gamma 1.0; 
     div(phi,omega)   bounded Gauss Gamma 1.0; 
     div((nuEff*dev2(T(grad(U))))) Gauss linear; 
     div(R)           Gauss linear; // Virhearvioille 
     div(U)           Gauss linear; // Virhearvioille 
     div(phi,(0.5*magSqr(U))) Gauss linear; // Virhearvioille 
} 
laplacianSchemes   // Laplacen menetelmät 
{ 
     default            Gauss linear limited 0.5; 
      laplacian((0.5*magSqr(U))) Gauss linear corrected; // Virhearvioille 
} 
interpolationSchemes  // Interpolointimenetelmät 
{ 
     default          linear; 
} 
snGradSchemes        // Pinnan normaalin suuntaiset gradienttimenetelmät 
{ 
     default          limited 0.5; 
} 
fluxRequired   // Vuoasetukset 
{ 
     default          no; 
     pcorr; 
     p; 
} 
wallDist    // Seinämäetäisyyden laskentamenetelmät 
{ 
     method meshWave; 
} 
 
Ohjelma 4.5 Diskretisointimenetelmien valinta fvSchemes-sanakirjassa 
Ratkaisualgoritmiin, alirelaksointiin ja matriisilaskennan menetelmiin liittyvät ominai-
suudet voidaan kytkeä päälle OpenFOAM:issa fvSolution-sanakirjalla ja erityisesti 
PIMPLE-algoritmin hienosäätämiseen on kehitetty erilaisia valintoja. Esimerkiksi algo-
ritmin asetuksissa voidaan säätää nCorrectors-parametria, jolla voidaan määrittää PISO-
iteraatiokierrosten lukumäärä ja vastaavasti ulkoiteraatioiden, eli SIMPLE-iteraatioiden 
lukumäärä määritetään nOuterCorrectors-parametrin avulla. PIMPLE-algoritmiin on 
myös liiallisen epäortogonaalisuuden vuoksi mahdollista tehdä vielä ylimääräisiä pai-
neenkorjausiteraatioita nNonOrthogonalCorrectors-käskyllä, mutta tyypillisesti näitä ei 
kuitenkaan suositella tehtäväksi. Lisäksi momentumPredictor-säätö mahdollistaa vielä 
ylimääräisen lisäyksen algoritmiin. Alirelaksoinnin osalta on mahdollista käyttää joko 
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eksplisiittistä relaksointia kenttämuuttujille tai Patankarin matriisimuotoista alirelaksoin-
tia ratkaistaville yhtälöille.  (Greenshields 2017, s. 125–131)  
PIMPLE-algoritmin sisällä valittiin konsistentti SIMPLEC-versio SIMPLE-algoritmista 
ja ulkoiteraatioiden maksimimääräksi asetettiin 500 kappaletta. SIMPLEC-algoritmin si-
sällä paineenkorjaus suoritetaan vain kertaalleen, eli tämän jälkeen erillisiä PISO-kier-
roksia ei enää tehdä. Erillisiä laskentaa stabiloivia epäortogonaalisia lisäkierroksia ei li-
sätty laskentaan lainkaan, koska näillä ei ollut merkittävää vaikutusta laskentaan. 
PIMPLE-algoritmi asetettiin pysähtyvän, kun jäännökset tippuvat alle 10-3 toleranssin tai 
iteraatioiden maksimimäärä täyttyy. Valitut PIMPLE-algoritmin säädöt on esitetty ohjel-
massa 4.5. 
PIMPLE 
{ 
correctPhi            yes; // Dynaamisille laskentaverkoille 
consistent    yes; // SIMPLEC-variantin valinta 
turbOnFinalIterOnly   no; // Turb. yhtälöiden ratkaiseminen 
nOuterCorrectors      500; // Ulkoiteraatioiden määrä 
nCorrectors           1; // Paineenkorjausiteraatioiden määrä 
nNonOrthogonalCorrectors  0; // Ep. ortog. lisäiteraatiot 
residualControl    // Toleranssien käyttö  
{ 
“(U|p|k|omega)”   // Sovellettavat suureet   
{ 
relTol       0;  // Suhteellinen toleranssi 
tolerance    1e-3; // Absoluuttinen toleranssi 
} 
} 
} 
Ohjelma 4.5 PIMPLE-algoritmin säätöparametrit fvSolution-sanakirjassa 
Alirelaksointikertoimien kohdalla meneteltiin sillä tavalla, että vain painekentälle määri-
tettiin eksplisiittinen alirelaksointikerroin. Kertoimeksi päädyttiin valitsemaan 0,9, koska 
tämä oli suurin mahdollinen kerroin, joka mahdollisti laskennan olevan stabiili seuraa-
vassa luvussa tutkittavalle virtausmallille. Teoriassa SIMPLEC-variantti ei vaadi paine-
kentälle lainkaan alirelaksointia, mutta todellisuudessa pieni alirelaksointi on paikallaan 
ja tämä stabiloi laskentaa merkittävästi. Nopeuskentän yhtälöille asetettiin alirelaksointi-
kertoimeksi 0,9, joka mahdollisti mahdollisimman nopean suppenemisen. Sen sijaan tur-
bulenssisuureille jouduttiin laskemaan alirelaksointikertoimia arvoon 0,7, jotta laskenta 
säilyy stabiilina. Relaksointikertoimien asettamista on havainnollistettu ohjelmassa 4.6.  
Lineaarialgebran yhtälöiden ratkaisemiseen OpenFOAM tarjoaa suuren määrän erilaisia 
matriisilaskentaan kehitettyjä ratkaisijoita, esimerkiksi multigrid-menetelmiä erilaisilla 
tasoittimilla ja useampia pohjustettuja konjugaattigradienttimenetelmiä. Lineaarialgebran 
ratkaisijoiden toimintaan voidaan vaikuttaa säätämällä niiden parametreja, toleranssia, 
suhteellista toleranssia, eli alkujäännöksen ja tavoitellun loppujäännöksen suhdetta, sekä 
iteraatioiden maksimimäärää. (Greenshields 2017, s. 125–129) 
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relaxationFactors  // Alirelaksointikertoimet 
{ 
fields  // Eksplisiittinen alirelaksointi kenttäsuureille 
{ 
"(p|pFinal)"  0.9; 
} 
equations  // Matriisimuotoinen alirelaksointi yhtälöille 
{ 
"(U|UFinal)"  0.9; 
"(k|kFinal)"  0.7; 
"(omega|omegaFinal)" 0.7; 
} 
} 
Ohjelma 4.6 Alirelaksointiin liittyvät parametrit fvSolution-sanakirjassa 
Paineyhtälöiden ratkaisemisessa hyödynnettiin GAMG-ratkaisijaa, jonka suorituskyvyn 
havaittiin olevan paras kaikista menetelmistä, kun tasoittimeksi valittiin DICGaussSeidel. 
Liikeyhtälöiden ja turbulenssiyhtälöiden ratkaisemisessa käytettiin PBiCGStab-ratkaisi-
jaa DILU-pohjustimella, joka myös osoittautui parhaaksi vaihtoehdoksi. Kaikkien pysäh-
tymistoleransseiksi annettiin 10-6 eikä iteraatioiden maksimimäärää rajoitettu tai suhteel-
lista toleranssia käytetty. Valitut lineaarialgebran ratkaisijat on esitetty ohjelmassa 4.6.  
“(pcorr|pcorrFinal|p|pFinal)” 
{ 
solver             GAMG;   // Valittu ratkaisija 
tolerance          1e-6;   // Absoluuttinen toleranssi 
relTol             0;   // Suhteellinen toleranssi 
smoother           DICGaussSeidel; // Käytettävä tasoitin 
nPreSweeps         0;   // Ratkaisijan säätöparametri 
nPostSweeps        2;    // Ratkaisijan säätöparametri 
cacheAgglomeration  true;   // Ratkaisijan säätöparametri 
agglomerator       faceAreaPair;  // Ratkaisijan säätöparametri 
nCellsInCoarsestLevel  10;    // Ratkaisijan säätöparametri 
mergeLevels        1;    // Ratkaisijan säätöparametri 
} 
 
"(U|UFinal|k|kFinal|omega|omegaFinal)" 
{ 
solver  PBiCGStab;  // Valittu ratkaisija 
preconditioner DILU;       // Käytettävä pohjustin 
tolerance        1e-6;       // Absoluuttinen toleranssi 
relTol           0;  // Suhteellinen toleranssi 
} 
 
Ohjelma 4.6 Lineaarialgebran ratkaisijat fvSolution-sanakirjassa 
Nyt kaikki tarvittavat säädöt on tehty ja tarvittavat ominaisuudet toteutettu pimpleDyM-
Foam-ratkaisijaan, joten seuraavaksi voidaan keskittyä tutkimaan h-adaptiivisen algorit-
min toimintaa käytännön insinöörisovelluksessa ja tämän jälkeen voidaan arvioida las-
kentatulosten virhetasoja valituilla virhearviomenetelmillä. Kaikki edellä esitetyt asetuk-
set on pidetty samanlaisena koko työn läpi, jotta tulokset ovat vertailukelpoisia keske-
nään, ja simulaatiot ajettiin käyttäen neljää rinnakkaista prosessia, joita varten laskenta-
alue jaettiin OpenFOAM:in sisäänrakennetulla scotch-työkalulla neljään osaan. 
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5. TOTEUTETUN MENETELMÄN KÄYTÄNNÖN-
SOVELLUS 
5.1 Esimerkkitapaus ja ongelman asettelu 
Kehitetyn adaptiivisen pimpleDyMFoam-ratkaisijan toimintaa päädyttiin testaamaan ku-
van 5.1 mukaisessa insinöörisovelluksessa, jonka tavoitteena on mallintaa staattisen pitot-
putken periaatteella toimivan virtausmittarin sisälle jäävää ilmatilavuutta ja ratkaista sii-
hen muodostuva virtauskenttä mahdollisimman tarkasti. Virtausmittarissa ilmavirtaus pa-
kotetaan elliptisen muotoisesta sisääntulosta rakovirtaukseksi, jonka jälkeen ilmavirta oh-
jataan takaisin suurempaan tilavuuteen. Geometria on symmetrinen korkeussuunnassa, 
joten geometria on leikattu tällä symmetriatasolla ennen laskentaverkon luomista.  
 
Kuva 5.1 Testigeometrian a) sisäänmeno, b) ulostulo ja c) symmetriataso 
Laskentaa varten muodostettiin mahdollisimman harva laskentaverkko, joka kykenee ku-
vaamaan virtausmittarin sisägeometriaa riittävällä tarkkuudella. Laskentaverkko päädyt-
tiin generoimaan foam-extend 4.0 -työkalupakista löytyvällä cfMesh-verkotustyökalulla, 
jolla muodostettiin pääasiassa tasakokoisista heksaedrien muotoisista kontrollitilavuuk-
sista oleva laskentaverkko. Kuvassa 5.1 näkyvien sylinterimäisten mittakammioiden ja 
rakojen välillä olevien ohuiden kanavien ympäristö tihennettiin vielä erikseen. Kontrolli-
tilavuuksia on alkuarvauksena käytettävässä laskentaverkossa yhteensä noin 737 000 
kappaletta. Tämän jälkeen simulaatiossa laskettaville suureille asetettiin taulukon 5.1 mu-
kaiset reunaehdot. Asetetuista reunaehdoista on muutama sana paikallaan.  
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OpenFOAM:issa luonnollisella zeroGradient-reunaehdolla voidaan asettaa käyttäjän va-
litsemille pinnoille haluttujen suureiden pinnan normaalin suuntainen gradientti nollaksi 
ja fixedValue-reunaehtoa puolestaan käytetään asettamaan kyseiselle pinnoille jokin käyt-
täjän valitsema oleellinen reunaehto. Näiden yhdistelmänä olevaa inletOutlet-reunaehtoa 
hyödynnetään yleensä tapauksissa, joissa reuna halutaan asettaa zeroGradient-tyyp-
piseksi, kun kyseisellä reunalla virtaus on pinnan normaalin suuntaista, ja fixedValue-
tyyppiseksi, jos virtaus kulkee vastakkaiseen suuntaan, eli ilmenee takaisinvirtausta. Ko-
konaispaineen 𝑝 = 𝑝0 − 1/2‖𝐮‖
2 asettavaa totalPressure-reunaehtoa käytetään yleisesti 
pressureInletOuletVelocity-reunaehdon kanssa, joiden ideana on estää liian suuria no-
peusvaihteluita laskennan edetessä, koska virtausta hallitsee pääasiassa sen painegra-
dientti, eikä nopeuskenttä täten pääse hallitsemattomasti kasvamaan. Symmetry-reuna-
ehto taas puolestaan peilaa geometrian asetetulla reunalla pinnan normaalin suuntaisesti. 
(Greenshields 2017, s. 141–144) Kokonaispaineen arvoksi asetettiin sisääntulolla                 
𝑝 = 1000 m2/s2 ja ulostulolla staattiselle paineelle annettiin arvo 𝑝0 = 0 m
2/s2. Painereu-
naehdoilla saadaan asetettua paine-ero sisäänmenon ja ulostulon välille, joka aiheuttaa 
virtauksen ulostulon suuntaan. Ulostulossa nopeuden inletOutlet-reunaehdon avulla es-
tettiin takaisinvirtaus kokonaan ja turbulenssisuureille käytettiin takaisinvirtaukselle mi-
tättömän pieniä arvoja, koska esimerkiksi 𝜔-suureen asettaminen nollaksi saattaa johtaa 
nollalla jakamiseen, sillä pyörreviskositeetti määräytyy pääasiassa suhteesta 𝜈𝑡 = 𝑘/𝜔. 
Taulukko 5.1 Laskennassa käytetyt reunaehdot 
 
Turbulenssisuureiden ja pyörreviskositeetin seinäfunktioita (engl. wall function) käyte-
tään OpenFOAM:issa yleensä sen vuoksi, että ilman näitä jokaisella seinällä seinämän-
viereisen kontrollitilavuuden keskipisteen tulisi sijaita viskoosin rajakerroksen sisällä, 
jotta turbulenssimallit toimisivat hyvin. Tästä syystä joudutaan usein käyttämään kokeel-
liseen dataan pohjautuvia seinäfunktioita, joilla suureiden seinämäkäyttäytymistä mallin-
netaan. Erilaisia 𝑘-𝜔 -turbulenssimalleja käytettäessä omegaWallFunction- ja kLowRe-
WallFunction-seinäfunktiot asettavat itsenäisesti seinänviereisen kontrollitilavuuden tur-
bulenssiarvot oikein seinämäetäisyyden perusteella. Pyörreviskositeetin seinäfunktioille 
on useita vaihtoehtoja, mutta nutUSpaldingWallFunction-seinäfunktio on näistä helpoin 
   Suure Sisäänmeno Ulostulo Seinämät Symmetriataso 
 𝑝 (m2/s2) totalPressure fixedValue zeroGradient symmetry 
 𝐮 (m/s) 
pressureInletOutlet- 
Velocity 
inletOutlet noSlip symmetry 
 𝑘 (J/kg) 
turbulentIntensity- 
KineticEnergyInlet 
inletOutlet kLowReWallFunction symmetry 
 𝜔 (1/s) 
turbulentMixingLength- 
FrequencyInlet 
inletOutlet omegaWallFunction symmetry 
 𝜈𝑡  (m
2/s)  calculated calculated 
nutUSpaldingWall-
Function 
symmetry 
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vaihtoehto, sillä käyttäjän ei tarvitse huolehtia siitä, missä kohdassa rajakerrosta ensim-
mäinen kontrollitilavuus on. (Liu 2017, s. 3–27) Turbulenssisuureet asetettiin sisääntu-
lossa turbulentIntensityKineticEnergyInlet- ja turbulentMixingLengthFrequencyInlet-
reunaehdoilla, joissa käytettiin turbulenssin intensiteettinä 5% sekä pyörteiden karakte-
ristiseksi mitaksi valittiin elliptisen osuuden hydraulinen halkaisija kerrottuna kertoimella 
0,07. Turbulenssiyhtälöissä esiintyville malliparametreille asetettiin taulukon 5.2 mukai-
set Menter et al. (2003, s. 627) ilmoittamat arvot, joiden avulla muut yhtälöissä esiintyvät 
parametrit saadaan määritettyä laskennan aikana, esimerkiksi 𝛾-parametri saadaan mää-
rättyä yhteydestä 𝛾 = 𝛾1𝐹1 + 𝛾2(1 − 𝐹1). Lisäksi 𝑎1-kerroin perustuu Menterin (1993, s. 
5) alkuperäisen mallin yhteydessä esitettyyn arvoon. 
Taulukko 5.2 k-ω SST -turbulenssimallin malliparametrit 
 
Laskentaa varten paineen alkuarvaukseksi annettiin arvo 𝑝 = 400 m2/s2, nopeusvektorin 
pituussuuntaiselle komponentille asetettiin 𝑢𝑧 = 20 m/s, turbulenssisuureille 𝑘 = 3,5 J/kg 
ja 𝜔 = 40000 1/s sekä pyörreviskositeetille  𝜈𝑡 = 10
-5 m
2
/s. Koko laskennan ajaksi ilman 
aineominaisuuksiksi asetettiin 20°C lämpötilassa 𝜈 = 1,505*10-5 m2/s ja 
𝜌 = 1,188 kg/m3, jotka perustuvat Millssin (2014, s. 920) taulukoimiin arvoihin. Virtaus-
tilanteen Reynoldsin luku on sisäänmenon suureiden perusteella noin 22 000. 
5.2 Menetelmän tulokset ja vertailu perinteisiin metodeihin 
PimpleDyMFoam-ratkaisijassa tarvittavat raja-arvot muodostettiin Jasakin (1996, s. 228–
232) suositusten mukaisesti, eli 1,5-kertaisesti diskretisointivirheen tilavuuskeskiarvon 
ylittävät laskentaverkon alueet tihennetään ja 0,5-kertaisesti alittavat harvennetaan. Al-
kuperäisessä lähteessä käytettiin diskretisointivirheen keskiarvoa, mutta tilavuuskeskiar-
von havaittiin paremmin kuvaavan koko laskenta-alueen keskivirhettä. Tilavuuskeskiar-
vot määritettiin alkuarvaukseksi tehdyn laskentaverkon tuloksesta, josta saatiin keskiar-
voiksi momenttivirhe-estimaatilla 0,863 m/s ja jäännösvirhe-estimaatilla 0,280 m/s. Sa-
malla asetettiin rajapintasolujen vähimmäismääräksi viisi kappaletta, että laskentaverkko 
muuttuu riittävän sileästi tihennettyjen alueiden välillä. Tämä oli hyvä kompromissi sta-
biiliuden kannalta, eikä tämä liioin kasvattanut adaptiivisten laskentaverkkojen kokoa.  
Virhe-estimaattien muodostamisen jälkeen tehtiin kaksi testiajoa, joista toisessa adaptii-
visuutta ajoi momenttivirhe-estimaatti ja toisessa jäännösvirhe-estimaatti. Analysointia 
helpottamaan geometrian keskeltä leikattiin kuvan 5.2 mukaiset siivut, joista voidaan 
nähdä selkeästi adaptiivisen algoritmin aikaansaannokset. Kahteen eri virhearvioon poh-
jautuvat adaptiiviset laskentaverkot ovat jonkin verran toisistaan poikkeavia.  
Vakio 𝜎𝑘1  𝜎𝑘2  𝜎𝜔1  𝜎𝜔2  𝛽1 𝛽2 𝛽
∗ 𝛾𝜔1 𝛾𝜔2 𝑎1 
Arvo 0,85 1,0 0,5 0,856 0,075 0,0828 0,09 0,555 0,44 0,31 
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Molemmilla adaptiivisilla iteraatioilla momenttivirhe-estimaatti pyrkii selkeästi tihentä-
mään laskentaverkkoa rakojen alkupäässä enemmän kuin jäännösvirhe-estimaattia hyö-
dyntävä algoritmi. Sen sijaan jäännösvirhepohjainen algoritmi keskittyy enemmänkin ra-
jakerroksien tihentämiseen, eikä tihennä niin laaja-alaisesti rakojen alkuosuutta. Eroavai-
suuksia voidaan havaita myös alueella, jossa virtaus poistuu suihkumaisesti raoista kohti 
laskenta-alueen ulostuloreunaa. Esimerkiksi ensimmäisen adaptiivisuusiteraation jälkeen 
molempien virhe-estimaattien vaikutuksesta pienempien suihkujen ulostuloalueella ja 
isomman suihkun reunamilla laskentaverkkoa on tihennetty lähes samalla tavalla, sillä 
näillä alueilla tiedettävästi aiheutuu suuria nopeusgradientteja. Toisella adaptiivisuuskier-
roksella momenttivirhe-estimaatti pyrkii tihentämään näitä alueita vielä lisää, mutta jään-
nösvirhe-estimaatin tapauksessa laskentaverkkoa on tihennetty toisella kierroksella pää-
asiassa suihkujen välisellä alueella. Momenttivirhe-estimaatti tuotti ensimmäisellä iteraa-
tiokierroksella kaiken kaikkiaan 2 130 000 kontrollitilavuuden laskentaverkon ja toisen 
kierroksen jälkeen kontrollitilavuuksia on lähes 7 050 000. Jäännösvirhe-estimaatin tuot-
tamissa laskentaverkoissa on noin 2 010 000 ja 6 760 000 kontrollitilavuutta, eli molem-
missa tapauksissa laskentaverkko kuta kuinkin kolminkertaistuu jokaisella adaptiivisella 
iteraatiokierroksella. 
 
Kuva 5.2 Kahden eri virhe-estimaatin avulla luodut adaptiiviset laskentaverkot. 
Edellä mainitut erot laskentaverkkojen välillä voidaan selittää virhe-estimaattien erilai-
sella toiminnalla. Kuvassa 5.3 esitettyjen momenttivirhe- ja jäännösvirhe-estimaattien ja-
kaumat laskentaverkoissa poikkeavat toisistaan merkittävästi. Alkuperäisessä laskenta-
verkossa momenttivirhe-estimaatti ennustaa suurimpien diskretisointivirheiden olevan 
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rakovirtauksen alkupäässä, jossa virtaus kiihtyy ja samalla pyrkii irtoamaan seinämiltä. 
Jäännösvirhe-estimaatti sen sijaan osoittaa, että suurimmat virheet aiheutuvat vain aivan 
rakovirtauksen alkupäässä ja myös suihkujen ulostuloalueiden välissä, sillä virtausnopeus 
muuttuu näillä alueilla merkittävästi. Jäännösvirhe-estimaatti löytää myös rakojen keski-
osasta laskentaverkon virheitä aivan reunamien vierestä, jotka voidaan nähdä pistemäi-
sinä virhealueina, mutta momenttivirhe-estimaatti on epäherkempi näille virheille. 
Molempien virhe-estimaattien tapauksessa voidaan kuvasta 5.3 todeta, että toteutettu h-
adaptiivinen algoritmi on todella tehokas tapa vähentää diskretisointivirhettä. Molempien 
estimaattien ajava adaptiivisuus käytännössä poisti kokonaan virhekeskittymät analysoi-
dulta alueelta, eikä merkittävästi tuonut lisävirhettä esimerkiksi huonontuneen laskenta-
verkon laadun vuoksi. Ensimmäisen adaptiivisuusiteraation jälkeen jäännösvirhe-esti-
maattia käytettäessä tosin aiheutuu hieman lisävirhettä isoimman raon alkuosaan, mutta 
virhe kuitenkin häviää seuraavassa adaptiivisuusiteraatiossa. Molemmissa tapauksissa 
laskentaverkkoihin jää rakojen sisääntuloreunalle laskentaverkon tihentämisestä huoli-
matta vielä vähän virhettä, sillä näissä uskotaan olevan mekaniikasta tutun säröongelman 
kaltainen singulariteetti, jonka suuruus ei välttämättä pienene, vaan sen koko pienenee. 
 
Kuva 5.3 Analysoitujen laskentaverkkojen virhe-estimaatit 
Momentti- ja jäännösvirhejakaumia analysoitaessa voidaan huomata, että estimaattien 
suuruus poikkeaa varsin paljon toisistaan, sillä jäännösvirheen suuruus on vain noin puo-
let tai kolmasosa momenttivirheen ennustamasta diskretisointivirheestä. Momenttivirhe 
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on myös huomattavasti suuremmalle alueelle jakautunut, sillä jäännösvirhe on hyvin lo-
kaalia. Virhe-estimaattien eroavaisuus on havaittu myös kirjallisuudessa (Jasak 1996).  
Molempien virhe-estimaattien tunnetaan tuottavan lähes samanlaisia tuloksia 2D-malli-
ongelmissa ja arvioivan todellista diskretisointivirheen tasoa varsin tarkasti, eikä näiden 
toiminta merkittävästi kärsi laskentaverkon topologisista virheistä. Momenttivirhe-esti-
maatin tunnetaan kuitenkin jonkin verran yliarvioivan diskretisointivirhettä, kun lasken-
taverkkoa tihennetään. Virhe-estimaattien toiminta kärsii silmäänpistävästi vasta siinä 
vaiheessa, kun numeerinen ratkaisu sisältää poikkeuksellisen paljon numeerista dif-
fuusiota, eli kyseessä on virhe-estimaattien kannalta äärimmäinen rasituskoe. Jäännös-
virhe-estimaatin voidaan tällöin todeta arvioivan todellisen diskretisointivirheen maksi-
mia kohtuullisesti, mutta momenttivirheen ennustama maksimivirhe poikkeaa todelli-
sesta arvosta jo huomattavasti. Keskivirheen tapauksessa päinvastainen on havaittu pitä-
vän paikkaansa, eli momenttivirhe-estimaatti arvioi keskivirheen suuruutta kohtuullisesti, 
mutta jäännösvirhe-estimaatti merkittävästi aliarvioi keskivirhettä. Kyseisellä tavalla saa-
dut havainnot eivät välttämättä kuvaa todellisia laskentaverkkoja erityisen hyvin, vaan 
kyseessä on pikemminkin se, miten hyvin virhe-estimaatit toimivat äärimmäisissä tapauk-
sissa. Realistisemmassa virtausmekaniikan 2D-sovelluksessa jäännösvirhe-estimaatti ky-
kenee arvioimaan sekä keskivirheen että maksimivirheen hyvin tarkasti pienesti yliarvi-
oiden näiden suuruutta, mutta momenttivirhe-estimaatin on todettu yliarvioivan sekä kes-
kivirhettä että maksimaalista virhettä varsin reilusti. Poikkeuksellisen tiheillä laskenta-
verkoilla virhe-estimaattien toiminta saattaa muuttua hieman. (Jasak 1996, s. 201–217) 
Edellä mainittujen havaintojen vuoksi jäännösvirhe-estimaatin voidaan sanoa olevan pa-
rempi osoittamaan diskretisointivirheen suuruutta tutkitussa testigeometriassa, vaikka 
virhe-estimaattien tarkkaa käyttäytymistä 3D-sovelluskohteissa ei tunnetakkaan. Molem-
mat virhe-estimaatit antavat ehdottomasti käyttökelpoisen arvion diskretisointivirheen 
ylärajasta, eikä pienillä eroavaisuuksilla välttämättä ole niin suurta merkitystä, jos halu-
taan poistaa karkeimmat virheet numeerisesta ratkaisusta, sillä molemmat virhe-estimaa-
tit tihentävät laskentaverkkoa lähes samalla tavalla. 
Liikeyhtälöiden diskretisointivirheen pienentyminen ei ole vain teoreettinen hyöty, vaan 
tällä on vaikutuksia myös nopeuskenttään, erityisesti rakojen alkupäähän, kuten kuvasta 
5.4 nähdään. Alun perin virtaus pysyy kiinni seinämissä, mutta adaptiivisuuden ansiosta 
liikeyhtälöiden ratkaisua on tällä alueella saatu huomattavasti parannettua, jolloin virtaus 
todellisuudessa irtoaakin sisääntuloreunalla ja vasta myöhemmin kiinnittyy taas raon sei-
nämiin. Samalla myös sisääntuloalueen nopeuskenttä muuttuu sileämmäksi. Jäännös-
virhe-estimaattia käytettäessä ensimmäisen adaptiivisen iteraation jälkeen on nähtävissä 
jonkin verran adaptiivisuuden aikaansaamaa diskretisointivirhettä, sillä virtauksen irtau-
tumiskohdassa kenttä ei ole täysin sileä vaan kontrollitilavuuksien rajat ovat jonkin verran 
näkyvissä ratkaisussa. Toinen adaptiivisuuskierros palauttaa taas sileän nopeuskentän, 
eikä eri virhe-estimateilla saaduissa lopputuloksissa ole käytännössä lainkaan eroa.  
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Kuvassa 5.5 esitetyissä painekentän muutoksissa on havaittavissa samanlaista käyttäyty-
mistä kuin nopeuskentässä, sillä liikeyhtälöiden tarkempi ratkaisu parantaa myös paine-
kentän ratkaisua. Alkuun painekenttä vaikuttaa varsin sileältä, mutta adaptiivisuudella 
saadaan aikaan paljon lisäinformaatiota. Adaptiivisissa ratkaisuissa esille nousee uusi ja 
varsin laaja matalapainealue, joka on käytännössä olematon alkuperäisessä tuloksessa. 
Virhe-estimaattien välillä ei ole suurta eroa, mutta momenttivirhe-estimaatin tuottama 
painekenttä on hieman sileämpi.  
 
Kuva 5.4 Nopeuskentän muuttuminen adaptiivisuuden edetessä 
Seuraavaksi adaptiivisuuden suorituskykyä vertailtiin perinteiseen laskentaverkon mal-
linnusmenetelmään, jossa mallinnetaan rajakerrokset tarkasti siten, että seinämän vierei-
sen kontrollitilavuuden keskipiste sijaitsee keskimäärin viskoosin rajakerroksen sisällä, 
eli rajakerrosten ratkaisua voidaan tällöin pitää asianmukaisena. Lisäksi koko rako-osuus 
tihennettiin vielä erikseen, jotta tämän sisältämät virtausilmiöt saadaan vielä paremmin 
esille. Lopputulema voisi hyvin kuvata asiantuntijan tekemää laskentaverkkoa tutkitta-
valle sovelluskohteelle ja tämän jälkeen generoitiin kaksi vastaavaa laskentaverkkoa, 
mutta tiheämmällä koolla. Lisäksi mielenkiinnon vuoksi näille laskentaverkoille käytet-
tiin perinteistä Greenin–Gaussin gradienttimenetelmää, mutta muita konvektiomenetel-
miä ei kokeiltu, sillä Gamma-menetelmän uskottiin antavan hyviä tuloksia sellaisenaan.  
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Adaptiivisuuden erinomaista suorituskykyä havainnollistaa kuva 5.6, jossa logaritmisella 
asteikolla esitetyt tulokset on muodostettu jäännösvirhe-estimaatin avulla, ja momentti-
virhepohjaisille adaptiivisille laskentaverkoille on käytetty poikkeuksellisesti momentti-
virhe-estimaattia. Diskretisointivirheen tilavuuskeskiarvon pienentämisessä adaptiiviset 
menetelmät kykenevät lähes odotettuun toisen kertaluvun suorituskykyyn, mutta perin-
teisten mallien tulokset ovat vain noin ensimmäistä kertalukua, eikä gradienttimenetel-
män vaihto muuta tilannetta. Ilmiön uskotaan selittyvän sillä, että Gamma-menetelmä 
käyttää adaptiivisissa laskentaverkoissa huomattavasti enemmän toisen kertaluvun kon-
vektiomenetelmiä, kun taas perinteisissä laskentaverkoissa joudutaan painottamaan 
enemmän ensimmäisen kertaluvun konvektiomenetelmää, jolloin myös tarkkuus kärsii. 
 
Kuva 5.5 Painekentän paraneminen adaptiivisuuden vaikutuksesta 
Diskretisointivirheen maksimiarvon kohdalla voidaan tehdä mielenkiintoisia havaintoja. 
Adaptiivisuutta käytettäessä algoritmi generoi satunnaisiin paikkoihin topologisesti huo-
nolaatuisempia kontrollitilavuuksia, joiden vaikutuksesta erityisesti singulariteettipis-
teissä diskretisointivirhe kasvaa. Rajakerrosten mallintaminen luo kaikkiin perinteisiin 
laskentaverkkoihin samanlaisia topologisia virheitä rakojen sisääntulo- ja ulostuloreu-
noille, jotka aiheuttavat suuren maksimivirheen erityisesti pienimmän neliösumman gra-
dienttimenetelmää käytettäessä. Tasainen tihentäminen kuitenkin poistaa näiden topolo-
gisten virheiden määrää, mutta näin ei käy adaptiivisissa laskentaverkoissa. Pienimmän 
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neliösumman menetelmä vaikuttaa olevan varsin herkkä singulariteettipisteille, sillä mak-
simivirhe on noin kertalukua suurempi kuin Greenin–Gaussin menetelmän tapauksessa. 
Poikkeuksellisen suuri maksimivirheen pienenemisnopeus viittaa myös singulariteetin 
vaikutukseen. Greenin–Gaussin gradientti on selkeästi epäherkempi singulariteeteille, 
koska maksivirheen suuruus on samaa kertaluokkaa kuin adaptiivisilla laskentaverkoilla. 
 
Kuva 5.6 Tulosten diskretisointivirheiden tilavuuskeskiarvot ja maksimiarvot 
Kuvaan 5.7 on koottu OpenFOAM:in checkMesh-työkalun avulla laskettuja erilaisia ja 
keskeisiä laskentaverkon laadullisia ominaisuuksia, jotka aiheuttavat edellä mainitun 
maksimivirheen kasvamisen adaptiivisissa laskentaverkoissa. Topologiavirheet kasvavat, 
sillä kontrollitilavuuksien pilkkominen aina kahdeksaan osaan nostaa laskentaverkon 
epäortogonaalisuutta jokaisella adaptiivisella iteraatiolla. Myös maksimaalinen vinouma 
kasvaa hieman. Momenttivirhe-estimaatin käyttö on hieman hellävaraisempi laskentaver-
kon virheiden kannalta. Manuaalisesti tehtyjen laskentaverkkojen käyttäytyminen on 
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päinvastainen, sillä näiden epäortogonaalisuus ja vinouma vähenee, kun laskentaverkkoa 
tihennetään. Vinouman kannalta adaptiiviset laskentaverkot ovat poikkeuksellisesti laa-
dultaan parempia, sillä rajakerrosten lisääminen laskentaverkkoon aiheuttaa niihin luon-
nostaan enemmän vinoumaa.  
 
Kuva 5.7 Ratkaistujen laskentaverkkojen epäortogonaalisuus ja vinouma 
Laskentaverkon heikentyneellä laadulla on omat vaikutuksensa myös laskennan etenemi-
seen. Hyviä laskenta-asetuksia haettaessa huomattiin epäortogonaalisuuden aiheuttama 
haaste, sillä laskennan suppeneminen oli varsin riippuvainen epäortogonaalisen lisäkor-
jauksen määrästä. Jos laskennassa sallittiin täysi epäortogonaalisuuskorjaus, laskenta 
usein divergoi adaptiivisilla laskentaverkoilla. Sen sijaan normaalit laskentaverkot eivät 
olleet niin herkkiä kyseiselle asetukselle, koska näiden epäortogonaalisuus oli huomatta-
vasti pienempi, eikä vinouman vaikutusta suoranaisesti huomattu laskennan aikana.  
5.3 Kokeellisen datan ja virhearvioiden vertailu 
Viimeiseksi adaptiivisen algoritmin suorituskykyä tutkittiin vertaamalla numeerisesta rat-
kaisusta haetun painegradientin arvoa kokeelliseen dataan, sillä tutkimuskohteena ole-
vasta virtausmittarista tunnetaan painekammioiden välinen paine-ero. Virtausmittarissa 
ensimmäinen painekammio mittaa noin puolivälistä rakovirtauksen staattista painetta ja 
toinen lähes rakovirtauksen lopusta. Kuvaan 5.8 on laskettu numeeristen ratkaisujen suh-
teellinen virhe, kun kokeellista dataa pidetään täysin tarkkana referenssisuureena. Tähän 
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liittyy tietysti vielä oma epävarmuutensa, mutta tähän ei työn puitteissa voida vaikuttaa. 
Painereunaehtojen vuoksi virtausmittarin läpi menevä tilavuusvirta saattaa hieman vaih-
della ratkaisujen välillä, mutta tämä otettiin erikseen huomioon, koska saatavilla oli nel-
jännen asteen polynomifunktio mitatulle paine-erolle tilavuusvirran funktiona.  
 
Kuva 5.8 Painegradientin suhteellinen virhe 
Kuvasta 5.8 nähdään, että momenttivirhe-estimaattiin perustuva adaptiivisuus tuottaa yli-
voimaisesti parhaita tuloksia painegradientin kannalta, mutta myös jäännösvirhe-esti-
maattiin pohjautuvat tulokset ovat varsin hyviä. Perinteisellä menetelmällä saadut tulok-
set ovat hieman poikkeuksellisia, sillä painegradientin suhteellinen virhe ei pienene mo-
notonisesti, eikä molemmilla gradienttimenetelmillä kaikista tihein laskentaverkko enää 
paranna ratkaisun tulosta, vaan pikemminkin heikentää sitä. Aiemmin kuitenkin todettiin 
kaikkien ratkaisujen diskretisointivirheen pienenevän. Greenin–Gaussin gradienttimene-
telmän käyttäytymistä voidaan odottaa teorian perusteella, mutta pienimmän neliösum-
man menetelmä vaikuttaa käyttäytyvän samalla tavalla, vaikka gradienttien diskretisointi 
pitäisi olla vähintään ensimmäistä kertalukua. Adaptiiviset tulokset eivät osoita painegra-
dientin suppenevan ensimmäisen kertaluvun nopeudella, vaan tästä jäädään hieman, 
mutta tämä voidaan osittain selittää sillä, että laskennan yhteydessä jouduttiin rajoitta-
maan epäortogonaalisen lisäkorjauksen suuruutta. Tämä selittäisi myös sen, miksi jään-
nösvirhe-estimattia käytettäessä jäädään hieman momenttivirhepohjaisen adaptiivisuu-
den suorituskyvystä, sillä näissä laskentaverkoissa maksimaalinen epäortogonaalisuus oli 
selkeästi suurempi. Kuitenkin adaptiivisten laskentaverkojen laatu on huonompi ja nämä 
silti kykenevät monotonisesti vähentämään painegradientin suhteellista virhettä, joten pe-
rinteisille menetelmille havaittu ilmiö ei voi johtua pelkästään topologisista virheistä. 
Kaikki saadut tulokset aliarvioivat todellista painegradienttia jonkin verran. Tarkemmissa 
tuloksissa esiintyy selkeästi enemmän turbulenssia, jolloin myös rako-osuuden yli las-
kettu painehäviö pyrkii kasvamaan. Tätä turbulenssia voidaan havainnollistaa esimerkiksi 
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yleisesti virtausmekaniikassa Q-kriteerinä tunnetulla nopeusgradientin toisella invarian-
tilla (Nieuwstadt et al. 2016, s. 154–155), joten kuvaan 5.9 on havainnollistettu Q-kritee-
rin 105 1/s2  tasa-arvopintoja testigeometrian suurimmasta kanavasta. Kuvassa tasa-arvo-
pinnat on värjätty nopeusvektorin suuruudella. 
 
Kuva 5.9 Rakovirtauksen turbulenssin kasvaminen eri menetelmillä 
Turbulenssin lisäytyminen adaptiivisuutta käytettäessä on hyvin selvä. Turbulenssi muo-
dostuu nopeasti kolmiulotteiseksi, mutta perinteisillä menetelmillä turbulenssi on pikem-
minkin pitkittäissuuntaista.  Kyseisten laskentaverkkojen sisältämät kontrollitilavuudet 
ovat seinämillä niin ohuita niiden pituuteen nähden, että ne eivät kykene hyvin mallinta-
maan heti rakovirtauksen alussa olevia suuria nopeusgradientteja, koska nopeusgradientti 
ei siellä ole pelkästään seinämän normaalin suuntainen vaan myös virtaussuuntainen. Täl-
löin myös painegradientti muuttuu, eikä tätä välttämättä saada laskettua täysin oikein. 
Tiheimmän perinteisen laskentaverkon tulos pitäisi olla huomattavan tarkka mutta näin 
ei kuitenkaan käynyt, vaikka sen keskimääräinen dimensioton seinämäetäisyys on noin 
1,2, eli seinämän viereiset kontrollitilavuudet ovat reilusti viskoosin rajakerroksen sisällä.  
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6. YHTEENVETO 
Ensimmäistä tutkimuskysymystä tutkittaessa, eli miten kontrollitilavuusmenetelmällä 
päästään laskentaverkon tyypistä riippumatta toisen kertaluvun tarkkuuteen, huomattiin 
kyseisen vaatimuksen olevan pääsiassa kiinni vain valituista diskretisointimenetelmistä 
ja laskentaverkon topologisista virheistä. Tästä syystä työssä käytiin läpi pääpiirteittään 
virtausmekaniikassa käytettävän kontrollitilavuusmenetelmän erilaisia virhelähteitä, ja 
huomattiin, että tavoiteltuun toisen kertaluvun tarkkuuteen ei aina päästä insinöörisovel-
luksissa, joissa laskentaverkko on lähes poikkeuksetta epäsäännöllinen. Näin ollen työssä 
tutustuttiin tarkemmin erilaisiin diffuusio-, gradientti- ja konvektiomenetelmien virheläh-
teisiin sekä näiden toimivuuteen epäsäännöllisissä laskentaverkoissa ja samalla sivuttiin 
erilaisia aikatermien ja lähdetermien asianmukaisia diskretisointitapoja. 
Työssä havaittiin diffuusiotermien diskretisoinnin toisen kertaluvun tarkkuudella olevan 
varsin suoraviivaista niiden elliptisten ominaisuuksien vuoksi, sillä keskeisdifferenssime-
netelmä tuottaa erinomaisia tuloksia kyseisille termeille. Laskentaverkon epäortogonaa-
lisuus asettaa oman lisähaasteensa, sillä tämän huomioonottamisessa on useita vaihtoeh-
toja. Alirelaksoitu epäortogonaalisuuskorjaus osoittautui parhaaksi vaihtoehdoksi, erityi-
sesti niissä tapauksissa, joissa laskentaverkon epäortogonaalisuus on suuri. Epäortogo-
naalisuuden korjaus on riippuvainen myös gradienttimenetelmistä, joten näillekin joudut-
tiin etsimään mahdollisimman hyvät diskretisointimenetelmät. 
Gradienttimenetelmistä parhaimmaksi todettiin painokertoimiin pohjautuva pienimmän 
neliösumman menetelmä, koska yleisesti käytetyn Greenin–Gaussin gradienttimenetel-
män hyödyntäminen insinöörisovelluksissa voi pahimmassa tapauksessa johtaa tarkkuu-
deltaan jopa nollannen kertaluvun gradientteihin. Pienimmän neliösumman menetelmän 
todettiin olevan vähintään ensimmäistä kertalukua vastaavissa tapauksissa. Gradienttien 
määrittäminen toisen kertaluvun tarkkuudella on edelleenkin merkittävän haastavaa kont-
rollitilavuusmenetelmällä, sillä toisen kertaluvun tarkkuuden havaittiin toteutuvan vain 
hyvin rajoitetuissa mallitapauksissa työssä tutkituille gradienttimenetelmille.  
Konvektiomenetelmiin jouduttiin käyttämään enemmän aikaa, sillä konvektiotermien 
diskretisoinnin lopputuloksen huomattiin olevan varsin kehno keskeisdifferenssimenetel-
mällä, sillä konvektio on hyvin virtaussuunnasta riippuvaa. Keskeisdifferenssimenetel-
män käyttö vaatisi erittäin tiheän laskentaverkon, jotta menetelmän stabiiliusehto saatai-
siin täytettyä. Tästä syystä tutustuttiin erilaisiin vaihtoehtoisiin ensimmäisen ja toisen ker-
taluvun konvektiomenetelmiin, ja näiden toiminta havaittiin kohtuulliseksi. Merkittä-
väksi heikkoudeksi perinteisille toisen kertaluvun konvektiomenetelmille todettiin niiden 
epäfysikaalisuus, joten tästä syystä työssä jouduttiin paneutumaan TVD- ja NVD-viite-
kehyksiin, josta jälkimmäisessä johdettu Gamma-menetelmä osoittautui parhaaksi vaih-
toehdoksi konvektiotermien diskretisointiin ja kyseisen menetelmän todettiin tuottavan 
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fysikaalisia tuloksia myös epäsäännöllisissä laskentaverkoissa, eikä menetelmä lisää mer-
kittävästi numeerista diffuusiota simulaatiotuloksiin. 
Yhtälöissä esiintyvien lähdetermien osalta kontrollitilavuusmenetelmä on yksinkertainen, 
mutta numeerista ratkaisuprosessia voidaan stabiloida, jos lähdetermit linearisoidaan so-
pivasti. Aikatermien diskretisointiin ei paneuduttu syvällisemmin, vaan näistä nostettiin 
pikaisesti esille eri menetelmien stabiilius ja näiden tarkkuus.  
Työn alkupuolella asetettiin toinen kontrollitilavuusmenetelmän tarkkuuteen liittyvä tut-
kimuskysymys, eli miten työssä ratkaistaville RANS-yhtälöille saadaan muodostettua hy-
viä virhearvioita ja mielellään sellaisia, jotka luotettavasti arvioivat diskretisointivirheen 
ylärajaa. Vastausta etsittäessä käännettiin katse elementtimenetelmän puolelle johdettuun 
virhearvioiden teoriapohjaan ja tämän virhearvioteorian todettiin olevan sovellettavissa 
myös kontrollitilavuusmenetelmään, jossa virhearvioiden käyttö ei ole arkipäivää. Vir-
hearviotyyppejä huomattiin olevan varsin monta erilaista, kuten gradienttivirheisiin poh-
jautuvat virhearviot, sekä erilaiset laskennan jälkeen tehtävät eksplisiittiset ja implisiitti-
set virhearviot. Samalla paneuduttiin duaalimenetelmälle johdettuihin virhearvioihin pi-
kaisesti. Ongelmaksi nousi, että virhe-estimaateissa käytettävät jäännökset ja gradientti-
hyppäykset eivät ole suoraan virtauslaskennan tuloksista saatavilla. Täten lähdettiin ha-
kemaan erityisesti kontrollitilavuusmenetelmään johdettuja virhearviomenetelmiä.  
Kontrollitilavuusmenetelmään johdettuja virhearviomenetelmiä löydettiin työssä useita, 
kuten Richardsonin ekstrapolointiin pohjautuvia menetelmiä, momenttivirhemenetelmä 
sekä jäännösvirhemenetelmä. Näistä momenttivirhe- ja jäännösvirhemenetelmän todet-
tiin soveltuvan erittäin hyvin adaptiiviseen laskentaverkon hienontamiseen, koska näiden 
tuottama virhe-estimaatti oli kohtuullisen helppo toteuttaa myös käytännössä. Näiden yh-
teydessä käytiin läpi myös elementtimenetelmän puolelta lainattu, implisiittinen tasapai-
notettujen jäännösten menetelmä, jolla saadaan arvioitua numeerisen ratkaisun diskreti-
sointivirheen energianormia erinomaisella tarkkuudella. Aikaisempi elementtimenetel-
män virhearvioteoriaan paneutuminen osoittautui siis hyödylliseksi. Työssä päädyttiin 
kuitenkin toteuttamaan eksplisiittiset momenttivirhe- ja jäännösvirhe-estimaatit, ja näi-
den suorituskyky osoittautuikin myöhemmin erittäin hyväksi. Virhearvioiden lopputulos 
on hieman erilainen elementtimenetelmän virhearvioihin nähden, sillä valitut virhearviot 
tuottavat joko skalaari- tai vektorimuotoisen virhearvion, eikä saatu virhearvio täten vas-
taa elementtimenetelmän puolella käytettyä diskretisointivirheen energianormia. Virhe-
estimaattien muoto on kuitenkin ehdottomasti havainnollisempi, sillä RANS-yhtälöihin 
sovellettaessa virhe-estimaattien yksikkö vastaa kätevästi nopeusvektorin yksikköä. 
Virhearviomenetelmien käytännön toteutukseen valittiin OpenFOAM v5.0 -ohjelmisto, 
johon löydettiin osittain valmiita lisäosia foam-extend 4.0 -työkalupakista, joilla tarvitta-
vat virhearviot saatiin toteutettua. Ohjelmoinnin työmäärä oli näin vielä hallittavissa työn 
aikataulun puitteissa. Valmiita kirjastoja ja työkaluja saatiin hyödynnettyä siten, että vain 
noin puolet virhearvioiden sisältämästä koodista jouduttiin toteuttamaan alusta lähtien. 
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Adaptiiviset ominaisuudet saatiin kytkettyä päälle ilman sen kummempaa lisätyötä, sillä 
nämä ominaisuudet löytyivät ohjelmistosta jo entuudestaan. Adaptiivinen laskentaverkko 
saatiin muodostettua jakamalla aina jokainen kontrollitilavuus pienempiin osiin, jos tä-
män diskretisointivirhe oli liian suuri laskentaverkon tilavuuskeskiarvoon nähden ja las-
kentaverkkoa harvennettiin siellä, missä diskretisointivirhe oli huomattavasti alempi.   
Tämän jälkeen työssä keskityttiin tutkimaan momenttivirhe- ja jäännösvirhepohjaisen 
adaptiivisuuden suorituskykyä, joka todettiin erittäin hyväksi. Diskretisointivirheen tila-
vuuskeskiarvon havaittiin pienenevän lähes toisen kertaluvun nopeudella. Adaptiivisuu-
den tehokkuutta haluttiin verrata myös perinteiseen mallinnusmenetelmään, jossa lasken-
taverkko tehtiin seinämillä niin tiheäksi, että rajakerroksissa virtauskentän ratkaisu on 
hyvä, ja muualle mielenkiinnon kohteena oleville alueille lisättiin manuaalisesti lisäreso-
luutiota. Lopputuloksena olevien laskentaverkkojen huomattiin pienentävän diskretisoin-
tivirhettä vain noin ensimmäisen kertaluvun nopeudella, eli adaptiivisen algoritmin suo-
rituskyvystä jäädään huomattavasti. Erityispiirteenä adaptiivisissa laskentaverkoissa on 
se, että adaptiivinen algoritmi kykenee tuomaan uusia virtausilmiöitä simulaatiotuloksiin, 
kuten esimerkiksi virtauksen irtoamista seinämistä ja kokonaan uusia matalapainealueita.  
Taulukko 6.1 Perinteisten mallinnusmenetelmien ennustetut laskentaverkon koot ja las-
kenta-ajat verrattuna jäännösvirhepohjaiseen adaptiivisuuteen 
Menetelmä 
Adaptiivinen 
(jäännösvirhe) 
Normaali 
Normaali 
(Green-Gauss) 
Laskentaverkon koko 
(miljoonaa kpl) 
6,8 81,9 80,4 
Laskenta-aika (h) 6,0 47,3 39,7 
 
Aiemmin laskettujen diskretisointivirheiden tilavuuskeskiarvojen avulla voidaan ekstra-
poloida perinteisten mallinnusmetodien vaatima laskentaverkon koko, jolla saavutettai-
siin yhtä tarkka lopputulos kuin kaikista tarkin jäännösvirhepohjaisella adaptiivisella al-
goritmilla saatu tulos. Olettamalla laskenta-ajan riippuvan lineaarisesti laskentaverkon 
koosta, voidaan saada taulukon 6.1 mukaisia tuloksia. Laskentaverkkojen parantunut hyö-
tysuhde näkyy selkeästi, sillä yhtä tarkkoihin tuloksiin vaadittaisiin jopa 10-kertaisesti 
suuremmat laskentaverkot perinteisellä mallinnusmenetelmällä, ja Greenin–Gaussin gra-
dienttimenetelmän käyttäminen vaikuttaa hieman suotuisammalta rajakerroksia mallinta-
vissa laskentaverkoissa. Laskenta-aikakin nousisi perinteisillä laskentaverkoilla vähin-
tään 6,6-kertaiseksi adaptiivisen ajon kumulatiiviseen laskenta-aikaan nähden, joten 
adaptiivisuuden tuomat edut ovat kiistattomat. 
Adaptiivisen algoritmin havaittiin tuottavan laskentaverkkoon varsin paljon topologisia 
virheitä, jotka aiheuttivat tarpeen sille, että epäortogonaalisen lisäkorjauksen suuruutta 
joudutaan rajoittamaan. Perinteisissä laskentaverkoissa topologia paranee sitä mukaa, 
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kun laskentaverkkoa tihennetään, eikä näille välttämättä olisi tarvittu kyseistä lisärajoi-
tusta tehdä, mutta näin päädyttiin tekemään, että tuloksissa käytetyt asetukset olivat kes-
kenään samoja. Lisääntyneistä laskentaverkon topologiavirheistä huolimatta adaptiivinen 
algoritmi kuitenkin kykenee pienentämään diskretisointivirhettä erinomaisesti. Vaikka 
adaptiivista algoritmia kyettiin käyttämään laskentatehon ja muistirajoitteiden puitteissa 
vain kahteen kertaan, saatiin kuitenkin vertailukelpoisia tuloksia perinteisiin mallinnus-
menetelmiin nähden. Jälkikäteen ajateltuna adaptiivisessa algoritmissa käytettäviä raja-
arvoja olisi voinut säätää siten, että olisi saatu useampi määrä adaptiivisia iteraatioita, 
mutta tällöin olisi jouduttu poikkeamaan kirjallisuudessa suositelluista raja-arvoista.  
Lopuksi työssä verrattiin adaptiivisten ja perinteisten laskentaverkkojen ennustamaa pai-
negradienttia kokeellisiin tuloksiin nähden. Havaittiin, että adaptiiviset laskentaverkot 
jäävät hieman odotetusta ensimmäisen kertaluvun suorituskyvystä, sillä erilaisten keino-
tekoisten stabilointimenetelmien käyttö epäortogonaalisen lisäkorjauksen yhteydessä us-
kottiin vähentävän gradienttien tarkkuutta. Perinteisten laskentaverkkojen tapauksessa 
painegradientin virheen vähenemisen ei havaittu olevan monotonista gradienttimenetel-
mästä riippumatta, mutta pienimmän neliösumman menetelmän havaittiin olevan hieman 
parempi perinteisten laskentaverkkojen tapauksessa.  
Erityisesti painegradientin laskennassa huomattiin se, että numeeriset laskentatulokset 
perinteisillä laskentaverkoilla saattavat antaa harhaanjohtavia tuloksia, sillä lisähienonta-
minen ei välttämättä enää muuta mielenkiinnon kohteena olevaa suureetta merkittävästi, 
eikä suure välttämättä suppene oikeaa arvoa kohti. Karkeasti ottaen voidaan todeta, että 
jos liikeyhtälöiden keskivirhe pienenee toisen kertaluvun nopeudella, voidaan muidenkin 
suureiden, kuten esimerkiksi mitatun painegradientin virheen, olettaa pienevän lähes teo-
rian mukaisella miniminopeudella. Sama voitanee nostaa esille myös perinteisille lasken-
taverkoille, sillä liikeyhtälöiden ratkaisujen ollessa tarkkuudeltaan ensimmäistä kertalu-
kua, voitanee odottaa painegradientin olevan määritetty pahimmillaan vain nollannen ker-
taluvun tarkkuudella. Virhe-estimaattien ja kokeellisen datan voidaan siis sanoa korreloi-
van kohtuullisesti, mutta tarkempi vastaus vaatisi vielä lisätutkimusta. Tämä ehdottomasti 
motivoi adaptiivisuuden käyttöä myös jatkossa, sillä adaptiiviset tulokset vaikuttivat jär-
kevämmiltä, koska näiden painegradientin virhe pieneni odotetulla tavalla. Itseasiassa 
painegradientin erikoinen käyttäytyminen oli eräs pääsyy sille, miksi adaptiivisuutta läh-
dettiin kehittämään virtauslaskennan tarpeisiin. Samalla adaptiivisuus mahdollistaa niin 
tarkkoja tuloksia, että perinteisillä mallinnusmetodeilla vaaditaan kontrollitilavuuksien 
lukumäärällisesti jopa kertaluokkaa suurempia laskentaverkkoja, jolloin vaaditut resurssit 
ovat ainakin kertaluokkaa suurempia. Toisaalta adaptiivisuus vähentää paljon epävar-
muutta numeeristen laskentatulosten analysoinnista, koska virheet ovat selkeästi näky-
villä, eikä niiden tulkinta välttämättä vaadi enää niin pitkää virtauslaskennan kokemusta. 
Tällöin virtauslaskija voi keskittyä vapaammin fysikaalisten reunaehtojen tai vaikkapa 
turbulenssimallien aiheuttaman mallivirheen pohtimiseen. Tutkimus osoittautui siis kai-
ken kaikkiaan erittäin hyödylliseksi.   
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