Abstract. In this paper, we present a new approach based on theta functions to compute Weil and Tate pairings. A benefit of our method, which does not rely on the classical Miller's algorithm, is its generality since it extends to all abelian varieties the classical Weil and Tate pairing formulas. In the case of dimension 1 and 2 abelian varieties our algorithms lead to implementations which are efficient and naturally deterministic. We also introduce symmetric Weil and Tate pairings on Kummer varieties and explain how to compute them efficiently. We exhibit a nice algorithmic compatibility between some algebraic groups quotiented by the action of the automorphism −1, where the Z-action can be computed efficiently with a Montgomery ladder type algorithm.
Introduction
In recent years, many new and interesting cryptographic protocols have been proposed which use the existence of pairings on abelian varieties. In order to obtain efficient and secure implementations of these protocols it is important to be able to compute quickly these pairings. Miller has proposed a method (see for instance [2] ) to compute the function on an algebraic curve given up to a constant factor by the data of a principal divisor. This method is a key ingredient of all known algorithms to compute pairings. In this paper, we propose a different approach based on theta functions. We first make explicit the link between Weil and Tate pairings and the intersection pairing on the degree 1 homology of an abelian variety. Our method appears to be a very natural and straightforward way to compute the pairing associated to the Riemann form (or its arithmetic counterpart the commutator pairing) of an abelian variety. It is then easy to deduce practical formulas to compute Weil and Tate pairings. A first benefit of our approach is its generality: where Miller's algorithm rely on the representation of an abelian variety as the Jacobian of an algebraic curve, our method works with any abelian varieties. The case of the Tate pairing is noticeable: while the original definition of Tate [8] deals with any abelian varieties, the formula of Lichtenbaum [9] used in cryptographic applications is restricted to Jacobian of curves. This restriction does not appear in our formulas. Our algorithm also expand the algorithmic toolbox based on theta functions to compute with abelian varieties.
For the complexity analysis of our algorithm we focus on the case of level 2 and 4 theta functions in order to obtain the best running time and memory consumption. The only difference between the two cases lies in the initialisation phase of the algorithm: in level 4 one can recover enough information from the data of two points to compute the pairings. This is not possible with the level 2 embedding since it does not distinguish a point and its opposite. Nonetheless it is possible to define a "symmetric pairing" on the quotient of an abelian variety by the action of the automorphism −1. These notions extend the definition of the trace pairing proposed in [3] .
We have chosen to present all the formulas of this paper using the classical analytic theory of theta functions. In order to consider also rationality problems which are essential to the definition of the Tate pairing, we make the assumption that all the abelian varieties that we consider are defined over a number field K and we suppose given a fixed embedding of K in its algebraic closure C. Nonetheless, it should be understood that all our algorithms apply to the case of abelian varieties defined over any field of characteristic not equal to 2. To see this one can invoke the Lefschetz's principle or use Mumford's theory of algebraic theta functions. We refer to [10] for proofs of the main formulas of this paper in the theory of Mumford.
Our paper in organized as follows: in Section 2 we recall some basic definitions about theta functions. The Section 3 we give a method to compute the usual pairings by using a double and add algorithm based a theta addition formula. In Section 5 we make a precise assessment about the complexity of our algorithm. We also introduce symmetric pairings on Kummer varieties and explain how to adapt our algorithms to compute them efficiently. We end the paper with an example of computation in Section 6.
Some notations and basic facts
In this section, in order to fix the notations, we recall some well known facts on analytic theta functions (see for instance [14, 6] ). Let H g be the g dimensional Siegel upper-half space which is the set of g × g symmetric matrices Ω whose imaginary part is positive definite. For Ω ∈ H g , we denote by Λ Ω = ΩZ g + Z g the lattice of C g defined by Ω. If A is an abelian variety of dimension g over the number field K with a principal polarisation then A is analytically isomorphic to C g /Λ Ω for a certain Ω ∈ H g . In the rest of this paper, we denote by π : C g → C g /Λ Ω = A the canonical projection. The classical theory of theta functions gives a lot of functions on C g that are pseudo-periodic with respect to Λ Ω and can be used as a projective coordinate system for A. More precisely, for a, b ∈ Q g , the theta function with rational characteristics (a, b) is an analytic function on C g × H g
given by:
In order to write the pseudo-periodicity relations verified by the theta functions it is convenient to introduce a certain pairing on C g . First we identify
For any ℓ ∈ N * , the set H Ω,ℓ of Λ Ω -quasi-periodic functions of level ℓ is a finite dimensional C-vector space whose basis can be given by the theta functions with characteristics:
A theorem of Lefschetz tells that if ℓ ≥ 3, the functions in H Ω,ℓ give a projective embedding of A in P ℓ g −1 , the projective space over C of dimension ℓ g − 1. For ℓ = 2, the functions in H Ω,2 does not give a projective embedding of A. It is easy to check that for all f ∈ H Ω,2 , we have f (−z) = f (z). Under some well known general conditions [7, cor 4.5.2] , the image of the embedding defined by H Ω,2 in P ℓ 2 −1 is the Kummer variety associated to A, which is the quotient of A by the automorphism −1.
Once we have chosen a level ℓ ∈ N, for the rest of this paper, we adopt the following conventions: we let Z(ℓ) = (Z/ℓZ) g and for a point z P ∈ C g and i ∈ Z(ℓ) we put
. We denote by P the element of A ℓ g (C) with coordinates P i = θ i (z P ) and let P be the associated point of A that we consider depending on the situation as embedded in P ℓ g −1 or as a point on the analytic variety C g /Λ Ω . In this paper, for n, ℓ ∈ N, such that n divides ℓ we will implicitly consider Z(n) as a subgroup of Z(ℓ) via the morphism x → (ℓ/n).x.
We denote by Ξℓ the theta divisor of level ℓ on A which is the divisor of zero of
x Ξℓ − Ξℓ where τ x is the translation by x morphism on A. The kernel of ϕ ℓ is A [ℓ] . For ℓ = 1 we let Ξ1 = Ξ. We denote by K(A) the function field of A and if f ∈ K(A), we denote (f ) the divisor of the function f . Let Z 0 (A) be the group of 0-cycles of A that is the free commutative group over the set of closed points of A.
ni .
Weil and Tate pairings and theta functions
In this section, we present formulas to compute Weil and Tate pairings from the knowledge of the theta coordinates of some points.
The Weil pairing
For Ω ∈ H g , let A = C g /Λ Ω be the associated complex abelian variety and denote by π : C g → A the natural projection. Let ℓ be a positive integer, we denote by µ ℓ the subgroup of C * of ℓ th roots of unity. For z P , z Q ∈ C g , let P, Q be the associated points of A, we consider the pairing:
ℓ . It is clear that e W does not depend on the choice of z P and z Q representing P and Q respectively and that e W is a non-degenerate skew linear form. The following proposition gives an expression of this pairing in term of the values of certain theta functions.
g , we have:
Proof. By (2), we have: 
In the same way, there exists a function
Thus for X a general point of A,
is an element of µ ℓ which is equal to e ′ W (P, Q). 
Proposition 1. Keeping the notations from above, let
where
.
Remark 1.
In the preceding equations, the domain of the functions g Q and f Q is C g but we will see in the course of the proof that g Q and f Q are periodic with respect to Λ Ω and are in fact well defined functions on A.
It is clear from its definition that up to a multiplication
which gives the left hand of (4). It is easily seen using (2) that g Q (z) is periodic with respect to Λ Ω and as a consequence descends to a function on A.
We turn to the proof of the second equality. As µ Q (z) is a non vanishing function, the zero divisor of the function µ Q (z)
Moreover, it is easily seen using (2) that this function is periodic with respect to Λ Ω , and descends to a function on A which up to a multiplication by a constant is f Q (z).
Corollary 1. The pairing e W is the Weil pairing.
Proof. This is an immediate consequence of Lemma 1 with a = b = 0, Proposition 1 and the definition of the Weil pairing as e
let ℓ be a positive integer and let
If L(z P , z Q ) and R(z P , z Q ) are well defined and non null, we have:
Proof.
] so we can assume that a = b = 0. The corollary can then be proved by a direct computation.
But it also follows immediately from Proposition 1 and the formula e W (P, Q) = f P (Q − 0)/f Q (P − 0). In fact, using the notations of Proposition 1, we have
The result follows an immediate computation. 
The Tate pairing
Let K be a number field. In this section, we suppose that µ ℓ ⊂ K and that A[ℓ] is rational over K. Let K be the algebraic closure of K and let
) be the connecting morphism of the Galois cohomology long exact sequence associated to the Kummer exact sequence (resp. to the exact sequence 0
There exists a bilinear application often referred to as the Tate pairing e T :
Proposition 2. Let K be a number field and let
A be a dimension g abelian variety over K. Let Ω ∈ H g be such that A is analytically isomorphic to C g /Λ Ω . Let a, b ∈ Q g ,
and let ℓ be a positive integer. Let P ∈ A(K)/[ℓ]A(K) and
Q ∈ A[ℓ] and let z P , z Q ∈ C g be such that π(z P ) = P and π(z Q ) = Q where π : C g → A
is the natural projection (by abuse of notation we use P, Q to denote the corresponding points of an algebraic and analytic model of A). Suppose that
then we have
Proof. By Proposition 1, we have
Taking care of the fact that e T (P, Q) has value in K * /K * ℓ we just have to prove that e T (P, Q) = f Q (0−P ). The proof follows exactly the same computations as [16, p. 280] . Let P 0 ∈ A(K) such that ℓP 0 = P . Following the definition of the connection morphism δ 2 , we have δ 2 (P ) = f where f :
where c ∈ C * is a constant, we have 
canonical factor of automorphy, where H is the hermitian form whose matrix is given by (Im Ω) −1 . Computing the expression (8) for e T (P, Q) we obtain that a representative of e T (P, Q) is given by e T (P,
gives a nice geometric interpretation of the Tate pairing. On the other side, we recall that e Ω (., .) = exp(2πi Im H(., .)) and as a consequence, we can write the Weil pairing as e W (P, Q) = exp(2πi Im H(z P , ℓz Q )). Compared to its counterpart for the Weil pairing, the expression for the Tate pairing has to be taken cautiously as it involves rationality conditions to be correct.
Pairing computations
In this section, we describe a general method to compute Weil or Tate pairings which does not rely on the usual Miller's loop and prove its correctness. We postpone to the next section the analysis of the running time of these algorithms.
Let n, ℓ ∈ N. We suppose that 2 divides n and that ℓ and n are relatively prime. Let A be an abelian variety over C with period matrix Ω. We represent A as a closed subvariety of P n g −1 by the way of level n theta functions and we suppose that this embedding is defined over K. Denote by A the pullback of A via the natural projection κ :
In the following, we adopt the following convention: if P is a point of A, we denote by P an affine lift of P that is a point P of A n g such that κ( P ) = P . An important ingredient of our algorithm is the Riemann addition formulas. The usual form of these formulas works for theta functions of level divisible by 4 (see for instance [6, p. 139] ). In this paper we need a slight generalisation of these formulas for working also with level 2 theta functions. We recall that following the convention for the notation of theta functions described at the end of the introduction, we let for
Moreover, we recall that in the following we consider Z(n) (resp. Z(2)) as a subgroup of Z(2n) via the map x → 2x (resp. x → nx).
Theorem 1. Let i, j, k, l ∈ Z(2n). We suppose that i + j, i + k and i + l ∈ Z(n).

LetẐ(2) be the dual group of Z(2). For all χ ∈Ẑ(2) and z
Proof. For i ∈ Z(2n) and z ∈ C g , we let θ (2), using this formula, we compute η∈Z (2) 
Using this last equation to compute the left and right hand sides of the preceding equation we obtain the result.
We suppose that the theta null point 0 = (θ i (0)) i∈Z(n) is known. We deduce immediately from Theorem 1 an algorithm that takes as inputs P = (
We write P + Q = PseudoAdd( P , Q, P − Q). Indeed we will see latter (Proposition 3) that if n = 4, we can recover the projective point P + Q from P and Q using the Riemann addition formulas. It is then easy to see that if we moreover know P , Q and P − Q, then there is a unique affine point P + Q above P + Q that satisfy the addition formulas from Theorem 1. If n = 2, the point P + Q is also unique provided the abelian variety satisfy the generic condition from Theorem 3.
Chaining the algorithm PseudoAdd in a classical Montgomery ladder [2, alg. 9.5 p. 148] yields an algorithm that takes as inputs Q = ( Q i ) i∈Z(n) , P + Q = (( P + Q) i ) i∈Z(n) , P = ( P i ) i∈Z(n) and an integer ℓ and outputs P + ℓQ.
We write P + ℓQ = ScalarMult( P + Q, Q, P , ℓ). In particular, we have ℓ P = ScalarMult( P , P , 0, ℓ). The following lemma tells that the output of ScalarMult does not depend on the particular chain of PseudoAdd calls it uses. Lemma 2. Let L = {0, 1, . . . , ℓ} be a Lucas sequence. Let A 0 = P , B 0 = 0,
In other words P + ℓQ does not depend on the Lucas sequence used to compute it.
and P + Q = (θ i (z P + z Q )) i∈Z(n) then by Theorem 1 and an easy recursion we see that
an easy recursion shows that
Remark 4.
There is a natural action of K * on A n g − {0} by multiplication of the coordinates of a point that we denote by α * P for α ∈ K * and P ∈ A n g (K). In the proof of the preceding lemma we have seen the effect of this action on the output of the algorithm ScalarMult: let P, Q ∈ A(K) and let P , Q, P + Q be affine lifts of P , Q and P + Q. Let R = ScalarMult( P + Q, Q, P , ℓ). Let α, β, γ ∈ K, we have
Given P and Q with projective coordinates (θ i (z P )) i∈Z(n) and (θ i (z Q )) i∈Z(n) for z P , z Q ∈ C g , we would like to compute e W (P, Q) and e T (P, Q). We can state the main theorem of this section
Theorem 2. We suppose that n and ℓ are relatively prime. For X, Y ∈ A(K), denote by X, Y , X + Y any affine lifts of X, Y and X + Y . Recall that for i ∈ Z(n), we denote by X i the coordinate i of the point X. For ℓ ∈ N and i ∈ Z(n),
let f T ( X, Y , X + Y , ℓ, i) = ScalarMult( X+Y , X, Y ,ℓ)i ScalarMult( X, X, 0,ℓ)i 0i Yi .
Then for P, Q ∈ A[ℓ] and
i ∈ Z(n), we have:
whenever the right hand side is well defined.
Moreover, for P ∈ A(K)/[ℓ]A(K), Q ∈ A[ℓ]
, if we suppose that P , Q and P + Q are affine lifts of P , Q and P + Q with coordinates in K, then we have for i ∈ Z(n),
, we obtain that
In the same way, by Proposition 2 (which apply for i = 0, but it is easy to see that the same result is true for any i ∈ Z(n)), we have for
Next, let α, β, γ ∈ K. By Remark 4, we have
This shows that the expressions (13) and (14) for the Weil and Tate pairing does not depend on the choice of affine liftings (rational over K in the case of the Tate pairing) of P , Q and P + Q.
As we have shown that the formulas of Theorem 2 does not depend on a choice of the affine lifts of the input points of the algorithm (as long as the choices are the same for the computation of the two functions f T in the case of the Weil pairing), from now on we only consider projective points.
In order to have a working algorithm to compute Weil and Tate pairings, it remains to explain how to compute P + Q from the knowledge of P and Q. As the formulas to compute the pairings only involve one of the level n theta functions, and since the number of the coordinates used in the computation of ScalarMult is n g , for the sake of efficiency it is important to have a small n. As 2 divides n, from now on, we focus on the only two interesting cases: n = 2 and n = 4.
We first treat the case n = 4. Let z P , z Q ∈ C g and let P = (
. From the knowledge of P and Q, with the addition formula (9), one can compute the products:   η∈Z (2) 
for χ ∈Ẑ(2) and i, j, k, l ∈ Z(2n) such that i + j, i + k, and i + l ∈ Z(n). If we can prove that for any such choice of i, j, k, l ∈ Z(2n) and χ ∈Ẑ(2) there exist
0) = 0, then by summing over the characters the left bracket of (15) one can compute all the products θ i (z P + z Q )θ j (z P − z Q ), for i, j ∈ Z(n) from which it is easy to recover by taking quotients the projective point (θ i (z P + z Q )) i∈Z(n) . Now, using equation (10), we have
We have the Proposition 3. Let δ ∈ N be such that 4 divides δ. For any a ∈ K(2δ) there exists an element b ∈ a + K(δ) such that for all χ ∈Ẑ(2) we have η∈Z (2) χ(η)θ Applying the preceding proposition to the factors of the right hand of equation (16), we obtain that there exists k 
If the kernel of χ does not contain the subgroup of Z(2) generated by k + l then we have η∈Z (2) χ(η)θ k+η (0)θ l+η (0) = 0, so it is not possible to recover θ i+η (z P + z Q ) as before. This is consistent with the fact that for i ∈ Z (2) and z ∈ C g , θ i (z) = θ i (−z), the right hand side of (17) is invariant for the transformation z Q → −z Q while it is not the case of the left hand side. The best we can hope is that for almost all period matrices Ω ∈ H g there exists a k ∈ Z (2) such that for all l ∈ Z(2) and χ ∈Ẑ(2) such that k + l is in the kernel of χ, we have η∈Z (2) χ(η)θ k+η (0)θ l+η (0) = 0. This is exactly the content of Theorem 3. In order to prove this theorem, we let T k,l,χ = η∈Z (2) χ(η)θ k+η (0)θ l+η (0) and we state the following lemma:
Lemma 3.
For Ω ∈ H g , the two following properties are equivalent:
1. There exists a k ∈ Z(2) such that for all ℓ ∈ Z(2) and χ ∈Ẑ (2) (2) be the canonical projection. Then we have (see [14, 
.Ω). Combining this relation together with (16), for all
Since χ(k + l) = (−1) t (k+l).µ the lemma follows immediately from (18).
It is well known that for z ∈ C g , and k, l ∈ Z(2), we have θ k,l (−z) = (−1) t k.l θ k,l (z). As a consequence, for all k, l ∈ Z(2) such that t k.l = 1 (the odd characteristics), we have θ k,l (0) = 0. Denote by M 4 the quasi-projective variety over C defined as the locus of zeros of θ i,j (0) considered as functions of Ω. It is clear that M 4 parametrizes the set of principally polarized abelian varieties together with a level 4 structure since from the knowledge of a point in M 4 one can recover the projective embedding of the corresponding abelian variety provided by the Riemann equations. Proof. We sketch the proof of the theorem. Suppose on the contrary that for
is a constant function of Ω. This is a degree 1 relation for level 4 theta constants, call it R k,l . We have for all k ∈ Z(4), θ k (0) = θ Remark 5. The preceding theorem shows that the symmetric pairing computation algorithms that we describe in the next section works for a general abelian variety. However, one can ask if the closed proper subset of M 4 , given by the cancellation of some even level 4 theta constants contains noticeable abelian varieties. Actually, this is the case since a theorem of Frobenius [15, cor. 6.7 p. 3.102] tells us that the locus of Jacobian of hyperelliptic curves inside M 4 can be given by equations of the form θ k,l (0) = 0 where (k, l) is an even characteristic. As a consequence, the algorithms of Section 5.2 to compute symmetric pairings don't apply to Jacobian of hyperelliptic of genus g when g 3. It should be noted however that following [7, cor 4.5.2 and remark (2)], the condition that for all k, l ∈ Z(2) such that t k.l = 0, θ k,l (0) = 0 is equivalent to the fact the level 2 theta functions give a projectively normal embedding. Considering this result, the condition of Theorem 3 should be considered as natural.
Complexity analysis
In this section, we explain how to use the results of the preceding section to compute efficiently pairings on abelian and Kummer varieties with a special focus on dimension 1 and 2 since these cases are particularly interesting for cryptographic applications.
Abelian varieties
We begin with the case of abelian varieties since the main loop of the algorithm can also be used for the computation of symmetric pairings on Kummer varieties.
Initialisation phase
The initialisation phase depends on the representation of the points P and Q on the abelian variety A. If P and Q are given by theta coordinates of level 4 we can apply the procedure described in Section 4 to compute the homogeneous coordinates of (θ i (P + Q)) i∈Z (4) .
Suppose that another coordinate system is used to represent P and Q that we denote by (X i ) i∈I where X i are rational functions on a Zariski open subset of A. Then by definition there exist formulas to compute θ i (P ) and θ i (Q) from the knowledge of X i (P ) and X i (Q). In practise, the dictionary between some useful coordinate system and the theta coordinates can easily be deduced from well known properties of theta functions. It should be remarked that in order to carry out these computations we might have to do a base field extension since in the projective embedding of A provided by the level 4 theta functions the 4-torsion of A is rational over the base field, whereas this may not the case with other models of A. The advantage of the level 4 is that no square root extraction is required for the computation of P + Q, contrarily to the level 2 case as we will see.
From the knowledge of θ 0 i/4 (z X , 1/4.Ω), i ∈ Z(4) for X = P, Q, P + Q we can then compute the level 2 coordinates given by (2) for the coordinates of the (isogeneous) points X = P, Q, P + Q.
Pairing computation phase As we have seen before, we can carry out the computations of the main loop of the algorithm with level 2 theta functions since at the end we only need one theta coordinate to compute the pairings. This is more efficient because we only need 2 g coordinates to represent a point and we can do the computation on the field of definition of the 2-torsion of A.
We suppose that we are given the level 2 coordinates of P , Q, P + Q. Rather than considering the formulas of Theorem 1 for the double and add algorithm, we use the level 2 formulas given in [4] for the genus 2 case, and in [5] for the genus 1 case. For instance, let E be an elliptic curve defined by Ω ∈ H 1 , let Ω ′ = Ω/2 and put
The duplication formulas are given by the equalities: 1.
Differential Addition Algorithm: Input: Two points P = (x : z) and Q = ( x : z) on E, and R = (x : z) = P − Q, with xz = 0. Output: The point P + Q = (x ′ : z ′ ).
1.
Recall that in order to compute the pairing e T (P, Q), we have to compute P + ℓQ = ScalarMult( P + Q, Q, P , ℓ) and ℓ Q = ScalarMult( Q, Q, 0, ℓ). It should be remarked that in the computation of P + ℓQ, we need exactly the same values of j.Q for some j ∈ {1, . . . , ℓ} as those required to obtain ℓ Q. Since we want to avoid a division in each step, we use a Montgomery ladder so that the differences in the adding step are always the same points. To speed up the differential additions, we have renormalised the theta null point (a, b) to (1, b/a). It is easy to see by doing the same computation as in Remark 4 that this does not change the value of the Tate pairing e T (P, Q). Moreover we also have renormalised the theta null point (A, B) . Looking back at the proof of 1, we see that this change each affine addition by the constant factor B −2 . This also does not affect the final value of the Tate pairing e T (P, Q), since we use the same Lucas sequence for computing ℓ Q and P + ℓQ.
This give the following steps for the pairing: from (j − 1)Q, jQ and P + jQ we compute 2(j − 1)Q, (2j − 1)Q, P + (2j − 1)Q or (2j − 1)Q, 2jQ and P + 2jQ depending on the binary decomposition of ℓ. We remark that at each step we do a doubling and two adding, and that we add the same point to the triple (j −1)Q, jQ, P +jQ. For instance in genus 1, we only have to compute The algorithms that we have presented in this section are deterministic and generalize immediately to the higher dimension case. Usually when computing a pairing, the field of definition of Q has a smaller degree than the field of definition of P , so that at each step one adding and one doubling is done with points in the smaller field. We also remark that if we have to compute several pairings e(P 1 , Q), e(P 2 , Q), . . . with the same Q, it makes sense to store the results of the computations of the jQ so that for the next pairings we only have to compute the P i + jQ. For instance when g = 1 if we store the log 2 (ℓ)
) of each doubling step, we can compute the subsequent pairings with only five multiplications at each step.
Kummer varieties
Let A be a principally polarized abelian variety of dimension g defined by Ω ∈ H g . As we have seen in the introduction, the level 2 theta functions defined by Ω give a projective embedding of the Kummer variety associated to a A. We recall that the Kummer variety K A of A is the quotient of A by the action of the automorphism −1 of A. Let ζ : A → K A be the natural projection. In the following, if P ∈ A(K) we denote by P its image by ζ. The construction of K A does not preserve the group structure of A. Nonetheless, we remark that from the data of P ∈ K A (K) one can compute 2P without ambiguity, and from the data of P , Q and P − Q one can compute P + Q. As a consequence, K A inherits from A of an action of Z on its points which can be computed by a Montgomery ladder like algorithm.
Let e be a pairing on A, and let K * 0 be the quotient of K * by the action of the automorphism −1. Let ζ 0 : K * → K * 0 be the natural projection. The pairing e gives a well defined application e : , Q) ). It is easily seen that the elements of K * 0 are in bijection with the set S = {x + 1/x, x ∈ K * }. Identifying K * 0 with S, the application ζ 0 is given by ζ 0 (x) = x + 1/x, x ∈ K * from which we deduce the expression of e : (P , Q) → e(P, Q) + e(−P, Q). This pairing has been introduced in [3] . In the following, if e is a pairing, we say that e is the symmetric pairing associated to e. The symmetric pairing e can be seen as a version of e for compressed coordinates as it takes as input points with 2 g coordinates rather than 4 g . Its cryptographic relevance comes from the compatibility of e with the Z-set structures of K A and K * 0 : for all λ, µ ∈ Z, P , Q ∈ K A , we have e(λ.P , µ.Q) = (λµ).e(P , Q). In [3] , the authors give an algorithm based on Lucas sequences to compute the action of Z on K 0 for certain finite fields. Here we would like to emphasize that the compatibility of the Z-structure of K A and K 0 is also algorithmic. It comes from the fact and on any quotient of an algebraic group by the automorphism −1 there exists a natural Montgomery ladder algorithm to compute the resulting Z-action. In the case of K 0 we obtain very simple and general formulas. For x ∈ K, and i, j ∈ Z, we have
We have seen that the codomain of the Tate pairing e T is the multiplicative group K * /K * ℓ . Again, we can take the quotient of this group by the action of (−1) on it, denote it by (K * /K * ℓ ) 0 . It is clear that there is a bijection between the set (K * /K * ℓ ) 0 and the set S T = {x + 1/x, x ∈ K T } where K T is a set of representatives of K * /K * ℓ . Moreover, one can compute the Z-action on such representatives using the preceding algorithm.
Initialisation phase We suppose that we know the level 2 coordinates θ i (z P ) and θ i (z Q ), i ∈ Z(2) of P and Q. We may assume (by multiplying by a projective factor) that the values of the projective coordinates (θ i (z P )) i∈Z (2) and (θ i (z Q )) i∈Z (2) are in K. Using Theorem 1 and Theorem 3, we obtain that for a general choice of K A , it is possible to compute for all i, j ∈ Z(2) and χ ∈Ẑ(2) such that χ(i − j) = 1, η∈Z (2) χ(η)θ i+η (z P + z Q )θ j+η (z P + z Q ) from the inputs. By summing over the characters, we obtain for all i, j ∈ Z(2)
We suppose that θ 0 (z P + z Q )θ 0 (z P − z Q ) = 0, if necessary by replacing the index 0 by another one. By rescaling the projective coordinates, we do our computations as if θ 0 (z P − z Q ) = 1 hence we know θ 0 (z P + z Q ).
For i ∈ Z(2), let P i (X) = X 2 − 2 κi0 κ00 X + κii κ00 . The roots of P i (X) are
θ0(z P −z Q ) . If P or Q is a point of 2-torsion, P + Q = P − Q ∈ K A so each P i (X) has a double root. Otherwise, we may suppose that there exist α ∈ Z(2), α = 0 such that the matrix M = θ 0 (z
We can compute {θ α (z P + z Q ), θ α (z P − z Q )} by finding the roots of P α (X). As by hypothesis, P + Q, P − Q ∈ A(K), we deduce that these roots are in K. We fix an arbitrary ordering (θ α (z P + z Q ), θ α (z P − z Q )) of these roots (depending on the ordering, we will compute P − Q or P + Q).
We can then find {θ i (z P + z Q ), θ i (z P − z Q )} by solving the system
This method requires one square root.
Pairing computation phase Let P ∈ A(K)/[ℓ]A(K) and Q ∈ A[ℓ]
and denote by P , Q the corresponding points on K A . Denote by θ i (z), i ∈ Z(2), the level 2 theta functions associated to Ω. We present two methods to compute the symmetric Tate pairing. A first method is to consider the formula e T (P , Q) = e T (P, Q) + e T (P, −Q). We have explained in the last paragraph how to compute the set S = {P + Q, P − Q} at the expence of a square root extraction. By choosing a point in S, we can use the algorithm from Section 5.1 to compute e(P, Q) (resp e(P, −Q)). We can then compute e T (P, Q) = e(P, Q) + e(P, −Q) with a simple division.
Another approach is to work in the algebra A = K[X]/(P α (X)) for α ∈ Z(2) as before. We denote by g the unique automorphism of the algebra of A leaving K invariant and different from the identity. For each i ∈ Z(2) by using equation (20) we can express θ i (z P + z Q ) = γ i X + δ i . (We can always compute an inverse of γX +δ except when −δ/γ is a root of P α . But in this case we have found a root of P α and we can use the first method.) Now, consider the vector (T j ) j∈Z (2) where
