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a b s t r a c t
The choice of frequency in trigonometrically fitted methods is a fundamental question,
especially if long-term prediction is considered. For linear oscillators, the frequency of the
method is the same as the frequency of the solution of the differential equation. However,
for nonlinear problems the frequency of the method is, in general, different from the
frequency of the true solution. We present some experiments showing how the frequency
depends strongly on certain values.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
One of the most useful procedures for the construction of numerical methods that approximate the solution of
second-order initial-value problems is the adaptation technique (where those most widely used are fitted exponentially
or trigonometrically). In particular, when the solution exhibits periodic or oscillatory behavior, trigonometrically fitted
methods are much more efficient than non-fitted methods, with similar cost.
These trigonometrically fitted methods are obtained by making them be exact for different linear combinations of the
functions
{1, x, x2, . . . , cos(ωx), sin(ωx), . . .}.
The procedure has been applied to linear multistepmethods, Runge–Kutta-typemethods, and hybrid methods. Gautschi [1]
was the first to propose this kind of method, which required that the frequency be estimated in advance. In [2], there is a
general procedure for the construction of adapted multistep algorithms.
Methods of this type have recently been developed by Simos and Vigo-Aguiar [3], Franco [4], Wang [5], and Fang and
Wu [6].
In all of the above-cited papers, the value for the frequency ω that appears in the numerical methods is chosen near the
exact frequency of the true solution,µ, or it is assumed that the frequency value is known in advance. In fact, for the simplest
orbital problem y′′ + µ2y = 0, taking w = µ, the trigonometrically fitted methods are exact, which means that the errors
are due only to round-off considerations. However, asw departs from the exact value (even for small deviations), the results
become worse than for the corresponding non-fitted methods.
The issue of how to choose the frequencies in the trigonometrically fitted (and exponentially fitted) techniques is very
difficult. Recently, this problem has been considered in [7,8], where the frequencies are tuned to be as optimal as possible.
With this optimization, an order of magnitude increase in accuracy may be gained with respect to the underlying multistep
method, although such optimization shows that the frequencies obtained do not reflect the solution itself. The frequency
evaluation algorithm in those articles relies on the basis that the principal local truncation error has been eliminated. In [9]
∗ Corresponding author.
E-mail address: higra@usal.es (H. Ramos).
0893-9659/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2010.07.003
H. Ramos, J. Vigo-Aguiar / Applied Mathematics Letters 23 (2010) 1378–1381 1379
Fig. 1. Errors obtained using the optimal frequencyw = 0.5553 (left) andw = 0.6 (right) on [0, 500]with h = 0.5.
the frequencies are also tuned at every step. The key to the answer consists of analyzing the local error, and in this way the
order of the methods is increased by one unit. In [10] other approaches are considered, based on the expansion in powers
of y for the function f (y), or choosing ω in such a way that the error in the Hamiltonian is minimized.
In this work we consider the initial-value problem given by
y′′ = f (y), y(t0) = y0, y′(t0) = y˙0, t ∈ [t0, tN ] (1)
and present some remarks concerning the frequency determination based on the estimation of the global errors in the initial
steps. We obtain a sequence of frequencies that converges to an optimal value for the numerical method selected.
2. Considerations on the frequency choice
We have considered the two-step exponentially fitted method intended for second-order initial-value problems of the
form in (1) given by [11,10]
yn+1 = 2yn − yn−1 + h2 sinc2(ν)f (yn)
where ν = ωh/2 and sinc(x) = sin(x)/x if x 6= 0 and sinc(0) = 1. As is usual in numerical methods, h refers to the step size
and yn is the approximation for y(tn), where the grid points are tn = t0 + n h.
The local truncation error of the above method results in
y(tn+1)− yn+1 = h
4
12
(
y′′(tn)ω2 + y(4)(tn)
)+ O(h5),
and this was argued in [11] in order to make a suitable choice for ω at every step given by
ω2n = −
y(4)(tn)
y′′(tn)
(2)
from which time-dependent coefficients were obtained, which do not preserve periodicity.
Regarding the frequency determination algorithm, since this is based on the global error committed on an initial interval
[t0, T ] ⊂ [t0, tN ], an exact or accurate numerical solution must be provided on this initial interval. Once the step size, h, and
two starting values for ω, namely ω1, ω2, have been chosen, the algorithm proceeds on the basis that the global error has
been minimized. In this way, a convergent sequence to the optimal value of ω for the selected parameters is obtained.
3. Numerical experiments
We consider the nonlinear cubic oscillator given by{
y′′(t) = −y(t)3, t ∈ [0, tN ]
y(0) = 1, y′(0) = 0, (3)
whose exact solution is given by [12] y(t) = cn(t, 1/2), where cn is the Jacobi elliptic function and the exact frequency of
the solution is
w = 1
4
K(1/2) ' 0.847213085
where K is the complete elliptical integral of the first kind.
Fig. 1 shows the errors of the discrete solution, y(tn) − yn, in the interval [0, 500], obtained with the above method for
problem (3) usingw = 0.5553 andw = 0.6, and taking the same step size h = 0.5 in the two cases.
Similar plots appear in Fig. 2where this timewe have integrated the problem (3) in [t0, 500], using the samew = 0.5553,
but with different initial values obtained from the true solution, for t0 = 0 and for t0 = 3. The step size was h = 0.5 in both
cases.
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Fig. 2. Errors obtained using the optimal frequencyw = 0.5553 for different starting points t0 = 0 (left) and t0 = 3 (right) with h = 0.5 in [0, 500].
Fig. 3. Errors obtained using the optimal frequencyw = 0.5553 for different step sizes h = 0.5 (left) and h = 0.25 (right) in [0, 500].
Table 1
Data for problem (3) in [0, 100].
h ωa Errm(ωa) Errm(ωe) Errm(ω = 1)
0.001 0.604399 4.4931× 10−8 1.0278× 10−6 1.8495× 10−6
0.020 0.608458 1.6479× 10−5 4.1375× 10−4 7.4029× 10−4
0.040 0.606958 6.8060× 10−5 1.6583× 10−3 2.9642× 10−3
0.080 0.605840 2.9100× 10−4 6.6685× 10−3 1.1891× 10−2
0.100 0.603678 4.6921× 10−4 1.0455× 10−2 1.8616× 10−2
0.500 0.531758 1.9326× 10−2 3.1169× 10−1 5.1275× 10−1
Table 2
Data for problem (3) in [0, 200].
h ωa Errm(ωa) Errm(ωe) Errm(ω = 1)
0.001 0.606644 4.1481× 10−8 2.0415× 10−6 3.7005× 10−6
0.020 0.608463 1.6479× 10−5 8.2129× 10−4 1.4807× 10−3
0.040 0.607935 6.8199× 10−5 3.2897× 10−3 5.9271× 10−3
0.080 0.606096 2.9115× 10−4 1.3215× 10−2 2.3761× 10−2
0.100 0.605016 4.7037× 10−4 2.0708× 10−2 3.7181× 10−2
0.500 0.570935 2.0310× 10−2 6.0870× 10−1 1.0107× 100
Fig. 3 reveals an unexpected behavior: for the same w = 0.5553 and initial value t0 = 0, the errors remain constant
along the integration interval when h = 0.5, and upon halving the step size, taking h = 0.25, the errors increase drastically.
We have used the above algorithm for the frequency determination on the initial interval [t0, T ] = [0, 200 h] – that is,
on the first 200 iterations – for different values of h. The initial values for ω were chosen as ω1 = 0.5 and ω2 = 2, but no
significant differences were observed for other values taken arbitrarily. The results are shown in Table 1, where we have
included the step size, the approximated value for the frequency, ωa, and the maximum absolute error
Errm = max
0≤tn≤100
|y(tn)− yn|.
For comparative purposes, in the last columns we have also included the errors obtained using the exact frequency of
the true solution,µ = ωe = 0.847213085 and ω = 1. When attempting to use the formula in (2) to estimate the frequency
value in each step, this strategy results in an overflow in computation.
Table 2 shows similar results but for an initial interval for frequency determination [t0, T ] = [0, 400 h], and extended to
the integration interval [0, 200].
Finally, we have considered the integration along the interval [3, 40 000], taking h = 0.5 and ω = 0.761148. The errors
obtainedwith these values are depicted in Fig. 4.We appreciate that the errors decrease slightly as the integration proceeds.
H. Ramos, J. Vigo-Aguiar / Applied Mathematics Letters 23 (2010) 1378–1381 1381
Fig. 4. Errors obtained using the frequency ω = 0.761148 with step size h = 0.5 in [3, 40 000] for the problem in (3).
4. Conclusions
From the numerical results it may be concluded that for trigonometrically fitted methods for initial-value problems, the
parameter of the method is in general different from the exact frequency of the true solution. Only for the linear oscillator
y′′ + µ2y = 0 does the frequency of the exact solution coincide with the frequency of the method.
The frequency choice is crucial, owing to the extreme sensitivity of the numerical method with regard to this choice. We
conjecture that in long-term integration, an optimal frequency exists for which the errors remain at the initial values. The
discrete frequency obviously depends on the numerical method and on the problem (not only on the differential equation,
but also on the initial values), and what is more stunning, it definitely depends on the step size.
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