With the increasing popularity of the Internet video streaming services (e.g., YouTube and Netflix), content delivery networks (CDNs) are heavily used to stream video contents to users, and consume more and more power and bandwidths in recent years. In this paper, we investigate the problem of saving a video streaming CDN's operating expense, including both its energy cost and the traffic cost. From our measurement study on the CDN infrastructure of Youku, which is the largest video site in China, we find that there exists an inherent conflict between improving a video streaming CDN's energy efficiency for power saving, and maintaining the CDN's ISP-friendly server selection policy. To address this problem, we propose a cost-aware capacity provisioning algorithm, which dynamically plans the service capacities of a CDN's server clusters in numerous ISPs, and optimizes its overall operating cost regarding both the energy consumptions and the cross-ISP traffics. By using the workload derived from real-world measurement and applying actual power and bandwidth price parameters, we show with experiments that our approach can significantly reduce a video streaming CDN's overall operating cost, and avoid frequent server switches effectively. To our best knowledge, this work is the first one that identifies and resolves the inherent conflict between a CDN's energy efficiency and its ISPfriendly policy.
INTRODUCTION
Over the last decade, video becomes more and more prevalent on the Internet. Studies show that YouTube is accounted for 19.27%% and 13.19% of the Internet traffics in Europe and North America in 2014 [1] , and it is estimated that by 2017, video will constitute 80 ∼ 90% of all the global IP traffic [2] .
Perhaps the most important technological innovation that allows content providers to deliver videos to a global audience of viewers is the content delivery network (CDN) [3] . A CDN is a large distributed system that consists of hundreds of thousands of servers. Some CDNs, such as Google and Limelight, employ a few massive data centers that each comprises thousands of servers [4] [5] . Such a CDN usually has its own autonomous system (AS), runs its "internal" backbone network that connects the data centers, and peers as many eyeball ISPs as possible. The other CDN design, with Akamai as example, deploys its server clusters at the "edges" of the Internet in many geographical locations and ISPs so as to be proximal to the clients. Usually an Akamai-like CDN does not possess its own data center, but places its clusters, which vary in size from a few to hundreds of servers, at the ISP or thirdparty data centers at as many locations and ISPs as possible. A detailed comparison between the two CDN designs can be found in [4] .
Note that unlike peer-to-peer (P2P) video streaming networks [6] , running a CDN for sustaining a large scaled video service is expensive. For example, it is estimated that Netflix has spent about 50 million US dollars on CDNs for video delivery in 2011 [7] .
Many works for saving a CDN's operating expense are focused on reducing the clusters' or data centers' energy consumptions by "right-sizing" their service capacities [8] [9] [10] . The basic idea is that during the hours of lower workload, by scheduling the idle servers into the power-saving mode, the energy cost can be saved. For the CDNs employing massive data centers, such an energy-aware technique works well, as the energy cost constitutes a significant part of the data center's overall operating cost. However, when considering a CDN that adopts the "deep-into-ISPs" design (e.g., Akamai), more attentions should be paid to the cross-ISP video traffic that is incurred by the CDN. This is because for many ISPs, by placing the CDN clusters at their own data centers, ISP can avoid a significant part of its cross-ISP traffic and save its expense. When a CDN becomes less friendly to the ISPs and incurs too much cross-ISP traffic, its price for leasing servers and racks at the ISP data centers will eventually rise so as to compensate for the ISP's increased traffic expense.
Unfortunately, there exists a conflict between simultaneously saving a CDN's energy cost and avoiding its cross-ISP traffic. On one hand, for saving the energy cost, we can keep a minimum number of the servers as long as the CDN's service level agreement (SLA) is met. On the other hand, to avoid the cross-ISP video deliveries, we need to minimize the chance that the workload demand from an ISP exceeds the service capacity provisioned by the clusters in that ISP, and has to be accommodated by servers from other ISPs. Since workload fluctuates over time, the more service capacity we have provisioned, the less likely we will incur cross-ISP video deliveries. Apparently, for reducing the overall cost, the inherent conflict between the energy efficiency and the ISP-friendliness requires people to carefully plan the service capacities of the CDN clusters.
In this paper, we consider both the energy and the cross-ISP traffic cost for a video streaming CDN. We present a capacity provisioning algorithm that is cost-aware by dynamically planning service capacities of the CDN clusters in numerous ISPs. Our work is motivated by the measurement study on the CDN infrastructure of Youku [11] , which is the largest video site in China. Using workload derived from real-world traces and applying actual bandwidth and power price parameters, we show with experiments that our solution can balance a CDN's energy and bandwidth expenses, and significantly reduces its overall operating cost. In addition, our approach avoids unnecessary switches that toggling servers into and out of the power-saving mode, therefore can be practically applied on today's video streaming CDNs.
The contributions of this paper are in two-fold:
• Measurement and analysis: We carry out an extensive measurement study on Youku's CDN, and present an insightful analysis on its server selection behaviors. Our observations include: 1) Youku adopts a "deep-into-ISPs" design in its CDN network; 2) Youku generally follows an ISP-friendly server selection policy; and 3) When balancing excessive workloads from the ISPs, Youku violates the ISP-friendly policy, especially in the small ISPs where it has insufficient service capacities. Based on the observations, we identify that there exists an inherent conflict between improving a CDN's energy efficiency and maintaining its ISP-friendly server selection policy.
• Solution and evaluation: Based on the insights from the measurement study. We formulate the problem of saving a CDN's overall operating cost, including both the energy cost as well as the cross-ISP traffic cost, under the precondition of meeting the CDN's SLA. We show that the problem is a convex optimization problem, and can be solved greedily. We propose a practical algorithm that dynamically allocates the CDN's service capacity in numerous server clusters for saving its operating cost. Experimental results suggest that our solution can save a CDN's operating cost considerably, and avoid unnecessary frequent server switches. We also discuss the influence of the ISP-CDN business relationship on the system's energy efficiency.
To our best knowledge, this work is the first one that identifies and resolves the inherent conflict between energy efficiency and ISP-friendliness of a CDN with a "deep-into-ISPs" design approach. The remainder part of this paper is organized as the follows. Section 2 discusses the related works; in Section 3, we present our measurement study on Youku's CDN, analyze its server selection policy, and discuss the conflict between the CDN's energy efficiency and its ISP-friendly policy that motivates this work; we formulate the CDN's cost saving problem and present our solution in Section 4; Section 5 evaluates our proposed cost-aware capacity provisioning algorithm, and finally we conclude this paper in Section 6.
RELATED WORK
As an early example of a Platform-as-a-Service (PaaS) cloud, CDNs become more and more important in delivering Web contents, applications, and streaming media on today's Internet. Many works analyze and evaluate CDN from measurement-orient approaches. Huang et al.
[4] study presentative CDNs by aggressively discovering their footprints, and point out that there exist two philosophies in a CDN's architecture design. Adhikari et al. [5] address the interplays between the CDN of Google, which carries YouTube's traffic, and a tier-1 ISP, and show that YouTube applied a location-agnostic load-balancing strategy when distributing the traffic, during the time when the service was initially integrated into Google's platform. Torres et al. [12] also focus on YouTube's server selection strategies, and show that the serverclient RTT plays the most important role in YouTube's server selections. Khare et al. [13] discuss the potential conflicts between a CDN's server selection strategy and an ISP's traffic engineering policy, and present solutions for minimizing the CDN's traffic payment. Our work differs from these previous works in that we are the first to study the server selection policy of a large scale real-world CDN that adopts the "deep-into-ISPs" architecture from a measurement-oriented approach, and examines the scenarios when the CDN follows and violates the ISP-friendly policy.
As power cost becomes a major component of a data center's operating expense, many works are focused on reducing the energy cost of a cloud or a CDN in
recent years. Lin et al. [8] present an online algorithm that jointly optimize the servers' energy costs and their switching costs by dynamical "right-sizing" the server cluster. Mathew et al. [9] study the power saving problem under a CDN context, and present algorithms at the levels of the local and global load-balancing of the CDN. Palasamudram et al. [14] propose to use the distributed USP within a data center for saving a CDN's monetary power cost instead of saving its power consumptions. Tchernykh et al. [10] propose to balance the VoIP workload in a distributed computer environment with an adaptive algorithm. Our work differs from these previous works in that we are the first to identify the inherent conflict between a CDN's ISPfriendly server selection policy and its energy efficiency based on real-world measurement study, and present practical solution by jointly optimizing the CDN's energy cost as well as the cross-ISP traffic cost.
MEASUREMENT AND MOTIVATION
In this section, we carry out a measurement study on the CDN infrastructure of Youku, which is the largest video site in China and the second largest site in the world after YouTube. In particular, we present an insightful analysis on its server selection behaviors. We find that Youku follows an ISP-friendly policy in general, but the CDN also violates the policy when balancing the excessive workloads from the ISPs. We show that for a Youku-like CDN, there is an inherent conflict between the energy-aware capacity provisioning, which right-sizes the CDN's service capacity for saving its energy expense, and the ISP-friendly server selection policy that seeks to avoid the cross-ISP video traffic. We describe our measurement methodology and unveil the CDN design in Section 3.1; the CDN's server selection policy is analyzed in Section 3.2; in Section 3.3, we characterize the energy-aware capacity provisioning techniques that aim to improve the system's energy efficiency; we identify the inherent conflict between a CDN's energy efficiency and its ISP-friendly policy in Section 3.4, and discuss its implications.
Measurement Methodology and CDN Design
There are two objectives in our measurement study on Youku's CDN: 1) to unveil the CDN's system design; and 2) to collect a rich set of the server selection samples from various geographical locations and ISPs for enabling a policy analysis. To achieve the two objectives, we exploit Youku's built-in server selection mechanism. Figure 1 demonstrates the major steps in this mechanism: When a client's web browser parses a web page in which the video is embedded, a static video URL like "http://f.youku.com/..." is retrieved (step 1-2). The client then queries its local DNS server for the name f.youku.com, and gets a CNAME reply like edu-f.youku.com (step 3-4)
2 . After the DNS resolution, the client sends out an HTTP GET request to the host binding the CNAME (step 5). However, the host doesn't have the requested video, but replies with an HTTP 302 re-direction message, which contains the IP address of the content server that actually hosts the video file (step 6). Finally, the user client follows the redirection and downloads video chunks from the content server (step 7).
With the understanding of Youku's server selection mechanism, we can see that if we emulate a client's video request through an HTTP proxy, as the proxy queries its local DNS server and uses its own IP address when forwarding the request, Youku will select a server that is "optimal" for the proxy, and returns it's IP address in the 302 re-direction message via the proxy to our measurement agent. In other words, we can collect a sample on Youku's server selection decisions from the proxy. Furthermore, by probing through many HTTP proxies distributed on a wide range of geographical locations and ISP networks, a large number of the samples can be harvested for analyzing the CDN's server selection policy.
Based on the methodologies above described, we carry out a measurement study on Youku's CDN. To filter out the influence of the content availability on CDN's server selection decisions, in each probe we only request the "headline" video, that is, the video posted at the headline position on Youku's web portal. The video could be a breaking news, an important social event, or any other content that Youku wishes to promote. As it is under promotion, the CDN typically caches the video to the maximum extent.
We carried out the measurement from Sep. 14, 2011 to Dec. 5, 2011, which lasted 83 days. In each day of the measurement, we collect more than one hundred HTTP proxies from various resources (e.g., websites, forums and blogs) 3 , and use them to probe Youku's CDN. A total number of 2, 997 distinct HTTP proxies were employed in our measurement. By using the Cymru IP to AS mapping tool [15] and applying the geolocating technique in [16] , we find that the proxies are widely distributed in 267 cities and 55 ASes, covering nearly all the cities and ISPs in China. By probing from these proxies, we have found 759 distinct CDN server IP addresses in 43 cities and 17 ASes. We further group the server addresses that are in a same city and a same AS into a cluster, which we refer to as a CDN's server cluster. We have found a total number of 54 clusters and show their geographical distribution in Figure 2 .
From Figure 2 , one can see that Youku adopts a CDN degisn that deploys its server clusters at dozens of cities in China. In fact, unlike YouTube, which employs a few massive data centers [5] , Youku does not possess any data center, but places its servers at the ISP or third-party data centers at as many locations and ISP networks as possible. Note that such a "deep-intoISPs" design is representative, as it is found that many large scale CDNs in China and in the world, such as ChinaCache and Akamai, construct their networks in a similar way [4] .
Server Selection Policy Analysis
We investigate Youku's server selection policy based on the samples collected from the proxies. Similar to the aggregation of the server clusters, we group the proxies that are in a same city and a same AS into a cluster, which we refer to as a measurement vantage point (or a VP for short). By filtering out the VPs with less than 15 samples, we have grouped 229 VPs, which are distributed in 142 cities and 32 ASes in China 4 . A total number of 24, 533 server selection samples were collected from these VPs.
Server selection characteristics
We first examine the server clusters that were selected by Youku for the VPs. Figure 3 (a) presents the histogram of numbers of the clusters selected for the VPs in the 83-day measurement. From the figure one can see that there are considerable dynamics in Youku's server selections, as for most VPs, more than one clusters were selected over time.
We then focus on the selection frequencies. For a VP v, we compute the selection frequency f v (k) of its k th most selected cluster c v k as the ratio of the times that the cluster got selected. For all the VPs under study, we compute a normalized cluster selection frequency for their k th most selected clusters as
where k = 1, 2, · · ·, and N is the total number of the VPs under study. Figure 3 (b) presents the normalized cluster selection frequencies. From the figure one can see that although multiple server clusters on the CDN network were selected for a VP over time, Youku did not distribute the workload among them evenly, but route most requests to only a few clusters. In addition, we can see that the selection frequency decreases rapidly as the rank increases.
. Correlation between violation ratio and home clusters. 
Understanding server selection dynamics
We seek to understand the server selection dynamics exhibited by Youku through an experiment. In our experiment, we employ the methodology described in Section 3.1 to make frequent video requests to Youku from a measurement agent that is located at a fixed location and ISP network. We probed Youku in every two minutes, and collected the video server IP addresses that were returned in the 302 re-direction responses. We have observed 15 distinct content server IP addresses in the 24-hour measurement. These addresses are coming from five different clusters in five different cities. Table 1 presents the ratios of the clusters being selected, from which we can see that most requests were directed to the Wuhan cluster. In addition, we find that all the CDN clusters are in the same ISP of the measurement agent.
We then analyze the server selections on an hourly basis. Figure 4 presents the numbers of the times that the clusters were selected in each hour. From the figure we can see that Youku exhibited different degrees of dynamics in different hours: in the periods of 1:00-6:00 and 15:00-17:00, Youku consistently selected the most preferred Wuhan cluster; however, during the other hours, the CDN made dynamic decisions by switching among two or three clusters. Note that the hours with the greatest server selection dynamics (i.e., 8:00-13:00 and 17:00-23:00) are in fact the times that Youku attracts the most visits in a day, we can see that during these times, Youku has to balance the CDN workload among several clusters, which leads to the observed dynamics. With the indicator function, for all the VPs under study, we can define an aggregated ISP-friendly ratio for their k th most selected server clusters as Figure 5 presents the ISP-friendly ratios of the server clusters selected by Youku for all the 229 VPs, and we also present the ISP-unfriendly ratios as 1 − R(k). From the figure one can see that in most cases, the CDN follows an ISP-friendly policy by selecting home clusters. To better support this claim, we examine each VP's most preferred cluster: among the 229 VPs, only 20 of them select the foreign clusters as their most preferred clusters, and further examination shows that 15 of them are indeed in small stub ASes, in which Youku does not place any video servers. In other words, there are no home clusters on Youku's CDN for these VPs. An other observation from the figure is that the ISP-friendly ratio decreases as the cluster rank increases. Recall that Youku makes dynamic server selections for balancing the workloads during the busy hours, we can see that when a VP's home clusters are all overloaded, Youku will select the foreign clusters for accommodating the excessive workload and violate its ISP-friendly policy.
ISP-friendliness
R(k) = v I(v, c v k ) · f v (k) v f v (k)
An ISP view of ISP-friendliness violation
Although it is observed that Youku follows an ISPfriendly policy in its server selections, however, in 6.2% of the samples, we find that the policy is indeed violated. Here we seek to study such a phenomenon from an ISP perspective. For each VP in our study, we define its violation ratio as the times that a foreign cluster was selected divided by the total number of the samples collected from the VP, and for each VP, we correlate its violation ratio with the number of its home clusters available for selection on the CDN network. Figure 6 presents the correlation using a bubble graph, where each bubble on the figure represents a group of the VPs in a same ISP. For each bubble, x-axis indicates how many home clusters available for the VPs in the group, y-axis shows the violation ratio observed from these VPs, and the bubble size reflects the group size. Two observations could be made from the figure: First, for the ISPs with many server clusters, nearly no violation is observed. For example, 87 of the 94 VPs in the ISP of ChinaNet (corresponding to the big bubble at (27, 0)) and 70 of the 78 VPs in the ISP of China169 (the big bubble at (15, 0)) have a zero violation ratio. Second, for some small ISPs with few clusters available for selection, there are considerable violations. The observations suggest that Youku may have insufficient service capacities in these small ISPs, which forces the CDN to violate its ISP-friendly policy by selecting foreign clusters for the clients in these ISPs.
We summarize our observation as the following:
1. We find that Youku employs the "deep-into-ISPs" design in its CDN network by deploying its server clusters in as many as 43 cities and 17 ASes in China; 2. Youku generally follows an ISP-friendly policy by preferring the server clusters that are in a same ISP for a client; 3. When handling the excessive workloads from the ISPs, the CDN violates the ISP-friendly policy, especially in the small ISPs in which Youku does not have sufficient service capacity.
Discussion
Through our measurement study, we have observed that Youku follows an ISP-friendly policy in selecting clients' server clusters. We also find that other large scale video streaming CDNs in China, like Tudou and Sina video, are employing similar policies. The reasons are in two-fold: on one hand, the ISPs have incentive to bring the CDN at "home" by hosting the CDN's server clusters at their data centers with relative lower price, as long as the CDN follows the ISP-friendly sever selection policy. On the other hand, when the CDN becomes less friendly to the ISPs, the ISPs can migrate the increased cross-ISP traffic cost to the CDN. For example, the ISP can directly charge higher prices on the CDN for renting servers and racks in their data centers; or the ISPs can throttle the CDN applications, which causes the CDN to have more failures in meeting the SLA requirement, and eventually lose its customers and profits. In either cases, CDN actually pays for their cross-ISP video deliveries. Therefore, it is very necessary for a CDN like Youku to select video servers in an ISP-friendly way for saving its operating cost.
Energy-aware Capacity Provisioning
As a large scale Internet infrastructure, a large portion of CDN's operating cost is on energy. In recent years, many works [8] [9] [10] were focused on improving a CDN or a cloud's energy efficiency with techniques that dynamically "right-size" the system's service capacity. Generally, an energy-aware capacity provisioning technique is based on two facts: First, for many Internet services, the workload patterns are periodic, and exhibit great fluctuations, for example, the average workload for a large cloud service could be only 40% of the peak load; Second, current servers are far from energy-proportional, for instance, an idle server consumes up to 60% of the energy consumed by a full-loaded server [17] . Therefore, during the hours with lower workloads, by scheduling idle servers into the power-saving mode, considerable energy cost can be saved. A typical energy-aware service capacity provisioning algorithm works as the following: Given a period of interest t ∈ {1, ..., T }, the mean workload at interval t is denoted as E[x t ], the algorithm determines n t , which is the service capacity provisioned during interval t, so that n t is larger than the actual workload E[x t ], and the overall energy cost is minimized. Sometimes, it is also desirable to reduce the server switches, that is, to reduce the times that servers are toggled into and out of the power-saving mode.
Implication and Motivation
From the above analysis, we can see that for a Youkulike CDN, or a CDN following the "deep-into-ISPs" design, there are two major components in its operating cost: 1) the traffic cost for cross-ISP content deliveries, and 2) the energy cost for running its server clusters. Note that it is conflicting to reduce the both costs simultaneously. To avoid the cross-ISP traffic, for each ISP, we need to reduce the chance that workload from the ISP exceeds the service capacity provisioned by the clusters in that ISP. This can be achieved by allocating some surplus capacity that is larger than the predicted workload. However, the power cost also rises with the over-provisioned capacity.
On the other hand, to reduce the energy cost, we need to right-size the active servers in each clusters based on the predicted workload. However, as workload fluctuates, in cases that an ISP's actual workload exceeds the planned service capacity, the CDN has to violate the ISP-friendly policy by selecting servers from foreign clusters, and incurs cross-ISP traffic cost.
COST-AWARE CDN CAPACITY PROVI-SIONING
From the above section, we can see that for a video streaming CDN like Youku, there exists an inherent conflict between improving the CDN's energy efficiency and preserving its ISP-friendly server selection policy.
In this section, we present a formal description of the problem, and propose a cost-aware capacity provisioning algorithm that dynamically plans the 
CDN's service capacities in its clusters for saving the overall operating cost. The notations used in describing the problem and our proposed algorithm are listed in Table 2 .
The CDN Capacity Provisioning Problem

The network model
We consider a Youku-like CDN that employs the "deepinto-ISPs" design. In particular, the CDN is composed of a number of server clusters, which are partitioned in K different ISPs. An ISP can have multiple clusters, but for simplicity we assume that a CDN cluster can only be in one single ISP, that is, no multi-homing clusters. Each ISP has a number of point-of-presences (PoPs), where a PoP represents a group of clients that impose a large volume of aggregated workload upon the CDN. The CDN allocates its capacity in time intervals. An interval could be in several minutes (for example, 10 minutes). In interval t, we denote the workload imposed on the CDN from all the PoPs in an ISP, say ISP i , as x i,t . Note that x i,t can be viewed as a random variable, which fluctuates over time. At the beginning of each interval, the CDN plans the service capacities for its server clusters; more specifically, for ISP i , the CDN determines n i,t , the number of the servers that are scheduled to be alive in all its clusters in ISP i , to provide the video streaming service.
The CDN under study follows an ISP-friendly server selection policy as observed in Section 3.2. That is, the CDN always selects a server from a home cluster for a client, as long as such a server is alive and has spare capacity. The CDN violates the policy only when all the servers in the client's home clusters are busy, and in that case, the CDN will deliver the video chunks from a server with spare capacity in a foreign cluster, and incurs cross-ISP traffic.
Cost function
With the assistance of the network model, we formulate a CDN's overall operating cost. For one particular ISP, say ISP i , it is easy to see that the energy cost of all its server clusters during interval t is c 1 × n i,t , where c 1 is the power cost for running one active server per interval. For the CDN's cross-ISP traffic cost, note that cross-ISP video delivery happens only when the workload demand exceeds the service capacity in an ISP. By assuming one server providing one unit service capacity, the incurred cross-ISP traffic cost can be expressed as c 2 × ∞ ni,t x × f i,t (x)dx, where f i,t (x) is the distribution of the workload x i,t during interval t,
x × f i,t (x)dx is the part of the workload that exceeds the service capacity in ISP i , and c 2 is the cost for delivering one unit workload traffic in the cross-ISP way. Finally, the CDN's total cost for operating the clusters in ISP i during interval t can be expressed as
From the above formulation, we can see that the service capacity in each ISP need to be carefully planned: by increasing n i,t , the cross-ISP traffic cost will be reduced, but at a higher energy cost; while decreasing n i,t for energy-saving will lead to a higher cross-ISP traffic cost.
Problem formulation
In our CDN capacity provisioning problem, we seek to plan and allocate the CDN's service capacity in each ISP, by determining n i,t , to achieve the following objectives:
• Meeting SLA: The CDN should meet its service level agreement (SLA). A typical SLA for a CDN service is its availability [9] . In this work, we consider SLA as the availability of the video service. That is, in any interval t, SLA requires that
where
x i,t is the overall workload from all the ISPs in interval t, N t = K i=1 n i,t is the CDN's global service capacity, and th SLA is the SLA requirement in terms of the service availability.
• Saving the operating cost: The CDN should be cost effective, that is, its overall cost for operating the server clusters in all the ISPs, which can be expressed as
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should be minimized. Note that c ISP (n i,t ) contains both the energy cost and the cross-ISP traffic cost as indicated in Equation (1).
Besides the two objectives, it is also expected that there are limited server switches, so as to reduce the wear-and-tear effects on the servers when switching them into and out of the power-saving mode.
Capacity Provisioning Algorithm
In this section, we propose our solution for the above described CDN capacity provisioning problem. The solution works in two steps: in the first step, we determineN t , the lower bound of the global service capacity, for meeting the CDN's SLA requirement; in the second step, we decide n i,t , which is the number of the live servers in each ISP, for saving the CDN's overall operating cost. Obviously,
As in other capacity provisioning algorithms (e.g., [8] [9] [18]), our approach relies on predicting of the future workload. In particular, at the beginning of each interval, say interval t, the CDN scheduler predicts f i,t (x), the distribution of the workload from ISP i , for each of the ISPs in which the CDN has deployed its clusters; and the scheduler also predicts the CDN's global workload distribution as f G,t (x).
We note that the prediction is feasible because of two reasons: First, recent studies show that by applying regression-based techniques and by employing sufficient history data, it is possible to accurately predict a video streaming service's average workload in a median-length interval like 10 minutes [19] [18] . Second, studies show that the instantaneous workload can be well approximated as modified Poisson [20] or Gaussian [21] ; in Appendix A, we also observe that Youku's instantaneous workload can be approximated as Gaussian, and similar to web traffic [22] , we observe that the workload variance scales linearly with the mean workload. By combining these results, we can see that it is possible to predict the distribution of a CDN's global or cluster-wise instantaneous workloads with high accuracies.
Estimating global capacity lower bound
As it is required that Pr[X t < N t ] > th SLA for meeting the CDN's SLA, with the prediction of the global workload distribution f G,t (x), it is easy to see that the lower bound of the global service capacityN t can be obtained by solving the following problem
Optimal ISP capacity allocation for cost-saving
For minimizing the CDN's overall operating cost as in Equation (2), we search for the optimal service capacities {n i,t } K i=1 that are allocated in all the ISPs.
The problem can be formulated as
where c ISP (n i,t ) is the CDN's operating cost in ISP i as expressed in Equation (1), andN t is the lower bound of the CDN's global capacity.
The problem is generally difficult to solve under arbitrary workload, however, for many well-known workload models such as exponential [20] and Gaussian [21] , we find that C(n 1,t , · · · , n K,t ) is convex, which makes the problem a convex optimization problem [23] , whose global optimal solution can be obtained by greedily reducing the objective function until convergence. We use {n * i,t } K i=1 to denote the optimal solution for the convex optimization problem in Equation (3).
Allocating ISP capacities with reduced server
switches The optimal solution for Equation (3) can be used to determine the initial capacity of a CDN. However, during the regular operation, it is not applicable. This is because the algorithm is unaware of the server switches, therefore will frequently toggling servers into and out of the power-saving mode in consecutive intervals. To address this problem, we propose a heuristic algorithm that balances the cost saving with server switches.
After obtaining the global capacity lower boundN t , our proposed heuristic works in three phases iteratively to determine the capacity in each ISP. During each iteration, say iteration j (j = 0, 1, 2, · · ·), the algorithm updates the temporarily allocated service capacity n 
where i = 1, 2, ..., K, and E[x i,t ] is the predicted mean workload in interval t. That is, the initial planned capacity should be no less than the predicted mean workload of the incoming interval, and can be the capacity in the previous interval when it is greater than E[x i,t ]. 2. Phase II: Saving CDN cost: In the jth iteration (j ≥ 0), for ISP i , compare the current capacity n (j) i,t with the optimal solution n * i,t for the problem in Equation (3):
i,t < n * i,t , and the cost reduction by adding one more server, ∆c
, is larger than a threshold θ, we let n
i,t > n * i,t , and the cost reduction by removing one server, ∆c
, is larger than the threshold θ, we let n
For each ISP, repeat until no server can be added or removed any more. 3. Phase III: Meeting SLA: In this phase, compare the current global capacity
i,t with the global capacity lower boundN t , if
, which means more servers should be alive for meeting the SLA requirement, the heuristic finds the ISP that has the minimum cost increase (or the maximum cost reduction) by adding one more server, that is, find
and add one more server for ISP s by letting n
Note that in Phase II, we compare the expected cost reduction by adding or removing one server with threshold θ, and actually add or remove a server only when it is worthwhile. In fact, we can view θ as the wear-and-tear cost of a server for making a server switch, and the algorithm avoids unnecessary switches by hibernating or awakening a server only when the benefit is significant enough. A formal description of the algorithm can be found in Algorithm 1.
Algorithm 1 CDN capacity provisioning algorithm
if n (j) i,t < n * i,t and ∆c
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PERFORMANCE EVALUATION
In this section, we evaluate our proposed CDN capacity provisioning algorithm, and compare it with other schemes through simulation experiments. We use the workload derived from real-world measurement and the actual bandwidth and power price parameters in our simulation.
Experiment Setup
We emulate a CDN that deploys its video server clusters in 14 different ISPs. ISPs vary in size, and we consult the measurement result in Section 3.2 by assigning various numbers of PoPs in different ISPs, where the largest ISP has 88 PoPs and the smallest has only one PoP. Each PoP imposes a certain amount of video requests on the CDN per second, and the CDN follows the ISP-friendly policy by directing a request to an active server in the same ISP as much as possible. However, when all the servers are overloaded, the request will be handled by a server from a different ISP, and incurs some cross-ISP traffic cost.
The CDN plans its service capacity in intervals. An interval lasts for 10 minutes in our simulation. At the beginning of an interval, the CDN predicts the workload of the incoming interval, and applies one of the following capacity provisioning schemes to decide the number of the active servers for each ISP:
• The energy-aware capacity provisioning: In this approach, during each interval, after obtaining the lower boundN t of the global service capacity, the CDN allocates a capacity for each ISP that is proportional to the predicted workload from the ISP, that is, for
Since only the lower bound capacity is provisioned, the CDN's energy expense is minimized. Note that such a scheme consumes even less power than existing energy-aware solutions (e.g, [8] and [9] ) as we do not consider reducing the server switches here.
• The optimal capacity provisioning:
In this approach, the CDN allocates the service capacities for the ISPs by solving the convex optimization problem in Equation (3) in each interval.
• The heuristic cost-aware capacity provisioning:
In this scheme, we use the optimal solution of Equation (3) for the initial interval, then apply the heuristic algorithm described in Section 4.2.3 to plan the CDN capacity in each ISP in the subsequent intervals. Note that the heuristic employs a threshold θ. Since it is the wear-andtear cost of a server switch, θ can be expressed as ρ times of the unit chunk energy cost by letting θ = ρ × c 1 , we consider various values of the parameter ρ in our simulation.
For the CDNs employing different capacity provision- ing schemes, we examine and compare the following performance metrics from one-day operating of the CDN:
• The CDN's monetary operating cost, including both the energy cost as well as the cross-ISP traffic cost. We will explain how to compute the two costs later in this subsection.
• The service capacity provisioned by the CDN. In particular, we are interested in the over-provision ratio of the CDN's capacity, which is defined as the ratio between the service capacity determined by the algorithm under study divided by the minimum capacityN t for saving the energy cost only. In other words, the over-provision ratio indicates how many extra servers the CDN should keep alive for the objectives of saving its overall operating cost and reducing the server switches.
• The mean-time-between-switch (MTBS) for the servers in the CDN, which is the mean time between two consecutive switches of a video server.
From the definitions, we can see that a preferred capacity provisioning scheme should be able to reduce the CDN's operating cost, but it should also avoid frequent server switches by achieving a medium-long MTBS.
We use synthetic workload traces derived from the real-world workload on Youku that we have collected from a campus network in Appendix A to feed our simulator. More specifically, we view each PoP as a mixture of 20 independent workload sources. Each source imposes a workload whose mean is randomly drawn from the empirical distribution of the campus trace in recent 30 minutes, and the workload fluctuates following a Gaussian distribution whose variance scales linearly with the mean workload, as shown in Appendix A.
We assume that videos are requested and delivered in 256KB-sized chunks, and each video server has a maximum data rate of 100Mbps. To compute the energy cost, we adopt the energy model in [9] , which states that a server's energy consumption is (63+29×U ) watts, where U is the server's utilization ratio. We then refer the current power price for data centers in China and compute that c 1 , the energy cost for serving one video chunk, is about 9.14 × 10 (−7) US dollars.
To compute the cross-ISP traffic cost, we need to decide the value of c 2 , the cross-ISP traffic cost for delivering one video chunk. In fact, c 2 depends on the bandwidth price negotiated between the ISPs, and varies from a few to tens of the times of c 1 . For simplicity, in our simulation we always let c 2 = 5 × c 1 if not otherwise specified.
Finally, we require an availability of th SLA = 0.97 as the CDN's SLA, since such an availability is typical in real-world video streaming services [24] . 
Evaluation and Comparison
Overall performance
In our first experiment, we evaluate and compare the energy-aware, optimal, and cost-aware schemes. For the cost-aware scheme, we vary ρ from 0.1 to 1.0. Figure 7 presents the CDN's overall operating costs, the energy costs, and the cross-ISP traffic costs, under the three kinds of CDN capacity provisioning schemes respectively. Figure 7 (d) shows the capacity overprovision ratios and Figure 7 (e) gives the MTBS of the servers under the different schemes. From Figure 7 (a-c), one can see that by jointly optimizing the energy cost and cross-ISP traffic cost, the optimal scheme saves 21.5% of the CDN's operating expense comparing with the energy-aware scheme. We also find that with moderate ρ values, the cost-aware scheme has a cost between the energy-aware and the optimal schemes, and achieves 8.5 ∼ 17.2% of the cost savings comparing with the scheme that focuses only on energy.
Furthermore, from the figures, we can see that for the cost-aware scheme, when ρ is small, the algorithm behaves more closely to the optimal scheme, with a lower over-provision ratio but a shorter MTBS; on the other hand, when ρ becomes larger, the algorithm is more insensitive to the workload dynamics, making the CDN to have a longer MTBS but at a price of higher over-provision ratio and operating cost. One can see that when ρ is larger than 0.94, the threshold for hibernating or awakening a server is too high, so that the CDN indeed rarely adjusts its capacity to cope with the workload dynamics, but keeps its initial capacity, which is planned according to the workload of the first interval, during the entire period of simulation.
In summary, from the experiment results, we can make two observations: 1) Comparing with the energyaware scheme, the optimal and the cost-aware capacity provisioning schemes are effective in saving a CDN's overall operating cost; 2) By tuning the threshold parameter of ρ, the cost-aware scheme enables the CDN to trade its operating cost with the server switches and vice versa, therefore provides more flexibility in the CDN operation.
Performance from ISP perspective
We further examine the CDN's performances in different ISPs. In Figure 8 (a), we show the averaged monetary cost for serving one video chunk in each of the 14 ISPs, where ISPs are ranked according to their sizes from the largest to the smallest 5 . An ISP's averaged cost per chunk is computed by dividing the CDN's overall operating cost in this ISP with the total number of the served chunks that are requested from the PoPs in the ISP. In Figure 8 (b, c) , we present the over-provision ratios and MTBS in different ISPs under various capacity provisioning schemes. For the costaware scheme, we choose moderate ρ values as ρ = 0.1, 0.4, and 0.7.
From Figure 8 (a) one can see that in a larger ISP, the CDN generally has a lower cost per serving a chunk, and Figure 8 (b) shows that the CDN also has smaller overprovision ratios in larger ISPs. This can be explained with the fact that as the variance of the CDN workload scales linearly with the mean workload, for a larger ISP, its workload is relatively less dynamic and more predictable, which enables the CDN to have a smaller over-provision ratio for the clusters in this ISP, and achieve a relatively lower energy cost as well as the cross-ISP traffic cost. Finally, from Figure 8 (c), one can see that the servers in a small ISP have a longer MTBS than the servers in a larger ISP. This is because in a small ISP with relatively lower workload, in many cases, the absolute values of the workload changes are not large enough for hibernating or awakening one video server. Our observations here suggest that for a CDN employing the "deep-into-ISPs" design, it is more costeffective to deploy the server clusters in larger ISPs than in smaller ones.
Influence of erroneous workload predictions
In this experiment, we consider the influence of the errors in predicting the future workload on the performance of our proposed capacity provisioning algorithm. More specifically, in our simulation the CDN predicts the mean workload of the incoming interval t as
, where e (0 ≤ e < 0.5) is the error ratio indicating how far the prediction deviates from the actual workload. Figure 9 presents the CDN's overall operating cost under the erroneous workload predictions. From the figure, one can see that the optimal and the cost-aware schemes can considerably save the CDN's overall cost under modest error ratios; however, when the error ratio becomes too large (e.g., when e ≥ 0.2), the two schemes become less effective, and have very similar performance.
Influence of view session lengths
In our previous experiments, we assume that user requests video by chunks. In this experiment, we consider a scenario that a user only requests the video once, and the content streams to the client for a continuous period of time (which is defined as the user's view session time). A user's session time depends on many factors, such as the length of the video file, the level of interest held by the user on the content, etc., thus for each request, we can simply suppose its associated session length as random variable, which follows an exponential distribution. We vary users' mean session length, and investigate its influence on CDN's operating cost. However, for different mean lengths, we tune the video request rates so that the total workload imposed on CDN is constant.
We plot the CDN's overall operating costs under the varying mean session lengths in Figure 10 . From the figure, one can observe that the CDN's operating cost rises as users tend to view the videos longer, and the cost-aware schemes constantly out-perform the energyaware scheme with lower costs; it is also interesting to see that the cost for the optimal scheme grows faster than the cost-aware schemes, and will surpasses the latter when the mean session length is longer than 10 minutes.
We seek to explain the observations as the following: Since a user views a video for a random period of time, the workload imposed by one video request on the CDN is also random, therefore for the CDN capacity provision schemes, it is difficult to have an accurate workload prediction under varying view session lengths, and for the exponential distribution, the longer the mean session length is, the less predictable the workload will be. For this reason, we can see that when users tend to have longer session lengths, the CDN pays more for the cross-ISP traffics due to the increasingly inaccurate workload predictions; moreover, such inaccuracy influences the optimal scheme more seriously than the cost-aware approaches, as the latter uses a threshold to avoid some unnecessary server switches.
Influence of power and bandwidth prices
In the previous experiments we assume that by delivering a video chunk in a cross-ISP way, the incurred traffic cost is five times of the energy cost for serving the chunk, that is, c 2 = 5 × c 1 . In this experiment, we examine how the trends of the bandwidth and power prices influence the performances of the CDN.
In our experiment we suppose that the cross-ISP chunk delivery cost (c 2 ) varies from 4 to 8 times of the energy cost per serving a chunk (c 1 ). Figure 11 presents the CDN's over-provision ratios under the energyaware, optimal and cost-aware schemes. From the figure one can see that when the cross-ISP bandwidth price is relatively higher than the power price, the CDN has to over-provide more capacities to avoid the cross-ISP content deliveries and save its overall operating cost.
We discuss the implication of Figure 11 as the following: Although in the long-term future, it is expected that the energy price will continue to rise and the cross-ISP bandwidth price will continue to fall [14] , however, under the current power and bandwidth prices, c 2 is still much higher than c 1 , indicating that for a CDN with the "deep-into-ISPs" design, a significant part of its service capacity should be overprovisioned for avoiding the cross-ISP video deliveries. The observation also suggests that the current Internet business relationship among the ISPs [25] actually discourages a CDN to improve its energy-efficiency, and a new business model that is more energy-efficient and friendly to the environment should be negotiated between the ISPs and the CDNs.
CONCLUSION
In this work, we focus on the Internet video streaming CDNs that employ a "deep-into-ISPs" design, and address the problem of saving a CDN's overall operating cost. By studying the CDN infrastructure of the largest Internet video site in China, namely Youku, we find that the CDN employs an ISP-friendly policy in selecting servers for users, and there exists an inherent conflict between improving the CDN's energy efficiency and maintaining its ISP-friendliness. Motivated by the observation, we propose a practical solution that seeks to save both the energy cost as well as the cross-ISP traffic cost for a CDN. Simulation experiments show that our approach can significantly reduce a CDN's overall operating cost, and enable the system to avoid frequent server switches effectively.
APPENDIX A. CHARACTERISTICS OF CDN WORKLOAD
In this Section, we seek to capture the key characteristics of Youku's workload that can assist us to evaluate our proposed CDN service capacity provisioning scheme. More specifically, we testify if the workload models derived from other CDNs or webbased services can be applied on Youku.
Our study is based on a trace of the workload on Youku from a campus network. More specifically, we setup a traffic capturing program based on tcpdump at the gateway of a university network in China, and collected 24-hour TCP traffics in Jan., 2013. From the trace we have found 256, 183 requests for Youku video chunks. The workload is presented in Figure 12 . From the figure we can see that there is an obvious diurnal pattern, where the peak workload is over two times of the average. Furthermore, the workload is not smooth, but fluctuates dynamically, even within a short period of time.
Since the aggregated CDN workload can be viewed as generated from a large number of individual clients, one might expect its distribution to be close to Gaussian. Moreover, a recent study shows that CDN workload can be well approximated as Gaussian [21] . We use our campus workload trace to testify this argument, and find that it is indeed the truth. For example, in Figure 13 we consider 5-second workload samples in two intervals, each last 30 minutes, and compare the empirical workload distributions with the Gaussian ones. We can see that the two distributions are very close. In fact, it is observed that samples over time slots of 10 and 30 seconds and in other time intervals are also nearly normally distributed.
We then investigate how the workload fluctuates. Note that for Web traffic, it is observed that the Gaussian traffic variance scales linear with the mean traffic [22] . We expect that such a scaling law also applies for the workload on Youku's CDN. To testify this, we consider a time slot of one second, and for each minute, we compute the mean and variance of the chunk requests in its 60 seconds. The correlation of the mean and variance of the one-second workloads is presented in Figure 14 . From the figure, one can see that the workload variance scales nearly linearly with the mean workload. In fact, by using linear regression [26] , the relationship between the mean workload and the workload variance can be approximated as
where a ≈ 2.21 is a constant.
