Abstract-The stabilization of nonlinear systems under zero-state-detectability assumption or its analogues is considered. The proposed supervisory control provides a finite time practical stabilization of output and it is based on uniting local and global controllers. The global control ensures boundedness of solutions and output convergence to zero, while local one ensures finite time convergence to a predefined set into the zero dynamics set. Computer simulation illustrates advantages of the proposed algorithm.
I. INTRODUCTION
In many applications it is possible to design a global stabilizing control law (ensuring global boundedness of system solutions in the presence of disturbances) and local control law (guaranteeing optimality of the solutions in some sense without disturbances). In such cases it is desirable to design a united controller, which inherits properties of both local and global ones. For applications the quality of transient processes is very important and a global solution should be proposed with optimal properties of the local control law. Uniting control can be considered as a such solution if it coincides with the optimal controller near the desired set and provides boundedness of the system solution under disturbances.
The first solution to the uniting control problem was suggested in [32] where a dynamic time invariant control law was proposed converging to locally optimal control near the origin under special conditions only. In the paper [19] a static time invariant control was presented under condition of existence of a continuous path between global and local controls which is hard to verify. In the works [21] , [23] an example was found, that does not allow any continuous or even discontinuous time invariant controls. Additionally, in these works several solutions of uniting control problem were proposed (continuous, discontinuous, hybrid and time-varying) for the case of vanishing external disturbances. A kind of uniting control for chained nonholonomic systems was developed in [22] , where robust properties of such control law with respect to sufficiently small disturbances were analyzed. Uniting control under acting disturbances was considered in [6] , [14] . Despite this success an evaluation of quality improvement achieved in closed by uniting control system has not been presented yet.
In this paper we are going to concentrate our attention on evaluation and comparison of transient time for systems governed by global and uniting controls. This problem becomes very important in some situations requiring zero-state-detectability assumption [4] , [17] or its analogues [3] , [24] − [27] for a desired set stabilization. Roughly speaking, in these cases it is possible to design global control laws ensuring robust stability and convergence of all trajectories to an invariant set Γ , into the set Γ all trajectories reach for a desired subset γ ⊂ Γ in some time. It will be shown that in some cases such systems can possess well defined time of convergence to the invariant set Γ without guaranteed time of reaching for the desired subset γ .
To compensate this shortage an uniting control is proposed. While global control provides global convergence and robustness, the local one ensures required time estimates for the desired set γ reaching.
In the next section a motivating example is considered explaining the importance of transient time issue in the systems with 
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Denis Efimov, Alexander L. Fradkov detectability property. In section 3 an uniting control is designed solving the problem. In section 4 advances of the proposed solution are demonstrated via analytical design and computer simulation.
II. MOTIVATING EXAMPLE
Let us consider a well known problem [1] , [3] , [12] , [18] of swinging up a nonlinear pendulum:
where 1 x R ∈ is angular position; 2 x R ∈ is angular velocity;
is state vector of the system ; R ω∈ is natural frequency of (1);
It is required to stabilize the upper unstable equilibrium of the pendulum (1) with coordinates ( , 0 ) n π for some 1, 3,... n = ± ± . To this purpose let us utilize the energy based approach [12] , [13] , [24] :
is the energy function of the pendulum (1), 2 * 2 H = ω is the stabilized value of the energy H corresponding to the upper equilibrium. As it was proven in [28] for * H H = system (1), (2) is detectable with respect to the upper equilibrium (below in the text the statement "A ⇒ B" means that "if A is true, then B is satisfied"):
Unfortunately relation (3) does not provide any estimate of transient processes time length in the system. Denote as There exists another variant of transient time evaluation based on probability approach suitable in some areas of application [11] . Denote
as the cumulative distributions of the variables x and H with respect to 5% zone of the desired values. In this case ( ) ( ) are probabilities of appearance of a trajectory at time instant 0 t ≥ in the corresponding 5% zone, and Therefore, for this system under simple detectability assumption (3) there is a serious problem with the time of the upper equilibrium reaching. This problem becomes important in situations when it is necessary to provide a finite time convergence to a neighborhood of predefined position.
To point out a possible way of the problem solution let us note that for the linear model of pendulum 
with linear control
there is no such problem with transient time. And of course the problem described above is originated by nonlinearity of the system (1), (2) . Though nonlinearities can not be neglected globally, the nonlinear system (1), (2) can be reduced to a linear one like (4), (5) locally, i.e. near the upper equilibrium. Combining the estimates for time needed to reach the neighborhood of the upper equilibrium and local time estimates for linearized system near the equilibrium it is possible to provide desired finite time convergence to a predefined subset near the equilibrium.
The problem can be expressed as the problem of stabilization with respect to two outputs, the set of zeros for the first one 
indicates the desired energy level, and the set of zeros of the output 1 2 [1 cos( ), ] x x ψ = + corresponds to stabilized equilibriums. Thus, the idea of the paper consists in uniting local and global controllers designed for different outputs stabilization under detectability assumption (which establishes a relation among the outputs) with guaranteed length of transient processes.
III. MAIN RESULT
Consider the nonlinear system 
then we will simply write u . We will denote as 
if all other arguments are clear from the context). The solutions are defined on some finite interval class ∞ K if it is also radially unbounded; and continuous function
is from class L K , if it is from class K for the first argument for any fixed second one, and it is strictly decreasing to zero by the second argument for any fixed first one.
Suppose that there exist functions 1 1 , ρ χ ∈K and constants 0 0 ,
D e f i n i t i o n 1 . It is said that forward complete system (6) is practically state independent input-to-output stable (pSIIOS) with input norm operator S with respect to output y and input
The property pSIIOS satisfied for 0 σ = is called state independent input-to-output stability (SIIOS) . □
Possible choices of input norm operator
(in this case for 0 σ = the property from definition 1 is reduced to well known SIIOS property from [29] ) or integral one:
The other closely connected input-output stability properties and relation between them can be found in [29] , Lyapunov characterizations of these properties were presented in [30] , small-gain theorem in [15] . In the case when = y x the property is transforming to well known (practical) input-to-state stability property [28] . The following property is a local variant of SIIOS property for the case of inputs absence. D e f i n i t i o n 2 . It is said that forward complete system (6) 
It is necessary to design control :
1) the outputs y , ψ are bounded in closed loop system for all initial conditions and inputs d ;
2) for the case ( ) 0
The last requirement is equivalent that for any 0
T κ λ is increasing with respect to the first argument for any fixed second one and it is strictly decreasing with respect to the second argument for any fixed first one. That implies finite time practical stabilization of the variable ψ placed in the title of the paper. Let us introduce into consideration the following suppositions.
A s s u m p t i o n 1 . There exists "global" continuous control :
providing forward completeness property and pSIIOS property for the system (6) with input norm operator S with respect to the output y and the input d for
To design the control introduced in the assumption it is suggested to use CLF approach from the work [8] , passification procedures [3] , [26] , [27] or integrator backstepping method [10] .
A s s u m p t i o n 2 . There exists "local" continuous control : 1 2 3 , , α α α ∈K and constant R + α ∈ such that:
> and forward completeness property for the system (6), additionally for all
If the last estimate holds for = ψ x , then it becomes an equivalent characterization of forward completeness property [2] .
Therefore, the estimate additionally implies that for the control l u the subsystem describing dynamics of the output ψ is forward complete uniformly with respect to dynamics of all other components of the system state vector. The other necessary and sufficient conditions of forward completeness property can be also found in [2] . The following assumption together with (7) establishes a relations between the stabilized outputs y and ψ .
A s s u m p t i o n 3 . For the system (6) with the control g u here exist
The property from assumption 3 is a variant of detectability property (3) (zero-state-detectability from [4] or V-detectability
However there are two major differences here. At the first, the introduced property implies only that the set , and it is explicitly independent on values of ( ) δ ∆ and ∆ .
To solve the posed problem the following switching control is proposed
where :
is the piecewise constant switching signal defining the type of control applied at the current time instant and assigned by the supervisor
where j t , ,... [16] , [20] , while the set of signal ( ) i t constancy N plays a role of hysteresis in algorithm (9) .
T h e o r e m 1 . Let assumptions 1-3 hold. Then the control (8) with the supervisor (9) provide for the system (6) fulfillment of the following inequalities for all
,
where 
In the second variant the system leaves the set ∆ X for a time instant smaller than D τ and in this case
Recollecting forward completeness property estimate introduced in assumption 2 we obtain: 
By the same arguments the last estimates also hold for all l t ∈ Ω . Therefore, the estimate (10) is satisfied for all 0 t ≥ . Taking in mind (7) the estimate (10) implies (11) . 
Further according to (9) the control law l u will be switched on and from assumption 2 the following estimate holds: 
Therefore, for arbitrary 0
≥ + the LUAS estimate is satisfied from assumption 2 and for any 0 λ > there exists 0 
P r o o f . Let us introduce an upper bound for the right hand sides of the system (6) with the control (8) into the set N :
The number ( ) F r always exists and it is finite due to continuity property of the functions f , l u , g u and compactness of N . Hence, the smallest time 0 > τ r that (6), (8) Between switches combined control is continuous and equals to l u or g u controls, which are continuous for all
Thus resulting control is piecewise continuous function of time and solutions of the system (6), (8) , (9) are continuous and defined for all 0 t ≥ (on each interval of the control (8) continuity the system is forward complete (since the system (6) with the controls l u or g u are) and finite time escape phenomenon is not possible).
The interval of the system solutions existence [ 0, ) + ∞ can be decomposer as follows:
[ 0, )
where the control l u is applied for all l t ∈ Ω and the control g u is active for 
The possible variants for values of ( ( ) ) j t h x are as follows. At the first,
At the second, the control g u can be switched on after the control l u and due to continuity of the solutions and (7) in this case
For all l t ∈ Ω the last estimates also hold. Therefore, the estimate (12) is satisfied for all 0 t ≥ . Tacking in mind (7) the estimate (13) follows from (12) . Finite time convergence of the system to predefined neighbourhood of the set of zeros for output ψ can be proven applying the same arguments as in theorem 1. ■
To apply the proposed in theorems 1 and 2 results in the motivating example, it is necessary to replace discontinuous "global" control (2) with its continuous approximation as the following one:
It is well known fact that the system (1) with the control (14) has additional equilibrium at the origin since in (14) ( 0 ) 0 u = .
In work [31] a discontinuous control was proposed, that ensures global stabilization of the upper equilibrium in finite time for almost all initial conditions (that is more it was proven, that it is not possible to provide global stabilization of the equilibrium via any continuous control). Under assumption that the system (6) with the control g u is globally asymptotically stable for almost all initial conditions the theorems have the following corollary. 
(where Ξ is a set of zero measure with property that if
Then for the case ( ) 0 (8) with the supervisor (9) provide for the system (6) fulfillment of the inequalities (10) , (11) 
P r o o f . The proofs of forward completeness and inequalities (10) , (11) 
where R ϑ ∈ is an auxiliary disturbance. System (15) with the control
for any positive 1 α ≥ admits locally the following Lyapunov function: 
Since locally Due to linear nature of the control the system is forward complete for any disturbance R ϑ ∈ M . As it was just established, the output ψ is proportional to the state vector, thus the estimate on the output growth is satisfied and assumption 2 holds.
The calculated function ′ β defines the supervisor algorithm (9) . The control (14) provides global stabilization of any specified level of the pendulum (1) energy for all initial condition except the origin [24] and all conditions of corollary 1 are satisfied. Then the global control is defined by (14) , while the local control has the form (16) The value of x E shows, that the system has non stochastic behavior with respect to the upper equilibrium convergence time.
According to the result of corollary 1 the time shift between the convergence of energy (output y : 
The following lemma introduces an equivalent characterization of PE property used in the sequel. L e m m a A 1 [7] . Let Lebesgue measurable and square integrable matrix function
The converse statement is obvious, if for matrix function R the last inequality is satisfied for all
Property from lemma A1 means that positive semidefinite matrix Lemma A2 establishes ISS-like property for linear PA system (A1) (ISS and iISS like estimate can be also found in [7] for PE system (A1), a variant of lemma A2 for scalar PA function A was proven in [9] ). Let us extend this result for completely nonlinear system. L e m m a A 3 . Consider a nonlinear dynamical system
where the function : 
