A linear algorithm for minimum 1-identifying codes in oriented trees  by Charon, Irène et al.
Discrete Applied Mathematics 154 (2006) 1246–1253
www.elsevier.com/locate/dam
A linear algorithm for minimum 1-identifying codes in oriented
trees
Irène Charona, Sylvain Gravierb, Olivier Hudrya, Antoine Lobsteinc, Michel Mollardb,
Julien Moncelb
aGET, Télécom Paris & CNRS, LTCI UMR 5141, 46 rue Barrault 75634, Paris Cedex 13, France
bCNRS, Laboratoire Leibniz, 46 avenue Félix Viallet 38031, Grenoble Cedex, France
cCNRS, LTCI UMR 5141 & GET, Télécom Paris, 46 rue Barrault 75634, Paris Cedex 13, France
Received 17 August 2004; received in revised form 23 September 2005; accepted 3 November 2005
Available online 24 January 2006
Abstract
Consider an oriented graph G= (V ,A), a subset of vertices C ⊆ V , and an integer r1; for any vertex v ∈ V , let B−r (v) denote
the set of all vertices x such that there exists a path from x to v with at most r arcs. If for all vertices v ∈ V , the sets B−r (v)∩C are all
nonempty and different, then we call C an r-identifying code. We describe a linear algorithm which gives a minimum 1-identifying
code in any oriented tree.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Consider an integer r1 and a non-oriented graph G = (V ,E), ﬁnite or inﬁnite; a subset C of V is called a code
and its elements are called codewords. We deﬁne Br(v), the ball of radius r centred at v, to be the set of vertices x ∈ V
such that there is a path with at most r edges between x and v. A code C ⊆ V is called r-identifying (respectively,
r-locating-dominating) if, for all vertices v belonging to V (respectively, to V \C), the sets Br(v)∩C are all nonempty
and different.
If now G= (V ,A) is oriented (by which we mean that there is at most one arc between any two vertices), we deﬁne
B−r (v), the in-ball of radius r originating from v, to be the set of vertices x ∈ V such that there is a (directed) path with
at most r arcs from x to v. Whenever x ∈ B−r (v), we say that x r-covers v (or simply covers if there is no ambiguity);
this notion is not necessarily symmetric. A set X ⊆ V covers a set Y ⊆ V if every vertex in Y is covered by at least
one vertex in X.
For each vertex v ∈ V , we denote by
K−C,r (v) = C ∩ B−r (v)
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Fig. 1. A graph G admitting no 2-identifying code.
the set of codewords which r-cover v. Two vertices v1 and v2 with K−C,r (v1) = K−C,r (v2) are said to be r-separated, or
separated, by code C.
A code C is said to be r-identifying, or identifying (respectively, locating-dominating), if the sets K−C,r (v), v ∈ V
(respectively, v ∈ V \C), are all nonempty and different; in other words, in the ﬁrst case all vertices must be covered
and pairwise separated by C, in the latter case the same only needs to hold for noncodewords.
Remark 1. For a givenoriented graphG=(V ,A) and a given integer r1, there always exists an r-locating-dominating
code (simply take C = V ), but there exists an r-identifying code C ⊆ V if and only if
∀v1, v2 ∈ V (v1 = v2), B−r (v1) = B−r (v2).
Indeed, if for all v1, v2 ∈ V , B−r (v1) and B−r (v2) are different, then C = V is r-identifying. Conversely, if for some
v1, v2 ∈ V , B−r (v1) = B−r (v2), then for any code C ⊆ V , we have K−C,r (v1) = K−C,r (v2). See Example 1.
Example 1. Consider the oriented graph in Fig. 1. We see that B−2 (a) = {a, b, c, e}, B−2 (b) = {a, b, c}, B−2 (c) ={a, b, c, e}, B−2 (d) = {b, c, d, e}, B−2 (e) = {e}; consequently, because B−2 (a) = B−2 (c), there is no 2-identifying code
in G. On the other hand, C = {a, e} is 2-locating-dominating, since the sets K−C,2(b) = {a}, K−C,2(c) = {a, e} and
K−C,2(d) = {e} are all nonempty and different.
Deﬁnition 1. A graph is said to be r-identiﬁable if it admits at least one r-identifying code.
For all graphs G with vertex set V, C =V is an r-locating-dominating code of G; if G is r-identiﬁable, then C =V is
r-identifying. Therefore, we are interested in ﬁnding locating-dominating or identifying codes of smallest cardinality.
Remark 2. As a consequence of Remark 1, an oriented tree is r-identiﬁable for all r1: if B−r (v1) = B−r (v2), then
v1 ∈ B−r (v2) and v2 ∈ B−r (v1); this means that there is a path from v1 to v2 and a path from v2 to v1, which is
impossible in a tree, unless v1 = v2.
The motivations come, for instance, from fault diagnosis in multiprocessor systems. Such a system can be modeled as
a graph where vertices are processors and edges are links between processors.Assume that at most one of the processors
is malfunctioning and we wish to test the system and locate the faulty processor. For this purpose, some processors
(constituting the code) will be selected and assigned the task of testing their neighbourhoods (i.e., their balls of radius r).
Whenever a selected processor (that is, a codeword) detects a fault, it sends an alarm signal, saying that one element in
its neighbourhood is malfunctioning. We require that we can uniquely tell the location of the malfunctioning processor
based only on the information which ones of the codewords gave the alarm, and an identifying code is exactly what we
need. If the selected codewords are assumed to work without failure, or if their only task is to test their neighbourhoods
(i.e., they are not considered as processors anymore) and we assume that they perform this simple task without failure,
then we will search for locating-dominating codes. When for some reason (e.g., hierarchical systems) the links are not
symmetric, we are led to consider oriented graphs, together with in-balls of radius r.
Identifying codes were introduced in 1998 [9], locating-dominating codes in 1983 ([11], not a widely distributed
paper) and 1988 ([12], although this paper was announced as early as 1984 [10] and 1987 [7]). These two types of
codes constitute now a topic of their own, studied in a large number of various papers, investigating particular graphs or
families of graphs (such as planar graphs, certain inﬁnite regular grids, or the n-cube), dealing with complexity issues,








Fig. 2. A representation of an oriented tree.
or using heuristics such as the noising methods for the construction of small codes. See, e.g., [3,4], and references
therein, or [15].
It is known that the decision problem of the existence of an r-identifying or r-locating-dominating code with bounded
size is NP-complete for any r1, in a non-oriented graph (see [7,6,5]) as well as in an oriented graph [4]. In the latter
case, this is true even if the graph is bipartite and without circuits [4]. On the other hand, it is known, for non-oriented
graphs, that the problem of the existence of a 1-locating-dominating code (see [13]), or of a 1-identifying code [14], with
bounded size, is polynomial when the graph is a tree. It is an open issue whether these problems remain polynomial,
when restricted to trees, for greater values of r, even for r = 2.
In this paper, we give a polynomial (actually, linear) algorithm which outputs a minimum 1-identifying code in an
oriented tree.
Finally, note that non-oriented trees have also been studied in [2,13], and non-oriented chains in [1,8].
From now on, r = 1 and identifying code stands for 1-identifying code.
2. The linear algorithm for oriented trees
2.1. Description of the algorithm
An oriented tree T = (V ,A) will be represented as in Fig. 2, with one special, arbitrarily chosen, vertex f which, for
convenience, we shall call the root of T. Not considering the directions of the arcs, we shall say that f is the father of
s1, . . . , s6, and the grandfather of g1, . . . , g7, that h1, h2, g2, . . . , g7, s2, s3, s4 and s5 are leaves, and that h1 and h2
are the vertices with greatest depth. The greatest depth in T is called the depth of T (here, equal to three). Children and
grandchildren are deﬁned accordingly. On the other hand, we shall use the notions of in-neighbour and out-neighbour
with respect to the directions of the arcs; thus, in Fig. 2, f is an out-neighbour of s1, . . . , s4, and an in-neighbour of s5,
s6.
We start from a nonempty oriented tree T = (V ,A), with root f, in which some vertices belong to a code C0 (the
choice C0 = ∅ yields a minimum identifying code in T, but, by considering any C0, we can actually construct a more
general algorithm).We search for an identifying code C ⊇ C0 with minimum size; we set C=C0 and use the following
algorithm, ID-TREE.
Whenever we say that we add a vertex x to C, we mean that we set C ← C ∪ {x}, whether x already belongs to C or
not (we never remove codewords from C during its construction by ID-TREE).
Whenever we say that we remove a vertex x from V, we mean that we set V ← V \{x} (we never add vertices to V),
and we remove from A all arcs going to and from x.
Whenever we say that we add an arc a to A, we mean that we set A ← A ∪ {a} (an arc can be removed only by
deleting one or two of its extremities, cf. the previous paragraph). The extremities of a new arc already exist in V.
We present our algorithm in a recursive way, because we feel that this gives easier proof of validity and complexity
analysis. Its main idea is that at each step we reduce (we shall state more precisely what we mean by “reduce” at
the beginning of Section 2.2) the current tree and increase C (or at least we do not decrease C), in such a way that
searching, in the new current tree, for a minimum identifying code containing the intersection of the new code with the
new current tree is equivalent to this search in the previous current tree, with the previous code. It is a greedy algorithm,





















Fig. 3. The case of depth one. Black circles are codewords. Double circles are not codewords. The status of white circles is unknown, but a white
circle which remains a white circle after transformation has kept the same status.
in the sense that we never remove vertices from C.
∗ ∗ ∗∗ BEGINNING of ID-TREE ∗ ∗ ∗∗
Case 1: The depth of T is at most one.
If f has out-neighbours which are codewords, then these vertices are removed from V (see Fig. 3(0)).
Then we act according to the following six cases.
0. If V = {f }, then we set C ← C ∪ {f }.
1. If f has only out-neighbours, then to C we add f and all its out-neighbours (see Fig. 3(1)).
2. If f has one in-neighbour s and at least one out-neighbour, then to C we add s, f and all its out-neighbours but one
(see Fig. 3(2)).
3. If f has one in-neighbour s and no out-neighbour, then to C we add s and f (see Fig. 3(3)).
4. If f has at least two in-neighbours and at least one out-neighbour, then to C we add f, all its in-neighbours and all
its out-neighbours but one (see Fig. 3(4)).
5. If f has at least two in-neighbours and no out-neighbour, then to C we add all the in-neighbours of f (see Fig. 3(5)).
Case 2: The depth of T is at least two.
Step 1: We choose a vertex x ∈ V such that all its sons are leaves; we call such a vertex a leaf-carrier.
Step 2: Operation (): From V we remove all out-neighbour sons of x which are codewords (cf. Fig. 3(0)).
Operation (): If x has at least one son left, we act according to the following nine cases.
(1) If x has no in-neighbour son and has an in-neighbour father y, then to C we add y, x and all its sons but one, and
from V we remove x and all its sons (see Fig. 4(1)).
(2) If x has no in-neighbour son and has an out-neighbour father, then to C we add x and all its sons, and from V we
remove all its sons (see Fig. 4(2)).
(3) If x has at least one in-neighbour son and at least one out-neighbour son, then to C we add x and all its in- and
out-neighbour sons except one out-neighbour, and from V we remove all its sons (see Fig. 4(3)).
(4) If x has no out-neighbour son, has at least two in-neighbour sons, and has an in-neighbour father, then to C we
add all the sons of x, and from V we remove x and all its sons (see Fig. 4(4)).
(5) If x ∈ C has no out-neighbour son, has at least two in-neighbour sons, and has an out-neighbour father y, then to
C we add all the sons of x, from V we remove all the sons of x but one, which we call t, and in A we remove the
arc (t, x) and add the arc (t, y) (see Fig. 4(5)).










































Fig. 4. The nine cases of Operation (). Black circles are codewords. Double circles are not codewords. The status of white circles is unknown, but
a white circle which remains a white circle after transformation has kept the same status. Vertices situated below a double bar are removed from the
current tree.
(6) If x /∈C has no out-neighbour son, has at least two in-neighbour sons, and has an out-neighbour father, then to C
we add all the sons of x, and from V we remove x and all its sons (see Fig. 4(6)).
(7) If x /∈C has no out-neighbour son, has one in-neighbour son, and has an in-neighbour father, then to C we add
the father and the son of x, and from V we remove x and its son (see Fig. 4(7)).
(8) If x ∈ C has no out-neighbour son, has one in-neighbour son, and has an in-neighbourfather, then to C we add
the son of x, and from V we remove x and its son (see Fig. 4(8)).
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(9) If x has no out-neighbour son, has one in-neighbour son t, and has an out-neighbour father y, then to C we add x
and t, and in A we remove the arc (t, x) and add the arc (t, y) (see Fig. 4(9)).
Step 3: Call ID-TREE.
∗ ∗ ∗∗ END of ID-TREE ∗ ∗ ∗∗
Note that the six cases 0–5 in Case 1 and the nine cases (1)–(9) in Case 2 are complete and mutually exclusive.
See below (Section 2.3) how we select a leaf-carrier.
2.2. Validity of the algorithm
In this section, we prove that this algorithm, given an oriented tree T = (V ,A) and a code C0 ⊆ V , always outputs
a minimum identifying code containing C0.
First, we observe that the vertex x chosen at the beginning of Case 2 can be chosen only once, as a leaf-carrier,
during the running of the algorithm: once the operations () and () are performed, x will never again be a leaf-carrier
in the current tree. Therefore, the algorithm is ﬁnite. Alternatively, since we shall choose x in such a way that it has
the greatest possible depth in the current tree (see Section 2.3), one can check that each operation decreases either the
number of vertices or the number of maximum depth vertices (and never increases these numbers)—this is what we
meant by “reduce the current tree” before the description of ID-TREE.
During Case 2, there is only one recursive call. In order to prove the validity of the algorithm, we attribute number
p = 1 to the deepest invocation to ID-TREE among the recursive calls (which means that we are then in Case 1). More
generally, we give number p + 1 (p1) to the invocation which calls for the invocation with number p (so that the
ﬁrst invocation is attributed the largest number; this number is a priori not known). The proof now works by induction
on p.
If p = 1, we are in Case 1, when the depth of the tree is at most one. It is straightforward to check that the algorithm
provides a minimum identifying code containing C ∩ V (cf. Fig. 3).
Next, we consider the pth call to ID-TREE with p2; we set C′ = C ∩ V .
If, before Operation (), there exists in V a leaf  ∈ C having an in-neighbour father, then in order to obtain an
identifying code inV containingC′, it is necessary and sufﬁcent to have an identifying code in V \{} containingC′\{};
hence, the validity of Operation ().
In the same way, we now show the validity of the nine cases, (1)–(9), of Operation ().
Case (1): x has no in-neighbour son and has an in-neighbour father y (see Fig. 4(1)). We show that, among the
minimum identifying codes in V containing C′, there is one which contains C′ ∪ {x, y}. Let K be any identifying code
in V containing C′.
Assume ﬁrst that x /∈K . Then necessarily y ∈ K , and all the sons of x belong to K, because x and its sons must be
covered by K. Operation () having been made, the sons of x are not in C′; we can therefore replace one of the sons of
x by x itself in K; so from now on, we assume that x ∈ K . Assume that y /∈K . Then, in order to have x and each of its
sons pairwise separated by K, all the sons must belong to K. Again, we can replace one of the sons of x in K, this time
by y.
Now let K be a minimum identifying code in V, containing C′ ∪ {x, y}. Necessarily, K contains all the sons of x but
one. Therefore, we do not change the minimum size of an identifying code in V containing C′ by adding to C, hence
to C′, the vertex x and all its sons but one.
Thus, in the right part of Fig. 4(1), x and its sons are covered and pairwise separated by the code, and x and its sons
cover neither y nor its ancestors. Therefore, they can be removed from V, and Operation (1) is valid.
We then solve the problem with a recursive call, which is exact thanks to the induction hypothesis.
Case (2): x has no in-neighbour son and has an out-neighbour father (see Fig. 4(2)). Because x and its sons must be
covered and pairwise separated by the code, necessarily x and all its sons are codewords. Therefore, we must add to C
the vertex x and all its sons. The sons cover only themselves and can be removed from V; thus, Operation (2) is valid.
Case (3): x has at least one in-neighbour son and at least one out-neighbour son (see Fig. 4(3)). Here, y can be the
in- or out-neighbour father of x. Necessarily, an identifying code in V contains all the in-neighbour sons of x, and all
but one vertices among x and its out-neighbour sons. We can therefore choose as codewords x and all its sons except
one out-neighbour son which we call s (since Operation () has been performed, the out-neighbour sons are not yet
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in the code, and we can keep one out of the code). So far, the sons of x are covered, pairwise separated, and separated
from x by the code, and x is covered by the code and separated from y.
If y is the in-neighbour father of x, then y, which must be covered by a codeword, will be separated from x and its
sons.
If y is the out-neighbour father of x, then y and s are both covered by x: in order to separate them, it is necessary
(and sufﬁcient) to cover y with a codeword other than x. If we remove the sons of x from V, then, in order to have x
separated from y, it is also necessary (and sufﬁcient) to have y covered by a codeword other than x. The information
that there is a conﬂict between y and s has been reported on x.
In both cases, by removing the sons of x from the tree, we stay in the same situation, which validates Operation (3).
Case (4): x has no out-neighbour son, has at least two in-neighbour sons, and has an in-neighbour father (see
Fig. 4(4)). Any identifying code contains the sons of x, which cover and separate x from any other vertex. Since y is
the in-neighbour father of x, y is not covered by x and clearly, when removing x and its sons from the tree, the situation
remains unchanged, and Operation (4) is valid.
Case (5): x ∈ C has no out-neighbour son, has at least two in-neighbour sons, and has an out-neighbour father y
(see Fig. 4(5)). Again, any identifying code contains the sons of x, and y is covered by the code and separated from x
and s. The same is still true after Operation (5) is performed.
Case (6): x /∈C has no out-neighbour son, has at least two in-neighbour sons, and has an out-neighbour father (see
Fig. 4(6)). Again, any identifying code contains the sons of x.
We claim that, among the minimum identifying codes in V containing C′, there is one which does not contain x.
Let K be any minimum identifying code in V containing C′ ∪ {x}. We remove x from K and consider two cases.
If y /∈K , any vertex in V \{y} deprived of x and its sons is covered by a codeword of K, which is not y. By adding y
to K, we again obtain an identifying code in V, with same size, and which now does not contain x.
If y ∈ K , the only problem might be if some vertex z has y as only covering codeword in K, in which case y and z
are not separated (x does not do the job anymore). It sufﬁces to put z in K to have an identifying code in V with same
size, and not containing x, which proves our claim.
This shows that we can remove x and its sons from the tree and still face the same problem, proving the validity of
Operation (6).
Case (7): x /∈C has no out-neighbour son, has one in-neighbour son, and has an in-neighbour father (see Fig. 4(7)).
Clearly, any identifying code contains the son of x. Consider inV a minimum identifying code K containing C′. Because
x and its son are separated by K, either x or y is in K. Both cannot belong to K, because then we could remove x from K
(thanks to the assumption on x) and still have an identifying code. Similarly, if x, not y, belongs to K, we can replace
it by y. Thus there exists a minimum identifying code K containing C′, which contains y and not x. Therefore, we can
remove x and its son from the tree, validating Operation (7).
Case (8): x ∈ C has no out-neighbour son, has one in-neighbour son, and has an in-neighbour father (see Fig.
4(8)). The son of x is necessarily a codeword. Since these two vertices do not cover any other vertex in V, they can be
removed from V without changing the situation: Operation (8) is valid.
Case (9): x has no out-neighbour son, has one in-neighbour son t, and has an out-neighbour father y (see Fig. 4(9)).
Any identifying code contains t and x, and y is covered by the code and separated from x and t (and from all the other
vertices). The same is still true after Operation (9) is performed.
This shows that, given an oriented tree T = (V ,A) and a code C0 ⊆ V , our algorithm outputs a minimum identifying
code C such that C0 ⊆ C ⊆ V . We now study the complexity of the algorithm.
2.3. Complexity analysis
As we mentioned earlier, one vertex has been chosen, once and for all, as the root. A breadth-ﬁrst search allows,
linearly with respect to the number of vertices, to describe the tree by giving, for each vertex, its father and its sons
(together with the directions of the arcs).
We observe that in Case 1 (when the tree has depth at most one) and during the operations () and (1)–(4),
(6)–(8), each arc going to or from the root f or the leaf-carrier x is treated only once, involving a number of
elementary operations which is bounded by above by a constant (see Figs. 3, 4(1)–4(4) and 4(6)–4(8)).
The operations (5) and (9) (see Figs. 4(5) and 4(9)) are more delicate, because here new arcs are created. However,
we see that after performing Operation (5) or (9), and unless we have to apply Operation (5) again (with y in the
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role of x), these newly created arcs will be deleted in their next treatment; now, if, without loss of generality, we decide
that in each Operation (5),
• the arc (t, y) is created using a vertex t such that the arc (t, x) originally exists in the tree (such a vertex t always
exists), and, as a consequence,
• the arcs possibly created previously by Operation (5) or (9) are deleted,
then we see that during the operations (5) and (9):
• each arc going to x is treated only once, and
• the only treatment that a previously created arc (t, y) can subsequently receive is deletion.
We can therefore conclude that each arc requires a number of elementary operations which is bounded by a constant,
and the complexity involved is linear in the number of arcs (or of vertices).
Actually, the crucial point is the choice of a leaf-carrier x ∈ V . To do so, we will always choose a vertex which is
not a leaf and has greatest possible depth in the current tree. This can be done in the following way:
Before running the algorithm, we number the vertices and construct an array A which gives the vertices with
increasing depth (again, a breadth-ﬁrst search can be used to construct this array); we also keep record of themembership
to the current tree (before the algorithm starts, all vertices belong to the current tree). Then we consider the last element
in this array: it is a leaf with greatest depth, and its father x is a leaf-carrier with greatest depth. Each time we want to
ﬁnd a leaf-carrier, we go up from the current position inA and search for the ﬁrst vertex still in the current tree, and
we take its father. After performing one of the operations of the algorithm ID-TREE, we update the memberships, and
go up by one inA. In the cases of Operations (5) and (9) (see Figs. 4(5) and 4(9)), we do not need to consider the
change of depth of the leaf t, and simply observe that we shall treat its new father y when we meet x inA. So in these
cases, we do not lose anything when leaving behind inA the vertex t which is still in the current tree, and these are
the only two cases when we do so.
Globally, we go through all the leaf-carriers with a number of elementary operations which is linear with respect to
the number of vertices.
Therefore, the complexity is, all in all, linear in the number of vertices.
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