We define a function by refining Stern's diatomic sequence. We name it the assembly function. It is strictly increasing continuous. The first and the second main theorems are on an action to the function. The third theorem is on differentiability of the function at rational points.
Introduction
The Stern's diatomic sequence is a sequence {a m } ∞ m=0 of non-negative integers defined by a 0 = 0, a 1 = 1, a 2m = a m , a 2m+1 = a m + a m+1 . M. A. Stern defined it in [6] , after that several authors have studied it (e.g. [1, 3, 5] ). In the present paper, we refine a m as [2 n : m] (m, n ∈ Z ≥0 , 0 ≤ m ≤ 2 n ), which is called the Stern's diatomic integer (SDI, for short) with depth n and order m. An SDI [2 n : m] is nothing but a m as an integer. We arrange SDIs as vertices of a fixed infinite graph. The resulting one is called the Stern's diatomic table (SDT, for short) (cf. Definition 2.1 and Fig. 2-1 ). Precisely, [2 n : m] is situated on the n-th line (the depth n) and the order m from the left in the SDT. As a result, an SDI [2 n : m] is an integer a m with information of the place in the table. In Section 2, we give definitions and some properties of SDI and SDT.
In Section 3, we give a definition and some properties of design. For [2 n : m], we define a binary number presentation of it as {m} n = d 1 d 2 · · · d n such that d i = 0 or 1 (1 ≤ i ≤ n), and n i=1 2 n−i d i = m, and we call {m} n the design of [2 n : m]. Then we also denote [2 n : m] by [{m} n ]. We often regard {m} n as just a word (not a number).
In Section 4, we give a continued fraction presentation for an SDI via the design of the SDI by using continuant. We show that [2 n : m]/[2 n : 2 n − m] is equal to the continued fraction determined from the design of [2 n : m] (Theorem 4.9).
In Section 5, we define and discuss a Stern's diatomic matrix. Let U(2 n : m) be a 2 × 2 matrix determined from [2 n : m] with the (1, 2)-entry [2 n : m]. We call U(2 n : m) the Stern's diatomic matrix (SDM, for short) of [2 n : m]. We also denote U(2 n : m) by U({m} n ), and call {m} n the design of U(2 n : m). Then it is a unimodular matrix over Z with non-negative entries (Theorem 2.2). Conversely, every unimodular matrix over Z with non-negative entries is of the form U(2 n : m) (Theorem 5.4).
In Section 6, we give a definition and some properties of the assembly function. Let S be the set of rational numbers of the form m/2 n , where m and n are two non-negative integers with 0 ≤ m ≤ 2 n − 1. Then we define a map A : S → R ≥0 by A m 2 n = [2 n : m] [2 n : 2 n − m] .
By Theorem 3.8 (Corollary 4.12), the image of A is Q ≥0 . Since A is strictly increasing, and S and Q ≥0 are dense in [0, 1) and R ≥0 respectively, we can define A : [0, 1) → R ≥0 by completing the original one. Then A is a strictly increasing continuous function (Theorem 6.2). We call A the assembly function. By using the assembly function, we prove two main theorems "Design Composition Theorem I" (Theorem 6.10) and "Design Composition Theorem II" (Theorem 6.12). Design Composition Theorem I shows an action of SDM (SDI) to the assembly function. For two designs {m} n and {m ′ } n ′ , we define the composition {m} n · {m ′ } n ′ of them as dyadic words (Definition 6.9). Then the set of designs including the empty design has a free monoid structure whose generators are 0 and 1, and the unit is the empty word. "Design Composition Theorem II" gives us a homomorphism of monoids from the set of designs to the set of 2 × 2 unimodular matrices with non-negative entries, which is a monoid representation. It is not so hard to see that the assembly function is essentially equivalent to the inverse function of the Minkowski's question mark function ( [2] ).
In Section 7, we define a periodic design which is an infinite design. Then the set of periodic designs is mapped to the set of quadratic irrational numbers via the assembly function (Theorem 7.4). We show an essentially equivalent result to Legendre theorem on an expression of the square of a rational number via design (Corollary 7.10).
In Section 8, as an application of previous sections, we discuss differentiability of the assembly function at rational points. Lebesgue's theorem says that a monotonely increasing continuous function is differentiable at almost every points. Since the assembly function is strictly increasing continuous, it is differentiable at almost every points. The third main theorem is that at a rational point if the assembly function is differentiable, then the derivation vanishes, and if the assembly function is not differentiable, then the derivation is ∞ (Theorem 8.4). In our next paper [7] , we show that at any point, the derivation is 0 or ∞, and gave a necessary and sufficient condition for differentiability on a rational point.
In our forthcoming papers, we apply the present results to solve the Markov Conjecture which is one of important Diophantine problems.
Stern's diatomic integer and Stern's diatomic table
The Stern's diatomic sequence is defined by a 0 = 0, a 1 = 1, a 2m = a m , a 2m+1 = a m + a m+1 . We refine it by the following definition. Definition 2.1. For two non-negative integers m and n with 0 ≤ m ≤ 2 n , we define an integer [2 n : m] by the following rules:
(1) [2 0 : 0] = 0, [2 0 : 1] = 1, (2) [2 n+1 : 2m] = [2 n : m] (0 ≤ m ≤ 2 n ), We call [2 n : m] the Stern's diatomic integer (SDI, for short) with depth n and order m. SDIs are expressed in Figure 2 -1.We call this table of SDIs the Stern's diatomic table (SDT, for short).
For two non-negative integers m and n with 0 ≤ m ≤ 2 n , we have [2 n : m] = a m , but [2 n : m] is an integer a m with information of the place in the table SDT. From the definition, we can immediately have the following relations. Proof. We prove (2:1) by induction on n. If n = 0, then the equation clearly holds. We suppose that the statement holds for the case n ≥ 0. We show the case n + 1. If m is an even integer such that m = 2l (l = 0, 1, 2, . . . , 2 n − 1), by the assumption, we have
If m is an odd integer such that m = 2l + 1 (l = 0, 1, 2, . . . , 2 n − 1), by the assumption, we have
Therefore we have the result.
From this theorem, we immediately have the following result. Proof. We prove (1) by induction on a. It obviously holds for a = 0. Suppose (1) holds for some non-negative integer a. Then we observe that
which completes the proof. (2) can be proved in the same way as (1). Definition 2.5. For two positive coprime integers a and b, we apply the Euclidean algorithm as
where t ≥ 1, c −2 = a, c −1 = b, and c i and r i (i = 0, 1, . . . , t − 1) are integers such that
, c t−2 = 1 and c t−1 = 0. Then we call the sequence r 0 , r 1 , r 2 , . . . , r t−1 the partial quotients or simply the quotients of a generated by b, and t the length of the partial quotients.
Lemma 2.6. Under the situation in Definition 2.5, we have the following:
(1) r 0 = 0 if and only if a < b. Equivalently, r 0 ≥ 1 if and only if a ≥ b.
(2) t = 1 if and only if b = 1 (then r 0 = a, c 0 = 0).
(3) r t−1 = 1 if and only if a = b = 1 (then t = 1). Equivalently, r t−1 ≥ 2 if and only if (a, b) (1, 1).
(4) For a sequence of integers r 0 , r 1 , . . . , r t−1 with r 0 ≥ 0, r i ≥ 1 (i = 1, 2, . . . , t − 2) and r t−1 ≥ 2 (including the cases t = 1 and 2), there exists a unique pair of two positive coprime integers a and b such that r 0 , r 1 , · · · , r t−1 are the partial quotients of a generated by b (then (a, b) (1, 1)). (5) c i−2 and c i−1 (i = 0, 1, . . . , t) are coprime. (6) A sequence r i , r i+1 , · · · , r t−1 (i = 0, 1, . . . , t − 1) is the partial quotients of c i−2 generated by c i−1 with length t − i.
Proof. Since (1), (4), (5) and (6) are not hard to see, we do not give the proofs of them. We only prove (2) and (3).
(2) Suppose t = 1. Then the partial quotients of a generated by b is r 0 . Since a and b are coprime, we have b = 1. Conversely, suppose b = 1. Then the partial quotients of a generated by b is r 0 , and t = 1.
(3) Suppose r t−1 = 1. Then we have c t−3 = c t−2 = 1 and c t−1 = 0. Since c t−2 < c t−3 if t ≥ 2, we have t = 1, and a = b = 1. Conversely, suppose a = b = 1. Then the partial quotients of a generated by b is r 0 = 1 (t = 1).
Definition 2.7. Under the situation in Lemma 2.6 (4), for the sequence r 0 , r 1 , . . . , r t−1 , a pair of integers (a, b) is called the realizing pair of the sequence. For the sequence r 0 = 1, the realizing pair of the sequence is (1, 1).
We generalize Lemma 2.4.
Lemma 2.8. Let a and b be positive coprime integers, and r 0 , r 1 , . . . , r t−1 the partial quotients of a generated by b. For any consecutive SDIs [2 n : m] and [2 n : m + 1],
Proof. We prove by induction on t. If t = 1, then b = 1. By Lemma 2.4, we have the result. Suppose that t ≥ 2, and that the statement holds for any two positive coprime integers a ′ and b ′ such that the length of the partial quotients of a ′ generated by b ′ is less than or equal to t − 1. If we particularly take a ′ = c −1 (= b) and b ′ = c 0 , then the partial quotients of a ′ generated by b ′ is r 1 , r 2 , . . . , r t−1 with length t − 1, and we have, by the assumption,
Suppose a and b are positive coprime integers, and that the length of the partial quotients of a generated by b is equal to t. Note that a = br 0 + c 0 .
(1) a[2 n :
We set n ′ = n + r 0 and m ′ = 2 r 0 m + 2 r 0 − 1. Then, a[2 n :
We set n ′ = n + r 0 and m ′ = 2 r 0 m. Then we have b[2 n :
Design of Stern's diatomic integer
In this section, we define a notion of design, and we correspond it to an SDI.
Definition 3.1. For two non-negative integers m and n such that 0 ≤ m ≤ 2 n , we introduce a symbol {m} n , and call it the design of m with length n, and m the design number of {m} n . If 0 ≤ m ≤ 2 n − 1, we call {m} n a finite design as a general term. If m = 2 n , we call {m} n the terminal design with length n.
(1) If {m} n is a finite design with n ≥ 1, by using a finite dyadic word d 1 d 2 · · · d n , where d i = 0 or 1(i = 1, 2, . . . , n) and m = n i=1 2 n−i d i (i.e. regarding the finite dyadic word as a binary number), we denote {m} n = d 1 d 2 · · · d n . If {m} n is a terminal design with n ≥ 1, we denote {2 n } n = 10 · · · 00 n τ , where · · · k implies that the number of words is k.
(2) In the case that n = 0, we define {0} 0 = ε and {2 0 } 0 = 1 τ , where ε implies the empty word, and specially call {0} 0 the empty design with length 0. {2 0 } 0 is the terminal design with length 0.
We can denote finite designs by
where l is odd, k 0 ≥ 0, k i ≥ 1 (i = 1, 2, . . . , l − 2), k l−1 ≥ 0 and n = l−1 i=0 k i . Then we have m = l−1 j=0 (−1) j 2 l−1 i= j k i − 1. We note that if l = 1 and k 0 = 0, the right-hand side of the equation denotes ε (= {0} 0 ).
We regard {m} n as the place in the SDT. That is, we denote [{m} n ] = [2 n : m], and call {m} n the design of [2 n : m]. Then Fig.2 -1 is represented as Fig.3 -1. We emphasize that {m} n has information of the dyadic word presentation of m with length n and the place in the SDT. When the length n is clear by context, we sometimes denote {m} n by {m} or m simply. We define an infinite design in Section 6. 
(1)
[10] (1) [11] (2) [100 τ ]
(1) [000] (0) [001] (1) [010] (1) [011] (2) [100] (1) [101] (3) [110] (2) [111] (3) [1000 τ ]
Fig. 3-1
We need the following lemma. However, we do not give the proofs of them because they are easy to see.
(1) m is odd if and only if k l−1 ≥ 1. 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 , we call {m} n a reduced design if it satisfies (1) in Lemma 3.3 (i.e. m is odd), and {m} n a primitive design if it satisfies (1) and (2) in Lemma 3.3. Additionally, we consider that {0} 0 (= ε) and {1} 0 (= 1 τ ) are reduced designs. Definition 3.5. Let {m} n be a design with length n. Then, by using {m} n , we denote other designs with length n by the following rules:
(1) For an integer m ′ with 0 ≤ m ′ ≤ 2 n − m,
(3) 2 n − {m} n = {2 n } n − {m} n = {2 n − m} n , and call it the conjugate design of {m} n .
For example, if {m} n = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 is a finite reduced design with length n ≥ 1, then we have
If {2 n } n is a terminal design with length n ≥ 1, then we have 2 n − {2 n } n = {0} n = 0 · · · 00 n . In particular, the conjugate design of {1} 0 is the empty design, and conversely the conjugate design of the empty design is 2 0 − {0} 0 = 1 τ .
Definition 3.6. Let a and b be two positive coprime integers, and r 0 , r 1 , r 2 , . . . , r t−1 the partial quotients of a generated by b. Then we define the following reduced design D:
We call D the Euclidean design of a generated by b. If D = {m} n , then we call m the design number of a generated by b, where n = t−1 i=0 r i . In particular, if a = b = 1, then D = {1} 1 . We note that by Lemma 2.6 (3), if (a, b) (1, 1), then r t−1 ≥ 2 and m is an
The following is the first main theorem of this paper. Theorem says that the set of pairs of two positive coprime integers has one to one correspondence with the set of two positive integers (n, m) such that m is odd and 1 ≤ m ≤ 2 n − 1 via design representations. We call the theorem the Design Representation Theorem. In particular, if (a, b) = (1, 1), then (m, n) = (1, 1).
(2) Let m and n be two positive integers such that m is an odd integer with 1 ≤ m ≤ 2 n − 1 and (m, n) (1, 1). We suppose {m} n = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00
, then by taking t = l and r i = k i (i = 0, 1, . . . , t − 1), we have the realizing pair (a, b) of r 0 , r 1 , . . . , r t−1 , and {m} n is the Euclidean design of a generated by b.
and r t−1 = k l−2 + 1, we have the realizing pair (a, b) of r 0 , r 1 , . . . , r t−1 , and {m} n is the Euclidean design of a generated by b.
Proof.
(1) It is easy to see that if (a, b) = (1, 1), then (m, n) = (1, 1). From now on, we suppose (a, b) (1, 1). Since [2 0 : 0] = 0 and [2 0 : 1] = 1,
by Lemma 2.8 and Lemma 3.7.
(2) Let (a, b) be the realizing pair of r 0 , r 1 , . . . , r t−1 . Since (m, n)
(1, 1), we have (a, b) (1, 1). Then we have
and {m} n is the Euclidean design of a generated by b by Lemma 3.7.
Next, we characterize (a, b) corresponding to a primitive design. Proof. We set D = d 1 d 2 · · · d n , where d i = 0 or 1 (i = 0, 1, . . . , n). By Lemma 2.6 (1) and Lemma 3.3 (1), D is primitive. Let r 0 , r 1 , . . . , r t−1 be the partial quotients of a generated by b. Then the partial quotients of a generated by b ′ are 0, r, r 0 , r 1 , . . . , r t−1 . Therefore D ′ = 0 · · · 00 r D, and the design numbers of D and D ′ are the same. Proof. By Theorem 3.9, a primitive design representation is characterized by a positive integer b coprime to a with a ≥ b. Example 3.11. We determine the primitive designs such that 12 = [2 n : m] = [{m} n ]. 12 has four natural numbers which are prime to 12 and not greater than 12, namely 1, 5, 7 and 11. 111111111111 = {4095} 12 , 110011 = {51} 6 , 101101 = {45} 6 and 100000000001 = {2049} 12 are the Euclidean designs of 12 generated by 1, 5, 7 and 11 respectively. Hence, we have [2 12 : 4095] = 12, [2 6 : 51] = 12, [2 6 : 45] = 12 and [2 12 : 2049] = 12.
Continued fraction presentation of SDI
In this section, we give a continued fraction presentation for an SDI via the design presentation of the SDI (Theorem 4.9). For continued fractions, see [4] .
is a polynomial with l-variables x 0 , x 1 , . . . , x l−1 defined by the following recursive relations:
(4:1)
As a special case, for the length 0, we define [ε] = 1. Then the recursive relation (4:1) also holds for the case l = 2.
Lemma 4.2. For the continuant, we have the following formulas. Basically we assume l ≥ 1.
(
(1) We prove by induction on l. We set the right-hand side as ∆ l . It is easy to
. Suppose that l ≥ 2, and that the statement holds for the cases l − 1 and l. We show the case l + 1. By expanding on the (l + 1)-th row of ∆ l+1 , we have ∆ l+1 = ∆ l x l + ∆ l−1 . By the recursive relation of the continuant and the assumption, we have ∆ l+1 = [x 0 , x 1 , x 2 , · · · , x l ].
(2) By (1), we have the result.
(3)-(8) By (1) and (2), we have the results.
We represent SDIs by using the continuant. In a continued fraction, we allow computations 1/∞ = 0 and 1/0 = ∞.
In particular, for the case k l−1 = 0 (i.e. m is even), if l ≥ 3, we have
Proof. Firstly, we show [2 n : 2 n ] (n = 0, 1, 2, . . .). Then [2 n : 2 n ] has a terminal design {2 n } n = 1 0 · · · 00 n τ (i.e. k 0 = 1, k 1 = n, k 2 = 0). Hence we have
Secondly, we show [2 n : m] (0 ≤ m ≤ 2 n − 1). Suppose l = 1. Then we have k 0 = n, m = 2 n − 1 and [2 n : m] = [2 n : 2 n − 1] = n = [k 0 ] by Lemma 2.4 (1). Therefore the statement holds. If (m, n) = (1, 1), then we have {m} n = {1} 1 = 1. Hence the case is included by the case l = 1. From now on, we assume (m, n) (1, 1).
(1) The case k l−1 = 0. We set l = 2s − 1 (s = 1, 2, . . .). Only this case, we show by induction on s. The case l = 1 has already shown. Next, we assume that the statement holds for l ≤ 2s − 1, and we set l = 2s + 1 ≥ 3. Then by the assumption,
For the rest cases, we do not use induction. For a design {m} n , we take a sequence r 0 , r 1 , . . . , r t−1 and the realizing pair (a, b) of the sequence as in Theorem 3.8 (2). Then we have a = [2 n : m]. We set the Euclidean algorithm: a i = a i+1 r i + a i+2 (i = 0, 1, . . . , t −1), where a 0 = a, a 1 = b, a t = 1 and a t+1 = 0. We give a matrix presentation of these relations as follows:
By Cramer's rule and Lemma 4.2 (1), we have
(2) The case k l−1 = 1. By taking r 0 , r 1 , . . . , r t−1 as in Theorem 3.8 (2) (ii), we have
where l is odd, k 0 ≥ 0, k i ≥ 1 (i = 1, 2, . . . , l − 2) and k l−1 ≥ 0. Then for l ≥ 3, we have
Proof. We only show the case l ≥ 3.
(1) It is Theorem 4.3.
(2) We have
By the same way as the proof of Theorem 4.3, we have [2 n : 2 n −m] = [k 1 , k 2 , · · · , k l−1 ].
(3) We have
By the same way as the proof of Theorem 4.3, we have [2 n : m + 1] = [k 0 , k 1 , . . . , k l−2 ]. (4) By (2) and (3), we have the result.
Definition 4.5. For a finite design D = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 , where l is odd, k 0 ≥ 0, k i ≥ 1 (i = 1, 2, . . . , l − 2) and k l−1 ≥ 0, the inverse design of D is
If D = {m} n , then we denote by D * = {m * } n . We note that (D * ) * = D.
Theorem 4.6. For a finite design {m} n and its inverse design {m * } n , we have the following: Definition 4.7. Let k 0 , k 1 , k 2 , . . . , k l−1 be integers such that l ≥ 1, k 0 ≥ 0, and k i ≥ 1 (i = 1, 2, . . . , l − 1). We denote the continued fraction of the sequence by
That is, CF(k 0 , k 1 , . . . , k l−1 ) is obtained by computing the following recursive sequence
We note that
In computing CF(k 0 , k 1 , . . . , k l−1 ), if we allow computations such as 1/0 = ∞ and 1/∞ = 0, then we have CF(k 0 , k 1 , . . . , k l−2 , 0) = CF(k 0 , k 1 , . . . , k l−3 ) (l ≥ 3). If k l−1 = 0 and l = 1, then CF(k 0 , k 1 , . . . , k l−1 ) = CF(0) = 0. If k l−1 = 0 and l = 2, then CF(k 0 , k 1 , . . . , k l−1 ) = CF(k 0 , 0) = ∞. Hence we may assume that k l−1 ≥ 0.
The following is a relationship between the continuant and the continued fractions.
Lemma 4.8. Let k 0 , k 1 , k 2 , . . . , k l−1 be integers such that l ≥ 1, k 0 ≥ 0, k i ≥ 1 (i = 1, 2, . . . , l − 2) and k l−1 ≥ 0. Then we have the following:
(1) (i) If k l−1 ≥ 1, then we have [k 0 , k 1 , . . . , k l−1 ] = l−1 j=0 CF(k j , k j+1 , . . . , k l−1 ).
(ii) If k l−1 = 0, then we have [k 0 , k 1 , . . . , k l−1 ] = l−3 j=0 CF(k j , k j+1 , . . . , k l−3 ) (l ≥ 3).
(2) (i) If k 0 ≥ 1, then we have [k 0 , k 1 , . . . , k l−1 ] = l−1 j=0 CF(k j , k j−1 , . . . , k 0 ).
(1) (i) By Lemma 4.2 (1) and elementary transformations of matrices, we have
. . , k l−3 ] by Lemma 4.2 (6), we have the result.
(2) By (1) and Lemma 4.2 (2), we have the result.
The following is a relationship between SDIs and the continued fractions.
Theorem 4.9. Let {m} n = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 be a finite design, where l is odd, k 0 ≥ 0, k i ≥ 1 (i = 1, 2, . . . , l − 2) and k l−1 ≥ 0. Then we have the following:
(1) (i) If k l−1 ≥ 1, then we have [2 n : m] = l−1 j=0 CF(k j , k j+1 , . . . , k l−1 ).
(ii) If k l−1 = 0, then we have [2 n : m] = l−3 j=0 CF(k j , k j+1 , . . . , k l−3 ) (l ≥ 3).
( Proof.
(1) Since CF(k 0 , k 1 , . . . , k l−1 ) ≥ 1, we have the result by Theorem 4.9 (3) (i).
(2) Since CF(k l−1 , . . . , k 1 , k 0 ) ≥ 1, we have the result by Theorem 4.9 (3) (ii).
The following statement is the basis to define the assembly function in Section 6. Proof. There exists a unique sequence of integers k 0 , k 1 , . . . , k l−1 such that l is odd, k 0 ≥ 0, k i ≥ 1 (i = 1, 2, . . . , l − 1) and a b = CF(k 0 , k 1 , . . . , k l−1 ).
The sequence uniquely determines {m} n and a pair (m, n) such that m is odd, 1 ≤ m ≤ 2 n − 1 as in Theorem 4.9.
We can also prove Corollary 4.12 by Theorem 3.8 directly.
Stern's diatomic matrix
In this section, we define the Stern's diatomic matrix. 
Proof. By Lemma 2.4 (1), we have the result. 1 and  (a, b, c, d) (1, 0, 0, 1). Then we have the following:
(1) a ≥ 1 and d ≥ 1.
(2) If b = 0 or c = 0, then a = d = 1.
(1) Since ad = bc + 1 ≥ 1, we have the result.
(2) If b = 0 or c = 0, then ad = 1 and a = d = 1.
bd > 0, we have the result. (ii) By the similar way as (i), we have the result. The following theorem states that the set of finite designs has one to one correspondence with the set of unimodular matrices with non-negative entries. We call it the Matrix Representation Theorem. and [2 n 0 : 2 n 0 − m 0 ] = d. Here, we set {m 0 } n 0 = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00
where l is odd and k l−1 ≥ 1. By Theorem 2.2 and Corollary 4.11 (2), we have (x 0 , y 0 ) = ([2 n 0 : m 0 + 1], [2 n 0 : 2 n 0 − (m 0 + 1)]). Hence, by Lemma 2.4 (1) and (2), we have
Therefore, by setting n = n 0 + k and m = 2 k m 0 , we have
(2) If b = 0, by Lemma 5.3 (2), we have a = d = 1, and we can take (x 0 , y 0 ) = (1, 0), k = c and (x, y) = (1, s). Then we can take (m 0 , n 0 ) = (0, 0) (i.e. [2 n 0 : m 0 ] = 0 and [2 n 0 : 2 n 0 − m 0 ] = 1) uniquely (i.e. minimal n 0 ). Also in this case, we can take (x 0 , y 0 ) = ([2 n 0 : m 0 + 1], [2 n 0 : 2 n 0 − (m 0 + 1)]) = (1, 0). Hence, in the same way as (1), we have
Example 5.5. We observe the designs of the following matrices. where 11001 is the Euclidean design of 7 generated by 3 and 10101 is the Euclidean design of 8 generated by 5. Further from Theorem 5.4, we have
Theorem 5.6. Suppose U({m} n ) = U(1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00
is the design of the matrix. Then we have the following:
Proof. By Theorem 4.6, we have the result.
Definition of the assembly function
This section is the main part of the paper. We define the assembly function and show some fundamental properties. Definition 6.1. Let S be the set of rational numbers of the form m/2 n , where m and n are two non-negative integers with 0 ≤ m ≤ 2 n − 1, and R ≥0 the set of non-negative real numbers. Then we define a map A : S −→ R ≥0 by
Since [2 n+1 : 2m] = [2 n : m] in general (cf. Definition 2.1 (2)), A is well-defined. We call A the rational assembly function.
Theorem 6.2. The rational assembly function extends uniquely to a continuous map [0, 1) −→ [0, ∞), and the map is strictly increasing and bijective.
Proof. We assume the setting in Definition 6.1. Firstly, we show that A : S −→ R ≥0 is strictly increasing. Suppose that 0 ≤ m < m + 1 ≤ 2 n − 1. Since > 0 by Theorem 2.2, A is strictly increasing. By Theorem 3.8 (Corollary 4.12), A is surjective. Since S is dense in [0, 1) and Q ≥0 is dense in R ≥0 = [0, ∞), we have the result. Definition 6.3. We call the extended map of A the assembly function, and use the same notation A. Further we define A(1) = ∞.
The assembly function has a characteristic graph shown in Figure 6 -1. Lemma 6.4. For m and n are two non-negative integers with 0 ≤ m ≤ 2 n − 1, and m is odd, suppose the design of
)). Then we have
A m 2 n = CF(k 0 , k 1 , . . . , k l−1 ).
Proof. By Definition 4.9 (3), we have the result. 
(1) By Definition 6.1, we have A(1/2) = [2 : 1] [2 : 1] = 1. By Theorem 6.2, we have the result.
(2) For θ = m/2 n , where m and n are positive integers with 1 ≤ m ≤ 2 n −1, by Definition 6.1, we have
.
By Theorem 6.2 (continuity of A(θ)), we have the result. Definition 6.6. For a finite design {m} n = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 , where l is odd, k 0 ≥ 0, k i ≥ 1 (i = 1, 2, . . . , l − 2), k l−1 ≥ 0 and n = l−1 i=0 k i , we define a binary decimal by {m} n 2 n = m 2 n = 0. 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 , and call it a design decimal of {m} n . For a terminal design {2 n } n = 1 0 · · · 00 n τ with n ≥ 0, we define a binary decimal by {2 n } n 2 n = 2 n 2 n = 1, and call it a design decimal of {2 n } n .
For an integer sequence {k j } ∞ j=0 such that k 0 ≥ 0 and k j ≥ 1 ( j = 1, 2, . . .), we define an infinite design as an infinite sequence of finite designs: 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 · · · · · · = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00
and call its j-th term the j-th segment of the infinite design. Then we define a binary decimal by lim j→∞ k 0 1 · · · 11 k 1 0 · · · 00 · · · k 2 j−1 0 · · · 00 k 2 j 1 · · · 11 2 2 j i=0 k i = 0. 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 · · · · · · , and call it a design decimal of 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00
For a design D, we denote the design decimal of D by θ D . We note that for any real number θ with 0 ≤ θ ≤ 1, there exists a design D such that θ = θ D . If θ is of the form m/2 n , a reduced design D is uniquely determined, and if θ is not of the form m/2 n , an infinite design D is uniquely determined. Then we call D the design of θ. Definition 6.7. Let Γ be the set of elements in S L(2 : Z) (the special linear group over Z) with non-negative entries:
Then A ∈ Γ acts on the set ∆ = (p, q) ∈ (Z ≥0 ) 2 | gcd(p, q) = 1 and Q ≥0 ∪ {∞} (∞ = 1/0) as follows: , where E is the unit matrix and id. is the identity map). We note that there is a natural bijection between ∆ and Q ≥0 ∪ {∞}, and Γ is a free monoid generated by 1 1 0 1 and 1 0 1 1 .
Let k 0 , k 1 , . . . , k l−1 be integers such that l is odd, k 0 ≥ 0, k i ≥ 1 (i = 1, 2, . . . , l − 2) and k l−1 ≥ 0. We regard CF(k 0 , k 1 , . . . , k l−2 , k l−1 + x) as a function of x, where x is a real variable with x ≥ 0. Then it is a continuous function. Lemma 6.8. For a finite design {m} n = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 , we have
Proof. Suppose l = 1. Then we have k 0 = n (≥ 0), m = 2 n − 1 and CF(k 0 + x) = x + n. By Lemma 2.4 (1), the equation holds. Suppose l ≥ 3. We replace every k i (i = 0, 1, . . . , l − 1) with a real variable x i , where x 0 ≥ 0, x i ≥ 1 (i = 1, 2, . . . , l − 2) and x l−1 ≥ 0. Then we can generalize Definition 4.7 and Lemma 4.8 for variable cases. By generalized Lemma 4.8 (1), we have
(The case l = 3 and x 2 = x = 0 is most sensitive. However, the equation also holds by regarding [x 1 , 0] = [ε] = 1). By Lemma 4.2 (8), we have
By substituting x i (i = 0, 1, · · · , l − 1) to k i , and Theorem 4.4, we have the result. Definition 6.9.
(1) For a finite design D = {m} n = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 and a finite or infinite design D ′ = 1 · · · 11 s 0 0 · · · 00 s 1 · · · 1 · · · 11 s t−1 · · · · · · , we define the composition of D and D ′ by D · D ′ = DD ′ = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 1 · · · 11 s 0 0 · · · 00 s 1 · · · 1 · · · 11 s t−1 · · · · · · .
(2) For a finite design D = {m} n = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 and a terminal design D ′ = {2 n ′ } n ′ = 1 0 · · · 00 n ′ τ , we define the composition of D and D ′ by
k 0 0 · · · 00 k 1 · · · 0 · · · 0 k l−2 −1 1 0 · · · 00 k l−1 0 · · · 00 n ′ (m 2 n − 1), 1 0 · · · 00 n 0 · · · 00 n ′ τ = {2 n+n ′ } n+n ′ (m = 2 n − 1).
We note that for two finite designs D and D ′ , we have D(D ′ + 1) = DD ′ + 1. The following is the first main theorem of this paper. Theorem 6.10. (Design Composition Theorem I) Let D be a finite design and D ′ an arbitrary design. Then we have
Proof. Firstly, we suppose D ′ is a finite design. Let D = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 and D ′ = 1 · · · 11 s 0 0 · · · 00 s 1 · · · 0 · · · 00 s t−2 1 · · · 11 s t−1 be finite design representations. Then we have DD ′ = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 1 · · · 11 k l−1 +s 0 · · · 0 · · · 00
by Lemma 6.8. For the case that D ′ is an infinite design, by the continuity of the assembly function (cf. Theorem 6.2), we have the result.
Also for the case that D ′ is a terminal design, we can confirm the same result by easy calculation. Example 6.11. We calculate the values of the assembly function.
(1) X = A(0.1010 · · · ) = U(10)A(0.1010 · · · ) =
[11] [10]
[01] [10] X = 2 1 1 1 X
The following is the second main theorem of this paper. Proof. We suppose D ′ = {m ′ } n ′ . Then the first and second columns of U(D ′ ) are
respectively. They are in ∆ (cf. Definition 6.7) by Corollary 2.3 (2) , and correspond to A(θ D ′ +1 ) and A(θ D ′ ) respectively. By Theorem 6.10, we have
and they correspond to the first and second columns of U(DD ′ ) respectively. Therefore we have the result. Definition 6.15. For an infinite design D = 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 · · · , the conjugate design of D isD = 0 · · · 00 k 0 1 · · · 11 k 1 · · · 1 · · · 11 k l−2 0 · · · 00 k l−1 · · · .
Then, we have A(θD) = 1/A(θ D ) by Lemma 6.4 and Lemma 6.5. Proof. Let D and D ′ be two infinite designs such that θ = θ D and ϕ = θ D ′ respectively.
(1) By the assumption, there exists X = a b c d ∈ S L(2; Z) such that
If necessary, by multiplying −1 0 0 −1 , we may assume that aω+b > 0 and cω+d > 0.
Let D n be the n-th segment of D (cf. Definition 6.6), and E n an infinite design such that D = D n E n . Since lim n→∞ θ D n = lim n→∞ θ D n +1 = θ and Theorem 6.2 (continuity of the assembly function), there exists a sufficiently large integer N such that for n ≥ N, we have
Hence XU(D n ) ∈ Γ for n ≥ N, and then we have
by Theorem 6.10. By replacing X and D with XU(D n ) and E n respectively, we may assume X ∈ Γ. Since Γ is generated by 1 1 0 1 and 1 0 1 1 as a monoid, we just look at effects by the generators. Suppose η = 1 1 0 1 ω. Since 1 1 0 1 = U(2 1 : 1), we have D ′ = 1D by Theorem 6.10. Suppose η = 1 0 1 1 ω. Since 1 0 1 1 = U(2 1 : 0), we have D ′ = 0D by Theorem 6.10. Therefore we have the result.
(2) By (1), we just look at effects by 0 1 1 0 . Suppose that η = 0 1 1 0 ω = 1 ω . Definition 6.15 implies D ′ =D. Therefore we have the result. 2]). Then it is not so hard to see that 1
Periodic designs and quadratic numbers
In this section, we define a periodic design, and study relationship between periodic designs and quadratic irrational numbers by using the assembly function.
Definition 7.1. Since A : [0,1] → [0,∞] is a bijective function, for any non-negative real number ω, there exists a real number θ ∈ [0, 1] such that ω = A(θ), and a design D such that θ = θ D . We note that If θ is of the form m/2 n , a reduced design D is uniquely determined, and if θ is not of the form m/2 n , an infinite design D is uniquely determined. Then we call D the design of ω.
Definition 7.2. For an infinite design D, if there exist two finite designs D ′ and P ε such that D = D ′ PP · · · , then we call D a periodic design and P a period of D. For a periodic design D, we note the following:
(1) D ′ and P are not uniquely determined.
(2) P can be replaced with a cyclic permutated one.
(3) P can be replaced with a multiple of P.
(4) If there exists P ′ such that P is a multiple of P ′ , then P ′ is also a period.
(5) For a period P, there exist two positive integers m and n such that P = {m} n , n ≥ 2 and 1 ≤ m ≤ 2 n − 2. For a periodic design, a period with the minimal length is a minimal period. If we can take D ′ = ε, then D is called a purely periodic design. We note that a purely periodic design can be denoted by D = PPP · · · , where P is the uniquely determined minimal period. Proof.
(1) It is clear (cf. Definition 6.6).
(2) Let D be a periodic design. Then there exist two finite designs D ′ and P ε such that D = D ′ PP · · · . Suppose that D ′ = {m ′ } k and P = {m ′′ } n , where 0 ≤ m ′ ≤ 2 k −1, 0 < m ′′ < 2 n − 1 and n ≥ 2. Then we have
By setting m = (2 n − 1)m ′ + m ′′ , we have 0 < m < 2 k (2 n − 1) and θ D = m/{2 k (2 n − 1)}. Conversely, suppose θ D = m/{2 k (2 n − 1)}, where m, n and k are integers such that n ≥ 2, 0 < m < 2 k (2 n − 1) and k ≥ 0. We can uniquely determine two integers m ′ (0 ≤ m ′ ≤ 2 k − 1) and m ′′ (0 < m ′′ < 2 n − 1) such that m = (2 n − 1)m ′ + m ′′ . If we denote D ′ = {m ′ } k = 1 · · · 1 s 0 0 · · · 0 s 1 · · · 1 · · · 1 s t−1
which implies D is a periodic design. For any rational number θ (0 ≤ θ ≤ 1) other than m/2 n , we can denote it by θ = p/(2 k q) with k ≥ 0, where p and 2 k q are positive coprime integers and q (≥ 3) is odd. Since 2 and q are coprime, by the Fermat's little theorem, we have 2 ϕ(q) ≡ 1 (mod q).
Hence there exists a positive integer a such that 2 ϕ(q) − 1 = qa, and θ = p/(2 k q) = pa/(2 k qa) = pa/(2 k (2 ϕ(q) − 1)). Hence a rational number except m/2 n is of the form m/{2 k (2 n − 1)}.
(3) Under the situation D ′ = ε or k = 0, we have the result in the same way as (2) . [0, 1) ) be the assembly function.
(1) ω is a rational number if and only if θ = m/2 n (0 ≤ m ≤ 2 n − 1), namely θ is a finite design decimal.
(2) ω is a quadratic irrational number if and only if θ is a rational number other than m/2 n , namely θ is a periodic design decimal.
(1) It is clear from the classical theory of continued fractions (cf. [4] ) and the definition of the assembly function.
(2) Suppose that ω is a quadratic irrational number. Since a quadratic irrational number can be expressed by a periodic continued fraction (cf. [4] ), there exists a periodic design D such that θ = θ D by Lemma 6.4. Then θ is a rational number other than m/2 n by Lemma 7.3 (2) .
Conversely, let θ be a rational number except m/2 n . By Lemma 7.3 (2), there exists a periodic design D sch that θ = θ D . Then there exist two finite designs D ′ and P such that D = D ′ PP · · · . Since D is an infinite design, ω = A(θ D ) is an irrational number. By Theorem 6.10, we have
Hence, ω is a quadratic irrational number. Definition 7.5. For ω = A(θ) (θ ∈ [0, 1)), if there exists a purely periodic design D such that θ = θ D , we call ω a pure quadratic irrational number. If ω is a quadratic irrational number but not a pure quadratic irrational number, we call ω a non-pure quadratic irrational number. Theorem 7.6. Let ω = A(θ) (θ ∈ [0, 1)) be the assembly function.
(1) ω is a pure quadratic irrational number if and only if θ = m/(2 n −1) (1 ≤ m ≤ 2 n −2).
(2) Suppose θ = p/q (0 ≤ θ ≤ 1), where p and q are positive coprime integers and θ m/2 n (0 ≤ m ≤ 2 n ). Then, we have the following: (i) ω is a pure quadratic irrational number if and only if q is odd. (ii) ω is a non-pure quadratic irrational number if and only if q is even.
(3) ω is a purely periodic continued fraction if and only if θ = m/(2 n − 1), where m is an even integer such that 2 n−1 ≤ m ≤ 2 n − 2.
Proof. (1) By Lemma 7.3 (3), we have the result.
(2) (i) Suppose ω = A(θ) is a pure quadratic irrational number. Then there exists a purely periodic design D such that θ = θ D . By Lemma 7.3 (3), we have θ D = m/(2 n − 1) (1 < m < 2 n − 1).
Conversely, since 2 and q are coprime, by the Fermat's little theorem, we have 2 ϕ(q) ≡ 1 (mod q). Hence, there exists a positive integer a such that 2 ϕ(q) − 1 = qa. Then θ = p/q = pa/qa = pa/(2 ϕ(q) − 1). By Lemma 7.3 (3), there exists a purely periodic design D such that θ = θ D . Hence, ω is a pure quadratic irrational number.
(2) (ii) By Lemma 7.3 (2) and (2) (i), we have the result.
(3) Suppose ω = A(θ) = CF(k 0 , k 1 , . . . , k l−1 , k 0 , k 1 , . . . , k l−1 , . . .) is a purely periodic continued fraction, where k 0 , k 1 , . . . , k l−1 is the minimal period of quotients. Then by Lemma 6.4, there exists a purely periodic design D = PP · · · such that θ = θ D . Actually, the minimal period of design is given by
k 0 0 · · · 00 k 1 · · · 1 · · · 11 k l−2 0 · · · 00 k l−1 ( l : even), 1 · · · 11 k 0 0 · · · 00 k 1 · · · 0 · · · 00 k l−2 1 · · · 11 k l−1 0 · · · 00 k 0 1 · · · 11 k 1 · · · 1 · · · 11 k l−2 0 · · · 00 k l−1 ( l : odd).
We set P = {m} n . Then m is an even integer such that 2 n−1 ≤ m ≤ 2 n −2, and by Lemma 7.3 (3), we have the result.
is a pure quadratic irrational number, where D is a purely periodic design with the period {m} n (n ≥ 2, 1 ≤ m ≤ 2 n − 2). Then ω is a root of
The conjugate ω ′ of ω is negative, and −ω ′ = A(θ D * ), where D * is a purely periodic design with the period {m * } n which is the inverse design of {m} n (cf. Definition 4.5).
Since ω is a irrational number by Theorem 7.4, ω ′ is also a irrational number. By Theorem 6.10 and the pure periodicity, we have 
where k 0 ≥ 0, k i ≥ 1 (i = 1, 2, · · · , l − 2), k l−1 ≥ 0, n = l−1 i=0 k i ≥ 2 and 1 ≤ m ≤ 2 n − 2. Let ω = A(θ D ), and ω ′ the conjugate of ω. Then we have the following:
(1) k 0 ≥ 1 and k l−1 = 0 if and only if ω > 1 and −1 < ω ′ < 0.
(2) k 0 ≥ 1 and k l−1 ≥ 1 if and only if ω > 1 and ω ′ < −1. 
Differentiability of the assembly function
In this section, as an application of previous sections, we discuss differentiability of the assembly function at rational points.
For the assembly function w = A(θ) (θ ∈ (0, 1)), if lim h→−0 (0, 1) ), then we denote by A ′ (η) = ∞. However A(θ) is NOT differential at θ = η. 
Proof. By Definition 4.1 (4:1), we have b 1 = 1, b 2 = 2 and b m+2 = b m+1 + b m (i.e. {b m } ∞ m=1 is the Fibonacci's sequence). Hence we have the result. Lemma 8.2. A ′ (2/3) = 0.
Proof. The binary decimal of 2/3 is η = 0.1010 · · · .
(1) On the right derivative:
We set θ n = 0. 10 · · · 10 2n−2 , ρ n = 0. 10 · · · 10 2n−4 11, and h n = 2 −2n . Note that η + h n = 0. 10 · · · 10 2n−2 111010 · · · .
Then we have θ n < η < η + h n < ρ n .
Suppose that h n−1 < h ≤ h n . Then by Theorem 6.2, we have
Suppose that the design of θ n is {m} 2n−2 . Then that of ρ n is {m + 1} 2n−2 . By Theorem 2.2 (2:1), Definition 6.1 and Theorem 6.2, we have (2) On the left derivative:
By the same way as (1), we have lim
Lemma 8.3. Let D = {m} n (0 ≤ m ≤ 2 n − 1) be a finite design, and D ′ an arbitrary design. Then we have the following:
A ′ (θ DD ′ ) = 2 n A ′ (θ D ′ ) {[2 n : 2 n − (m + 1)]A(θ D ′ ) + [2 n : 2 n − m]} 2 .
(2) A ′ (θ DD ′ ) = 0 if and only if A ′ (θ D ′ ) = 0. (2), (3) Since (1) and [2 n : 2 n − m] > 0, we have the result.
The following is the third main theorem.
Theorem 8.4. Let S be the set of rational numbers of the form m/2 n , where m and n are two positive integers with 1 ≤ m ≤ 2 n − 1, and T the set of rational numbers in (0, 1). Then for the assembly function w = A(θ), we have the following:
(1) For η ∈ S , we have A ′ (η) = ∞.
(2) For η ∈ T \ S , if w = A(θ) is differential at θ = η, then we have A ′ (η) = 0.
Proof. (1) By Lemma 8. 3 (3) , it is sufficient to show only the case η = 1/2 = 0.1.
(i) On the right derivative:
We set h n = 2 −n−1 . Note that η + h n = 0.1 0 · · · 0 n−1 1.
Suppose that h n < h ≤ h n+1 . Since A(1/2) = 1 (Lemma 6.5 (1)), U({1 0 · · · 0 n−1 } n ) = U({1} 1 )U({0} 1 ) n−1 = 1 1 0 1 1 0 1 1 n−1 = n 1 n − 1 1 (Theorem 6.12) and Theorem 6.10, we have A(η + h n ) = n + 1 n .
Then by Theorem 6.2, we have
n .
Since lim n→∞ 2 n+2 n = +∞, we have lim h→+0 A(η + h) − A(η) h = +∞.
(ii) On the left derivative:
By the same way as (i), we have lim
(2) By Lemma 8.3 (2) , it is sufficient to show only the case that η = θ D and D is purely periodic with the period P {0} 1 , {1} 1 . We set P = {m} n with 1 ≤ m ≤ 2 n − 1 and n > 0. By Lemma 8. 3 (1), we have 
Since Y is an integer, we have Y = 2 and n = 0. This is a contradiction. Therefore we have A ′ (η) = 0.
Remark 8.5. It is easy to see from Lemma 8.2, Lemma 8.3 and Theorem 8.4, both the sets X 0 = {η ∈ (0, 1) | A ′ (η) = 0} and X ∞ = {η ∈ (0, 1) | A ′ (η) = ∞} are dense in (0, 1). Lebesgue's theorem says that a monotonely increasing continuous function is differentiable at almost every points. Since the assembly function is strictly increasing continuous, it is differentiable at almost every points. In our next paper [7] , we show that at every point, the derivation is 0 or ∞, and gave a necessary and sufficient condition for differentiability on any rational point.
We have studied the fundamental properties of design and the assembly function. In the forthcoming paper, on the basis of these knowledge, we shall clarify importance of the assembly function and the relationship with Markov conjecture.
