Abstract. A functional integral representation for the weak solution of the Schrödinger equation with polynomially growing potentials is proposed in terms of a white noise functional.
Introduction
The study of the functional integral representation for the solution of the Schrödinger equation ∆ψ + V ψ ψ(0, x) = ψ 0 (x),
in particular in connection with the mathematical definition of Feynman path integrals [12] , is a largely studied topic 1 [20, 3, 19, 26] . The realization of the heuristic Feynman path integral representation for the time evolution of the wave function ψ(t, x) = γ(t)=x e i R t 0 γ(τ ) 2 /2m−V (γ(τ )) dτ ψ(0, γ(0))dγ,
in terms of a well defined functional integral, presents particular difficulties because of the oscillatory nature of the integration. Indeed the presence of the imaginary unit i in the exponent appearing in the integrand does not allow the realization of "Feynman's measure", heuristically written as:
in terms of a complex bounded variation measure on a suitable space of paths γ : [0, t] → R d [7] . Consequently mathematicians tried to realize the "integral with respect to the Feynman's measure", i.e. the heuristic expression f (γ)dµ F (γ), just in terms of a linear continuous functional ("Feynman functional") on a suitable linear space (or even better, a Banach algebra) of "integrable functions" f .
Several approaches to the rigorous mathematical realization of the Feynman functional have been proposed, for instance by means of analytic continuation of Gaussian Wiener integrals [7, 10, 21, 27, 2, 20] , or as limit of finite dimensional approximations by implementing a suitable version of the Trotter product formula [27, 13, 14] , or via infinite dimensional oscillatory integrals [11, 1, 26] , or as an infinite dimensional distribution, in the framework of white noise calculus [19, 24, 8, 16, 17, 18] .
The main problem, which is common to all the existing approaches, is the limitation on the class of "integrable functions" and, consequently, on the class of potentials V for which it is possible a rigorous mathematical realization of formula (2) . In fact all the existing approaches can handle very well potentials V which are the sum of an harmonic oscillator part, plus a bounded perturbation which is the Fourier transform of a complex bounded measure on R d , but the study of other unbounded physically interesting potentials presents some difficulties.
The case of exponentially growing potentials which are Laplace transforms of measures has been handled in the framework of analytically continued Wiener integrals [2] and by means of white noise analysis [22] . In this case (as well as in the previously mentioned one) the perturbative Dyson series is convergent.
The case of unbounded potentials with polynomial growth at infinity, when the degree of the polynomial is strictly greater than 2, presents further difficulties. First of all the perturbative Dyson series is not convergent, but it is only asymptotic, even if some results of Borel summability have been obtained [6] (see also [31] for Borel summability of corresponding asymptotic series for the eigenvalues). Moreover it has been proved [32] that for time-independent superquadratic polynomial potentials the fundamental solution of the time dependent Schrödinger equation is nowhere of class C 1 , as a function of the time t and the space variables. In other words there is not even the hope to provide, in terms of a functional integral, a well defined function of the time and the space variables, which can be differentiated in order to prove that it is the fundamental solution of the Schrödinger equation with polynomial potentials.
Nevertheless some partial results have been obtained in [4, 5, 25] concerning the representation of the solution of the Schrödinger equation with a quartic oscillator potential in terms of infinite dimensional oscillatory integrals. An analytically-continued Wiener integral representation for the weak solution of the Schrödinger equation (in the sense of equation (13)) has been proposed. The same representation has been generalized in [6] to more general polynomial potentials.
In [10] an analytically continued Feynman-Kac formula has been proposed. It provides a functional integral representation for the pointwise solution of the Schrödinger equation also in the case of polynomial potentials of the form
with a n , n = 1, . . . 4M + 2 multilinear symmetric applications from
. Analogous results, with the further inclusion of a linear time-dependent potential, have been obtained in [17] , where the Feynman integrand, formally e i+1 2
has been defined as an infinite dimensional Hida distribution, in the framework of white noise analysis. A pointwise-defined (unbounded) evolution system on a space of holomorphic functions on an open subset of C d , corresponding to the time evolution described by the Schrödinger equation, is defined in terms of an analytically-continued Wiener integral and interpreted in terms of a white noise distributional pairing.
The present paper extends the results of [17] to homogeneous polynomial potentials of the form
with a 4M is a completely symmetric multilinear application from (
is constructed by means of an analytically-continued Wiener integral, and interpreted as the weak solution of the Schrödinger equation (in the sense of equation (13)). We prove that I ξ t (φ, ψ) is given by the Ttransform of a white noise distribution, which can be interpreted as the "Feynman integrand". In the case of polynomial potentials of the form (3), by applying the methods of [6] , it is shown that I ξ t (φ, ψ) is equal to the matrix element of an unitary propagator
. The paper is organized as follows. Section 2 gives an overview of the mathematical realization of the Feynman integrand in terms of white noise distributions. Section 3 presents the construction of the functional I ξ t (φ, ψ) and proves that it can be interpreted as the T-transform of an Hida distribution. Section 4 studies the special case of polynomial potentials of the form (3). In the whole paper, for notational simplicity, we shall put = m = 1.
The Feynman integrand as a white noise distribution
The white noise approach to the mathematical definition of Feynman path integrals realizes the heuristic integral e i 2 R t 0γ (τ ) 2 dτ f (γ)dγ as a distributional pairing on a well defined infinite dimensional measure space of paths (see, e.g., [19, 24, 8, 16, 17, 18] ). The idea can be simply explained in a finite dimensional setting. Indeed by considering formally the following integrals on R n , it is possible to write a chain of equalities
where the latter line can be interpreted as the distributional pairing of
(x,x) and f , not with respect to Lebesgue measure dx on R n , but rather with respect to the standard Gaussian measure µ G on R n . This idea can be generalized to the infinite dimensional case and applied to the definition of the Feynman integrand by replacing (R n , µ G ) with the white noise space (S
which is isomorphic to the direct sum d copies of the real Hilbert space L 2 (R, dx), dx denoting the Lebesgue measure on R. Let us denote the 
being the space of tempered Schwartz distributions) and the Gaussian measure µ on the σ-algebra B generated by the cylindrical sets, defined via Minlos' theorem [23] by its characteristic functional:
where ξ, ω is the distributional pairing between ξ ∈ S d and ω ∈ S
By unitary equivalence, the mapping
. Let us recall, as an example, that a version of the d− dimensional Brownian motion is given by
which is constructed in an analogous way to the finite dimensional case, see [19] . The elements of (S d ) ′ are called white noise distributions, while the elements in (S d ) are the corresponding test functions.
Given a ξ ∈ S d , it is possible to construct the following white noise test function:
Consequently, for any "Hida distribution" Φ ∈ (S d ) ′ the following functional T Φ : S d → C is well defined:
where e i ξ, · , Φ denotes the distributional pairing between e i ξ, · ∈ (S d ) and Φ ∈ (S ′ d ). The functional T Φ can be heuristically written as
The application from (S ′ d ) to the space of continuous functionals on S d given by
is called T − transform, an infinite dimensional analogue of the Fourier transform. The following basic theorem, due to Potthoff and Streit [28, 19] , provides a characterization of T-transforms of Hida distributions.
Hida distribution iff the it has the following properties:
(1) For all ξ, η ∈ S d the mapping
has an analytic continuation to C as an entire function. (2) There exist some positive constants α, β and a continuous norm on
A functional F : S d → C with the properties (1) and (2) above is called U-functional.
In the framework of white noise analysis, the "Feynman integrand" e i 2 R t 0γ (τ )dτ is realized as an Hida distribution [19, 8, 22, 24] . In particular it is possible to realize the Feynman path integral representation for the fundamental solution G(t, x; 0, y) of the Schrödinger equation over
The paths γ are modeled by:
The Feynman integrand for the free particle is realized as the distribution
(where N denotes a normalization constant and δ(γ(0) − y) fixes the initial point of the path), defined by its T-transform
The same technique allows one to include a potential V and provide, for example, the Feynman path integral representation for the solution of the Schrödinger equation for the (time dependent) harmonic oscillator [16] , or for potentials V that are the Fourier or the Laplace transforms of bounded measures [22] .
A representation for the weak solution of the Schrödinger equation
Let us denote by D θ 1 ,θ 2 the sector of of the Riemann surfaceC of the logarithm defined by: This assumption is quite strong, but as we shall see in section 4 it is quite simple to find a dense set of vectors in L 2 (R d ) fulfilling this condition.
Let us consider a real potential V (τ ), possibly depending explicitly on the time variable τ , satisfying the following conditions.
Assumption 2.
a) for any τ ∈ [0, t], the function V (τ ) : R d → R is continuous and admits an analytic continuation to the subset D ⊂ C d , given by
is continuous.
Remark 1. This assumption could be weakened. For instance one can consider potentials V which are continuous on R d \ N , where N is a null capacity set (with respect to a potential theory associated with the Laplacian in R d ). See for instance [9] and appendix A in [27] for a discussion of the concept of Newtonian capacity and its relations with Wiener measure.
Assumption 3.
There exist a positive trace-class selfadjoint operator
such that, by denoting its maximum eigenvalue with λ max , one has
and such that for any (x, γ) ∈ R d × H t the following inequality holds
Under the assumptions above, for any ξ ∈ S d the following integral
ψ(e iπ/4 γ(t)+e iπ/4 x)e −e i3π/4 R t 0ξ (t−s)(γ(s)+x)ds e −e i3π/4 ξ(0)(γ(t)+x)+e i3π/4 ξ(t)x dW (γ)dx (7) is well defined. Indeed it is an U-functional, as stated by the following theorem.
Theorem 2. Let φ, ψ, V satisfying the assumptions 1, 2 and 3. Then the functional
is the T −transform of an Hida distribution.
Proof: We have to verify that F is ray analytic, that is for all ξ, η ∈ S d , the mapping z ∈ R → F (ξ + zη) has an analytic continuation to an entire function on C. In fact this follows from the analyticity of the integrand in (7), and from Fubini and from Morera theorems, which can be applied because of the assumption 3. The bounded growth of F can be directly verified. Indeed, by assumption 3, for z ∈ C and ξ ∈ S d , one has:
where z = |z|e iθ and we have used the fact that
(t − s)dγ(s) denoting Ito integration. By a direct computation we obtain the following bound
where det(I − Q) is the Fredholm determinant of the operator (I − Q) (which is well defined since Q is a trace class operator), (I − Q) −1 is its inverse, v ξ is the vector of H t such thatv ξ (τ ) = ξ(t − τ ), τ ∈ [0, t]. By equation (5) the norm of the operator (I − Q) −1 is finite, in particular
The functional F (ξ), for suitable ξ ∈ S d can be interpreted as the functional integral representation of the solution of the Schrödinger equation in a weak sense.
Let us consider the Schrödinger equation with time dependent potential
whereξ ∈ S d is an external uniform force field dependent on time such that ξ(τ ) = 0 for τ = (0, t). Let us denote with H(τ ) the time dependent quantum Hamiltonian operator, given by
H 0 being the free Hamiltonian
∆, with its natural domain of self adjointness in L 2 (R d ) [29] . The description of the domain of H(τ ) is not trivial and it could depend on the time variable t.
The quantum dynamics associated to H(t) is given by a two parameter family
is jointly strongly continuous in t 1 and t 0 . Under rather general assumptions on the potential (10) (see [30] theorem X.71), it is possible to prove that given any ψ ∈ L 2 (R d ), the vector ψ(t) = U (t, 0)ψ is a weak solution of the Schrödinger equation in the sense that for any φ ∈ L 2 (R d ) such that φ belongs to the domain of H(t), the inner product φ, ψ(t) is differentiable and
The functional integral I ξ t (φ, ψ) given by equation (7) is a candidate for the inner product φ, ψ(t) , as it satisfies an equation analogous to (12) . More precisely the following holds:
. Let φ, ψ, V and H(τ )φ, ψ, V satisfy the assumptions 1, 2 and 3 ∀τ ∈ [0, t]. Then the functional integral I ξ t (φ, ψ) given by equation (7) is a solution of the Schrödinger equation in the following weak sense:
Proof: The first equality follows by the analyticity properties of the functions φ, ψ ∈ L 2 (R d ) (Assumption 1). Indeed for z ∈ R + , one has
By the assumptions on φ, ψ, as well as by Fubini and Morera theorems, the latter defines an analytic function of the variable z ∈ D 0,π/4 , which is continuous onD 0,π/4 and constant on R + , it follows then that it is constant over the whole sectorD 0,π/4 and one gets
For the proof of the second equality it is convenient to replace the expression (7) of I ξ t (φ, ψ) with the following equivalent:
where E denotes the expectation with respect to the Wiener measure. By applying Ito formula to the integrand
by integrating with respect to dx on R d and to the Wiener measure and finally by applying the Fubini theorem, one obtains:
The Schrödinger equation with polynomial potentials
A particular example of states φ, ψ and potentials V satisfying assumptions 1, 2 and 3 is described in [6] . Indeed let us consider two sets of vectors in
and S 2 is the subset of S(R d ) made of the functions φ :
where P and Q are polynomials with complex coefficients. As the Hermite functions form a complete orthonormal system in L 2 (R d ), it is simple to verify that both S 1 and S 2 are dense in L 2 (R d ). Moreover if φ ∈ S 2 , thanφ ∈ S 1 .
Let us consider a polynomial potential V of the following form:
where Ω 2 is a symmetric positive d × d matrix, α : [0, t] → R d is a continuous 2 function of the time variable and V 4N : R d → R is a homogeneous polynomial of degree 4N , n ∈ N. Let Ω j , j = 1, . . . d, denote the eigenvalues of the matrix Ω. Let us assume that the following inequalities are satisfied:
Then it is possible to prove (see [4, 6] ), that the states φ ∈ S 2 , ψ ∈ S 1 and the time dependent potential V satisfy the conditions 1, 2 and 3.
In particular the inequalities (18) 
