Mobile commerce (m-commerce) is a new type of e-commerce that conducts business transactions via mobile devices. Due to its inherent characteristics such as ubiquity, personalisation, flexibility and dissemination, m-commerce promises businesses unprecedented market potential, great productivity and high profitability. Yet, the move to create a wireless version of the internet means a new set of problems. One of the problems is slow transmission speed. The purpose of this paper is to propose a wireless data multiplexing method for improving the transmission efficiency. The simulation results show the new method, which reduces the vacant blocks and addressing overheads, outperforms the current methods.
Multiplexing and m-commerce
Multiplexing is one of the most common techniques used in m-commerce to transmit multiple data communication sessions over the internet. Multiplexing reduces the number of wires or cable required to connect multiple sessions. A session is considered to be data communication between two devices: computer-to-computer, terminal (wireless device)-to-computer, etc. As shown in Figure 1 , it is not a problem to have three individual lines running from three terminals to a mainframe. However, imagine a mainframe computer with 1200 terminals and each terminal runs its own wire into it. If each wire was 1/4 inch in diameter (typical Cat 5 cable), there would have roughly a 2-foot-in-diameter wiring bundle going into the computer. A multiplexer (MUX) allows sharing of a common line to transmit many terminal communications as in Figure 2 . The connection between the MUX and the mainframe is normally a high-speed data link, and is not usually divided into separate lines. The operation of MUXs is transparent to the sending and receiving computers. Transparent means that, as far as everyone is concerned, they appear to be directly connected to the mainframe with individual wires. The MUX does not interfere with the normal flow of data and can reduce the overall cost of connecting to remote sites. This is achieved through the reduced cost of cable and telephone line charges.
There are three basic techniques that are used for multiplexing:
• frequency division multiplexing (FDM)
• time division multiplexing (TDM)
• statistical time division multiplexing (STDM). 
Frequency division multiplexing
FDM is an analogue technique where each communications channel is assigned a carrier frequency. To separate the channels, a guard-band would be used. This is to ensure that the channels do not interfere with each other. For instance, if there are three terminals, each requiring a bandwidth of 3 kHz and a 300 Hz guard-band, terminal 1 would be assigned the lowest frequency channel, 0-3 kHz, terminal 2 would be assigned the next frequency channel, 3.3-6.3 kHz and terminal 3 would be assigned the final frequency channel, 6.6-9.6 kHz. As shown in Figure 3 , the frequencies are stacked on top of each other and many frequencies can be sent at once. The downside of FDM is the increase of overall line bandwidth. FDM does not require all channels to terminate at a single location. Channels can be extracted using a multi-drop technique. Wireless devices can be stationed at different locations within a building or a city. Since FDM is an analogue multiplexing technique, it is prone to noise problems, and has been overtaken by TDM.
Time division multiplexing
TDM is a technique where a short time sample of each channel is inserted into the multiplexed data stream. Each channel is sampled in turn and then the sequence is repeated. The sample period has to be fast enough to sample each channel according to the Nyquist theory (2 × highest frequency) and able to sample all the other channels within that same time period. TDM can be thought of as a very fast mechanical switch -selecting each channel for a very short time, then going on to the next channel. Figure 4 shows three computers sharing a channel via TDM. Each channel has a time slice assigned to it (whether the terminal is being used or not). To the sending and receiving terminals, it appears as if there is a single line connecting them. TDM is more efficient, easier to operate, less complex and less expensive than FDM. 
Statistical time division multiplexing
STDM uses intelligent devices that are capable of identifying when a terminal is idle. They allocate time only to lines when required. This means that more lines can be connected to a transmission medium because this device statistically compensates for normal idle time in data communication. Newer STDM units provide additional capabilities -data compression, line priority, mixed speed lines, host port sharing, network port control, automatic speed detection and much more. The main statistics used in STDM are:
• each input device's peak data rates (in kbps, or kilobytes per second)
• each device's duty factors (which is the percentage of time the device typically spends either transmitting or receiving data).
STDM is used for transmitting several types of data simultaneously across a single transmission cable or line (such as a T1 or T3 line). STDM is often used for managing data being transmitted via a local area network or a wireless network. In these situations, data are often simultaneously transmitted from any number of input devices attached to the network, including computers, printers or wireless devices. The concept behind STDM is similar to TDM. TDM allows multiple users or input devices to transmit or receive data simultaneously by assigning each device the same, fixed amount of time on one of many 'channels' available on the cable or line. The TDM method works well in many cases, but does not always account for the varying data transmission needs of different devices or users as demonstrated in the following example. A busy laser printer shared by many users might need to receive or transmit data 80-90% of the time at a much higher transmission rate than the seldom-used, data-entry computer attached to the same T1 line. With TDM, even though the printer's transmission needs are greater, both devices would still be allocated the same duration of time to transmit or receive data.
Other devices that may soon require multiplexing are wireless towers. Figure 5 shows how the towers can be multiplexed. As shown in Figure 5 , high-speed backbones are already available and can be utilised by wireless towers as in multi-channel multi-point distribution, which is a better alternative to the last mile. Only the wireless towers are shown attached to the MUX, while the other wireline devices are omitted. Since the future trend is likely to be wireless and the number of wireless devices continue to increase, a better multiplexing technique may be necessary. In comparison to TDM, the STDM method analyses statistics related to the typical workload of each input device (printer, fax and computer) and determines on the fly how much time each device should be allocated for data transmission on the cable or line. For example, STDM would allocate more time to the group printer, based on its past and current transmission needs and less time to the data-entry computer. In general, STDM is a more efficient use of total bandwidth available than TDM. However, this is not always true. While TDM suffers from bandwidth waste due to unfilled slots, STDM suffers from addressing overhead that also reduces bandwidth. A comparison between STDM and TDM are given below.
Comparison of TDM and STDM
Recently, TDM has lost considerable competitive ground to STDM, though its market remains stable. The trend is motivated by the lower costs and widening acceptance of T1 communications. STDM is useful because it makes efficient use of the bandwidth of a communications link. However, T1 and fibre optics provide enough bandwidth to the extent that there is no over-riding need to conserve it. In addition, STDM is not yet closely tied to telephone networks' digital services. So far, vendors of STDM are not marketing their products as competitors to TDM products. Vendors stress the use of STDM on the small-scale, within limited budgets, and as feeder networks to large, company wide networks. Optimists see STDM making a comeback as T1 networks fill up with voice, data and video.
As indicated in the previous section, each of the two techniques suffers from different types of overheads. For example, as shown in Figure 6 , both TDM and STDM frames carry the same data. The TDM packet has several unfilled slots or holes, while STDM uses some of the unfilled slots for addresses. The advantage of STDM is, therefore, restricted. We can now summarise some of the differences between TDM and STDM as follows:
• the number of slots per packet is the same as the number of devices in TDM and is less in STDM
• TDM does not send device addresses because the owner of each slot is known while STDM does
• TDM is mostly implemented in the backbone of networks, while STDM feeds such backbones by connecting individual networks to them
• line configuration is mostly point-to-point for STDM and multi-point for TDM.
As discussed above, the fact that TDM results in holes is only a problem in environments with limited bandwidth. With the T1 communication lines and fibre optics there is enough bandwidth to the extent that users do not have to worry about conserving it. That is, the presence of holes is transparent to the user. However, with the slow transmission speed in m-commerce and the rate at which multi-media traffic is growing, users may soon be looking for an alternative that conserves bandwidth. This is the specialty of STDM. However, conserving bandwidth does come at a cost. STDM attaches sending device's address to the data.
Unfortunately, neither the holes in TDM nor the address overhead in STDM can be totally eliminated. The future multiplexing technique should therefore be one that optimises bandwidth use. Since STDM is itself a variant of TDM aimed at reducing the holes overhead, it is obvious that the minimisation of addressing overhead will lead to the future multiplexing technique. One way to reduce the addressing overhead is by using encryption. If each sending device encrypts its data, and only the intended receiver is capable of decrypting it, then we only have to worry about the encryption overhead. If the overhead is less, then encryption can be used to replace addressing. One cannot conclude that encryption will be a good alternative to addressing simply because companies that share high-speed lines are encrypting their data anyway. Such encryption, however, is intended for data security and not for address resolution.
If and when the current backbone capacity starts filling, an optimised STDM technique may become the choice. However, another fact worth mentioning is that before multiplexing, STDM considers each device's peak data rates and duties (the percentage of time the device typically spends either transmitting or receiving data). This is another overhead that should be reduced for the MUX of the future. To improve the wireless transmission speed, a hybrid technique, which is a variant of STDM, is proposed. The technique can reduce the effect of holes as in TDM and the addressing overhead as in STDM.
The proposed wireless transmission method
There are two main ideas behind the proposed ATDM method. First, the method is intended to take advantage of the holes immediately before a slot that is being filled. Second, only information about the address, instead of the actual device address, will be attached to the data. Such information requires only two bits regardless of how many bits the actual address has. Doing so will enable us to have a technique that will reduce the address bits overhead by replacing the address with only two bits regardless of the number of devices. In other words, if 1024 devices are to be multiplexed, then STDM will require an address field that is 10 bits long, whereas ATDM will require only two bits. The proposed ATDM technique is now discussed as follows.
Definition:
If slot x is supposed to be filled before slot y and all the slots between x and y are unfilled, then, we say that block xy is a vacant block.
When the time comes for a particular sending device to insert its data into its slot in ATDM, one of the following scenarios will apply:
• the device has no data to send
• the device has data to send and there is no vacant block
• the device has data to send and there is a vacant block. Table 1 illustrates how the two-bit address information field can be interpreted. Assuming the number of devices is equal to the number of slots and, without loss of generality, the number of devices is k for k > 1. Table 1 Interpretation of address information field in ATDM
Bit pattern Interpretation

00
Device k has no data and other devices could not take advantage of the slot 01 Device k filled slot k but did not fill a vacant block (k has no more data or there is no vacant block)
11
Device k has filled data into slot k and also took advantage of a vacant block 10 Data in slot k do not belong to device k. It belongs to the device that took advantage of the vacant block that includes slot k
The following example buffer states, as shown in Figure 7 , are used to illustrate the operation of ATDM. Applying the rules in Table 1 , it is clear in Table 2 that the datum 'A' in the first slot from the right belongs to device D1, the owner of the slot. The attached address information '01' indicates that D1 has filled its slot but had no chance of taking advantage of a vacant block because there was none. The second slot from the right shows the address information to be '10', which implies that the datum 'C' does not belong to device D2. Moreover, it also implies that the datum belongs to the device that took advantage of the vacant block. The vacant block in this case is a single slot that was not filled by device D2. In the third slot, we see that the datum 'C' was inserted by device D3 that also took advantage of the vacant block as indicated by the address information '11'. The rest of the slots can be explained in a similar way. The seventh slot is a hole (vacant block) as indicated by the address information part, '00', because device D3 had no data to take advantage of it. Table 2 ATDM multiplexing of buffers in Figure 7 Owner
The proposed ATDM approach deals with the occurrence of holes by taking advantage of vacant blocks and deals with the addressing overhead by attaching not the actual address, but information about it. If the number of devices is four, then sending the address or information about it may not make a difference as far as the bandwidth overhead is concerned. However, if the number of devices is greater than four, then it is quite obvious that the ATDM approach will have less and fixed overhead. Hence, ATDM is a hybrid approach that reduces the disadvantages in both TDM and STDM. In the next section, a simulation is conducted to compare the performance of packets required by TDM, STDM and ATDM.
Simulation results
Data are collected from five mobile computers, a print server and a workstation engaged in an interactive internet session with a data-entry workstation, a Novell Netware 4.0 server and a database server. These computers are not multiplexed in any way. The data are collected and used as stimuli to a simulation program written in C++ language.
To capture traffic to/from the segment, a free trial version of sniffing software has been downloaded from the website of Distinct: net tools from professionals (www.network-monitor.com). The downloaded software package contains a sniffing library and Packet Capture Engine (PCE) for C#, C++, and Visual Basic (VB) developers. The PCE was integrated into a C++ simulation program written for the purpose of comparing the proposed ATDM with TDM and STDM. The PCE captures network traffic from the Network Interface Cards (NICs) of each of the five computers and saves it to a file.
The simulator contains three modules, one for each of the multiplexing techniques. The three modules are run simultaneously for every stimulus to generate their respective results. Although the PCE file contains hundreds of stimuli, one can only plot graphs of a few. The excel graph is, therefore, used to enhance the charting capability. From the hundreds of stimuli in the PCE file, any small sample of 16 consecutive stimuli can be randomly selected without losing generality. Each of the simulation modules mimics the behaviour of the sending and receiving MUXs for each of the corresponding techniques. The results are shown in Figure 8 . The vertical axis represents the number of packets produced by the sending MUXs. Since each MUX is sending the same data set, the fewer packets it produced the more efficient the method. The data are scaled down by 1000. The horizontal axis represents buffer bursts. A zero number of packets at a given moment in the graph would indicate an idle buffer state. Idle buffer states are irrelevant to the study; hence, they have been removed.
The figure shows only buffer bursts, which are represented by non-zero values for the number of packets on the graph.
The results show that ATDM always delivered better throughput than TDM as expected. The only time STDM gave better performance over ATDM is during one-half of the third and seventh bursts, and during one-sixth of the ninth burst. We expect that the buffer state for these cases would probably be an upper triangle or close to it. An example of an upper triangle is shown in Figure 9 . Upper triangles will not allow ATDM to take advantage of vacant blocks. An upper triangle state is formed when the busiest device is allocated the first time slot, the second busiest is allocated the second time slot, and so on. It is therefore possible through rearrangement of the devices that lower triangle states can be avoided. The state of the buffers during one-half of the fourth and seventh bursts or during one-sixth of the ninth burst is very likely to be examples of upper triangles or something close to it. On the other hand, the best performance of ATDM is expected to be achievable when the buffers' state shows a lower triangle. This is, when ATDM will take advantage of all the vacant buffers. Again, proper assignment of slots in reverse order of the upper triangle assignments will optimise throughput for ATDM. Since the probability of an upper triangle state is not high, we conclude that ATDM is superior to both TDM and STDM. The second part of the simulation examines whether the advantage of ATDM holds under varying demand considerations including demands for applications, databases and print jobs. As shown in Figures 10-12 , ATDM can perform at least equal to or better than TDM and STDM. 
Conclusions
Technical restrictions of mobile devices and slow wireless transmission speed complicate the practical use of m-commerce. In addition, the FCC 45 MHz spectrum cap imposes barriers for m-commerce and urges cellular network operators to find an efficient wireless transmission method. This paper proposes an ATDM method that reduces the data holes in TDM and addressing overhead in STDM. The proposed method deals with the occurrence of holes by taking advantage of vacant blocks and deals with the addressing overhead by attaching not the actual address, but information about devices. The simulation results have shown that ATDM outperformed both TDM and STDM.
M-commerce is truly the next major wave of internet commerce. Its potential for bringing people together and expanding commerce is even greater than that of the wired internet.
