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Introduction
An impressive body of literature demonstrates that oil price shocks exert adverse impacts on economies from both the supply and demand sides (see Hamilton (1983) ; Loungani (1986) ; Mory (1993) ; Brown and Yucel (2002) ; Jimenez-Rodriguez (2008) ; Jbir and Zouari-Ghorbel (2009) etc.) . Alternatively, large increases or decreases in oil price variability (i.e., oil price volatility) might adversely affect the economy in the short run by delaying business investment by raising uncertainty (Bernanke 1983) or by inducing costly sectoral resource reallocation (Hamilton 1988) . Hence, previous research on oil prices and economic activities has primarily investigated two different aspects of the relationship between oil price and economic activities: the impact of oil price shocks and the impact of oil price volatility. These two approaches differ in the manner in which they incorporate oil price into their models. The first approach takes oil prices at their levels, and the second approach employs different volatility measures to capture the oil price uncertainty.
In contrast to the large number of studies that analyze the impact of oil price shocks, papers that investigate the impact of oil price volatility on economic activities are rather limited and originate from the increase in oil price volatility that occurred in the mid-1980s.
Furthermore, studies that identify the impact of oil price volatility in the context of developing nations are almost non-existent in the literature. One exception is the work of Rafiq, Salim, and Bloch (2009) in which the authors analyzed the impact of oil price volatility on the Thai economy. Nevertheless, in light of increasing demand for oil from developing nations, comprehensive studies on the impact of oil price volatility on major developing economies are warranted. This paper attempts to fill this research gap in the oil price-output literature. Although Rafiq, Salim, and Bloch (2009) studied only the Thai economy, this study analyses the impact of oil price volatility on six emerging Asian economies, namely, China, India, Indonesia, Malaysia, the Philippines, and Thailand.
The remainder of the paper is organized as follows. Section 2 elaborates on two different channels through which oil price volatility may impact the macro-economy. Section 3 presents a critical review of earlier literature followed by description of an analytical framework in Section 4. Empirical results from the estimation are presented in Section 5, and conclusions and policy implications are offered in the final section.
Macroeconomic Implications of Oil Price Volatility
Findings from studies that investigate the impact of oil price shocks on macro-economies are mixed. A large body of empirical and theoretical literature that analyze the impacts of the oil shocks of 1970s claim that oil price shocks exert adverse impacts on different macroeconomic indicators by raising production and operational costs (Hamilton (1983) , Burbridge & Harrison (1984) , Gisser & Goodwin (1986) , Mork (1989) , Jones & Kaul (1996) , Shiu-Sheng Chen & Chen (2007), etc.) . However, recent studies argue that the effects of oil price shocks on macroeconomic variables such as inflation are not as large and significant as they were in the 1970s because producers have continuously substituted away from oil over time (e.g., Hooker, 2002; Bachmeier and Cha, 2011; Katayama, 2013) .
Alternatively, large oil price changes, i.e., either increases or decreases (volatility), may affect the economy adversely because they delay business investment by raising uncertainty or by inducing costly sectoral resource reallocation. Bernanke (1983) offers a theoretical explanation for the uncertainty channel by demonstrating that if firms experience increased uncertainty relative to the future price of oil, then it is optimal for them to postpone irreversible investment expenditures. If a firm is confronted with a choice of whether to add energy-efficient or energy-inefficient capital, increased uncertainty born by oil price volatility raises the option value associated with waiting to invest. As the firm waits for more updated information, it forgoes returns obtained by making an early commitment, but the chances of making the right investment decision increase. Thus, as the level of oil price volatility increases, the option value rises, and the incentive to investment declines (Ferderer 1996) .
The downward trend in investment incentives ultimately transmits to different sectors of the economy. Hamilton (1988) discusses the sectoral resource allocation channel. In this study, by constructing a multi-sector model, the author demonstrates that relative price shocks can lead to a reduction in aggregate employment by inducing workers in the adversely affected sectors to remain unemployed while waiting for conditions to improve in their own sector rather than moving to other positively affected sectors. Lilien (1982) 
Oil Price Volatility and the Economy
Previous research on the oil price-economy relationship has primarily investigated two different aspects of the linkage between oil price and economic activities, i.e., the impact of oil price shock and the impact of oil price volatility. These two approaches differ in the way that they incorporate oil price into their model. The first approach takes oil prices at their levels, and the second approach employs different volatility measures to capture the oil price uncertainty.
In response to two consecutive oil price shocks in the early and late 1970s, a considerable number of studies examined the impact of shocks in oil price levels on economic activities. This huge list of studies was pioneered by Hamilton (1983) and extended by Burbridge and Harrison (1984) , Gisser and Goodwin (1986) , Mork (1989) , Mork and Olsen (1994) , Cunado and Gracia (2005) , Huang, Hwang, and Peng (2005) , Lardic and Mignon (2006) , Chen and Chen (2007) , Huntington (2007) , Cologni and Manera (2008) , Hamilton (2008) , Chen (2009 ), Jimenez-Rodriguez (2009 ), Jbir and Zouari-Ghorbe (2009 , and several others. Among the impressive body of literature on the oil price and economy relationship, studies such as Mork (1989) , Jimenez-Rodriguez and Sanchez (2005) and Farzanegan and Markwardt (2009) indicate that for certain economies, this impact of oil price on economic activities is asymmetric, i.e., the negative impact of oil price increases is larger than the positive impact of oil price decreases. In a recent paper, Omojolaibi (2013) finds that domestic policies rather than oil-booms should be blamed for inflation in Nigeria. This paper employs the structural vector autoregressive (SVAR) technique on inflation, output, money supply and oil prices from 1985:Q1 to 2010:Q4. Another recent trend in the oil price literature looks at structural breaks in the price data. One such paper is that of Salisu and Fasanya (2013) in which the authors implement two different structural break tests in the WTI and Brent oil prices and identify two structural breaks that occurred in 1990 and 2008 that coincidentally correspond to the Iraqi/Kuwait conflict and the global financial crisis, respectively.
In contrast to the above studies that analyze the impact of oil price shocks, articles that investigate the impact of oil price volatility on the economies are quite limited and originate from the increase in oil price volatility from the mid-1980s. Lee, et al. (1995) find that oil price changes have a substantial impact on the economic activities of the US (notably GNP and unemployment) only when prices are relatively stable rather than highly volatile or erratic. Ferderer (1996) analyzes the US data spanning from 1970:01 to 1990:12 to assess whether the relationship between oil price volatility and macroeconomic performance is significant. In this study, the oil price volatility is measured using the simple standard deviation, and the paper concludes that sectoral shocks and uncertainty channels offer a partial solution to the asymmetry puzzle between oil price and output.
Using the measure of realized volatility constructed from daily crude oil future prices traded on the NYMEX (New York Mercantile Exchange), Guo and Kliesen (2005) find that over the period 1984-2004, oil price volatility had a significant effect on various key US macroeconomic indicators, i.e., fixed investment, consumption, employment, and the unemployment rate. The findings suggest that changes in oil prices are less significant than the uncertainty in future prices. It should be noted that all of the abovementioned studies on identifying the impact of oil price volatility were undertaken with respect to the US economy.
One recent paper that investigates the impact of oil price volatility in the context of developing economies is Rafiq, Salim & Bloch (2009) . Rafiq, Salim & Bloch (2009) investigate the impact of oil price volatility on key macroeconomic variables in Thailand using vector auto-regression systems. The variables used for this purpose were oil price volatility, GDP growth, investment, unemployment, inflation, interest rate, trade balance and the budget deficit of Thailand for the period 1993:1 to 2006:4. The oil price volatility data are constructed using the realized volatility measure.
Because the structural break test indicates breaks during the Asian financial crisis, this study employs two different VAR systems, one for the entire period and the other for the period after the crisis. For the entire time period, the causality test together with impulse response functions and variance decomposition tests indicate that oil price volatility has a significant impact on unemployment and investment. However, the empirical analysis for the post-crisis period shows that the impact of oil price volatility is transmitted to the budget deficit. This study nevertheless suffers from several theoretical and empirical flaws. First, given the small data set, this study includes too many variables, which may cause model misspecification issues. Second, consideration of such variables as output, employment, and investment within the same model with few data points may raise multi-collinearity issues. Third, performance of a structural break test on a stationary series does not add any value to the overall empirical performance of the study. Fourth, this study employs orthogonalized forms of impulse response functions and variance decompositions, the results from which are sensitive to the ordering of variables. Hence, this study includes only two macroeconomic variables in the model that may indicate the overall macroeconomic performance of the economies, namely, GDP growth and inflation. Furthermore, this study employs a generalized version of the impulse response functions and variance decompositions tests, which provide more robust results in small samples and are not sensitive to the ordering of the variables.
Certain observations can be made from the above discussion on the relationship between oil prices and/or volatility and the economy. First, evidence exists that oil price shocks have an important impact on such aggregate macroeconomic indicators as GDP, interest rates, investment, inflation, unemployment and exchange rates. Second, the evidence generally suggests that the impact of oil price changes on the economy is asymmetric, i.e., the negative impact of oil price increases is larger than the positive impact of oil price decreases. volatility. However, the validity of the estimate relies to a great extent on the model specifications together with the particular distributional assumptions, and in the instances of implied volatility, another assumption with respect to the market price of volatility risk must be met (Andersen et al. 2001a, ABDE hereafter) . This stylized fact is also unveiled in a seminal article by Andersen et al. (2001b, ABDL hereafter) , which argues that the existence of multiple competing parametric models notes the problem of misspecification. Moreover, the conditional volatility (CV) and stochastic volatility (SV) models are difficult to adopt in a multivariate framework for most practical applications.
An alternative measure of volatility, referred to as realized volatility, is introduced by ABDE (2001 a) and ABDL (2001 b, 2003) . Furthermore, the theory of quadratic variation suggests that under the appropriate conditions, realized volatility is an unbiased and highly efficient estimator of volatility of returns, as shown in ABDL (2001 and , and Barndorff-Nielsen & Shephard (2002 ). In addition, by treating volatility as observed rather than latent, the approach facilitates modeling and forecasting using simple methods based on observable data (ABDL, 2003) .
According to Andersen et al. (2004) , realized volatility or realized variance is the summation of intra-period squared returns
where the h-period return (in this study, this is the daily oil price return) is given by
, t is the total number of working days in a quarter and h is 1 because this study uses daily price data. Hence, h / 1 is a positive integer. In accordance with the theory of quadratic variation, the realized volatility ) (h RV t converges uniformly in probability to
, and as such, allows for ever more accurate nonparametric measurements of integrated volatility. Furthermore, Zhang et al. (2005) and Aït-Sahalia et al. (2005) state that the realized variance is a consistent and asymptotically normal estimator once suitable scaling is performed.
In calculating the quarterly volatility measure, the daily crude oil prices of "Arab Gulf Because this study addresses quarterly data, at the outset of empirical analyses, the authors decomposed the observed data into trend, seasonal and idiosyncratic or random components. Graphical representations of the decomposed data are shown below in Figure 1 .
These figures reveal two important facts: (i) crude oil prices have been highly volatile in recent years, particularly in the second half of the 1990s, and (ii) because none of the variables are seasonally adjusted, signs of seasonality appear in all data series for all of the countries. Hence, this study performs seasonal adjustment for the GDP growth data of all countries.
The seasonal adjustment is carried out by implementing the U.S. Census Bureau's X12 seasonal adjustment program. The X11 additive method together with the default X12 seasonal filter was adopted for this task.
[Figure 1 could be here]
From visual scrutiny of the decomposed series together with the realized volatility and inflation data, it can be inferred that with respect to most of the series for Indonesia, Malaysia and Thailand, spikes occur near the period of the Asian financial crisis, i.e., from early 1997
to mid-1998. This observation is not unusual given that these three economies were among the most severely affected during the crisis period. In addition, all of the variables appear to be stationary at levels.
Summary statistics of all variables and for the entire time-series cross-section indicate that GDP growth rate, oil price volatility and inflation are significantly correlated for most of the countries. 1 Another significant finding is that for most of the countries, GDP growth is negatively correlated and inflation is positively correlated with the oil price volatility. Prior to identifying causality among the variables, an investigation of time-series properties of the data is warranted, and the following section discusses these properties. With respect to time-series cross-section, this study investigated the following equation:
where ggdp, rv and inf denote GDP growth, oil price volatility and inflation, respectively.
Countries are indicated by the subscript i (i=1,2,…..,N), and the subscript t (t=1,2,….,T) 1 Results not reported due to space limitation. However, results will be provided upon request.
indicates the time period. Country-specific effects are included through v i , and ɛ it represents the random error term. This study implements Pesaran's (2004) cross-sectional dependence.
Cross-section dependence can pose serious problems in testing the null hypothesis of the unit root (Westerlund and Breitung 2013) . Thus, much effort has been invested in development of the commonly known 'second-generation' test procedures that are robust to such dependencies. The cross-section augmented Dickey-Fuller (CADF) and Im et al. (2003) CIPS of Pesaran (2007) suggest that the random coefficient models give superior estimates of overall β, whether or not significant unit heterogeneity exists, and also provide good estimates of the unit β i .
Hence, this study performs random coefficient regression to identify the overall β for the given time-series-cross-section data.
To check the robustness of the time-series-cross-section estimations, this study further implements panel estimation procedures. If we assume a homogeneous panel, then the above models (Equation 1) can be estimated within the standard panel regression techniques, i.e.,
pooled OLS (POLS) and various fixed effects (FE), random effect (RE), or Generalized
Method of Moments (GMM) specifications (Sadorsky, 2014) . Nonetheless, the assumption that all of the factors affecting GDP growth in our model (i.e., oil price volatility and inflation) across all of the six studied countries are homogenous is quite unrealistic.
Moreover, in our panel setting, we have included countries from different economic, social and cultural backgrounds. Contemporary models with heterogeneous slope coefficients can be estimated using mean group (MG) estimators (Pesaran, 1997; Pesaran and Smith, 1995) 
The authors appreciate the fact that there are many country-specific factors that must be considered, especially for emerging countries in which the economic cycles move quite rapidly. Hence, this paper further implements time series analyses for individual countries.
For this purpose, this study performs the Granger causality test to examine the causal relationships among oil price volatility, output growth, and inflation of six major emerging economies of Asia.
Vector Auto-regression (VAR) of the following form is considered for this purpose:
where n is the number of the optimum lag length. In this study, the optimum lag lengths are The Granger causality test suggests which variables in the models have significant impacts on the future values of each of the variables in the system. However, the result will not, by construction, be able to indicate how long these impacts will remain effective in the future. Variance decomposition and impulse response functions give this information. Hence, this paper conducts generalized variance decompositions and generalized impulse response functions analyses proposed by Koop et al (1996) and Pesaran and Shin (1998) . The unique features of these approaches are that the results from these analyses are invariant to the ordering of the variables entering the VAR system and provide more robust results for small samples. Impulse response functions trace the responsiveness of the dependent variable in the VAR system to a unit shock in error terms. Variance decomposition gives the proportions of the movement in the dependent variables that are due to their "own" shocks versus shocks to the other variables. Beginning with the time-series-cross-section econometric exercise, this study proceeds to formalize this process by checking the stationarity properties of the variables to avoid the danger of spurious relationships among the variables. This study implements both IM-Pesaran-Shin and Fisher-type unit root tests and does not accept the null of nonstationarity. 5 Unit root tests that assume cross-sectional independence can suffer from a lack of power if estimated on a time-series cross-section that contains cross-sectional dependence.
To account for such possibility, Pesaran's (2004) Once it has been revealed that the series are stationary and that regression carried out will not be spurious, this study performs simple random coefficient time-series cross-section regression to identify the dynamic relationships among variables. The results of the random coefficient models are reported in Table 2 .
The results from the random coefficient regression models suggest that oil price volatility and inflation have significant negative impacts on GDP growth. To check the robustness of the results from the time-series cross-section estimations, we implement contemporary models with heterogeneous slope coefficients that can be estimated using mean group (MG) estimators (Pesaran, 1997; Pesaran and Smith, 1995) or variants of MG estimators.
(c) Impact of Oil Price Volatility on Economic Activities -Second generation panel estimation:
As indicated by the second, third and fourth columns of Table 2 , all three panel data models confirm the findings from time-series-cross-section analyses that both oil price volatility and inflation significantly influence GDP in a negative manner.
[ Table 2 In selecting the appropriate lag length, the Schwarz Information Criterion (SIC) VAR lag order selection criteria were consulted. Because we use quarterly data for this study, the maximum lag length provided in lag selection test is 6. The test for stability of the VAR systems is carried out, and the inverse characteristic roots of the auto-regressive (AR) polynomial indicate that all of the VARs with the suggested lags are appropriate for investigating the relationships between volatility of oil prices and other applicable macroeconomic indicators. Although the Granger causality tests are performed within the normal VAR system, the Generalized Impulse Response and Variance Decomposition forecasting tests are performed within the Bayesian VAR environment.
5.c.1 Impact analysis for China
According to the Bayesian VAR result of China, the coefficients and t-statistics for most of the lags in the GDP growth equation reveal that oil price volatility appears to have a negative impact on GDP growth [Appendix Table 2 ]. The Granger causality tests are consulted to determine the direction of causality among the variables. The results of the Granger causality tests for China are reported in Appendix Table 1 . The causality tests reveal that in China, a bi-directional causality exists between oil price volatility and GDP growth. In addition, a bidirectional causality also exists between GDP growth and inflation.
The results of the impulse response functions are presented in Appendix Figure 1 .
According to the figures, in response to a one S.E. shock on the realized volatility of oil prices, GDP growth instantly becomes negative, and after a one-quarter time horizon, the response appears to diminish. Furthermore, in response to a one S.E. shock in GDP growth, inflation responds positively before it diminishes after three quarters.
In response to a one S.E. shock in inflation, GDP growth rises during the first quarter, and from the second-quarter time horizon, the response appears to die down and persist horizontally into the future. Thus, the impulse response functions of China confirm most of the findings from the causality test except for the causality of GDP growth and oil price volatility. Thus, according to the impulse response functions, oil price volatility has a shortterm negative impact on GDP growth in China.
The results of variance decompositions are presented in Appendix Table 3 . According to the results, 17.10% of the variations in GDP growth can be explained by realized volatility at the end of five quarters, but this figure goes up to 20.90% after twenty quarters. Inflation also explains a fair portion of the variations in output growth. However, 25.50% of the variation in realized volatility can be explained by GDP growth after five quarters because it decreases to 16.80% at the end of twenty quarters. The GDP growth explains inflation with an amount of 28.90% after five quarters, which increases up to 29.70% at the end of twenty quarters. Hence, the results of variance decomposition analysis also conform to the causality directions that were identified.
Therefore, according to the Bayesian VAR analysis together with the results of the causality test, impulse responses functions and variance decompositions, it can be inferred that in China, oil price volatility impacts GDP growth in the short run, and both GDP growth and inflation are strongly tied together. It should be mentioned that due to space limitations, the remainder of this study will provide major findings with respect to different countries for different time periods.
5.c.2 Impact analysis for India
According to the VAR output for India, it can be inferred that oil price volatility has a significant negative impact on GDP growth and a positive impact on inflation, as indicated by the coefficients and t-statistics of RV in the GDP growth and inflation equations within the VAR system, respectively [Appendix Table 5 ]. The results from the Granger causality test are presented in Appendix Table 4 . The causality test reveals that a bi-directional causality exists between realized volatility and GDP growth. A bi-directional causality is also found between realized volatility and inflation. The causality between GDP growth and inflation is also bi-directional.
The impulse response functions are presented in Appendix Figure 2 . The results of variance decomposition are reported in Appendix Table 6 . The results of both of these tests are consistent with the Granger causality test results even if the time horizon is expanded to 20 quarters. Hence, according to the VAR analysis for India, it can be inferred that oil price volatility impacts both GDP growth and inflation in the Indian economy. Furthermore, both GDP growth and inflation are closely related.
5.c.3 Impact analysis for Indonesia
This study analyses the Indonesian economy based on two different VAR systems for two different time periods. The first time period covers the entire data set, i.e., from 1993:2 to 2013:4, and the second VAR refers to the period after the crisis, i.e., from 1998:4 to 2013:4.
These two VARs are implemented to capture any significant change in the impact analysis due to the Asian financial crisis.
From the Bayesian VAR results, the coefficients and t-statistics for RV in the GGDP growth and inflation equations indicate a negative link between oil price volatility and GGDP growth and a positive relationship between inflation and oil price volatility [Appendix Table   8 ]. The results of the Granger causality test are reported in Appendix Table 7 .
According to the results, the oil price volatility Granger causes both GDP growth and inflation, whereas only inflation causes volatility in oil prices. Moreover, a bi-directional causality exists between GDP growth and inflation. The impulse response functions (IRF) are presented in Appendix Figure 3 . The results from variance decomposition (VD) analysis are reported in Appendix Table 9 . In summary, according to the VAR results together with the findings from IRF and VD for the entire data period from 1993:2 to 2013:4, different tests within the Bayesian VAR framework for Indonesia reveal that oil price volatility impacts both GDP growth and inflation, and similar to China and India, GDP growth and inflation are closely related. Furthermore, the fact that inflation causes realized volatility maintains that oil price volatility is endogenous to the VAR model.
Next, this study presents the Bayesian VAR outcome for the period after the Asian financial crisis for Indonesia to observe whether any dissimilarity exists in the dynamics of the impact channels. From the coefficients and t-statistics of the realized volatility in the GDP growth and inflation equations of the VAR estimation for the period after the crisis, it can be inferred that oil price volatility exerts a negative impact on GDP growth and a positive impact on inflation even after the financial crisis is over [Appendix Table 11 ]. The results of the Granger causality test are reported in Appendix Table 10 . The Granger causality test further indicates that after the crisis, oil price volatility causes both GDP growth and inflation in Indonesia. In addition, the bi-directional causality between GDP growth and inflation also holds true for the time period after the crisis. However, a significant dissimilarity between two models is that after the crisis, oil price volatility appears to become exogenous in the Based on two different VAR analyses for Indonesia, it can be inferred that for the Indonesian economy, oil price volatility impacts both GDP growth and inflation for both of the time periods, i.e., for the entire sample period and for the period after the Asian financial crisis. Furthermore, the link between GDP growth and inflation is bi-directional for both of the VAR systems.
5.c.4 Impact analysis for Malaysia
The data plots for Malaysia portray a spike during early 1997 to mid-1998, and the Malaysian economy was one of the most adversely affected economies during the Asian financial crisis.
Thus, Malaysian data are also investigated based on two different VAR systems, one for the entire period from 1991:2 to 2013:3 and the other for the period after the crisis, i.e., from 1998:4 to 2013:3. The Bayesian VAR results for the entire periods indicate that the realized volatility negatively impacts output growth in Malaysia [see Appendix Table 14 ]. The
Granger causality test results are presented in Appendix Table 13 . According to the causality results, a bi-directional causality exists between oil price volatility and GDP growth, a unidirectional causality runs from inflation to realized volatility, and a bi-directional causality between GDP growth and inflation in Malaysia is observed for the entire period from 1991:2 to 2013:3.
The impulse response function findings are presented in Appendix Figure 5 , and the results of variance decompositions are reported in Appendix Table 15 . According to the VAR results together with impulse response functions and variance decompositions for the entire period, it can be inferred that oil price volatility impacts GDP growth in Malaysia, GDP growth and inflation impact each other, and both GDP growth and inflation have a small impact-realized volatility.
The analysis for the Malaysian economy after the financial crisis begins with the Bayesian VAR estimation [Appendix Table 17 ]. The coefficients of realized volatility in the GDP growth equation indicate that oil price volatility has a negative impact on the Malaysian output growth. Findings from the causality tests are reported in Appendix Table 16 . The causality test results for the period after the crisis are nearly similar to those of the causality test results for the entire period. A bi-directional causality exists between GDP growth and realized volatility, a bi-directional causality exists between inflation and GDP growth, and a uni-directional causality runs from inflation to oil price volatility. The results from the impulse response functions and variance decompositions are presented in Appendix Figure 6 and Appendix Table 18 , respectively. All of the tests reveal minor changes in the two VAR analyses performed for the Malaysian economy. In both of the VAR systems, oil price volatility impacts GDP growth, but there is little feedback from the opposite side.
Furthermore, similar to the other economies analyzed thus far, GDP growth and inflation appear to be strongly tied together in the Malaysian economy.
5.c.5 Impact analysis for the Philippines
The results from Bayesian VAR estimation reveal that in the Philippines, oil price volatility positively affects inflation [Appendix Table 20 ]. The results from the Granger causality test are given in Appendix Table 19 . The Granger causality test indicates a bi-directional causality between oil price volatility and inflation and also a bi-directional causality between GDP growth and inflation. For the purpose of checking the robustness of the Granger causality test, impulse responses and variance decompositions are implemented.
The impulse response functions and variance decompositions are presented in Appendix Figure 7 and Appendix Table 21 . According to the results from the Bayesian VAR, Granger causality, impulse response and variance decompositions tests, it can be inferred that in the Philippines, oil price volatility impacts inflation and that GDP growth and inflation are closely related in the short run.
5.c.6 Impact analysis for Thailand
Because the Thai economy also was severely affected by the Asian financial crisis and because the data suggest a spike during the crisis period, similar to Indonesia and Malaysia, this study implements two different VARs for Thailand in a similar fashion. The Bayesian VAR output for the entire period of Thailand indicates that in the Thai economy, GDP growth is significantly impacted negatively by oil price volatility [Appendix Table 23 ].
The causality test findings for the entire data set are reported in Appendix Table 22 .
The causality test results indicate that in Thailand, the oil price volatility Granger causes GDP growth and that inflation Granger causes both oil price volatility and GDP growth. The impulse response functions for the entire time period for Thailand are presented in Appendix Figure 8 . The results from variance decomposition analysis are reported in Appendix Table   24 . For the entire period, all tests within the VAR framework suggest that oil price volatility impacts GDP growth in the Thai economy. Next, this study performs a separate VAR analysis for the period after the Asian financial crisis.
From the Bayesian VAR (2) estimation results for the period from 1998:4 to 2013:3, it appears that the impact of RV on GDP growth becomes insignificant after the financial crisis (Appendix Table 26 ). The results of the Granger causality test within this time frame are reported in Appendix Table 25 . Most of the causal relationship observed for the entire period is absent in these causality test results for the period after the financial crisis, except for the causality tests, which find a bi-directional causality running from inflation to output growth. Furthermore, realized volatility appears to be exogenous to this system.
The impulse response functions for this period after the financial crisis are presented in Appendix Figure 9 . The results from the variance decomposition analysis are reported in Appendix Table 27 . From the VAR analyses for Thailand, it can be inferred that oil price volatility impacts output growth for the entire period; however, after the Asian financial crisis, the impact seems to disappear. This finding is consistent with that of Rafiq, Salim & Bloch (2008) in which the authors found that impact of oil price volatility no longer exists in the Thai economy after the financial crisis.
Conclusions and Policy Implications
This article investigates the short-term impact of oil price volatility in six emerging economies of Asia. One of the unique features of this paper is that in this work, the oil price volatility for each country is calculated using a non-parametric approach, namely, the realized oil price variance. Furthermore, to the author's best knowledge, this is one of the first studies that analyses the impact of oil price volatility on developing economies. Because Indonesia, Malaysia and Thailand were severely affected by the Asian financial crisis and because the data in this work portray spikes during this period, this study implements two different VAR systems for these countries in an attempt to compare the impact channels for the entire period and for the period after the crisis.
For China, according to the VAR analysis, the Granger causality test, and impulse response functions and variance decompositions, it can be inferred that oil price volatility impacts output growth in the short run. For India, oil price volatility impacts both GDP growth and inflation. In the Philippines, oil price volatility impacts inflation. Furthermore, for all of these economies, GDP growth and inflation are closely related in the short run. Another important feature of the results from these three countries is that for all of the VAR models,
oil price volatility appears to be slightly endogenous. This result may be caused by the use of exchange rates in constructing the realized volatility measure.
Based on two different VAR analyses for Indonesia, it can be inferred that for the Indonesian economy, oil price volatility impacts both GDP growth and inflation for both of the time periods, i.e., for the entire sample period and for the period after the Asian financial crisis. Furthermore, the link between GDP growth and inflation is bi-directional for both of the VAR systems. However, one significant difference in the results from the two VARs is that oil price volatility appears to become exogenous to the economy after the financial crisis.
Minor differences are observed between the two VAR analyses performed for the Malaysian economy. In both of the VAR systems, oil price volatility impacts GDP growth, but there is a notably little feedback from the opposite side. Furthermore, similar to the other economies analyzed thus far, GDP growth and inflation appear to be strongly tied in the Malaysian economy.
From the VAR analyses for Thailand, it can be inferred that oil price volatility impacts output growth for the entire period. However, after the Asian financial crisis, the impact seems to disappear. This finding is consistent with that of Rafiq, Salim & Bloch (2008) in which the authors found that impact of oil price volatility no longer exists in the Thai economy after the financial crisis. Thus, the results from after the financial crisis show that the adverse effect of oil price volatility has been mitigated to a certain extent. It appears that oil subsidization by the Thai Government via the introduction of the oil fund plays a significant role in improving economic performance by lessening the adverse effect of oil price volatility on macroeconomic indicators. The policy implication of this result is that the government should continue to pursue its policy to stabilize domestic oil prices through subsidization and thus aid in stabilizing economic growth. 
