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: Real time style transfer on client devices

Real time style transfer on client devices
ABSTRACT
Due to computational cost, traditional style transfer models may not be suitable to
generate stylized images on a device with limited computational capability, e.g., a client device
such as a smartphone, tablet, or wearable device. This disclosure describes techniques to train a
computationally inexpensive generative model to generate a stylized image from an input image.
The model is trained using training images. The model is trained such that the difference
between an output stylized image of the generative model and a reference stylized image is
minimized. The trained generative model is suitable for use on a client device to generate
stylized images, in real time.
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● Image processing
BACKGROUND
Style transfer is the technique of recomposing images in the style of other images.
Applying a style to an image to produce a stylized image is a popular activity. Styles can also be
applied to video. One technique to generate stylized images is to use a style transfer model. A
style transfer model is configured to receive an input image and generate a stylized image as
output. Generating a stylized image using a style transfer model can be computationally
expensive.

Published by Technical Disclosure Commons, 2017

2

Defensive Publications Series, Art. 794 [2017]

Due to computational cost, such models may not be suitable to generate stylized images
on a device with limited computational capability, e.g., a client device such as a smartphone,
tablet, or wearable device. For example, some current implementations of style transfer can
process only about 7-20 frames per second and produce low quality of stylization.
DESCRIPTION
This disclosure describes techniques to train a generative model to produce stylized
images that mimic the appearance of stylized images produced by a traditional style transfer
model. The generative model (e.g., HDRNet - Deep bilateral learning for real-time image
enhancement) is computationally inexpensive and suitable to generate stylized images locally on
a client device.

Fig. 1: Training a generative model to produce stylized images
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Fig. 1 illustrates an example method to train a generative model to produce stylized
images. A training image is obtained (102). A traditional, computationally expensive style
transfer model is utilized to generate a reference stylized image from the input image (104). In
some implementations, the reference stylized images can be provided along with the training
images as a set of training data. A generative model, with lower computational cost and suitable
for use on a client device is utilized to generate an output stylized image (106).
The output stylized image generated using the generative model is compared with the
reference stylized model (108). It is determined whether a difference between the two images is
lower than a threshold (110). If the difference is not lower than the threshold, one or more
parameters of the generative model are adjusted (116). For example, the generative model can be
a machine-learning model that uses one or more layers and a plurality of nodes in each layer.
Adjusting the parameters of the model can include updating connectivity between nodes in
different layers and/or adjusting weights for individual nodes. After adjusting the parameters,
another output stylized image for the same input image is generated. Blocks 106-110 and 116 are
repeated, e.g., till the difference falls below the threshold.
When the difference between the output stylized image of the generative model and the
reference stylized image is below the threshold, it is determined whether there are more training
images (112). If there are more training images, the method proceeds to block 102 to obtain a
next training image. After completion of training, the trained generative model is provided to a
client device such as a mobile phone (114) and is suitable for use on the client device to generate
stylized images. For example, the trained model (e.g., a neural network model) can be provided
as a data file that includes a model structure or form that specifies numbers and types of nodes,
node connectivity and layers, and associated weights.
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In different implementations, different criteria can be used to determine that the training
of the model is completed. For example, the training can be considered complete when the
generative model produces a certain number or percentage of output stylized images with
difference below the threshold.
By minimizing a difference between an output stylized image of the generative model
and a reference stylized image, a generative model of low computational cost is trained to mimic
the style produced by the traditional style transfer model. Instead of training the model with loss,
e.g., the loss between the stylized image and the training image, the generative model is trained
to minimize the difference between generated stylized images and real stylized images.
CONCLUSION
This disclosure describes techniques to train a computationally inexpensive generative
model to generate a stylized image from an input image. The model is trained using training
images. The model is trained such that the difference between an output stylized image of the
generative model and a reference stylized image is minimized. The trained generative model is
provided for use on a client device to generate stylized images in real time.
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