






































































Workplace  architecture  evolves  through,  and  is  informed  by,  the  interactions 
between people,  space  and  technology.  It  is  important,  therefore  to  consider how 
future changes in these three elements might affect workplace design. 




of  work  activities  undertaken  in  offices.  The  survey  collected  data  from  105 
organisations  in Melbourne,  Australia  and  provides  a  cross‐section  of  the  current 





the  possible  magnitude  of  change  in  workplace  architecture  due  to  technology 
development  is  restrained. Despite  the high  reliance on  IT, office environments are 
shaped by human traits such as face‐to‐face interaction, emotions and physical space 




people  to  benefit  from  technology.  Inverting  the  priority  by  procuring  spaces  and 
management  styles  based  on what  technology  can  do whilst  overlooking  people’s 
needs is likely to produce unsuccessful work environments.  
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and  its  objective.  The  research  questions  are  presented  and  the  scope  of  the  research 
defined.  An  overview  of  the  methodology  is  provided.  Publications  derived  from  this 
research  are  listed  and  a  research  timeline  included.  Finally,  the  overall  thesis  outline  is 
presented. 
1.2 BACKGROUND 
We  are  immersed  in  the  Information  Technology  (IT)  Revolution  which  is  dramatically 
transforming  the way most,  if not all, sectors of  society work, play,  socialise  together and 
undergo  healing  and  recovery  from  illness.  Almost  every  aspect  of  human  endeavour  is 
affected  by  technology  change  and with  it  the  space  requirements  of  those  endeavours 
(Becker and Steele 1994; Castells 1996; Linturi 2000; Marmot and Eley 2000). 
Advances  in  technology  are  having  a  major  impact  on  shaping  the  office  environment 
(Stallworth  and  Kleiner  1996).  Universities  are  promoting  online  teaching  (Oblender  and 







































Vitruvius,  in  his  treatise  De  architectura  (Circa  27  BC),  stated  that  buildings  are  to  be 
designed  to  serve  three major purposes:  firmitas, utilitas  and  venustas  (Brill  et al. 1984). 
That is, buildings should be strong (firmitas), useful (utilitas) and beautiful (venustas). Whilst 
the way  architects,  engineers  and  builders  provide  strength  to  buildings  (structures)  and 
their  aesthetics  have  changed  considerably  through  time,  the  interest  of  this  research 
focuses on the way people use buildings (utilitas), rather than how they look or how they are 
supported  or  built.  As  noted  by  Mawson  (1994)  designers  tend  to  understand  form, 




technology  is  changing  how  we  heal,  teach  and  work,  architecture  needs  to  adapt  and 







The word  ‘evolution’  in  the  research  title was  chosen  to  allude  to  the Darwinian  natural 
selection process to which the different variants of workplace architecture  (mutations) are 




and  technology.  Usually  these  components  are managed  by  the  Human  Resources  (HR), 
Facilities  Management  (FM)  and  Information  Technology  (IT)  departments,  respectively        
(excluding any specialised divisions required  for managing activities such as manufacturing 
and  processing).  However,  these  groups  rarely  interact  with  each  other  and  are mainly 
concerned about  their own area of  responsibility. Therefore,  the HR group  is  seen as  the 
group that focuses on initiatives that are good for the employees, but without clearly adding 
real business  value.  The  FM  group  is  regarded  as mainly  interested  in  cutting  real  estate 
costs by relying on old paradigms  (e.g. reduce the size of workstations) and rarely do they 
offer  leading‐edge  solutions  to  space  challenges.  Finally,  the  IT  group  seems  to  deliver 












A number of  similar models, discussed  in  the  first  section of Chapter 2,  tend  towards  the 
same common conclusion that people, space and technology (different models use different 
terms)  are  key  elements  in  every organisation  and  a  key  to  achieving  a  good design  and 
meeting corporate objectives. Most  importantly, all models stress  that as noted by Becker 
and Steele  (1994) “changes  in any of  these  factors are  likely  to  change  the organisational 
ecology”. Since a change  in technology will  impact both people and space, new technology 
will not only require an adequate space, but a compatible managerial style. 
What  is  more,  a  functional  architectural  space  needs  to  take  into  consideration  the 
behaviour and activities that take place  in such space as much as the characteristics of the 
people doing  them. As an example, Generation Y  in Australia has been  labelled  the most 
educated generation in history due to  77%, record‐high, Year 12 retention rates (McCrindle 
2008). Also referred to as the  Internet generation, 97% of Generation Y owns a computer, 
44%  reads blogs and 97% have a mobile phone  (Junco and Mastrodicasa 2007). Thus,  the 
Generation  Y  expectations  of  the workplace  environment  are  likely  to  be  different  from 
those of previous generations. 
Authors  such as Becker and Steele  (1994), Stocks  (1998),  Linturi  (2000), Marmot and Eley 
(2000), Martino (2001), and Robertson (2000) amongst others discussed in Chapter 2, agree 
that IT has changed the way we work. Moreover, they recognise that office work is no longer 
confined  to  an  office  environment  because mobile  technology  allows  people  to work  as 
effectively from home, airports or cafes. 
Information  technology  is  challenging architects designing adequate environments,  facility 
managers  managing  their  current  facilities  whilst  planning  for  the  future  and  clients 
understanding  how  to  exploit  the  benefits  offered  by  IT.  This  thesis  aims  to  be  a  step 


























• Offices:  The  complexities  of  studying  changes  in  architecture  (space  requirements) 
caused by technology development across all sectors of society (hospitals, education, 
industry, etc.) exceed the capacity of a single researcher. Thus, this research focuses 
on office‐like environments.  It  is  considered, however,  that other  types of buildings 
have  an  office  component  in  them  and  can  also  benefit  from  this  research.  For 
example, whilst  the  characteristic  space  of  universities  is  the  classroom,  they  also 
have an  important office  component  to accommodate academic and administration 
staff.    
• Aesthetics: It is beyond the scope of this study to comment whether there is a gain or 
loss  in  the  aesthetics  (venustas)  of  workplace  architecture  due  technology 
development.   
• Work  technologies: Only  IT  technology used  for work  related activities  is  taken  into 
consideration  (e.g.  computers,  Internet, webcams, e‐paper, etc). Other  technologies 
also affecting workplace architecture, but not directly  the  collaboration process are 
excluded (e.g. HACV,  illumination systems, elevators, etc.). Furthermore, the focus of 
the  research  is  the  impact of  technology  in workplace  architecture, not  technology 
itself. This is further discussed in Chapter 2.  
• Research  design:  The  research  epistemological  position,  theoretical  perspective, 
methodology  and  method(s)  impact  and  constrain  the  meaning  of  the  research 











start of  the  research  (to  set  its  context)  to  the write‐up of  the  conclusions  (to help 
interpret the results). It covers a variety of social, technological and design topics.      
• Survey  (Chapter  7):  In  September  2007,  105  (out  of  284  sampled)  companies  in 
Melbourne (CBD and its suburbs) participated in a survey designed to provide a cross 
section of the current workplace environment and working habits. The questionnaire 









• Case  Study A  (CS‐A)  (Chapter 8):  Following  the  survey,  an  in‐depth  case  study was 
undertaken in October 2007 to analyse a contemporary working environment. For one 
week,  five  participants  of  an  architectural  design  firm  used  a Work  Sampling Diary 
(WSD) to register their working habits. The study was complemented by an analysis of 
the  floor  plan  and  individual  working  stations.  Participants  also  completed  the 
above‐mentioned survey.   
• Case  Study  B  (CS‐B)  (Chapter  9):  CS‐B  provides  a  glimpse  into  the  possible  future 
(available  today)  of workplace  architecture.  This  case  study  is  about  virtual worlds 
hosting office‐like working environments. CS‐B  took place  in September 2008 and  is 
based on two companies: the company developing the technology and a user of such 
technology.  This  case  study  took  place  in  London  (developer  company)  and 
Manchester (technology user). A variety of methods were used to collect data for this 
study including the survey, WSD and face‐to‐face interviews.  

























Conference  of  the  Cooperative  Research  Centre  for  Construction  Innovation,  Gold 
Coast, Queensland, Au. 12‐14 March 2006.   
This conceptual paper calls for a well planned adoption process whilst  implementing 
Alternative  Ways  of  Working  (AWW)  in  order  to  ensure  implementation  success. 
Based on  strategic asset management  together with Rogers’ diffusion of  innovation 
theory,  a method  is  proposed  to  accelerate  the  adoption  process  of  AWWs whilst 
keeping  the balance between people,  space and  technology. This paper  is based on 
Chapter 2: Literature Review.   
b) Chevez,  A.,  Aranda‐Mena,  G.,  Edwards,  P.  and  Calder,  J.  “Research  model  for 




instrument,  this  paper  discusses  the  importance  of  the  epistemological  and 
ontological position,  theoretical perspective, methodology and methods adopted by 




c) Chevez, A., Aranda‐Mena, G., Edwards, P., Calder,  J.   “Reaching  singularity point  in 
workplace architecture”, Third International Conference of the Cooperative Research 
Centre for Construction Innovation, Gold Coast, Queensland, Au. 12‐14 March 2008.   
Based  on  Chapter  2:  Literature  Review,  this  paper  examines  the  close  relationship 








of  Error  in  Research”,  Annual  Conference  of  Association  of  Researchers  in 
Construction Management (ARCOM), Glamorgan, UK, 2008.   
This paper is based on Chapter 7: Survey and reports the results of a quality checking 














Figure 1.2  shows  the overall  research  timeline  indicating  the  inputs  to  the  research  (data 








  This  chapter  provides  the  background  of  the  research  and  introduces  the 
research problem and its objective. The research questions are presented and 
the  scope  of  the  research  defined.  An  overview  of  the  methodology  is 
provided. Publications derived from this research are listed. 
Chapter 2  Literature review 
  This  chapter  reviews  the  literature  to provide  the  knowledge  context of  the 
research  and  the  background  required  for  the  discussion  of  the  survey  and 
case  studies.  It  discusses  a  variety  of  topics  including  a  review  on  the 
relationship of  the people‐space‐technology  trilogy as well as each  individual 
component. This chapter also reviews the history and the future of the office, 
alternative  ways  of  working  and  technologies  that  can  affect  workplace 
architecture.   Diffusion of  innovation  theory  is also discussed  in  the realm of 
the evolution of the office.    
Chapter 3  Research design 
  This chapter defines  the  research questions as well as develops and  justifies 
the proposed research design and methodology to address them. The adopted 







  This  chapter  details  the  process  of  developing  the  research  instrument 
(survey) and administration process to collect the data required to address the 
research  questions.  It  reviews  reliability  and  validity  principles  as  well  as 
questionnaire  format  and  administration  techniques.  Reporting  and  analysis 
methods are also discussed. 
Chapter 5  Test of the research instrument 
  This  chapter  describes  the  testing  of  the  proposed  research  instrument 




  Based  on  the  identified  gaps  and  shortcoming  documented  in  the  previous 
chapter, a revised approach  is discussed.   The original survey  is modified and 










  Documents  a  case  study  based  on  virtual worlds  as  possible  environments 
hosting  the  office  of  the  future.  Collected  data  is  analysed  and  the  results 
coded for discussion in Chapter 11. 
Chapter 10  Case study C (CS‐C) 
  Documents  a  case  study  focusing on  teleworking  and hot‐desking. Collected 
data is analysed and the results coded for discussion in Chapter 11. 
Chapter 11  Discussion of results 
  This  chapter  discusses  the  results  obtained  in  Chapters  7,  8,  9  and  10  and 
relate them to the literature review.  
Chapter 12  Conclusions and recommendations 
  Provides  the  conclusions  and  recommendations  of  the  research.    The 
contributions  of  the  research  are  outlined  and  topics  for  further  research 
proposed. 
 
This  thesis  includes  15  appendices  as  listed  below.  To  facilitate  cross‐referencing,  the 































































A  literature  review  is  an  account  of  what  has  been  published  on  a  topic  by  accredited 
scholars  and  researchers  (Taylor  and  Procter  2002).  Therefore,  this  chapter  provides  the 
knowledge context of the research by  integrating and summarising what  it  is known  in the 
field (Wisker 2001) in order to help define the scope of the research (Newman 2000).  
This literature review uses a thematic structure, as opposed to a progression of time, and as 





The  relationship  between  people,  space  and  technology  was  introduced  on  Chapter  1 
through Robertson’s model. Following  is a  review of similar models by other authors.  It  is 
paramount for the research to substantiate this relationship as it is at the core of the study.  
Using  the  concept  of  ‘organisational  ecology’  Becker  and  Steele  (1994)  describe  the 
relationship  between  people,  space  and  technology,  refer  to  Figure  2.1.  They  define 
organisational ecology as the way “organisation’s leaders choose to arrange their employees 
in  space and  time  in pursuit of a  long‐term competitive edge.” The  three key elements of 
organisational  ecology  are:  1)  the  physical  settings  in  which  work  is  carried  out,  2)  the 
processes  used  for  planning  and  designing  the workplace  system,  and  3)  the way  space, 
equipment, and furnishings are allocated and used over time. Amongst the factors defining 
the organisational ecology are  the nature of  the work and business processes  themselves, 
the  organisational  culture  and  corporate  values  and  real  estate  cost,  usage  and  location. 















period of building occupancy.   The LBG Pyramid  reflects  the need  to understand an office 
building  as  a  whole,  holistically,  without  the  luxury  of  designing  a  building  in  ‘splendid 




generational  filter.  Sayers  argues  that  in  order  to  understand  workplace  change  it  is 
important  to  identify  the  changing  aspects  of  the  world  around  us.  Her  S.E.T.  model 











European  countries  identified  three  key  ‘environments’  that must  be  considered  for  the 
workplace design: people, space and technology (Fernando 2003). 
Besides  tending  towards  the same common conclusion  that people, space and  technology 
are  key  elements  in  every  organisation  and  a  key  to  achieving  a  good  design  as well  as 
meeting corporate objectives, all models denote  that a change  in one element will  impact 
the remaining. In the context of this study it means that a change in technology will impact 
both, people and space. Therefore, new technology will require not only different, or even 
new  spaces,  but  compatible  managerial  styles  and  even  shift  in  attitude.  A  review  of 
developing  technologies  that are more  likely  to  create an  imbalance between people and 
space is offered in section 2.11 Developing technologies. 
A  review  done  by  Steiner  (2005)  on  a  2004  study  undertaken  by  the  British  Council  for 
Office,  concludes  that workplaces and  the way office  space  is used  is  shaped by  four  key 
factors as described below: 
1) People: The human factor is an increasingly fundamental issue. The future workforce 
and  resulting  economic  success will  be  a  key  driving  force  for  all  aspects  of  office 
design in the future.  




increase  in  the  freelance  ‘knowledge worker’  (see  section 2.3.1 Knowledge workers) 
who will, migrate from project to project. Traditional benchmarks such as organisation 
charts,  job  titles,  seniority  and  cost  per  employee will  no  longer  dictate workplace 
design. 











competing against  themselves and each other  in  the workplace. Each has different values 
and attitudes towards work. However,  from these  four, the Mature generation  (the oldest 
one  in the workforce)  is either retired or set to retire  in the next three to five years (from 
2006). The generations that will dominate the workplace in the future (10‐15 years) are: the 






Smith and Clurman  (1997) refer  to members of a generation as being  linked  through  their 
shared  experiences,  sensory  perceptions,  visual memories  and  technology.  Thus,  cohorts 
develop  and  retain  similar  values  and  life  skills.  Ryder  (1965)  defines  a  cohort  as:  “the 
aggregate  of  individuals  (within  some  populations’  definition)  who  experience  the  same 
event  within  the  same  time  interval...  suggesting  that...  each  cohort  has  a  distinctive 
composition  and  character,  reflecting  the  circumstances  of  the  unique  origination  and 
history”.  
On the other hand, as noted by Sayers (2006) using a generational  lens only does not take 
into  account  psychological  and  many  other  cultural  factors  that  also  are  important  to 
understand  individuals. Meredith  et  al.  (2002)  argue  that  “generalisations  about  cohorts 
never  hold  for  all  members  of  a  cohort.  Inherent  aspects  of  personality  and  formative 
experiences  that  shape  personality  also  drive  a  person’s  character...within  any  group  of 
people of the same age, you will find  some people who are not typical of their cohort”.  Cole 
et  al.  (2002)  also warn  against  generalising  about  generations,  as  if  gender,  culture  and 
personal preference do not exist.   
Nevertheless,  generational  cohorts  can  help  to  group  people  by  defining moments  and 































Centron and Davies  (2005)  suggest  that employers will need  to adjust virtually all policies 
and  practices  to  fit  the  values  of  Generation  X  and  Generation  Y,  including  providing 
innovative ways and ideas on how best to motivate them and reward them (Sayers 2006). 
A  poll  of  315  small  and  medium‐sized  businesses  across  Australia  conducted  by  Smart 










the  future of our people  if  they are dependent on  frivolous youth of  today,  for certainly all 






Mature  Baby Boomer Generation X Generation Y 
Slide‐rule  Calculator Desktop computer  Graphics calculator 
Mimeographing  Photocopying Scanning Bluetooth 
IBM  Apple  DOS & Windows Linux / DVD / USB 
Switchboard  Touch‐tone phones Mobile phones Instant Messaging / SMS 
Party lines  Conference calls Video conferencing VoIP & Web  Cams 
Traditional post Telex  Fax Email 
Tape reel to reel Cassettes CD MP3 
 
As  concluded  by  Sayers  (2006)  from  her  research  on  Australia’s  Changing  Workplace:  A 
Generational Perspective, generations have different levels of comfort and competency with 
technology  and prefer different means of  communication. Whilst Baby Boomers  consider 
themselves as holding a good level of competency with technology used in their workplace, 
Generation X and Y disagree on their self‐assessment and consider Baby Boomers less than 
competent  with  technology  use.  Face‐to‐face  is  the  Baby  Boomers’  preferred means  of 
communication. On  the other hand, Generation X  feel  that  they have a good grasp of  the 
technology used in their workplace (the other generations agree with their self‐assessment) 















The  level  of  adoption  and  familiarisation  with  technology  of  Generation  Y  has  industry 
observers  like  Hamel  (2009)  concerned  by  the  disparity  of  values  between  these  future 
employees and the current workplace environment.   “The experience of growing up online 
will  profoundly  shape  the  workplace  expectations  of  ‘Generation  F’  –  the  Facebook 
Generation  [referred  in  this  research  as Generation  Y].   At a minimum,  they’ll  expect  the 












puts  to  work  what  he  has  learned  in  systematic  education,  that  is,  concepts,  ideas  and 
theories, rather than the man who puts to work manual skill or muscle” (Drucker, 1959).  
The  term  knowledge  worker  has  since  been  defined  in  a  number  of  different  ways, 
suggesting that there is no set definition for the term. However, Elliman et al. (2005) believe 
that Kidd (1994) provides one of the clearest and more useful definitions, because it narrows 
down  the  number  of workers  that  can  be  defined  as  knowledge workers:  “the  defining 
characteristic of knowledge workers is that they are themselves changed by the information 
they process.” 
Although  it  can  be  argued  that  the  above  is  true  for  all  human  beings,  Kidd  says  that 
information is the primary motivation of knowledge workers and the job that they are paid 
to do. Thus, under Kidd’s definition clerical and communication workers  are not knowledge 
workers,  because  the  information  is  external  to  the  person  and  does  not  change/inform 
them. Elliman  et al.  (2005)  clarify  this by explaining  that  communication workers  arrange 






(e.g.  tools  for word processing)  , so buildings contain and organise space, and 
make their content accessible and useable.” 
                                                                                             Cicognani (2003)   
Space as defined by  the Encyclopaedia Britannica  (2009)  is a boundless,  three‐dimensional 
extent  in  which  objects  and  events  occur  and  have  relative  position  and  direction.  By 
applying  order  and  hierarchy  to  space,  architects  are  able  to  provide  comfortable  and 




when used  in a scholarly context  it  is usually accompanied by epithets such as  ‘Euclidean’, 
















Bartle  (2004) makes  the distinction between  space  and place. He  refers  to  a  space  as  an 




term cyberspace was coined by William Gibson  in 1982  in a science  fiction novel. He  later 
confessed that the term “seemed evocative and essentially meaningless. It was suggestive of 
something,  but  had  no  real  semantic  meaning,  even  for  me,  as  I  saw  it  emerge  on  the 
page”(Cicognani 1998, Wikipedia 2009a).  Despite its uncertain meaning whilst created, the 
word ‘cyberspace’ is now included in dictionaries and refer to “the online world of computer 
networks  and  especially  the  Internet”  (Merriam‐Webster’s  Collegiate  2009)  or  “all  of  the 
data  stored  in  a  large  computer  or  network  represented  as  a  three‐dimensional  model 
through which a virtual‐reality user can move” (Collins English Dictionary 2004). Cyberspace 
is commonly used as a synonym of virtual worlds.  
Cyberspace  is  not  a  place  for  molecular  manifestation,  but  results  of  electronic 
transformation of linguistic events. A characteristic of space is its livability, or the possibility 
of  dwelling.  If  livability  is defined  by  ‘molecular  presence’,  then  cyberspace  is  not  livable 
(Cicognani 1998). 
Cicognani (1998) makes the following insightful observations on the various types of spaces: 





• cyberspace  has  control  over  its  time,  whereas  physical  space  is  affected  by  its 
irreversibility; 
• cyberspace  is  an  ‘actual’  zone,  activities  can  take  place  there,  such  as  exchange  of 
information, modifications  of  computer  generated  environments,  communities  can 
find  ways  of  aggregation  (e.g.  newsgroups,  mailing  lists,  all  language‐based 
environments); 
• communities,  intended  as  groups  of  people  sharing  the  same  interests,  as well  as 
actions, are also possible in cyber‐, physical and social space; 
• mental  space  is, above all,  the  space  in which  the organisation of communities and 
actions, and therefore their time are shaped; and 








problems  (Cicognani  2003),  including  office  environments.  Further  discussion  on  virtual 

















the  technologists’ definition of  technology which  is about “how  things are done or made”, 
and  advocates  the  idea  that  technology  is  “how man  does  or makes”.    This distinction  is 
fundamental as it opposes the traditional concept that technology is something extrinsic to 
humans, and  instead favours the  idea that  it  is part of the human nature (Chaharbaghi and 
Willis 2000).   
Chaharbaghi  and Willis  (2000)  sustain  that  “technology  is  generally  viewed  as  something 
extrinsic,  ignoring  the  fact  that we  have  always  been  technology  creatures,  technology  is 
intrinsic to us. When technology  is viewed as  intrinsic, humans drive technology. This  is the 
reason  why  the  most  appropriate  technologies  are  those  which  develop  a  natural 
relationship with us.” 
2.5.1 The technology of technology 
Chaharbaghi  and Willis  (2000)  argue  that  the  greatest  invention of humankind  cannot be 
found  in  technologies  themselves,  but  in  the  technology  of  technology.  They  define  the 
technology of  technology not as a  fixed  state of being  (technology  itself) but as a natural 










or  exists.  Creativity  is  the  driving  force  behind  technology  as  it  is  the  one  which 
identifies the opportunities.  
• Contextualisation:  For  the  technology  to  be  exploited  it  needs  a  definition  of  the 
exact  context within which  it  is  to  be  exploited.  The  delivery  system  needs  to  be 
compatible with this context.  
• Tool making: The implementation of the delivery system involves the manufacture of 
the  tools  necessary  for  consistent  exploitation  of  the  opportunity.  The  subsequent 
outcome is what toolmakers refer to as technology. 
• Exploitation:  Is  when  the  consumer  benefits  from  the  technology.  The  resulting 
technique describes  the  relationship  the  consumer establishes with  the  technology. 
This  relationship  varies  from  individual  to  individual  depending  on  the  context  in 





At  the contextualisation phase  the meaning of  technology adopts an  ‘original orientation’, 
which  refers  to  the  promise  of  a  better  future  that  does  not  yet  exist.  Then  technology 
acquires  a    ‘directional  orientation’.  That  is,  newly  conceived  technology  provides  a  new 
context, enabling things to be done that could not be done before, or existing things to be 
done differently. The emphasis of the operational orientation  is on how a result  is brought 













by  John  von  Neumann,  an  information  theorist.  Von  Neumann  said  that  the  ever‐
accelerating  progress  of  technology  gives  the  appearance  of  approaching  some  essential 
singularity  in the history of the race beyond which human affairs, as we know them, could 
not continue (Ulam 1958). 
Kurzweil  argues  that  technological  change  is  exponential.  This  means  that  technology 
capability starts slowly and  is virtually unnoticeable, but beyond a certain point  (known as 
the  knee  point)  the  curve  turns  explosive  and  profoundly  transformative,  drastically 
changing  the  future.    Figure  2.5  plots  the Million  Instructions  Per  Second  (MIPS)  speeds 













Kurzweil  (2005)  believes  that  by  2030  we  will  be  producing  about  1026  to  1029  CPS 
(Calculations Per Seconds) of nonbiological computation power. This is roughly equal to the 
estimated capacity of all living biological human computation, but not a profound expansion 
of  it. Kurzweil,  therefore,  sets 2045 as  the date  for  singularity, by  then “the nonbiological 
intelligence  created  will  be  one  billion  times  more  powerful  than  all  human  intelligence 
today”  (Kurzweil  2005).    Linking  intelligence with  processing  power  takes  a  considerable 








instructions  per  second.  Finding  three  dimensional  objects  in  a  clutter,  known  as  “bin‐
picking”, requires 10,000 MIPS (Moravec 1998).   
Moravec (1998) argues that a 100 million MIPS computer may be programmed to ‘think’ like 
a  human,  but  humans  cannot  imitate  100 million MIPS  computers  because  our  general 
purpose  calculation  ability  is  under  a  millionth  of  a  MIPS.  The  considerable  excess  of 
processing power goes to simulate thinking.  














transforming  the way we do almost everything,  in a  fashion  that  is modifying our  society. 
Human society is evolving due to the merging of information and knowledge  in the form of 






“Technology  and  society  are  inseparable”,  they  are  in  constant  interaction  and  influence 
each other. The  former “impacts, shapes and  redefines society”, and  the  latter affects  the 
development  of  technology,  its  implementation  and  diffusion  (Surry  and  Farquhar  1996). 
Therefore, and although technology is developed to serve a social function (Segal 1994), our 
current  social environment  is a  consequence of  technology. Proof of  this are  the  impacts 
that technological revolutions defined as an “accelerating and unprecedented technological 
change”, have had in the course of our history (Castells 1996).  
Before  the  first  Industrial Revolution, China was a dominating culture  for most of  the pre‐
Renaissance  history;  after  1492  the  Spanish  empire  was  a  world  power  for  over  two 
centuries.  The Muslim Moorish  civilization  dominated  the Mediterranean  and  influenced 
Africa and Asia. However, after the first industrial revolution, and because of it, the western 






later,  featured  the  development  of  electricity,  the  internal  combustion  engines,  and  the 
beginning  of  communications  technologies.  It  is  important  to  note,  however,  that  the 
fundamental  scientific knowledge  required  for  the  first  Industrial Revolution was available 
100 years earlier, but the social conditions were not mature enough (Castells 1996). 
In  the  Industrial Revolution  a  sudden  and  unexpected  surge  of  technological  applications 
transformed processes, created new products and shifted wealth and power to those who 
mastered the new technological system. A set of macro‐inventions prepared the ground for 
the  development of micro‐inventions  that  created  fundamental  and  irreversible historical 
discontinuity (Castells 1996). On the other hand Behling and Behling (1996) argue that whilst 
the  new  technologies  of  the  industrial  revolution  allowed  architects  and  builders  to 
transcend  the  limitations of human  scale, buildings  started  to  surrender  to  the  control of 
technology itself rather than using technology as a tool for architecture. 
The  Industrial Revolution set the basis  for the  Information Technology  (IT) Revolution, and 
both have many similarities in the way they evolved and impacted our world. However, what 
characterises  and  differentiates  the  IT  revolution  is  the  application  of  knowledge  and 
information to knowledge generation and information processing‐communicating devices in 
a cumulative feedback  loop between  innovation and the uses of  innovations. That  is, users 
and doers became  the  same because  information  technologies are not  simply  tools  to be 
applied, but also processes to be developed (Castells 1996). As noted by Kurzweil (2005) the 
Industrial Revolution extended  the  reach of our bodies,  the  IT  revolution  the  reach of our 
minds. 
New forms of social and technical division of  labour were  introduced by the  IT Revolution. 
Whilst  the  transformation  of  manufacturing  started  during  the  1980’s  through  the 
development  of  microelectronic‐based  machinery,  it  was  not  until  the  1990’s  that 
networked  computers  transformed  the  information‐processing  activities  of  the  services 
sector.    IT  replaces  repetitive  and  routine  tasks  that  can  be  encoded  in  a  programmable 
sequence, yet it is unable to do work that requires analysis and decision at the level that the 
human  brain  can  (Castells  1996).  Still,  this  level  of  mechanisation  has  been  enough  to 
transform the office work and with that our society. “The mechanisation of office work is an 






the  increasing  use  of  technology  is  dramatically  changing  the way  people  live  and work.                                    




Giuliano  (1985)  defines  an  office  as  a  place  where  people  read,  think,  write,  and 






itself,  or  just  a  small  room  (e.g.  cubicle).  Office  can  also  refer  to  the  people  within  an 
organisation. The Collins dictionary  (2004) defines office as: 1) “a  room or  set of  rooms  in 
which business, professional duties, clerical work, etc., are carried out.”, 2)“the building or 




tasks  and  send  important messages  through  their  design  to workers,  visitors  and  clients 
(both current and prospective).    
2.7.1 History  
Office work,  that  is  collecting, ordering, manipulating, and passing on of  information,  in a 
place  called  office  is  a  recent  phenomenon.  The  idea  of  bringing  a  number  of  people 










today’s  office. Whilst  equipment  such  as  adding machines,  typewriters,  telephones,  etc. 
made people’s  jobs  easier,  their  size  and  cost make  it necessary  for  them  to be brought 
together in places where the technology could be used and shared (Marmot and Eley 2000). 
This need for congregation gave birth to the office building. 





































Until  the  late  19th  century,  the  height  of  office  buildings  did  not  exceed  five  stories. 











due  to  the shared  foundations and  roof,  the cost  then  increases with  the  requirements of 
the  structure  to  support  it. Buildings higher  than  six  stories  cannot  rely on brick walls  for 











the  cost of  the  steel, material only,  required  for  the  structure of  such  a building  in 1867 
would have been on average US$332,000 compared to only US$48,000, 28 years later.  
The other factor restraining the height of the buildings was the problem of moving people 
vertically.  In  fact, prior  to  the development of  the elevator,  the market value of  the space 
declined with the vertical distance from the street as people needed to walk up and down 
stairs  to access  it.   Although Elisha Otis  installed a steam passenger elevator with a safety 
brake in a five‐storey department store in 1857, it was not until 1874 that Otis Elevator Co. 
began producing hydraulic elevators. As a consequence of the development of elevators the 
price market of  taller  storeys  changed  as  companies  started  to pay  significantly more  for 




was  the highest office building  in  the world  (Officemuseum 2005).  In October 2003 Taipei 
101  attained  its  full  height  of  508 meters.  This  structure  houses  office  space  for  12,000 
people,  a  shopping mall  and  stock  exchange.  Its  elevators  can  travel  at  37 mph,  taking 
passenger to the 90th floor  in  less than 39 seconds (ABC 2003). However, on the 27 of July 
2008 Burj Dubai, still under construction, reached 160 completed floors (681.7m), making it 





There  literature  identifies  three  major  technology  developments  shaping  today’s  office 
environment and modern society:  the typewriter, the computer and the Internet. Below is a 







that  it  was  not  a  technological  problem  that  saw  typewriters  develop  400  years  after 
Gutenberg’s printing press. After  all,  clocks developed back  then had  a mechanism more 






1900 more  than 100,000  typewriters had been  sold and more  than 20,000 new machines 
were being built each year. Around  that same period, Morse’s  telegraph, Bell’s  telephone, 









large number of women were employed  in a previously male dominated environment.    In 
1955  the odds were  that  someone working at an  alphabetic  keyboard device was  female 
(Giuliano  1985).  Christopher  L.  Sholes,  inventor  of  the  first  production  typewriter,  was 
portrayed as the saviour of women because the typewriter gave them jobs  in offices which 
eventually translated into “economic power, an equal position in the labour force and a voice 
in  business”  (Type  writer  museum  2005).    The  association  of  females  working  with 
keyboards,  especially  at  a  secretarial  level,  became  so  strong  that  it was  one  factor  that 
slowed down the adoption of computers at managerial levels later on.  
The  first  half  of  the  twentieth  century  experienced  a  refinement  of  existing  and 
development of office technologies  like the teletypewriter, automatic telephone switching, 
the  electric  typewriter,  duplicating machines  and  copiers,  calculators,  tape  recorders  for 
dictation,  offset  printing  presses  (small  enough  for  office  use),  and  data‐processing 
equipment operated with punched paper cards. Due to the increased office communication 
fostered by these technologies there was a fast expansion in the number of people engaged 
in  white‐collar  work  (Giuliano  1985).  The  term  ‘white‐collar’  was  coined  to  make  a 
distinction  of  those  people working  in  industrial  factories,  usually wearing  blue  overalls,  
‘blue‐collar  workers’,  and  those  at  offices  which  soon  became  to  be  known  as  ‘paper 
factories’, usually wearing white shirt collars (Marmot and Eley 2000).   
2.7.2b The computer 
‘Colossus’ was  the world's  first programmable, digital, electronic,  computing device and  it 
was used by British code breakers to read encrypted German messages during World War II 
(Wikipedia 2008). However, it was not until mid‐1960’s, 20 years later, that large businesses 
started  using  computers  to  do  ‘back  office’  tasks  like  storing  payroll  data  and  issuing 
cheques, controlling inventory, etc.  












that  the proportion of Australian businesses making use of  IT  increases with employment 
and  income  size.  By  June  2003,  100%  of  businesses  with  100  or more  employees  used 













new World Wide Web  (WWW)  project.  The Web  was  invented  by  English  scientist  Tim 
Berners‐Lee in 1989 (Wikipedia 2008b). 
Together  with  computers,  Internet  has  revolutionised  the  way  businesses  access  and 
transmit information (e.g. web sites) and communicate (e.g. email). In June 1998 just 29% of 
businesses had Internet access and only 6% of them had web presence, by the end of June 
2007,  87%  of  businesses  had  Internet  access  and  34%  web  presence.    As  previously 
mentioned above,  the  relationship between  the company size and  the  level of  technology 





The  use  of  IT  not  only  varies  with  the  size  of  the  company  as  seen  above,  but  across 
industries as well. At  the end of  June 2007,  the  industries with  the highest proportions of 
businesses with  Internet  access were  ‘Professional,  Scientific  and  Technical  Services’  and 
‘Information Media and Telecommunications’  (both 98%), whereas  the  lowest  rate was  in 
‘Accommodation and Food Services’(68%). ‘Information Media and Telecommunications’ also 
had the highest proportion of businesses with a web presence (65%), whilst the lowest web 
presence was within  the  ‘Transport, Postal and Warehousing’  industry  (14%  )  (ABS‐1301.0 
2008). 
More  detailed  information  on  adoption  of  IT,  used  for  the  development  of  the  research 









sense does not  refer  to  classical  connotation of  ‘industrial age’      (XIX Century).  Instead  it 
relates to the extent of industrialisation in office‐based processes.  
The Pre‐industrial office, Figure 2.7 (left side of figure), depends on the performance of the 
individuals, without much  benefit  from machines.  There  is  little  systematic  organisation. 
Each person works  independently, physically moving  around  to  retrieve  a  file.  Individuals 







The  Industrial  office,  on  Figure  2.7  (centre),  is  a  response  to  the  limitations  of  the  Pre‐
industrial office and introduces the principles of work simplification, specialisation, and time‐
and‐motion efficiency.  It  is essentially a production  line. Work moves from desk to desk as 
parts  move  along  an  assembly  line.  Jobs  are  simple,  repetitive  and  unsatisfying.    The 
fragmentation  of  responsibility  created  bureaucracy  and  proliferation  of  paperwork. 
Workers  do  not  know  the  overall  task  to  which  they  are  contributing.    Errors  are 





new  technology, yet  it  returns  to people‐centred work  rather  than machine‐centred work. 
The machine is paced to the needs and abilities of the person who works with it. Instead of 
executing a small number of steps repetitively for a large number of accounts, one individual 
handles  all  customer‐related  records.  Staff  reduction  of  as  much  as  50%  is  common. 
Information is updated as it becomes available, and there are no uncertainties related to the 





The  rooms hatched on  the  Industrial and  Information Age offices are  rooms dedicated  to 
host  technology, or made possible only by communications  technology – as  in  the case of 












of work)  features Bodin  and Bodin  (2008)  identified 5 office  types drawn  from Ahlin  and 











Rooms  along  the  façade  of  the 
building  offering  every  room 
access to a window; consequently, 
long  corridors  that  connect  small 
offices to each other. 
Most of  the amenities are  found within 









Workstations  are  often  freely 
arranged  in  the  room,  sometimes 





the  shared  room  office,  except  when 
used  for  team‐based  work.  People 
sharing  a  room  tend  to  have  similar 
work  assignments.  The  team‐based 








Shared  room  with  workstations 
that  are  often  freely  arranged  in 
groups. Screens between different 
workstations  reduce  noise  and 
provide  some  privacy  at  the 
individual workstation.  
Sometimes  amenities  can  be  found  at 
the  individuals’ workstation.  Employees 
mainly  work  individually,  on  routine‐











not  a  defining  feature,  the  flex 
office  includes  ‘backup  spaces’ 
that  enable  concentrated  work, 
private phone calls, meetings, and 
so  on.  Dimensioned  for  <70%  of 




Depends  on  good  information 
technology  to  enable  employees  to 
choose workstation  freely  in  the  office 









No  strict  spatial  definition,  but 
contains individual workstations in 
either  an  individual  room  or  an 
open plan office. There is access to 
‘backup  spaces’  that  enable work 
activities that cannot take place at 
the personal workstation,  such  as 
specific  work  functions,  full‐time 
project  rooms,  and  meeting 
rooms. 
Teamwork  and  the  sharing  of  common 
amenities  define  this  office  type.  The 
office  work  is  independent  in  its 
character,  as  well  as  interactive  with 
colleagues  in  teamwork.  The  teams 
move  around  in  the  office  on  an  ‘as‐







Most contemporary workplace designs have an open plan  layout. Furthermore,  it  is usually 
this characteristic that makes the environment feel contemporary. Nonetheless, open plan is 
at  least 116  years old  (as  at 2009).  Figure 2.8  shows  the main Office of  the Home Office 












The  New  South Wales  Government Workplace  Guidelines  states  that  “organisations  like 
open plan offices because they tend to be smaller and thus cost less on a per employee basis 





guidelines,  Becker  and  Sims  (2000)  are  quoted:  “work  environments  that  are more  open 
create more opportunities for observing and  learning from those with more experience and 
different skills”. Parallel, Monaghan (2009) highlights the financial advantages of open‐plan 
offices  and  notes  that  "walls  cost  money  and,  combined  with  separate  lighting  and  air 
conditioning, individual offices could cost 20% to 25% more than an open‐plan format”.   



















Bodin and Bodin  (2008) attribute  the good  results  in  terms of health, well‐being, and  job 
satisfaction  among employees  in  cell offices  and  flex offices  to be most  likely because of 
their ability to meet the need for personal control. They also found support  in the work by 




and  Bodin  (2008)  note  that  it  allows  workers  to  choose  their  workstation  according  to 
personal preference or work  tasks.  It  also  gives  the workers  the opportunity  to mix with 
different  colleagues  when  they  so  wish  and  offers  easy  access  to  ‘backup  space’  for 
meetings. 
Oommen et al. (2008) examined textbooks and journal articles in relation to  various issues 
that  affect  employees  in  an  open  plan  work  environment  and  found  that  90%  of  the 












country  need  to  rethink  the  open‐plan  environment  in  their  offices...  The 




environments  before  embracing  such  workplace  designs.  Further,  they  recommend  a 




Since  1964,  when  IBM  introduced  a  magnetic‐card  recording  device  into  a  Selectric 
typewriter, the future of the office, but most of all our expectations of  it, changed forever. 
However, and although technology, even that of the 80’s, would have allowed us to have a 
“paperless,  push‐button,  electronic world where  high  finance  meets  high  technology  in  a 
triumph of white collar productivity” (Immel 1985), today most offices are far from achieving 
this goal.    In May 1983  the magazine Popular Computing conceded “progress  towards  the 
office  of  the  future  has  been  slower  than  many  expected”  (Immel  1985).  The  long wait 
together with  the high expectations  set  for  the office of  the  future have created disbelief 




future’. His  remarks  that  technology  is not  the  problem, but  its  implementation,  and  the 
people, are still valid today (more than 25 years later). Following is an extract from Vallee’s 
book illustrating this: 
“’Tell me,  then, what  you  think of  the..’ There Dr Breeze paused,  took a  long 


















to  expand  their  capabilities.  That  particular  office  of  the  future  is  going  to 
happen of course. Whether we like it or not.’ 
‘So what are you worried about?’ 
‘I just don’t think  it’s that simple. An office has people  in  it, you see. They have 
lives  and  ambitions  and  needs  and  emotions.  They  interact.  Most  of  the 
‘productivity’ everybody  talks about  comes  from  the  interaction, not  from  the 
ability to write and process pieces of paper. And those machines will do nothing 
for  the people  interaction. So  the benefits  from having all  that hardware may 
not happen for 10 years, or 20 years ...’ 
‘And when they do happen?’ 
‘By  then  other  things  will  have  change  drastically  under  pressures  of  the 
technology.  So  the  real  problem  is  much  larger  than  making  offices  more 











However,  in  Japan, 2002,  there were 160 official cases of  ‘karoshi’, death  from overwork, 
and  43 more  people  committed  suicide  because  of  overwork.  The  French  government  is 









productive  in  an  otherwise  unproductive  time.”  (Ward  2005). We  have  become  slaves  of 
technology. Still, there are other factors like globalisation, competition and global trends of 
corporate downsizing that are forcing staff to work at different time zones and to bear the 
load of  fallen colleagues. The consequences are, according  to  the Human Capital  Institute, 
that “the 40‐hours workweek is a bit of a myth now” (Tischler 2005). 
The SUSTEL project  (2004), discussed  in more detail  in  section 2.9.1a The SUSTEL Project, 
shows that a large number of teleworkers across 5 European countries reported an increase 









   Denmark  Germany Italy Netherlands UK – BT1  UK‐BAA2 
Increased  23.4%  41.2% 38.5% 56.5% 75.7%  38.9% 
Stayed the same  76.6%  54.4% 42.3% 30.4% 18.3%  50% 





Hours/week  Denmark  Germany Italy Netherlands UK – BT  UK‐BAA 
0‐5  72.7%  78.6% 50% 38.5% 29.1%  71.4% 
6‐10  27%  21.4% 40% 46.2% 40.2%  28.6% 
11‐15  ‐  ‐ ‐ ‐ 15.4%  ‐ 
16+  ‐  ‐ 10% ‐ 11%  ‐ 
 
Nevertheless, the above seems not to be the case across the board; it is more applicable to 
certain  types of  jobs  like  investment banking and management  consulting. The Bureau of 







































represents  not  only  the  idea  of  pure  information  crossing  digital  networks,  but  tangible 







99  million  tons  per  year.  “The  appearance  of  information  technology  seems  to  have 
accelerated  the use of paper, not diminished  it”  (Brown 2000).   The  advent of e‐mail has 
increased office paper use by 40%, the more information people receive and have access to, 
the more  people  need  to  print  it.  In  fact,  information  and  knowledge workers  use  three 
times more paper than the average office worker (Reid 2003).  
In 2002 we stored about 5 exabytes of new information on paper, film, optical, or magnetic 
media. As described by  the New York Times  such  figure  is equivalent  to  the  sum of every 
word  ever  spoken  by  humans  since  the  dawn  of  time  (Swartz  2004).  In  “How  much 
information?”,  a  study  done  by  UC  Berkeley’s  School  of  Information  Management  and 
Systems,  an  estimated of 3 billion  archiveable pages  are  generated by US  companies per 
year. Based on the US  figures the researchers made an educated guess that each year the 
world produces 7.5 billion archival pages. That  same  study established  that 200 pieces of 
paper  requires 1 cubic  foot  (0.028 m3). Therefore, a space of 267,857,142,857 m3,    that  is 
267.86 billion m3 are  required every year  to host such amount of paper. As a comparison, 
and  requiring  considerable  less  space,  that  same  amount  of  information  can  be  stored 
electronically using 195 terabytes (Lyman and Varian 2000). 
According  to Brown  (2000),  the reason why we cannot get rid of paper, and why so many 
attempts  to do  so, or at  least  reduce  its use, have  failed  relies on a misunderstanding of 
what  paper  is.  He  describes  paper  as much more  than  “a  shell  to  be  cast  off  now  that 
information has  reached maturity”.   According  to Sellen and Harper  (2002)  there are  four 




touch  screen  that  can be operated with a  stylus)  to  take and  store notes, which  together 
with  other  efforts  like  document  management  systems  have  freed  up  storage  space. 









conventional  flat  panel  display,  which  uses  a  backlight  to  illuminate  its  pixels,  e‐paper 









different  colour on  each half  that  is  charged differently  (positive or negative). By  turning 
them, rotating them, images and or text can be displayed (Gyricon 2005).   
Plastic  Logic  is a  spin‐off  company  from Cambridge University's Cavendish  Laboratory and 
specializes  in polymer transistors and electronics (Wikipedia 2009). They have developed a 





like: do  certain people need  to  come  to  the office? Does  the office need  to  take a  certain 
form? Can we do things differently and more efficiently? are redefining the way we work by 
offering a new array of different working options (Marmot and Eley 2000).  
Teleworking,  hot‐desking  and  virtual  office  are  the most  common  AWW  and  are  further 
discussed  in  sections  2.9.1  Teleworking,  2.9.2 Hot‐desking  and  2.9.3  Virtual  office. Other 
alternative ways of working include (Marmot and Eley 2000; Stocks 1998): 
• Hotelling:  A  pre‐booked  version  of  hot‐desking.  The  facilities  are  provided  by  a 
‘concierge’ to minimise downtime; 








A  study done  in  the UK by Actium Consult and Cass Business School  (2005)  suggests  that 
alternative ways of working make  financial  sense.  Figure 2.11  shows  a breakdown of  the 















Actium  (2005) claims  that  through  flexible working a medium size business  (500 staff) can 
make a saving of £0.77m per annum on property costs.  However, flexible working alters the 
traditional ratio of 65% property costs, 35% IT to 55% property and 44% IT, the remaining 1% 












Another  incentive  to  adopt  alternative  ways  of  working  is  the  environmental  benefit. 













which a) work  is performed  in a  location remote from central office or production facilities, 
thus  separating  the  worker  from  personal  contact  with  co‐workers  there;  and  b)  new 
technology enables  this separation by  facilitating communications.” A shorter definition of 
teleworking  is  given  by  the  UK  Trades  Union  Congress:  “Distance  working  facilitated  by 
information and communication technologies”  (Martino 2001). 
Because  teleworkers  use  data  links  from  afar,  some  literature,  especially  that  of  the  US 
refers  to  teleworking as  telecommuting  (Marmot and Eley 2000).   Although  in most cases 
teleworking and telecommuting are used as synonyms, Nilles makes the following distinction 
by defining  teleworking as “any  form of substitution of  information  technologies  for work‐
related  travel”, whereas “telecommuters are generally employees of some organisation, as 
contrasted to people with home‐based business” (Martino 2001). 
Jack  Nilles,  identified  by  the  literature  as  the  father  of  teleworking,  describes  offices  as 
‘information factories’, where ‘information workers’ have to report in order to do their work.  
That has been the model for more than one hundred years. However, between 1973 and ‘74 
using  a  real  company  of  two  dozen  people  as  ‘a  guinea  pig’,  Nilles  demonstrated  that 
telecommuting  could work.   Nevertheless, he  soon  identified  that  the major  challenge  to 
successfully  implementing  teleworking  was  not  technology,  but  people:  “A  crucial  extra 
ingredient to make telecommuting work is an attitude shift.” Still, back in 1998, he predicted 
that by the end of the year 2000 there will be more than 23 million telecommuters in the US 














2004  44.4  (24.1  employed  teleworkers  plus  20.3  self‐employed 
teleworkers) 
 
Teleworking  seems  to  be  becoming  a  global  trend.  In  1999,  the  European  Electronic 






the  labour  force  was  engaged  in  teleworking,  with  countries  like  Finland  and  Sweden 
registering 16.8% and 15.2%, respectively (Gareis and Kordey 2005). 
Australia has been involved in teleworking since the mid 1980s, or even for more than half a 
century  if the outback radio communications system  is considered.   Prior to 1998 Australia 
was  well  below  its  forecast  potential,  yet  it  recovered  lost  ground  and  reached  values 
forecasted  by  1998.  “Quite  possibly  future  growth will  be  at  or  even  above  the  nominal 
growth curve” (Nilles 1999). According to Martino (2001) a quarter of the Australian working 
population  could  be  teleworking  and  because  of  its  large  geographical  area  and 
underpopulated regions, it appears to have a natural interest in teleworking. 
In  2004,  the  Australian  Government  established  the  Australian  Telework  Advisory 
Committee  (ATAC),  a  taskforce  set  to  advice  on  options  and  impediments  to  the 
development  of  telework  for  employees  and  businesses.  ATAC  had  its  final meeting  on 
February  2006  at  which  it  recommended  the  Government  to  encourage  the  growth  of 
telework. Below is a list of teleworking benefits identified by ATAC (2009):  
• Recruitment and retention: Telework reduced avoidable staff turnover by over 20%.  







• Sustainability:  Telework  also  has  the  potential  to  reduce  traffic  congestion  and 
emissions and reduce energy consumption. 
• Work life balance:  Telework better supports employees’ work life balance. 
• Other: Other benefits  include  improved  information  access,  time  savings,  improved 
communications,  increased  sales, more  face‐to‐face  contact with  clients  and  easier 
contact with employees. 
 
Teleworking  enables  organisations  to make more  effective  use  of  space  and  can  reduce 
overall demand for buildings.  In a study by SUSTEL (2004), 12 out of 30 companies needed 
less office space as a result of telework, and an additional three were expecting such benefit 
in  the near  future.  Further,  in  the  case of Word Association,  a UK  company,  teleworking 
allowed them to close their central office. 
A  study by  the UK Royal  Institute of Chartered  Surveyors  revealed  that British businesses 
were wasting up  to €25 million  a  year  through  inefficiency  in  their use of property.  That 
same study concluded that an office space optimisation program could free up space which 
could  be  used  to  ease  the  housing  shortages  in  London  and  surrounding  areas  (SUSTEL 
2004). 
The  advantages  of  adopting  teleworking  models  are  many,  including  benefits  to  the 
environment,  cities,  companies  and  individuals.  Teleworking  helps  reduce  the  need  for 
roads,  which  due  to  economic  and  space  constraints  cannot  follow  the  increase  of 






However,  teleworking  is not easy  to  implement. A  relationship of  trust between manager 











Another  problem  is  the  strong  role  that  the  physical  office  still  plays.  Giuliano  (1985) 
describes the attributes of a physical office as home for organisations, a place to meet face 




not  like  to  work  at  home;  I  like  to  keep  home  and  work  separate.  I’ve  got 
everything  I need  in the office, and  I’ve got the people  I need  in the office. The 




The SUSTEL project  is one of  the most  important  researches done on  teleworking. Whilst 




















Better  work  performance,  less  absenteeism,  and  improved  recruitment  and 





Whilst  there was  an  increase  of  energy  costs  for  teleworkers  (e.g.  extra  home 








Most  felt  that  teleworking  had  a  positive  influence  on  their  competencies  and 













Teleworkers  reported avoidance of  congested periods and  less  travel. However, 















Teleworking  can  reduce  overall  demand  for office buildings  which  will 
considerably improve the environment.  Mobile teleworking results in redesign of 
work  spaces and,  sometimes  relocation. Negative  impact on  transport  if  flexible 








Finally,  in  the personal and  social  impact, SUSTEL  found  that on balance,  teleworking was 

















life  and  that  telework  played  a  positive  role.  They  reported  better  work 
performance  and  psychological  benefits  from  greater  control  of  personal  time, 
reduced  stress  of  commuting  and  the  opportunity  to  spend  more  time  with 
partners  and  children.  The main  negative  factors  are  feeling  unsupported,  and 
missing the human interaction of an office. Up to 58% of survey respondents felt 















Hot‐desking  is a term derived from  ‘hot bunking’, a practice used to save valuable space  in 
warships where  a  person  coming  off watch  crawls  into  a  shared  bunk  just  vacated  (still 
warm)  by someone going out to do his shift. In workplace terms, hot‐desking is the concept 




people  use  their  assigned working  space.  Such  analysis  can  show  that  desks  can  have  a 
vacancy of as much as 80% during the working day. Whilst employees may be aware of this, 
such information “is rarely translated into information bearing directly on the use of space.”  
IBM undertook an  investigation  in  the UK, Canada, US,  Japan and Australia, based on  the 
assumption that its sales force should not be in the office, yet doing ‘face time’ with clients. 
As a consequence, an active sales  force would  leave behind valuable and expensive office 
space. This also applies  to other  type of employees  like consultants,  journalists or anyone 
whose job keeps them out of the office more than in. Therefore an office, or a department 
within an office, will have unused space depending on its type of employees.  










Whilst  the  financial  advantages  of  hot‐desking  could  be  easily  understood,  deciding  how 
many desks will be shared amongst how many people and establishing the rules of sharing 
and how  to deal with personal  items  storage  is not as easy  (Marmot and Eley 2000).   An 
important  issue  with  hot‐desking  is  that  it  takes  away  the  sense  of  belonging  and  the 
emotional ownership of space which are two very secure symbols for people. Hot‐desking is 




Therefore  the virtual office goes a  step beyond  teleworking as  it allows office work  to be 





implementation  can produce drastic  results. Amongst  the most  talked‐about virtual office 
implementation (for the wrong reasons) is that of Chiat/Day. 
Self‐defined  as  a  frustrated  architect,  Jay  Chiat,  head  and  founder  of  Chiat/Day,    a 
multimillion dollar advertising agency,  believed that the environment impacts the quality of 
work  and  the  type  of  people  it  attracts  (Seo  1999).  He  also  believed  that  chaos  breeds 
creativity, which might  have  been  his motivation  to  put  in  place  the most  controversial 
virtual office project (MacDonald 1999). 
Chiat  roughly  identified  two  categories  of  office  design:  a)  traditional  office  design,  or 
‘storage  architecture’,  where  “employees  park  themselves  at  little  archives  of  personal 
trinkets  and  business  files  that  soon  grow  obsolete”  and  b)  virtual  offices  or  ‘resource 
architecture’,  which  eliminates  the  privatisation  of  individual  workplace  and  offers 
employees  the option  to  choose  their own  schedule  and place of work  (home or office). 
Chiat used to say that in a virtual office “you will have private space, it just won’t be personal 
space”(Supervert 1995; Berger 1999).   
Chiat’s  vision was  clear:  “Take  away  employees’  cubicles  and  desks  equip  them  all  with 
portable phones and Powerbooks, and turn them into wandering nomads who could perform 
their tasks wherever they  like. No time clock to punch” (Tsuchiya and Vithayathawornwong 














headed  to  the  ‘concierge’  and  ‘store’ windows,  to  sign  out  a  Powerbook  (laptop)  and  a 
programmable portable phone, which needed  to be  returned at  the end of  the day. Once 





• All  information needed to be stored  in the computer system. Sightings of paper were 
followed by  emails  reminding  employees  that  the new office  should be  a paperless 
office. All documents were scanned and put into the system.   
Following are the results of such policies (Berger 1999):  
• Since  employees were  not  allowed  to  leave  any  stuff  anywhere  in  the  office,  they 
started using  their  car’s  trunk as  file  cabinets or hiding  important papers,  contracts, 
storyboard, etc. and then forgetting where they had left them;  




• There were more people  than equipment, due  to  a  scaled‐back equipment package 




• Part of  the original  idea was  to  foster people  checking out of  the office  to work  at 
remote  locations.  Such  option was widely  adopted  to  avoid  the  scrutiny  of  Chiat’s 
virtual office rules. As one employee said, “in a virtual office you can’t hide.” However, 





































Each  technology  revolution has been  identified by a predominant  type of building. During 
the  agricultural period barns, byres, warehouses  and  transport depots were  amongst  the 
predominant  buildings.  Throughout  the  manufacturing  period,  or  industrial  revolution, 
factories  and  power  stations  flourished.  For  the  new  industrial  state  it  was  the  office 
building. However,  in  today’s  society,  the  information  society,  it  is not  clear what  type of 
building will be required (Marmot and Eley 2000). 
“The business of  the  future may be run by executives who are scarcely ever  in 






Despite  the  logarithmic  rate  of  technology  development  discussed  in  section  2.5.2 
Singularity  point,  technology  adoption  seems  to  follow  a  linear  rate,  sometimes  even 
stalling.  In Australia, “between June 2002 and June 2003, growth  in use of  IT generally was 







The  future  of  the  office  depends  to  a  large  extent  on  how  well  AWW  are  adopted  by 
companies. Putting aside  the challenges of  implementing  these alternatives,  the  inertia of 
traditional methods  and  the  inherited  human  resistance  to  change  can  further  delay  the 
process.    In  1872  Walter  Bagehot,  a  British  businessman  and  journalist  on  economics 
literature and government, wrote: “one of the greatest pains to human nature is the pain of 
a new  idea.  It… makes you  think  that after all, your  favourite notions may be wrong, your 
firmest  beliefs  ill‐founded… Naturally,  therefore,  common men  hate  a  new  idea,  and  are 
disposed  more  or  less  to  ill‐treat  the  original  man  who  brings  it”(Bagehot  1999).  It  is 
interesting that this quote is still applicable after 137 (as at 2009) years.  
In 1903 Gabriel Tarde a French sociologist, plotted the first S‐shape diffusion curve showing 





Then,  in  1943,  Bruce  Ryan  and  Neal  Gross  studied  the  diffusion  of  hybrid  seed  corn 








is communicated  through certain channels over a period of  time among  the members of a 











b. Dynamically  continuous  innovation:  Can  be  either  a  new  product  or  a 
fundamental change to an existing one; and 
c. Discontinuous  Innovation:  A  totally  new  product  which  introduces  new 
patterns.  
2. Diffusion  through  the social system: The means by which messages get  from one 
individual  to another. The nature of networks  in which  information  flows and  the 
roles opinion leaders play  in them determine the likelihood that the innovation will 







of  education,  little  communication  with  outsiders,  lack  of  economic 
rationality and are one‐dimensional in adapting and viewing others. 
b. Modern:  As  opposed  to  the  traditional  system,  this  social  system  has  a 
developed  technology,  values  education,  accepts  free  thought  and  new 
ideas,  has  strong  preparation  and  high  importance  on  economic 
considerations.  It also has the ability to see and understand other people’s 
situations. 




which “the  individual  is exposed  to  the  invention but  lacks complete  information about  it” 
then,  in  the  interest  stage  “the  individual  becomes  interested  in  the  new  idea  and  seeks 
additional  information  about  it.”  Next,  at  the  evaluation  stage  the  “individual  mentally 
applies  the  innovation  to  his  present  and  anticipated  future  situation,  and  then  decides 
whether or not to try it”. It follows the trial stage where “the individual makes full use of the 
innovation”. Finally, at the adoption stage “the individual decides to continue the full use of 
the  innovation”.   However,  throughout  the awareness  to  the  trial  stage  the  individual has 
the option  to  reject  the  innovation. Once adopted,  the  innovation can be discontinued by 










the  individual  (or  the  decision  maker  unit)  is  the  unit  for  the  adoption  process.    He   
identifies  five  types of  adopters depending on  their  readiness  and  capability  to  adopt  an 
innovation as defined below.   
1. Innovators: The  risk  takers. They have  the ability  to understand and apply  complex 
technical  knowledge  and  to  cope  with  high  degree  of  uncertainty  about  the 
innovation. Most importantly, however, they control substantial financial resources to 
absorb possible loss from an unprofitable innovation. 
2. Early  adopters:  They  are  successful  and  respected  by  peers.  Their  high  degree  of 
opinion  leadership  affects  most  systems  and  they  serve  as  role  model  for  other 
members or  society.  They play  a  key  role  in  the  adoption process determining  the 
time and extent in which an innovation will be adopted. 
3. Early majority: Whilst  they do not  take as much  risk as  their predecessors,  they do 
accept an innovation before the average person. They interact frequently with peers, 
yet  seldom  do  they  hold  position  of  opinion  leadership.  They  deliberate  before 
adopting a new idea. 
4. Late Majority: Their education and  income are  limited. Being sceptical and cautious, 
they will usually adopt the innovation under economic or peer pressure. 
5. Laggards:  They  posses  no  opinion  leadership,  are  isolated  or  surrounded  by  other 
laggards. Their  resources are  limited. Their point of  reference  is  the past,  therefore 








impact  in workplace architecture. However, predicting  the way and extent  to which  these 
















available  system  that  uses  magnetic  induction  and  their  proprietary  Surface  Connect 
Technology™ to  transmit electrical power via an ultra thin mat embedded in, or overlaid on, 
surfaces to electronic devices placed randomly on the mat (Powermat 2008).    
Powermat  technology  uses  inductive  coupling  to  transfer  energy  from  one  circuit 
component inside the transmitting Powermat to another one at the receiving end (electronic 










As  claimed  by  the  developers  of  the  technology  this  technology  has  the  potential  “to 
enhance  the  mobility  and  work  efficiency  of  personal  and  shared  spaces  by  facilitating 




However,  this  technology  stills  requires  a  direct  contact  between  the  appliance  and  the 




















into  it, but  the proliferation of electronic devices has  created  an  interest  and demand  to 
develop such technology (Hadley 2007).  












years  and  eventually  in  homes.  Telstra's  group  managing  director  for  enterprise  and 
government believes  that  "this next generation network  is  changing  the way we  live and 
work"  (AAP 2008). 
2.11.3 Concurrent Engineering   




conception  through  disposal,  including  quality,  cost,  schedule,  and  user  requirements” 
(Pennel and Winner 1989).   
The  left diagram  (A)  in  Figure 2.18  shows  the  traditional  serial design, also  known as  the 
sequential or ‘waterfall’ approach. This process  is generally characterised by cycles of  issue 
resolution, usually during meetings, which can take days, weeks or months. By comparison, 
in  CE,  right  diagram  (B),  all  participants  can work  together  in  real  time, with  physical  or 
















to  accomplish  the  integration  of  design  with  other  functions  (and  removing  functional 
barriers) requires  the use of cross‐functional  teams. These  teams may  include people with 
expertise  in production, marketing,  finance, service, or other relevant areas, depending on 




CE  saves cost and  time  for concept generation and  trade  studies. They have been able  to 
reduce  concept  design  time  from  6‐12  months  to  1‐2  weeks  and  study  costs  from 
USD$1,000,000 to USD$60,000 (CIFE 2008).    
Figure 2.19  shows  the architectural CE  layout adopted by Team X. There are  three  rooms 
hosting  three  areas  of  design:  Instrument,  Architecture  and Mission  Study  teams.  These 
rooms  are  specifically  designed  not  only  to  allow,  but  promote,  collaboration  between 
engineers  from  diverse  disciplines  like  propulsion, mechanical,  thermal  and  so  on  (CIFE 
2008). Team X and Stanford University argue that a multi‐screen  interactive environment is 
necessary to allow disparate design teams to describe and explain their own models and to 















and methodology.  As  described  by  Kunz  and  Fischer  (2008):  “The  environment  includes 
multiple  touch‐sensitive  displays,  each  showing  the  projected  screen  of  a  computer.  The 
method  attempts  to  remove most  non‐value  adding  diversions  from  the  attention  of  the 
design  staff as  they participate  in a CE  session,  such as  clarifications of goals, methods or 
vocabulary,  secondary  responsibilities  and waiting  for  responses  to  questions  from  fellow 













The differences between  these  two  rooms are various. Two of  the most apparent are  the 
concentration of people, which is higher in the CE room (computers occupy less space than 
drawing  boards)  and  the  fact  that  the  CE  room  cannot  benefit  from  natural  light  as  the 
1960’s studio did due  to monitor glare. Most  importantly  (for  this study), however,  is  that 
people  in the 1960’s studio needed to physically displace to see the design of others or to 
collaborate, which in itself would have hindered a CE approach.    






highlights or changes an aspect of one,  the  integrated models can highlight or change  the 
dependent  aspects of  related models. The models  are multi‐disciplinary  in  the  sense  that 
they represent all the AEC project stakeholders (Kunz and Fischer 2008).  
Given  the  intensive multidisciplinary  collaboration  required  to  develop VDC models,  Kunz 
and Fischer (2008) recommend the use of  iRooms. iRooms are collaborations rooms similar 
to the ones used by Team X. The investment of an iRoom is estimated in USD$70K, including 
hardware,  software  and  training.  Investment  that,  they  argue,  can  dramatically  increase 
revenue under the right market (Kunz and Fischer 2008).    
These  types  of  rooms, with  different  names,  are  starting  to  be  adopted  by  various  AEC 
companies. Figure 2.22 shows what Skanska, one of the world’s leading construction groups, 
refers to as ‘Virtual Big Room’. The room has a High Definition (HD) video and smart boards 












surveyors  at  NCC,  a  leading  Swedish  construction  company.  Before  VDC,  engineers  and 
quantity surveyors of  this company used  to sit  in separate groups at different parts of  the 





benefits  reported by  the adoption of  this methodology  suggest  that  it will be adopted by 
more companies across more disciplines.  
2.11.4 Virtual worlds 
Bartle  (2004)  argues  that  there  is  vast  potential  for  virtual  worlds  in  a  variety  of  areas 
including  geography,  sociology,  anthropology,  psychology,  gender  studies,  economics, 
theology, and the most important for this research: architecture.   
Virtual  worlds  offer  architects  various  advantages  over  the  physical  world.  As  noted  by 
Cicognani  (2003)  planning  of  physical  spaces  needs  to  go  through  a more  complex  and 
longer series of approval procedures than virtual spaces before having any chance of being 
implemented. Also, the development and changes to physical space are slower, more costly 
and  considerably  more  difficult  to  achieve.  For  example,  reorganising  virtual  worlds  is 































activities  required  by  the  environment.    As  a  consequence, many  of  these  communities 
dissolve  after  short  periods  or  require  considerable  ‘refurbishments’.  However,  the  cost 
involved  in the process together with the risk of discouragement,  if not alienation, of users 
are considerable.  
Cicognani believes  that architects understand space and how  to manipulate  it presumably 
better  than  any  other  profession,  and  as  such  they  should  be  given  the  responsibility  to 









that  Cicognani  (2003)  believes  architects  should  consider  whilst  designing  virtual 
environments. 




own.  Both  materials  (real  and  virtual)  also  need  to  be  used  following  a  specific 
technique (construction method for real world, programming language commands for 
virtual ones).   
• Coherence:  This  is  related  to  world  physics  and  states  that  the  metaphorical 
coherence of an online environment  is  fundamental  for  its utility and  flexibility. This 
means  that  when  designing  the  parts,  designers  need  to  consider  how  suitable 







an  element  does  not  correspond  to  the  metaphor  it  represents,  it  becomes 
inconsistent, difficult to use and organise. Coherence  is thus very  important to allow 
users to take the first steps towards understanding the principles applicable to these 




online worlds,  designers  can watch  the  effects  of  their  actions  in  a  relatively  short 
period  of  time,  compared  to  design  actions  performed  in  the  physical  world. 
Moreover, designing a building and constructing  it are  two very separate processes, 
which also  require very different  skills. However,  in virtual buildings  the design and 
construction process often overlap. 
• Control:  Being  able  to  check  the  results  of  a  design  without  waiting  for  the 
construction phase, leads to more control of the design and the possibility to modify it 
until  the  desired  results  are  achieved.  Further,  the  control  is maximised  in  virtual 
environments  because  the  designer  is  usually  the  builder,  as  opposed  to  physical 
buildings.  Also,  in  virtual worlds  each  item  has  an  owner  and  only  that  owner,  or 




Because of  the above and, as previously mentioned  in section 2.4 Space  (and cyberspace), 
virtual worlds are paramount to this research as they can ease and decongest physical world 
situations,  or  create  new  solutions  to  common  architectural  problems  including  office 
environments. Thus, a more comprehensive review of this technology is done below.  
2.11.4a Background 
A  virtual  world,  also  known  as  MUD  (Multi‐User  Dungeons),  refers  to  an  environment 
(world)  in  which  its  inhabitants  are  self‐contained.  The  adjective  ‘virtual’  combines  the 
concept of  real  (that which  is) with  imaginary  (that which  is not)  to become  that which  is 
not, having the form or effect of that which is (Bartle 2004).  
Virtual worlds are  implemented by a  computer  (most  likely a network of  computers)  that 
simulates a specific environment. Virtual worlds may have different purposes, but they share 
similar characteristics which differentiate them from other computer based interactions like 









world. Since virtual worlds developed  in  the gaming  industry, characters are usually 
referred to as players or avatars, rather than users; and  
• Real‐time:  feedback  of  the  interaction  that  happens  in  the  in‐world  between  the 







Virtual worlds originated as  computer  games, and despite having many applications,  they 
are  still more  popular  and  generate  considerably more  revenue  in  the  computer  game 
industry  than  in  any  other  application. Whilst  first  virtual  worlds  relied  on  text  only  to 
describe  the  environment  and  events  occurring  in  them,  the  introduction  of  graphics 
overtook text‐based MUDs  (Bartle 2004). 
As noted by Bartle (2004) the conception and evolution of virtual worlds is marked not only 
by  various  developers  and  technologies,  but  by  changes  in  their  commercialisation 





game  that  combined  his  interest  in  writing  computer  programmes.  The  introduction  of 
modems and JANet (Joint Academic Network) allowed virtual worlds to extend beyond Essex 
University. At this stage the software was limited to 36 simultaneous players. Other students 
started  to write  their own virtual worlds  from scratch, but  they all eventually  ran  into  the 
same maintainability problems.  In  late 1979 Avatar, the  first ever  fully  functional graphical 




in  the  US  via  CompuServe  and  in  UK  via  CompuNet.  Around  this  time  a  new  computer 






The  third  age,  from  1989  to  1995,  is  characterised  by  a  ‘viral’  spread  of  virtual  world 
development across various universities. However, their functionality was still very  limited. 
Players  could only  create  things  and  spent most of  their  time doing  just  that  and  talking 
about  it.  Still,  a  study of  traffic on  the NSFnet backbone  in  1993  showed  that  10% of  all  
transferred data could be attributed to virtual world players.  
During  the  fourth  age,  from  1995  to  1997  virtual worlds  became more  popular  as  they 




of  CompuServe  profits.    The WWW  (World Wide Web)  changed  all  this  and most  of  the 
games that had been on services like CompuServe set themselves up as independent games 
on the Internet.  
Finally,  by  the  fifth  age,  from  1997  to  2003  (end  of  Bartle’s  review),  at  least  a  hundred 
graphical  virtual worlds were  announced. However,  by  the  end  of  2000  there were  only 









was  clear  that  there was more  to  them  than being mere  games. Nonetheless,  a problem 




the point  that virtual worlds are a medium  through which many services  (games  included) 




for  the purpose of  immersion. He also believes  that whilst virtual worlds  require a service 
(e.g.  internet connection)  to access  them,  they are not a  service  themselves:  “restaurants 
provide  a  service,  but  the  food  they  serve  isn’t  a  service.” Above  all  definitions,  Bartle  is 
convinced that virtual worlds are not games. Even  the virtual worlds created to be games, 
are  not  games.  Virtual worlds  set  the  venue  as much  as  a  sport  stadium  does,  but  the 
stadium is not a game.  
Bartle (2004) defines virtual worlds as places: “Virtual worlds are places. They may simulate 
abstractions  of  reality,  they may  be  operated  as  a  service;  creating  them may  be  an  art; 
people may  visit  them  to play games. Ultimately,  though,  they are  just a  set of  locations. 
Places.” This definition anchors the importance of virtual worlds to the office of the future.  
2.11.4d World physics 
World physics are  the set of rules  that govern  the behaviour of objects  (people,  furniture, 
trees, etc) inside the virtual environment.  Although creating virtual worlds has the potential 
of  liberating  us  from  the  rules  of  real  world  physics,  people  could  get  confused  by  an 
alternative  physics  (Bartle  2004).  Introducing  a  world  physics  helps  users  to  better 
understand the environment (Bartle 2004, Cicognani 2003).  
As mentioned by Bartle:   “If  I push a door [in the real world] the door opens.  If  I push on a 
virtual door, the virtual door opens.  I could  just as easily make  it that  if  I push on a virtual 
door, virtual birds fly out of a virtual mug.” Breaking the standard convention of cause‐and‐
effect rules  interrupts the virtual world. On the other hand, anything that adheres to them 
implicitly  supports  the  illusion  that  the  virtual  is  real.  Thus,  virtual world  physics  aims  to 
implement the obvious so that users do not have to suspend any disbelief and their senses 
pass the information right by without comments (Bartle 2004).   
Virtual world  designers  are  faced with  numerous  decisions whilst  developing  their world 
physics. As noted by Bartle (2004), at what rate will virtual ice melt?  













virtual world  immersion. As  further discussed  in Chapter 9, being able  to read emotions  is 
important  for work  related  collaboration. Brave  and Nass  (2003)  argue  that  emotion  is  a 








argue  that emotion  through  facial  recognition  can  reach as high as 90‐98% accuracy on a 
small set of basic emotions. However,  they recognise  that current recognition systems are 
tested almost exclusively by asking subjects to make specific facial movements or emotional 
expressions,  rather  than natural expressions  resulting  from actual emotions. The problem 
remains  of  distinguishing  real  emotions  revealed  by  real  body  language  and  emotions 
concealed by synthetic body language.   
Cacioppo et al.  (1997) argue  that not all emotions are accompanied by  visual perceptible 
facial  action.  Through  speech  rate,  pitch,  intensity  and  articulation,  voice  can  also  reflect 
emotions like fear, anger, sadness, happiness and disgust (Murray and Arnott 1993).    
2.11.4e Second Life 
Second  Life  is a virtual world developed by  Linden  Lab,  launched  in  June 2003  (Wikipedia 
2009c).  In 2006, Linden Lab claimed that Second Life was running on a couple of thousand 
servers  and  covered  an  area  (in  real  terms)  of  30  thousand  acres,  equivalent  to  Boston, 
Massachusetts, in the US.    
Second  Life,  as  defined  in  their website,  is  a  “free  3D  online  virtual world  imagined  and 
created by  its Residents. From  the moment you enter  second  life, you will discover a  fast‐
growing world filled with people, entertainment, experiences and opportunity”. Second Life is 



























Linden  Lab  argues  that  whilst  their  interface  and  display  are  similar  to  other  popular 
Massively Multiplayer Online Role Playing Games (MMORPGs), they have two characteristics 
that  set  them  apart  from MMORPGs:  creativity  and ownerships.  Linden  Lab  sustains  that 
Second  Life  is  creative because  it provides  “almost unlimited  freedom  to  its  residents”  so 
that the world is defined by what users make of it. In terms of ownership, residents “retain 
intellectual property of rights over their in‐world creations” (Second Life 2009).    
To be able  to use Second Life users/players need  to download a  free viewer available  for 











making  and  selling  goods  and  services, holding  events,  and playing  games. Residents  can 







Whilst  joining Second  Life  is  free, a premium membership  (which  includes  L$1,000  signup 
bonus,  a  weekly  stipend  of  L$300  and  land  ownership)  can  cost  between  USD$6.00  to 
USD$9.95  per  month.  Land  purchase  cost  up  to  USD$1,000  per  region,  plus  a  land 
maintenance fee of USD$295.00 per month (Second Life 2009).     
Linden Lab claims that Second Life enables organisations to build costume immersive spaces 
and applications  that  increase productivity,  creativity, and  innovation whilst  cutting  travel 
costs and doing business  in a more eco‐friendly way. Fortune 500 companies,  like  IBM and 
Northrop  Grumman,  are  amongst  their  clients  using  Second  Life  as  collaborative  virtual 
workspace (Second Life 2009).   
Second Life / IBM Case study 
A  recently  released  case  study  jointly  done  by  Linden  Lab  and  IBM  documents  the 
experience of  the  latter hosting a conference and  their annual meeting  in Second Life. As 
noted by people involved in these two events, they were quite successful and are regarded 
by  Linden  Lab  as  a  “real  proof  that  working  in‐world  works”  (Second  Life  2009).  It  is 
important  to note, however,  that  firstly,  this  case  study  is based on a  conference and an 
annual meeting,  and  although  it  could  be  argued  they  have  interactions  similar  to  those 
experienced  whilst  working,  they  do  not  translate  to  working  in‐world  experiences. 
Secondly, the case study shows no evidence of following academic case study protocols as 
the  one  suggested  by  Yin  (refer  to  Chapter  6)    or  similar  authors. As mentioned  by  one 
‘blogger’  in Second Life: “I think  in time there will emerge the academic studies or  industry 
studies  on  their  own,  after  all,  you  can't  expect  [Linden  Lab]  to  undertake  the  process  of 
industry  analysis  of  itself.”  Thus,  results  and  comments  from  this  ‘case  study’  should  be 
taken with  caution.  Still,  this  document  is  valuable  to  the  extent  that  it  documents  the 
experience of using virtual worlds for non‐gaming large scale events.         
In  late 2008  IBM’s Academy of Technology  (AoT) held  their  first  large  scale Virtual World 
Conference.  The  200  plus  participant  conference  was  hosted  in  a  secure  Second  Life 





could  return  to  work  immediately.  As  a  consequence,  IBM  believe  they  saved  up  to  
USD$320,000 by doing the conference virtually. The President of AoT mentioned that:  “the 






Parallel  to  the cost benefits,  IBM were also satisfied with  the way people used  the virtual 




2 week notice  the  real‐life event  in Florida, US, was cancelled and  the organisation of  the 
Second Life conference started. This event was larger in scale than the previous conference 
and  had  a  varied  agenda  running  over  3‐days which  required  different  types  of  spaces. 
Whilst some of the previously developed environments designed for the virtual conference 
were able to be re‐used,  the complexity of the event prevented the exclusive use of Second 
Life  and  some  portions  of  the  event  utilised webcasting  and  video  conferencing  (LL/IBM 
2009).  
Social time, such as (virtual) cocktail hours, was scheduled and at the end of the conference 
the  organisers  scheduled  a  two‐hour  networking  event  on  the  beach.  AoT’s  members 
gathered around drinking virtual beers and chatting whilst others took virtual hang gliding or 
jet  skiing  lessons  (LL/IBM 2009).  Figure 2.24  shows  a  screen  shot of one of  the breakout 
areas  of  the  Annual  General  Meeting.    This  ‘picture’  shows  participants  of  the  event 







felt  like  I was physically  there. And  I would watch myself walk around and  talk  to people” 
(LL/IBM 2009). 









Rivers Run Red  Inc.  is  the US based  company behind  IMMERSIVE WORKSPACESTM, a work 
collaboration platform developed in Second Life.   Their system allows clients to use a virtual 
environment  to  virtually meet with  other  people,  broadcast  their  desktop,  connect with 
colleagues and have a journal of the activities done in the virtual world (RiversRunRed 2009). 
The  company  claims  the  their  work  space  solution  creates  a  virtual  space  devoted  to 





by  creates  a  less  stressful  environment,  allowing people  to  address  and  create  a balance 
between work, travel and family/leisure time (RiversRunRed 2009). 








was  further detailed  in  this  chapter  and  the  various models proposed by  several  authors 
reviewed. An individual analysis of these three concepts within the focus of the research was 
done.  Generational  change  was  the  focus  for  People,  the  nature  of  space  and  an 
introduction  to cyberspace  (virtual worlds) was  the  focus  for Space,  finally  the concept of 














a  review  of  SUSTEL  Project),  hot‐desking  and  virtual  office.  Chiat/Day  attempt  of  virtual 
office  was  included  to  illustrate  the  risks  of  introducing  technology  without  taking  into 
consideration people’s needs.  
It  is  considered  that  the  future of  the office depends  to a  large extent on how AWW are 
adopted by companies and as such Rogers’ diffusion of innovation theory was discussed.  
Finally, a review of wireless electricity, hologram conferencing, concurrent engineering and 














well as describes and  justifies  the proposed  research design and methodology  to address 
them.  
This  chapter  is  divided  in  two  sections.  The  first  section,  Research  design,  defines  the 
research  questions  and  classifies  them  into  variance  and  process  questions.  The  second 
section,  Research  approach,  defines  the  epistemology,  ontology,  theoretical  perspective, 
methodology and methods adopted by the research. This last section, together with relevant 
sections of Chapter 5 were edited and published  in the conference paper “Research model 





properly  address  the  research  questions  and  produce  results  in  a  useful  and meaningful 
fashion to architects, facility managers and business managers.   
3.2.1 Research questions 





Based on Maxwell  (1996)  the above questions  can be  classified  into variance and process 
questions.  Question  ‘a’  is  a  variance  question  because  it  focuses  on  differences  and 
correlations and tries to establish whether or not there is a particular relationship between 
technology changes and workplace architecture. On the other hand, question ‘b’ is a process 
question because  it  focuses on how things happen. The  focal point of process questions  is 
not  in  explaining  a  difference  in  a  dependent  variable  in  terms  of  some  independent 




3.1. However, as noted by  several authors  (Creswell 1994; Vaus 1995; Maxwell 1996)  the 
initial  research  questions  evolved  as  new  issues  emerge  from  continuously  reviewing  the 














SQ‐V‐1  Will  there be a change  in  the  type
of  office  space  required  in  the 
future? 
This question  tests whether  IT has  any  effect on 
the  kind  of  space  required  to  perform  work 
activities.   
SQ‐V‐2  Will  there  be  a  change  in  the 
amount of office space required  in 
the future? 
This question  tests whether  IT has  any  effect on 








SQ‐P‐1  Why  is  IT  changing  space 
requirements  in  the  office 
environment? 
The  focus  on  this  question  is  not  to  explain  a 


































of  change  in  office  design.  Pressures within  the  organisation  like  corporate  decisions  to 
combine  departments  to  improve  communication  and  integration,  can  also  change  the 
design of  the place where people work,  refer  to  Figure 3.2. Chapter 2 also described  the 
impact  of  generational  trends  (demographics)  in  the  workplace.  Studying  each 
organisational  influence  on workplace  design  is  out  of  the  scope  of  this  research.  Thus, 
whilst  this  research acknowledges  that other  factors  (e.g. global markets and outsourcing) 




















































































Epistemology  is  a  way  of  understanding  and  explaining  how  we  know  what  we  know. 
Epistemology  deals with  the  “the  nature  of  knowledge,  its  possibility,  scope  and  general 
basis”  (Hamlyn  1995)  and  “is  concerned  with  providing  a  philosophical  grounding  for 
deciding what kinds of knowledge are possible and how we can ensure  that  they are both 
adequate  and  legitimate”  (Maynard  1994).  Crotty  (1998)  identifies  three  main 
epistemological positions and describes them as follows: 
1. Objectivism  sustains  that  things  exist  as  meaningful  entities  independently  of 
consciousness and experiences. Truth and meaning  reside  in  the objects. Therefore, 
meaningful  reality  exists  as  such  apart  from  any  consciousness.  Under  this 
epistemological  point  of  view,  the  objective  truth  can  be  unveiled  because 
understandings and values are objectified in the people being studied; 
2. Constructionism  is  diametrically  opposed  to  objectivism.  Constructionism  sustains 
that  there  is  no  objective  truth waiting  to  be  discovered  because  the  subject  and 








3. Subjectivism  is similar to constructionism, but with the difference that  in the former 
the meaning  is  imposed  into  the  object  by  the  subject  rather  than  coming  out  of 
‘interplay’ between subject and object as in the latter. In subjectivism the object does 
not contribute at all to its meaning.  







object. Whilst  some  researchers  seek  objective  and  universally  generalisable  conclusions, 




areas,  by  the  view  that  “all  knowledge,  and  therefore  all  meaningful  reality  as  such,  is 
contingent  upon  human  practices,  being  constructed  in  and  out  of  interaction  between 








Crotty  (1998) points out  that  some authors  (e.g. Creswell 1994) establish a necessary  link 
between  objectivism  in  epistemology  and  realism  in  ontology.  Thus,  realism  ontology  is 
compatible  only  with  objectivism  epistemology,  not  constructionism.    This  renders  the 
adopted  constructivism  epistemological  position  of  the  research  incompatible  with  its 
realism posture in ontology.  
Nevertheless, Crotty  (1998)  challenges  such  traditional posture and notes  that  “realism  in 
ontology and  constructionism  in epistemology  turn out  to be quite  compatible”. Whilst he 
agrees that there is a world independent of the consciousness: “the world is there regardless 
of whether human beings are  conscious of  it”, he  sustains  that  the world only becomes a 
world of meaning when meaning‐making begins  to make  sense of  it. Existence of a world 
without a mind  is conceivable. Meaning without a mind  is not. Therefore,  it  is possible  for 










behind  the methodology and providing a  context  for  the process as well as grounding  its 
logic and criteria. It is an approach to understand and explain society and the human world. 
As  a  consequence,  the  adopted  theoretical  perspective  will  generate  a  number  of 
assumptions that will impact in the methodology (Crotty 1998).  
From  the  list of options shown on Table 3.2 above, positivism  is ruled out as a  theoretical 




Interpretivism  emerged  in  contradistinction  to  positivism;  as  a  reaction  to  the  effort  of 
making natural science out of the social (Schwandt 1994; Crotty 1998).  
Max Weber, the founder of interpretivism, suggests that human sciences are concerned with 
‘Verstehen’  (understanding)  focusing  in  the explicative approach, as opposed  to  ‘Erklaren’ 
(explaining)  used  in  the  natural  sciences  which  focuses  on  the  causality.  The  different 
methods  employed  by  each  lead  to  the  distinction  between  qualitative  and  quantitative 
research methods. However, the debate on whether human and social sciences should use 
different methods from that of the natural sciences predates Weber (Crotty 1998).  
Philosopher Wilhelm Windelband    pointed  out  a  logical  distinction  between  natural  and 
social reality which is originated by the different point of view used in each case. In the case 
of nature, science  is after consistencies, regularities, the ‘law’ (nomos). On the other hand, 
human affairs are  concerned with  the  individual    ‘case’  (idios). As a  consequence, natural 
science  seeks  what  Windelband  refers  to  as  nomothetic,  whilst  the  human  and  social 
sciences seek idiographic knowledge (Crotty 1998).  
Based  on  this  distinction,  Heinrich  Rickert  sustains  that  natural  sciences  should  use 
‘generalising’ methods in order to establish general laws over and against an individualising 








2. Symbolic  interactionism:   believes  that our understandings are affected by  culture; 
and 





















Next  down  from  the  theoretical  perspective  is  methodology,  refer  to  Figure  3.3. 
Methodology  is  the  strategy  behind  the  choice  of  particular methods.  The methodology 
inherits  all  the  assumptions  established  in  the  epistemology,  ontology  and  theoretical 
perspectives as previously discussed (Crotty 1998).  
In  Crotty’s  (1998)  model,  the  distinction  between  qualitative  and  quantitative  research 
occurs at the  level of methods, not at the  level of epistemology or theoretical perspective. 
This  model  challenges  the  widely  spread  conception  that  objectivist  research  must  use 
quantitative  methods  whilst  subjectivist  research  must  limit  to  qualitative  methods. 
Quantification  is by no means ruled out within non‐positivist research. Any rules that apply 
are  between  epistemology  and  theoretical  perspective  (first  two  columns  of  Table  3.2 
above). Between these two columns the relationships are limited (one cannot be objectivist 
and interpretivist at the same time).   
The quantitative paradigm  comes  from an empiricist  tradition established by Comte, Mill, 
Durkheim, Newton and Locke (Smith 1983). It is an “inquiry into a social or human problem, 
based on testing a theory composed of variables, measured with numbers, and analysed with 
statistical  procedures,  in  order  to determine whether  the predictive  generalisations of  the 
theory  hold  true”  (Creswell  1994).  On  the  other  hand,  the  qualitative  paradigm  is  a 
countermovement  to  the quantitative  tradition which began  in  the  late 19th century with 
Dilthey, Weber, and Kant (Smith 1983) and it is an “inquiry process of understanding a social 
or  human  problem  based  on  building  a  complex,  holistic  picture,  formed  with  words, 
reporting detailed views of informants, and conducted in a natural setting” (Creswell 1994). 




On  the other hand, Crotty  sustains  that a  research  “can be qualitative or quantitative, or 
both qualitative and quantitative, without this being in any way a problem”.   
Without making  the  distinction  between  quantitative  or  qualitative methods,  Yin  (1994) 



























History  How, why No No 
Case study  How, why No Yes 
 
Based  on  the  above  and  as  further  explained  in  section  3.3.5  Survey,  survey  is  the 
methodology adopted by this research. However, as explained  in Chapter 6, the test of the 









in  a data matrix  that  allows  comparison  and  analysis of  such  data  (Vaus  1995). A  survey 












Like  any  other methodology mentioned  in  Table  3.2  above,  surveys  have  disadvantages. 
Following is a synthesis of philosophical and technical criticism of surveys (Vaus 1995).   
• Surveys cannot adequately establish causal connections between variables.  
• Surveys are  incapable of getting at  the meaningful aspects of  social action. Because 
actions are the actions of conscious people who make choices, have memories, wills, 
goals, and values which motivate behaviour.  
• Surveys just  look at a particular aspect of people’s belief and actions without  looking 
at the context in which they occur.  
• Surveys assume that human action  is determined by external  forces and neglect the 
role of human consciousness, goals, intentions and values.  
• Survey  research  is  a  sterile,  ritualistic  and  rigid model  of  science  centred  around 







• Surveys  are  too  statistical  and  reduce  interesting  questions  to  totally 




research’s  limits and constraints which will be taken  into account  (together with the other 
research design and approach constraints) when generating conclusions.  Still, and in spite of 
its  disadvantages,  survey  research  is  probably  the  best  known  and  most  widely  used 
research methodology in the social sciences (Babbie 1990).  
3.3.5a Type of Survey 
The  type of survey used  in  this  research  is a cross‐sectional survey. That  is, data  from  the 
sample  is collected at only one point  in  time. As a consequence,  the  survey describes  the 












Due to the cost and  impracticality of collecting  information from everyone  in a group, data 





surveying all members of  the group  (Vaus 1995). Sampling  is a survey method  that uses a 
segment of  the population  in order  to make estimated assertions about  the nature of  the 
total population from which the sample has been selected (Babbie 1990). 
Sample  surveys can be more accurate  than  interviewing every member of  the population. 
There are two main reasons for this paradox. First, the quality of the data collected in a large 




known,  chance  of  being  selected  (Fowler  2002).  Since  survey  samples  must  accurately 
represent  the populations  from which  they  are drawn  to provide useful  estimates of  the 
characteristics of that population, the highest risk is that the selected sample misrepresents 
the population  from which  it belongs. Therefore, conscious and unconscious sampling bias 
must  be  avoided.    Methods  like  Simple  Random  Sampling  (SRS),  systematic  sampling, 
stratified sampling and multistage cluster sampling vary from literarily ‘pulling names out of 





representative  samples.  This  method  reduces  the  risk  of  distortion  due  to  the  under‐
representation  of  groups within  the  population.  Stratified  sampling  uses  a  homogeneous 
population  which  produces  samples  with  smaller  sampling  errors  than  a  heterogeneous 
population  (Vaus  1995).  This  is  achieved by organising  the  population  into  homogeneous 
subsets  (with  heterogeneity  between  subsets)  and  selecting  the  appropriate  number  of 
elements from each subset. The choice of stratification variables are prioritised by those that 
are  strongly  related  to  variables  that  need  to  be  accurately  represented  in  the  research 
(Babbie 1990).  
It  is relevant  for  the study  to understand  if  there are differences  in  the work environment 
and working habits between professions. For this, two distinctive professions will be studied: 
Designers  and  Accountants.  Similarly,  it  is  important  to  know  if  there  are  differences 























The key  to stratified sampling  is  the way people are organised  in  the sampling  frame. The 
sampling frames are ordered into groups according to the category of the stratifying variable 







1. It  is  the  absolute  size  of  the  sample  that  is  important.  That  is,  the  size  of  the 
population from which we draw the sample is largely irrelevant for the accuracy of the 
sample.  Except,  when  the  sample  size  represents  a  sizable  proportion  of  the 
population (10 %) in which a slightly smaller sample is equally accurate;  
2. Within small samples, a small increase in sample size leads to a substantial increase in 
accuracy. However,  increasing  the  samples  in  larger  samples does not  increase  the 
accuracy in the same proportion, refer to Table 3.6. Beyond a certain point, the effort 
of increasing the sample size is not worth it in terms of the extra precision;  
3. A  more  homogeneous  sample  achieves  a  higher  accuracy  level.  That  is,  for  a 







5 or 95  10 or 90 20 or 80 30 or 70 40 or 60  50/50
1%  1,900  3,600 6,400 8,400 9,600  10,000
2%  479 900  1,600 2,100 2,400  2,500
3%  211 400  711 933 1,066  1,100
4%  119 225  400 525 600  625 
5%  76 144  256 336 370  400 
6%  100  178 233 267  277 
7%  73  131 171 192  204 
8%    100 131 150  156 
9%    79 104 117  123 



































reduction  of  sample  size.  Whilst  this  problem  could  be  minimized  by  using  techniques 
designed to reduce non response, even with good techniques in place there is about a 20% 
non‐response. Therefore, the  (minimum) recommended sample size  for this study  is 200 + 








what extent  it occurs  (Babbie 1990; Fowler 2002; Vaus 1995). Babbie  (1990)  sustains  that 
demonstrating  lack of  response bias  is  far more  important  than achieving a high  response 
rate. 
The nature of bias associated with non‐response differs amongst mail, telephone, online and 
personal  interview procedures.  In  the  case of mailed  surveys  (the  adopted method),  it  is 
people who have a particular  interest  in  the  subject matter or  the  research  itself  that are 
more  likely  to  return mail questionnaires. A mail  survey with  low  response  rates may be 
significantly biased  in ways  that are  related directly  to  the purpose of  the  research. Other 







Lacking  any  other  clear  information  that  might  arose  during  the  questionnaire 
administration time, a return graph  is the best way to estimate non‐response biases  in the 











The adopted  research epistemology  is constructionism,  its ontology  realism,  its  theoretical 



































A question  in a survey  instrument  is not a conversational  inquiry, but a means to obtain a 
measure. Its counterpart, the survey answer, has no  intrinsic value because  it  is a response 
evoked in an artificial situation contrived by the researcher. A survey answer is valuable only 
to  the  extent  that  it  has  a  predictable  relationship  to  facts  or  subjective  states  that  the 
researcher  is  trying  to measure  (Fowler 2002). A good questionnaire  is one  that produces 
truthful,  accurate  answers.  In  order  for  answers  to  be  good measures,  they  need  to  be 
reliable and valid (Bradburn et al. 2004). 
4.2.1 Reliability  
Reliability  is  a matter  of whether  a  particular  technique  (in  this  case  a  question)  applied 





al.  (2004)  for  self‐administered  questionnaires  were  adopted  in  the  design  of  the 
questionnaire to increase its reliability. 
• Standardised  instrument:  Survey  research  makes  the  necessary  assumption  that 
differences  in  answers  derive  from  differences  amongst  respondents,  rather  than 






questions mean  the  same  to  all  respondents.    Otherwise,  two  respondents  could 
provide  different  answers  to  the  same  question  just  because  they  understand  it 
differently.   
• Sensible questioning: Respondents are asked only questions  they are  likely  to know 
the answer to, and that are relevant to them. This will not only improve the reliability 
of the questionnaire, but  increase the response rate by  increasing the  interest of the 
respondent.  
• Closed  questions:  Survey  questions  can  be  classified  in  those  for  which  a  list  of 
acceptable responses  is provided to the respondent, known as closed questions, and 
those for which no list is provided to the respondent, known as open questions. Whilst 
open  questions  allow  the  researcher  to  obtain  unanticipated  answers  and  the 









• Even  number  scales:  Four  point  scales  can more  effectively  discriminate  answers 
because there is not a neutral option. If presented with an even number of response 
categories,  respondents who  feel  in  the middle must  lean  towards  one  end  or  the 
other of the distribution.  
• Reduction of ambiguity by definition of complex terms: Respondents tend to answer 
questions  even  though  the  questions  include  ambiguous  terms.  This  produces 
distorted data. To overcome this problem, a definition of unclear or ambiguous terms 
is provided in the proposed survey where required.  
• Single  questions:  When  respondents  are  faced  with  two  questions  in  the  same 
sentence,  they  need  to  decide  which  to  answer.  Because  such  decision  is  made 
inconsistently by different  respondents,  the  questionnaire becomes unreliable.  This 
problem  is overcome by  the use of  contingency questions  as  explained  in  the next 
point.  
• Contingency questions:  To avoid double questions (above) of when  certain questions 
are  relevant  only  to  a  subset  of  the  respondents,  the  correct  use  of  contingency 
questions facilitates answering the questionnaire and improves the quality of the data 







questionnaire  is as short as possible.   The quantity and quality of questions asked  is 
strictly  limited  to  the  information  required.  “Wouldn’t  it  be  interesting  to  know” 
questions were avoided.    
• Order of questions: Since respondents will try to answer  later questions consistently 







and  does  not  eliminate  the  effect.  Thus,  the  order  of  the  questions  needs  to  be 
carefully  planned. Demographic  data  like  age,  sex,  etc.  is  placed  at  the  end  of  the 
questionnaire in order to avoid the impression of a routine form, which can affect the 
motivation of the responder to complete the questionnaire. The questionnaire starts 
with  appealing  set  of  questions,  yet  not  complicated,  to  create  curiosity  which 
increases the likelihood of the questionnaire being fully answered. 
 
In  order  to  increase  reliability  (or monitor  it),  Berge  (1989)  suggests  that  in  addition  to 
essential  questions  geared  to  obtain  specific  information,  extra  equivalent  but  worded 
differently questions are also  included  in the questionnaire. Then, by comparing responses 











‘x’  is  related  to  ‘y’  via  ‘z’.  In order  to best measure  the  research  variables, Babbie  (1990) 
recommends  the  use  of  scales  and  indices  as  data‐reduction  devices  that  allow  the 
researcher  to  summarise  in  a  single  score  the  respondent’s  several  responses,  whilst 
maintaining  the  specific  detail  of  those  responses.  The  importance  of  indices  and  scales 
relies on the  fact that any single  item  is  likely to misrepresent some of the respondents  in 




same way  and  under  the  context  of  this  research,  establishing  the  respondent’s  level  of 
technology adoption by a single question  like:  ‘Do you have a computer?’, could  lead  to a 
wrong conclusion.  




be  measured.  The  nature  of  the  items  included  determines  how  specifically  or 
generally the variable is measured. 



















The  technology  index  identifies  the  level of  technology embraced by  the  respondent.  It  is 
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There  are  two  common  problems  that  arise when using  bivariate  relationships.  The  first,   




Each  response  is assigned either an A, B, C or D value depending on how  it  relates  to  the 





Following  is a discussion on  the  rationale of each of  the questions presented on Table 4.1 
above and the ranking of the responses based on the A to D scale.  
Question 1: ‘Do you use a computer at work?’ 
















The  CPU  (Central  Process  Unit)  is  the  microprocessor  of  a  computer.  As  mentioned  in 
Chapter  2,  the microprocessor  speed  has  exponentially  increased  since  the  world’s  first 
microprocessor. Figure 4.4 maps the  level of technology adoption of the respondent based 





















‘Other’  option  is  also  included  as  a  possible  answer  for  both  platforms  to  allow  for  new 
releases. Answers under ‘Other’ will be mapped and assigned a scale accordingly.   
Question  2.P/M.2:  ‘Which  software  and  version  of  word  processor  is  used  at  your 
workplace?’  
Given  that  word  processors  allow  users  to  do multiple  changes  to  a  document without 
extensive retyping, check it before printing and store it electronically for later use, they have 
largely  replaced  typewriters  since  the  1980’s. Word  processing  was  one  of  the  earliest 
applications for the personal computer  in office productivity. Computers have replaced the 
typewriter  (and  the  calculator)  in  the general office and  the drawing board  in design and 
engineering offices (Norris 2004; Wikipedia 2006a).  
Although  there  is  a  vast  assortment  of  software  packages  for word  processing  (including 
open  source,  proprietary,  freeware  and  online)  with  over  5  million  people  using  the 
Microsoft Office suite, MS Word  is widely considered the  industry standard. This  is so, that 
competitors need to be able to import and export files from/to Microsoft Word’s document 
format to stay afloat (Browne 2006; Wikipedia 2006a).  
However, Microsoft Word has not  always been  the word processor of  choice.  In  the  late 
1980’s and early 1990’s WordPerfect, from Corel, was the de facto standard word processor. 
Still, today, WordPerfect has avid users  in  law firms and a few universities and still  in 2005 
managed to license 50,000 seats of WordPerfect Office 12 to the United States Department 
of  Justice. However, WordPerfect  sales never  recovered  from  failing  to produce an earlier 
Windows version and from the aggressive marketing of Word as part of the Microsoft Office 




Open source  AbiWord, EZ word, GNU TeXmacs, Groff, Kword, Lyx, OpenOffice.org Writer, Ted 
Proprietary 
 
602  Text,  Ability  Writer,  Apple  Works  Word  Processing,  Applix  Word  –  Linux, 
Ashampoo Office TextMaker, Atlantis Ocean Mind, Easy Word, Evermore Integrated 
Office,  FrameMaker, GoBeProductive, Han/Gul,  Lotus Word Pro, Mellel, Microsoft 
Word,  Microsoft  Works,  Nisus  Writer,  Pages,  Papyrus,  PolyEdit,  SoftMaker 

































• Dial‐up:  The Australian Bureau of  Statistics  (ABS) defines  ‘dial‐up’  as  an  analogue 
connection  to  the  Internet  via  modem  and  dial‐up  software  utilising  the  public 
switched  telecommunications network  (telephone  line). As opposed  to broadband 





the  most  economic  option  (setup  and  service),  it  is  also  the  slowest.    ISDN 
(Integrated  Services Digital Network)  is  a digital  alternative  to  an  analogue  public 
switched telephone service and can carry voice, video and data. ISDN supports data 
transfer  rates  of  64  Kbps.  Another  version,  called  B‐ISDN  is  able  to  support 
transmission  rates  of  1.5 Mbps,  but  requires  fibre  optic  cable  and  is  not widely 
available in Australia  (ABS‐8129.0 2006; HelpWithPCs 2006; Whirlpool 2006). 
• Broadband: As defined by the ABS, broadband  is an  ‘always on’  Internet connection 
with an access speed equal to or greater than 256kbps. The most common broadband 
options  are:  (BroadbandGuide  2006; HelpWithPCs  2006; Whirlpool  2006; Wikipedia 
2006b) 
• ADSL (Asymmetric Digital Subscriber Line): ADSL became available in Australia in 
2000  and  it  is  the most  common broadband product  in  the Australian market. 










asymmetric  configurations  like  256/256  and  512/512  SDSL  are  available  in 
Australia,  but  cost  a  little  more.  One  of  the  biggest  ADSL  connection 
disadvantages is that it is not available in all areas, and the hardware cost can be 
quite significant when compared with the dial‐up option.  
• Cable  (Fibre  optic  cable):  Is  the  second most  common  broadband  product.  It 
operates over the pay TV fibre optic networks installed throughout metropolitan 
neighbourhoods  over  the  last  decade.  They  are  usually  very  fast  and  reliable 
connections.  In Australia  it  is only currently offered by  two providers: Bigpond, 
which  uses  Foxtel  pay  television,  and  OptusNet  Cable,  which  uses  Optus  pay 
television.  
• Wireless: Although new,  it  is a  fast growing  technology  that allows  its users  to 
connect  to  the  Internet without any physical connection.   A wireless modem  is 
connected to the computer which communicates via radio signal to a receiver in 
the neighbourhood. Despite being slower than a physical network, this service is 





• Satellite  (HST):  This  is  the most  expensive  alternative  for  getting  a high  speed 
connection to the Internet. However, it is the only way to access Internet in rural 
areas.   
If  home  users  are  included,  dial‐up  is  the  most  common  type  of  Internet  connection 
available  from  ISPs  (Internet Service Providers)  in Australia  (Whirlpool 2006). However,  for 
the  first  time  since  the ABS  started  its  survey, Broadband was  the most prevalent  type of 













main  connection  type.  This  is  a  dramatic  change  as  the  proportion  of  businesses  with 
Internet access increased only by 3 percentage points overall (ABS‐8129.0 2006).  
In its set of statistics (up to 31 December 2005) The Organisation for Economic Co‐operation 
and  Development  (OECD)  noted  that  on  broadband  penetration  in  member  countries, 
Australia has one of the fastest growing rates (along with Iceland, Finland, Norway and the 
Netherlands)  by  achieving  an  increase  of more  than  six  subscribers  per  100  inhabitants 
during  2005.  This  totals  an  average  penetration  of  13.56  broadband  subscribers  per  100 
inhabitants. Iceland, Korea, the Netherlands and Denmark achieved a penetration  in excess 
of 25  subscribers per 100  inhabitants. With 49 million  subscribers,  the US has  the  largest 
total number broadband subscribers in the OECD (Corner 2006; OECD 2006).   




















































Question  5:    ‘Which  scenario best describes  the adoption process of  technology  in  your 
workplace?’ 
Using Rogers’ diffusion of innovation categories, refer to Chapter 2, this final question of the 
technology  index  will  help  to  map  the  respondent’s  perceived  level  of  technology 
embracement.  It  is  important  to note  that whilst Rogers  identifies  five  types of  adopters 
depending on their readiness and capability to adopt innovation (innovators, early adopters, 
early majority,  late majority and  laggards) only  four options as described on Table 4.6 are 
given  in the questionnaire. There are two reasons for this. The first one  is to be consistent 
with the scale criteria previously established. Second, as suggested by Bradburn et al. (2004), 
















the  form  of  technology  and  new  working  paradigms)  in  the  search  of  a 
competitive edge. 
o Competitive  environment  between  employees:  On  the  other  hand,  an 
employee of  an organisation under  a  highly  competitive  environment will be 
less likely to adopt some alternative ways of working (e.g.  teleworking). This is 





interested  in adopting  technology  that will help  the environment. This,  in  itself, can 


















Based on  the above,  it  is expected  that  the competitive environment between companies, 
ecology  awareness,  company  size  and  corporate  image  have  a  directly  proportional 
relationship with  the  technology  index. On  the  other  hand,  the  competitive  environment 
between  employees,  and  the  level  of  bureaucracy  are  expected  to  have  an  inversely 
proportional relationship with the technology index.  
4.2.3 Preliminary survey questions 
Parallel  to  the  technology  and  organisation  context  index  composed  by  the  above  listed 
questions,  three more  indices  relevant  to  the  study were  developed  and  included  in  the 
preliminary survey: 


















Parameters  A  to  N  are  grouped  into  question  1,  refer  to  Table  4.7.  These  parameters 
together with question 6, 7 and 8 will help to assess how well current office environments 
satisfy  occupants  (participants).  The  information  collected  will  also  help  to  establish 
relationships  (if any) between environment and space satisfaction and the type of building 
(adapted/purpose  designed  –  question  3),  as well  as  the  office  layout  (enclosed/open  – 
question 4).   



































17  Which  scenario best describes  the adoption process of new  technology  in  your 
workplace? 
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Fowler  (2002)  argues  that  the  procedures  used  to  collect  data  are  as  important  as  the 
sample selection process in determining how well data from a sample describe a population. 
Initial assessment was done to determine whether the questionnaire should be paper based 




However,  as  previously  discussed,  the  level  of  IT  adoption  varies  across  industries  and 
company size. Thus, it was considered that using an online survey could introduce bias to the 
study because more  IT oriented companies would be more  likely  to participate. This could 
have misrepresented the true level of IT adoption. It was then considered that a paper based 
questionnaire could  reduce  this  type of bias.   The  implications of  this decision are  further 
discussed in Chapter 7.  
The format of the questionnaire (how it looks) is as significant as the nature and wording of 
the questions  asked  (Babbie  1990)  and  influences  the quality of  the data  (Sanchez  1992; 
Bradburn et al. 2004). Generally speaking, almost anything that makes a mail questionnaire 
looks more  professional,  personalised,  attractive  and  easy  to  answer will  have  a  positive 
effect on response rates  (Fowler 2002; Bradburn et al. 2004). The following considerations 
were  taken  into  account whilst  designing  the  format  of  the  questionnaire  (Babbie  1990, 
Bradburn et al. 2004, Fowler 2002, Sanchez 1992): 
• Font:  A  clear  and  sufficiently  large  font  style  is  important  to  be  easily  read  by  all 
potential respondents. Arial (a sanserif font) size 11 was selected for the body of the 
questionnaire.   
• Spacing: Squeezing several questions  in one page  in order to prevent  it from  looking 
too long reduces response rates when compared with the same number of questions 
attractively spaced over more pages. The use of ‘white space’ should be balanced.   
• Instructions:  There  is  no  agreed  opinion  whether  a  questionnaire  should  have 
instructions  or  not.  Some  authors  sustain  that  every  questionnaire  should  have 
instructions. On the other hand, other authors argue that  instructions should not be 







any  effect  on  responses  to  self‐administered  questionnaires. However,  dark  papers 













Fowler  (2002)  argues  that  the most  important  difference  between  good  and  poor mail 
surveys  is  the extent  to which  researchers make  repeated  contact with non‐respondents. 
Based  on  Dillman  (2000),  Fowler  (2002)  and  Creswell  (19994),  a  six‐week  questionnaire 
administration period was proposed  for  the main data collection with  the  issuing of  three 
survey packs as follows: 
• Survey  pack  1:  Initial  contact.  This  package  contains  a  cover  letter,  a  copy  of  the 
questionnaire and a postage‐paid self addressed envelope. The literature stresses the 
importance of a cover letter as it can affect whether or not respondents complete the 
questionnaire.  Therefore,  a  cover  letter  will  be  used  to  persuade  respondents  by 
briefly describing why  the  study  is being done. Further,  it  is a  requirement of RMIT 
University  research  ethics  compliance  to  provide  all  study  participants with  a  Plain 














rate graph. This graph monitors  the questionnaires  received against  time. The subsequent 








Frequency distribution  tables are extensively used  for data analysis  in  this  research. Since 
each question (variable)  is expected to have at  least two answers, this type of table shows 












interval variables have a natural order ranging  from  low  to high. The variable  is said  to be 
positively  skewed  when  responses  are  clustered  towards  the  high  end.  The  distribution 
would be negatively skewed when the opposite occurs. Where a distribution has a balanced 
appearance, it is said to be symmetrical.  
Central  tendency  measures  try  to  pinpoint  the  typicality  of  responses  to  a  question. 
Measures  of  central  tendency  describe  a  group  in  terms  of  what  is  typical.  Since  not 
everyone in a group is typical, it is important to know how much people in the group differ 

















be  ranked  on  ordinal  variables.  The  median  is  calculated  by  ranking  each  case  in  a 
distribution  from  low  to  high  on  the  variable  and  finding  the  middle  value.  Whatever 
category  the middle value belongs  to  is  the median  category. Whenever  there  is an even 
number of people in a group there is no actual middle person, in this case the median will be 
the point between the two cases on either side of the  imaginary middle person. However, 







the  variability  of most  of  the  sample without  being  overly  influenced  by  a  few  extreme 
cases. 
The mean  is  the most  common measure  of  central  tendency  for  interval  variables.  It  is 
calculated  by  adding  up  the  scores  for  each  case  in  the  sample  and  dividing  this  by  the 
number of cases in the sample. The problem with using the mean is that it can be distorted 
by extreme cases and  thus,  it  is possible  to obtain  the same mean  for  two quite different 


















the  relationship between  two  variables. The  co‐efficient will  always be between 0  and 1. 
Zero means no association and one means perfect association. Thus, the higher the figure, 
the  stronger  the association.  In  the  case of ordinal and  interval data,  the  co‐efficient  can 
have  a  minus  or  positive  sign  indicating  a  negative  or  positive  association.  A  positive 
relationship means that respondents who provided a high score on one variable tended to 
obtain a high score on the other variable as well. A negative relationship means that those 
who  obtained  a  high  score  on  one  variable  tended  to  obtain  a  low  score  on  the  other 
(inverse). Nevertheless, the sign says nothing about the strength of the relationship (Babbie 
1990, Vaus 1995).  
Not  all  correlations  are  relevant.  As  per  Vaus  (1995),  variables  can  be  related  but  not 
causally related. These  types of relationships are called spurious  (false relationship). Based 
on the questions proposed on the Table 4.7 above, a matrix shown in Figure 4.8 was used to 
identify  the  type  of  relationship  between  all  questions.  This matrix  is  composed  by  the 
question ID (number) in the first column and first row. Even though there are 34 questions, 
there are 59 inputs that could be correlated (refer to questionnaire sample in Appendix 4a). 
Thus,  the  matrix  has  over  three  thousand  cells,  but  only  half  of  them  are  unique 










4. Relationship outside  the  scope of  the  study: A pale yellow  cell denotes  that  it  is a 






























This  chapter  is  complemented  by  Chapter  6,  where  the  results  of  testing  the  research 











































In  order  to  avoid  the  risk  of  the  research  instrument  not meeting  its  objectives  due  to 
unforeseen  errors  in  the  design,  questioning,  mailing  processes,  and  other  critical 
procedures, a test was developed and implemented to ensure the collection, administration 
and analysis of reliable and valid data for the study.    










interactive. On  the other hand,  the pilot study  is a miniaturised walkthrough of  the entire 
study  from  sampling  to  reporting. Thus,  the pilot  test differs  from  the  final  survey only  in 
scale.  As  a  consequence,  the  pilot  is  directed  at  a  representative  sample  of  the  target 
population selected in exactly the same fashion as for the final survey.  
However, it was considered that applying both procedures could significantly delay the final 
data  collection  process.  Also,  the  sampling  process  required  by  the  pilot  presented 
additional problems as  further discussed  in Chapter 6.   Thus, a hybrid  test was developed 






































































































Sampling  No  Yes Convenience sampling
Data analysis  No  Yes Only to test reliability
 
Since respondents were told that the instrument was being tested, the procedure benefitted 
from  the  flexibility  of  being  a  declared  test  and  participants were  requested  to  provide 
comments on  the questionnaire. For  this, an assessment  form was  included  in  the  test kit 
where respondents commented on specific aspects of the research instrument. The content 
of the test kit was as per the following list (refer to Appendix 4a for a sample of the Test Kit):  
• Cover  letter: One page  letter explaining  the  research  to participants  and what was 
required from them;  






• Assessment  form: A  form  for participants  to assess and  comment on  the proposed 
questionnaire.  Participants  were  asked  to  evaluate  the  questionnaire  on  various 
criteria  including  completion  time, difficulty of questions  and overall design.  This  is 
further explained in the next section; and    





sent  to  four  companies  (Groups  A,  B,  C,  and D). Groups  A  and  B were  from Melbourne 
suburbs: Hawthorn (Post Code 3122) and Collingwood (3066), respectively.  Groups C and D 













PT‐01‐02  01‐Sep‐06 PT‐07‐02 28‐Aug‐06 
PT‐01‐03  *** PT‐07‐03 10‐Oct‐06 
PT‐01‐04  *** PT‐07‐04 29‐Aug‐06 
PT‐01‐05  18‐Aug‐06 PT‐07‐05 *** 
PT‐01‐06  15‐Aug‐06 PT‐07‐06 15‐Aug‐06 




PT‐01‐09  15‐Aug‐06 PT‐05‐01 13‐Sep‐06 



















As  previously  mentioned,  one  of  the  parameters  tested  was  the  return  rate  of  the 
questionnaires.   Therefore, no pre‐established  limit of  time was set  for  the  recollection of 
surveys. The  last  column of  the above  table  shows  the  return date. Non‐respondents are 
labelled  ‘***”.   The  last returned questionnaire arrived on Week 9 (Friday 13th   of October 
2006). By the end of such week, a total of 22 questionnaires were received, which represent 







Week No  Returned per week % % Accum
1  11 50.0% 50.0%
2  2 9.1% 59.1%
3  5 22.7% 81.8%
4  0 0.0% 81.8%
5  1 4.5% 86.4%
6  1 4.5% 90.9%
7  0 0.0% 90.9%
8  1 4.5% 95.5%





received  during Week  4  and  7,  there were  no  two  consecutive weeks without  receiving 
questionnaires.     
Figure 5.1 shows the daily return graph. The lower line shows the number of questionnaires 






























































Overall,  the  feedback  reported on  the assessment  form was very positive. However, some 
issues were identified. Following are the results. 
Feedback Question  1:  ‘Approximate  time  to  complete  the  questionnaire’:  As  shown  on 
Figure 5.2 the majority (68%) of the respondent completed the questionnaire in 10 minutes 
or  less. The  fastest  time  (registered only by one person) was 2 minutes, which means he 
averaged  2.4  seconds  per  question  including  reading  time.  On  the  other  extreme,  four 
people required 20 minutes to complete the questionnaire, which averages 24 seconds per 




The average  (most typical) completion  time of 10 minutes  is considered acceptable and as 
further discussed under Question 10, most people did not  feel  that  the questionnaire was 
too long. Therefore, the questionnaire was not modified to reduce the completion time.  
Feedback Question 2:  ‘Do you  find  the questionnaire easy  to answer?’: Almost all of  the 
respondents (20, 91%) considered the questionnaire easy to answer. With the exception of a 
few  questions,  especially within  the  technology  index  (see Question  8  and  comments  on 
Question 11) the questionnaire was considered easy to answer.  
Feedback Question 3: ‘Do you find the questionnaire confusing?’: Most of respondents (19, 





Feedback Question  4:  ‘Do  questions  seem  to  fit  together?’:  All  respondents  (22,  100%) 
agree  that  questions  seem  to  fit  together.  Thus,  a  similar  flow  is  used  in  the  final 
questionnaire.  
Feedback  Question  5:  ‘Do  you  find  the  questionnaire  cluttered?’:  Since  this  is  a  factor 
considered  to  reduce  response  rate,  it  is  considered  a  positive  outcome  that  almost  all 
respondents  (20,  91%)  found  the  questionnaire  uncluttered.  Pages  3  and  5  of  the  test 



























comment  on  the  flow  of  contingency  questions  on  page  5  of  the  questionnaire  (refer  to 
Question 11, respondent PT‐03‐05).   




Feedback  Question  7:  ‘Do  you  find  the  questionnaire  interesting?’:  The  majority  of 
respondents (18, 81%) considered the questionnaire interesting. One person did not answer 
the question. As previously mentioned in Chapter 4, difficult questions or questions that the 
respondent might not  know  the  answer  to,  can  reduce  the  interest on  the questionnaire 
with the potential risk of not completing it, this was observed on respondent PT‐03‐04, refer 
to Question 11.   
Feedback Question 8:  ‘Which questions do you  find difficult  to answer?’: Questions  that 
respondents find difficult to answer can affect the reliability of the data recollected by them. 





o Q12.P.2  Which  software  and  version  of  word  processor  is  used  at  your 
workplace?  

















It  is considered that the  low number of responses to this question (12, 55%),    is not due to 
the  fact  that non‐respondents did not  find  some of  the questions difficult  to answer, but 
because of  the process of answering  this question  (going  through  the questionnaire once 
again, back and forth to identify and circle the questions) might have tested the patience of 
some already tired respondents.  



































24.N.1, 25, 26, 27) one participant  (not  the  same  in  all  cases) wanted  to  say 
more.  
This  question  registered  a  higher  number  of  non‐respondents  (15,  68%)  than  Feedback 
Question 8. Again, the reason behind the low participation might be as previously discussed 
under Question 8.     
Feedback Question 10:  ‘Do you feel that the questionnaire  is too  long?’: Whilst Feedback 
Question 1 aimed  to measure  the objective  completion  time,  this question measured  the 
respondents’  perception  of  how  long  the  questionnaire  felt.  Almost  all  respondents  (20, 
92%) did not feel the questionnaire was too long. A cross‐analysis with Feedback Question 1 
showed  that  the  two  respondents  that  thought  otherwise  took  8  and  20  minutes  to 
complete it. This seems to suggest that other factors like difficulty and interest on the topic, 
might  influence  the  perception  of  how  long  the  questionnaire  seems,  rather  than  just 
completion time in itself.  
Feedback Question  11:  ‘How  would  you  improve  the  questionnaire?’:  This  open  ended 
question was answered by 11 participants. Table 5.4 summarises  the comments provided. 












PT‐02‐01  Perhaps  more  probing  questions  to  policies  of  energy  efficiency  and  awareness  of 
healthy  work  practices  (i.e.  Time  spent  in  front  of  computer  without  a  break) 
Importance of social interaction at work conversation, etc.  
PT‐02‐02  More spaces for personal input (i.e. Other answers)


















The  column  on  the  left  (1.A,  1.B,  etc.)  shows  the  IDs  of  the  questions  selected  for  the 
reliability analysis. These questions are classified into subjective (questions 1.A to 1.N, 7 and 
22) or objective questions  (questions 3  to 6, 9  to 11 and 14  to 22). The  former  refers  to 
assessments  of  subjective  environmental  characteristics  like  temperature,  ventilation, 
illumination,  etc.  On  the  other  hand,  the  latter  provides  information  about  objective 
attributes of the respondent workplace like type of building, Internet connection type and so 
on,  refer  to Appendix 4a.   The  following  four columns of Table 5.5  (merged over  five sub‐
columns)  show how many  respondents provided  a  specific  response by  group  (frequency 
table). The next set of  four columns  is  the score assigned  to each question by group. This 
score is an indicator of how homogenous is the response. A perfectly homogenous question, 
that  in  which  all  respondents  provided  the  same  answer,  scores  ‘4’.  A  completely 
heterogeneous question,  that  in which there  is no consensus between answers, scores  ‘0’. 
The  scores were  calculated  using  descriptive  statistics  indicators  such  as  standard  error, 
















is  considered  to  be  an  objective  parameter:  either  the  company  has  a  website  or  not 
independently of how  the  respondent  feels  about  it.  Still,  groups A, B  and C have mixed 
responses, when in fact they all have a website. Refer to Table 5.5.   
However,  further analysis  indicates  that whilst  the assessment of  the environment  varied 
considerably  between  respondents,  there  is  a  relationship  in  the way  such  assessment  is 
done.  Figure  5.3    is  a  scattergram  that  plots  the  score  given  to  question  1N:  overall 
satisfaction of  the  space  environment  at  the workplace  (Y  axis)  vs. each of  the  individual 
factors  that  contribute  to  the  overall  satisfaction:  temperature,  ventilation,  etc.  (X  axis). 
Regression lines are added for analysis.  
1 2 3 4 5-9 1 2 3 4 5-9 1 2 3 4 5-9 1 2 3 4 5-9
1.A - - 3 5 1 - 2 - 1 1 3 - - 2 2 - 2 2 2 2 2
1.B - 1 5 2 - 3 - - 2 2 - 1 - 3 - 1 1 4 1 2 2
1.C - 1 5 2 - 2 1 - 3 1 1 - 1 2 - 1 1 3 2 1 1.75
1.D - - 1 7 1 - 1 1 2 2 1 - 1 1 1 1 3 0 1 0 1
1.E - 1 5 2 1 - 2 - 1 1 3 - 1 1 2 - 1 2 2 1 1.5
1.F 1 2 3 2 2 - 1 - 2 - 1 2 - 2 2 - 0 2 0 2 1
1.G 3 5 - - 2 1 - - 2 - 2 1 - 2 2 - 2 3 0 2 1.75
1.H - - 7 1 - - 3 - - 1 3 1 1 - 2 1 3 4 3 1 2.75
1.I - - 7 1 1 - 2 - 2 1 2 - 1 1 2 - 3 2 0 1 1.5
1.J - - 1 7 - 1 - 2 3 - 2 - 1 1 2 - 3 2 1 1 1.75
1.K 1 2 3 2 1 1 - 1 2 1 1 1 3 1 - - 0 0 0 3 0.75
1.L - 2 4 2 - - 3 - 2 1 - 2 2 1 1 - 1 4 0 1 1.5
1.M - 2 2 4 1 - 1 1 1 - 1 3 1 3 - - 1 0 1 3 1.25
1.N - - 5 3 - 1 1 1 3 - 2 - 1 3 - - 2 0 0 3 1.25
3 - 5 3 - 3 - - - - 5 - 4 - - - 2 4 4 4 3.5
4 - 8 - 3 3 1 3 1 4 4 2 2 3
5 2 5 1 3 - - - 2 3 - - 4 - - - 1 4 3 4 3
6 - 7 - 1 - - 2 1 - -  1 1 2 - - - 4 - - - 3 3 1 4 2.75
S 7 1 7 - - 3 - 4 1 - 1 3 - 3 4 3 3 3.25
9 1 3 1 3 1 2 - - - - 1 4 3 1 - - 0 3 3 3 2.25
10 3 3 1 1 2 1 - - - - 3 2 4 - - - 0 3 2 4 2.25
11 8 - 3 - 5 - 4 - 4 4 4 4 4
14 8 - 2 1 5 - 2 2 4 1 4 0 2.25
15 - 8 1 2 4 1 - 4 4 1 2 4 2.75
16 1 - 4 3 - - 3 - 1 2 2 - - 3 1 - 0 4 1 3 2
17 - 2 6 - - 2 1 - - 2 3 - 2 2 - - 3 3 2 2 2.5
18 7 - 2 1 5 - 3 1 4 4 3 2.75
19 3 5 2 1 2 3 - 4 1 1 0 4 1.5
20.A - 3 5 - - 3 1 - 3 - 1 3 2 4 1 3 2.5
20.B 1 2 5 - - 3 1 - 3 - 1 3 1 4 1 3 2.25
20.C 3 5 - 1 1 1 1 1 2 - 3 1 2 0 1 3 1.5
20.D - 3 5 - 1 2 1 1 2 - 1 3 2 3 1 3 2.25
20.E - 1 7 - - 3 2 - 2 - 1 3 3 4 0 3 2.5
21 - 6 2 - - 3 - - - 2 2 1 - - - 4 3 4 1 4 3
S 22 3 3 1 1 - 3 - - 1 2 2 - 2 2 - - 0 4 1 2 1.75






















100% 3 - 4
2 - 2.9



































GROUP A Count 8 GROUP B Count 3 GROUP C Count 5 GROUP D Count 4


















The  regression  line  predicts  Y  scores  of  individuals  given  knowledge  of  X  scores  and 
estimates the strength of association between X and Y. The impact of X on Y is given by the 
slope  (m)  of  the  linear  equation.  The  higher  R2  value  is,  the  higher  the  accuracy  of 
predictability and the higher the slope (m) the higher the impact of X on Y (Vaus 1995). 












































1.J General office size 0.7453 1.I General furniture arrangement 0.8059
1.I General furniture arrangement 0.4678 1.J General office size 0.7582
1.A Temperature comfort 0.4004 1.A Temperature comfort 0.7053
1.D Background noise level 0.367 1.B Ventilation comfort 0.5641
1.C Illumination comfort 0.2992 1.C Illumination comfort 0.5517
1.B Ventilation comfort 0.2892 1.D Background noise level 0.5186
1.M Work space available on workstation 0.2301 1.H General office distribution 0.5185
1.L Individual storage space 0.1983 1.L Individual storage space 0.4255
1.K General office storage space 0.1765 1.M Work space available on workstation 0.4209
1.E Frequency of distractions 0.153 1.E Frequency of distractions 0.4103
1.H General office distribution 0.123 1.K General office storage space 0.3687
1.G Voice privacy at your workstation 0.045 1.G Voice privacy at your workstation -0.2471





This  constant  relationship  in which  the  variables  are  assessed  is  further  corroborated  by 
using  a  correlation  matrix.    Refer  to  the  Bivariate  analysis  section  on  Chapter  4  for 
interpretation of correlation indexes. 
In Table 5.7, the mirror image of the correlation table generated above the diagonal where 
the  variable  intersects  with  itself  has  been  substituted  by  the  correlation  of  random 
numbers. These random numbers were generated using the same range (1‐4) and the same 
sample size  (22) of  the  test study. The adjacent  frequency  table groups  the correlations  in 







correlation 1.B  (ventilation comfort) and 1.L  (individual  storage)  is a  spurious  relationship. 
Non spurious relationships are bolded in the cell entries in Table 5.7. 
The  results  from  the  test are compatible with  the  research paradigm  in  that  they  suggest 
that workplace environments are subjectively  interpreted to construct several realities of a 
single  environment.  However,  these  subjective  realities  are  not  randomly  created.  They 
denote consistency and are constructed from a common reality.  
The  challenge  of  evaluating  an  architectural  environment  through  the  subjectivity  of 
respondents  is well acknowledged by  the  literature. Following  is a brief discussion on  the 
challenges  identified by the  literature that are encountered by researchers whilst trying  to 
evaluate workplace architecture.  
5.4.1a Evaluating workplace architecture 
Back  in  the  1980s  when  office  technology  started  to  change  rapidly,  the  issue  of 
performance on  the  job and how  it  is affected by  the physical environment was reignited. 
Earlier  studies  support  the  debate  that  the  design  of  the  workplace  can  affect  job 
performance and satisfaction of workers on the job (Marans and Spreckelmeyer 1982).   
Amongst the most relevant studies of environment and performance is the one undertaken 
at  the  Hawthorne  Works  factory.  Between  1924  and  1932  Elton  Mayo  and  Fritz 
Roethlisberger conducted a series of experiments to determine the optimum level of lighting 
1.A 1.A -0.11 0.01 0.28 -0.46 0.00 -0.10 -0.26 -0.16 -0.24 0.05 0.09 -0.30 0.31 1.A
1.B 0.49 1.B 0.06 0.02 -0.01 -0.03 -0.13 0.40 -0.03 -0.03 0.10 -0.20 -0.24 -0.22 1.B
1.C 0.65 0.49 1.C -0.31 -0.11 -0.17 -0.21 0.33 0.08 0.02 0.07 -0.29 -0.02 0.18 1.C
1.D 0.55 0.50 0.34 1.D -0.26 0.12 0.15 -0.22 0.10 0.16 -0.18 0.10 -0.11 -0.09 1.D
1.E 0.60 0.18 0.64 0.50 1.E -0.02 0.16 -0.07 0.14 0.01 0.08 -0.25 0.11 -0.30 1.E
1.F 0.42 0.36 0.19 0.32 0.31 1.F 0.20 -0.16 -0.03 -0.10 0.19 -0.19 0.10 0.31 1.F
1.G 0.10 0.17 0.04 0.03 0.28 0.69 1.G -0.23 0.10 0.23 0.15 0.13 0.34 -0.04 1.G
1.H 0.36 0.22 0.33 0.21 0.51 0.12 0.07 1.H 0.03 0.10 -0.10 -0.14 -0.38 0.02 1.H
1.I 0.68 0.35 0.42 0.48 0.46 0.18 -0.12 0.58 1.I -0.33 0.14 -0.32 0.03 -0.12 1.I
1.J 0.67 0.52 0.65 0.58 0.43 0.07 -0.29 0.35 0.78 1.J -0.33 0.29 -0.01 -0.14 1.J 0.76-1.00 0 0% 3 3%
1.K 0.63 0.28 0.54 0.21 0.49 0.18 0.02 0.39 0.59 0.48 1.K -0.17 0.15 -0.23 1.K 0.51-0.75 0 0% 25 27%
1.L 0.60 0.26 0.63 0.11 0.44 0.33 0.10 0.40 0.37 0.43 0.76 1.L 0.04 0.07 1.L 0.26-0.50 16 18% 39 43%
1.M 0.55 0.24 0.28 0.18 0.28 0.31 0.03 0.15 0.42 0.38 0.65 0.68 1.M -0.12 1.M 0.10-0.25 48 53% 17 19%
1.N 0.63 0.54 0.55 0.61 0.39 0.02 -0.21 0.35 0.68 0.86 0.42 0.45 0.48 1.N 1.N 0.00-0.09 27 30% 7 8%
91 100% 91 100%
Frequency Table
R A N D O M 














for  productivity.  After  an  increase  of  productivity  was  reported  regardless  whether  the 
illumination  was  increased  or  decreased,  the  conclusion  was  that  people  change  their 
behaviour  when  observed.  Employees  found  out  they  were  being  monitored  and  kept 
improving  their  performance  regardless  of  the  changing  illumination.    This,  as  noted  by 
Hatch  (1997)  seems  to  indicate  that  the  effects  of  physical  conditions  (lighting)  are 
insignificant compared with social effects (pressure of being observed).  
A number of environmental researchers and designers have sought to  isolate relationships 
between  specific  attributes  of  the  workplace  on  the  one  hand,  and  satisfaction  and 
performance on the other. Several have done so within the framework of empirically based 
post occupancy evaluations.   However, Marans and Spreckelmeyer (1982) note that one of 




perception  of  a  particular  attribute  is  dependent  on,  but  distinct  from,  the  objective 
environmental  attribute  itself.  Further,  the  characteristics  of  an  individual  are  seen  as 
affecting  his  or  her  perceptions  and  assessments  of  environmental  attributes  and  the 
standard for comparisons that are used. These two principles are not only consistent with, 
but  fundamental  for  the  adopted  epistemology,  ontology  and  theoretical  perspective  as 
previously discussed in Chapter 3.  
Figure 5.4 shows Marans’ and Spreckelmeyer’s (1982) conceptual model for evaluating work 
environments.  The  model  proposes  direct  and  indirect  links  between  objective 













However,  it  is  the  first  (overall  environmental  satisfaction)  that  is  of  greatest  interest  to 











Each  returned questionnaire was  individually analysed  in order  to establish  the company’s  
and  respondent’s profiles, validate  indexes and  compare  the Technology  (T)  index against 




answered  question  belonging  to  such  index  and  dividing  it  by  the  number  of  all  valid 
answered  questions.  Not  responded  questions  or  not  valid  answers  (e.g.  questions with 
more than one answer) are not taken into consideration.  





















Whilst  the  general  feedback  from  the  participants  was  positive,  shortcomings  in  the 
questionnaire were  identified. Some of  the  technology questions proved  to be difficult  for 
some respondents to answer. This could result in non responses or worst, inaccurate data.  
It  is  also  considered  that whilst  a  survey  is  useful  to  the  extent  that  it  can  provide  the 
statistical  significance  required  to understand  the  current  state of workplace  architecture 










to  ensure  that  all  procedures  including mailing,  return  rate,  questionnaire  (content  and 
format) as well as reporting and analysis properly address the research questions.  
As  a  result  of  this  test,  deficiencies  were  identified  in  the  instrument  itself  as  well  as 



















































The  fourth  section  details  the  case  study  approach  in  general  and  for  each  of  the  case 
studies  (case  study  protocol).  Ethical  considerations  are  documented  in  the  following 
section. The  sixth section explains  the analysis method developed. Finally,  the  last section 
introduces  the  reports  used  to  present  data  collected  by  the  questionnaire  and  Work 
Sampling Diary (WSD).  
6.2 REFINEMENT OF THE QUESTIONNAIRE 





















No.(a)  Question   No.(b)
1  Evaluate the following parameters at your workplace (A‐N): (e.g. Temp, etc)   K  2
2  From the following list rank the deficiencies that apply to your workplace.  D  ‐
3  In what type of building is your office located? K  1
4  Which layout best describes your workplace? K  3
5  On average, people at your workplace are: (e.g. Quite solo work, etc) M  4
6  How many meeting rooms are at your workplace? D  ‐
7  How would you describe the number of meeting rooms? D  ‐
8  Has any space been adapted to allow for more storage space? D  ‐
9  How flexible is your workplace about when employees do their work? K  7
10  How flexible is your workplace about where employees do their work? K  8
11  Do you use a computer at work? M  17
12  Is your computer PC or Mac? D  ‐
12.X.1  (P) Which  is  your  computer’s  microprocessor  /  (M) What  model  is  your 
computer? 
D ‐
12.X.2  (P/M)  Which  software  and  version  of  word  processor  is  used  at  your 
workplace? 
D  ‐
13  Does your workplace have Internet connection? K  18
14  Does your company have a website? K  19
15  Is there a wireless network at your workplace? K  20
16  What type of monitors are used at your workplace? K  21
17  Which  scenario  best  describes  the  adoption  process  of  new  technology  in 
your workplace? 
K  22
18  Does  your  workplace  rely more  on  faxes  or  e‐mails  to  receive  and  send 
information? 
M  23
18.X.1  (E) Generally, non‐spam e‐mails, are? (F) Faxes are received: M  24
19  Are hardcopy documents scanned? K  25
20  Are there policies in your workplace to reduce the use of: M  26
21  Rank the level of bureaucracy at your workplace K  10
22  Rank the level of competition at your workplace  M  11
23  On average, how many hours do you work overtime on a fortnightly basis?  M  13
24  Does your workplace have implemented AWW? M  27, 29
24.Y.1  Do you personally work in the above selected arrangement? M  29
24.N.1  Could most of your work be done outside an office environment? M  12






25  On average how much time takes you to get to work? (Return) K  31
26  How do you get to your workplace? K  32
27  How many people work at your company? (Including yourself) M  33
 
Column  ‘No.(a)’  in  the  above  table  indicates  the  question  number  as  per  the  test 











5  Approximate  percentage  of  time  spend  in  the  following working modes:  a) 
















As  discussed  in  Chapter  3,  the  desired  sample  size  of  50  (by  sub‐group)  needs  to  be 
increased  to  reduce  the  likelihood  of  a  low  response  jeopardising  the  data  analysis.  The 
experience of the pre‐test  is used to calculate the actual number of questionnaires needed 
to  be  sent.  Since  the  pre‐tests  achieved  a  success  rate  of  71%,  it  is  assumed  that  the 
targeted 50  returned questionnaires  represent 71% of  the  total number of questionnaires 
sent. In order for the 71% to equal 50 returned questionnaires, the 100% of questionnaires 
needs to be, coincidentally, 71 (50x100/71=70.4, rounded up to 71).  In other words,  if  it  is 
expected to only receive 71% of all questionnaires sent, 71 questionnaires need to be sent to 
receive 50 (by sub‐group). 
The  above method was  adopted  to  calculate  the  sampling  size  because  it  is  based  in  an 






















First,  the  catalogue of  companies needed  to be bigger  (preferably at  least  twice  the  size) 
than the sample size by sub‐group (71) in order for random sampling to be applicable, this is 
further  explained  in  section  6.3.2a  Encountered  problems.    Second,  most  professional 
associations’ websites with  catalogues  of  their members  conceal  their  contact  details  or 
show  limited  details  like  an  ‘info@’  email.  Since  the  questionnaire  is  paper  based,  only 

























Following  is  a  review  of  the  sampling  process  implemented  for  selecting  the  potential 
respondents of  the  survey.  It  is noted  that  the  sampling was done  in early 2007  and  the 
Yellow Pages website has since changed its navigation (and most likely its catalogue as well).   
The first step was to select the geographical location of the search using a sequence of maps, 












be split  in two:  from Abbotsford to Macaulay  (26 suburbs) and  from Merri  to Windsor  (32 
suburbs). 







At  the  completion  of  the  above  steps  a  list  of  the  companies  satisfying  the  geographical 
location  and  profession  criteria was  returned  by  the  search  engine.  The  total  number  of 
records  was  then  registered  in  the  ’Catalogue  population’  row  of  Table  6.4.  The  above 
process was repeated six times (because of the suburbs split) until the table was completed. 



























Catalogue population  101 359 474  934 
Number of random samples 90 45  45  ‐ 





  Catalogue population  403 320 680  1,403 
Number of random samples 90 45 45  ‐ 
% of population  22% 14% 7%  ‐ 
 
Next, using Microsoft Excel a column was used to list all the numbers from 1 to the specific 
‘Catalogue  population’  by  sub‐group  (as  per  the  above  table)  and  input  it  on  the  
‘Population’  column  of  Table  6.5. Next,  random  samples were  selected  from  this  column 
using Excel’s sampling function, and  listed  in ‘Sampling Results’ column.   Since the samples 
were  randomly selected,  there was  the chance  that a  record could be selected more  than 
once. Thus, the number of random samples needed to be higher than the required number 
of samples, see ‘Number of random samples’ row in Table 6.4 (above). The ‘Sampling Result’ 















1  68 1 1 BC‐01
2  50 1 2 BC‐02
3  5 1 4 BC‐03
4  14 2 5 BC‐04
5  100 2 6 BC‐05
6  54 4 7 BC‐06
7  6 5 9 BC‐07
8  12 5 10 BC‐08
9  86 6 12 BC‐09
10  38 6 13 BC‐10
11  86 7 14 BC‐11
12  23 9 16 BC‐12
13  10 10 19 BC‐13
14  94 12 20 BC‐14







• Repeated  records:  the  same  company appeared  twice  in different  locations  (record 
number); 
• Geographical  location  filter  not working  properly:  despite  selecting  ‘suburbs  only’ 
and  the  option  no  to  show  companies  serving  the  suburb  from  other  locations, 
companies located in the city were included in the catalogue of the suburbs;  
• Incomplete  addresses:  whilst  the  majority  of  the  records  had  a  complete  postal 
address, some records had a telephone number only; 
When any of the above eventuated, the next available (and valid) record was used.  
• Unable  to  sample  sub‐group  AC:  As  shown  in  Table  6.4,  there  were  only  101 
companies in the sampling catalogue belonging to sub‐group AC (Designers located in 
the  City).  Given  that  the  number  of  random  samples  represented  89%  of  the 
population  it  proved  impossible  for  the  researcher  (despite  several  attempts)  to 
achieve even the minimum number of 71 sampled companies. This was because the 








Despite  the warning  of  Creswell  (1994)  on  combining  two  different  research  paradigms, 
refer  to Chapter 3,  the  testing of  the  survey discussed  in Chapter 5 produced gaps  in  the 
collection  of  data  that  suggest  a  review  of  the  questionnaire  and  adoption  of 
complementary methods. Most  importantly,  the  survey  failed  to  retain  the  holistic  and 
meaningful  characteristics  of  real‐life  events,  which  as  per  Yin  (1994)  is  a  characteristic 
unique of case studies. As a consequence, case studies are included as part of the research 
methods.  Case  studies  help  explain,  describe  and  illustrate  casual  links  in  real‐life 
interventions that are too complex for surveys or other research methods (Yin 1994). 
Creswell (2003) notes that mixed methods procedures are not too frequently  implemented 
because  they  are  relatively new  as  a distinct  research  approach  in  the  social  and human 
sciences. Mixed methods are also not popular due to the time intensive nature of analysing 
both text and numeric data, and the requirement for the researcher to be familiar with both 
quantitative  and  qualitative  forms  of  research.  Given  the  complexities  involved  in  the 
inclusion of multiple methods of data and multiple forms of analysis, Creswell (2003) calls for 
a thorough understanding of the implementation, priority and integration of methods.    
By  implementation,  Creswell  (2003)  refers  to  the  order  in  which  data  is  collected.  The 
implementation can be sequential (one after the other) or concurrent (gathered at the same 
time).   Even though there were months between the data collection of the survey and the 
case  studies  (and  also months  between  each  case  study),  refer  to  research  timeline  in 
Chapter 1, the implementation is considered concurrent. This is because the data collection 
of  the  case  studies  was  not  dependant  on  the  results  of  the  survey. Moreover,  whilst 
preliminary analysis was done on  the data collected by  the survey before  the case studies 
started, the bulk of the survey analysis happened after the data collection of all case studies. 







The  priority  refers  to  choosing whether  one  strategy  (survey  or  case  study)  has  greater 
priority  or weight  over  the  other.  The  priority  can  be  equal  or  skewed.  Creswell  (2003) 
argues that the decision depends, amongst others factors, on the interest of the researcher 
and what the investigator seeks to emphasise in the study.  In this research, the case studies 
do  not  overrule  the  survey,  nor  vice  versa.  Instead,  survey  and  case  study  results  are 
compared and complement each other. Thus, in this study both methods have equal priority. 
Finally, Creswell (2003) argues that  integration (when the researcher mixes the data of the 














priority between methods.  In  this  strategy  the  results of  the  two methods are  integrated 
during  the  interpretation  phase.  The  results  of  this model  have  the  potential  to  produce 
well‐validated and substantiated findings (Creswell 2003).   
However, Creswell warns that comparing the results of two analyses using data of different 







“Case  study  is  an  empirical  inquiry  that  investigates  a  contemporary 
phenomenon  within  its  real‐life  context,  specifically  when  the  boundaries 
between phenomenon and context are not clearly evident.” 
 Yin (1994) 
The  following section discusses  the case study approach and  the protocols set  in place  for 
each of the three case studies undertaken.  
Yin  (1994)  challenges  the  common  view  that  the  various  research  strategies  should  be 
arranged hierarchically: case studies  for  the exploratory phase of an  investigation, surveys 
for  the  descriptive  phase  and  experiments  for  doing  explanatory  or  casual  inquiries.  He 
argues that a more appropriate view is an inclusive and pluralistic one. As an observation, it 
is  interesting  to note,  that Crotty  (1998)  groups  survey  research under methodology  and 
case  study under methods,  refer  to Table 3.2  in Chapter 3. This could be  interpreted as a 
survey methodology using case study as a method.   
According  to  Yin  (1994),  each  strategy  can  be  used  for  all  three  purposes:  exploratory, 
descriptive, or explanatory. Thus, what distinguishes the strategies is not their hierarchy but: 
a)  the  type of  research question posed, b)  the  extent of  control  an  investigator has over 









Yin  (1994)  identifies  five components of research design  that are specifically  important  for 
case  studies:   1)  study’s questions, 2) propositions, 3) unit of analysis, 4)  logic  linking  the 




















and  ‘where  the  case  leaves  off’.  Thus,  they  suggest  that  the  ‘case’  can  be  defined  “as  a 
phenomenon of some sort occurring  in a bounded context. The case  is,  in effect, the unit of 
analysis.”    
Whilst the three case studies have a common study proposition (above), each has a different 




















Survey  3 ‐  ‐ ‐ ‐ ‐ ‐ 
CS‐A  3 3 3 3 ‐ ‐ ‐ 
CS‐B  3 3 x 3 3 3 3 
CS‐C  3 3 ‐ ‐ ‐ 3 ‐ 
 





the  analysis  of  the  office  environment  and measuring  other  parameters  (e.g.  technology 
footprint  on workstation)  difficult  to  do  by  other means. Workstation  pictures were  also 
requested for CS‐B (marked with an ‘x’ in the above figure), but were not obtained. The floor 
plan analysis  served different purposes  in each  case  study  (CS‐A and CS‐B). The PDF‐form 
questionnaire was unique to CS‐B and used as a mechanism to acquire preliminary data to 
develop the case study protocol of CS‐B, see section 6.5.4 Case Study B (CS‐B) Protocol. Face‐












(Veda 2006).  Intel  identifies  three business  challenges  faced by  knowledge workers  (Veda 
2006): 
• Day extending: Workers need to extend their workdays  into early‐morning and  late‐
night hours to allow for real‐time collaboration across different time zones with their 
geographically dispersed teammates, co‐workers and clients; 
• Telecommuting:  Following  a  significant  increase  in  the  number  of  employees with 
high‐speed internet access at their home, work collaboration is increasingly done from 
home; and 
• Space  underutilisation:  Conference  rooms  and  cubicles  are  often  underutilised  as 
employees have the flexibility to work off site (telecommuting).  
To address these challenges, Intel® uses a variety of research methods to collect information 
about  the work habits of  their employees. Through  research,  the company aims  to design 
innovative  and  productive  workspaces  that  go  beyond  the  cubicle.  Their  data  gathering 
methods include: survey, interviews and observational work sampling studies (Veda 2006).   










modes  was  not  always  reliable.  Thus,  he  implemented  a  data  gathering  method  called 
observational  work  sampling.  This  method  requires  that  a  trained  observer  do  routine 
observations  following a predefined  sampling  route  through  the office plan. Based on  the 
observations a statistically determined proportion of time the participant spend working  in 
their cubicle, as well as the kinds of work they perform can be obtained. 






















the number of  issues  that  the direct observation method  raised,  including  companies not 
willing  to  approve  a  team  of  people  walking  around  their  office  whilst  observing  the 
behaviour of their employees, would not justify, for this research, any increased accuracy of 
the results.      
As  an  alternative  to  direct  observation  work  sampling,  a  self‐reporting  device  was 
developed.  The Work Sampling Diary (WSD) is a paper‐based diary designed for case study 
participants  to  self‐report  their  daily  work‐related  activities  for  one  week  (weekend 
included). It was a design imperative that the WSD should be easy to use, resistant (shall last 































considered  how  these  capabilities  could  be  adopted  through  a  redesigned  workspace. 
Following the implementation of this process he proposed the following changes: 
• Dividing a large conference room into several smaller rooms for confidential meetings; 
• Transforming  two  cubicles  into  one  large  workspace  for  three  highly  mobile 





• Providing  temporary  ‘cubes’  for mobile  employees who do not  require  a dedicated 
space each day. 




enabled by mobile  technologies which give people  freedom  to  choose  their work  settings 
based  on  their  specific  needs  and  activities.  Workspace  consultants  argue  that  early 
adopters  of ABW  have  achieved  significant  cost  savings.    For  example,  by  adopting ABW 
Rabobank in Europe reduced its floor space requirements by 30% and saved €70m on capex 
(capital expenditures). It also reduced operating costs by €8m pa (Unwired 2009).  
By  knowing  the  type  of  activities  in  which  workers  engage  in  their  daily  routines,  the 
research will better understand the type of space required to perform them.  The WSD aims 
to provide this information. 
Question  5  of  the  survey,  refer  to  Table  6.2,  serves  a  similar  purpose  as  the WSD.  This 
question aims to collect the percentage of time spend by the respondent in three distinctive 































Thus,  CS‐B  required  approaching  two  different  companies,  with  two  different  research 
instruments.  
































Following  Company’s  A  input,  an  updated  version  of  the  protocol,  was  emailed  to  the 



































CS‐C  documents  the  experiences  of  an  employee  of  a  large  Australian  Commonwealth 
department who had considered working from home and was, at the time of the study, hot‐
desking.   
This  case  study  is  based  on  a  single  participant  and  includes  the  administration  of  the 
questionnaire and WSD. A  case  study kit with  the  research background was  issued  to  the 
participant, refer to Appendix 6d.  





from  home  set  by  her  employer  included  a  dedicated  room  to  work  and  store  client 
information, install particular locks on the windows and doors (including internal doors), and 
the  fitout must be assessed by her employer’s security advisor and OH&S expert amongst 
other  inspections and approvals. These requirements proved  to be  too onerous and costly 
for her and  the  idea of working  from home was abandoned.  Instead, she works part‐time 
and hot‐desks every day  she  goes  to work.  She planned  to  take maternity  leave by early 
2009.   

























HRESC  B‐905‐10/06)  as  per  classification  of  RMIT  University’s  Design  and  Social  Context 
Human Research Ethics Sub‐Committee.  
In the case of CS‐B the interviews with the Directors were videorecorded with their consent. 





be a problem unless a system  to manage  them was developed. Moreover, as discussed  in 
section  6.4  Mixed  methods    results  needed  to  be  reported  in  a  fashion  that  could  be 
compared  across methods.  To  address  these  requirements,  the  following  analysis  system 
was developed.     












Using  a method  similar  to  the  one  used  to  create  Table  of  Contents  in Microsoft Word, 
results were  grouped.  Once  all  results were  compiled,  they were  exported  to Microsoft 




and/or by  the source  (most commonly  the question or set of question  that generated  the 
result).  




The  above  table was  automatically  populated  by  Excel  by  running  a  query  for  all  related 
results to question 14. The first row shows the result (S.36) directly obtained from analysing 
only data  collected by question 14. The other 7  results are products of  crossanalysis with 
other questions.  In this case, question 14  is cross‐analysed with question 13 (“On average, 
how many hours do you work per week?”), question 15 (“Do you work on weekends?”) and 
question  16  (“Are  you  happy  with  your  work/life  balance?”).  Results  produced  by  group 
analysis (by profession and position) are also shown ([A/B] and [SM/O]).       
Results  were  filtered  using  various  criteria  within  their  own  research method  and  then 
across both methods (including all three case studies) to facilitate discussion  in Chapter 11 
and produce the conclusion and recommendations discussed in Chapter 12.  









The majority of respondents (63%) take work home occasionally.


























Overall, senior management respondents are more likely to work






Most of the respondents (79%) that never take work home are
satisfied with their work/life balance. The percentage of
satisfaction decreases to 74% as respondents occasionally take
work home. However, taking work home every day considerably
















































All  processes  required  for  the  data  collection  process  were  documented  including  the 
sampling method for the survey and the protocols for the case studies.    






















whilst  transcribing  the  results  from  the  returned  paper  based  questionnaires  into  the 
computer  for  analysis.  The  second  part  refers  to  the  quality  of  data  provided  by  the 
respondents.  
The  third  topic  is  the  analysis  of  the  data  itself.  Questions  are  grouped  into  six  areas: 
Demographics,  Office  Environment,  Work  Habits,  Organisation  Context,  Technology  and 
Alternative Ways of Working. The analysis of the data gathered by such questions is analysed 

































1 3 Sep – 7 Sep  19 19 18% 7% 
2 10 Sep – 14 Sep 35 54 51% 19% 
3 17 Sep – 21 Sep 7 61 58% 21% 










5 1 Oct – 5 Oct 27 89 85% 31% 
6 8 Oct – 12 Oct 12 101 96% 36% 
7 15 Oct – 19 Oct ‐ 101 96% 36% 
8 22 Oct – 26 Oct 3 104 99% 37% 
9 29 Oct – 2 Nov ‐ 104 99% 37% 
10 5 Nov – 9 Nov 1 105 100% 37% 






As  seen  on  the  above  table,  by  the  end  of Week  1,  19  completed  questionnaires were 
received  and  by Week  2  another  35  completed  questionnaires  were  also  received.  The 
second week registered the  largest number of questionnaires received  in a single week. By 
this week  19%  of  all  questionnaires  sent were  returned, which  accounts  to  the majority 
(51%) of all returned questionnaires (105).  
During  Weeks  3  and  4  the  numbers  started  to  decline,  receiving  only  a  total  of  8 
questionnaires. Based on the test experience (Chapter 5), the low number of questionnaires 
returned  in  these  two  weeks  indicated  that  it  was  time  to  send  a  reminder  to  non‐
respondents. 
On  the morning of Friday 28 of September  (end of Week 4), Survey Pack 2 was  sent. The 
response  this  pack  was  very  good.  As  seen  in  the  above  table,  Week  5  registered  27 
questionnaires, the second highest of all weeks. The following week (week 6) registered 12. 
By this week almost all (96%) of the total number of returned questionnaires were received. 
From  then  onwards  (weeks  7  to  10)  the  numbers  plummeted  accumulating  only  4 
questionnaires  in  these  four  weeks.  The  recollection  process  ended  on  Friday  9th  of 




The  222  non‐respondents  as  at  the  28th  of  September  included  181  unreturned 
questionnaires  as  well  as  41  unopened  returned  envelopes  labelled  “RTS”  (Return  To 
Sender) most of them with the legend “No longer at this address” written on them.  This is 
because of the sampling catalogue containing out‐of‐date addresses as previously discussed 
in  Chapter  6.  The  number  of  unreturned  questionnaires  and  RTS  by  Group  A/B 
(Designers/Accountants) is shown in Table 7.2. 
Table 7.2. Number of returned questionnaires and RTS as at Week 4. 
Group   Returned as at 28 Sep RTS Total
A  28 22  50
B  33 19 52
Unknown  1 ‐ 1
Total  62 41 103
 















Group   Returned as at 28 Sep RTS Unreturned Total 
A & Unknown  29 22  91 142 
B 33 19 90 142 
Total  62 41 181 284 
Table 7.4. Returned questionnaires if ‘Unknown’ belongs to Group B 
Group   Returned as at 28 Sep RTS Unreturned Total 
A  28 22  92 142 
B & Unknown  34 19 89 142 













The  total 41 RTS packs comprised of 12 surveys packs  from sub‐group AC, 10  from AS, 14 
from BC and 5 from BS. Spare sampling numbers from the original sampling were assigned to 
all  RTS. However,  in  some  cases  the  number  of  RTS was  bigger  than  the  available  spare 
numbers. Re‐sampling was not an option as previously  selected  companies had  the  same 
chance  to  be  selected  again,  rendering  the  process  invalid.  Thus,  in  such  cases,  the  next 
available company to a sampled company was used.  
To measure  the  effectiveness of  including  an  extra questionnaire  in  Survey Pack 2  rather 
than just a reminder to respond, Survey Pack 2 questionnaires were marked with a code to 
help  identify  if  respondents used  the newly provided questionnaire or  the previously  sent 
questionnaire and were simply prompted to respond because of the reminder (cover letter). 
From  the 43  returned questionnaires during  the 2nd Survey Pack stage: 31 used  the newly 
provided questionnaire. Given that 6 others were re‐sampled respondents,  it  leaves only 6 
respondents  using  the  questionnaire  provided  in  Survey  Pack  1.  This  suggests  that  not 
including a new questionnaire with the reminder pack might be a wrong cost saving strategy.    











In  total,  46  Designers  (Group  A)  and  57  Accountants  (Group  B)  returned  a  completed 
questionnaire. Whilst Group B  response  is 10% higher  than Group A,  the  response within 
subgroups is quite balanced. Refer to Table 7.5.  
Table 7.5. Returned questionnaires per Group, subgroup and overall 









Unknown 2 2 2% 
Total  105 105 100% 
 
7.2.2 Geographical location representation (Melbourne) 






























































































With  the exception of one  suburb,  all  are  located within 6  km  from  the Central Business 
District  (CBD).  Chirnside, with  only  one  respondent,  is  located  40  km  from  the  CBD,  see 
above figure.  
Although Melbourne 3002  (C2)  is outside  the main CBD area,  it  runs along St. Kilda Road. 
This  road  shares  similarities  in  terms of  the building  infrastructure with  the CBD and  it  is 
thus, considered to be part of the city for purpose of this study, see above figure.  
7.2.3 Statistical representation 














5 or 95  10 or 90  20 or 80  30 to 70  40 to 60  50‐50 
Acceptable sampling error  4%‐5% 6% 8% 9% 9%‐10%  10%
 
The  above  table  indicates  the  acceptable  sampling  error  based  on  105  returned 
questionnaires based on the expected homogeneity of the sample. Since it is expected that 
groups are dissimilar between each other, a 50‐50 homogeneity is expected.  
Based on  the homogeneity of  the sample size and  the number of  returned questionnaires 
the sampling error for this study is 10%.  
7.3 DATA QUALITY 
This section discusses  the processes put  in place  to guarantee  the quality of data used  for 
analysis.  The  first  part  discusses  the  anticipated  sources  of  error whilst  transcribing  the 
results  from  the  returned paper‐based questionnaires  into  the  computer  for analysis. The 
second part of this section refers to the quality of data provided by the respondents. 
7.3.1 Transcribing data  
Given  the  decision  taken  to  use  paper‐based  questionnaires  rather  than  online  surveys, 
(refer  to Chapter 4) all collected data needed  to be  input  into  the computer  for statistical 
analysis. 
Although  the  final  questionnaire  comprised  of  36  questions  in  total,  respondents  could 
select more than one answer in some questions. As a result, each questionnaire has a total 
of 67 entries. Since 105 questionnaires were  returned,  the  total number of data entries  is 




sets of data  to be  identical, human  reliability  (in  terms of  the propensity  to make errors) 
should be managed. Furthermore, with  such a  large number of entries  to be made  it was 
considered not a matter of  if errors would be made whilst  transcribing  the data, but how 
many and to what extent would they affect the research. 
Following is a discussion of human error embedded in research due to errors incurred whilst 




An error essentially  involves a deviation of  some kind, whether  it  is a departure  from  the 
intended course of action, departure from a path of actions planned toward a desired goal 
or  deviation  from  the  appropriate  behaviour  at work  (Reason  and Hobbs  2003). When  a 
research project  commences,  there  is usually  a  general  intention  to  “get  it  right  the  first 







This  implies  that  research  is  prone  to  the  inevitability  of  human  error.  In  theory  this 
inevitability may be the result of a social cognitive distribution, where everyone has his or 
her own unique way of  thinking despite  the  teaching and  training of others  (Busby 2001). 
Performing  tasks  during  research  will  inevitably  require  cognitive  effort  from  the 
researcher(s).  Cognitive  effort  involves  devoting mental  resources  to  process  information 
and  form  beliefs  (Busby  2001).  Therefore,  a  basic  principle  of  managing  errors  is  that 
mistakes can be made by the best of us (Reason and Hobbs 2003).  
Skill (or performance‐based error) is of particular concern in the research process. This type 
of error  is associated with  lapses arising  from  carelessness or neglect. Errors may  involve 
recognition (misidentifications or non‐detection), memory (lapses) or attentive (distractions 
or  slips  during  action)  failures  in  processing  information  (Kaminetzky  1991;  Reason  and 
Hobbs  2003).  A  concern  is  that  no  countermeasure  exists  for  errors  in  general  (Reason 
2002). Attention has previously  focussed on human  error within  systems  engineering but 




consequences of surrounding  local circumstances and conditions,  including  the  task,  tools, 
equipment and  the general working practices, which  influence actions and provoke errors 
(Josephson  and  Hammarlund  1999;  Love  et  al.  2007).  Errors may  also  arise  from  error‐
provoking conditions (or traps) within the research itself.  
Although beyond the scope of this discussion,  it  is worthwhile emphasising that any errors 
committed during  research will  result  in  rework  if  they  are  identified.  Love, Edwards  and 
Smith  (2006) collectively define  rework as: “the unnecessary effort of  redoing a process or 
activity that was incorrectly implemented the first time”. Rework is only performed when the 
benefits  of  performing  it  are  deemed  to  outweigh  the  ramifications  of  not  performing  it 
(Manavazhi 2004). The additional risks of research task interruptions to address rework are 
that  individuals may either  forget what  it  is  they were doing or skip performing particular 





In order  to  ensure  that data  inputted  into  the  computer was  identical with  those on  the 
returned  questionnaires,  a  simple  and  cost‐efficient  system  was  developed.  This  system 


















Step 2: Data comparison. A  third spreadsheet,  refer  to Figure 7.2 automatically compares 
each  of  the  values  of  ‘Input  1’  and  ‘Input  2’, which  contains  both  inputs  from  the  same 


























identical. However,  a  true  value will  be misleading when  the  person  performs  the  exact 
same error  twice. Whilst  this  is  the  least probable  form of  input error  to be committed,  it 
creates a degree of uncertainty because a ‘True’ value in this instance does not always mean 





matches  the  first  data  input,  and  will  not  match  the  correct  values  provided  by  the 
respondents  themselves  in  the  returned  questionnaires when  the  same  input  errors  are 
committed for the same question(s) in both data inputs.  
Step  3:  Cross  data  check.  The  objective  of  this  step  is  to  reduce  as  far  as  possible,  the 
probability of  two  identical errors, as noted above, entering  the  ‘Final  Input’  spreadsheet. 
However, it is important to note that whilst this system ensures a reduction in input errors, it 
cannot  ensure  that  these  are  eliminated  entirely,  as  there will  always  be  the  possibility, 
however small, that Person A and B will commit the same  input error.   This step compares 
values between  ‘Final  Input A’  and  ‘Final  Input B’  and  automatically  identifies differences 
between  the  two,  refer  to Figure 7.2. As per Step 2 above, conditional  formatting  is used 
where the values within the green cells are in this instance deemed correct and those values 
within the red cells are visually checked against the scanned questionnaires returned. 
















is  quite  a  small  number  when  compared  with  the  overall  number  of  data  entries.  As 
previously mentioned, each of the 105 questionnaires had 67 data entries; given that each 
questionnaire was  input  twice  by  Person  A  and  twice  by  Person  B,  the  total  number  of 




interesting  to  note  that  Person  A made  one  identical  error  (same  error  in  two  different 
inputs) shown as 2 in the figure below and Person B did 14 identical errors, shown as 28 in 









If  no  data  comparison  had  taken  place  and  the worst  case  scenario  for  Person A  36  (35 
errors  in  Step  1  +  1  error  in  Step  2)  and  for  Person  B  36  (22+14=36)  were  instead 
hypothetically taken  into consideration, the percentage of errors  in both cases would have 
also  been  0.5%  (of  7,035),  but  there  would  have  been  no  way  of  quantifying  these 
hypothetical  errors,  let  alone  containing  them.  It  is noted  that  for  this  calculation,  errors 
committed whilst copying and pasting data from one spreadsheet to another were not taken 
into consideration as they only occurred as part of the data checking process.   
In order  to assess whether a relationship exists between  the  time taken  to  input data and 
the quantity of input errors committed (i.e. do faster inputs produce more errors?), the time 
taken by each person  to  input data  from each questionnaire  received was monitored and 




entries. However,  for several questions more  than one  input error was committed  for  the 
same question. It was subsequently discovered that the questions where these input errors 























1  18 27 0.95% 
2  10 4 1.90% 
3  5 1 2.86% 
4  1 ‐ 3.81% 
5  1 ‐ 4.76% 
Total  18x1+10x2+5x3+1x4+1x5=62 27x1+4x2+1x3=38  
 
As  errors  familiar  in  nature  continue  to  occur  within  any  system,  the  tendency  is  for 
“recurrent error  traps”  to materialise  (Love et al. 2007). The  impact of  this  is  identified by 
Reason (2002) who links error traps to a simple photocopier machine and demonstrates that 
it  is  indeed possible  to establish  these error  traps  (Reason 2002).   Under  this context, one 
question in the questionnaire was identified as an error trap as it registered 6 errors overall, 
3 by Person A and 3 by Person B. Therefore, the questions where most of the  input errors 




paper‐based  surveys  to  recollect data have  the embedded  risk of  introducing error  to  the 
research  conclusions  due  to  deficiencies  in  human  reliability  at  the  data  entry  stage.    In 
order to reduce this risk, appropriate measures should be adopted to ensure that the data 
registered by respondents on the survey  instrument  is  identical to that  inputted within the 
system tool (i.e. software) used to analyse such data.  
The consequences of a  relatively small  impact percentage of  the  input error(s) committed 
(0.5% in the experiment) in transcribing data can affect the overall research findings (~5.0%). 
Understanding where to direct the bulk of error containment focus will therefore benefit the 
research deliverables. Addressing  the error  traps within  the  research  instrument  itself will 
lead  to  improvement  in  the  reliability and credibility of  the  research outcomes. Questions 




for  every  form  of  research. Online  surveys may  also  introduce  other  types  of  error.  For 
example,  respondents may be  required  to  click on buttons  to  record answer options, and 
then  proceed  to  subsequent  questions.  However,  moving  on  by  means  of  the  mouse 
scrolling facility may actually change the button option recorded for the earlier question. If 
this goes unnoticed by the respondent an error occurs.  
If  insufficient  care  is  taken  to  adopt  an  appropriate means  of  data  collection,  this  can 
potentially  introduce other  sources of  input error  (e.g.  research bias) which may be more 
difficult to manage than those input errors managed within this research. 
7.3.3 Quality of data provided by respondents 
Each  of  the  returned  questionnaires  was  examined  to  identify  any  response  that  could 







• New  code  (option):  In  some  cases  respondents  handwrote  their  preferred  answer 
when they considered that the offered options did not include their response. Rather 
than  a  problem,  this  type  of  flexibility  is  considered  advantageous  for  paper‐based 
questionnaires  over  on‐line  surveys. When  various  respondents  provided  the  same 
new option, such option was adopted for the study. However, it is acknowledged that 
by doing so, error may have been  introduced to the study as some respondents that 
chose  the offered answers might have chosen  the new option  if  it had been  clearly 
available to them.   
• Multiple selections on expected single selection: Some respondents ticked more than 




Table  7.11  lists  the  15  questions  that  experienced  some  kind  of  problem.  In  total  56 













3  8  New code (option) adopted Yes All (105) 




13  2  Data grouped into ranges Yes All 
17  7  New code (option) adopted Yes All 




21  2  Ambiguous response No 103 























collected  from  the  survey were  analysed.  Each  question  is  presented with  its  respective 
frequency  table.  When  required,  crossanalysis  (analysis  between  tables)  as  well  as 




Respondents  skewed  to  specific  groups  in  terms  of  general  demographics.  The  survey 









Code  Description Frequency %
1  Male 67  64% 
2  Female 37  36% 





















Code  Age range Frequency % Group %
1 20’s  8 8%
20’s‐40’s 
62% 
2 30’s  29 28%
3 40’s  28 27%
4 50’s  32 30%
50’s+ 
38% 
5 60’s  8 8%
6 70’s+  ‐ ‐
Total 105 100% 100%





Generation  Born between Age range as at 2007 Frequency  % 
Baby Boomers  1945‐1963 44‐62 40 38% 
Generation X  1964‐1977 30‐43 57 54% 




Result S.2: DEMOGRAPHICS:    Q34:  The  majority  of  respondents  (54%)  belong  to 








Code Range  Frequency % Group % 
1  1‐10 employees 60 57% 1‐20 Small 
72% 2  11‐20  16 15%
3  21‐40  13 12%
21‐99 Medium 
15% 
4  41‐60  1 1%*
5  61‐99  2 2%
6  100‐150  4 4% 100+ Large 
13% 7  151+  9 9%








20  or  less  employees  (Small  group).  There  is  an  undersized  representation  (7%)  of 
companies  ranging  from  41  to  150  employees which  are  composed by  three  consecutive 
ranges (4, 5 and 6). The sum of these ranges is smaller than any other single range. 
Result S.3: DEMOGRAPHICS:  Q33:  The  majority  of  respondents  (57%)  work  in 
companies of 1‐10 employees.   
 




7.16,  indicates  that  almost  all  large  companies  (92%)  are  located  in  the  city  whilst  the 







City 32  43% 8 50% 11 92% 51 
Suburb 43  57% 8 50% 1 8% 52 











standardised  into  8 positions  and  clustered  in  two  groups  in order  to  allow  crossanalysis 
between  the  respondents’  position  and  other  variables  of  the  survey.  The  standardised 
positions were then grouped in two groups: Senior Management (SM) and Other (O). The SM 
group clusters decision‐maker positions and it is composed by Directors, Managers, Partners 
and  Owners.  The  O  group  clusters  the  remanning  non‐decision  making  positions:  
                                                            
2 The outstanding balance (2) in the total is due to the two ‘unknown’ respondents. However, whilst 
their group  (city/suburb)  is unknown,  their  size are  ‘100+’  for XX‐01   and  ‘less  than 20’  for XX‐02.  






















Total 104(1)3 100% 100% 
 
As per the above table, the SM group represents 80% of all respondents. 
Result S.6: DEMOGRAPHICS: Q36: Most of  the  respondents  (80%) belong  to  a  Senior 
Management (SM) position.  
Table 7.18 shows the crossanalysis between the respondents’ position group (SM/O) and its 
profession  group  (A/B).  Groups  A  (Designers)  and  B  (Accountants)  have  a  similar 











































































Group A   30  6  0  2 
38
37% 




Group B   28  9  7  1 
45
43% 





















The  4  subgroups  composed  by  the  combination  of  profession  group  and  position  group 
(A|SM,  A|O,  B|SM  and  B|O)  are  used  throughout  the  analysis  section  to  distinguish 
characteristics between professions and positions.   












Code  Description Frequency Relative %  Group %













Total 101(4)5 100%  100%
 
From the above: 








and  10  in  the  suburbs.  From  the  76  office  buildings  or  buildings  designed  for  the 
organisation’s activities  (Code 3) 41 are  located  in  the city and 33  in the suburbs. Refer to 
Table [Q1|C/S] in Appendix 7c. 
                                                            

















‘Unsatisfactory’ and  the next  two  scales  (3‐4) under  ‘Satisfactory’.  Figure 7.4 explains  the 



























a) Temperature  26% (1,5%) 74% (4,31%) 
b) Ventilation  27% (1,7%) 73% (4,35%) 
c) Illumination  18% (1,0%) 82% (4,40%) 
d) Background noise level 34% (1,7%) 66% (4,32%) 
e) Frequency of distractions    34% (1,6%) 66% (4,26%) 
f) Privacy at workstation  36% (1,19%) 66% (4,33%) 
g) Voice privacy  54% (1,29%) 46% (4,22%) 
h) General spatial arrangement 16% (1,1%) 84% (4,44%) 
i) General furniture arrangement 15% (1,2%) 85% (4,42%) 
j) General office size  10% (1,2%) 90% (4,54%) 
k) General office storage space 36% (1,14%) 64% (4,36%) 
l) Individual storage space 31% (1,10%) 69% (4,37%) 
m) Workspace available on workstation 14% (1,1%) 86% (4,48%) 




highest  number  of  respondents  satisfied  (90%).  On  the  other  hand,  the  majority  of 
respondents (54%) were unsatisfied with  ‘g) Voice privacy’ which reported the  lowest  level 
of  satisfaction  in  the  study.  Parameter  ‘j) Office  space’  registered  the highest percentage 
(90%)  of  satisfied  respondents.  Almost  all  respondents  (88%)  considered  parameter  ‘n) 
Overall  space  environment’  satisfactory.  Parameters  ‘a)  Temperature’  and  ‘b)  Ventilation’ 
ranked below ‘c) Illumination’ satisfaction, but above ‘d) Noise level’, ‘e) Distractions’ and ‘f) 
Privacy’.  
From  the descriptive  statistic  summary  in Appendix 7c,  it  can be  seen  that  Parameter  ‘c) 


































Result S.11: OFFICE ENVIRONMENT: Q02: With  the exception of  ‘g)  voice privacy’,  the 
level of office environment satisfaction is satisfactory across all respondents.   
Figure  7.6  divides  the  office  environment  parameters  in  two  columns.  The  right  column 
clusters  parameters  ‘a’  to  ‘g’  which  measure  environment  comfort  and  privacy  (East 
quadrant of radar chart shown in Figure 7.5, above). The left column clusters parameters ‘h’ 
to  ‘m’ which measure  spatial  satisfaction  (west quadrant of  radar  chart).  In  the middle  is 
parameter  ‘n’. The  lines  linking the parameters show the correlation value of non‐spurious 






The  above  figure  indicates  that  there  is  a  stronger  correlation  between  the  spatial 
satisfaction parameters  (left column) and  the overall  satisfaction parameter  than with  the 
latter and the environmental comfort and privacy parameters (right column). Likewise, the 
correlations between the parameters on the left column are generally higher than the ones 
between  parameters  of  the  right  column.    This  could  indicate  that  in  the  case  of  spatial 
parameters what seems to be good (or poor) in one parameter is similar in the other. 
The highest correlation of 0.7429  in Figure 7.6  (and across  the whole study)  is between  ‘i) 
Furniture  arrangement’  and  ‘n)  Overall  satisfaction’  parameters.  The  second  highest 
correlation (0.7310) is between ‘f) Visual privacy’ and ‘g) Voice privacy’, both from the right 




















































overall  satisfaction’  have  the  highest  correlation  coefficient  (0.7429)  not  only  between 
environment parameters, but across all other variables.  
 
Result S.13: OFFICE ENVIRONMENT: Q02: There  is a high correlation  (0.7310) between 
‘f) Visual privacy’ and ‘g) Voice privacy’ parameters.   
 
Result S.14: OFFICE  ENVIRONMENT:  Q02:  ‘a)Temperature’  and  ‘b)Ventilation’ 
parameters have a correlation coefficient of 0.7172.  
 



























From  the above,  it can be seen  that spatial parameters  (h‐m) are higher  in  the  table  than 
environment and privacy parameters (a‐g).  
Result S.15: OFFICE  ENVIRONMENT:  Q02:  Overall,  spatial  parameters  (h‐m)  ranked 
better than environment comfort and privacy parameters (a‐g).   
 
Table  7.22  is  a  summary  of  the  crossanalysis  between  question  2  (office  environment 

















Adapted Purpose  Enclosed  Open 
a) Temperature comfort  ? ? 3(10%)   
b) Ventilation comfort   3(24%) ?  ? 
c) Illumination comfort  3(14%) ?  ? 
d) Background noise  ? ? ?  ? 
e) Frequency of distractions  3(10%) ?  ? 
f) Visual privacy at your workstation ? ? 3(39%)  x 
g) Voice privacy at workstation ?* ?* 3(44%)  x 
h) General spatial arrangement 3(10%) 3(11%)   
i) General furniture arrangement ? ? ?  ? 
j) General office size  ? ? ?  ? 
k) General office storage space ? ? ?  ? 
l) Individual storage space  ? ? ?  ? 
m) Work space available on workstation ? ? ?  ? 
n) Overall space environment satisfaction ? ? ?  ? 








type  ranked  better  than  the other, but do not  imply  that  the  un‐ticked  is unsatisfactory.  
However, the “x”  (cross) on  ‘f) visual privacy’ and  ‘g) voice privacy’  for the open  layout do 




Result S.16: OFFICE  ENVIRONMENT:  [Q03|Q02a]:  Enclosed  layouts  ranked  better  (by 
10%) than open layouts at temperature comfort.   
 
Result S.17: OFFICE ENVIRONMENT:  [Q01|Q02b]: Adapted buildings  ranked better  (by 
24%) than purpose designed buildings at ventilation comfort. 
 
Result S.18: OFFICE  ENVIRONMENT:  [Q01|Q02c]:  Purpose  designed  buildings  ranked 
better (by 14%) than adapted buildings at illumination. 
 







Result S.20: OFFICE  ENVIRONMENT:  [Q03|Q02f]:  Enclosed  layouts  ranked  better  (by 
39%) than open layouts at visual privacy. 
 
Result S.21: OFFICE  ENVIRONMENT:  [Q03|Q02g]:  Enclosed  layouts  ranked  better  (by 
44%) than open layouts at voice privacy. 
 
Result S.22: OFFICE ENVIRONMENT:  [Q01|Q02h]: Adapted buildings  ranked better  (by 
10%) than purpose designed buildings at spatial arrangement.   
 















third  option  was  adopted  for  analysis.  A  discussion  on  this  decision  and  its  possible 
consequences  is  offered  in  Appendix  7b.  The  crossanalysis  previously  discussed  in  Table 




Code  Description Frequency % 
1  Enclosed  40 38% 
2  Open‐plan  57 54% 


















Freq.  %  Freq.  %  Freq.  % 
Enclosed  6  75%  1  6%  31  41%  38(2) 
Open‐plan  2  25%  15  88%  38  50%  55(2) 
Combination  ‐  ‐  1  6%  7  9%  8 
Total  8  100%  17  100%  76  100%  101(4) 
 
The above table shows that most (75%) of the adapted residential buildings have enclosed 
layouts, which  could be an  inherited  consequence of  the  structure of  its original  function 
(divided rooms). Most (88%) of the adapted non‐residential buildings are open‐plan; most of 
these spaces could have been old warehouses,  factories, etc. One of  the respondents  that 
selected  this option handwrote  ‘old warehouse’ at  the margin of  the questionnaire.  In  the 
case of purpose designed buildings half are open‐plan.    
From the above: 
Result S.27: OFFICE  ENVIRONMENT:  [Q03|Q01]: Most  of  the  offices  (75%)  hosted  in 
adapted residential buildings have enclosed layouts.  
 
Result S.28: OFFICE  ENVIRONMENT:  [Q03|Q01]: Most  of  the  offices  (88%)  hosted  in 
adapted non‐residential buildings have open‐plan layouts.  
 








Freq.  %  Freq.  % 
Enclosed  29  48%  11  24%  40 
Open‐plan  27  45%  30  67%  57 
Combination  4  7%  4  9%  8 







Result S.30: OFFICE  ENVIRONMENT:  [Q03|Q33]:  The  majority  of  organisations  (67%) 








Freq.  %  Freq.  % 
Enclosed  11  24%  29  51%  40 
Open‐plan  34  74%  21  37%  55(2) 
Combination  1  2%  7  12%  8 
Total  46  100%  57  100%  103(2) 
 
Result S.31: OFFICE  ENVIRONMENT:  [Q03|A/B]: Most of  the Designers  (74%) have  an 



























 Hrs. Per Week  Group A  Group B  Total (A+B)  Group by hpw 




7.6 to 15  1  ‐  1 
16 to 20  ‐  ‐  ‐ 










41 to 45  2  4  6 
46 to 50  13  15  28 
51 to 55  2  1  3 
55 to 60  8  3  11 
61 to 65  ‐  1  1 
66 to 70  1  1  2 
71 to 75  ‐  2  2 
76 to 80  ‐  1  1 





Result S.32: WORK HABITS:  [Q13|A/B]: Most of  the  respondents  (85%) work overtime 
(37.5+  h.p.w). Only  4%  of  respondents work  a  standard week  (37.5  h.p.w).    Part‐time  or 
casual employees represented 11% of the respondents.  
The above crossanalysis  shows  that  there are differences  in  the amount of working hours 
per week by profession.   For Group A (Designers) the minimum working hours per week  is 
7.5  and  the  maximum  is  70  hours  per  week  (66‐70  range).  Whereas  for  Group  B 
(Accountants)  the minimum  is  25  hours  per week  (21‐37.4  range)  and  the maximum  80 
hours per week (76‐80 range). The median for the former is 49 (mode 50) and for the latter 
40  (mode  40)  hours  per  week.  This  indicates  that  respondents  from  Group  A  work  on 
average more hours per week  than Group B, but some  respondents belonging  to Group B 
work more hours per week than the highest respondent of Group A.   
Result S.33: WORK  HABITS:  [Q13|A/B]:  On  average  Designers  work  more  hours  per 
week  than Accountants. However,  some Accountants  (3) work more hours per week  than 
the Designer working the most hours.    














A|SM A|O B|SM B|O
Less than 37.6  11%  25%  11%  33% 
37.6 to 40  24%  63%  31%  50% 
More than 40  66%  13%  58%  17% 
Total (%)  100%  100%  100%  100% 












position  subgroups  (SM/O)  are  similar  across  profession  groups  (A/B)  and  systematically 
differ between professions, suggest that it is the respondents’ position (SM or O) rather than 
the group (A or B) that influences the amount of hours worked per week.  
Result S.34: WORK  HABITS:  [Q13|A/B|SM/O]:  The  respondent’s  position  (SM/O) 
influences  the  amount  of  hours  worked  per  week more  than  the  profession  (A/B)  they 
belong to. 
 


























5 (work from home)  4  4%  4% 
Total  105  100%  100% 
 
From the above: 














A|SM  A|O  B|SM  B|O 











3  26%  13%  24%  8% 
4 (Every day)  13%  0%  11%  0% 
5 (Work from home)  5%  13%  2%  0% 
Total (%)  100%  100%  100%  100% 
Total (Frequency)  38  8  45  12 
 











Result S.38:  WORK  HABITS:  [Q14|A/B|SM/O]:    The  frequency  by which  respondents 
take work home is influenced more by their position than by their profession.  
 


















Total  105  100%  100% 
 
From the above: 
Result S.40: WORK HABITS: Q15: The majority of  respondents  (68%) occasionally work 
on weekends. Over  a  quarter  of  respondents  (27%)  never work  on weekends, whilst  5% 
work every weekend. 







A|SM  A|O  B|SM  B|O 











3  21%  13%  27%  ‐ 
4 (Every weekend)  5%  ‐  9%  ‐ 
Total (%)  100%  100%  100%  100% 













Result S.42: WORK  HABITS:  [Q13|A/B|SM/O]  [Q14|A/B|SM/O]  [Q15|A/B|SM/O]: 








Code  Description Frequency %
1  Yes 76  72% 






Figure  7.7 plots  the  respondents’ work/life balance  satisfaction  grouped by  their working 
hours per week as per Table [Q13|Q16] in Appendix 7c. The first three ranges (‘7.5’  – ‘16  to 
20’) and the last four (‘61 to 65’ – ‘76 to 80’) are not included in the analysis (shaded area) 
since  their  low  respondent  representation  (just  one  respondent  per  range)  produce 










In  the  above  figure  the  percentage  of  respondents  satisfied with  their work  life  balance 
peaks  (85%) at the 37.6 to 40 hours per week range.    It stands out that the percentage of 
satisfied respondents in the next range (41 to 45) is higher than the other two lower ranges 
at  the  left of  the peak point, which  includes  the standard 37.5 per week range.   A peak  is 
produced  (100%  satisfaction) at  the 9th  range  (shaded), however  it  is  considered  that  this 
could be a false peak product of the low count of respondents (3) in this range. All the three 
respondents  in this range are happy with their  life balance, but a bigger count might have 
balanced  the  responses. The dashed  lines between  the 8th and  the 10th  range  suggest  the 
expected  tendency  if  the  count  of  range  9 was  higher.   At  the  10th  range  (55  to  60)  the 






Result S.44: WORK HABITS:  [Q13|Q16]:  The  highest  percentage  of  respondents  (85%) 
that  is  satisfied with  their work/life balance  is  in  the 37.6  to 40 working hours per week 
range.  
 
Result S.45: WORK HABITS:  [Q13|Q16]: The majority of  respondents  (55%) working 55 
to 60 hours per week are still happy with their work/life balance.   
 
Result S.46: WORK HABITS:  [Q13|Q16]:  The  two  respondents working 71  to 75 hours 
per week are satisfied with their work/life balance.  
 







































































All  respondents  (4)  that work  from  home  (scale  5,  shaded  area  in  the  above  figure)  are 
satisfied with their work/life balance. 
Result S.49: WORK HABITS: [Q14|Q16]: Most of the respondents (79%) that never take 
work  home  are  satisfied  with  their  work/life  balance.  The  percentage  of  satisfaction 
decreases to 74% as respondents occasionally take work home.  However, taking work home 













































the  percentage  of  respondents  that  were  happy  with  their  work/life  balance  decreased 
more (by 12%) between scale 1 (85%) and scale 2 (73%) than in the previous variable (taking 






on weekends were  satisfied with  their work/life balance. This percentage declined  as  the 












A|SM  A|O  B|SM  B|O 
1  Yes (Satisfied)  27  71%  6  75%  30  67%  11  92% 
2 No (Unsatisfied)  11  29%  2  25%  15  33%  1  8% 














































As  shown  in  Table  7.35  the majority  of  respondents  (58%)  are most  of  the  time  at  their 
workstation.  Responses  are  grouped  into  ‘rarely  at  workstation’,  scales  1  and  2  and 
‘commonly at workstation’, scales 3 and 4.  
Table 7.35. Q04 Frequency table:  Time spent at workstation 
Scale  Frequency % Group %
1 (Rarely)  ‐  ‐  Rarely at workstation 
6% 2  6  6% 
3  38  36%  Commonly at workstation 
94% 4 (most of the time)  61 58%
Total  105  100%  100% 
 










4)  renders meaningless  a  crossanalysis  by  profession  and  position  as  the  ones  previously 
done  in  Questions  13  to  16.  Instead,  the  6  respondents  with  the  lowest  workstation 
dependency (scale 2 of the above table) are analysed based on the responses given on other 
questions  that  could  affect  their  dependency  on  their  workstation.  Table 
[Q04=1|A/B|SM/O|Q36|Q13|Q05],  refer  to Appendix 7c,  looks  into  the profession group, 









management  group,    but  vary  in  their  detailed  position  (3  directors,  2 managers,  and  1 
partner).  Half  work  50  hours  per  week.  Half  of  them  spend  most  of  their  time  doing 


















Freq.  %  Freq.  %  Freq.   % 
90‐100  10  10%  ‐  ‐  1  1% 
80‐89  25  24%  ‐  ‐  ‐  ‐ 
70‐79  15  14%  ‐  ‐  ‐  ‐ 
60‐69  18  17%  3  3%  3  3% 
50‐59  12  11%  7  7%  2  2% 
40‐49  3  3%  10  10%  5  5% 
30‐39  11  10%  16  15%  6  6% 
20‐29  8  8%  30  29%  21  20% 
10‐19  2  2%  30  29%  28  27% 
1‐9  ‐  ‐  7  7%  31  30% 
0  1  1%  2  2%  8  8% 
Total  105  100%  105  100%  105  100% 
 
From the above: 
Result S.57: WORK HABITS: Q05: The  range  ‘80‐89%’ of working  time accumulates  the 
highest  percentage  of  respondents  (24%)  working  in  individual  work  and  quiet  thinking 














in  building  relationships  and  socialising mode  concentrated  in  a  single  range  happens  in 
range 1‐9%. The majority of respondents (57%) work  in this mode up to 19% of their time. 
























Group A  Group B  Group A  Group B  Group A  Group B 
A|SM  A|O  B|SM  B|O  A|SM  A|O  B|SM  B|O  A|SM  A|O  B|SM  B|O 
80‐100  40%  25%  31%  25%  ‐ ‐ ‐ ‐ 3% ‐  ‐  ‐
60‐79  28%  50%  29%  42%  3% ‐ 4% ‐ 8% ‐  ‐  ‐
40‐59  10%  25%  11%  25%  8% ‐ 24% 25% 5% ‐  9%  8%
20‐39  16%  27%  8%  40% 62% 44% 42% 18% 50%  27%  25%
1‐19  3%  ‐  2%  ‐  46% 38% 28% 25% 61% 50%  57%  50%
0  3%  ‐  ‐  ‐  3% ‐ ‐ 8% 5% ‐  7%  17%
Total  100%  100%  100%  100%  100%  100%  100%  100%  100%  100%  100%  100% 
 
67% 22% 11%







Result S.61: WORK HABITS:  [Q05|A/B]: Designers  (A|SM=40%, A|O=25%)  spend more 







Result S.63: WORK  HABITS:  [Q05|SM/O]:  Senior  management  across  professions 
(A|SM=3%,  B|SM=4%)  is  the  only  sub‐group  represented  in  the  60‐79%  range  of  time 
working  in  face‐to‐face  collaboration  mode.  This  range  is  the  highest  reported  for  this 
working mode.  
 
Result S.64: WORK HABITS:  [Q05|A/B]: Designers are more  likely  to  spend more  time 
building relationships and socialising than accountants. 
 










 Code  Description Frequency % Group % 
1  Meeting rooms  27  26% 
Inside the office 
92% 
2  Each other’s workstation/office  67  64% 
3  Informal environment within the office   3  3% 
4  Somewhere outside the office  8  8% 
Outside the office 
8% 






Result S.66: WORK  HABITS:  Q06:  Almost  all  (92%)  work  related  interaction  is  done 
somewhere inside the office environment.  
 
Result S.67: WORK  HABITS: Q06: Most  of  the  respondents  (64%)  prefer  each  other’s 
workstation/office over meeting rooms (26%) for work related interaction.  
 
Result S.68: WORK HABITS: Q06: More  respondents  (8%) prefer environments outside 
the office over informal environments within the office (3%) for work related interaction.  
 
Table  7.39  is  a  cross  analysis  of  the  preferred  place  for  work  related  interaction  by 
profession and position. As expected, this table follows the same distribution as Table 7.38, 
above,  and  clusters  the  majority  of  respondents  of  both  groups  in  each  other’s 






A|SM  A|O  B|SM  B|O 
1  Meeting rooms  7  18%  4  50%  12  27%  3  25% 
2  Each other’s workstation/office  24  63%  3  38%  32  71%  8  67% 
3  Informal environment within the office   1  3%  ‐  ‐  1  2%  ‐  ‐ 
4  Somewhere outside the office  6  16%  1  13%  ‐  ‐  1  8% 


















Scale  Frequency % Group % 
1 (Not required)  8  8%  Unnecessary 
23% 2  16  15% 
3  47  45%  Necessary 
77% 4 (Essential)  34  32% 








Result S.71: WORK  HABITS:  [Q09|A/B|SM/O]:  There  are  no  differences  in  the 
importance of face‐to‐face interaction in terms of profession or position held.   












Result S.72: WORK HABITS:  [Q09=1|Q33|Q36|Q05|Q1|Q29|Q31]  [Q05]: Respondents 
that consider  face‐to‐face  interaction unnecessary  for  their daily activities  (scale 1) have a 
lower percentage of  face‐to‐face collaboration working mode  than  the calculated average. 











Table 7.41  shows  the  frequency of  responses  to question 17. Code 4  is a  combination of 
Code  1  (Desktop/non‐portable)  and  Code  2  (Laptop/portable),  not  included  in  the 
questionnaire, but added based on response received, refer to Appendix 7b.  
Table 7.41. Q17 Frequency table: Type of computer 
Code  Description Frequency %
1  Desktop/non‐portable 64  61% 
2  Laptop/portable 34  32% 
3  I do not have a computer ‐  ‐ 







Result S.74: WORK  HABITS:  Q17:  The majority  (61%)  of  respondents  have  a  desktop 
computer only. Some (32%) of the respondents have a laptop only. Few (7%) have both.   





Result S.76: WORK  HABITS:  [Q17|A/B|SM/O]:  Designers  in  other  positions  [A|O]  are 
more likely to have a desktop than any other sub‐group. 
Table 7.42 shows the respondents’ dependency on a computer to do their daily work. Low 
dependencies  (scales  1  and  2)  are  grouped  under  the  ‘independent’  group,  high 
dependencies (scales 3 and 4) under the ‘dependent’ group.  
Table 7.42. Q12 Frequency table: Computer dependency 
Scale  Frequency % Group %
1 (Low)  3  3%  Independent
5% 2  2  2% 
3  6  5%  Dependent 
95% 4 (High)  94  90% 




















• 2 consider  the company  they work  for  to be  late majority  technology adopter  type, 
the remanning respondent considered it to be early adopter; and 
• The age group varies from 30’s to 60’s. 















Scale  Frequency  %  Group % 
1 (Low)  22  21%  Inflexible 
46% 2  26  25% 
3  37  35%  Flexible 
54% 4 (High)  20  19% 









Result S.79: ORGANISATION  CONTEXT:  Q07:  The  majority  (54%)  of  the  respondents 
consider their organisations to be flexible about when employees do their work. From this 
group, 19% of  the organisations allow employees  to choose when  to work as  long as  they 
meet their target.  
Crossanalysis  [Q07|A/B|Q33],  refer  to  Appendix  7c,  analyses  the  organisation’s  time 
flexibility by profession and size of the company. From this, the percentage of respondents 
having  high  flexibility  (scale  4)  is  considerably  higher  in  companies with  1‐10  employees 
(A=35%,  B=21%)  than  in  companies  with  11  or more  employees  (A=7%,  B=4%)  in  both 
professions. A  further analysis between professions, based on the same table,   shows that 
designers  from  both  company  size  groups  have  59%  of  respondents  in  Scales  3  and  4, 
whereas accountants has 51% of respondents.  
From the above: 
Result S.80: ORGANISATION  CONTEXT:  [Q07|Q33]:  Companies  with  1‐10  employees 
tend  to be more  flexible  about when employees do  their work  than  companies with 11+ 
employees.  
 








Scale  Frequency % Group %
1 (Low)  38  36%  Inflexible
73% 2  39  37% 
3  17  17%  Flexible 
27% 4 (High)  10  10% 
Total  104 (1)7  100%  100% 
 













majority  of  companies  (54%)  are  flexible,  in  the  case  of  place  flexibility most  companies 
(73%) are inflexible. This crossanalysis focuses on identifying whether profession or company 
size  has  a  higher  influence  in  determining  the  inflexibility  of  companies  to  let  their 






However,  the  percentage  of  respondents  is  lower  in  scale  1  and  2  combined  for  1‐10 
employees  (72%)  than  for  its  counterpart  (77%).  Thus,  it  is  inconclusive which  group  by 
company size is less flexible, refer to Appendix 7c. 
From the above: 
Result S.84: ORGANISATION  CONTEXT:  [Q08|A/B]:  Designers  tend  to  be  less  flexible 
about where employees do their work than accountants. 
 
Result S.85: ORGANISATION  CONTEXT:  [Q08|Q33]:  In  terms  of  company  size  it  is 
inconclusive  which  group  (1‐10  employees/11  or  more)  is  less  flexible  about  when 
employees do their work.  
From  the above crossanalysis  it stands out  that 24% of   accountants with 1‐10 employees 
have a high place flexibility (scale 4), making this the most flexible of all sub‐groups.  
Result S.86: ORGANISATION  CONTEXT:  [Q08|A/B|Q33]:  Accountants  with  1‐10 
employees are the most flexible group about where employees do their work.  
Table 7.45  is a crossanalysis between  the  frequency of  responses  for Q07  (time  flexibility) 












  1  11  14  8  5  38 
2  10  10  14  5  39 
3  ‐  1  12  4  17 
4  1  ‐  3  6  10 







to better understand  the correlation coefficient of 0.3807 between  these  two parameters, 
refer to correlation table, Appendix 7c. 
From the above: 









Scale  Frequency % Group %
1 (Low)  28  27%  Relaxed
61% 2  36  34% 
3  32  30%  Strict 
39% 4 (High)  9  9% 
Total  105  100%  100% 
 
Result S.88: ORGANISATION  CONTEXT:  Q10:  The  majority  of  the  respondents  (61%) 
consider  their  organisations  to  be  relaxed  about  following  procedures  (low  level  of 
bureaucracy). From this group, 27% considers procedures to be relaxed (scale 1). 
 
Table  [Q10|A/B|Q33],  Appendix  7c,  is  a  crossanalysis  of  the  organisations’  level  of 
bureaucracy by profession and size of the company. In terms of the level of bureaucracy by 
company  size,  the  percentages  of  respondents working  in  companies  of  1‐10  employees 
(A=29%, B=41%) with a  low  level of bureaucracy  (scale 1) are higher  than 11+ employees 
(A=20%, B=11%) across both professions. Likewise,  companies with 1‐10 employees  (65%) 
have  a higher percentage of  respondents  in  scale 1  and 2  combined  than  its  counterpart 
(56%).    In  terms  of  profession,  whilst  there  is  no  difference  in  percentages  between 
designers  and  accountants  in  scale  1  alone  (both  are  26%),  in  the  case  of  scale  1  and  2 
combined  there  is  a  considerable  difference  in  respondents  percentages  between  these 
groups (designers=61%, accountants=42%). 
From the above: 

















Scale  Frequency % Group %
1 (Low)  32  30%  Low‐competitive 
71% 2  43  41% 
3  25  24%  Highly‐Competitive 
29% 4 (High)  5  5% 





Table  [Q11|A/B|Q33],  Appendix  7c,  is  a  crossanalysis  of  the  level  of  interpersonal‐









Result S.92: ORGANISATION  CONTEXT:  [Q11|Q33]:  In  terms  of  company  size,  both 


















A) Electricity B) Water C) Paper  D) Car
Freq. % Freq. % Freq. %  Freq.  %




19  18%  12  11%  33  31%  10  10% 
3  No  59  56%  69  66%  29  28%  75  71% 




• Percentage  of  companies  with  policy:  Refers  to  companies  that  have  a  policy, 
regardless whether  they  follow  it  properly  or  not.  It  is  calculated  by  adding  the 
percentage of companies in code 1 and 2.   




implemented  the  policy  compared  to  those  which  have  not.  It  is  calculated  by 
dividing the frequency of code 1 by the sum of the frequencies of codes 1 and 2.  
From the above: 
Result S.94: ORGANISATION  CONTEXT:  Q26a:  Almost  half  (44%)  of  the  respondents’ 
companies have  a policy  to  reduce  the use of electricity, but only 26% of  the  companies 
follow the policy properly. The success rate of electricity policies across companies is 59%.  
 
















Result S.98: ORGANISATION  CONTEXT: Q26:  Paper  policy  is  the most  common  (72%) 
policy across respondents. However, it ranks third in percentage of success (57%).   
 
Tables  [Q26a‐d|A/B|Q33],  refer  to  Appendix  7c,  aim  to  identify  relationships  between 
having /not having a policy and the profession and size of company. Below are the results:  






Result S.101: ORGANISATION  CONTEXT:  [Q26b|A/B]:  Designers  are  more  likely  (50%) 
than accountants (23%) to have a water policy.   
 
Result S.102: ORGANISATION  CONTEXT:  [Q26b|Q33]:  Companies with  1‐10  employees 
are equally likely as companies with 11+ employees (35%) to have a water policy.   
 






Result S.105: ORGANISATION  CONTEXT:  [Q26d|A/B]:  Designers  are  more  likely  (43%) 
than accountants (18%) to have a car policy. 
 
Result S.106: ORGANISATION  CONTEXT:  [Q26d|Q33]:  Companies with  1‐10  employees 
are more likely (30%) than companies with 11+ employees (28%) to have a car policy. 
 













Code  Description  Frequency  %  Group %
1  Dial‐up  5  5% 
With Internet connection  
100% 
2  Broadband  75  71% 
3  Wireless  25  24% 
4  No Internet  ‐  ‐ 
Without Internet connection 
‐ 





Result S.109: TECHNOLOGY:  Q18:  Over  two  thirds  (71%)  have  broadband  Internet 
connection.  About  a  quarter  (24%)  have wireless  connection  and  few  (5%)  have  dial‐up 
connection.  
The  five  respondents  with  Dial‐up  connection  (code  1)  in  the  above  table  are  further 
analysed based on  the  responses  they gave  to other  technology questions. This analysis  is 




the  company  to  be  laggards  in  terms  of  technology  adoption. On  the  other  hand, AS‐10 
(Designer/Suburb)  is  a  large  company  (100‐150  employees)  has  a  website,  a  wireless 
network, has only flat‐panel monitors, uses only email to send and receive information and 
the  respondent  considers  the  company  to  be  Early  Adopters.  The  remaining  three 
respondents that have dial‐up connection are a mix between the above two respondents.   
Result S.110: TECHNOLOGY:  [Q18=1|Q19|Q20|Q21|Q22|Q23|Q33]:  Respondents  with 
dial‐up Internet connection have mixed levels of adoption, 3 out of 5 have a web page, 1 out 
5 have wireless network, 3 out of 5 have only flat panel monitors, 4 out of 5 use email over 
fax.  Similarly  the  perception  of  the  respondents  about  the  adopter  type  of  the  company 












Code  Description Frequency  % 
1  Yes 79  75% 













Result S.112: TECHNOLOGY:  [Q19|A/B]:  Designers  are  more  likely  (91%)  than 
Accountants (63%) to have web presence.  
 







Code  Description Frequency  % 
1  Yes 47  45% 
2  No 57  55% 










Result S.114: TECHNOLOGY:  Q20:  The  majority  of  respondents  (55%)  do  not  have  a 
wireless network.   
 
Crossanalysis  table  [Q20|A/B|Q33],  in  Appendix  7c,  shows  the  relationship  between  the 
companies having a wireless network and  the profession as well as  company  size groups. 
Accountants are slightly more likely (47%) to have a wireless network than designers (42%).  
Companies  with  11+  employees  are more  likely  (51%)  to  have  a  wireless  network  than 
smaller companies (41%). 
From the above:  
Result S.115: TECHNOLOGY:  [Q20|A/B]: Accountants are  slightly more  likely  (47%)  than 
designers (42%) to have a wireless network.  
 










Scale  Frequency % Group %
1 (CRT)  7  7%  Mostly CRT 
20% 2  13  13% 
3  14  14%  Mostly flat panel 
80% 4 (Flat panel)  69  66% 
Total  103(2)9  100%  100% 
 
Result S.117: TECHNOLOGY: Q21: Most of the respondents  (80%) mostly have  flat panel 
monitors, and 66% of them have only flat panels monitors.   
A crossanalysis of the seven respondents that registered to have only CRT monitors (scale 1) 










7)  of  respondents  that  have  only  CRT  monitors  also  have  broadband  connection,  the 
majority  (4 out of 7) do not have a website, or wireless network  (5 out of 7). Most of  the 







Table 7.53 shows  the  frequency of responses  to question 23. Responses on scales 1 and 2 
are grouped under ‘mostly emails’ and responses on scales 3 and 4 under ‘mostly faxes’.  
Table 7.53. Q23 Frequency table: Email vs. fax  
Scale  Frequency % Group %
1 (E‐mails)  70  67%  Mostly e‐mails
93% 2  28  27% 
3  7  7%  Mostly faxes 
7% 4 (Faxes)  ‐  ‐ 
Total  105  100%  100% 
 
Based on the above: 
Result S.119: TECHNOLOGY: Q23:  Almost  all  of  the  respondents’  companies  (93%)  rely 
more on e‐mails than faxes to send and receive information, and 67% use only e‐mails.  
 






Table 7.54 shows  the  frequency of responses  to question 24. Responses on scales 1 and 2 









Scale  Frequency  %  Group % 
1 (Always)  6  6%  Frequently printed 
35% 2  31  30% 
3  40  38%  Rarely printed  
65% 4 (Never)  28  27% 
Total  105  100%  100% 
 
From the above: 
Result S.121: TECHNOLOGY: Q24:  The majority of  the  respondents’ organisations  (65%) 
rarely print non‐spam mails, 27% of them never print e‐mails.  
 
Table  [Q24|A/B|Q33],  in  Appendix  7c,  shows  a  crossanalysis  between  the  frequency  of 
printing emails and the profession and company size groups. From this table: 
Result S.122: TECHNOLOGY:  [Q24|A/B]:  Designers  (67%)  tend  to  print  less  frequently 
non‐spam emails than accountants (61%). 
 








Code  Description Frequency %
1  Yes 57  55% 




Result S.124: TECHNOLOGY:  Q25:  The  majority  of  respondents  (55%)  scan  hardcopy 
documents.  






























Result S.127: TECHNOLOGY: Q22: Early adopter  is  the most  represented  (37%)   adopter 
type,  followed by early majority  (31%),  late majority  (16%),  innovators  (12%) and  laggards 
(4%).   
 
Figure 7.11, based on crossanalysis  [Q22|A/B]  in Appendix 7c,  shows on  the  left  side,  the 
distribution of adopter by profession. From this figure  it can be seen that both groups shift 
to  the  right of Rogers’  standard  adopters’ distribution  indicated by  the  shaded  area.  This 
implies that generally respondents considered themselves to have higher adoption rate than 








The minor differences between  the percentages  for early  adopter  and  innovator  in Table 
7.56   and  the above chart  (Group A+B) are due  to  the  two  respondents  that  removed  the 
questionnaire ID tag (XX‐01 and XX‐02).  
Based on the above:  
Result S.128: TECHNOLOGY:  [Q22|A/B]:  Designers’  companies  are  composed  by  2% 
laggards, 9% late majority,35% early majority, 35% early adopter and 20% innovators.  
 
Result S.129: TECHNOLOGY:  [Q22|A/B]:  Accountants’  companies  are  composed  by  5% 
laggards, 23% late majority,30% early majority, 37% early adopter and 5% innovators.  
 














































































by  7%  laggards,  20%  late  majority,  40%  early  majority,  22%  early  adopter  and  11% 
innovators.  
 




Crossanalysis  of  the  4  laggards  and  the  12  innovators  are  done  in  Table 
[Q22=1|Q17|Q18|Q19|Q20|Q21|Q23|Q33]  for  laggards  and  Table 
[Q22=5|Q17|Q18|Q19|Q20| Q21|Q23|Q33]  for  innovators,  refer  to  Appendix  7c.  These 















































Result S.135: TECHNOLOGY:  [Q22|Q23]:  Innovators are more  likely  than  laggards  to use 
email over fax to receive and send information.  
 





monitors.  Using  Tables  [Q22|Q21]a  and  [Q22|Q21]b,  in  Appendix  7c,  the  representative 
type of monitor on each type of adopter was calculated. This method is detailed in Appendix 







presence  as measured by question 19  (top  curve)  as well  as  the percentage  respondents 
with wireless networks as measured by question 20  (bottom curve) relative to their adopter 
type.    These  plots  are  based  using  relative  frequencies  as  per  Tables  [Q22|Q19]  and 
[Q22|Q21],  refer  to  Appendix  7c.  In  this  chart  the  percentage  of  companies  with  web 
presence  increases  with  the  type  of  adopter  until  early  adopter.  Then,  the  percentage 



















































































Following  is  a  series  of  analyses  set  to  test  if  different  adopter  types  have  particular 
organisation context characteristics as discussed in section 4.2.2b Context index in Chapter 4. 
Time and place flexibility 









• H0Place= “Organisations with  faster adoption of  technology  (as measured by question 
22) do NOT have higher Place flexibility (as measured by question 8).”   
Figure  7.14  is  a  scatter  diagram  plotting  time  and  place  flexibility  by  type  of  technology 
adopter. A chart supporting H1time and H1place would have produced a concentration of data 
points  running  diagonally  from  left  to  right  with  a  similar  path  for  the  regression  line. 




































The  above  figure  shows  that whilst  there  is  a  continuous  increase of  time  flexibility  (Q7) 














The underlying hypothesis  is  that  the  adoption of  state‐of‐the‐art  technology  could  allow 
organisations  to  replace  face‐to‐face  interaction with other  types of  interactions  for doing 
work related activities (e.g. teleconferencing or even virtual worlds). The set of hypotheses 
are: 
• H1face‐to‐face  =  “Organisations  with  faster  adoption  of  technology  (as  measured  by 
question 22) consider face‐to‐face interaction less important (as measured by question 
9).” 



















































collaboration varies, without an  identifiable pattern, with  the  type of  technology adopter. 
Thus,  and  despite  laggards  (3.25)  having  a  higher  calculated  level  of  importance  than 

















































As  previously  explained  in  section  4.2.2b  Context  index,  there  are  two  sides  to  the 
relationship  between  technology  adoption  and  bureaucracy  level.  The  first  refers  to  the 
hypothesis  that  state‐of‐the‐art  systems  could  reduce  the  level  of  perceived  bureaucracy 




faster  adopters  will  have  (perceived  or  real)  lower  level  of  bureaucracy  for  doing  work 
related activities. The set of hypotheses are: 
• H1Bureaucracy  =  “Organisations  with  faster  adoption  of  technology  (as  measured  by 
Question 22) have less bureaucracy (as measured by Question 10).” 
• H0Bureaucracy  =  “Organisations  with  faster  adoption  of  technology  (as  measured  by 
Question 22) do NOT have less bureaucracy (as measured by Question 10).” 
 
Figure  7.18  is  a  scatter  diagram  plotting  the  perceived  level  of  bureaucracy  by  type  of 
technology adopter. As mentioned  in the previous scatter diagrams (Figure 7.14 and Figure 
7.16)  a  chart  supporting  the  positive  hypothesis  H1bureaucracy    would  have  produced  a 
concentration of data points running diagonally from left to right with a similar path for the 
regression  line. However, data points are scattered, thus producing a horizontal regression 
line with  low R2 value.   Still, this  is the steepest  line of all scatter diagrams (slope of 0.151) 
with  the highest  (although  still  low) R2  value  (0.0265).  It  also  shows  that  adopter  type  1 





































access,  for example).    It could be  thus expected  that  innovators have  less dependency on 




































From  the above  figure,  laggards  (2.75) have  lower  calculated  frequency of printing emails 
than  innovators  (3.0). However, the difference  is small and the  frequency fluctuates  in the 
in‐between adopter types.    
The  crossanalysis  between  the  adopter  type  and  scanning  hardcopy  documents  done  in 
Table  [Q22|Q25],  Appendix  7c,  shows  that:    laggards  do  not  scan  hardcopy  documents. 
However, the majority (59%) of late majority adopters as well as  the majority (52%) of early 














Code  Description Frequency %
1  Yes  21  20% 


































Result S.143: ALTERNATIVE WAYS OF WORKING: [Q27|A/B]:   Designers  (28%) are more 
likely to have hot‐desking than accountants (13%). 
 









regardless whether  the  respondent  is working  in  such mode  or  not.    Codes  3  and  4  are 
grouped  into  the  ‘no’ group, which adds up  the  companies  that do not offer  this  type of 
working mode.  A third group, the ‘no/no’ group are those respondents (3) that ticked both 




Code  Description  Freq.  %  Group 
1  Yes, and I work from home (see Table 7.60) 23 22%  Yes 
46% 2  Yes, but I do not use this option 25 24% 
3  No, but I would like to have the option 12 12%  No 
51% 4  No, but I rather go to the office 41 39% 
5  With or without option, I would rather go to the office  3  3% 
No/No 
3% 











Result S.146: ALTERNATIVE WAYS  OF WORKING:  Q29:  The majority  of  the  companies 








By adding codes 2, 4 and 5,  from  the above  table,  the percentage of  respondents  that do 
not, or would not, telework even with the option is obtained. The result is as follows: 
Result S.148:    ALTERNATIVE WAYS OF WORKING: Q29: Most of  the  respondents  (66%) 
would rather go to the office than telework. 
 


























Code  Description  Group A  Group B  1‐10  11+ 
1  Yes, and I work from home  24%  21%  29%  14% 
2  Yes, but I do not use this option  20%  25%  20%  26% 
3  No, but I would like to have the option  15%  9%  8%  16% 
4  No, but I rather go to the office  37%  43%  37%  44% 
5  With or without option, I would rather go to the office  4%  2%  5%  ‐ 
Total (%)  100%  100%  100%  100% 
Total (Frequency)  46  56  59  43 
 
From the above: 
Result S.150: ALTERNATIVE WAYS OF WORKING:  [Q29|A/B]: Designers  (24%) are more 
likely  than  accountants  (21%)  to  telework.  Designers  (15%)  are  also  more  likely  than 
accountants (9%) to wanting to have the option of teleworking. 
 




Result S.152: ALTERNATIVE  WAYS  OF  WORKING:  [Q29|Q33]:  The  group  in  which 
teleworking  is  not  offered  and  the  respondent  is  not  interested  in  teleworking  (Code  4) 

























2.p  Increased productivity  36 16% 
3.p  Less commuting time  84 38% 
4.p  Freeing up of office space  22 10% 








2.c  Longer working hours  27 11% 
3.c  Lack of motivation  42 17% 
4.c  Lack of a suitable environment  41 17% 
5.c  No boundaries between home and work  75 30% 
 
From the above: 




teleworking  selected  across  all  respondents  is  ‘less  commuting  time’  (38%),  followed  by 








In  order  to  differentiate  between  the  perceived  advantages  and  disadvantages  from 
respondents  that currently telework  from those who do not and are therefore speculating 
on  the pros and cons, a crossanalysis by  teleworkers/non‐teleworkers and  their perceived 





(41%).  On  the  other  hand,  non‐teleworkers  were  considerably  more  likely  to  select  a 
disadvantage for teleworking (53%) than teleworkers (28%).    
 











Result S.157: ALTERNATIVE WAYS OF WORKING:  [Q30|Q29]:  The  percentage  range  of 












Result S.160: ALTERNATIVE  WAYS  OF  WORKING:  [Q30|Q29]:  The  majority  of 








Result S.161: ALTERNATIVE WAYS OF WORKING:  [Q30|Q29]: Most  respondents  that do 




not  telework  (49%)  consider  ‘lack  of  motivation’  as  a  disadvantage  of  teleworking  than 
teleworkers (12%).  
 
Result S.163: ALTERNATIVE  WAYS  OF  WORKING:  [Q30|Q29]:  The  majority  of 













Have  Do not have  Total  Total 
Freq.  %  Freq.  %  Freq.  % 
1  Computer  103  98%  2  2%  105  100% 
2  Printer  87  83%  18  17%  105  100% 
3  Fax  29  28%  76  72%  105  100% 
4  Dial‐up  13  12%  92  88%  105  100% 











Result S.166: ALTERNATIVE WAYS OF WORKING: Q28: Most  (91%) of  respondents have 









Time range (HH:MM)  Freq.  % Accumulated  % Accum 
1 hr or less 
0:01‐0:15  11  11% 11  11% 
0:16‐0:30  22  21% 33  32% 
0:31‐0:45  11  11% 44  43% 
0:46‐1:00  23  22% 67  66% 
2 hrs or less 
1:01‐1:15  6  6% 73  72% 
1:16‐1:30  11  11% 84  82% 
1:31:45  3  3% 87  85% 
1:46‐2:00  10  10% 97  95% 
More than 2hrs 
2:01‐2:15  2  2% 99  97% 
2:16‐2:30  2  2% 101  99% 











Result S.168: ALTERNATIVE WAYS OF WORKING: Q31: The  respondent with  the  longest 
commuting  time of  the  study  spends 5 hours  (return) each day  commuting  to work using 
public  transport.  Despite  already  having  a  computer  and  broadband  at  home,  the 




















Code  Description  Frequency  %
1  By foot / Bicycle  15  15%
2  Public transport  18  18%
3  Scooter /  Motorcycle  ‐  ‐













Group  Foot/Bicycle  Public  Transport Use car  Total % 
City  8  16%  13 27% 28  57% 49 100% 













Result S.172:   ALTERNATIVE  WAYS  OF  WORKING:  [Q32|A/B]:  The  percentage  of 
respondents using  cars  to  get  to  their workplace  in  the  suburbs  (76%)  is higher  than  the 
percentage of respondents using cars to get to their workplace in the city (57%).  
 
Result S.173:   ALTERNATIVE  WAYS  OF  WORKING:  [Q32|A/B]:  The  percentage  of 
respondents using public transport to get to their workplace in the city (27%) is higher than 




















































The  first  section  of  this  chapter  documents  the  implementation  of  the  case  study.  The 
second section details the analysis of the case study covering the same areas and following 




company  to  participate  in  the  study.  An  introduction  to  the  research  and  its  purpose 











The  quality  of  data  collected  by  this  case  study  considerably  exceeds  that  of  the  data 
collected by the survey in Chapter 7. On the other hand, there were gaps in the information 
collected by the WSD which limited the extent of the analysis. 





















Participant   Gender Age group Position
CSA‐1  Male 50’s Project Co‐ordinator  
CSA‐2  Male 50’s Director
CSA‐3  Male 30’s Director
CSA‐4  Female 20’s Project Co‐ordinator 
CSA‐5  Male 30’s Director
 
8.3.3 Office environment 
In 2006  the company moved  into a new one‐storey office building owned by  the  firm  in a 
northeast  suburb  in  Melbourne.  Although  the  building  envelope  was  already  built,  the 
company had the opportunity to design the interior of the building. Having a clean floor plan 
was an ideal opportunity for the company to produce a design that best address their needs 
without  having  to  overcome  challenging  constrains  (other  than  the  ones  imposed  by  the 
















An analysis of  the  floor plan  is shown on Figure 8.2. Case study participants’ workstations 
(marked  in red) are  labelled ‘CSA‐1’ to ‘CSA‐5’. Most of the floor plan area  is used as office 
space  (blue)  with  four  workstations  (pink)  used  as  hot‐desks.  There  are  four  dedicated 




It  is  noticeable  that  the  drawing  board, which  has  traditionally  always  been  a  distinctive 
feature  in  the  offices  of  architects  and  designers,  has  been  completely  replaced  by  CAD 














of  a  production  line,  instead  they  are  grouped  in  teams where  they  know  (and  need  to 










team  can  turn  their  chairs  around  the  table  and  have  a  modest  version  of  an  iRoom 
equivalent to that of Team X (see Chapter 2).  
Result CS‐A.3: OFFICE  ENVIRONMENT:  Floor  Plan:  The  office  layout  reflect  the  need  of 
team collaboration.  
From  Figure  8.2  it  is  noticeable  that  all  staff,  regardless  of  their  position  (Senior 
Management/Other) work  in the same type of modular workstation and  in an open  layout. 
Thus,  it  is  difficult  to  distinguish  between  the  offices,  or  better  said,  workstations  of  a 
Director and a Project Coordinator. The office layout does not reflect hierarchy. Although, it 











The most variable parameter  is g) Voice privacy, ranging from  ‘1 Poor’   (CSA‐4) to  ‘4 Good’ 
(CSA‐2), the two opposite sides of the scale.  The next parameter with the highest variability 





































technology  footprint on the work bench gained by the  introduction of  flat panel monitors. 
However, this benefit  is diminished by having the CPU on the bench top (see CSA‐1, CSA‐2, 
CSA‐4 and CSA‐5).  
Result CS‐A.8: OFFICE  ENVIRONMENT:  Workstation  pictures:    Flat  panel  monitors  can 
reduce the foot print of technology on workstation. 














(parameters  ‘a’  to  ‘g’)  are  due  to  identifiable  objective  differences  in  the  participants’ 
surroundings or subjective assessments.  For this, the values of these parameters are plotted 




with  their  perceived  temperature  (square)  and  ventilation  (circle)  comfort.  With  the 
exception of one participant (CSA‐4), the rest are mostly satisfied with the temperature and 
ventilation (scales 3 and 4). However, there is no evident environmental circumstance, or a 









The  above  figure  also  highlights  the  correlation  between  temperature  and  ventilation  as 
previously discussed in Chapter 7.  
Figure 8.5 shows the layout of luminaires and air supplies providing light and air to the case 












Result CS‐A.10: OFFICE  ENVIRONMENT:  [Q02|Floor plan  | Reflected  ceiling plan]:    There 







Figure  8.6  indicates  the  location  of  the  five  case  study  participants with  their  perceived 
illumination comfort. The analysis seems to indicate that the distance from the windows and 














The  reflected  ceiling  layout  (Figure  8.5)  shows  that  there  is  a  luminaire  on  top  of  CSA‐1 
which should improve the illumination satisfaction when lit.   
8.3.3c Privacy and distractions perception 
Figure  8.7  shows  the  participants’  level  of  satisfaction  on  the  reaming  4  environment 














Table  8.3  summarises  the  amount  of  work  done  by  each  participant  as  collected  by 

















CSA‐1  40  Never (1) Never (1) Yes 
CSA‐2  40  Frequently (3) Frequently (3) Yes 
CSA‐3  40  Sometimes (2) Sometimes (2) Yes 
CSA‐4  39  Never (1) Sometimes (2) Yes 




the  frequency at which participants  take work home  (Q14) and how  frequently  they work 
over  weekends  (Q15),  which  varies  from  never(1)  to  frequently(3)  in  both  cases.  CSA‐2 
reported that he frequently takes work home as well as works on weekends, whilst CSA‐1 is 
the opposite.  
Result CS‐A.13: WORK  HABITS:  [Q13]:    Participants  work  an  average  of  40.8  h.p.w.  The 
highest number of w.h.p. (45) is registered by CSA‐5 (Director). The lowest (39) is registered 
by CSA‐4 (Project Co‐ordinator).    
Based  on  the  criteria  set  on  Chapter  7  and  the  position  of  the  participants  described  on 
Table  8.1, CSA‐2, CSA‐3  and CSA‐5 belong  to  the  senior management  sub‐group whereas 
CSA‐1 and CS‐4  to  the  ‘other’ sub‐group.   Taking  into consideration  the hours worked per 
week, the frequency by which participants take work home and work on weekends, senior 
management participants work more than participants in the other sub‐group. 
Result CS‐A.14: WORK  HABITS:  [Q13|Q14|Q15|Q36]:  Senior  management  participants 
(CSA‐2,  CSA‐3  and  CSA‐5)  have  on  average  a  higher workload  than  participants  in  other 
positions (CSA‐1 and CSA‐4).    
With  the  exception  of  CSA‐5,  all  participants  are  happy  with  their  work/life  balance.  A 




























CSA‐1 30:45 No No
CSA‐2 27:20* 1 Day Yes (Sat&Sun) 
CSA‐3 35:40 No No
CSA‐4 24:05** No No
CSA‐5 31:30* No No
 
The hours worked by CSA‐2 and CSA‐5, marked with an asterisk ‘*’, could not be accurately 
calculated because  the  ‘Left work’  field  in  the booklet was not completed  for at  least one 








most of  their  time  (60%  to 80%) doing  individual work,    face‐to‐face meeting  time  varies 
from 15% to 30% and socialising and building relationships represent only 5% to 10% of the 





Result CS‐A.15: WORK HABITS: Q05: On  average, participants  spend 70% doing  individual 
work and quiet  thinking, 23%  face‐to‐face collaboration and 7% building  relationships and 
socialising.     
Table 8.5 shows the average percentage of time spend in the 5 working modes measured by 


























Result CS‐A.16: WORK HABITS: WSD: On average participants  spend 65% doing quiet  solo 
work, 12%  in  face‐to‐face meetings, 7%  talking over  the  telephone, 9% writing/reading e‐
mails and 7% outside the office.  
 







CSA‐1  CSA‐2  CSA‐3 CSA‐4 CSA‐5  Scale
       
 
From the above, CSA‐1 considers that he could have not worked from anywhere outside the 
office  for  the  whole  week.  On  the  other  hand,  CSA‐5  considers  he  could  have  possibly 
worked  outside  the  office  4  out  of  5  days. Only  CSA‐4  fully  agrees  that  she  could  have 
worked  1 day  (Monday)  from  a place outside  the  office. On Monday  this  last participant 
spend 80% of her  time doing quiet  solo work, 10%  in  face‐to‐face meetings, 5% over  the 
telephone and 5% on writing/reading emails, refer to Appendix 8a. This day was the day with 
the highest percentage of quiet solo work for her.  
The high percentage of  time  spend by CSA‐1 doing quiet  solo work  (the highest across all 
participants)   together with the percentage of time working with emails,    indicate that this 































































  CSA‐1 CSA‐2 CSA‐3 CSA‐4  CSA‐5
Time flexibility (Q7)  Flexible (3) Inflexible (2) Flexible (3)
Place flexibility (Q8)  Inflexible (2) Flexible (3) Inflexible (2)  Flexible (3)
Bureaucracy level (Q10) Relaxed (1) Strict (3) Relaxed (2) 
Competitiveness (Q11) High (3) Low (1) Low (2) Low (1) 
Computer dependency (Q12)  High (4) High (3) High (4) 
Work station dependency (Q4)  High (4) High (3) High (4) High (3)
 
From the above: 















Result CS‐A.24: ORGANISATION  CONTEXT:  Q11:  The  perception  of  interpersonal 








of  their  time  (Scale 4) on  their workstation. The  remaining  two, have  a high dependency 
(Scale 3).   
8.3.6 Technology 
Table 8.8 summarises  the  response  to  the  technology questions 17, 18, 19, 20, 21, 23, 24 
and 25 of the questionnaire.  
Table 8.8. Technology at work Q17, Q18, Q19, Q20, Q21, Q23, Q24 and Q25 





















desktop  computer  and  all monitors  in  the office  are  flat‐panel.  The office has broadband 
Internet connection and a webpage, but no wireless network. Participants use e‐mail over 











Result CS‐A.28: TECHNOLOGY:  Q22:  The  perception  of  adopter  type  varies  considerably 
across participants, going from “Innovators” to “Late  Majority”. 
Table  8.9  summarises  the  responses  to  question  28  indicating  the  technology  that 
participants have at home.   
Table 8.9. Participants’ technology at home Q28 
  CSA‐1 CSA‐2 CSA‐3 CSA‐4 CSA‐5 
Computer  3  3 3 3 
Printer 3  3 3  
Fax   3    




home.  All  the  participants  that  have  a  computer  at  home  have  broadband  Internet.  The 




Table  8.10  summarises  the  responses  given  to  questions  6,  27,  29,  31  and  32  related  to 
AWW.  
Table 8.10. Alternative Ways of Working (AWW) Q06, Q27, Q29, Q31, Q32 
  CSA‐1 CSA‐2 CSA‐3 CSA‐4  CSA‐5
Hot‐desking implemented (Q27)  No Yes No 
Preferred interaction space (Q06)  Each other’s workstations / office 
Teleworking option offered (Q29)  Yes, but I do not want to use this option, I rather go to office















Result CS‐A.32: ALTERNATIVE WAYS  OF WORKING:  Q29:  All  case  study  participants  (5) 









  CSA‐1 CSA‐2 CSA‐3 CSA‐4 CSA‐5  Total 
More free time      ‐ 
Increased productivity       ‐ 
Less commuting time  3 3 3 3 3 5 
Freeing up of office space  3     1 
More time with family     3 3 3 3 
Total  2 1 2 2 2  9 
 
Table 8.12. Perceived disadvantages of working from home 
  CSA‐1 CSA‐2 CSA‐3 CSA‐4 CSA‐5  Total 
Isolation   3 3  3 3 
Longer working hours   3    1 
Lack of motivation     3  1 
Lack of suitable environment  3 3 3   3 
No boundaries Home/Work  3   3 3 3 
Total  2 3 2 2 2  11 
 
From the above: 
Result CS‐A.34: ALTERNATIVE WAYS OF WORKING: Q30: All participants  (5)  identify  “Less 








Result CS‐A.35: ALTERNATIVE  WAYS  OF  WORKING:  Q30:  “Isolation”,  “Lack  of  suitable 
environment” and  “No boundaries between home/work” were  identified by 3 participants 
(not the same ones) as disadvantages of working from home. One participant (not the same 











































• Company  A1:  The  technology  developer.  This  company  develops  virtual  world 
environments hosted in Second Life (refer to Chapter 2). Company A presented their 
technology  at WorkTech  07 Conference  in UK  (refer  to Chapter  1).  This  company 
agreed  to have a case study done on  their  technology as part of  this research and 
nominated one of their clients (Company B) to complement the study.  
• Company  B:  The  technology  user.  Company  B  is  a  marketing  firm  based  in 
Manchester.   
Table  9.1  shows  the  research  instruments  applied  and  the  data  collected  from  each 
company. 
Table 9.1. CS‐B data collection methods. 










‐  ‐  3 ‐ ‐ 
Company B 
Technology User 
3 3 3 3 3 3 
  
As per  the above  table,  information  from Company A was collected  through  the PDF‐form 













clients  using  their  virtual world  collaboration  technology  in  order  to  do  a  case  study  on 
them. They nominated a marketing company based in Manchester (Company B).  
Next,  the  preliminary  Case  Study  Protocol  was  emailed  to  the  Managing  Director  of 
Company B on  the 18th of August 2008  together with probing questions aimed  to develop 
the  final case study protocol. The xml  file was expected  to be emailed back by  the 27th of 




various  presentations  about  Second  Life,  including  the  Managing  Director’s  own  virtual 
home  and  a  motorcycle  stadium  developed  for  one  of  their  clients.  The  directors  also 











organisations have  similar cultures and  share a vision of how Second Life can be used  for 









A popular  service  is SP Events/Events Arena, where an event  is  created  in Second  Life by 
building a venue and creating avatars. Since 2007 Company A has been providing this service 














The  RLPO  celebrated  the  opening  of  their 
2007  season  by  presenting  the  first 
professional orchestra performance  in Second 
Life.  A Second Life avatar of the conductor led 
the  orchestra,  which  performed  via  live‐
streamed  video  into  Second  Life.  The  event 
took  place  in  an  exact  3D  replica  of  the  real 
Royal  Liverpool  Philharmonic  Hall  hosted  in 
Second Life. After the concert viewers met at a 
virtual  reception  and  had  the  opportunity  to 













SP Collaborate  is  a  service  that brings people  and  organisations  together  virtually.  It was 
estimated by Company A that half of its clients use SP Collaborate.  
One  type  of work  collaboration  that  has  been  successfully  replicated  by  Company  A  are 
meetings:  
“We  provide  a  platform  for  organisations  to  hold  online  interactive  virtual 
meetings. By using  this  service organisations  can hold meetings where people 
from  all  over  the  world  can  attend  without  incurring  huge  costs  and  the 
inconvenience of travel. It also provides a more personal environment than the 
one that can be achieved via email or video conferencing”. 





















Company A  claims  that  there  is  no  typical  client who  is  interested  in  virtual worlds.  The 
company has clients from various industries from both the public and private sectors. Based 
on Company’s A experience marketing firms (like Company B)  are receptive and appreciate 








the  ones  described  to  access  Second  Life  in  Chapter  2.  Company  A  suggest  a  computer, 
typically  less  than  2  years  old  (as  at  2008), with  a  reasonable  graphics  card,  processing 





The  company  noted  that  this  software  is  just  for  Second  Life  applications,  and  they  are 
evaluating  other  virtual  world  platforms  with  less  special  hardware  and  software 
requirements.  
Result CS‐B.4: ALTERNATIVE WAYS OF WORKING: [Company A|PDF‐Form]:  It is currently 
necessary  to download a  free  software  (Second  Life  viewer)  to  run Company’s A working 
environment. However, this requirement might not be necessary in future developments.    
9.3.6 Benefits 
Company  A  sees  virtual worlds  as  a  new  and  innovative  delivery  channel  for  engaging  a 
wider audience. They believe that ‘in‐world’ (term used in the industry to refer to the virtual 
world)  environments  allow  participants  to  eliminate  geographic  boundaries,  reduce  real‐
















Company A philosophy  is that technology  is  instrumental to society and sees technology as 
an enabler, rather than a solution. The company believes that virtual worlds can provide a 
new  work  environment  and  ethos  that  simplify  communication  and  coordination  of 
information.  
Company A believes that virtual worlds have the potential to redefine the way we work, and 
































virtual  world  presence  (motorcycle  stadium)  for  one  of  their  key  blue‐chip  clients. 




The  variety  of  the  sources  and  the  type  of  data  received  required  more  planning  and 
coordination than any other case studies. Still, the main problem with the data in this study 
was the delayed return of the surveys and WSDs by Company B.  
The  distant  geographic  location  (and  different  time  zones)  between  Melbourne  and 












Company  B  is  a  marketing  agency  founded  in  1994  which  has  offices  in  Manchester 


















Participant ID  Gender  Age group User Position
CSB‐1  Female  20’s PC Account manager 
CSB‐2  Female  20’s PC Account manager 
CSB‐3  Female  20’s PC Account manager 
CSB‐4  Female  30’s Mac Designer (Creative) 
CSB‐5  Male  30’s Mac Art Director (Creative) 
CSB‐6  Male  40’s Mac Senior Art Director (Creative) 
 
From the above table, half of the respondents are PC users (account managers) and half Mac 




set    for  the  new  office,  adding  up  to  a  total  of  12  questionnaires  and  12 WSD. Refer  to 
Appendix 9b for the Survey and WSD reports.    
9.4.4 Office environment 
After 10 years of occupying  the current office  located at central Manchester,  the Creative 
Director believes that “the office environment does not promote a creative atmosphere, it is 
not  very  inspirational  and  it  is  very  tired.”  Therefore,  the  company wanted  to move  to  a 
better, more  inspiring  environment  for  employees  and  clients  alike:  “when  clients  come 
around we want to show them a more creative place.”  








the  office  (from  7am  to  midnight  ‐17hrs‐  on  some  occasions)  and  they  are  constantly 
challenging  and  pushing  each  other’s  ideas.  As  a  consequence,  he  believes  that  “the 
environment  needs  to  give  you  some  space,  a  sense  of  freedom.  There  should  be  things 
around you  that  inspire you,  that do not make you  feel restricted  in any way. You want  to 
feel free; you want your mind to feel free.” 
To  achieve  his  ideal  environment,  the  creative  director was  personally  involved with  the 
architects in the design of the new offices. Part of his design brief stipulated that there were 
to be no walls  in  the office,  apart  from  the ones  required  to  create  two private meeting 
rooms. He believes open‐plan  layouts maximise  the  sense of  freedom and  flow of natural 
light. He also requested breakout spaces, delimited by walls less than 1.5m of height.  






Figure 9.1  shows a picture of  the old and new offices. The picture on  the  left  (old office) 
shows  the  account managers wing, which  is made  of  a  rectangular  open‐plan  area with 
desks. The wall on the  left divides the account managers from the creatives which are  in a 
mirror layout behind such wall. The picture on right shows one of the breakout areas of the 






































than  the  old  one  in  terms  of  the measured  office  environment  satisfaction  parameters. 
Following  such  respondent,  is  respondent  CSB‐1,  who  perceived  improvement  in  more 
parameters  (d,  e,  f,  g  and  m),  than  losses  (k  and  l).  On  the  other  extreme,  are  two 































Result CS‐B.17: OFFICE  ENVIRONMENT:  [Company  B|Q02|Interview]:  Supposedly  better 
designed spaces do not necessarily engender better levels of environmental satisfaction. 
9.4.5 Work habits 
As  previously mentioned  in  section  9.4.2  Company  overview  the  company  comprises  half 
creative staff and half account managers. Each group has very well defined responsibilities. 
Whilst  creatives  are  responsible  of  producing  the  design  of  the marketing material,  the 
account managers  are  responsible of managing  the project  and  the  relationship with  the 
client. As mentioned by the General Manager during the interview, creatives rarely have any 
contact with clients,  they are mostly on  their desk and  they do not answer phone calls or 




is  so  strong  inside  Company  B  that  they  refer  to  Mac/PC  users  indistinctively  to 

















the wall’. Then, the account managers bring the client  in  to discuss the  initial  ideas.   After 






“The  idea  generation  process  is  very  organic,  it  is  very  intuitive  and  it  can 
happen so immediately. I can paper a whole room with ideas in a day. The client 
and I need to be able to look at the big picture and have it all around us and see 
how  the  ideas progress. A  thing over  there  [one  side of  the wall] might  spark 






actual paper that  it  is going to be used. He argues that  it  is necessary to print the material 
out  in order  to  see  things  that  are difficult  to  see  in  the monitor.  “I  think  that  there are 
sections  of  our  industry  that  can  become  paperless,  but  there  are  other  processes  that 
heavily rely on paper.”  
Based on the above: 
Result CS‐B.19: WORK HABITS:  [Company B|Interview]: The organic nature of  the design 








Table 9.5 shows  the percentage of  time spend by  respondents  in  individual work,  face‐to‐
face meetings and building relationships as collected by question 5 of the questionnaire. The 














work  is performed by  a Mac user. With  the exception of CSB‐6  the other  two Mac users 
spend more time doing Individual work than PC users.  
A similar  trend  is also captured by  the WSD, see  reports on Appendix 9b. For most of  the 
























According  to  the  responses  of  the  questionnaire,  Company  B  has  broadband  Internet, 
wireless network, mostly flat panel monitors, and a website. From the interview, it was clear 
that  both  directors  see  the  company,  and  themselves,  as  innovators,  not  only  in  the 
adoption of technology required to do their work, but  in the services they provide to their 
clients (e.g. presence in Facebook, Second Life, and other social network).    
Result CS‐B.23: TECHNOLOGY:  [Company  B|Q18|Q19|Q20|Q21]:  The  company  has  
broadband Internet, a website, wireless network and mostly flat panel monitors.  
Company B website  is more  than  a promotional  site,  it has  an  extensive  archive of blogs 
authored  by  their  employees  on marketing  and  technology  covering  topics  like  e‐paper, 
social networks and the future of the Internet amongst many others.  Both directors believe 























Result CS‐B.26: TECHNOLOGY:  [Company  B|Q22]:  Participants’  perception  of  the 
company’s  type of  technology adopter are distributed between    ‘early adopter’ and  ‘early 
majority’. Three participants changed  their perception  following  the  relocation  to  the new 




of how  the  space  is divided as well as help people working  inside  to be more mobile. He 
argues  that one  thing  that  technology allows people  to do  is  rethink  the  traditional office 
environment and office setup.  
“People  can  get  into  a  pattern with  regards  to  their  office  environment  and 




Result CS‐B.27: TECHNOLOGY:  [Company B|Interview]: Technology allows  to  increase  the 




The  Creative  Director  is  a  ‘great  believer’  in  breaking  away  from  the  desk  and  work  in 
breakout areas within  the office, as well as outside  it. The  location of  the new office was 
specifically chosen because of the surroundings.  
“There  are  a  lot  of  benches  around  the  [new]  office  that  are  ideal  places  to 
reflect. One side of the office looks over the Manchester canal which can be very 




Equally, however,  it  is  important  for  the Creative Director  to meet deadlines and manage 
people. He believes that the office is the place to do that.   
“I am in the office probably more than I would like to be, but I need to manage 










from  the  desk  and  going  to  ‘think’  to  a  more  inspirational  environment  can  improve 
performance. 
 





a sun‐drenched beach or a snow‐capped mountain, or  just park  it  in the sky. A 










thirty‐something,  white  collar  professionals,  both  male  and  female,  especially  from  the 
creative, media and software industries. In marketing terms, a classic ‘early adopter’ profile 
of  influential  consumers,  which  explains  why,  in  his  point  of  view,  many  major  car 
manufacturers, including Nissan and Mercedes are already in‐world.  




Result CS‐B.30: ALTERNATIVE WAYS  OF WORKING:  [Company  B|Interview]:  Second  Life 
attracts different demographics than other virtual world communities.  
 





Result CS‐B.32: ALTERNATIVE  WAYS  OF  WORKING:  [Company  B|Interview]:  Marketing 



























































Media  (e.g.  video,  Power  Point 
presentations)  can  be  displayed  on 
the  virtual  screens.  Users  (avatars) 





Marketing material  designed  by  the 




















Result CS‐B.36: ALTERNATIVE  WAYS  OF  WORKING:  [Company  B|Interview]:  What  the 
Managing Director  likes the most about the Second Life office  is that  it  is the opposite of a 









one of  the account directors who can’t  join us  in London  to  join us via Second 
Life. So we would be  in  real  life and  this person would  join us via Second Life. 
Unfortunately,  that  is not going  to happen on  this occasion, but  those are  the 
things that we are looking to do.”  












Sometimes,  while  presenting  my  ideas  to  the  client,  I  will  modify  my 
presentation if I feel that the person’s body language is not conducive to what I 
am  saying and  they are  feeling uncomfortable and  crossing  their arms, and  I 
might not see that virtually.” 


























“I  feel  that people are able  to express  themselves and understand each other 
better in real world interaction. For example the way that I judge people when I 




cannot  transmit  all  the  information we  use  to  establish  a  connection  during  face‐to‐face 
meetings.  
9.5 SUMMARY 






































































Appendix  6.c)  was  signed  prior  to  the  interview.  With  the  participant’s  consent,  the 
interview was  recorded  (audio only) and  later  fully  transcribed  for analysis. The  complete 
transcription  is not  included to ensure the confidentiality of the respondent. The  interview 
lasted 46 minutes.    
10.2.1 Data quality 
The quality of  the data collected by  this case study was very good. All  the questions were 
















Case  Study  C  participant  is  a  33  year  old  female,  professional,  married  to  a  same‐age 
engineer.  They have  a 2  year old daughter  and  are  expecting  a new baby by  early 2009.  
They share a home 110 km Southeast from Melbourne’s CBD.  
The participant works at a regional office of a commonwealth government department with 
151+  employees  (the  maximum  scale  in  the  survey)  across  the  department,  and 
approximately 55 employees at her  regional office. The department  focuses on processing 
applications  on  behalf  of  clients.  She  has  been  working  for  this  organisation  for 
approximately 8 years and  is currently at  the management  level overlooking staff  that are 
processing  client  applications. Her  office  is  responsible  for  processing  applications  rather 
than policy‐making. 
In  2005  the  participant  considered  the  option  of working  from  home  to  reduce  the  long 
commuting  time  (up  to  5  hrs per day). However,  she  found  the  requirements  set by her 
public employer organisation  to be  ‘too onerous’. Such  requirements  included a dedicated 




management  level were  not  given  to  her  and  thus  she was mainly  involved  in managing 
small  projects  on  behalf  of  other  managers.  She  acknowledges  that  there  have  been 
difficulties  in  accommodating  her  needs  as  a  part‐timer  and  her  role  has  been  basically 
custom developed for her. 
10.3.2 Office environment 
Despite  the  building  being  designed  for  the  organisation’s  activities,  the  participant 
considers her office environment satisfaction poor and ranks it lower than the median of the 
responses obtained by the survey in Chapter 7.  
The participant  ranks  the open‐plan  layout poor  (Scale 1) on parameters: a) Temperature 
comfort, f) Visual privacy and g) Voice privacy.  Parameters which ranked the highest (Scale 















Result CS‐C.2: OFFICE ENVIRONMENT: Q02: The highest ranked parameter  (Scale 4)  is  ‘d) 
Noise comfort’. 
10.3.3 Work habits 
The  participant works  as  a manager  overlooking  staff.  Since  2008  she  has  been working 
three day a week. She averages 25 hours per week (just over 8 hours per day), never works 




The participant  considers  that part‐time work as well as  teleworking  considerably hinders 








Result CS‐C.3: WORK  HABITS:  Interview: Working  part‐time  as  well  as  teleworking  can 
hinder career development. Neither is recommended for commencing a career.   




work even harder, with a greater duty,  to produce  tangible work  to compensate  for  their 
reservations about a more controversial arrangement.  
Result CS‐C.4: WORK  HABITS:  Interview:  Working  part‐time  promotes  the  feeling  of 
working  harder  than  full‐timers  in  order  to  compensate  for  possible  reservations  of 
supervisors. Teleworking  is  seen  as  a more  controversial  arrangement  than working part‐
time and further exacerbates this feeling.    
Formal  and  informal  face‐to‐face  meetings  are  an  important  part  of  the  participant’s 
activities.    Whilst  she  argues  that  formal  meetings  could  be  done  via  teleconference, 






discusses  it.  It  is  in  fact this  interaction that  in her opinion triggers the  ‘need  for meeting’, 
and thus cannot be done remotely (e.g. video conference).   
“Most  of my  team  sits  on  the  first  floor  and  because  sometimes  I  sit  on  the 
ground floor, I notice that on those days I am involved in a lot less conversation; 
because people just don’t go past me or I go past them.”   
Whilst  the  participant  considers  that  being  at  the  office  promotes  this  type  of  ‘casual 
interaction’,  she believes  that  the meetings could be more efficient  if she would not have 






interaction with workmates. Since this  interaction arises randomly and out of an  impulse  it 
might not be as effective, or necessary, as if carefully planned and addressed during a formal 
meeting.   




work’,  an  equal  percentage  doing  ‘Face‐to‐face  collaboration’  and  10%  ‘Building 
relationships  and  socialising’.  As  per  the  WSD,  the  participant  spends  on  average  an 
approximate 30% of her time doing ‘Quiet solo work’, 28% in ‘Face‐to‐face meetings’, 5% on 
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Result CS‐C.7: WORK HABITS: WSD: The participant spends 30% of her  time doing  ‘Quiet 
solo work’, 28% on  ‘Face‐to‐face meetings’,   5% on  ‘Telephone’, 17% on  ‘E‐mails’ and 20% 
‘Outside the office’. 








not  get  paid.  On  balance,  work  is  something  you  have  to  do  as  opposed  to 
something that you want to do.”  
Result CS‐C.9: WORK HABITS: Interview: Work is a paid or unpaid activity done to satisfy a 
specific  objective.  Overall,  work  is  something  that  needs  to  be  done  as  opposed  to 
something that someone wants to do.   
The respondent’s main job is to manage and process information as well as oversee people 
making  decisions. Whilst  she  argues  that  being  in  an  office  building  promotes  personal 
interaction which helps overseeing people, the act of processing information could be done, 
from  a  technological  point  of  view,  from  any  remote  location  outside  the  office 
environment.   























Even  though  the  participant’s  organisation  offers  options  to work  at  flexible  hours  (time 
flexibility) and from home (place flexibility), see section 10.3.6 Alternative Ways of Working, 
she ranks the organisation’s time and place flexibility  low (Scale 1). A plausible explanation 
for  this  is  that  flexible working  at  the  participant’s  organisation  is  a  right  needed  to  be 
earned  through  work  performance  and  requires  a  long  and  bureaucratic  process  to  be 
granted. 





Examples  of  this  are  further  given  in  sections  10.3.6b  Home  Based  Working  (HBW)  and 
10.3.6e The office of the future. 
10.3.4c  Competitiveness at the workplace (Q11) 
The  respondent considered  the  level of  interpersonal‐competitiveness at her workplace  to 
be high (Scale 3). 
10.3.4d Green policies (Q26) 
Whilst  the participant’s workplace has policies  to  reduce  the use of water and paper,  she 
mentioned  that these policies are not properly promoted or monitored and  thus, they are 
not  followed.  In  regards  to  the  paper  policy  the  participant  commented:  “we  have  the 
technology to do double‐sided printing, but hardly anyone uses it.” 
Result CS‐C.11: ORGANISATION  CONTEXT:  [Interview|Q26]:  For workplace  policies  to  be 
successful  it  is  necessary,  but  not  sufficient,  to  provide  the  technology  required  to 
implement them. Policies need to be promoted and monitored for them to be successful.  
Her workplace does not have policies to reduce the use of water or cars.  
Result CS‐C.12:  ORGANISATION  CONTEXT:  [Interview|Q26]:  The  participant’s  office  has 
policies to reduce the use of water and paper, but they are not properly followed.   
Currently, the participant has to print documents (e.g. budget spreadsheets) that she needs 













Result CS‐C.14: TECHNOLOGY:  [Q18|Q19|Q20|Q21|Q22|Q23|Q24|Q25]:  The  participant 




The  respondent  argues  that  there  are  cultural  factors  from  the  organisation  clients  that 





is  likely  to  change  when  people  become  more  comfortable  using  an  online  process.  Our 
younger clients prefer to communicate by e‐mail.”   




Result CS‐C.16: TECHNOLOGY:  [Q22|Interview]:  Younger  generations  can  speed‐up  the 
adoption of new technology.   
Further  insightful  comments  on  technology  as  well  as  a  plausible  explanation  to  the 
respondent’s poor perception of the organisation’s adopter type are done  in  the  following 
section. 
10.3.6 Alternative Ways of Working (AWW) 
The  participant’s  organisation  has  implemented  hot‐desking  (especially  for  part‐time 
workers)  and  has  a  comprehensive  policy  for  what  they  call  HBW  (Home  Based Work), 
referred  to  in  this  research as Teleworking. The organisation also has  the option of doing 
VWH (Variable Working Hours). Following is a review of these options.  
10.3.6a Hot‐desking    
Given  that  the participant works part‐time  (3 days a week),  she does not have a desk  for 




office  and  unfortunately  there  is  always  someone  sick  or  on  leave.  On 

















you work  part‐time.” However, because  she had maternity  leave between when  she was 
working  full  time  (and  had  her  own  office)  and  when  she  returned  part‐time  (to  hot‐
desking), she did not find such change as ‘drastic’ as she would if it had been from one week 
to the next.  Nevertheless, the participant finds this arrangement ‘certainly frustrating.’ 
Result CS‐C.18: ALTERNATIVE WAYS OF WORKING:  Interview: Hot‐desking  can  create  the 
feeling of loss of personal space and can be a frustrating experience.   
 




she  spends driving  to her office. The  respondent’s  commuting  time,  including  leaving her 
daughter at the child‐care (near the office), varies from 2hrs 40 minutes to 5hrs 10 minutes 




Besides  the  considerable  amount of  time  spend  ‘sitting  in  the  car’,  the participant  is also 
concerned  by  the  carbon  emissions  produced  by  getting  to  work  in  such  fashion.  The 
estimated amount of carbon dioxide emitted every month  is almost half a tonne1 from her 
home‐work‐home routine only. 








Result CS‐C.21: ALTERNATIVE WAYS  OF WORKING:  Interview:  Public  transport  is  not  a 
viable way for the respondent to commute to work.  
                                                            
1  Calculated  using  ‘Vehicle  Calculator’  developed  by  Green  Pass  Australia  Pty  Ltd 
(www.greenpass.com.au). The  following parameters were used: Vehicle type: Medium  (4 cylinders), 
Fuel:  Petrol,  Distance  covered  per  day:  80  km  per  journey  x  2(return)  =  160km  per  day,  160  x 







The next possible option  to  reduce commuting  time and  carbon dioxide emissions was  to 
work from home, although she would still need to take her daughter to child care.  
Putting aside the various OHS and security requirements further explained  in the review of 
the  organisation’s HBW  policy,  the  respondent  had  all  the  technology  needed  for  her  to 






During  the  interview  she  mentioned  that  the  main  advantage  of  HBW  from  the 
organisation’s  point  of  view  is  the  freeing‐up  of  office  space.  Staff  at  her workplace  are 
regularly  reminded  about  the  cost of  rent. Although  this  is most problematic  at  the CBD 
office, they are also experiencing accommodation problems at her regional building.  For her 
‘less commuting time’ was the most important benefit. 
Result CS‐C.22: ALTERNATIVE  WAYS  OF  WORKING:  [Q30|Interview]:  The  respondent 
identified  ‘freeing‐up of office space’ as  the most  important benefit of  teleworking  for  the 
organisation. On  the other hand,  ‘Less commuting  time’ and  ‘more  time with  family’ were 
the most important benefits for her.  
 

























main  concern  (disadvantage).  Thus, monitoring  teleworkers  performance  is  one  of  their 
biggest  problems.  However,  the  participant  considers  that  more  than  a  problem  of 
measuring or overseeing performance, it is a ‘cultural’ problem:  






Result CS‐C.28: ALTERNATIVE  WAYS  OF  WORKING:  [Q30|Interview]:  According  to  the 
participant, there is the perception that if someone is working from home they are really not 
working hard. Culture is the biggest problem for implementing Teleworking.    
Another  concern  for  the  organisation,  perceived  by  the  participant,  is  the  privacy  and 
security  of  confidential  information.  However,  she  believes  that  the  culture  is  different 
between  state  departments  and  the  commonwealth.  For  example  the  Victoria  State 
Government is more open to remote access than the Commonwealth Government.  




is done on  the updated versions  (version 2.0, updated early 2008),  the policy  is  similar  to 
that back in 2005 (used by the participant to make her assessment on telework).   
HBW, as  stated by  the organisation, “enables employees  to balance  their professional and 
personal  responsibilities  and  allows  [the  organisation]  to  meet  its  objectives  through 
increased productivity and the retention of valued employees.”  
The organisation offers  voluntary HBW as part of  its Collective Agreement. The  voluntary 
nature  implies that an employee cannot be forced to work from home. On the other hand, 
employees do not have an automatic entitlement  to HBW. This option  is barred  to casual 
employees  or  employees  who  do  not  have  a  satisfactory  PDA  (Performance  and 
Development  Assessment).      The  applicant must  have  a  current  satisfactory  PDA  rating 
without having several unsatisfactory PDAs in the past to qualify for HBW.   
Result CS‐C.30: ALTERNATIVE WAYS  OF WORKING:  [Policy|Interview]:  Teleworking  is  a 
right that needs to be earned through satisfactory performance.   
Employees  that adopt HBW  can only work  from home up  to  three  fifths of  their working 
week.  The  remaining  two‐fifths  of  their  working  week  must  be  spend  at  the  office  to 
“facilitate supervision of  their work, ongoing  team  interaction and attendance at meetings 







Result CS‐C.31: ALTERNATIVE  WAYS  OF  WORKING:  [Policy|Interview]:  Teleworkers  are 
required to spend 2/5 of their time at the office.  
Following is a summary of the process required for all employees who wish to do HBW: 





are  considered  to  be  suitable  for  HBW  are  those  which  are  able  to  be 
performed  fairly  autonomously,  require  limited  client  contact,  do  not 
involve  intensive  team  work  or  are  easily  monitored  and  measured. 
Activities  considered  not  to  be  suitable  are  those  dealing  with  sensitive 
secured  information,  require  extensive  client  contact,  involve  full‐time 
training, involve supervisory responsibilities or require intensive team work.  
b. The  employee’s  home  satisfies  the  Security  and  OHS  assessment.  Since 
HBW  employees  need  to  remove  information  out  of  the  secured  office 
environment,  it  is  a  requirement  that  a  security  check  is  done  prior  to 
commence HBW. This assessment  includes a physical  inspection of the site 
by  the organisation’s  security or an  independent consultant. The applicant 
can  have  three  different  types  of  remote  access  from  home  to  the 
organisation’s systems: (i) No remote access, (ii) Remote access with limited 
access or (iii) Remote access to broader services. Applying for remote access 
(ii  and  iii)  is  a  separate  process  and  requires  additional  security 
requirements. 




3) Make an agreement. Once  the above criteria have been satisfied an agreement  is 
done.  The  applicant  agrees  to  take  responsibility  for  the  security  of  sensitive 
material.  Thus,  children  or  other  family  members  must  not  have  access  to 
information  stored  at  the  home  site.  The  employee  must  adhere  to  the 
organisations OHS  policies  and  report  all  accidents  and  incidents. Given  that  the 
organisation does not have a duty of care  for visitors to the home site, employees 
are  advised  to  confirm  that  their  insurance will not be  affected by public  liability 
coverage. The employee must notify to the organisation of any changes to the home 
site,  including moving, renovations or new housemates. The employee must notify 




and  this  space  should  be  accessible  (following  the  appropriate  notice)  to  the 
employee’s manager for OHS inspections and supervision duties. 
On  the  other  hand,  the  organisation  will  offer  HBW  employees  all  training  and 
development opportunities available to office staff (non‐HBW). The organisation will 








Result CS‐C.32: ALTERNATIVE WAYS  OF WORKING:  [Policy|Interview]:    Duties  that  are 
considered  to be  suitable  for  teleworking are  those which are able  to be performed  fairly 
autonomously,  require  limited  client  contact, do not  involve  intensive  team work and are 
easily monitored and measured. 
 
Result CS‐C.33: ALTERNATIVE WAYS OF WORKING: Policy: The home site  is considered  to 
be part of the office and as such it must comply with the same OHS regulations as the office 
site.  
The  above  3‐step process has  32  stages  (made  up by  3  stages  for  Step  1‐Application,  13 
stages  for  Step  2‐Assessment,  also  within  this  step  are  5  stages  extra  for  the  security 
assessment and another 5 for the OHS processes, and finally 6 stages for Step 3‐Agreement). 
The  process  involves  a  variety  of  people  including  the  applicant,  supervisor,  manager, 
security advisor, remote access coordinator and OHS coordinator.  








Result CS‐C.34: ALTERNATIVE  WAYS  OF  WORKING:  [Policy|Interview]:    Getting  a 
teleworking application approved can take over 6months. 
However,  the participant does not believe  that  the policy  is meant  to discourage people. 
Instead,  she  believes  the  policy  reflects  the  requirements  considered  necessary  from  the 
perspective of a very conservative organisation that is resistant to new ideas and change and 
wants  HBW  to  work.  It  is  also  an  organisation  that  has  public  accountability  for  the 
confidentiality of its data. 
Result CS‐C.35: ALTERNATIVE  WAYS  OF  WORKING:  [Policy|Interview]:    The  onerous 

















Equipment and  furniture  for  the home  site  (e.g. 
desk, chair, lighting fixtures). 
Security and OHS assessment costs. 
Upgrades  to  the  home  site  required  to  comply 
with security and OHS requirements (e.g. window 
and door locks). 





Lost  or  damaged  equipment  provided  by  the 
organisation  where  it  is  established  that  the 
employee has failed to take due care.  
Essential stationary and office supplies. 
Taxation,  leasing  or  mortgage  arrangement, 
utilities and insurance costs. 







to  set  up  the  home  site  and  to  satisfy  the  above‐mentioned  security  and  OHS 
requirements. 
• Ongoing costs: This item includes expenses required to perform future security audits 








knowledge)  and  the  loss of productivity during  training of  replacements are  factors 


















o Receive  intermittent  care: However, HBW  is  not  approved  if  the  applicant  is 
unable to meet the two‐fifths of the required working hours at the office‐based 
site.  The  policy  does  not  recommend  HBW  to  employees  who  are  in  a 
graduated return to work program due to a work‐related illnesses injury. 
The HBW agreement does not proceed if the above cost‐benefit analysis is not favourable.   
Result CS‐C.36: ALTERNATIVE WAYS OF WORKING:  Policy:    Teleworking  is  considered  to 
reduce costs of maintaining the site office as well as reduce absence on leave.   
 




Result CS‐C.38: ALTERNATIVE  WAYS  OF  WORKING:  Policy:    Teleworking  can  facilitate 
employees to provide/receive care, but not during nominated working hours.   
The  organisation  continuously monitors  the  HBW  arrangement  and  reviews  it  every  12 
months in order to assess changes in the employee’s duties and the business area of work as 
well  as  changes  in  personal  circumstances.  Whilst  an  HBW  agreement  can  be  of  any 
duration, 6 months  is  the  recommended minimum due  to  the costs  involved  in setting up 
the arrangement. No maximum time for HBW is specified. Nevertheless, the agreement can 
be terminated on the 12th month review if the employee receives an unsatisfactory PDA, or 
if  the employee moves  to a  residence  that does not satisfy security or OHS  requirements. 
The  agreement  can  also  be  terminated  by mutual  agreement  between  both  parties.  The 
termination process  is  a 6  stage process  (not  included  in  the previous  tally)    that usually 
takes 6 weeks.  
Result CS‐C.39: ALTERNATIVE WAYS  OF WORKING:  Policy:    The minimum  duration  of  a 
teleworking agreement  is 6 months. There  is no maximum  times specified  for doing HBW, 
but the agreement is reviewed every 12 months.  
 
Result CS‐C.40: ALTERNATIVE WAYS OF WORKING:  Policy:    The  HBW  agreement  can  be 
terminated when  the employee  receives an unsatisfactory Performance and Development 
Assessment  (PDA),  does  not  satisfy  security  and  OHS  requirements  or  by  common 
agreement. 
The policy was not the only factor that caused the respondent to give up home based work. 






the  participant,  Variable Working Hours  (VWH)  refers  to  the  option  of  people working  a 
standard day, but not every day of the week (like in her case) and people that work outside 









indicated  on  the  HBW  agreement  do  not  constitute  an  agreement  to  do  them  under  a 
variables scheme or VWH.  It is a requirement that any employee using HBW must be able to 
be contacted by the organisation at all times during the agreed working hours.  










Where  things  like  temperature and  lighting and glare are  resolved before  the 
office  is built and have comfortable desks and chairs  that can be adjusted  for 
each  person.  Our  current  office  does  not  satisfy  these  criteria,  even  though 
managers are constantly trying to fix things. I would hope that the office of the 
future would have more automated processes. I would like to be able to do more 
things from my computer.       For example,  I would  like to be able to send a fax 




It  is  noticeable  that  the  respondent’s  vision  still  refers  to  a  physical  place where  people 
congregate, an office building. When this was highlighted to her she added:  
“True. My  first  thought of  the office of  the  future was an office building, but  I 
think it would include the ability to work from home easily if you wanted to.”  
She hopes, however, that by then the shortcomings of workplace architecture will be fixed. 




Result CS‐C.42: ALTERNATIVE WAYS OF WORKING:  Interview:  The  respondent’s  vision  of 
the  office  of  the  future  is  a well  designed  and  efficient  office‐like  environment with  the 








“In  my  ideal  office  the  IT  systems  have  been  designed  to  complement  the 
process.  Instead of, as  it has happened,  that we need  to adapt  to  the process 
established  by  the  IT  department,  rather  than  the  IT  department  giving  us 
solutions  that  reflect  our  processes.  My  ideal  office  of  the  future  could  be 
achieved in 10 years.”  
It is worth mentioning that the IT needs craved by the participant such as databases, Word 
templates  and  sending  a  fax  from  her  computer  are  within  the  possibilities  of  current 
technology. In this context, the above quote: “My ideal office of the future could be achieved 
in 10 years”, could be  interpreted as “It will  take our  IT department 10 years  to provide a 
system  that  complements our processes”  rather  than  “it will  take 10  years  to develop  the 
require technology to achieve my vision of the office of the future.” As she mentioned, the IT 















provided by  the  IT department  rather  than  the  IT  giving  them  solutions  that  reflect  their 
processes.    
The  above  is  a  source  of  further  problems.  As  the  respondent  commented  during  the 
interview,  it  is  expected  that  technology  improves  the  process  it  is  developed  for.  Thus 
expectations rise as the processes  is ‘supposedly’  improved with new technology, but what 
really happens is that: 
“We  have  a  constant  battle with  upper management  saying:  ‘why  can’t  you 
produce more  if we have  this new  technology?’ We go back  to  them and say: 
‘yes, but there are many bugs [errors] in the new system’, or ‘the software was 
designed  for  something  else  and  it  doesn’t  assist  us’.    So  we  are  constantly 
justifying why we cannot meet their expectations. Their expectation  is that we 








efficiency created by  the  introduction of new  technology  is a source of problems between 
senior  management  and  staff  doing  the  process  when  the  technology  delivered  is  not 
properly designed.   
The  participant was  then  asked  to  describe  her  vision  of what  she  believes will  actually 
happen in the future at her workplace.  
“In  reality,  in  my  department  we  will  be  more  and  more  squashed  and  it  is 
actually happening.  In the CBD office they refitted a floor to fit more people  in 
because  rent  is very expensive. We now have a  lot  less  space. There  is  talk of 
moving  areas  that  do  not  have  face‐to‐face  contact  with  clients  to  cheaper 
buildings in the outskirts of the CBD. But there is resistance to that idea from the 
union and also because we want to attract good employees and that could be 
something  that  prevents  someone  joining  the  department.  It  is  still  a  fairly 
conservative view.”  
Her ‘real’ scenario, which as she mentioned has already started, denotes the preference of 
satisfying  the  economic  needs  over  an  adequate workplace  environment.  It  also  denotes 
that the  location of the building (CBD)  is seen as a way to  lure talent  into the organisation. 
However, whilst this strategy could get talent in, it could fail to retain staff when they start 
to suffer the trade of an adequate environment for a CBD location.  
































used  in  the  survey  and  case  studies:  Demographics,  Office  environment,  Work  habits, 
Organisation context, Technology and Alternative Ways of Working.  
The  concepts  of  People,  Space  and  Technology  are  individually  revisited.  Similarly,  the 





The  survey  and  case  studies  produced  a  total  of  297  results  as  shown  in  Table  11.1.  A 
compilation of these results is included in Appendix 11a.  
Table 11.1. Number of results by topic across the survey and case studies.  
  Survey CS‐A CS‐B CS‐C Total 
Demographics  7 ‐ ‐ ‐ 7 
Office environment  24 12 7 2 45 
Work habits  47 8 5 8 68 
Organisation context  29 6 ‐ 3 38 
Technology  34 3 5 3 45 
Alternative Ways of Working 32 7 25 30 94 





The  following  discussion  is  based  on  117  results which  are most  related  to  the  research 














higher  than  for  females.  This  could  be  an  indication  of  the  prevailing  social  culture  still 











possibly  some  Baby  Boomers  have  retired.  Parallel,  Sayers’  figures  refer  to  ‘Australia’s 
workforce’  failing  to  specify  if  it  is  limited  to people working  in  an office  (e.g.  knowledge 
workers).  It  could  be  that  the  Sayers  data  includes  a  variety  of  professions  (e.g. 
tradespersons, transport workers) not considered in this study. In fact, the high percentage 
of Generation Y (17%), which in 2001 would have been between 7 and 23 years old, suggests 
that  it  may  include  age  group  ‘15‐19  years’  which  has  a  high  percentage  (36.8%)  in 
‘Elementary clerical, sales and service workers’, but display a considerably lower proportion 
(1.7%) in the ‘Professional’ occupation group (ABS‐1301.0 2008).  
Since  the  age  group  ranges  used  by  the  ABS  are  different  than  the  ones  used  to  group 
generations  (see  Table  2.1)  it  is  not  possible  to  directly  compare  S.2 with  the  census  of 
‘Employed persons by age group’ as per ABS‐1301.0 (2008). Nevertheless, this census shows 
that  the percentage of persons employed as  ‘Managers and administrators’  (equivalent  to 
Senior  Management  group  in  this  research)  increases  with  age.  In  fact,  the  lowest 
percentage (0.3%) is registered at the 15‐19 age group and then constantly increases until it 




scale where  all  (8) of  the  respondents  in  range 5  (people  in  their 60’s) belong  to  the  SM 
group.   
                                                            






















temperature  comfort  and  general  spatial  arrangement  are  also  ranked better  in enclosed 
layouts  (S.16 and S.23). Parallel, open‐plan  layouts did not outperform enclosed  layouts  in 
any of the parameters measured by question 2 (refer to Table 7.22). 
It  is  important  to note, however,  that  results S.16 and S.23 are within 10% of  the margin 
error  set  for  the  study  in  section 7.2.3 Statistical  representation and  thus are outside  the 





(enclosed  layouts)  increase  the  ability  to meet  the  users’  need  for  personal  control  over 
open‐plan  layouts,  refer  to  section  2.7.4  Office  types,  which  then  translates  into  better 
environment  satisfaction.  Oommen  et  al.  (2008)  also  identify  issues  regarding  the 
environment quality of  open‐plans and favour small, private closed offices instead.   




have  better  ventilation  (S.17),  less  distractions  (S.19)  and  higher  spatial  arrangement 
satisfaction (S.22). On the other hand, purpose designed buildings rank better than adapted 
ones at  illumination  (S.18). Refer  to Table 7.22. However, S.19 and S.22 are within 10% of 
the margin error and only result S.22 rejected the null hypothesis.  


















and  have  the  same modular workstations.  It  is  thus  not  possible  to  identify  the General 
Manager’s office because he/she works on a modular workstation similar  to all other staff  
located elsewhere in the open layout.  
Technology  development  is  further  contributing  to  non‐hierarchical  environments. Hamel 
(2009) argues that  in  the  Internet, what counts  is not people’s resume, but what they can 
contribute: 
“When you post a video to YouTube, no one asks you if you went to film school. 
When  you write a blog, no one  cares whether  you have a  journalism degree. 
Position,  title, and academic degrees—none of  the usual  status differentiators 
carry much weight online.” 
Hamel  adds,  however,  that  in  the  Internet  some  individuals  command more  respect  and 
attention  than others  and  thus have more  influence.  “Critically,  though,  these  individuals 
haven’t been appointed by  some  superior authority.  Instead,  their  clout  reflects  the  freely 
given  approbation  of  their  peers.  On  the  Web,  authority  trickles  up,  not  down.”  (Hamel 
2009). 
This  type  of  ‘social  organisation’  could  become  common  in  the  workplace  when  the 
Facebook Generation (“Generation F”) gets into the workplace. A similar forecast is made by 































willing  to put work ahead of all else. These same authors note  that  there  is evidence of a 
relationship  between  amount of hours worked  and objective  indicators of  career  success 
such as income and career advancement.  
The above seems to indicate that there is more to working long hours than just productivity. 
Working  long  hours  can  create  and  transmit  a  reputation  of  commitment  with  the 
organisation.  However, as noted by HREOC (2007) many employers and managers recognise 
that  long  hours  are  not  necessarily  associated  with  improved  performance  or  greater 
productivity,  with  some  even  noting  that  it  can  have  a  negative  bottom  line  impact. 
‘Presenteeism’, when employees  feel they need to be  in the office  for  long hours to prove 
their  worth  and/or  deliver  outcomes,  is  identified  as  one  of  the main  reasons  to  work 
overtime (HREOC 2007).   












Freq.  %  Freq.  %  Freq.  % 
2  Yes, but I rather go to the office   12  33%  7  27%  6  38%  25 
3  No, I would like the option  7  19%  5  19%  0  0%  12 
4  No, I rather go to the office  17  47%  14  54%  10  63%  41 
Total 36  100%  26  100%  16  100%  78 
 
As  shown above,  the majority of  respondents  (63%) working more  than 50 h.p.w. do not 
have  teleworking  as  an option  at  their workplace, but would not  like  to have  the option 
anyway as they rather go to the office (Code 4). On the other hand,  less than half (47%) of 
respondents working up  to 40 h.p.w.  selected  this option. Possibly a  stronger  indicator  is 
that 19% of respondents working up to 40 h.p.w who do not have teleworking as an option 
would  like  to have  the option  (Code 3), whereas  there are no  respondents working more 














than  experimenting  randomly  on  an  individual  basis  to  ‘discover’  effective  solutions  to 
problems. However,  it was observed that this  imitation only occurs when the role model  is 
more influential, powerful or with higher social status than the observer/imitator (McMillan 
and O’Driscoll 2008). In this study that role model is played by Senior Management. 
In  this  regard,  the  office  provides  the  social  space  required  for  behavioural  theory  to 
manifest  and  can  create  a  vicious  cycle.  Senior  Managers’  long  work  hours  culture  is 
observed by junior staff, who might identify it as a success factor and imitate the behaviour. 
The  importance of space as a conductor of socially constructed  (and praised) behaviour  is 
further discussed in sub‐section b) Emotions.  
Parallel,  CS‐C  participant mentioned  that working  part‐time  as well  as  teleworking  could 
hinder career development (CS‐C.3). This issue can be attributed to the above arguments, as 
well  as  to Wuorio’s  (2005)  ‘out  of  sight,  out  of  mind’  effect  discussed  in  section  4.2.2b 
Context index. 
HREOC  (2007)  concluded  that  part  time work  in  Australia  carries with  it many  earnings 
penalties  aside  from  the  expected  lower  income  from  working  shorter  hours.  Part‐time 





which  lacks the  job security and  leave entitlements and other benefits of permanent work, 
and is more likely to be poorly remunerated (lower hourly rates). Casual employment is also 
often  subject  to  agency  involvement,  and  hence  influenced  by  subtly  different  loyalty 
cultures. 
Focus  groups  in  HREOC  (2007)  demonstrated  that  there  is  resistance  amongst  some 
employers to the idea of part time work for managers. This was also observed in the case of 
CS‐C  participant  who  noted  that  her  employer  was  initially  resistant  to  the  idea  of  her 
working  part  time  and  her  responsibilities  as  manager  changed  once  she  adopted  this 
working mode. Moreover,  the  participant  felt  that  as  a  part‐timer  she  needed  to  work 



















quite‐solo‐work,  followed by  face‐to‐face  collaboration  and  then by building  relationships 
(S.57, S.58, S.59, S.60), a closer inspection of the WSDs in the case studies shows that there 
are considerable differences between working modes across participants.    







office  layout at  lower cost and with  fewer  interruptions  than enclosed  layouts. This  study 
questions  if such flexibility can be extended to the ability to properly address the needs of 
such distinctly different working modes.  
Open‐plan  layouts  in  combination  with  modular  workstations  offer  flexibility  by  
standardising  space  and  assuming  that  employees  are  interchangeable. A  one‐size‐fits  all 
approach  like  the one observed  in CS‐A and CS‐B requires  that all employees do  the same 
type of work. Data collected from this study suggest this  is not always the case. This study 






The  majority  of  respondents  considered  their  organisation  to  be  flexible  about  when 
employees  do  their  work  (S.79).  However,  most  of  the  respondents  considered  their 
organisation  to be  inflexible  about where  employees do  their work  (S.82).   Organisations 
thus, are more flexible about the time work is done than the place where it is done (S.83).  
In  the  literature  review Marmot  and  Eley  (2000)  identified  the need  to  share  technology 
(when  it was  bulky  and  expensive)  and  to  collaborate with workmates  as  the  originating 
drivers  for  the development of  the office building. Now  that  technology  is more compact, 
cheaper and more accessible, almost all respondents have the technology required to work 








However,  if  collaboration were  the  reason,  it would be expected  that both  flexibilities be 
equal so that people can meet at the same place at the same time. Nonetheless, this is not 
the  case  and  as mentioned  above organisations  are more  flexible  about  time  than  about 
place. If people do not need to work at the same time,  it could be argued that they do not 
need  to  work  at  the  same  place  either  because  time  could  be  considered  as  another 
dimension of space in terms of collaboration. Two people in the same place, but at different 









companies with 1‐10 employees  tend  to be more  flexible about when employees do  their 
work  than  companies with  11+  employees.  It may be  that,  as  suggested by  S.89,  smaller 















Internet  adoption  has  reached  100%  across  the  whole  sample  (S.108)  with  almost  all 





A  direct  comparison  between  the  data  collected  by  the  survey  and ABS  censuses  on  ICT 
adoption  is  not  possible  for  two  reasons.  First,  the  latest  census  of  adoption  of  ICT 
technology  reported  in  ABS  (2008)  is  from  2004‐2005,  two  years  older  than  the  data 





could  have  changed  considerably  in  the  intervening  two  years.  Second,  the  business 
classification  does  not  closely  match  that  of  the  study.  For  example,  whilst  the  study 
indicates  a  complete  adoption of  computers  and  Internet, ABS  (2008)  reports  that  in  the 
‘Finance and Insurance’ sector (the closest to the Accountants group  in the research study) 
95% have a computer and 85% Internet use.  
However,  an  interesting  similarity  between  the  two  studies  is  that  company  size  is  a 
contributing factor  in the adoption of technology. In both studies bigger companies display 
higher  adoption  of  ICT  than  smaller  companies.  For  example,  based  on  the  survey, 
companies with 11+ employees are more  likely  to have a website  than smaller companies 
(S.113). This  result  showed dependency at α=0.05  (Appendix 11b). The  tendency of  larger 
organisations to adopt technology faster is considered in the following sub‐sections.  
A  possible  explanation  of  the  above  result  is  that,  as  mentioned  by  Rogers  (1995), 
‘Innovators’ need to have substantial  financial resources  in order to absorb possible  losses 
from an  ineffective or unprofitable  innovation  (see  section 2.10.1 Diffusion of  innovation). 
This resource condition is more likely to be satisfied by larger organisations. 
Parallel, ABS (2008) notes that the use of ICT varies considerably across industries. This could 
suggest  differences  between Accountants  and Designers. However,  despite  doing  various 
cross‐analyses, the only result that  is not within the 10% of error and showed dependency 
within  the parameters of  the  study  is  that Designers are more  likely  than Accountants  to 
have  a  website  (S.112).  It  is  worth  mentioning,  however,  that  the  ABS  study  includes 




Wireless network  is a technology still  in the process of adoption. The survey  indicates that 
the majority of respondents do not have a wireless network (S.114). The study also suggests 
that  larger  companies  are  more  likely  to  have  this  technology  (S.116).  However,  it  is 
important to note that the  latter  is within 10% of the margin error and does not reject the 
null hypothesis in the independence tests.   
Besides being  a  technology  adoption  indicator  (at  this  stage), wireless networks have  the 
potential to increase the mobility of employees inside the organisation by allowing them to 
access    information  from  (almost) anywhere  in the office. As  identified  in CS‐C, the  lack of 
network points (and computers) in meeting rooms required prior printing off of information 
relevant  to  the  meeting.  Wireless  networks  can  reduce  printing  by  allowing  access  to 
documents anywhere in the office (CS‐C.13).   
Given  that  the  majority  of  respondents  reported  having  a  desktop  computer  (S.74), 


















Possibly motivated  towards achieving a paperless office,  the majority of  respondents  scan 
hardcopy  documents  (S.124).  Organisations with  11+  employees  are more  likely  to  scan 
documents than smaller organisations (S.126). This result, as opposed to the cross‐analysis 




Section  7.4.5i  Adopter  type  and  organisation  context  cross‐analysis  tested  a  series  of 
hypotheses  developed  to  identify  relationship  between  the  organisation  context  and 




• H0Place= “Organisations with  faster adoption of  technology  (as measured by question 
22) do NOT have higher Place flexibility (as measured by question 8).”  (S.138) 
• H0face‐to‐face  =  “Organisations  with  faster  adoption  of  technology  (as  measured  by 
question 22) do NOT consider face‐to‐face interaction less important (as measured by 
question 9).”  (S.139) 









covering  the whole  range of Rogers’  classification  from  ‘Innovator’  to  ‘Late Majority’  (CS‐
A.28). An interesting relationship is that the respondents (CSA‐1 and CSA‐2) that ranked the 
organisation’s  level of  adoption highest  are both  in  their  50’s, where  as  the  respondents 
(CSA‐3,  CSA‐4  and  CSA‐5)  that  ranked  the  organisation’s  level  of  adoption    lowest were 
younger, in their 20’s and 30’s.  
Given that all participants were assessing the same organisation, it could be said that whilst 
the  perception  of  technology  adoption  varies  across  respondents  (i.e.  it  is  subjectively 
assessed), there could be a relationship between the age (generation) and perceived level of 







Similarly,  in CS‐C  the participant  considered her organisation  to be  ‘Laggards’  in  terms of 




the  technology  index shows  that  in general,  the  level of adoption of  technology  increased 
with  the adopter  tendency  towards  innovation  (S.136) and  that  innovators are more  likely 
than  laggards to use more and newer technology (S.132). Therefore, whilst  it  is considered 
that  the  adopter  type  is  subjectively  assessed  (possibly  influenced  by  age),  there was  an 
overall consistency on how it was assessed.   
It  is worth mentioning  that  the  pre‐test  questionnaire  collected more  objective  data  on 
technology  adoption  (e.g.  processor,  software,  etc.),  refer  to  section  4.2.2a  Technology 
index. However, such questions were considered ‘difficult to respond’ by the most number of 
pre‐test respondents, refer to section 5.3.1 Feedback. It was therefore considered that such 




The expectation of  improved efficiency created by  the  introduction of new technology  is a 
source  of  problems  between  senior management  and  staff  doing  the  process when  the 
technology is not properly designed (CS‐C.44).  
Baccarini et al.  (2004) note  that  IT projects are  renowned  for  their high  failure  rate. Their 
research suggests that the top five risks of IT projects are (from highest to lowest): personnel 
shortfalls, unreasonable project  schedule and budget, unrealistic expectations,  incomplete 
requirements, and diminished window of opportunity due  to  late delivery of software.   As 
identified  by  the  authors,  these  problems were  primarily  related  to  project management 
issues, rather than technical processes. Moreover, they suggest that managing stakeholder 
expectations is a specific risk treatment that helps to manage several key IT risks. 
The  above  highlights  that  the main  risks  in  IT  projects  are  not  technically  based,  but  a 
consequence  of  poor  project  management.  Particularly,  a  poor  management  of  the 
expectations of stakeholders.    
Technology  holds  out  a  panacea  in  which  the  future  is  invariably  better  than  the  past 
(Chaharbaghi and Willis’ 2009). That  is, things (e.g. processes  in the case of workplace) will 
be better because of  technology. However, CS‐C  participant  commented  that  an ongoing 
problem at her organisation was that people needed to change their processes to suit  the 
technology  provided  by  the  IT  department,  rather  than  the  IT  developers  giving  them 
solutions that reflect  their processes  (CS‐C.43). Whilst the effects of the problem might be 









• Application software not  fit  for purpose. There can be a perception amongst users 
that  the  software provided does not directly help  them with  completing day‐to‐day 
tasks. This can lead to low user satisfaction (Baronas and Louis 1988). 
• Poor production  system  performance.  The  selected  software  architecture/platform 
does  not meet  the  purpose  for which  it was  intended,  resulting  in  a  system  being 
released into production which is excessively slow or has major operational problems 
(Jones 1993; Glass 1998). 
Whilst  these  issues  might  be  perceived  as  technology  based,  they  could  be  in  fact  as 
mentioned above, a consequence of a lack of IT project management skills.  
Parallel, an interesting outcome from CS‐C is that the participant’s vision of the office of the 






explained  in section b) Emotions) and the  limitation of  IT staff/companies (e.g. developers, 






Teleworking was offered  as  an option by  less  than half  the organisations  covered by  the 
survey and  the majority of respondents working  in  these organisations prefer  to go  to  the 
office to work (S.145). Parallel, most of the respondents that work in an organisation where 
teleworking  is not offered, would not  like  to have  the option anyway  (S.146). Similarly, all 
participants in CS‐A answered that teleworking is available at their office, but they all prefer 
to go to the office to work (CS‐A.32).   




CS‐A.27,  CS‐B.23,  CS‐C.14)  and  almost  all  respondents  have  the  minimum  technology 
(computer and  Internet  connection)  to allow  them  to work  from home  (S.165 and S.166).  
Parallel, almost all employees depend on a computer to do their work (S.77), which suggests 
that  information  required  for  work  is  already  in  a  format  suitable  to  be  electronically 
transmitted  and  accessed.  This was  even  the  case  in  CS‐A, where  architectural  drawings 
(traditionally done by hand) are now done electronically with Computer Aided Design (CAD) 
applications.  
The  above  indicates  that,  at  least  technology  wise,  all  organisations  and  almost  all 
employees  in  the  survey  and  case  studies  are  able  to  transfer  information  (knowledge 













noted  that  there  is  the  perception  that  if  someone  is working  from  home  he/she  is  not 
working hard, or as hard as he/she could work from the office site (CS‐C.27 and CS‐C.28).  
At the CS‐C participant’s organisation, teleworking  is promoted as a right that needs to be 
earned and offered only  to  staff with  satisfactory PDAs  (CS‐C.30 and CS‐C.40).   Moreover, 
only employees whose activities are easily monitored and measured are eligible to telework 
(CS‐C.32).  These  conditions  and  limitations  set  for  teleworking  are  not  determined  or 
imposed by technology, but are derived from the organisation’s culture.   
A review of the  literature by Martins and Terblanche (2003) suggests that the culture of an 
organisation may be  a  contributing  factor  in  the  extent  to which  innovation occurs  in  an 
organisation.  They  define  organisational  culture  as  the  deeply  seated  values  and  beliefs 
shared by personnel  in an organisation which are formed by sets of basic assumptions that 
worked in the past and are accepted as valid assumptions within the organisation.   
This  research  identifies a paradox based on  the above definition of organisational  culture 
and  Drucker’s  (1985)  definition  of  innovation.    Since  Drucker  defines  innovations  as 
something  new  which  leads  to  change  and  Martins  and  Terblanche  (2003)  define 
organisational culture as being comprised by successful past behaviour, the latter cannot by 
definition be changed by the former. In other words, an innovation (something new) cannot 
change  something  which  is  defined  by  successful  past  experience,  in  this  case  the 
organisational  culture.    Therefore,  an  organisation  must  already  be  prone  to  accept 
innovation in general for an instance of it (e.g. teleworking) to be successfully adopted.  
Further, Martins and Terblanche  (2003) also note  that organisational culture  fills  the gaps 
between what  is  formally  announced  and what  actually  takes  place.    This  is  particularly 
relevant  because  it  implies  that  teleworking  will  not  happen  solely  by  the  organisation 
issuing policies supporting teleworking, but will be delayed until it is reflected by its culture. 
This  phenomenon  was  captured  in  the  research  by  the  varying  success  rates  of 
organisations’ green policies  (S.94, S.95, S.96, S.97 and S.98) and by CS‐C participant who 
noted  that  for  workplace  policies  to  be  successful  it  is  necessary,  but  not  sufficient,  to 
provide the technology required to implement them. Policies also need to be promoted and 
monitored  (CS‐C.11).  Parallel,  Arad  et  al.  (1997)  argue  that  behaviour  that  is  rewarded 
reflects  the  values  of  an  organisation.  Thus,  until  teleworking  is  treated  as  a  normal 
alternative,  rather  than an earned privilege  (CS‐C.30)  it will not be completely adopted by 
the organisational culture.  
As noted by Pitt and Bennett  (2008)  the  culture of an organisation  is  the most  important 
element for AWW to be successfully implemented.  









monitoring  and  supervision. On  this,  Judge  et al.  (1997)  sustain  that management  should 
believe  (trust)  in  employees  and  encourage  them  to  be more  creative  by  allowing  them 
more freedom,  in other words empowering them  instead of controlling them. Therefore,  if 






environment  in Second Life  (CS‐B.35). This platform could potentially be an  ideal  interface 
for  teleworking.  It has  the potential  to eliminate geographic boundaries,  to offer a better 
solution to replace face‐to‐face meetings over other options  like video conferencing and to 
even possibly host  the office of  the  future  (CS‐B.1, CS‐B.5 and CS‐B.10). Nevertheless  (and 
despite  Company  B  being  nominated  by  Company  A  under  the  understanding  that  the 
former was using  the  latter’s  technology  for work collaboration), Company B was using  its 
Second  Life office  for marketing purposes only  and had not been  able  to use  it  for work 
collaboration activities (CS‐B.37). 
Meetings were  the  first work  collaboration  activity  that  Company  B  aimed  to  implement 
using their virtual world office (CS‐B.38).  Smith and Sharma (2002) argue that “organisations 
runs on meetings” and are the preferred way in which people (social creatures) like to work 
and  interact. They believe  that meetings can provide a natural  systemic way  to  shape  the 
quality  of  interpersonal  relationships  through  self‐reflection,  self‐disclosure  and  emotion, 
whilst energising individuals to act. Attendees feel a valued part of the organisation, connect 
internally with  their  own  needs  and  externally  to  the  need  of  others  (Smith  and  Sharma 
2002).  By conducting meetings using Second Life, Company B could potentially transform an 
integral aspect of work dynamics.   
However,  the  limited  capability  of  virtual worlds  to  transmit  all  the  information  used  to 
establish a connection during  face‐to‐face meetings  (e.g. body  language) was  identified by 
Company B as  the main  reason hindering  the adoption of virtual worlds  (CS‐B.39 and CS‐
B.42).  Smith  and  Sharma  (2002)  support  this  view  and argue  that whilst meetings do not 
need  to  be  face‐to‐face,  people  like  it  that way  and  shortcomings  are  introduced when 
employees  communicate  via  technology.  Lukensmeyer  and  Parlett  (1997)  add  that 
“technology makes  it  easy  to  fake authenticity,  to manipulate  it,  to have  encounters  that 
seem authentic but are not.”   
CS‐B also highlights that communication in virtual worlds is limited by the inability of avatars 
to communicate emotions  (CS‐B.41). Whilst attempts  to overcome  this  limitation,  refer  to  
section  2.11.4d  World  physics,  might  eventually  allow  avatars  to  show  emotions,  the 
literature suggest that emotions play a more complex role in the workplace.  
Based  on  Ashforth  and Humphrey  (1995), Humphrey  et  al.  (2008)  note  that  for  decades 
management scholars recommended that executives practice ‘administrative rationality’ by 
keeping emotions out of the workplace.  If emotions were discussed at all,  it was mainly  in 
terms of how  they  interfered with  rational decision‐making or were part of  interpersonal 
conflict.  Parallel,  Strongman  and  Wright  (2008)  suggest  that  the  traditional  Western 
workplace aims  to be based on  logic and  rationality whilst anything  to do with emotion  is 










as  a  value‐laden  concept  which  is  often  treated  as  ‘inappropriate’  for 
organisational  life.  In  particular,  emotional  reactions  are  often  seen  as 

















to avoid or  control  them. Thus,  they  conclude  that  shame  is a powerful motivator at  the 
workplace because the potential for employees to experience it is ever‐present.  
Parallel,  based  on  the  concept  that  overwork  shows  commitment  to  the  organisation  in 
Japan, dozing  in a  Japanese meeting  (called  ‘inemuri’)  is permitted because  it  is viewed as 
exhaustion from working hard and sacrificing sleep at night. Many Japanese employees then 









CS‐B.24  and  CS‐B.25).  Thus,  it  is  considered  that  in  this  case  the  gap  between what  it  is 
technically  possible  (using  Second  Life  for  work  collaboration)  and  what  is  actually 






On  the  other  hand,  adoption  of  virtual worlds  for work  collaboration  purposes  could  be 
facilitated by the introduction of new generations in the workplace (CS‐B.40 and CS‐C.16). In 
this regard, Smith and Sharma (2002) note that face‐to‐face is no longer the prevailing way 
of workplace communication,  instead technology  is fostering what they refer to as  ‘second 
hand’ communication and argue  that “virtual encounters have become  the norm  for  those 
currently joining the workforce who unfortunately lack awareness of anything [being] lost or 
distorted.”  
As noted  in  section 2.3 People,  the experience of growing up online  in  childhood has  the 
potential of profoundly  changing  the workplace expectations of Generation  F  (Facebook). 
This  upcoming  generation might  expect  that  the  social  environment  of work  reflects  the 
social  context  of  the  web,  rather  than  the  web  reflecting  the  context  of  the  current 








Overall,  non‐teleworkers were more  likely  to  select  a  disadvantage  for  teleworking  than 




• Lack  of  motivation  (S.162):  is  the  biggest  myth  with  49%  of  non‐teleworkers  




case.  More  non‐teleworkers  than  actual  teleworkers  are  concerned  about  the 
possibility of losing such boundaries. On this Pitt and Bennett (2008) believe that IT in 






disadvantage,  compared  with  only  19%  of  teleworkers.    However,  the  office  was 
identified  to  provide  a  defined  space  to  work  without  the  distractions  of  other 
environments,  which  also  promotes  work  related  interaction  by  gathering  people 
working towards a common objective (CS‐C.10).  












• More  time  with  family  (S.160):  Teleworkers  were  more  likely  (58%)  than  non‐
teleworkers (41%) to consider this to be an advantage. 





Section  2.9.2  Hot‐desking  highlighted  the  advantages  (mostly  financial  in  terms  of  asset 
utilisation) and disadvantages (frustrated employees) of hot‐desking.  
CS‐C described the downsides and possible financial  losses when hot‐desking  is  improvised 









by  introducing  electronic  employee  profiles.  These  profiles  are  accessible  from  the 
company’s  intranet  and  include  (for  each  employee)  a  photograph  of  the  employee, 
description of qualifications, area of work and a link to the Curriculum Vitae. As noted by the 






Parallel,  CS‐C  participant  is  constantly  reminded  of  the  cost  of  rent  (CS‐C.23)  and  as  a 
consequence,  she  considers  that  in  the  future offices will have  considerably  less  space as 
rent becomes more expensive and comfort will be sacrificed at the expense of location (CS‐
C.45). On  this, Pitt and Bennett  (2008) warn about  the  risk of  stretching  real  state.   They 
argue  that with  staff  cost  in  the  region  of  70‐80%  and  real  estate  approximately  20%,  a 
relatively small  increase  in productivity  is greatly more beneficial than a small reduction  in 
real estate costs. This argument highlights that whilst real estate and facilities managers may 










"We're  running  [Second  Life]  at  full  power  all  the  time5,  so  we  consume  an 
enormous amount of electrical power in collocation facilities. We're running out 
of power for the square feet of rack space that we've got machines in. We can't 
for example use  [Blade]  servers6  right now because  they would  simply  require 
more electricity than you could get for the floor space they occupy."   
Intrigued  by  the  above,  Carr  (2006)  did  a  series  of  calculations  to  estimate  the  electrical 
consumption of one avatar and concluded that an avatar consumed 1,752 kWh per year (as 
at 2006). He then compared this figure with the average human consumption per person of 









As noted by Carr  (2006) “avatars aren't quite as  intangible as  they  seem. They don't have 
bodies, but  they do  leave  footprints.” The yearly energy consumption of one avatar  (1,752 
kWh)  represents  approximately  1  tonne7  of  carbon  dioxide  per  year.    As mentioned  in 








In  section  2.9.1  Teleworking,  Nilles  defined  teleworking  as  “any  form  of  substitution  of 
information  technologies  for work  related  travel.”  This  implies  that  employees working  in 













The survey  indicates  that  the above concept  is well understood by participants since “less 
commuting time” was not only the most common advantage of teleworking selected across 
all  respondents  (S.154),  but  the  most  common  response  across  teleworkers  and  non‐
teleworkers  (S.158).  Parallel,  CS‐C  participant  noted  that:  “working  from  home  offers  the 
advantages  of  doing  more  things  rather  than  just  sitting  in  the  car”  and  she  perceived 
teleworking as a way to reduce the amount of travel which in her case represented 5hrs per 
day and produced ½ a tonne of CO2 per month every day (CS‐C.20). According to the survey 




was  estimated  to  avoid  80,000  kilometres  of  driving,  saving  7,000  litres  of  fuel  and 
approximately 18 tonnes of CO2 (Calgary Economic Development 2009).  
Parallel, Flood and Barbato (2005) highlight the negative effects of long hours of commuting 
on  family  and  community  life,  noting  that  in  Australia  each  week  over  10%  of  working 
parents spend more time commuting than they do with their children, travelling for between 




Nevertheless,  the majority of  respondents  spend 1 hr or  less  in daily commuting  to work, 
return  (S.167)  and  teleworking  might  not  necessarily  reduce  the  emissions  of  CO2 
proportionally. It was observed in this research that CS‐C participant incorporates other trips 
into her commuting routine. For example, leaving her daughter at the child care‐care which 




out  as  part  of  commuting”  refer  to  Table  2.9,  Chapter  2.  This  suggests  that  it  could  be 
erroneous to believe that teleworking will proportionally reduce the amount of daily travel. 
Parallel,  it  could  also  be  argued  that  the  actual  CO2  saved  by  transport  (after  the  above 
observation  is  taken  into  consideration),  could  be  further  diminished  once  the  emissions 
generated  by  individually  illuminating  and  heating/cooling  the  homes  of  teleworkers  are 
taken  into  account.    Further,  the  emissions  saved  on  transport  by  teleworkers  could 
potentially reverse as Green Star certified office building become more popular.   
The Green Star certification  is developed by the Green Building Council Australia (GBCA), a 
national,  not‐for‐profit  organisation  established  in  2002.  The  certification  is  a  voluntary 
environmental  rating  system  that evaluates  the environmental design and  construction of 
buildings. Whilst GBCA has developed  tools  for  certifying  convention  centres,  schools and 
shopping  centres  these  are  still  pilot  efforts  and  the  vast majority  of  their  176  certified 
projects  to date  are office buildings.   GBCA has  certified 11% per  cent of Australia's CBD 
commercial office buildings (GBCA 2009). 
Green  Star  covers  9  categories  (Management,  Indoor  Environment  Quality,  Energy, 
Transport, Water, Materials, Land Use & Ecology, Emissions and Innovation) that assess the 
environmental  impact  that  is  a  direct  consequence  of  the  project  site  selection,  design, 







In  this  regard  it  is  important  to note  that since  the Green Star certification  is given  to  the 
building and not to the organisation occupying it, the certification process does not take into 












and  allures  to  the  concept  of  singularity  point  as  previously  defined  to  highlight  the 
situation. However, Prensky’s most novel contribution  is an  interesting analogy between  IT 
culture  and  the  culture  of  a  country.  He  coined  the  terms  ‘Digital  Natives’  and  ‘Digital 
Immigrants’.   
• Digital native: Are ‘native speakers’ of the digital language of computers, video games 





their  formative  years  learning  with  Sesame  Street  (Prensky  2001).  Similarly,  Digital 
immigrants see a computer as a working tool, because they first used  it for work, whereas 
digital  natives  learned  how  to  use  a  computer  by  simply  playing with  it.    Thus,  current 
managers do not think the workplace should be fun, because for them it traditionally has not 
been.  
“Smart adult  immigrants accept  that  they do not know about  their new world 
and take advantage of their kids to help them learn and integrate.  Not‐so‐smart 
(or  not‐so‐flexible)  immigrants  spend most  of  their  time  grousing  about  how 
good things were in the ‘old country’.” 
(Prensky 2001) 
Given  that  technology  and  space  (architecture)  are  created  to  serve  people’s  needs,  the 
current workplace reflects the needs of Digital immigrants (the decision takers as previously 
defined in section 11.3.1b Age).  Digital natives, however, have different needs and ways of 









introduced  the  concept  of  cyberspace  (e.g.  virtual  worlds),  whilst  section  2.11.4  Virtual 
worlds offered a more detailed description of virtual environments. Both  sections  suggest 
that virtual worlds could be equivalent (to an extent) to the real world and thus “ease and 
decongest  physical  world  situations,  or  create  new  solutions  to  common  architectural 
problems”.  
Case Study B, however, identified that the inability to communicate body language and ones 
emotions  (as  well  as  read  those  of  other  people)  was  the  main  reason  hindering  the 
adoption of Second Life for work collaboration purposes. As documented in section 2.11.4d 
World physics, efforts are being made to remediate this shortcoming. Possibly, in the future 
body  language  and  emotions  could  be  seamlessly  transmitted  through  virtual  worlds. 
Alternatively, emotions might not need to be transmitted due to a shift  in the way people 
interact in the workplace (see section d) emotions, under section 11.3.6g Teleworking). 
Nonetheless,  it was  through  this  limitation  that  an  important  characteristic  of  space  for 
workplace architecture was identified. Space is not only a “three dimensional extent in which 
objects and events occur and have  relative position and directions” as described  in section 
2.4  Space  (and  Cyberspace).  Space  is  a  channel  for  communicating  and  reading  other 
people’s  emotions.  Under  this  context,  Cicognani’s  analogy  between  a  building  and  a 








effective,  or  necessary,  as  if  it  was  carefully  planned  and  addressed  during  a  formal 
meeting.”  This  result  was  generated  whilst  the  participant  was  questioned  on  the 
importance of casual interaction at her job fostered by being at the same space (office) and 
how  that would be  impacted by  teleworking, see section 10.3.3 Work habits. The  result  is 
interesting because she believes that bumping  into people  ‘triggers  the need to meet’ and 
generates  unnecessary  conversation.  Thus,  she  believes  she  could  possibly  be  more 





Maccoby  (2004)  suggests  that  the  reason  people  follow  their  leaders  is  because  of 
transference.  The  concept  of  transference  was  probably  Freud’s  most  important 
contribution and refers to the idea that people can idealise others independently of the own 
personal  attributes  of  the  latter. When  people  idealise  others  not  based  on  their  own 







way. To ensure  that  this happens, she will make superhuman efforts  to please 
her leader.”  
Maccoby (2004) 
Transference  is  the  emotional  glue  that binds people  to  a  leader  (Maccoby  2004)  and  as 
previously discussed ‘real’ space is a better conductor of emotions than virtual space. Thus, 
non‐virtual  offices  could  be  a  factor  contributing  to  leadership  and  producing  better 
managers.   
11.3.9 Technology revisited 
Section  2.5.2  Singularity  point  argues  that  technology  is  evolving  at  a  rate  that  could 




the  date  set  by  Kurzweil  (2005).  But  will  singularity  eventuate  just  because  it  is 
technologically possible? 
The  identified  gap  between  the  possible  adoption  of  teleworking  (that  allowed  by 
technology)  and  the  observed  adoption  of  teleworking  (people  actually  teleworking)  as 
discussed  in section 11.3.6e Teleworking raises the questions:  is technology actually driving 
change  in the workplace, or  is  it  just enabling change?  Is technology a driver or enabler of 
change?  
The  last  part  of  section  2.2  People,  space  and  technology,  briefly  introduced  the  idea  of 
technology  as  an  enabler,  rather  than  as  commonly believed,  a  driver of  change  in work 
environments. Steiner (2005) notes that “technology has often been cited as the key driver in 
work‐style changes, but interestingly, this has not necessarily been the reality. In actuality, is 




This research supports the  idea that technology  is an enabler and not a driver of change  in 
workplace architecture. Common definitions of the word ‘drive’ refer to it as ‘to make things 
happen’ whereas  definitions  of  the word  ‘enable’  refer  to  it  as  ‘to make  things  possible’ 
(Cambridge dictionary 2009; Merriam‐Webster 2009). Results of the survey and case studies 
are consistent in that they suggest that technology is making it ‘possible’ (enabler) for people 




reduce  travel  or  real  estate  costs.  This was  also  identified  by  SUSTEL  (2004),  noting  that 










As briefly  introduced  in  section 1.3 Research problem and  further discussed  in  section 2.2 
People,  Space  and  Technology,  several  authors  (Becker  and  Steele  1994; Mawson  1994; 
Johnson  and  Scholes  1989;  Robertson  2000;  Fernando  2003;  Steiner  2005;  Sayers  2006) 
identify  the  relationship between people,  space and  technology. A  common  characteristic 
between these models  is that a change  in one area (e.g. technology) will have an effect on 
the other two areas (e.g. people, space) and is the basis of this research.  
Whilst  this  research  agrees  and  supports  the  above  authors’  theories,  a  limitation  was 





As  in  the  earlier  diagrams,  People,  Space  and  Technology  are  also  represented  by  three 
circles in Figure 11.1. In this case, however, when a change is experienced the radius of the 
circle changes  (e.g. big changes are represented with a big radius) and since  the  third axis 
(depth) is time, a longitudinal extrusion, reflecting the history of change is created.  







make  it  less  dynamic  and  creates  a more  cylindrical‐like  extrusion  because  changes  take 





T1 and T2, as  shown  in  the above  figure are  two cross‐sections at  two different points  in 
time representing changes  in the organisation’s ecology. These two sections are detailed  in 
Figure 11.2, where T1 shows a cross‐section at a time in which technology is experiencing a 















ecology  is  beyond  the  scope  of  this  research,  the  basic  concepts  are  elaborated  here  to 
justify its appropriateness and highlight its potential. The suggestion to further develop this 
model is discussed in section 12.4 Further research recommendations.  The following section 















style  required  to manage  a  change  in  technology  (T1) might  be  different  from  the  one 
required to manage a change in people (T2) and b)  the management style could be related 
to its geometry.  
Therefore,  a  taxonomy  of  ‘management  geometries’  could  be  useful  to  first  identify 
particular managerial styles based on particular configurations between people, space and 
technology  and  then,  to  suggest  suitable management  styles  for  similar  situations  in  the 


















In  order  to  properly model management,  the material  selected  needs  to  behave  as  the 
assumptions done about management by the model. Therefore, selecting the right material 
for modelling is crucial for the success of the model. Figure 11.3 suggests that management 





subjected  to external  forces. This  type of material would not be suitable  (analogously)  for 




Since  the expertise of selecting  the material  is outside  the domains of  the  researcher,  the 
latter wishes  to acknowledge  the assistance of  fellow PhD candidate Ehsan Gharaie  in  this 
very  technical process. As described below,  the  similarities between  the behaviour of  the 
material  and  the  proposed managerial  assumptions  exceeded  initial  expectations  for  the 
analogy.  
A  viscoelastic  material  was  chosen  over  ‘simpler’  materials  (e.g.  Newtonian  materials), 







Following  is  a  brief  discussion  on  how  the  above  properties  can  be  used  analogously  to 
model the behaviour of management. 
Point ‘a)’ Creep 
The  stress  is  the  force  that wants  to  change a  system.  In  this model,  the  force  can be an 
external force that wants to make a change in one part of the organisation. As a result of this 
stress, strain happens. Strain  is  in  this case  is  the change and  it can be seen  in  terms of a 
change in the shape of management (see Management geometry above). 
In an organisation, when a stress is implemented in one part the strain (change) will go on as 
















change  in one  area  (e.g.  Technology) would not  immediately be  transmitted  across 
the whole organisation. There would be a delay, but eventually  it would  impact  the 
whole organisation.  
b) As  seen  in  the  bottom  chart,  strain  is  absorbed  by  the  viscoelastic  material 
(management) as it does not go back to its original strain value previous to the stress. 





of  time.  This behaviour  can be  seen  in  an organisation.  For  example, moving  into  a  new 
office  (Space) will  create  stress  in  the  organisation  (and  be  transmitted  to  other  areas  –
People and Technology).  















A  hysteretic  system  is  a  system with  a memory.  In  viscoelastic materials  if  a  cyclic  force 
happens,  the  result  of  the  second  cycle  is  not  only  the  reaction  of  this  cycle  but  it  is  a 
reaction of the first cycle and the second one. This phenomenon derives from the fact that 




This  phenomenon  can  be  seen  in  an  organisation  when  there  is  a  frequent  change  of 
managers or when management directions are  issued too frequently. For example, when a 
manager  issues  a  direction  (stress)  its  effects  (strain)  start  to  be  transmitted  across  the 
organisation. However,  if during this expansion of strain to other parts of organisation, the 







The above  is particularly relevant to this research because  it allows us to  introduce Rogers’ 
diffusion  of  innovation  technology  (see  section  2.10.1  Diffusion  of  innovation)  into  the 
model.   
Figure 11.6 shows the oscillation frequency of the spring component of Maxwell’s model in 
orange  (light  colour)  at  the  top.  This  frequency  could  be  related  to  the  frequency  of 
technology  development  (e.g.  each  cycle  of  an  innovation).  The  two  curves  (dark  brown 










As  seen  from  the  above, Damper  A  has  a  frequency  similar  to  the  spring  and would  be 
capable  of  following  the  spring movement.  This  type  of  damper  could  be  related  to  an 
Innovator technology adopter, as it mimics the frequency of technology. On the other hand, 
Damper B has a  longer  frequency and as  such  is unable  to move at  the  same  rate as  the 
spring. This damper could be associated with a Laggard technology adopter. 
Further development of this analogous model  is not undertaken here, since essentially this 
task  lies  beyond  the  scope  of  the  present  research.  The  conceptual  presentation,  and 
discussion  of  the  theoretical  underpinnings  and  potential  application,  however,  are 
considered to be important contributions from the research.   
11.3.11 The future of work 
The  concept  of  a  jobless  society  as  a  consequence  of  technology  development  was 
introduced  in  section 2.8.1 The myths of  the office of  the  future. This  section  reviews  the 









to  the  knowledge  worker  of  this  century),  work  has  been  an  integral  part  of  our  daily 








productively  organised.  It  is  both  a  noun  and  a  verb.  Eliminating work would  require  a 
rethinking of the very basis of the social contract (Rifkin 1996). 
According to James et al. (1997) the concept of work is not static and has changed through 
time  and  cultures. During  the Greco‐Roman  antiquity Aristotle  considered  that work  and 




work  during Modern  Philosophy  (taken  to  begin with Descartes)  are  crucial.  Before  this, 
work was mainly  understood  as  an  element  in  the  determination  of  the  essence  of  the 
human being, but in Modern Philosophy both humanness and work are brought together in 
a  re‐definition of work. This  is mainly because activeness establishes  reality, and  it  is  thus 
considered  that  reality  is  obtained  through  the  human  act  of  working.    Then  life  itself 
becomes a  function of work. Kant  in his  lecture on Ethics  commented:  “the more we are 
busy, the more we feel we are alive, and the more conscious we are of our life. In leisure we 
don’t  feel  only  that  life  is  just  passing  us  by, we  also  feel  even  lifelessness”  (James  et  al. 
1997).    





(of  the  office)  that  the  concept  of  today’s  office  would  have  puzzled  a  15th    Century 
craftsman, still the craftsman worked.   
Jones  (1981)  argues  that work  is  economically,  socially, psychologically  and perhaps  even 
physiologically necessary. Whilst the greatest single fear of withdrawal from work might be 





d) to  feel  needed  in  a  societal  context outside  the  family:  for  approval,  applause  and 
reward.  
According  to  Jones  (1981)  our  self‐esteem  and  the  opinion  that  others  hold  of  us  is 
confirmed  and defined  to  a  large extent by what we do,  rather  than what we  are.  Jones 
argues that our need to work is analogous to the need to have a home, which he defines as 
an  essential  element  of  self‐definition.  Thus,  like  the  homeless,  unemployed  people may 
have a disabling loss of identity.   
11.3.11b Defining work 
As this section shows, defining ‘work’  is far more complex than establishing  its  importance. 
Peitchinis (1983) highlights that it is not the nature of the activity that determines whether it 
is work or not, but  rather whether a direct payment  is made  for  the performance of  the 








activities  done  by  both  could  be  the  same  and  done  with  the  same  intensity,  what 
differentiates  them  is  the  fact  that one  is paid and  the other one  is not  (Peitchinis 1983).  
Although it is common now to refer to “volunteer workers” and “voluntary work”.  
Nonetheless,  the  same  author  argues  that  defining  work  based  on  a  direct  payment  is 





(Peitchinis 1983).  In  this  regard, Owen  (1969) argues  that  relaxation  is defined not by  the 
objective purpose that the activity serves or the  intensity with which  it  is done, but rather 
the subjective intent with which the activity is approached.  
If work  is defined by what  is not relaxation and relaxation  is defined by the subjectivity of 
how the activity is approached, then ‘work’ is a subjectively defined concept.  
On  the other hand, Peitchinis  (1983) argues  that employment  is easier  to define because 
employment  by  definition  is  limited  to  paid  activities  (the  economist’s  point  of  view 
discussed above).  In other words, work  is determined by the ability and willingness to pay 
for whatever  activities  people  can  perform.  This  definition  is  further  discussed  in  section 
11.3.11d Unlimited employment. 
11.3.11c Technology unemployment vs. technology employment 








will  not  only  take  physical work  from  labourers  at  the  factory,  but  also  from  knowledge 
workers at the office.  




“While  earlier  industrial  technologies  replaced  the  physical  power  of  human 








work more. McMillan and O’Driscoll  (2008) argue that the  introduction of the  light bulb  in 
1880  enabled  employers  to  over‐ride  nature’s  rhythms  of  night  and  day  which,  in 
conjunction with electrically run machines, enabled factories to run 24 hours a day. For the 
next  60  years  the  general  workforce  was  denied  weekends  and  paid  holidays.    More 
recently,  in  Section  6.5.2  Work  Sampling  Diary,  the  concept  of  ‘Day  extending’  was 
introduced  to  refer  to  knowledge  workers  at  Intel  extending  their  workdays  into  early‐
morning  and  late‐night  hours  to  allows  for  real‐time  collaboration  across  different  time 
zones with their geographically dispersed teammates.       
Peitchinis  (1983) notes  that predictions  that  technology will cause massive unemployment 
are based upon two related premises: 
a) Technology makes  it  possible  to  produce more  of  the  goods  and  services  that  are 
being produced with less and less human labour; and  




displaced,  notwithstanding whether  those  goods  and  services  are  exactly  the  same  or  in 
modified forms. However, the premises are not valid  in relation to new goods and services 
produced by the new technology; nor valid either in relation to new processes of production 
and  distribution  induced  by  the  new  technology;  and  not  valid  in  relation  to  goods  and 
services  generally.  In  other  words,  they  are  valid  in  relation  to  the  replacement  of  a 




is  about whether  this  reality will  cause  general  unemployment. He  argues  that  historical 










the  near  future  include  record  stores,  photographic  emulsion  film  manufacturing  and 
newspapers  (in  the  paper  form).  All  of  these  declines  are  because  of  the  arrival  of  a 









employment  in  the  future.  Based  on  our  human  nature,  our  desires  and  ambitions  are 
limited  only  by  our  imagination  and  thus  the  amount  (and  type)  of work  to  be  done  is, 
similarly,  limited only by  imagination. The future of work  is therefore assured, because our 
personal ambitions  to enjoy  the goods and  services  that  the world affords are essentially 
without  limit, the work required to provide those goods and services  is  likewise, unlimited 
(James et al. 1997).  
Parallel,  Peitchinis  (1983)  believes  that  unlimited  employment  could  be warranted  in  the 
future,  but  requires  a  shift  in  our  economic  models.  Peitchinis’  critical  point  is  the 
relationship between what people do and the ability to pay. If ability to pay is independent 
of  the activities  in which most of  the people engage,  that  is,  if economic growth and  the 
resultant  ability  to  pay  is  the  result  of  non‐human  factors  of  production,  then  full 
employment  can be maintained by  the  simple  act of payment  for  activities which do not 
contribute  to  output,  but which  contribute  to  social welfare.  Technology  is  expected  to 
produce the surplus which will facilitate the ability to pay for activities that are related to the 
general well‐being of the population at large (Peitchinis 1983).   
Based  on  Margaret  Mead,  Peitchinis  (1983)  notes  that  we  “need  to  get  rid  of  the 
dichotonomy between work and leisure. Between what you are paid to do, the way in which 
you  get  hold  of  a  bit  of  the  currency  of  a  country,  and  your  involvement  in  the  country.  




(unlimited  ambitions),  the  latter  requires  a  shift  of  the  economic model with  technology 
actually  creating  the  required  surplus  to  ‘liberate’  us  from work.  This  research  combines 
both  ideas  together with  the human dependency  to work as  identified by  Jones  (1981)  to 
suggest that independently of technology development, work will continue to be an integral 
part of human life. 
Whilst we might not be able  to  recognise  the concept of work  in  the  future, people most 
probably will still be working. If the concept of work evolves beyond recognition, would we 









and allures  to a highly efficient environment driven by  technology  (Immel 1985) which as 
noted by Marmot  and  Eley  (2000)  in  section 2.10  The  future of  the office  and by  various 










a  transitional  stage  of  the  office  in  the  future,  if  only  because  those  are  the  common 
expectations, it might only be a transitional phase. Moreover, this version of the office might 
not  be  adopted  by  all  innovators,  because  its  adoption will  not  necessarily  depend  on  a 
technology basis alone, but on the social interactions required to function effectively.  
This  research  favours  the  retention  of  a  centralised  physical  place,  but  with  a 
decentralisation of information, that supports and reflects human traits as the workplace of 
the future (whether it is still called an office or not).  




This  chapter  has  integrated  the  results  generated  by  the  analysis  of  the  survey  and  case 




derived  from  the  results  were made.  Likewise,  the  People‐Space‐Technology model was 
expanded dynamically and by  introducing the concept of time.  In representing the balance 
between  these  elements  the  role  of management  was  identified  and  added.  Analogous 






















This  chapter  re‐addresses  the  research  questions  and  draws  conclusions  from  the most 
important  findings.  Limitations of  the  research based on a  critical  reflection are discussed 
and  the  contribution  of  the  research  under  an  epistemological  context  is  presented.  The 
intellectual  merit  and  broader  impact  of  the  research  are  identified.  Areas  of  further 
research are proposed.   
12.2 ADDRESSING THE RESEARCH QUESTIONS 
As  described  in  section  3.2.1  Research  questions,  this  study  has  two  broad  (grand‐tour) 
questions which are further divided into two sub‐questions. Below are the answers obtained 
by this research.    
12.2.1 To what  extent  is  information  technology  changing workplace 
architecture? 
The  research  deliberately  limited  investigation  of  this  question  to  office  environments, 
largely on the grounds that this is the most common workplace encountered, and exists (at 
least in part) in almost every workplace that uses buildings as a location. Design offices and 
accountancy  offices were  chosen  as  representative  of  the most  likely  extremes  of  office 
environments.  














knowledge  workers’  requirements,  and  to  a  considerable  extent  has  narrowed  the 
differences between designers  and  accountants  in  the  configurations of  their workplaces. 
This  is an  indication  in  itself that  information technology has changed space requirements. 





standardisation  of  the  office  plan.  As  a  consequence,  the  capability  of  distinguishing 







some  designers  may  require  substantially  large  side  desk  space  adjacent  to  their  work 
stations  in order  to accommodate a  large amount of hard  copy  reference material; while 
other designers  in  the  same office may not. To  standardise  the office configuration based 
upon  the  latter workers’ needs would  impact negatively upon worker productivity. On  the 
other hand, providing a larger desk area as standard might lead to spatial inefficiencies. 
Given  these  shortcomings,  the  longevity of  the combination of modular workstations with 
open‐plan office layouts is questioned.  
The  research  also  found  that,  whilst  virtual  worlds  (e.g.  Second  Life)  are  successful  in 
replicating  a  three  dimensional  world  (geometry)  and  offering  tools  to  facilitate  work 
collaboration,  they  cannot  presently  effectively  communicate  body  language  and  human 
emotions.  Since  emotions,  together  with  non‐verbal  communication,  are  an  important 
element  in  the  workplace,  virtual  worlds  are  (currently)  limited  in  their  capacity  to 
effectively  host  work  environments.  Nonetheless,  younger  generations may  adapt more 
easily  to  this  limitation  and make  the  adoption  of  virtual worlds  for work  collaboration 
possible. 





Given  its  shortcomings  in  pleasing  environmental  parameters  and  properly  satisfying  the 
various  working  modes,  the  combination  of  modular  workstations  and  open‐plan  floor 
layouts is likely in future to include a more specifically designed work environment, probably  
with more enclosed spaces that better support various working modes. The office building 
(space)  will  still  continue  to  contribute  to  and  reflect  the  identity  of  the  organisation 
occupying it.  
12.2.1b SQ‐V‐2 Will  there  be  a  change  in  the  amount  of  office  space  required  in  the 
future? 
A high adoption of alternative ways of working (AWW) ‐ teleworking, hot‐desking or virtual 
worlds  ‐  for  work  collaboration  would  considerably  reduce  the  amount  of  office  space 
required  as  work  would  be  performed  somewhere  outside  an  office  (e.g.  home,  café). 
Therefore,  a  change  in  the  amount  of  office  space  required  in  the  future will  be  largely 
influenced by the level of adoption of AWW. 








of  less obvious  inefficiencies (e.g. time  lost) which could, over the  long run, prove counter‐ 
productive. Moreover, whilst hot‐desking purports  to maximise asset utilisation,  it  ignores 
employees’ needs for personal space and workplace identity.  
Overall,  the  cultural  inertia  of  ‘having  to’  go  to work  to  an  office,  has  the  potential  to 
override  any  technological  or  rational  solution  that  would  otherwise  challenge  such  a 
proposition.    Parallel,  highly  energy  efficient  buildings  have  the  potential  to  provide  a 
‘greener’  solution  than  teleworking,  since economies of  scale have  the  capacity  to deliver 
greater environmental benefits than a commensurate replication of numerous small “home 
office” locations.   
It  is  therefore  considered  that  the  amount  of  office  space  required will  not  be  reduced 
considerably by technology developments.  Instead, economic drivers (increased rent costs) 
in premium  (CBD)  locations are  likely  to  increase  the density of people working  in a given 
space.    
12.2.2 How is IT changing workplace architecture? 
Information  technology  changes  workplace  architecture  because  it  changes  the  way 
(process) people work.   
However,  the  role of  IT as a driver of change  in workplace architecture  is questioned, and 
that of an enabler  favoured. This  research  supports  the  idea  that economics  is  the driver, 
technology is the enabler, and organisational culture a condition for innovation to happen in 
the workplace.       
Based  on  the  identified  paradox  between  organisational  culture  and  innovation,  an 




will  be  better  than  the  past.  For  organisations  this means  that,  amongst  other  benefits, 
information  technology  promises  better  (more  efficient)  processes,  less  travel  or  less 
physical space requirements.  
Information technologies with the potential to reduce (directly or  indirectly) the amount of 
space  required  are  attractive  to  organisations.  In  fact,  the  technologies  studied  in  this 
research aim to reduce space (and costs) by having people sharing desks (hot‐desking) or not 
requiring a desk in the office (teleworking and virtual worlds).   
However,  it  is not only  technologies  focussing on  space  strategies  that  can  change  space 
requirements. The outcome of the technology of technology approach (see Figure 2.4)  is a 
new  ‘Technique’.  The  new  technique  might  need  a  very  different  space  to  support  its 
function.  For  example,  by  replacing  hand  drawing with  CAD,  designers  developed  a  new 
technique  in  the  production  of  drawings  which  in  turn  required  a  new  type  of  space 
configuration.     
12.2.2b SQ‐P‐2 How will the office of the future be like? 
Based  on  the  common  expectations  set  for  the  ‘office  of  the  future’  (a  highly  efficient, 









depend  on  a  technology  basis  alone,  but  on  the  social  interactions  required  to  function 
effectively.  These interactions are likely to be inter‐generationally influenced.  
Based on the observed attributes of space and its role in work dynamics, the retention of a 
centralised physical place  is advocated, possibly allied  to a decentralisation of  information 
processing  and  storage  that  supports  and  reflects  human  traits.  This  is  likely  to  be  the 
workplace of the future, whether it is still called an office or not. 
It  is even possible  that  the office of  the  future will be alien  to us  in  its activities  (what  is 
considered work) as well as in the space hosting it (architecture), but it might not be alien to 




reflection  of  the  nature  of work  itself.  It  is  evident  that  designers,  building  owners  and 
building  managers  must  follow  a  similar  path  of  enquiry  if  the  workplace  needs  of 
tomorrow’s society are to be satisfied effectively and efficiently. 
12.3 LIMITATIONS OF THE RESEARCH: A CRITICAL REFLECTION 
Whilst  the  overall  research  limitations  are  discussed  in  section  1.5  Research  scope,  3.3 
Research  approach,  and  3.3.5a  Type  of  survey,  discussion  is  offered  here  on  limitations 
identified post‐data collection and general reflections on the research process.  
While  several months  elapsed  between  the  data  collection  of  the  survey  and  the  case 
studies,  the  implementation  is  considered  concurrent  because  the  data  collection  of  the 
case  studies was  not  dependant  on  the  results  of  the  survey,  refer  to  section  6.4 Mixed 
methods. However, the research could have benefited from a sequential implementation in 
reverse order. That  is, doing the case studies first,  including the analysis and  interpretation 
of  findings, and  then using  the  results as a basis  for developing  the  survey questionnaire. 
This sequential approach would have had allowed the incorporation of some of the findings 




suitable catalogue  from which  the companies could be  randomly sampled was  the 
most challenging task of the pre‐data collection stage. Outdated company details in 
the  selected  catalogue  (Yellow  Pages)  translated  into  a  considerable  amount  of 
Return  To  Sender  (RTS)  survey  packs,  refer  to  section  7.2  Administration  of  the 
research instrument.   
• Improved WSD (Work Study Diary) data collection: Even though the WSD included 
a  section  for  respondents  to  specify how  representative  the  study week was  (and 
most  respondents considered  it  to be  fairly  representative),  the  study would have 











• Face‐to‐face  interviews with  (selected)  CS‐A  participants:  Face‐to‐face  interviews 
proved useful in CS‐B and CS‐C. Interviews with CSA‐1 and CSA‐5 would have proven 







developments  change  workplace  architecture,  this  research  helps  architects,  facility 
managers  and  business managers  in  the  design, maintenance  and management  of  office 
environments challenged by technology development.  
A contribution of this research  is highlighting the paramount role of people  in determining 
(through  their  adoption)  the  impact  and  extent  that  technology  development  has  in 
workplace architecture.  
Architects, facilities managers and business managers are encouraged to engage in strategic 
planning  and  managerial  styles  compatible  with  the  increasingly  flexible  working 
environments arising from emerging paradigms fostered by new technologies. However, the 
main recommendation of the research is that the workplace should be designed, maintained 
and  managerial  styles  developed  for  people  to  benefit  from  technology.  Inverting  the 
priority by procuring spaces and management styles based on what technology can do whilst 
overlooking people’s needs is likely to produce unsuccessful work environments.  





of  PhD  theses.  This  research  however,  favours  the  term  “theoretical  propositions  with 
instrumental  value”  over  “knowledge”  as  its  contribution.  Following,  is  a  review  of  some 
epistemological issues put together to illustrate the difficulties of claiming knowledge.   
It is worth mentioning that this limitation does not stem from shortcomings of the research, 
or  a  poor  research  design,  but  from  a  series  of  philosophical  problems  encountered  by 
epistemologists trying to define knowledge. Further, the purpose of the following discussion 








“All  knowledge  is human;  that  it  is mixed with our errors, our prejudices, our 
dreams, and our hopes.”  
Popper (1963) 
The  following  discussion  is  limited  to  the  type  of  knowledge  pursued  by  research: 
propositional knowledge with  instrumental value, but  it  is not  the only  type of knowledge 
that exists.  As opposed to ability knowledge (know‐how), propositional knowledge is what is 
asserted by a sentence which says that something is the case. For example: “adapted office 
spaces are better  than purpose designed ones”. Such proposition,  if  true, has  instrumental 






with  this approach  is  that  if one does not already know what knowledge  is,  then how can 
one  correctly  identify  cases of knowledge? This  is known as  the problem of  the Criterion, 
which states that: 





solution  to  the problem  of  the Criterion. Whilst  the  former  states  that  it  is only  through 
philosophical  reflection  that  knowledge  can be defined,  the  latter  sustains  that particular 
instances  of  knowledge  can  be  identified  and  collectively  establish  the  criteria  for 
knowledge. Given that Particularism requires identifying instances of knowledge (instead of 
assuming  that  knowledge  exists)  this  stance  is widely  supported  by  scepticism  (Pritchard 
2006).   
The  one  thing  that  almost  all  epistemologists  agree  on  is  that  the minimal  condition  for 
knowledge  is  a  True  Belief  (TB). However,  this  condition  is  far  from  being  sufficient  and  
epistemologists have the challenge of defining what else needs to be added to a TB for it to 
be considered knowledge (Pritchard 2006).  
In order  for a TB  to get closer  to knowledge  it should be  justified.  Justification  is a way of 






to  solve  this  trilemma.    Foundamentalism  (Option  1)  argues  that  some  beliefs  can  be 
justified without the need of any further beliefs because they are self justified. These beliefs 





difficulty of  linking all other beliefs to “I think, therefore  I am” (this believe  is self  justified, 
because by doubting  it  is proven  to be  true)  is  the main criticism  to  this stance  (Pritchard 
2006).  
Infinitism  (Option  2)  holds  that  an  infinite  chain  of  justification  can  justify  a  belief.  This 
approach is considered unsustainable because there is no final justification at the end of the 
chain supporting all other arguments. Moreover, some critics argue that finite minds cannot 
produce  infinite  chains of  justification, which  renders  the whole process  invalid  (Pritchard 
2006).  
Finally, Coheritism (Option 3) argues that a circular chain of supporting grounds can justify a 
belief.    A  requirement  of  this  approach  is  that  the  circular  justification  needs  to  be 
‘sufficiently large’ for it to support the belief. However, no matter how large the chain is, at 
the end,  the  supporting  argument  is  the original belief  (Pritchard 2006).  It  could even be 
argued that coheritism can be summed up into infinitism if the circular reference is pushed 
so much further down the claim that it tends to the infinite.   
Therefore, whilst  the purpose of  the 11 preceding  chapters of  this  thesis  is  to  justify  the 
conclusions offered above, under a epistemology context  the  research  remains unjustified 
until it could be linked to “I think, therefore I am”.  
Furthermore,  Hume  argues  that  knowledge  based  on  induction,  like  this  research,  is 







the  conclusion  (generalisation)  can  be  simultaneously  false.  As  opposed  to  deduction,  in 
induction  the  knowledge  of  a  premise  does  not  follow  the  knowledge  of  the  conclusion 
(Pritchard  2006,  Vickers  2008).  It  is  worth  stressing  that  this  generalisation  problem  is 
independent of the sample size or its representativeness, but a result of an embedded flaw 
in induction.  
Even  if  (somehow)  a  true belief  is  justified  (JTB),  it  still  cannot be  labelled  as  knowledge. 
Gettier (1963) suggests that it is possible to have a JTB and yet lack knowledge because it is 
due  to  luck  that  the belief  in question  is  true. Moreover,  it would be of no  credit  to  the 
researcher. Gettier’s original  case  is  too  long  for  this discussion. The  ‘stopped  clock’  case, 
however, as developed by Pritchard  (2006)  is a  shorter example of a Gettier  case.  In  this 
scenario a person forms her belief about what the time is by looking at a stopped clock that 
she has every reason to believe is working. However, she happens to look at the clock at the 
one time  in the day when  it  is showing the right time, and so forms a true belief (TB) as a 
result. Her belief is both true and justified (JTB), and yet it is not a case of knowledge since it 
is just luck that her belief is true given that the clock is not working. 
In  another Gettier‐like  case,  developed  by  Chisholm  (1989),  a  person  forms  a  belief  that 
there  is a  sheep  in  the  field by  looking at a  shaggy dog which happens  to  look  just  like a 













chance.  Forming  one’s  belief  in  such  way  will  eventually  produce  false  beliefs  (e.g. 
gambling).  
Section 3.3.1 Epistemology defined  constructionism as  the epistemological position of  the 
research.  As  a  consequence,  this  research  does  not  (cannot)  unveil  an  objective  truth. 
Therefore,  the minimum  condition  set  by  epistemologist  for  knowledge,  a  TB,  cannot  be 
satisfied.  Instead, studies with this type of epistemology offer a humanly fashioned way of 




degree  however,  cannot  overlook  these  epistemological  complexities  involved  whilst 
claiming knowledge. Therefore, as mentioned above, the term “theoretical propositions with 
instrumental value” is preferred over “knowledge” as the contribution of this research.  




USA  to assess  the  intellectual merit and broader  impacts of  research projects.   Comments 
below  therefore  include  reflections made  since  the  submission  of  the  original  thesis  for 
external examination in late October 2009.  
12.5.1 Intellectual merit 
12.5.1a Contribution  of  the  research  to  knowledge  advancement  and  understanding 
within the research field and across different fields.  
The research and  its  findings provide a useful  framework  for designers,  facilities managers 
and business managers to better inform their decision making for workplace design. 
People,  not  technology,  are  identified  as  setting  the  rate  of  change  in  workplace 
architecture. The research supports the idea that economics is the driver, technology is the 
enabler,  and  organisational  culture  (people)  a  condition  for  innovation  to  happen  in  the 
workplace.       
Workplace should be designed and maintained, and managerial styles developed, so as  to 
enable people  to benefit  from  technology.  Inverting  the priority by procuring  spaces  and 
management styles based on what technology can do whilst overlooking people’s needs  is 
unlikely to lead to successful work environments.  
12.5.1b Creative,  original,  or  potentially  transformative  concepts  flowing  from  the 
research. 







rich  data  capable  of  rigorous  analysis  and  interpretation  and  leading  to  appropriate 
conclusions and recommendations. 
Although based on existing models,  the PST  tool developed  in  this  research offers a novel 
approach  to  better  understand  the  balance  between  People,  Space  and  Technology.  The 







Interest has  been  expressed  to using  the  thesis  as  an  important point of  reference  for  a 
research  initiative within  an  academic  institution  in USA.  The  researcher  is  also  exploring 
opportunities to develop workplace design curricula at a similar institution in Australia.  




ID 729) discussing  the main  finding of  the  research will be presented at  the upcoming CIB 
World Congress in mid May 2010 in the UK (Congress stream W11‐Usability).  
Future  journal  and  conference  publications  are  planned.  Possible  book  transformation  is 
under  consideration by  the  researcher  and  supervisors  team,  as  suggested by one of  the 
external examiners to the thesis.   
12.5.2b Benefits to society 
The  research opens up a potentially  valuable area  for  further  research; at  the  same  time 
providing a useful ‘theory of practice’ resource for designers and facilities managers.  
The  researcher  is  now  employed  as  a  research  consultant  by  a  leading  international 
workplace and retail design  firm  in Melbourne, Australia. As a consequence, results of  the 
research  have  been  discussed with  peers  and  presented  to  clients  at  various workshops. 
Aspects  of  the  research were  included  in  a  recent  (March  2010)  strategic  planning  for  a 
client (software developer) in Singapore.     
12.6 RECOMMENDATIONS FOR FURTHER RESEARCH  




engagement  with  the  design  organisation  as  mentioned  above.  The  first  stage  of 







change  the way  people work  (refer  to  section  2.11  Developing  technologies  for  a  list  of 




of  technology  development  in  the  remaining  two  strategic  sectors  of  society  (health  and 
education), refer to section 1.2 Background.   
Further  research  could  investigate  the  social  qualities  of  space  as  a  channel  for 
communicating  and  reading  people’s  emotions  and  other  human  traits  (e.g.  knowledge 
transfer) and how this would produce better working environments.     
More exploration needed by designers into: workplace drivers;  alternative ways of working; 
adoption  of  IT  development; workplace  communication  channels;  social  space  emotional 
environments; and organisational cultures and myths. 
It is considered that whilst architecture (design) should remain the focus of future research 
in  this  area,  a  multi‐disciplinary  approach  including  disciplines  such  as  business 




and maintaining work  environments  is  recommended  to  architects  and  facility managers. 
The applicability of the PST model characteristics as a design guide is encouraged. 
Designers should give more attention to voice privacy needs as well as to better understand 
and  take  into  consideration  the  different  space  requirements  of  people  based  on  their 
working habits.   
12.8 SUMMARY 
This  chapter  has  considered  the  extent  to  which  the  research  questions  have  been 
answered.  The  limitations  of  the  research  have  been  noted,  and  the  contribution  of  the 
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This appendix  contains  the  tables used  for  the  reliability assessment analysis discussed  in 



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































reduced his  rate of  input errors committed as  time passed by,  registering 32 errors  in  the 
first third of questionnaires (1 to 35), 16 errors in the second third (36 to 71) and 14 errors in 











of  questionnaires  returned  (1‐35,  36‐71,  72‐105).  From  the  table  it  can  be  seen  that  the 
overall input time is just over 14 hours, with a difference of 2 hours and 26 minutes between 
Input A (8:15hrs) and Input B (5:49hrs). This table also  illustrates a decrease  in keying time 












  Input A1  Input A2  Input B1  Input B2 
1st Third (1‐35)  01:53:00  01:29:00  01:18:00  01:00:00 
2nd Third (36‐71)  01:28:00  01:12:00  01:06:00  00:55:00 
3rd Third (72‐105)  01:11:00  01:02:00  00:45:00  00:45:00 







b) given  that  the  second  input  immediately  followed  the  first  input,  some  of  the 
responses may have been recalled and input faster; or 
c) a  combination  of  both  of  these.  Table  1  also  shows  that  Person  B  achieved  the 
greatest level of dexterity on the last third of questionnaires (45 minutes), averaging 
one second per input of single data (reading and typing).  
The  times  displayed  in  Table  1  are  those  taken  to  actually  input  the  data. However,  the 
complete data entry process was performed over several days. Referring to Figure 2, Person 










































The  following  tables  identify and discuss 15 questions  that were answered by at  least one 
respondent  in  such  a  way  that  error  could  have  been  introduced  to  the  research.  The 














































Comments:  Similar  to Question 3,  respondents  selected more  than one option when a  single  response was 




















































Comments:  In  the  case  of BC‐36,  the  respondent  did not  tick  ‘Computer’. However,  it  is  assumed  that  a 
computer or similar device (PDA) is needed to access Internet. Thus, Option 1 is also taken into 
consideration for analysis. In the case of BC‐38, the respondent ticked Option 4 and 5. Option 5 



































































































1  101  1  3  2.67  3  3  0.6182  0.3822  ‐1.7279 
2.A  105  1  4  3.01  3  3  0.8492  0.7211  ‐0.4986 
2.B  105  1  4  3.02  3  3  0.9092  0.8266  ‐0.5858 
2.C  105  2  4  3.22  3  3  0.7335  0.5381  ‐0.3695 
2.D  105  1  4  2.91  3  3  0.9314  0.8676  ‐0.3364 
2.E  105  1  4  2.86  3  3  0.8708  0.7582  ‐0.2509 
2.F  105  1  4  2.78  4  3  1.1092  1.2304  ‐0.4152 
2.G  105  1  4  2.39  1  2  1.1223  1.2595  0.1339 
2.H  103  1  4  3.27  4  3  0.7435  0.5528  ‐0.6338 
2.I  105  1  4  3.25  3  3  0.7568  0.5727  ‐0.7201 
2.J  105  1  4  3.42  4  4  0.7309  0.5342  ‐1.1440 
2.K  105  1  4  2.86  4  3  1.0690  1.1429  ‐0.4313 
2.L  105  1  4  2.96  4  3  0.9896  0.9793  ‐0.5295 
2.M  105  1  4  3.32  4  3  0.7403  0.5480  ‐0.7473 
2.N  105  1  4  3.30  3  3  0.7088  0.5024  ‐0.6811 
3  105  1  3  n.a.  2  2  0.6064  0.3678  0.2611 
4  105  2  4  3.52  4  4  0.6060  0.3672  ‐0.8856 
5.1  104  10  100  61.27  80  62.5  22.4410  503.5967  ‐0.5115 
5.2  103  2  60  23.90  20  20  13.9639  194.9905  0.8044 






















6  105  1  4  1.92  2  2  0.7683  0.5903  1.1688 
7  105  1  4  2.52  3  3  1.0293  1.0595  ‐0.1191 
8  104  1  4  1.99  2  2  0.9603  0.9222  0.6901 
9  105  1  4  3.02  3  3  0.8877  0.7881  ‐0.7101 
10  105  1  4  2.21  2  2  0.9374  0.8788  0.2093 
11  105  1  4  2.03  2  2  0.8600  0.7396  0.4070 
12  105  1  4  3.82  4  4  0.6010  0.3612  ‐3.7025 
13  105  7.5  80  45.70  40  45  11.3744  129.3779  0.2006 
14  105  1  5  2.30  2  2  1.0554  1.1139  0.6811 
15  105  1  4  2.05  2  2  0.8364  0.6996  0.5124 
16  105  1  2  1.28  1  1  0.4493  0.2018  1.0157 
17  105  1  4  1.52  1  1  0.8097  0.6557  1.8601 
18  105  1  3  2.19  2  2  0.5018  0.2518  0.3342 
19  105  1  2  1.25  1  1  0.4337  0.1881  1.1865 
20  104  1  2  1.55  2  2  0.5001  0.2501  ‐0.1960 
21  103  1  4  3.41  4  4  0.9542  0.9105  ‐1.3877 
22  105  1  5  3.36  4  3  1.0107  1.0216  ‐0.3259 
23  103  1  3  1.39  1  1  0.6141  0.3771  1.3449 
24  105  1  4  2.86  3  3  0.8817  0.7775  ‐0.2294 
25  103  1  2  1.45  1  1  0.4996  0.2496  0.2180 
26.A  105  1  3  2.30  3  3  0.8562  0.7332  ‐0.6353 
26.B  105  1  3  2.43  3  3  0.8419  0.7088  ‐0.9534 
26.C  105  1  3  1.87  1  2  0.8212  0.6744  0.2532 
26.D  105  1  3  2.52  3  3  0.7978  0.6364  ‐1.2375 
27  104  1  2  1.80  2  2  0.4034  0.1627  ‐1.5069 
28.1  103  1  1  1.00  1  1  0.0000  0.0000  n.a. 
28.2  87  1  1  1.00  1  1  0.0000  0.0000  n.a. 
28.3  29  1  1  1.00  1  1  0.0000  0.0000  n.a. 
28.4  13  1  1  1.00  1  1  0.0000  0.0000  n.a. 
28.5  83  1  1  1.00  1  1  0.0000  0.0000  n.a. 
29  104  2  14  4.92  4  4  3.3608  11.2950  1.3400 
30  n.a.  n.a.  n.a.  n.a.  n.a.  n.a.  n.a.  n.a  n.a. 
31  102  1  300  61.02  60  60  43.5985  1900.8313  1.8990 
32  100  1  4  3.19  4  4  1.1951  1.4282  ‐0.9196 
33  105  1  7  2.21  1  1  1.9100  3.6480  1.6271 
34  105  1  5  3.03  4  3  1.0959  1.2011  ‐0.0574 
35  104  1  2  1.36  1  1  0.4811  0.2314  0.6114 















Q.2.C  0.4921  0.4658  Q.2.C 
Q.2.D  0.2022  0.1773  0.2632  Q.2.D 
Q.2.E  0.2155  0.2032  0.1642  0.4141  Q.2.E 
Q.2.F  0.1696  0.1542  0.1830  0.2283  0.1975  Q.2.F 
Q.2.G  0.2646  0.2304  0.2527  0.3191  0.2460  0.7310  Q.2.G 
Q.2.H  0.2776  0.3321  0.3132  0.3094  0.2121  0.2680  0.3285  Q.2.H 
Q.2.I  0.2460  0.3341  0.2437  0.3540  0.2270  0.2412  0.3226  0.7012  Q.2.I 
Q.2.J  0.2157  0.4078  0.2318  0.2181  0.1985  0.2434  0.2753  0.6156  0.6466  Q.2.J 
Q.2.K  0.2137  0.2241  0.3014  0.2752  0.2145  0.2527  0.3476  0.5569  0.5711  0.6167 
Q.2.L  0.1548  0.2678  0.2919  0.3120  0.1820  0.2774  0.4067  0.6099  0.6685  0.5959 
Q.2.M  0.1345  0.3194  0.3607  0.2712  0.2035  0.2641  0.3928  0.5046  0.5539  0.4730 
Q.2.N  0.2898  0.4170  0.3405  0.3533  0.3887  0.2751  0.3854  0.6685  0.7429  0.6685 
Q.4  0.1202  0.0363  0.0967  0.1340  0.0665  ‐0.0258  0.0160  0.0473  0.1548  ‐0.0133 
Q.7  ‐0.1512  ‐0.0243  ‐0.0768  ‐0.1550  0.0725  ‐0.0150  ‐0.0439  0.0959  ‐0.0612  ‐0.0633 
Q.8  0.0000  0.0020  ‐0.0160  ‐0.1190  ‐0.0303  ‐0.0185  0.0255  ‐0.1016  ‐0.0729  ‐0.1235 
Q.9  ‐0.0545  0.1045  ‐0.1349  ‐0.1077  ‐0.1537  ‐0.0343  ‐0.1685  ‐0.0136  ‐0.0292  ‐0.0380 
Q.10  ‐0.0251  0.0268  0.0367  0.0574  ‐0.0192  ‐0.0417  0.0356  0.2415  0.2307  0.1668 
Q.11  ‐0.0966  ‐0.0420  ‐0.0894  0.1545  0.0450  0.0389  0.0080  0.2134  0.1170  0.1099 
Q.12  ‐0.0972  ‐0.1189  0.0222  ‐0.0145  ‐0.0789  ‐0.2401  ‐0.0673  ‐0.0208  ‐0.0251  ‐0.2091 
Q.13  ‐0.0874  ‐0.0505  ‐0.0945  ‐0.1179  ‐0.1054  0.0532  0.0522  0.0529  ‐0.0019  ‐0.0543 
Q.14  ‐0.1870  ‐0.1263  ‐0.0534  ‐0.0667  ‐0.2010  0.0649  0.1231  ‐0.0912  ‐0.1569  ‐0.2095 
Q.15  ‐0.1002  ‐0.0720  ‐0.0309  ‐0.0338  0.0900  0.2285  0.2545  0.0146  0.0492  0.0038 
Q.21  ‐0.0889  ‐0.0086  ‐0.0919  ‐0.0665  ‐0.0112  ‐0.2348  ‐0.2843  0.1809  0.1281  0.1112 
Q.22  ‐0.1341  ‐0.0420  0.1471  0.1202  ‐0.0993  ‐0.1226  ‐0.0347  0.2043  0.1819  0.1036 
Q.23  0.0768  0.0828  0.0512  0.1213  0.1440  ‐0.0284  0.0124  ‐0.0459  0.0990  0.0842 
Q.24  0.0676  0.0222  0.0892  ‐0.0334  ‐0.0663  0.0005  0.0519  ‐0.0189  ‐0.0058  ‐0.0072 
Q.33  ‐0.0579  ‐0.1045  0.0531  0.1095  ‐0.1555  ‐0.0199  ‐0.0541  0.0317  ‐0.0656  ‐0.1271 













Q.2.K  Q.2.K     
Q.2.L  0.6825  Q.2.L     
Q.2.M  0.4507  0.6592  Q.2.M     
Q.2.N  0.5542  0.6630  0.5764  Q.2.N     
Q.4  ‐0.0018  0.0871  0.0289  0.0992  Q.4     
Q.7  ‐0.0670  ‐0.0891  0.1153  ‐0.0789  ‐0.0901  Q.7     
Q.8  ‐0.0147  ‐0.0871  0.0532  ‐0.1415  ‐0.1969  0.3807  Q.8     
Q.9  ‐0.0735  ‐0.0226  ‐0.0185  ‐0.0538  ‐0.1101  ‐0.1780  ‐0.2574  Q.9     
Q.10  0.2669  0.1767  0.0840  0.1333  ‐0.1397  ‐0.1548  ‐0.0022  0.0665  Q.10   
Q.11  0.0484  0.1072  0.0481  0.0895  ‐0.0320  0.1086  ‐0.0235  0.0800  0.1673  Q.11 
Q.12  0.0472  ‐0.0061  0.0171  ‐0.0208  0.0739  ‐0.0222  0.0400  ‐0.0087  0.0112  ‐0.2214 
Q.13  ‐0.0381  ‐0.0174  0.0367  0.0770  ‐0.0830  ‐0.1045  ‐0.0359  0.1822  0.2341  0.2412 
Q.14  ‐0.0189  ‐0.0847  ‐0.0579  ‐0.1109  ‐0.0582  0.1424  0.3185  ‐0.0094  0.0163  ‐0.0211 
Q.15  0.0052  0.0869  0.1299  0.1050  ‐0.1267  ‐0.0257  0.1316  0.0965  0.2226  0.1262 
Q.21  0.0583  ‐0.0452  0.0968  0.0426  ‐0.1919  0.1118  0.0310  0.0339  0.1667  0.0849 
Q.22  0.1799  0.1648  0.1741  0.1423  0.0819  0.1191  ‐0.0051  0.0580  0.1580  0.1557 
Q.23  0.0363  0.1777  0.1261  0.0653  0.1142  ‐0.0624  0.0796  0.0342  ‐0.0848  0.0538 
Q.24  ‐0.0973  0.0308  0.0875  0.0853  0.0409  0.1030  0.0038  ‐0.1124  ‐0.0069  0.0606 
Q.33  0.0671  ‐0.0422  ‐0.1039  ‐0.0909  ‐0.1029  ‐0.0490  0.0913  0.1417  0.1952  0.2267 
Q.34  0.0518  0.1098  0.0387  0.1531  0.0308  ‐0.0804  0.0097  ‐0.0523  ‐0.0290  ‐0.0212 
 
Table 7c.5. Correlation table (Questions Q.12 to Q34) 
Q.12  Q.12                            
Q.13  ‐0.0762  Q.13                         
Q.14  0.1622  0.2097  Q.14                      
Q.15  0.0346  0.4371  0.4806  Q.15                   
Q.21  0.1002  0.0083  ‐0.1331  ‐0.0091  Q.21                
Q.22  0.2033  0.1615  0.2221  0.0686  0.2661  Q.22             
Q.23  ‐0.0513  ‐0.1308  ‐0.2690  ‐0.2093  ‐0.0798  ‐0.2356  Q.23          
Q.24  0.1496  ‐0.0021  ‐0.0041  ‐0.0461  0.0026  0.0300  0.1065  Q.24       
Q.33  0.0458  0.0615  0.1264  0.0021  0.0046  0.2115  ‐0.0418  ‐0.1819  Q.33    















Scale  Frequency  %  Group % 
1 (Poor)  5  5%  Unsatisfactory 
26% 2  22  21% 
3  45  43%  Satisfactory 
74% 4 (Good)  33  31% 
Total  105  100%  100% 
Table 7c.7. Q2.b Frequency table: Ventilation comfort 
Scale  Frequency  %  Group % 
1 (Poor)  7  7%  Unsatisfactory 
27% 2  21  20% 
3  40  38%  Satisfactory 
73% 4 (Good)  37  35% 
Total  105  100%  100% 
Table 7c.8.  Q2.c Frequency table: Illumination comfort 
Scale  Frequency  %  Group % 
1 (Poor)  ‐  ‐  Unsatisfactory 
18% 2  19  18% 
3  44  42%  Satisfactory 
82% 4 (Good)  42  40% 
Total  105  100%  100% 
Table 7c.9. Q2.d Frequency table: Background noise level 
Scale  Frequency  %  Group % 
1 (Noisy)  7  7%  Unsatisfactory 
34% 2  29  28% 
3  35  33%  Satisfactory 
66% 4 (Quiet)  34  32% 
Total  105  100%  100% 
Table 7c.10.   Q2.e Frequency table: Frequency of distractions 
Scale  Frequency  %  Group % 
1 (Frequent)  6  6%  Unsatisfactory 
34% 2  30  29% 
3  42  40%  Satisfactory 
66% 4 (Rare)  27  26% 
Total  105  100%  100% 
Table 7c.11. Q2.f Frequency table: Visual privacy at workstation 
Scale  Frequency  %  Group % 
1 (Poor)  20  19%  Unsatisfactory 
36% 2  18  17% 
3  32  30%  Satisfactory 
64% 4 (Good)  35  33% 





Scale  Frequency  %  Group % 
1 (Poor)  30  29%  Unsatisfactory 
54% 2  27  26% 
3  25  24%  Satisfactory 
46% 4 (Good)  23  22% 
Total  105  100%  100% 
Table 7c.13. Q2.h Frequency table: General spatial arrangement  
Scale  Frequency  Relative %  Group % 
1 (Poor)  1  1%  Unsatisfactory 
16% 2  15  15% 
3  42  41%  Satisfactory 
84% 4 (Good)  45  44% 
Total  103 (2)2  100%  100% 
Table 7c.14. Q2.i Frequency table: General furniture arrangement  
Scale  Frequency  %  Group % 
1 (Poor)  2  2%  Unsatisfactory 
15% 2  14  13% 
3  45  43%  Satisfactory 
85% 4 (Good)  44  42% 
Total  105  100%  100% 
Table 7c.15. Q2.j Frequency table: General office size 
Scale  Frequency  %  Group % 
1 (Poor)  2  2%  Unsatisfactory 
10% 2  9  9% 
3  37  35%  Satisfactory 
90% 4 (Good)  57  54% 
Total  105  100%  100% 
Table 7c.16.  Q2.k Frequency table: General office storage space 
Scale  Frequency  %  Group % 
1 (Poor)  15  14%  Unsatisfactory 
36% 2  23  22% 
3  29  28%  Satisfactory 
64% 4 (Good)  38  36% 
Total  105  100%  100% 
Table 7c.17. Q2.l Frequency table: Individual storage space 
Scale  Frequency  %  Group % 
1 (Poor)  10  10%  Unsatisfactory 
31% 2  23  22% 
3  33  31%  Satisfactory 
69% 4 (Good)  39  37% 









Scale  Frequency  %  Group % 
1 (Poor)  1  1%  Unsatisfactory 
14% 2  14  13% 
3  40  38%  Satisfactory 
86% 4 (Good)  50  48% 
Total  105  100%  100% 
Table 7c.19. Q2.n Frequency table: Overall space environment satisfaction 
Scale  Frequency  %  Group % 
1 (Poor)  1  1%  Unsatisfactory 
12% 2  12  11% 
3  46  44%  Satisfactory 
88% 4 (Good)  46  44% 





Code  Type of Building  City  Suburb  Total 
1  Adapted home / apartment unit  ‐  8  8 
2  Adapted warehouse or other non‐office building  7  10  17 
3  Office building or building designed for the organisation’s activities  41  33  74(2) 

















4 (Good)  7  28%  26  34%  33 
Total  25  100%  76  100%  101(4) 
Table 7c.22. [Q1|Q2.b] Crossanalysis: Type of building and Ventilation comfort  












4 (Good)  10  40%  26  34%  36(1) 

















4 (Good)  10  40%  31  41%  41(1) 
Total  25  100%  76  100%  101(4) 
Table 7c.24. [Q1|Q2.d] Crossanalysis: Type of building and background noise level 












4 (Good)  9  36%  23  30%  32(2) 
Total  25  100%  76  100%  101(4) 
Table 7c.25. [Q1|Q2.e] Crossanalysis: Type of building and Frequency of distractions 












4 (Good)  9  36%  17  22%  26(1) 
Total  25  100%  76  100%  101(4) 
Table 7c.26. [Q1|Q2.f] Crossanalysis: Type of building and Visual privacy at your workstation  












4 (Good)  11  44%  21  28%  32(3) 
Total  25  100%  76  100%  101 
Table 7c.27. [Q1|Q2.g] Crossanalysis: Type of building and Voice privacy at workstation 












4 (Good)  8  32%  13  16%  21(2) 
Total  25  100%  76  100%  101(4) 
Table 7c.28. [Q1|Q2.h] Crossanalysis: Type of building and General spatial arrangement  












4 (Good)  15  63%  28  37%  43(2) 




















4 (Good)  12  48%  31  41%  43(1) 
Total  25  100%  76  100%  101(4) 
Table 7c.30. [Q1|Q2.j] Crossanalysis: Type of building and General office size  












4 (Good)  16  64%  39  51%  55(2) 
Total  25  100%  76  100%  101(4) 
Table 7c.31. [Q1Q2.k] Crossanalysis: Type of building and General office storage space 












4 (Good)  9  36%  29  38%  38 
Total  25  100%  76  100%  101(4) 
Table 7c.32. [Q1|Q2.l] Crossanalysis: Type of building and Individual storage space  












4 (Good)  11  44%  27  36%  38(1) 
Total  25  100%  76  100%  101(4) 
Table 7c.33. [Q1|Q2.m] Crossanalysis: Type of building and Work space available on workstation  












4 (Good)  14  56%  35  46%  49(1) 
Total  25  100%  76  100%  101(4) 
Table 7c.34. [Q1|Q2.n] Crossanalysis: Type of building and Overall space environment 
satisfaction  












4 (Good)  14  56%  31  41%  45 



















4(Good)  14  35%  16  28%  30 
Total  40  100%  57  100%  97 
Table 7c.36. [Q3|Q2.b] Crossanalysis: Layout and Ventilation comfort  












4(Good)  12  30%  21  37%  33 
Total  40  100%  57  100%  97 
Table 7c.37. [Q3|Q2.c] Crossanalysis: Layout and Illumination comfort  












4(Good)  15  38%  24  42%  39 
Total  40  100%  57  100%  97 
Table 7c.38. [Q3|Q2.d] Crossanalysis: Layout and Background noise  












4(Good)  15  38%  16  28%  31 
Total  40  100%  57  100%  97 
Table 7c.39. [Q3|Q2.e] Crossanalysis: Layout and Frequency of distractions   












4(Good)  9  23%  15  26%  24 
Total  40  100%  57  100%  97 
Table 7c.40. [Q3|Q2.f] Crossanalysis: Layout and Visual privacy   












4(Good)  19  48%  15  26%  34 


















4(Good)  12  30%  9  16%  21 
Total  40  100%  57  100%  97 
Table 7c.42. [Q3|Q2.h] Crossanalysis: Layout and General spatial arrangement   












4(Good)  17  44%  24  43%  41 
Total  39  100%  56  100%  95(2) 
Table 7c.43. [Q3|Q2.i] Crossanalysis: Layout and General furniture arrangement   












4(Good)  17  43%  24  42%  41 
Total  40  100%  57  100%  97 
Table 7c.44. [Q3|Q2.j] Crossanalysis: Layout and General office size   












4(Good)  22  55%  30  53%  52 
Total  40  100%  57  100%  97 
Table 7c.45. [Q3|Q2.k] Crossanalysis: Layout and General office storage space   












4(Good)  14  35%  20  35%  34 
Total  40  100%  57  100%  97 
Table 7c.46. [Q3|Q2.l] Crossanalysis: Layout and Individual storage space   












4(Good)  18  45%  18  32%  36 



















4(Good)  22  55%  25  44%  47 
Total  40  100%  57  100%  97 
Table 7c.48. [Q3|Q2.n] Crossanalysis: Layout and Overall space environment satisfaction   












4(Good)  18  45%  24  42%  42 













7.5  1  ‐  1  100%  0%  100% 
7.6 to 15  1  ‐  1  100%  0%  100% 
16 to 20  ‐  ‐  ‐  ‐  ‐  ‐ 
21 to 37.4  6  3  9  67%  33%  100% 
37.5 (standard)  3  1  4  75%  25%  100% 
37.6 to 40  29  5  34  85%  15%  100% 
41 to 45  5  1  6  83%  17%  100% 
46 to 50  17  11  28  61%  39%  100% 
51 to 55  3  ‐  3  100%  0%  100% 
55 to 60  6  5  11  55%  45%  100% 
61 to 65  ‐  1  1  ‐  100%  100% 
66 to 70  1  1  2  50%  50%  100% 
71 to 75  2  ‐  2  100%  0%  100% 
76 to 80  ‐  1  1  ‐  100%  100% 







Yes  No  Total  Yes  No  Total 
1 (Never)  19  5  24  79%  21%  100% 
2  31  11  42  74%  26%  100% 
3  17  6  23  74%  26%  100% 
4 (Every day)  3  7  10  30%  70%  100% 
5 (Work from home)  4  0  4  100%  0%  100% 








Yes  No  Total  Yes  No  Total 
1 (Never)  23  4  27  85%  15%  100% 
2  36  13  49  73%  27%  100% 
3  14  7  21  67%  33%  100% 
4 (Every weekend)  1  5  6  17%  83%  100% 


























Manager  38  ‐  ‐  100% 
AC‐58  Designer  Director  50  50%  30%  20% 
BC‐60  Accountant  Manager  42  35%  50%  15% 
BS‐02  Accountant  Director  50  50%  40%  10% 
BS‐21  Accountant  Partner  50  80%  20%  ‐ 





Total A:SM  A:O  B:SM  B:O 
90‐100  8%  12%  9%  17%  10 
80‐89  32%  13%  22%  8%  24(1) 
70‐79  15%  25%  9%  25%  15 
60‐69  13%  25%  20%  17%  18 
50‐59  5%  13%  11%  25%  11(1) 
40‐49  5%  12%  ‐  ‐  3 
30‐39  11%  ‐  16%  ‐  11 
20‐29  5%  ‐  11%  8%  8 
10‐19  3%  ‐  2%  ‐  2 
1‐9  ‐  ‐  ‐  ‐  ‐ 
0  3%  ‐  ‐  ‐  1 
Total (%)  100%  100%  100%  100%  n/a 
















Total A:SM  A:O  B:SM  B:O 
90‐100  ‐  ‐  ‐  ‐  ‐ 
80‐89  ‐  ‐  ‐  ‐  ‐ 
70‐79  ‐  ‐  ‐  ‐  ‐ 
60‐69  3%  ‐  4%  ‐  3 
50‐59  5%  ‐  11%  ‐  7 
40‐49  3%  ‐  13%  25%  10 
30‐39  11%  37%  17%  17%  16 
20‐29  29%  25%  27%  25%  28(2) 
10‐19  38%  25%  24%  17%  30 
1‐9  8%  13%  4%  8%  7 
0  3%  ‐  ‐  8%  2 
Total (%)  100%  100%  100%  100%  n/a 





Total A:SM  A:O  B:SM  B:O 
90‐100  3%  ‐  ‐  ‐  1 
80‐89  ‐  ‐  ‐  ‐  ‐ 
70‐79  ‐  ‐  ‐  ‐  ‐ 
60‐69  8%  ‐  ‐  ‐  3 
50‐59  5%  ‐  ‐  ‐  2 
40‐49  ‐  ‐  9%  8%  5 
30‐39  ‐  13%  11%  ‐  6 
20‐29  18%  38%  16%  25%  20 
10‐19  29%  13%  29%  25%  28 
1‐9  32%  38%  29%  25%  31 
0  5%  ‐  7%  17%  7 
Total (%)  100%  100%  100%  100%  n/a 





A:SM  A:O  B:SM  B:O 
1 (Not required)  5  13%  ‐  ‐  1  2%  1  8% 
2  3  8%  3  38%  13  29%  3  25% 
3  17  45%  5  63%  16  36%  4  33% 
4 (Essential)  13  34%  ‐  ‐  15  33%  4  33% 






























































































































 A:SM  A:O  B:SM  B:O 
1  Desktop / non‐portable  22  58%  7  88%  28  62%  6  50%  63(1) 
2  Laptop/portable  13  34%  1  13%  15  33%  4  33%  33(1) 
3  I do not have a computer  ‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐ 
4  Desktop & Laptop  3  8%  ‐  ‐  2  4%  2  17%  7 
































































































AS‐18  30  SM  1‐10  Yes  Desktop  B’band  Yes  4  4  2 
BS‐30  60  SM  1‐10  No  Desktop  B’band  No  4  2  1 









1‐10  11+  1‐10  11+ 
1 (Low)  7  23%  3  20%  7  24%  5  18% 
2  3  10%  6  40%  6  21%  10  36% 
3  10  32%  5  33%  10  34%  12  43% 
4 (High)  11  35%  1  7%  6  21%  1  4% 








1‐10  11+  1‐10  11+ 
1 (Low)  15  48%  5  33%  11  38%  7  25% 
2  9  29%  8  53%  8  28%  13  46% 
3  5  16%  1  7%  3  10%  8  29% 
4 (High)  2  6%  1  7%  7  24%  ‐  ‐ 













1‐10  11+  1‐10  11+ 
1 (Low)  9  29%  3  20%  12  41%  3  11% 
2  11  35%  5  33%  7  24%  13  46% 
3  10  32%  4  27%  8  28%  9  32% 
4 (High)  1  3%  3  20%  2  7%  3  11% 

















1‐10  11+  1‐10  11+ 
1 (Low)  11  35%  4  27%  12  41%  4  14% 
2  9  29%  7  47%  11  38%  16  57% 
3  9  29%  3  20%  4  14%  8  29% 
4 (High)  2  6%  1  7%  2  7%  ‐  ‐ 











1‐10  11+  1‐10  11+ 
1  Yes  10  32%  7  47%  4  14%  6  21% 
2  Yes, but not properly followed  4  13%  4  27%  4  14%  7  25% 
3  No  17  55%  4  27%  21  72%  15  54% 




   Yes  Yes, but..  Have policy  No  Total 
Group A  37%  17%  54%  46%  100% 
Group B  18%  19%  37%  63%  100% 
Group 1‐10  24%  13%  37%  63%  100% 




1‐10  11+  1‐10  11+ 
1  Yes  11  35%  7  47%  5  17%  1  4% 
2  Yes, but not properly followed  2  6%  3  20%  3  10%  4  14% 
3  No  18  58%  5  33%  21  72%  23  82% 
Total  31  100%  15  100%  29  100%  28  100% 
Table 7c.67. [Q26b|A/B|Q33]b Crossanalysis: Water policy by Profession and Company size 
(percentages by Groups) 
   Yes  Yes, but..  Have policy  No  Total 
Group A  39%  11%  50%  50%  100% 
Group B  11%  12%  23%  77%  100% 
Group 1‐10  27%  8%  35%  65%  100% 







1‐10  11+  1‐10  11+ 
1  Yes  13  42%  10  67%  10  34%  8  29% 
2  Yes, but not properly followed  8  26%  3  20%  9  31%  13  46% 
3  No  10  32%  2  13%  10  34%  7  25% 




   Yes  Yes, but..  Have policy  No  Total 
Group A  50%  24%  74%  26%  100% 
Group B  32%  38%  70%  30%  100% 
Group 1‐10  38%  29%  67%  33%  100% 




1‐10  11+  1‐10  11+ 
1  Yes  9  29%  7  47%  3  10%  1  4% 
2  Yes, but not properly followed  2  6%  2  13%  4  14%  2  7% 
3  No  20  65%  6  40%  22  76%  25  89% 
Total  31  100%  15  100%  29  100%  28  100% 
Table 7c.71. [Q26d|A/B|Q33]b Crossanalysis: Car policy by Profession and Company size 
(percentages by Groups) 
   Yes  Yes, but..  Have policy  No  Total 
Group A  34%  9%  43%  57%  100% 
Group B  7%  11%  18%  82%  100% 
Group 1‐10  20%  10%  30%  70%  100% 



















AC‐32  Yes  No  3  3  Email (1)  1‐10 
AC‐53  Yes  No  4  3  Email (1)  1:10 
AS‐10  Yes  Yes  4  4  Email (1)  100‐150 
BC‐26  No  No  1  1  Uses both  1‐10 











1‐10  11+  1‐10  11+ 
1  Yes  27  87%  15  100%  10  34%  26  93% 
2  No  4  13%  ‐  ‐  19  66%  2  7% 











1‐10  11+  1‐10  11+ 
1  Yes  11  37%  8  53%  13  45%  14  50% 
2  No  19  63%  7  47%  16  55%  14  50% 
























AS‐05  Broadband  Yes  Yes  3  1  1‐10 
AS‐38  Broadband  Yes  Yes  2  1  1‐10 
AS‐46  Broadband  Yes  No  3  1  1‐10 
BC‐26  Dial‐up  No  No  1  Use both  1‐10 
BC‐45  Broadband  No  No  3  1  11‐20 
BS‐11  Broadband  No  No  1  3  1‐10 




Group A  15  33%  31  67%  46  100% 
Group B  22  39%  35  61%  57  100% 
Group 1‐10  19  32%  41  68%  60  100% 








Group A  23  51%  22  49%  45  100% 
Group B  32  57%  24  43%  56  100% 
Group 1‐10  24  41%  34  59%  58  100% 
Group 11+  31  72%  12  28%  43  100% 
Table 7c.78. [Q22|A/B]: Adopter type by Profession 
Scale   Group A    Group B  
1 (Laggard)  1  1%  3  5% 
2  4  9%  13  23% 
3  16  35%  17  30% 
4  16  35%  21  37% 
5 (Innovator)  9  20%  3  5% 
Total  46  100%  57  100% 
Table 7c.79. [Q22|Q33] Adopter type by Size of company 
 Scale  Small  Large 
1 (Laggard)  4  7%  ‐  ‐ 
2 (Late Majority)  12  20%  5  11% 
3 (Early Majority)  24  40%  9  20% 
4 (Early Adopter)  13  22%  26  58% 
5 (Innovator)  7  11%  5  11% 




















AS‐62  Laptop  Broadband  Yes  No  4  1  1‐10 
BC‐26  Desktop  Dial‐up  No  No  1  Use both  1‐10 
BS‐11  Desktop  Broadband  No  No  1  3  1‐10 




















AC‐08  Desktop  Broadband  Yes  Yes  4  1  1‐10 
AC‐09  Laptop  Wireless  Yes  Yes  4  1  11‐20 
AC‐25  Desktop  Broadband  Yes  No  4  1  11‐20 
AC‐50  Laptop  Wireless  Yes  Yes  4  1  1‐10 
AC‐59  Desktop  Broadband  Yes  No  4  1  1‐10 
AC‐61  Desktop  Wireless  No  Yes  NR  1  1‐10 
AS‐37  Laptop  Wireless  Yes  Yes  4  1  21‐40 
AS‐48  Desktop  Wireless  Yes  Yes  4  1  21‐40 
AS‐71  Desktop  Wireless  Yes  Yes  4  1  1‐10 
BC‐08  Desktop  Broadband  Yes  Yes  4  1  100‐150 
BC‐52  Desktop  Broadband  Yes  Yes  4  2  1‐10 








1 (Laggard)  2  3  4  5 (Innovator) 
Q21 
1 (CRT)  2  50%  2  12%  3  9%  ‐  ‐  ‐  ‐ 
2  ‐  ‐  3  18%  4  12%  6  16%  ‐  ‐ 
3  ‐  ‐  3  18%  5  15%  6  16%  ‐  ‐ 
4 (Flat Panel)  2  50%  9  53%  21  64%  26  68%  11  100% 





1 (Laggard)  2  3  4  5 (Innovator) 
Q21 
1 CRT  1  0.50  0.12  0.09  0.00  0.00 
2  2  0.00  0.35  0.24  0.32  0.00 
3  3  0.00  0.53  0.45  0.47  0.00 
4 Flat Panel  4  2.00  2.12  2.55  2.74  4.00 
Calculated flexibility  2.50  3.12  3.33  3.53  4.00 
 
In order to calculate the ‘type of monitor’ of each adopter, the relative frequency (percentage) from 






1 (Laggard)  2  3  4  5 (Innovator) 
Q19 
(1) Yes  1  25%  9  53%  24  73%  35  90%  10  83% 
(2) No  3  75%  8  47%  9  27%  4  10%  2  17% 





1 (Laggard)  2  3  4  5 (Innovator) 
Q20 
(1) Yes  ‐  ‐  6  35%  11  34%  20  51%  10  83% 
(2) No  4  100%  11  65%  21  66%  19  49%  2  17% 





1 (Laggard)  2  3  4  5 (Innovator) 
Q7 
1 (Inflexible)  1  25%  7  41%  9  27%  3  8%  2  17% 
2  ‐  ‐  3  18%  7  21%  13  33%  3  25% 
3  1  25%  4  24%  10  30%  18  46%  4  33% 
4(Flexible)  2  50%  3  18%  7  21%  5  13%  3  25% 








1 (Laggard)  2  3  4  5 (Innovator) 
Q7 
1 (Inflexible)  1  0.25  0.41  0.27  0.08  0.17 
2  2  0.00  0.35  0.42  0.67  0.50 
3  3  0.75  0.71  0.91  1.38  1.00 
4(Flexible)  4  2.00  0.71  0.85  0.51  1.00 




1 (Laggard)  2  3  4  5 (Innovator) 
Q8 
1 (Inflexible)  2  50%  5  29%  17  52%  8  21%  6  50% 
2  2  50%  6  35%  8  24%  18  47%  5  42% 
3  ‐  ‐  3  18%  5  15%  8  21%  1  8% 
4 (Flexible)  ‐  ‐  3  18%  3  9%  4  11%  ‐  ‐ 




1 (Laggard)  2  3  4  5 (Innovator) 
Q8 
1 (Inflexible)  1  0.50  0.29  0.52  0.21  0.50 
2  2  1.00  0.71  0.48  0.95  0.83 
3  3  ‐  0.53  0.45  0.63  0.25 
4(Flexible)  4  ‐  0.71  0.36  0.42  ‐ 




1 (Laggard)  2  3  4  5 (Innovator) 
Q9 
1 (Unimportant)  ‐  ‐  2  12%  2  6%  2  5%  2  17% 
2  1  25%  4  24%  8  24%  3  8%  ‐  ‐ 
3  1  25%  8  47%  15  45%  17  44%  6  50% 
4 (Important)  2  50%  3  18%  8  24%  17  44%  4  33% 





1 (Laggard)  2  3  4  5 (Innovator) 
Q9 
1 (Unimportant)  1  ‐  0.12  0.06  0.05  0.17 
2  2  0.25  0.24  0.24  0.08  ‐ 
3  3  0.25  0.47  0.45  0.44  0.50 
4(Important)  4  0.50  0.18  0.24  0.44  0.33 












1 (Laggard)  2  3  4  5 (Innovator) 
Q10 
1 (Low)  2  50%  4  24%  13  39%  4  10%  5  42% 
2  2  50%  8  47%  8  24%  14  36%  4  33% 
3  ‐  ‐  5  29%  9  27%  17  44%  1  8% 
4 (High)  ‐  ‐  ‐  ‐  3  9%  4  10%  2  17% 




1 (Laggard)  2  3  4  5 (Innovator) 
Q10 
1 (Low)  1  0.50  0.24  0.39  0.10  0.42 
2  2  0.50  0.47  0.24  0.36  0.33 
3  3  ‐  0.29  0.27  0.44  0.08 
4(High)  4  ‐  ‐  0.09  0.10  0.17 




1 (Laggard)  2  3  4  5 (Innovator) 
Q24 
1 (Always)  ‐  ‐  2  12%  1  3%  3  8%  ‐  ‐ 
2  1  25%  6  35%  10  30%  11  28%  3  25% 
3  ‐  ‐  4  24%  13  40%  17  43%  6  50% 
4 (Never)  3  75%  5  29%  9  27%  8  21%  3  25% 




1 (Laggard)  2  3  4  5 (Innovator) 
Q24 
1 (Always)  1  ‐  0.12  0.03  0.08  ‐ 
2  2  0.50  0.70  0.60  0.56  0.50 
3  3  ‐  0.72  1.20  1.29  1.50 
4(Never)  4  2.25  1.16  1.08  0.84  1.00 




1 (Laggard)  2  3  4  5 (Innovator) 
Q25 
(1) Yes  ‐  ‐  10  59%  16  52%  28  72%  3  25% 
(2) No  4  100%  7  41%  15  48%  11  28%  9  75% 














Group A  13  28%  33  72%  46  100% 
Group B  7  13%  49  88%  56  100% 
Group 1‐10  15  25%  44  75%  59  100% 







Total 1‐10  11+  1‐10  11+ 
1  Yes, and I work from home  9  2  8  4  23 
2  Yes, but I do not use this option  7  2  5  9  23 
3  No, but I would like to have the option  3  4  2  3  12 
4  No, but I rather go to the office  10  7  12  12  41 
5  With or without option, I would rather go to the office  2  ‐  1  ‐  3 




















More free time  10  16  25  54  105 
Increased productivity  14  12  22  57  105 
Less commuting time  21  5  63  16  105 
Freeing up of office space  4  22  18  61  105 




Isolation  12  14  49  30  105 
Longer working hours  5  21  22  57  105 
Lack of motivation  3  23  39  40  105 
Lack of a suitable environment  5  21  36  43  105 
No boundaries between home and work  12  14  63  16  105 





















More free time  38%  62%  32%  68% 
49%  41% 
Increased productivity  54%  46%  28%  72% 
Less commuting time  81%  19%  80%  20% 
Freeing up of office space  15%  85%  23%  77% 




Isolation  46%  54%  62%  38% 
28%  53% 
Longer working hours  19%  81%  28%  72% 
Lack of motivation  12%  88%  49%  51% 
Lack of a suitable environment  19%  81%  46%  54% 













































































































CSB‐1a  3   CSB‐PC‐S1‐O‐C    CSB‐PC‐D1‐O‐C 
22‐28/Sep/08 
 
CSB‐1b  3     CSB‐PC‐S1‐O‐N    CSB‐PC‐D2
1‐O‐N
13‐19/Oct/08 
CSB‐2a  3    CSB‐PC‐S2‐O‐C    CSB‐PC‐D2‐O‐C 
22‐28/Sep/08 
 
CSB‐2b  3     CSB‐PC‐S2‐O‐N    CSB‐PC‐D2‐O‐N
15‐21/Dec/08 
CSB‐3a  3    CSB‐PC‐S3‐O‐C    CSB‐PC‐D3‐O‐C 
22‐28/Sep/08 
 
CSB‐3b  3     CSB‐PC‐S3‐O‐N    CSB‐PC‐D3‐O‐N
17‐23/Nov/08 
CSB‐4a    3  CSB‐Mac‐S1‐O‐C    CSB‐Mac‐D1‐O‐C 
22‐28/Sep/08 
 
CSB‐4b    3   CSB‐Mac‐S1‐O‐N    CSB‐Mac‐D1‐O‐N
27‐02/Nov/08 
CSB‐5a    3  CSB‐Mac‐S2‐O‐C    CSB‐Mac‐D2‐O‐C 
??/??/08 
 
CSB‐5b    3   CSB‐Mac‐S2‐O‐N    CSB‐Mac‐D2‐O‐N
3‐9/Nov/08 


















From  the above  table, a  total of 12 completed  surveys and WSD were  received. These 12 
questionnaires  relate  to  6  unique  respondents,  from which  3  are  Account Managers  (PC 





















































































































































































































































 S.5  Almost  all  large  companies  (92%)  prefer  a  city  location.  The majority  of  small  companies 
(57%)  tend  to  be  located  in  the  suburbs. Medium  companies  are  equally  divided  (50%) 
between city and suburb locations. 
 S.6  Most of the respondents (80%) belong to a Senior Management (SM) position. 
 S.7  Designers  in  senior  management  positions  (A|SM)  represent  37%  of  the  respondents. 
Designers  in other positions  (A|O)  represent 8% of  the  respondents. Accountants  in senior 








located  in  the  Suburbs.  The majority  (55%)  of  the  offices  hosted  in  an  office  building  or 
building designed for the organisation’s activities are located in the City. 
 S.10  Parameter  ‘j)  General  office  size’  reported  the  highest  number  of  respondents  satisfied 
(90%). On the other hand, the majority of respondents (54%) were unsatisfied with ‘g) Voice 
privacy’ which  reported  the  lowest  level of  satisfaction  in  the  study. Parameter  ‘j) Office 
space’  registered  the  highest  percentage  (90%)  of  satisfied  respondents.  Almost  all 
respondents  (88%)  considered  parameter  ‘n)  Overall  space  environment’  satisfactory. 
Parameters ‘a) Temperature’ and ‘b) Ventilation’ ranked below ‘c) Illumination’ satisfaction, 
but above ‘d) Noise level’, ‘e) Distractions’ and ‘f) Privacy’. 






 S.12  Parameters  ‘i)  Furniture  arrangement’  and  ‘n)  overall  satisfaction’  have  the  highest 
correlation  coefficient  (0.7429) not only between environment parameters, but across all 
other variables. 
 S.13  There  is  a  high  correlation  (0.7310)  between  ‘f)  Visual  privacy’  and  ‘g)  Voice  privacy’ 
parameters. 
 S.14  ‘a)Temperature’ and ‘b)Ventilation’ parameters have a correlation coefficient of 0.7172. 
 S.15  Overall,  spatial  parameters  (h‐m)  ranked  better  than  environment  comfort  and  privacy 
parameters (a‐g). 
 S.16  Enclosed layouts ranked better (by 10%) than open layouts at temperature comfort. 















 S.28  Most  of  the  offices  (88%)  hosted  in  adapted  non‐residential  buildings  have  open‐plan 
layouts. 
 S.29  Half of the offices (50%) hosted in purpose designed buildings have open‐plan layouts. 










standard  week  (37.5  h.p.w).    Part‐time  or  casual  employees  represented  11%  of  the 
respondents. 
 S.33  On  average  Designers  work  more  hours  per  week  than  Accountants.  However,  some 
Accountants (3) work more hours per week than the Designer working the most hours. 
 S.34  The  respondent’s position  (SM/O)  influences  the amount of hours worked per week more 
than the profession (A/B) they belong to. 
 S.35  Respondents  grouped under  Senior Management  are  likely  to work more hours per week 
than respondents in Other positions. 
 S.36  The  majority  of  respondents  (63%)  take  work  home  occasionally.  Almost  a  quarter  of 
respondents (24%) never take work home, whilst 9% take work home every day. 
 S.37  The  majority  of  respondents  (60%  to  75%,  depending  on  the  profession  and  position 
subgroup) take work home occasionally. 
 S.38  The  frequency by which  respondents  take work home  is  influenced more by  their position 
than by their profession. 
 S.39  Senior management  respondents  are more  likely  to  take work  home  than  respondents  in 
other positions. 
 S.40  The  majority  of  respondents  (68%)  occasionally  work  on  weekends.  Over  a  quarter  of 
respondents (27%) never work on weekends, whilst 5% work every weekend. 
 S.41  Senior management respondents are more  likely to work on weekends than respondents  in 
other positions. 
 S.42  Overall,  senior management  respondents  are more  likely  to work  longer  hours  and more 
frequently take work home and work on weekends than respondents in other positions. 
 S.43  Most respondents (72%) are happy with their work/life balance. 













and are  satisfied with  their work/life balance  is  lower  than  the percentage of  respondents 
(83%) working up to 45 hours per week. 
 S.49  Most of the respondents (79%) that never take work home are satisfied with their work/life 
balance. The percentage of  satisfaction decreases  to 74% as  respondents occasionally  take 
work home.   However,  taking work home every day considerably  lowers  the percentage of 
respondents (30%) that are happy with their work/life balance. 
 S.50  All of the respondents (4) that work from home are satisfied with their work/life balance. 
 S.51  Most  of  the  respondents  (85%)  that  never  work  on  weekends  were  satisfied  with  their 
work/life  balance.  This  percentage  declined  as  the  frequency  of  working  on  weekends 
increased  (Scale  2=73%,  Scale  3=67%).  Working  every  weekend  considerably  lowers  the 
percentage (17%) of respondents that are happy with their work/life balance. 
 S.52  Working  on  weekends  affects  the  respondents’  work/life  balance  satisfaction more  than 
taking work home. 
 S.53  The  percentage  of  respondents  that  are  happy  with  their  work/life  balance  (A|O=75%, 










 S.57  The  range  ‘80‐89%’  of working  time  accumulates  the  highest  percentage  of  respondents 
(24%) working  in  individual work and quiet  thinking mode. Most of  the  respondents  (65%) 
spend 60% or more of their time working in this  mode. A tenth (10%) of respondents work in 
this mode 90‐100% of their time. 
 S.58  Most  of  the  respondents  (58%)  spend  between  10%  to  29%  of  their  time  (two  ranges) 
working  in  face‐to‐face  collaboration mode.  Few  respondents  (3%)  spend  60‐69%  of  their 
time  in  this mode.  None  of  the  respondents  spend more  than  69%  of  their  time  in  this 
working mode. 
 S.59  The highest percentage of respondents (30%) working in building relationships and socialising 
mode  concentrated  in a  single  range happens  in  range 1‐9%. The majority of  respondents 







 S.60  The representative percentage of  time spend across all respondents  in  individual work and 




 S.62  Senior  management  (A|SM=40%,  B|SM=31%)  spends  more  time  than  other  (A|O=25%, 
B|O=25) positions doing individual work and quiet thinking in the 80‐100% range. 
 S.63  Senior  management  across  professions  (A|SM=3%,  B|SM=4%)  is  the  only  sub‐group 
represented  in  the 60‐79%  range of  time working  in  face‐to‐face  collaboration mode. This 
range is the highest reported for this working mode. 





 S.67  Most of  the  respondents  (64%) prefer each other’s workstation/office over meeting  rooms 
(26%) for work related interaction. 
 S.68  More respondents  (8%) prefer environments outside the office over  informal environments 
within the office (3%) for work related interaction. 
 S.69  Performing  work  related  interaction  somewhere  outside  the  office  is  preferred  by more 
designers than accountants. 






average.  These  respondents  are  also  likely  to  work  in  small  companies  or  be  sole 
practitioners,  and work  either  in  a home  based office or work  at home  at  least once  per 
week. 
 S.73  All respondents (100%) have at least one computer at work. 
 S.74  The  majority  (61%)  of  respondents  have  a  desktop  computer  only.  Some  (32%)  of  the 
respondents have a laptop only. Few (7%) have both. 






 S.76  Designers  in other positions  [A|O]  are more  likely  to have  a desktop  than  any other  sub‐
group. 






employees  do  their work.  From  this  group,  19%  of  the  organisations  allow  employees  to 
choose when to work as long as they meet their target. 
 S.80  Companies with 1‐10 employees  tend  to be more  flexible about when employees do  their 
work than companies with 11+ employees. 
 S.81  Designers tend to be more flexible about when employees do their work than accountants. 





 S.85  In terms of company size  it is inconclusive which group (1‐10 employees/11 or more)  is less 
flexible about when employees do their work. 
 S.86  Accountants with 1‐10 employees are  the most  flexible group  about where employees do 
their work. 
 S.87  Respondents tend to rank place flexibility equally or less flexible than time. 
 S.88  The majority  of  the  respondents  (61%)  consider  their  organisations  to  be  relaxed  about 
following procedures (low level of bureaucracy). From this group, 27% considers procedures 
to be relaxed (scale 1). 
 S.89  Companies with  1‐10  employees  tend  to  be more  relaxed  than  larger  companies  in  their 
procedures (less bureaucratic). 
 S.90  Designers tend to be more relaxed in their procedures (less bureaucratic) than accountants. 






 S.92  In  terms  of  company  size,  both  groups  have  equally  low  inter‐personal  competitiveness 
(scales  1  and  2).  However,  companies with  1‐10  employees  have  a  higher  percentage  of 
respondents in scale 1 than its counterpart. 
 S.93  In  terms  of  profession,  it  is  inconclusive  which  group  perceives  lower  interpersonal 
competitiveness. 
 S.94  Almost  half  (44%)  of  the  respondents’  companies  have  a  policy  to  reduce  the  use  of 
electricity, but only 26% of  the  companies  follow  the policy properly.  The  success  rate of 
electricity policies across companies is 59%. 




41% of  the companies  follow  the policy properly. The success  rate of paper policies across 
companies is 57%. 
 S.97  Almost a third (29%) of the respondents’ companies has a policy to reduce the use of cars, 









































 S.118  Almost  all  (6  out  of  7)  of  respondents  that  have  only  CRT monitors  also  have  broadband 
connection, the majority (4 out of 7) do not have a website, or wireless network (5 out of 7). 
Most of  the  respondents of  this  group  (5 out of 7) use only email  to  communicate. Their 




 S.120  None of  the  respondents’  companies  rely  solely on  faxes  to  receive and  send  information 
(Scale 4). 
 S.121  The majority of  the  respondents’ organisations  (65%)  rarely print non‐spam mails, 27% of 
them never print e‐mails. 
 S.122  Designers (67%) tend to print less frequently non‐spam emails than accountants (61%). 























 S.135  Innovators  are  more  likely  than  laggards  to  use  email  over  fax  to  receive  and  send 
information. 
 S.136  In  general,  the  adoption  of  technology  increases  with  the  adopter  tendency  towards 
innovation. 
 S.137  Organisations  with  faster  adoption  of  technology  do  NOT  have  higher  time  flexibility.  
(H0time) 
 S.138  Organisations  with  faster  adoption  of  technology  do  NOT  have  higher  place  flexibility. 
(H0place) 
 S.139  Organisations with  faster adoption of  technology do NOT  consider  face‐to‐face  interaction 
less important.  (H0face‐to‐face) 

















percentage, 23% of  the respondents would  like  to have  the option of working  from home. 
The remaining 77% do not want this option. 




 S.150  Designers  (24%)  are more  likely  than  accountants  (21%)  to  telework. Designers  (15%)  are 
also more likely than accountants (9%) to wanting to have the option of teleworking. 
 S.151  Respondents working  in companies with 1‐10 employees  (29%) are more  likely  than  larger 
companies (14%) to work from home. 





 S.154  The  most  common  advantage  of  teleworking  selected  across  all  respondents  is  ‘less 
commuting  time’  (38%),  followed  by  ‘more  time  with  family’  (20%),  then  with  equal 
percentage  (16%)  ‘more  free  time’ and  ‘increased productivity’,  finally  ‘freeing up of office 
space’ (10%). 
 S.155  The  most  common  disadvantage  of  teleworking  selected  across  all  respondents  is  ‘no 
boundaries between home and work’ (30%), followed by  ‘isolation’ (25%),   then with equal 
percentage  (17%)  ‘lack  of motivation’  and  ‘lack  of  a  suitable  environment’,  finally  ‘longer 
working hours’ (11%). 
 S.156  Respondents  that  telework  (49%)  were  slightly  more  likely  to  chose  an  advantage  for 
teleworking  than  non  teleworkers  (41%).  On  the  other  hand,  non‐teleworkers  were 
considerably more  likely  to  select  a  disadvantage  for  teleworking  (53%)  than  teleworkers 
(28%). 






 S.158  Almost  equal  percentage  of  respondents  that  telework  (81%)  and  do  not  telework  (80%) 
consider ‘less commuting time’ to be an advantage of teleworking. 











advantage of  teleworking. However,  less  than  a  third of  respondents  that  telework  (28%) 
consider that. 


















 S.172  The percentage of respondents using cars to get to their workplace  in the suburbs (76%)  is 






 S.173  The percentage of  respondents using public  transport  to get  to  their workplace  in  the city 










 CS‐A.6  The  office  environment  successfully  satisfies  spatial  parameters  (h  to  m)  across  all 
participants. 




of  storage and  the perception of  the  size of working  space  is unaffected by  the  increased 
amount of clutter. 



















 CS‐A.17  The majority of participants  spend more  time communicating over e‐mail  than  telephone. 






face‐meetings,  9%  over  the  telephone,  10% writing/reading  emails  and  20%  outside  the 


























 CS‐A.27  All participants have a desktop computer and all monitors  in  the office are  flat‐panel. The 
office  has  broadband  Internet  connection  and  a  webpage,  but  no  wireless  network. 
Participants use e‐mail over fax to communicate. Scanning of documents as well as printing 
of e‐mails varies across participants. 
 CS‐A.28  The  perception  of  adopter  type  varies  considerably  across  participants,  going  from 
“Innovators” to “Late  Majority”. 
 CS‐A.29  Almost all (4 out of 5) participants have a computer at home. All the participants that have a 
















identified by 3 participants  (not  the  same ones) as disadvantages of working  from home. 
One  participant  (not  the  same  one)  identified  “Longer  working  hours”  and  “Lack  of 
motivation” as disadvantages of working from home. 
 CS‐A.36  Overall, more disadvantages (11) were identified over advantages (9) of working from home. 









 CS‐B.1  Hosting meetings  in  virtual worlds  can  reduce  travelling  costs  and  inconveniences whilst 
providing a better collaboration environment than video conferencing. 
 CS‐B.2  Virtual  worlds  are  subject  to  real  life  expenses  in  terms  of  taxes  and  must  adhere  to 
company and commercial law. 
 CS‐B.3  Organisations  from  various  industries  across  public  and  private  sectors  can  benefit  from 
virtual worlds. 
 CS‐B.4  It is currently necessary to download a free software (Second Life viewer) to run Company’s 





 CS‐B.8  Virtual  worlds  can  provide  a  new  work  environment  and  culture  which  simplify 
communication and coordination of information. 

























 CS‐B.22  Face‐to‐face  interaction  is  equally  important  (Scale  4  and  3)  for  creatives  and  account 
managers. 
Company B: Technology (CS‐B.23 to CS‐B.27) 





 CS‐B.26  Participants’  perception  of  the  company’s  type  of  technology  adopter  are  distributed 







 CS‐B.28  Breaking away  from the desk and going to  ‘think’ to a more  inspirational environment can 
improve performance. 














creating  the  company’s  Second  Life  office. Other  primary  objectives  include  “to  generate 
publicity and change perceptions of the company”. 
 CS‐B.35  The  company’s  virtual  office  is  a  glass  sphere  suspended  over  the  sea with  presentation 
areas, a showroom and breakout area. 
 CS‐B.36  What  the Managing Director  likes  the most  about  the  Second  Life  office  is  that  it  is  the 




 CS‐B.38  Virtual  meetings  are  the  first  work  collaboration  activity  that  the  company  wants  to 
implement with its Second Life office. 
 CS‐B.39  The  incapability of  transmitting body  language  is  identified by  the Creative Director as  the 
issue preventing virtual meeting to replace face‐to‐face meetings. 
 CS‐B.40  Adoption of  virtual worlds  for work  collaboration purposes  could be accelerated with  the 
introduction of new generations in the workplace. 
 CS‐B.41  The  capability  of  avatars  to  transmit  emotions  could  improve  communication  in  virtual 
worlds. However, for this to be successful, the avatar must transmit the true emotions of the 
user without the latter having any control over them. 













CS‐C.3  Working  part‐time  as  well  as  teleworking  can  hinder  career  development.  Neither  is 
recommended for commencing a career. 
CS‐C.4  Working  part‐time  promotes  the  feeling  of  working  harder  than  full‐timers  in  order  to 
compensate  for  possible  reservations  of  supervisors.  Teleworking  is  seen  as  a  more 
controversial arrangement than working part‐time and further exacerbates this feeling. 
CS‐C.5  Being  at  the  office  promotes  casual work  related  interaction  with workmates.  Since  this 
interaction arises randomly and out of an impulse it might not be as effective, or necessary, 
as if carefully planned and addressed during a formal meeting. 
CS‐C.6  The  participant  spends  45%  of  her  time  doing  ‘individual  work’,  45%  on  ‘face‐to‐face 
collaboration’ and 10% on ‘building relationships and socialising’. 
CS‐C.7  The  participant  spends  30%  of  her  time  doing  ‘quiet  solo  work’,  28%  on  ‘face‐to‐face 
meetings’,  5% on ‘telephone’, 17% on ‘e‐mails’ and 20% ‘outside the office’. 
CS‐C.8  The participant completely depends on ICT to work. 
CS‐C.9  Work  is  a  paid  or  unpaid  activity  done  to  satisfy  a  specific  objective.  Overall,  work  is 
something that needs to be done as opposed to something that someone wants to do. 
CS‐C.10  The office provides a defined space to work without the distractions of other environments. 
It also promotes work  related  interaction by gathering people working  towards a common 
objective. 
Organisation context (CS‐C.11 to CS‐C.13) 
CS‐C.11  For workplace  policies  to  be  successful  it  is  necessary,  but  not  sufficient,  to  provide  the 




CS‐C.13  Wireless  networks  can  reduce  printing  by  allowing  access  to  documents  anywhere  in  the 
office. 
Technology (CS‐C.14 to CS‐C.16) 
CS‐C.14  The participant considers her organisation  to be  laggards  in  terms of  technology adoption. 
Nevertheless, her office has broadband  internet  connection, web presence, have only  flat‐






CS‐C.15  Cultural  factors  from  the  organisation’s  clients,  like  preference  of  face‐to‐face  interaction 






CS‐C.18  Hot‐desking  can  create  the  feeling  of  loss  of  personal  space  and  can  be  a  frustrating 
experience. 
CS‐C.19  Hot‐desking can be perceived as a ‘price to pay’ for being a part‐time worker. 
CS‐C.20  The  respondent’s  main  motivation  to  work  from  home  was  to  reduce  the  amount  of 
travelling  (time  spend  ‘sitting  in  the  car’.  The  respondent’s  travelling  routine  produces  an 
estimate of almost half a  tone of carbon dioxide every month and  takes up  to 5 hours per 
day. 
CS‐C.21  Public transport is not a viable way for the respondent to commute to work. 









CS‐C.27  From  the  participant’s  point  of  view,  employee  underperformance  is  the  organisation’s 
biggest concern posed by teleworking. 
CS‐C.28  According to the participant, there  is the perception that  if someone  is working from home 















CS‐C.35  The onerous  requirements  and bureaucratic process of  the  teleworking  agreement  reflect 
the reservations of a conservative organisation resistant to new ideas and change. 
CS‐C.36  Teleworking  is  considered  to  reduce  costs of maintaining  the  site office  as well  as  reduce 
absence on leave. 
CS‐C.37  Teleworking  can  help  to  avoid  loss  of  corporate  and  historic  knowledge  by  retaining 
employees that cannot go to the office site to work. 




CS‐C.40  The  HBW  agreement  can  be  terminated  when  the  employee  receives  an  unsatisfactory 
performance  and  development  assessment  (PDA),  does  not  satisfy  security  and  OHS 
requirements or by common agreement. 






CS‐C.43  An  ongoing  problem  for  the  respondent  is  that  she  and  her  staff  need  to  change  their 
processes  to  suit  the  technology  provided  by  the  IT  department  rather  than  the  IT  giving 
them solutions that reflect their processes. 
CS‐C.44  The expectation of  improved efficiency created by  the  introduction of new  technology  is a 
source  of  problems  between  senior management  and  staff  doing  the  process  when  the 
technology delivered is not properly designed. 
CS‐C.45  The office of the future will more  likely have considerable  less space as rent becomes more 
expensive. Comfort will be sacrificed at the expense of location. 
































































S.16  Q3:Office layout/Q2.a:Temperature   Accepted  0.674 
S.17  Q1:Type of building/Q2.b: Ventilation  Accepted  0.110 
S.18  Q1:Type of building/Q2.c: Illumination  Accepted  0.263 
S.19  Q1: Type of building/Q2.e:  Freq. Distractions  Accepted  0.331 
S.20  Q3:Office layout/Q2.f:Visual Privacy  Rejected  0.001 
S.21  Q3:Office layout/Q2.g:Voice Privacy  Rejected  0.0002 
S.22  Q1:Type of building/ Q2.h Spatial arrangement  Rejected  0.0273 








S.33  Q13:Hours Work p.w./Profession (A/B)  Accepted  0.329 
S.34a  Q13:Hours Work p.w./Profession (A/B)  Accepted  0.754 
S.34b/S.35  Q13:Hours Work p.w./Position (SM/O)  Rejected  0.0008 
S.38a  Q14:Frequency taking work home/Profession (A/B)  Accepted  0.8719 
S.38b/S.39  Q14:Frequency taking work home/Position (SM/O)  Accepted  0.0923 
S.41a  Q15:Freq. working on weekends/Profession (A/B)  Accepted  0.8310 
S.41b/S.42  Q15:Freq. working on weekends/Position (SM/O)  Rejected  0.0002 
S.61a  Q5.1: Amount of solo/quiet work/Profession (A/B)  Accepted  0.388 
S.61b  Q5.1: Amount of solo/quiet work/Position (SM/O)  Accepted  0.307 
S.62a  Q5.2: Amount of collaboration work/Profession (A/B)  Accepted  0.332 
S.62b  Q5.2: Amount of collaboration work/Position (SM/O)  Accepted  0.441 
S.64a  Q5.3: Amount of socialising/Profession (A/B)  Accepted  0.069 











t  S.80  Q7: Time flexibility/Size (1‐10/11+)  Rejected  0.004 
S.81  Q7: Time flexibility/Profession (A/B)  Accepted  0.302 
S.84  Q8: Place flexibility/Profession (A/B)  Accepted  0.484 
S.85  Q8: Place flexibility/Size (1‐10/11+)  Rejected  0.023 
S.89  Q10: Bureaucracy/Size(1‐10/11+)  Accepted  0.057 
S.90  Q10: Bureaucracy/Profession(A/B)  Accepted  1.000 
S.92  Q11: Competitiveness/Size (1‐10/11+)  Accepted  0.078 







S.112  Q19: Website/Profession (A/B)  Rejected  0.001 
S.113  Q19: Website/Size (1‐10/11+)  Rejected  0.0001 
S.115  Q20: Wireless Network/Profession (A/B)  Accepted  0.6040 
S.116  Q20: Wireless Network/Size (1‐10/11+)  Accepted  0.2933 
S.122  Q24: Printing frequency/Profession (A/B)  Accepted  0.5289 
S.123  Q24: Printing frequency/Size (1‐10/11+)  Accepted  0.2876 
S.125  Q25: Scanning of documents/Profession (A/B)  Accepted  0.5452 




  S.143  Q27: Hotdesking/Profession (A/B)  Rejected  0.0460 
S.144  Q27: Hotdesking/Size(1‐10/11+)  Accepted  0.0831 
S.150  Q29: Teleworking/Profession (A/B)  Accepted  0.7095 
S.151  Q29: Teleworking/Size(1‐10/11+)  Accepted  0.0554 
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