Abstract-Device-to-device (D2D) communication allows serving local wireless traffic bypassing the system's infrastructure. One way to control the interference in D2D networks is to carefully channelize transmissions. This paper presents an analytical characterization of ITLinQ, one of the principal D2D channelization schemes proposed to date. Recognizing that it captures well the spatial characteristics of D2D networks, a stochastic geometry setting is utilized for this analysis. The derived expressions enable gleaning insights on how ITLinQ avoids situations of excessive interference, and they facilitate optimizing the controllable parameters of ITLinQ so as to maximize the system spectral efficiency (bits/s/Hz per unit area). With the parameters thus optimized, the ultimate performance of ITLinQ can be evaluated with respect to other D2D channel allocation schemes. In particular, performance evaluation comparisons with the FlashLinQ scheme are provided, and the gains with respect to an unchannelized network are quantified.
I. INTRODUCTION
T HE incorporation of D2D (device-to-device) communication into infrastructure-based wireless networks promises major performance advantages provided there is sufficient locality in the traffic [1] - [7] . Both academia and industry have conducted studies on D2D to support applications such as multicasting [8] , [9] , content distribution [10] , [11] , cellular offloading [12] , machine-to-machine communication [13] , [14] or proximity-aware internetworking [4] ,- [16] . Initially, most such works had relied on simulations. Recognizing the random network topology and behavior of D2D users, more recent works [17] - [20] have applied stochastic geometry tools in order to study D2D communication by modeling the user locations via PPP (Poisson point process) distributions. Much of this prior work has concentrated on underlay communication, where D2D transmissions reuse the existing uplink spectrum. Specifically, [17] and [18] proposed various resource allocation strategies to efficiently partition time and spectrum between cellular and D2D users, while [19] and [20] tackled the excessive interference from D2D users to cellular users by means of power control schemes and exclusion regions, respectively. However, substantial changes in the standards are required to accommodate underlay D2D and, as a result, there is growing interest in infrastructure-assisted overlay alternatives [3] , [6] , [21] .
In overlay mode, a swath of spectrum is reserved for D2D traffic, which is thereby segregated from both uplink and downlink. On this dedicated spectrum, users in close proximity can establish direct communication, replacing two long hops via the infrastructure with a single (and typically shorter) hop. Such direct communication can improve the power efficiency [22] , the end-to-end latency [12] , and especially the spectral efficiency, all thanks to the reduced range and denser spectral reuse [20] . However, without a careful allocation of D2D links to time-frequency signaling channels, a process classically termed dynamic channel allocation [23] and that in the D2D context herein we shorten as channelization, a significant share of the links may experience strong interference from other unintended D2D transmissions that happen to originate nearby. And, as the density increases, this interference could progressively clog the network.
By leveraging stochastic geometry tools, channelization schemes have been studied in the context of wireless ad-hoc networks, where fixed infrastructure is absent [24] - [29] , and cognitive networks [30] , [31] . This prior work had focused either on improving transmission capacity [24] - [27] , [30] , [31] , defined as the maximum permissible density of simultaneous transmissions that satisfies a target receiver SIR (signal-tointerference ratio) with a specified outage probability, or else on analyzing interference statistics [28] - [30] . With the growing interest in overlaid D2D, new channel allocation schemes are being discussed that can befit networks with an infrastructuresupported control plane and the ensuing ability to synchronize transmissions, discover neighbors, and disseminate side information.
A first such scheme, termed FlashLinQ, was formulated in [32] , [33] and experimentally demonstrated. A subsequent scheme, referred to as ITLinQ, was proposed in [34] and evaluated by means of Monte-Carlo simulations. This latter scheme is enticing because it is underpinned by information-theoretic optimality notions, which potentially makes it (i) more suitable to analysis, with the ensuing broader generality and with the posssibility of optimizing controllable parameters, and (ii) more apt to provide insight and understanding on the mechanisms exercised to manage interference. These arguments motivate the analysis of ITLinQ that we present here, with the following contributions:
• We derive the exact density of D2D links allowed under different ITLinQ implementations for both fixed and randomized intended link distances. In most previous analyses of channelization in ad hoc networks [26] , [29] , [30] , every link had the same distance.
• By means of the link density expressions, the spatially averaged link spectral efficiency (b/s/Hz per link) and system spectral efficiency (b/s/Hz per unit area) are approximated in integral forms. Numerical results confirm the accuracy of these approximations.
• Based on the system spectral efficiency expressions, the ITLinQ parameters are tuned as function of the user density and link distance distribution.
• With the parameters optimized, the performance of ITLinQ is evaluated and compared with that of FlashLinQ, which we also optimize for this comparison. Both ITLinQ and FlashLinQ are shown to yield substantial improvements with respect to an unchannelized baseline, with a slight edge for ITLinQ over FlasLinQ. Above all, the analysis in this paper (prequels of which were presented in [35] and [36] ) sheds light on the mechanisms that ITLinQ utilizes to shield users from excessive interference while attempting to pack as many concurrent D2D transmissions per unit area as possible. Synchronized through the infrastructure, ITLinQ can have dedicated periods for control signaling and data transfer and can offer a more efficient channel allocation than their asynchronous ad hoc counterparts [33] . Specifically, CSMA/CA (carrier sense multiple access/collision avoidance) with RTS/CTS (request to send/clear to send) schemes sacrifice spatial reuse and excessively protect each transmission from interference in order to prevent hidden terminal problems.
II. SYSTEM MODEL
Recognizing that stochastic geometry allows for models that are both amenable to analytical treatment and highly representative of the spatial behavior of D2D users, this is the toolbox that we invoke for our analysis.
A. User Spatial Distribution
We consider the Poisson bipolar model [37] where D2D transmitters are spatially distributed according to a marked homogeneous PPP, where "marked" means that each point is labeled with a mark whose distribution features additional information such as transmit power, fading, or link priority [38] . We define the process of D2D transmitters asˆ
is the uniform PPP with intensity λ representing the locations of all existing transmitters with x k the location of the kth-link transmitter.
• θ k denotes the IID (independent identically distributed) orientation angle, uniformly distributed in [0, 2π), between the transmitter at x k and its intended receiver.
• m k is an IID random mark associated with the kth link, uniformly distributed in [0,1], which may represent the time stamp or the priority of the kth link.
• e k ∈ {0, 1} is a retaining indicator that indicates whether the kth link is allowed on a given channel. Denoting by r v k ,x k the distance between the kth-link transmitter and its intended receiver, the location of such receiver
In the absence of empirical data on how r v k ,x k is distributed, various canonical distributions have been entertained in the literature: Rayleigh distributions [17] , [39] , [40] , inverse functions of the link density [20] , [34] , or uniform distributions within a circle centered on the transmitter [41] . In this paper, we consider the flexible discrete marginal distribution (IID across links) r v k ,x k = d n with probability p n (1) and with 
B. Signal Model
By Slivnyak's Theorem [38] , we can place at the origin a receiver and center the analysis on its link, indexed by 0. This link, whose transmitter is located at x 0 , can serve as the typical link in the network.
Denoting by P the signal power measured at 1 m from its transmitter, the receiver at the origin observes
whose first term is the intended signal while the second term is the aggregate interference plus noise
where the summation spans the co-channel transmitters in \ {x 0 } while z 0 denotes the AWGN. In turn, η > 2 is the pathloss exponent, r v 0 ,x k is the distance between v 0 and x k (i.e., from the transmitter at x k to the receiver at v 0 ), h v 0 ,x k denotes the corresponding fading, and s k is the data symbol communicated over the kth link. The fading coefficients are IID complex Gaussian with zero mean and unit variance, i.e.,
where F N is the noise figure, N 0 is the noise power spectral density and B is the bandwidth. The local-average SNR (signal-to-noise ratio) at the 0th-link receiver is
Shadow fading, not considered here, could possibly be incorporated by adopting the approach in [42] . Since it can be seen as a distortion of the spatial geometry, shadow fading would render any circular region amorphous and modify the quantitative results, yet we would expect it not to alter the intuition and the qualitative assessments. This is indeed what has been observed in other stochastic geometry analyses, e.g., in [43] .
III. ITLINQ ANALYSIS

A. Description
ITLinQ is grounded on a certain information-theoretic optimality notion: it selects, for allocation to each channel, a subset of links whose mutual interference can be treated as noise while still achieving the capacity region of that subset to within a constant gap [34] . That amounts to assigning the 0th link to a channel if and only if its transmitter and receiver satisfy the necessary and sufficient condition
where INR in 0,k is the incoming local-average INR (interferenceto-noise ratio) from link k to link 0, i.e., the INR from the kthlink transmitter to the 0th-link receiver, given by
while INR out i,0 is the outgoing local-average INR to link i from link 0, i.e., the INR from the 0th-link transmitter to the ith-link receiver
To implement (5), a centralized controller having local-average channel knowledge of all the links would be required. To relax this requirement, a distributed version of ITLinQ was proposed in [ [34] , Sec. III] where each transceiver can check its own condition locally with respect to already retained links, in a sequential fashion. This distributed version of ITLinQ relies only on two sufficient conditions, derived from (5), which expressed for the 0th link amount to
where (8) must be satisfied at the receiver of link 0 while (9) must be satisfied at the corresponding transmitter. Because distributed ITLinQ is based on sufficient but not necessary conditions, it is overly conservative and hence it experiences a certain loss relative to centralized ITLinQ. This loss can be eliminated almost completely by heuristically modifying the sufficient conditions in (8) and (9) into [34] 
where M and μ are positive parameters. Two slightly different distributed forms of ITLinQ are considered here, inspired by the Matérn hard-core processes of type I and type II that are widely utilized to analyze CSMA [28] , [29] .
• ITLinQ type I, whereby the conditions are applied to all existing links simultaneously rather than in a sequential fashion. The 0th link is allowed in a channel if and only if conditions (10) and (11) are satisfied with respect to all existing transmitters or receivers. If not allowed in a given channel, then the 0th link is served on another channel and thus we can regard the analysis herein as corresponding to the channel where this link is served. On such channel, the network that results with type I channelization is indicated
∈ˆ and e k = 1} while the process of co-channel transmitter locations is represented
• ITLinQ type II, whereby the sequentiality in the application of the conditions is replaced by a prioritization embodied by the marks m k . Rather than against all links, the conditions are verified against lower-priority links, i.e., the links are prioritized by the network and the 0th link is allowed in a channel if and only if conditions (10) and (11) are satisfied with respect to the subset of transmitters or receivers with lower mark, i, k ∈ {n : m n < m 0 }. On the channel serving the 0th link, the network that results with type II channelization
∈ˆ and e k = 1} while the process of co-channel transmitter locations is represented by II 
B. Geometric Interpretation
Plugging into (10) the definitions of SNR and INR in 0,k given in (4) and (6), respectively, we obtain
leading to the equivalent condition
with r = r
Thus, ITLinQ surrounds the receivers with exclusion regions of radius r where either no transmitter whatsoever is present (type I) or no lower-priority transmitters are present (type II). Likewise, by plugging (4) and (7) into (11), it can be verified that ITLinQ surrounds the transmitters with exclusion regions of radius r where either no receiver is present (type I) or no lower-priority receivers are present (type II). From (14) , it can be seen that ITLinQ's exclusion radius needs to be optimized according to the transmit SNR, P/N 0 F N B. These exclusion regions, illustrated in Fig. 1 , curb interference from all other links (type I) or from lower-priority links (type II) and ensure that conditions (10) and (11) are satisfied as far as those links are concerned. As seen in Fig. 2 , type II is less conservative than type I and allows for a tighter packing of co-channel links by means of link prioritization.
Note how letting M → ∞ in (14) immediately yields r = 0, which corresponds to an unchannelized network where all links are active. 
C. Co-Channel Link Density
The first and pivotal result we present characterizes the density of links that end up coexisting on a given channel when ITLinQ is applied. Let B x (r) denote a circle centered at x with radius r and let 1(·) be the indicator function returning 1 if its argument is true and 0 otherwise.
Lemma 1: If the link distance is distributed according to (1), then the co-channel link densities of ITLinQ types I and II equal
where r n is the exclusion region radius corresponding to (14) while 
and with
the probability that the receiver of the ith link is not in Table I are the co-channel link densities of ITLinQ type I and type II computed via (15) and (16) for M = 10 with μ = 0.5, 0.7, 0.9. As μ increases, r shrinks and hence the link density increases.
D. Interference Modeling
To model the interference, we follow the approach in [44] : 1) The short-term (local) distribution of z 0 is modeled as zero-mean complex Gaussian with matched conditional variance
where the expectation is over the data and fading distributions. Besides the central limit theorem, there are information-theoretic arguments in favor of modeling the aggregate interference as complex Gaussian with a power dictated by the locations of the interferers: if the exact distribution of the interference is either unknown or ignored by the receiver, with a decoder designed to handle Gaussian noise, then the achievable spectral efficiency is precisely as if the interference were indeed Gaussian [45] .
2) The interfering transmitters within an averaging circle surrounding the receiver of interest are explicitly modeled while the aggregate interference emanating from outside this circle is replaced by its expected (over the interferer locations) value. With an averaging circle radius R = √ K /(π λ), the average number of interferer transmitters explicitly modeled is K (cf. Fig. 3 ). As described in [44] , the choice of K should be chosen to balance simplicity and accuracy in capturing the performance for specific user locations. In reference to the first point above: Gaussian noise is the worst-case additive noise in wireless networks [46] and thus it is not only the case that the results obtained under our Gaussian interference model are operationally more relevant than the quantities computed numerically for the non-Gaussian distribution of z 0 as defined in (3), but also that the former are always (tight) lower bounds to the latter. Recalling the definition in (3), the conditional variance σ 2 0 (i.e., the power of z 0 for given interference locations {r v 0 ,x k } and retaining indicators {e k }) is (19) where, applying the second point in our interference modelling approach, σ 2 0,in corresponds to the K transmitters in ∩ B v 0 (R) while σ 2 0,out corresponds to the transmitters in \ B v 0 (R) plus noise. Computing the expectation of σ 2 0,out over the locations of the interfering transmitters in that term is not straightforward because ITLinQ introduces dependencies (specifically, repulsions) across the locations of co-channel transmitters. These dependencies are quantified by the pair correlation function, defined as follows: denoting by λ(·) the intensity function and by (2) (x i , x k ) the second moment density of point process , i.e., the joint probability that there will be points of at two specified locations x i and x k , then the pair correlation function is (2) 
If is uniform (e.g., PPP) then the pair correlation equals 1; if is repulsive (resp. clustered) then the pair correlation function is below 1 (resp. above 1). From the typical-link viewpoint, the locations of co-channel transmitters can be distinguished based on their pair correlations with the typical transmitter. The statistical properties of the Matérn process class, which is similar to ours, have been investigated in [28] , [47] and it has been shown that, when the separation between any two transmitters is at least r, the locations of cochannel transmitters within 2 r are correlated while those of co-channel transmitters beyond 2 r behave like a PPP. Applying this insight, we can borrow a modeling assumption introduced in [25] and whose validity for our purposes is examined later in the paper.
Assumption 1: The locations of co-channel transmitters outside the receiver's exclusion region B v 0 (r) belong to a homogeneous PPP with scaled-down densities λ I and λ II for type I and type II, respectively.
Under Assumption 1, the locations of all interferers are modeled as PPP. Recalling that K dominant interferer locations are explicitly modeled, the expectation of σ 2 0,out over this PPP gives
where (21) follows from Assumption 1 and Campbell's theorem [38] .
With the interference thus approximated, and recalling the intended signal term in (2), the instantaneous SINR (signal-tointerference-plus-noise ratio) is itself approximated by
where
is the (approximate) local-average SINR at the receiver.
E. SINR Distribution
For a specific channelized network realization, i.e., given
, the value of ρ 0 becomes determined. Since |h v 0 ,x 0 | 2 is exponentially distributed with unit mean, it follows from (24) that the SINR exhibits an exponential distribution with mean ρ 0 and thus its conditional CDF is interferers is set to K = 5 and, to render the system as typical as possible, r v 0 ,x k for k = 1, . . . , K is set to the expected distance to the kth nearest neighboring point in a PPP with density λ [48] . This gives
where (·) is the Gamma function. Shown in Fig. 4 are the SINR distributions for ITLinQ types I and II obtained analytically under Assumption 1 (Eqs. (25) and (26)) alongside the simulated distributions with z 0 as per (3), i.e., without any approximations. In the simulations, the locations of interferers outside the averaging circle no longer conform to a PPP, as the interferers within the exclusion regions are deactivated.
A satisfactory agreement is observed for both ITLinQ types, supporting the validity of our interference modeling approach. Similar agreement is observed for other values of the parameters.
F. Spectral Efficiency
Having validated our interference modeling approach in the previous subsection, we now turn our attention to the ergodic spectral efficiency, arguably the most operationally relevant quantity in contemporary systems [49] .
1) Specific Network Geometry: For a specific network realization, i.e., for a given ρ 0 , the ergodic spectral efficiency of the 0th link is
where E 1 (ζ ) = ∞ 1 t −1 e −ζ t dt is an exponential integral. 2) Average Network Geometry: Next, we average the link spectral efficiency C(·) over all possible network realizations, obtaining the central result in the paper.
Proposition 1: For transmitter density λ, the link distance distribution in (1) and parameters M and μ, the spatially averaged link spectral efficiency (b/s/Hz per link) of ITLinQ equals 
C(λ, M, μ)
where q n is the fraction of co-channel links with distance d n and λ depends on λ, M and μ as per (15) The simulated result corresponds to the exact mutual information under the non-Gaussian interference in (3), computed through Monte-Carlo histograms and averaged over many fading realizations and interference locations. The match is excellent, again evincing the goodness of our interference modeling approach. And, as anticipated earlier, the results of our analysis are slightly below the mutual information computed under the non-Gaussian interference in (3) .
From Proposition 1, by taking lim M→∞C (λ, M, μ) (equivalently, r = 0), we can recover the spatially averaged link spectral efficiency for an unchannelized network, i.e., a network where all links are co-channel. This baseline,
shall be useful to establish the gains of ITLinQ. Furthermore, from Proposition 1 we can also obtain the spatially averaged system spectral efficiency (b/s/Hz per unit area) by scaling the spatially averaged link spectral efficiencȳ C(λ, M, μ) by the co-channel link density λ . This gives
from which the average benefits of channelization over all possible network geometries can be gauged. Moreover, the parameters M and μ can be tuned as function of the user density and link distance distribution in order to maximize the average system spectral efficiency, i.e., to obtain
Example 4. Shown in Fig. 6 is the average system spectral efficiencies of ITLinQ type I and type II obtained by numerically solving (32) with link distances fixed at either d = 20 m or d = 40 m. Type II is seen to be uniformly superior, with a performance advantage that increases with the user density, and hence we concentrate on this type henceforth. The limiting (λ → ∞) system spectral efficiency of ITLinQ type II is presented in Fig. 7 as function of the link distance d, fixed for all users. We observe that, for any fixed intended link distance, the co-channel link density λ II increases with growing λ and eventually saturates. This, in turn, leads to saturation in the average system spectral efficiency.
IV. FLASHLINQ
In addition to the baseline of a network with no channelization, a second interesting baseline for ITLinQ is FlashLinQ. In this section we briefly review how FlashLinQ operates, couching it in our notation and molding it to our models.
A. Description
In contrast with ITLinQ, whose channelization conditions are grounded in an information-theoretic optimality notion and then heuristically refined, FlashLinQ's channelization policy was formulated on a heuristic basis from the onset.
For the sake of consistency, and to ensure a fair comparison later, we consider a type II embodiment of FlashLinQ for which the 0th link is allowed in a channel if and only if two distinct conditions are satisfied with respect to links with a lower mark. The first condition is
which ensures that the outgoing interference caused by the 0th-link transmitter to any lower-mark receiver is within a specified limit determined by the threshold γ TX ; if (33) is not satisfied, then the 0th-link transmitter must yield, meaning that it must refrain from transmitting and thus the link must be allocated to another channel. In turn, the second condition is
where γ RX is an additional threshold; if (34) is not satisfied, then the 0th-link receiver must yield, meaning again that the link must be allocated to another channel. It is worth to emphasize that the second condition is slightly restricted, expressed in terms of sum interference rather than individual interference, yielding a slight disadvantage to FlashLinQ in terms of performance. An step-by-step description of FlashLinQ type II is given in Algorithm 1, under the hypothesis that the priority of the 0th link is the lowest.
B. Geometric Interpretation
Paraphrasing [33] , the condition in (33) intends for the 0th link not to cause too much interference to other lower-mark links assigned to the channel under consideration. However, no specific SIR can be guaranteed for those other links as the condition limits the interference contribution of the 0th link without (4) and (7), respectively, we obtain for the ith lower-mark interfered link the equivalent condition (35) whose enforcement amounts to forming around the transmitter a circular exclusion region that is free of any lower-mark receiver and whose radius is
Contrasting this definition with ITLinQ's exclusion radius r (cf. Eq. (14), we observe that the two coincide if μ = 1 and M = 1/γ TX . Furthermore, FlashLinQ's exclusion radius is-in contrast to ITLinQ's-insensitive to the transmit SNR, P/N 0 F N B, and hence FlashLinQ yields robust performance with given thresholds irrespective of the transmit SNRs. Given that the first FlashLinQ condition by itself cannot prevent possible situations of excessive interference, it is reinforced by the second condition meant to help achieve, again paraphrasing [33] , a reasonable SIR for the 0th link. Once more though, no specific value can be guaranteed for the SIR because the second condition too involves only links with lower marks; the interference from higher-mark links may push the SIR below γ RX and, with some small probability, below even lower values. Furthermore, because the second condition involves not the interference from a specific link but a sum thereof, geometrically it amounts to forming an exclusion region thateven in the absence of shadowing-is not circular; this renders FlashLinQ's analysis rather unwieldy and thus its performance is established via Monte-Carlo.
C. Average Spectral Efficiency
In the original formulation of FlashLinQ, fixed values were employed for γ TX and γ RX with the further restriction that γ TX = γ RX . Then, in [50] , this restriction was lifted and the performance of FlashLinQ was numerically computed for varying threshold values to find that:
• The average system spectral efficiency decreases with growing γ TX .
• The average system spectral efficiency increases with growing γ RX for lower values of γ RX and then gradually decreases with growing γ RX for higher values of γ RX . 
V. PERFORMANCE EVALUATION OF ITLINQ
With the theoretical framework established in Section III, we now proceed to evaluate the performance of optimized ITLinQ type II, and contrast it with the unchannelized baseline and with FlashLinQ. Example 5. Fig. 8 shows, as function of λ, the average system spectral efficiency of optimized ITLinQ when every link has an intended distance d = 40 m. Both analytical and simulation results are provided. As baselines, analytical and simulation results for an unchannelized network, as well as simulation results for FlashLinQ. Example 6. Fig. 9 shows, as function of λ, the average system spectral efficiency of optimized ITLinQ when the link distances equiprobably take the values d 1 = 20 m, d 2 = 40 m and d 2 = 60 m. Again, as baselines we include analytical and simulation results for an unchannelized network as well as simulation results for FlashLinQ.
From the foregoing examples, we can draw the following observations:
• Despite the PPP approximation in Assumption 1, the analytical expressions derived for ITLinQ are very accurate-slightly conservative for the reasons exposed in Section III-D-and offer an efficient alternative to simulations. Indeed, the generation of each optimized simulation point in Examples 5 and 6 is an extremely time-consuming process.
• Both ITLinQ and FlashLinQ yield a significant improvement (on the order of 20-30% according to the foregoing examples) in average system spectral efficiency relative to the unchannelized baseline.
• ITLinQ has a slight edge over FlashLinQ, which despite its fully heuristic nature performs remarkably well if its thresholds are properly optimized. Our observations have been verified to hold qualitatively for other link distance distributions, for pathloss exponents ranging between η = 3 and η = 4.5, for dual-slope pathloss functions [51] , and even with shadow fading incorporated. While ITLinQ's improvement in average system spectral efficiency with respect to an unchannelized network is on the range of 20-30%, much more sizable gains are observed by users suffering from above-average interference. We next illustrate this potential in a typical situation where strong interference arises. 
VI. CONCLUSION
The availability of multiple channels in D2D networks offers the possibility of parsing the available links onto various sets in such a way that excessive interference is avoided. ITLinQ and FlashLinQ operate by enforcing-through various parameters and thresholds-exclusion regions around transmitters and receivers. Both are effective, with a slight edge for ITLinQ. With respect to an unchannelized network, the gains in system spectral efficiency are 20-30% on average and multiple-fold improvement factors on the most unfavorable network geometries. Borrowing techniques from [53] , the analysis could be extended to incorporate directional antennas and sectorization; while quantitatively very interesting, this extension is not expected to modify the qualitative conclusions.
By relaxing the ITLinQ conditions, an improved version of ITLinQ has recently been formulated that allows for a tighter packing of co-channel links [52] . This scheme, termed ITLinQ+, implements both channel allocation and power control in a distributed fashion. ITLinQ+ is shown (through Monte-Carlo simulations) to improve the system spectral efficiency by 5-20% over ITLinQ in a typical D2D network setup. The analytical characterization of ITLinQ+ could constitute an interesting follow-up to the present paper.
APPENDIX A PROOF OF LEMMA 1
The density of a stationary point process is defined as the ratio of the expected number of points in an arbitrary region B to the Lebesgue measure of that region. Using this definition, the density of ITLinQ type I can be written as
where υ(B) is the Lebesgue measure of B and (38) holds due to the construction of I , i.e., the process of co-channel transmitter locations for ITLinQ type I. Expanding the expectation in (38) by means of the notion of Palm distribution or measure [38] , we obtain
where (40) follows from the definition of Palm distribution of a marked PPP [38] while φ andφ are realizations of and , respectively,N is the sample space ofˆ andP x 0 (V ) is the Palm distribution of a stationary marked point processˆ with a transmitter location conditioned at x 0 and with V the property ofˆ I ,
which represents the channelization condition imposed by ITLinQ type I (cf. Sec. III-A), with a location conditioned at x 0 . Combining (38) and (40),
where (44) follows from expressing the Palm distribution P x 0 (V ) in terms of the Palm probability [38] , withˆ ∈ V meaning thatˆ has property V . Recalling (42) , it can be seen that (45) is a function of (i) the probability that there exists no co-channel transmitter in the receiver exclusion circle B v 0 (r n ), and (ii) the probability that there exists no co-channel receiver in the transmitter exclusion circle B x 0 (r n ). Then, conditioned on r v 0 ,x 0 = d n , we have
We can affirm that
is the probability that, within a given area, there exists no point of the PPP [38] . Considering Fig. 11 , which illustrates the geometry of the transmitters and receivers of link 0 and link i, we can express where in (53) represents the process of transmitters whose intended link distance is d and (54) follows from the PGFL (probability generating functional) of the PPP with density λ; the circular region B v 0 (r n ) (the shaded circular region in Fig. 11 ) is excluded from the integration limit in (54) because the transmitters belonging to that region are already deactivated.
As can be seen in Fig. 11 , the probability
is completely characterized by the distance from the ith link transmitter to the 0th link transmitter
Next, by applying the law of cosines to the triangle x 0 x i v i in Fig. 11 , we can write
Then, for |r n − d | < r x i ,x 0 ≤ r n + d , we can compute 
with integration over B x 0 (r n + d ) \ B v 0 (r n ) and then, plugging (58) into (45), we arrive at (15), the co-channel link density of ITLinQ type I. We now derive λ II . Conditioned on mark m, the transmitters (or links) with priority lower than m can be viewed as an independently sampled version of the process and the density of links with a lower mark than m is mλ. By leveraging the derivation of type I density (cf. (15)), the probability of retaining a given link with priority m is e −mλA(r n ,d ) with A(r n , d ) given in (17 The link spectral efficiency averaged over all geometries is computed asC
where the expectation is over ρ 0 . Expanding the above equation
C(λ, M, μ)
= E E log 2 (1 + SINR 0 |ρ 0 ) (64) where the outer and inner expectations in (61) are over ρ 0 and over the fading, respectively, while (63) follows from the variable change t = log 2 (1 + γ ) and q n is the fraction of co-channel links with distance d n .
To compute the average link spectral efficiency, it is more convenient to replace the average interference σ 2 0,out with its exact value σ 2 0,out in the definition of ρ 0 , i.e., we don't apply the averaging over K dominant interferers. This relaxation can only make the model, whose goodness was already validated, even tighter. Then,
The conditional CDF of SINR 0 , given {r v 0 ,x k } ∞ k=1 and {e k } ∞ k=1 , is 
First, we average F SINR 0 |ρ 0 (γ ) over the interference, conditioned on r v 0 ,x 0 = d n , to obtain
where the expectation is over the process of co-channel transmitter locations of ITLinQ with density λ . To proceed with the analysis, we recall Assumption 1 (cf. Section III-D) that the locations of co-channel transmitters outside the receiver's exclusion region belong to a homogeneous PPP with the density λ . At this point, we can apply the PGFL of the PPP [38] to expect over the locations of all those transmitters that lie outside B v 0 (r n ) and simplify (68) into
· exp −2πλ (64), we obtain the final expression for C(λ, M, μ) in (29) .
