We consider classifiers for high-dimensional data under the strongly spiked eigenvalue (SSE) model. We first show that high-dimensional data often have the SSE model. We consider a distance-based classifier using eigenstructures for the SSE model. We apply the noise reduction methodology to estimation of the eigenvalues and eigenvectors in the SSE model. We create a new distance-based classifier by transforming data from the SSE model to the non-SSE model. We give simulation studies and discuss the performance of the new classifier. Finally, we demonstrate the new classifier by using microarray data sets.
Introduction
A common feature of high-dimensional data is that the data dimension is high, however, the sample size is relatively low. This is the so-called "HDLSS" or "large p, small n" data situation where p/n → ∞; here p is the data dimension and n is the sample size. Suppose we have independent and p-variate two populations, π i , i = 1, 2, having an unknown mean vector µ i and unknown covariance matrix Σ i for each i. We do not assume Σ 1 = Σ 2 . The eigen-decomposition of Σ i is given by Σ i = H i Λ i H T i , where Λ i = diag(λ i(1) , ..., λ i(p) ) is a diagonal matrix of eigenvalues, λ i(1) ≥ · · · ≥ λ i(p) ≥ 0, and H i = [h i(1) , ..., h i(p) ] is an orthogonal matrix of the corresponding eigenvectors. We have independent and identically distributed (i.i.d.) observations, x i1 , ..., x in i , from each π i . We assume n i ≥ 4, i = 1, 2. We estimate µ i and Σ i by x i = n i j=1 x ij /n i and S i = n i j=1 (x ij −x i )(x ij −x i ) T /(n i −1). Let x 0 be an observation vector of an individual belonging to one of the two populations. We assume x 0 and x ij s are independent. When the π i s are Gaussian, a typical classification rule is that one classifies an individual into π 1 if
for high-dimensional data. Fan and Fan (2008) considered classification after feature selection. Cai and Liu (2011) , Shao et al. (2011) and Li and Shao (2015) gave sparse linear or quadratic classification rules for high-dimensional data. The above references all assumed the following eigenvalues condition: There is a constant c 0 > 0 (not depending on p) such that c −1 0 < λ i(p) and λ i(1) < c 0 for i = 1, 2.
(1) Dudoit et al. (2002) considered using the inverse matrix defined by only diagonal elements of S i . Yata (2011, 2015a ) considered substituting {tr(S i )/p}I p for S i by using the difference of a geometric representation of HDLSS data from each π i . Here, I p denotes the identity matrix of dimension p. On the other hand, Hall et al. (2005 Hall et al. ( , 2008 and Marron et al. (2007) considered distance weighted classifiers. Ahn and Marron (2010) considered a HDLSS classifier based on the maximal data piling. Hall et al. (2005) , Chan and Hall (2009) , Aoshima and Yata (2014) and Watanabe et al. (2015) considered distance-based classifiers. Aoshima and Yata (2014) gave the misclassification rate adjusted classifier for multiclass, high-dimensional data whose misclassification rates are no more than specified thresholds under the following eigenvalues condition:
→ 0 as p → ∞ for i = 1, 2.
We emphasize that (2) is much milder than (1) because (2) includes the case that λ i(1) → ∞ as p → ∞. See Remark 1 for the details. Aoshima and Yata (2014) considered the distance-based classifier as follows: Let
Then, one classifies x 0 into π 1 if W (x 0 ) < 0 and into π 2 otherwise. Here, −tr(S 1 )/(2n 1 ) + tr(S 2 )/(2n 2 ) is a bias-correction term. Note that the classifier (3) is equivalent to the scale adjusted distance-based classifier given by Chan and Hall (2009) . Aoshima and Yata (2015b) called the classification rule (3) the "distance-based discriminant analysis (DBDA)". Recently, Aoshima and Yata (2018) considered the "strongly spiked eigenvalue (SSE) model" as follows: 
On the other hand, Aoshima and Yata (2018) called (2) the "non-strongly spiked eigenvalue (NSSE) model". Note that (4) holds under the condition:
lim inf p→∞ λ i(1) tr(Σ i ) > 0 for i = 1 or 2,
from the fact that tr(Σ 2 i ) ≤ tr(Σ i ) 2 . Here, λ i(1) /tr(Σ i ) is the first contribution ratio. We call (5) the "super strongly spiked eigenvalue (SSSE) model". Remark 1. Let us consider a spiked model such as λ i(r) = a i(r) p α i(r) (r = 1, ..., t i ) and λ i(r) = c i(r) (r = t i + 1, ..., p)
with positive and fixed constants, a i(r) s, c i(r) s and α i(r) s, and a positive and fixed integer t i . Note that the NSSE condition (2) holds when α i(1) < 1/2 for i = 1, 2. On the other hand, the SSE condition (4) holds when α i(1) ≥ 1/2, and further the SSSE condition (5) holds when α i(1) ≥ 1. See Yata and Aoshima (2012) for the details of the spiked model.
We observed λ i(r) tr(Σ i ) (= ε i(r) , say) and λ 2 i(r) tr(Σ 2 i ) (= η i(r) , say), i = 1, 2; r = 1, 2, ...,
for six well-known microarray data sets by using the noise-reduction methodology and the cross-data-matrix methodology. For those methods, see Aoshima (2010, 2012) . Note that ε i(r) is the contribution ratio and η i(r) is a quadratic contribution ratio of the r-th eigenvalue. We estimated ε i(r) byε i(r) =λ i(r) /tr(S i ) and η i(r) byη i(r) =λ 2 i(r) / Ψ i(1) , whereλ i(r) is defined by (15), andλ i(r) and Ψ i(1) are defined in Section 4.3. We note that ε i(r) andη i(r) are consistent estimators of ε i(r) and η i(r) when p → ∞. See (17) and (22) for the details. The six microarray data sets are as follows: (D-iv) Lymphoma data with 7129 genes, consisting of π 1 : DLBCL (58 samples) and π 2 : follicular lymphoma (19 samples) given by Shipp et al. (2002) ;
(D-v) Myeloma data with 12625 genes, consisting of π 1 : patients without bone lesions (36 samples) and π 2 : patients with bone lesions (137 samples) given by Tian et al. (2003) ;
(D-vi) Breast cancer data with 47293 genes, consisting of π 1 : luminal group (84 samples) and π 2 : non-luminal group (44 samples) given by Naderi et al. (2007) .
The data sets (D-ii), (D-iv) and (D-v) are given in Jeffery et al. (2006) , (D-i) and (D-iii) are given in Ramey (2016) , and (D-vi) is given in Glaab et al. (2012) . We summarized the results forε i(1) ,η i(1) andk i in Table 1 , wherek i is an estimate of k i , given in Section 4.3. We will discuss k i andk i in Sections 3 and 4.3. We also visualized the first ten contribution ratios given byε i(r) (r = 1, ..., 10; i = 1, 2) in Fig. 1 and the first ten quadratic contribution ratios given byη i(r) (r = 1, ..., 10; i = 1, 2) in Fig. 2 . See (17) and (22) for the details. We observed from Fig. 1 that the first several eigenvalues are much larger than the rest for the microarray data sets (except (D-v) ). In particular, the first eigenvalues for (D-i) and (D-iv) are extremely large. These data appear to be consistent with the SSSE asymptotic domain given in (5). On the other hand, the first several eigenvalues for (D-v) 
Figure 1: Estimates of the first ten contribution ratios byε i(r) s for the six well-known microarray data sets Figure 2 : Estimates of the first ten quadratic contribution ratios byη i(r) s for the six well-known microarray data sets 4 are relatively small. However, from Table 1 Table 1 and Fig. 2 . Hence, the six microarray data appear to be consistent with the SSE asymptotic domain given in (4). See Section 4.3. In this paper, we consider classifiers under the SSE model. We do not assume the normality of the population distributions. We propose an effective distance-based classifier for such high-dimensional data sets. The organization of this paper is as follows. In Section 2, we introduce asymptotic properties of the distance-based classifier for high-dimensional data. We discuss the distancebased classifier in the SSE model. In Section 3, we consider a distance-based classifier using eigenstructures for the SSE model. In Section 4, we discuss estimation of the eigenvalues and eigenvectors for the SSE model. We create a new distance-based classifier by estimating the eigenstructures. In Section 5, we give simulation studies and discuss the performance of the new classifier. Finally, we demonstrate the new classifier by using microarray data sets.
Distance-based classifier for high-dimensional data
In this section, we introduce asymptotic properties of the distance-based classifier for highdimensional data. As for any positive-semidefinite matrix M , we write the square root of
T is considered as a sphered data vector having the zero mean vector and identity covariance matrix. Similar to Bai and Saranadasa (1996) and Chen and Qin (2010) , we assume the following assumption for π i , i = 1, 2, as necessary:
When the π i s are Gaussian, (A-i) naturally holds. Let
where · denotes the Euclidean norm. Note that E{W (x 0 )} = (−1) i ∆/2 when x 0 ∈ π i for i = 1, 2. Also, note that the divergence condition "p → ∞, n 1 → ∞ and n 2 → ∞" is equivalent to "m → ∞". Let
Let e(i) denote the error rate of misclassifying an individual from π i into the other class for i = 1, 2. Then, for the classification rule (3) DBDA, Aoshima and Yata (2014) gave the following result.
Theorem 1 (Aoshima and Yata, 2014) . Assume the following conditions:
Then, for DBDA, we have that as m → ∞ e(i) → 0 for i = 1, 2.
Remark 2. For DBDA, under (AY-i) and (AY-ii), one may write (7) as
Next, we consider the asymptotic normality of the classifier. Hereafter, for a function,
Let "⇒" denote the convergence in distribution, N (0, 1) denote a random variable distributed as the standard normal distribution and Φ(·) denote the cumulative distribution function of the standard normal distribution. Aoshima and Yata (2014) gave the following result.
Theorem 2 (Aoshima and Yata, 2014) . Assume the following conditions:
> 0 for i = 1, 2, and tr(Σ Assume also the NSSE condition (2). Under a certain assumption milder than (A-i), it holds that as m → ∞
Furthermore, for DBDA, it holds that as m → ∞
Remark 3. Aoshima and Yata (2015b) gave a different asymptotic normality from Theorem 2 under different conditions. From the facts that δ oi /δ i → 1 as m → ∞ under (AY-iii) and Var{W (x 0 )} = δ 2 i when x 0 ∈ π i , one may write (8) as
By using the asymptotic normality, Aoshima and Yata (2014) proposed the misclassification rate adjusted classifier (MRAC) in high-dimensional settings.
In this paper, we consider the distance-based classifier from a different point of view. We consider the classifier under the SSE model. We emphasize that high-dimensional data often have the SSE model. See Table 1 , Figs. 1 and 2 . If the SSE condition (4) is met, one cannot claim the asymptotic normality in Theorem 2. In addition, if the SSE condition (4) is met, (AY-ii) in Theorem 1 is equivalent to
Thus (AY-ii) in the SSE model is stricter than that in the NSSE model, For example, for the NSSE model as the spiked model in (6) with α i(1) < 1/2, i = 1, 2, (AY-ii) is equivalent to p/(n min ∆ 2 ) = o(1). On the other hand, for the SSE model as (6) with α i(1) > 1/2 (and
. That means n min or ∆ should be quite large for the SSE model compared to the NSSE model. Thus if the SSE condition (4) is met, DBDA has the classification consistency (7) under strict conditions compared to the NSSE condition (2). In order to overcome the difficulties, we propose a new distance-based classifier by estimating eigenstructures for the SSE model.
3 Distance-based classifier using eigenstructures
In this section, similar to Aoshima and Yata (2018) , we assume the following model for i = 1, 2:
Note that (M-i) implies the SSE condition (4), that is (M-i) is one of the SSE models. For example, (M-i) holds in the spiked model in (6) with
for 1 ≤ r < s ≤ k i ; i = 1, 2. We emphasize that (M-i) is a natural model under the SSE condition (4). See Fig. 2 . The six microarray data appear to be consistent with (M-i). Similar to (9), we note that the sufficient condition (AY-ii) in Theorem 1 is equivalent to
under (M-i). According to the arguments in the last paragraph of Section 2, if (M-i) is met, DBDA has the classification consistency (7) under strict conditions compared to the NSSE condition (2). Also, one cannot claim the asymptotic normality in Theorem 2 under (M-i). In order to overcome the difficulties, similar to Aoshima and Yata (2018) , we consider a data transformation from the SSE model to the NSSE model. 7
Data transformation
Recall that h i(r) is the r-th eigenvector of Σ i . Let
Thus the transformed data, x ij,A , has the NSSE model in the sense that
where λ max (M ) denotes the largest eigenvalue of any positive-semidefinite matrix, M . Hence, we can say that a classifier by using the transformed data has the classification consistency (7) under mild conditions compared to DBDA when (M-i) is met. In addition, one can claim the asymptotic normality of the classifier even when the SSE condition (4) is met. Now, we propose the classifier by using the transformed data. Let us write that
We consider the following classifier:
Then, one classifies
Here, let us write that
for i = 1, 2; i ′ = i. Then, we claim that when x 0 ∈ π i for i = 1, 2,
Remark 4. In general, µ T i A 1,2 µ A in (11) is not sufficiently large because of rank(
In Sections 3.2 and 3.3, we give consistency properties and an asymptotic normality of W A (x 0 ). We assume the following conditions as necessary:
and
Consistency of the classifier (10)
We consider consistency properties of W A (x 0 ). We note that δ 2 i,A /∆ 2 A → 0 as m → ∞ under (C-i) to (C-iii). See Section 6.1. Then, we have the following results.
Theorem 3. Assume (M-i). Assume also (C-i) to (C-iii). Then, it holds that as
For the classification rule (10), we have the classification consistency (7) as m → ∞.
Corollary 1. If A 1 = A 2 , for the classification rule (10), we have the classification consistency (7) as m → ∞ under (M-i) and the following conditions:
Remark 5. For the classification rule (10), under (M-i) and (C-i) to (C-iii), one may write (7) as
is milder than (AY-ii) if ∆ and ∆ A are of the same order.
Asymptotic normality of the classifier (10)
We consider the asymptotic normality of W A (x 0 ). We have the following results.
Theorem 4. Assume (A-i) and (M-i). Assume also (C-iv) and (C-v). Then, it holds that as m → ∞
Furthermore, for the classification rule (10), it holds that as m → ∞
Corollary 2. If A 1 = A 2 , for the classification rule (10), (12) holds as m → ∞ under (A-i), (M-i) and the following conditions:
Remark 6. From (29) in Section 6, we note that δ oi,A /δ i,A → 1 as m → ∞ under (C-iv) and (C-v). Hence, one may write (12) as
Now, let us show an easy example to check the performance of DBDA and the classifier (10) for the SSE model. We considered the following setting:
(S-i) We set p = 2 s , s = 5, ..., 13, and n 1 = ⌈p 2/5 ⌉ and n 2 = 2n 1 , where ⌈x⌉ denotes the smallest integer ≥ x. Independent pseudo random observations were generated from π i : N p (µ i , Σ i ), i = 1, 2. We set µ 1 = 0 and µ 2 = (0, ..., 0, 1, ..., 1) T whose last ⌈p 1/2 ⌉ elements are 1, Σ 1 = diag(p 2/3 , p 1/2 , 1, ..., 1) and Σ 2 = 2Σ 1 .
We note that (A-i), (M-i), (AY-i) to (AY-iii) and (C-i) to (C-v) are met for (S-i) from the facts that ∆ = ∆ A = ⌈p 1/2 ⌉ and A 1 = A 2 with k 1 = k 2 = 2, so that Theorems 1, 3 and 4 hold. However, the NSSE condition (2) is not met, so that Theorem 2 does not hold. In general, A i s are unknown in (10). Hence, we considered a naive estimator of A i as
and checked the performance of the classifier given by
Here,ĥ i(r) denotes the r-th (unit) eigenvector of S i for each i, r. Then, one classifies x 0 into π 1 if W A (x 0 ) < 0 and into π 2 otherwise. On the other hand, by using a bias-corrected estimator of the eigenstructures, we create a new distance-based classifier given by (20) in (10)), T-DBDA(n) (the classifier (13)) and T-DBDA (the classifier (20)). The asymptotic error rates (solid
Section 4. We also checked the performance of the new classification rule (20). We call the classification rule (20) the "transformed distance-based discriminant analysis (T-DBDA)". We also describe the classification rule (10) as "T-DBDA before estimation (T-DBDA(b))" and the classification rule (13) as "T-DBDA by the naive estimator (T-DBDA(n))". For x 0 ∈ π i (i = 1, 2) we calculated each classifier 2000 times to confirm if each rule does (or does not) classify x 0 correctly and defined P ir = 0 (or 1) accordingly for each π i . We calculated the error rates, e(i) = 2000 r=1 P ir /2000, i = 1, 2. Their standard deviations are less than 0.011. In Fig. 3 , we plotted e(1) and e(2) for DBDA, T-DBDA(n), T-DBDA(b) and T-DBDA. From Theorems 2 and 4 in view of Remarks 3 and 6, we also plotted the asymptotic error rates, Φ{−∆/(2δ i )} (=ė(i), say) and Φ{−∆ A /(2δ i,A )} (=ė A (i), say), in Fig. 3 . We observed that e(i) by T-DBDA(b) behaves very close to the asymptotic error rate, Φ{−∆ A /(2δ i,A )}, as expected theoretically. However, e(i) by DBDA does not converge to Φ{−∆/(2δ i )}. This is because the classifier does not claim the asymptotic normality in Theorem 2 for the SSE model. Both DBDA and T-DBDA(b) have the classification consistency (7). However, T-DBDA(b) gave a much better performance compared to DBDA. This is probably due to the convergence rates. For the sufficient conditions in Theorems 1 and 3, we note that
Hence, the error rates of T-DBDA(b) were smaller than those of DBDA. The T-DBDA(n) gave a worse performance than T-DBDA(b). This is probably because of the bias caused by the naive estimator, A i . See Section 4.1 for the details. Hence, we will consider a bias-correction of the naive estimator in Section 4. On the other hand, the performances of T-DBDA and T-DBDA(b) became similar to each other when p is large. We will discuss T-DBDA in Section 4.2. In Section 4, we discuss estimation of the unknown parameters in (10). We create T-DBDA by the bias-corrected estimator of the parameters.
Distance-based classifier by estimating eigenstructures
In this section, we assume (A-i) and (M-i). Let x 0,i(r) = x T 0 h i(r) and
Let us write thatx i(r) = n i j=1 x ij(r) /n i for all i, r. Then, one can write (10) as follows:
In order to use W A (x 0 ), it is necessary to estimate h i(r) s, x 0,i(r) s, x ij(r) s and k i s. Let δ o min,A = min{δ o1,A , δ o2,A }. In this section, we assume the following conditions as necessary:
and lim sup
4.1 Estimation of h i(r) s, x 0,i(r) s and x ij(r) s
We define the n i × n i dual sample covariance matrix by
Note that S i and S iD share non-zero eigenvalues. Let us write the eigen-decomposition of S i and S iD as
whereĥ i(r) andû i(r) denote unit eigenvectors corresponding toλ i(r) . We assume h T i(r)ĥ i(r) ≥ 0 w.p.1 for all i, r without loss of generality. Note thatĥ i(r) can be calculated bŷ
. However, as observed in Section 3.2, the classifier byĥ i(r) s gave an inadequate performance.
Yata and Aoshima (2012) proposed a bias-corrected eigenvalue estimation called the noise-reduction (NR) methodology, which was brought about by a geometric representation of S iD . If one applies the NR methodology, the λ i(r) s are estimated bỹ
Note thatλ i(r) ≥ 0 w.p.1 for r = 1, ..., n i − 2 and the second term in (15) is an estimator of
. When applying the NR methodology to the PC direction vector, one obtains
For (λ i(r) ,ĥ i(r) )s and (λ i(r) ,h i(r) )s, Aoshima and Yata (2018) gave the following results.
Proposition 1 (Aoshima and Yata, 2018) . Assume (A-i) and (M-i). It holds as m → ∞
. This is the main reason why the classifier by (13) gave an inadequate performance in Fig. 3 . On the other hand,λ i(r) andh i(r) are consistent estimators even when κ i /λ i(r) → ∞ as m → ∞. We note that tr(S i ) = tr(Σ i ){1 + o P (1)} as m → ∞ for i = 1, 2, under (A-i) and (M-i) from the fact that Var{tr(S i )} = O{tr(Σ 2 i )/n i } = o{tr(Σ i ) 2 } under (A-i) and (M-i). Hence, from Proposition 1 we claim that as m → ∞ε
under (A-i) and (M-i).
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Next, we consider an estimation of x 0,i(r) . Let
Note that Var(x 0,i(r) ) = O(λ i(r) ) as p → ∞ under (C-vi) when x 0 ∈ π i ′ for r = 1, ..., k i ; i = 1, 2; i ′ = i. Then, we have the following results.
Thus one can estimate x 0,i(r) byx 0,i(r) even when κ i /λ i(r) → ∞ as m → ∞. Finally, we consider estimating x ij(r) . We note that x T ijhi(r) is biased for high-dimensional data. This is because x T ijhi(r) includes x ij −µ i 2 which is very biased for high-dimensional data. Now, we explain the main reason why the inner products involve the large bias terms. We note that 1 T n iû i(r) = 0 and P n iûi(r) =û i(r) whenλ i(r) > 0 since 1 T n i S iD 1 n i = 0. Also, note that
Hence, one should not apply theh i(r) s (or theĥ i(r) s) to the estimation of x ij(r) . See Section 5.1 in Aoshima and Yata (2018) for more details. We consider a biasreduced estimation of x ij(r) . We modifyû i(r) aŝ u ij(r) = (û i1(r) , ...,û ij−1(r) , −û ij(r) /(n i − 1),û ij+1(r) , ...,û in i (r) ) T whose j-th element is −û ij(r) /(n i − 1) for all i, j, r. Note that
for all i, j, r.
Then, it holds that n i j=1hij(r) /n i =h i(r) and
whenλ i(r) > 0 from the fact that
where 1 n i (j) = (1, ..., 1, 0, 1, ..., 1) T whose j-th element is 0. Thus the large biased term,
See Section 5.1 in Aoshima and Yata (2018) for theoretical comparisons between x T ijĥi(r) , x T ijhi(r) andx ij(r) .
Distance-based classifier by the NR methodology
Letx i(r) = n i j=1xij(r) /n i for all i, r. By combining (14) with (16), (18) and (19), we propose the following classifier:
Then, one classifies x 0 into π 1 if W A (x 0 ) < 0 and into π 2 otherwise. In general, k i s are unknown in W A (x 0 ). See Section 4.3 for estimation of k i s. We call the classification rule (20) the "transformed distance-based discriminant analysis (T-DBDA)". Now, we give asymptotic properties of T-DBDA. We have the following results.
Theorem 5. Assume (A-i) and (M-i). Assume also (C-i) to (C-iii) and (C-vi) to (C-viii).
Then, it holds that as m → ∞
For T-DBDA, we have the classification consistency (7) as m → ∞.
Theorem 6. Assume (A-i) and (M-i). Assume also (C-iv) to (C-vii) and (C-ix). Then, it holds that as
Furthermore, for T-DBDA, (12) holds as m → ∞.
Remark 7. From (C-viii) or (C-ix) T-DBDA depends on the scale of µ i s in the sense that µ T i,A Σ l,A µ i,A for i, l = 1, 2. Hence, we recommend that one should apply the classifier to a mean-centered data in actual data analyses. See Section 5.2 for example.
In Fig. 3 , as expected theoretically, we observed that e(i) for T-DBDA becomes close to that for T-DBDA(b) when p and n are large.
Estimation of k i s
In this section, we introduce an estimation of k i given by Aoshima and Yata (2018) .
Let n i1 = ⌈n i /2⌉ and n i2 = n i −n i1 . Let X i1 = [x i1 , ..., x in i1 ] and X i2 = [x in i1 +1 , ..., x in i ] for i = 1, 2. We define
where
j=1 x ij /n i1 and x i2 = n i j=n i1 +1 x ij /n i2 . Note that rank(S iD(1) ) ≤ n i2 − 1. By using the cross-data-matrix (CDM) methodology by Yata and Aoshima (2010), we estimate λ i(r) by the r-th singular value,λ i(r) , of S iD(1) , whereλ i(1) ≥ · · · ≥λ i(n i2 −1) ≥ 0. Aoshima (2010, 2013) showed thatλ i(r) has several consistency properties for high-dimensional non-Gaussian data. Aoshima and Yata (2011) applied the CDM methodology to obtaining an unbiased estimator of tr(Σ 
Note that Ψ i(r) ≥ 0 w.p.1 for r = 1, ..., n i2 , andη i(r) ∈ (0, 1] forλ i(r) > 0. Then, Aoshima and Yata (2018) gave the following result.
Lemma 4.1 (Aoshima and Yata, 2018). Assume (A-i) and (M-i). Then, it holds that
From (S7.1) in Appendix C of Aoshima and Yata (2018) , it holds thatλ i(r) /λ i(r) = 1 + o P (1) as m → ∞ for r = 1, ..., k i ; i = 1, 2, under (A-i) and (M-i). From Lemma 4.1 we claim under (A-i) and (M-i) that as m → ∞
) for all i, r. Note that 1 −τ i(1) =η i(1) and τ i(r) ∈ [0, 1) forλ i(r) > 0. Then, Aoshima and Yata (2018) gave the following result.
Proposition 3 (Aoshima and Yata, 2018) . Assume (A-i) and (M-i). It holds for i = 1, 2, that as m → ∞ P (τ i(r) < 1 − c r ) → 1 with some fixed constant c r ∈ (0, 1) for r = 1, ..., k i ;
From Proposition 3, one may choose k i as the first integer r such that 1 −τ i(r+1) is sufficiently small. In addition, Aoshima and Yata (2018) gave the following result for τ i(k i +1) .
Proposition 4 (Aoshima and Yata, 2018) . Assume (A-i) and (M-i). Assume also
i ) as m → ∞ with some fixed constant c > 1/2 for i = 1, 2. It holds for i = 1, 2 that as m → ∞
where γ(n i ) is a function such that γ(n i ) → 0 and n 1/2 i γ(n i ) → ∞ as n i → ∞. From Propositions 3 and 4, if one can assume the conditions in Proposition 4, one may consider k i as the first integer r (=k oi , say) such that
Then, it holds that P (k oi = k i ) → 1 as m → ∞. Note that Ψ i(n i2 ) = 0 from the fact that rank(S iD(1) ) ≤ n i2 − 1. Thus one may choose k i ask i = min{k oi , n i2 − 2} in actual data analyses. Aoshima and Yata (2018) recommended to use γ(n i ) = (n −1 i log n i ) 1/2 . Hence, in this paper, we use γ(n i ) = (n −1 i log n i ) 1/2 in (23). Ifk i = 0 (that is, (23) holds when r = 0) for some i, one may consider the classifier by (20) with A i = I p . In addition, if k i = 0 for i = 1, 2, we recommend to use DBDA (the classifier by (3)) because one may assume the NSSE model whenk i = 0 for i = 1, 2. We summarizedk i s in Table 1 for the six well-known microarray data sets (D-i) to (D-vi).
Performances of the new classifier for the SSE model
In this section, we discuss the performance of T-DBDA in numerical simulations and actual data analyses.
Simulation
We compared the performance of T-DBDA with other classifiers in complex settings. In general, k i s are unknown in (20). Hence, we estimated k i byk i , wherek i is given in Section 4.3. Hereafter, we describe the classification rule (20) withk i instead of k i as "T-DBDA( * )". We set γ(n i ) = (n −1 i log n i ) 1/2 in (23). We set p = 2 s , s = 6, ..., 11, µ 1 = 0 and µ 2 = (0, ..., 0, 1, ..., 1, −1...., −1) T whose last 2⌈p 3/5 /2⌉ elements are not 0. The last ⌈p 3/5 /2⌉ elements are −1 and the previous ⌈p 3/5 /2⌉ elements are 1. Note that ∆ = p 3/5 {1 + o(1)} as p → ∞.
First, we considered an intraclass correlation model given by
Note that λ max (Γ t ) = (t+1)/2 and the other eigenvalues are 1/2. Let Ω t (ρ) = B(ρ |i−j| 1/3 )B, where
1) as t → ∞ for |ρ| < 1. We set n 1 = ⌈p 1/2 ⌉, n 2 = 2n 1 and
where ρ = 0.3, p = p i(1) + p i(2) + p i(3) and (c 1 , c 2 ) = (1, 1.3). We considered the following settings:
(S-ii) We generated x ij , j = 1, 2, ... (i = 1, 2) independently from N p (µ i , Σ i ). We set (p 1(1) , p 1(2) ) = (⌈p 2/3 ⌉, ⌈p 1/2 ⌉) and (p 1(1) , p 1(2) ) = (2⌈p 2/3 ⌉, 2⌈p 1/2 ⌉);
(S-iii) We generated x ij , j = 1, 2, ... (i = 1, 2) independently from z ij(r) = (y ij(r) −1)/2 1/2 (r = 1, ..., p) in which y ij(r) s are i.i.d. as the chi-squared distribution with 1 degree of freedom. We set (p 1(1) , p 1(2) ) = (⌈p/3⌉, ⌈p/9⌉) and (p 1(1) , p 1(2) ) = (2⌈p/3⌉, 2⌈p/9⌉).
For (S-ii) and (S-iii) we note that ∆ A = ∆ and λ i(r) = (p i(r) + 1)/2, i, r = 1, 2, for sufficiently large p, so that (M-i) with k 1 = k 2 = 2 is met. In particular, the SSSE model (given by (5)
) holds for (S-iii). Also, we note that (A-i), (AY-i), (C-i) to (C-iii) and (C-vi) to (C-viii) are met both for (S-ii) and (S-iii), and (AY-ii) is met for (S-ii). However, (AY-ii) is not met for (S-iii).
Next, we considered a Gaussian mixture model whose probability density function is given by
where g(y; µ il(y) , Σ i(y) ) is the probability density function of N p (µ il(y) , Σ i(y) ). We set Σ 1(y) = Ω p (0.3) and Σ 2(y) = Ω p (0.5). Let q 1(1) = ⌈p 2/3 ⌉, q 2(1) = 2⌈p 2/3 ⌉, q 1(2) = 2⌈p 1/2 ⌉ and q 2(2) = ⌈p 1/2 ⌉. We set µ i1(y) = (3 1/2 , ..., 3 1/2 , 0, ..., 0) T whose first q i(1) elements are 3 1/2 , µ i2(y) = (0, ..., 0, 3 1/2 , ..., 3 1/2 , 0, ..., 0) T whose (q i(1) +1)-th to (q i(1) +q i(2) )-th elements are 3 1/2 and µ i3(y) = 0. We generated y ij , j = 1, 2, ... (i = 1, 2) independently from (25).
Note that E(y ij ) = 3 l=1 µ il(y) /3 for i = 1, 2. We set x ij = y ij − 3 l=1 µ il(y) /3 + µ i for all i, j. Note that Σ i = Var(y ij ) for i = 1, 2, where
We note that λ i(1) = (2/3)q i(1) {1 + o(1)} and λ i(2) = (1/2)q i(2) {1 + o(1)} as p → ∞ for i = 1, 2, so that (M-i) with k 1 = k 2 = 2 is met. See Corollary 2 in Yata and Aoshima (2015) for the details of the eigenvalues. Also, note that ∆ A = ∆ for sufficiently large p and (A-i) is not met. We considered the following settings:
(S-iv) n 1 = ⌈p 2/5 ⌉ and n 2 = 2n 1 ;
(S-v) n 1 = ⌈p 3/5 ⌉ and n 2 = 2n 1 .
We note that (AY-i), (AY-ii), (C-i) to (C-iii) and (C-vi) to (C-viii) are met both for (S-iv) and (S-v). We considered DBDA (the classifier (3)), T-DBDA (the classifier (20)) and T-DBDA( * ) (the classifier (20) withk i instead of k i ). We also considered the following three classifiers: Diagonal quadratic discriminant analysis (DQDA) given by Dudoit et al. (2002) , Geometrical quadratic discriminant analysis (GQDA) given by Yata (2011, 2014) , and Support vector machine (SVM). The rule of GQDA is given by (6) in Aoshima and Yata (2014) . SVM is the hard-margin linear rule. Similar to Fig. 3 , we calculated the error rates, e(1) and e(2), by 2000 replications. Also, we calculated the average error rate, e = {e(1) + e(2)}/2. Their standard deviations are less than 0.011. In Fig. 4 , we plotted the results for (S-ii) to (S-v).
We observed that GQDA gives a better performance compared to DBDA, DQDA and SVM for (S-ii). This is probably because tr(Σ 1 ) = tr(Σ 2 ). DQDA performs better compared to DBDA, GQDA and SVM for (S-v) . This is probably because n i s are relatively large and the diagonal elements of the two covariance matrices are not common. See Sections 2 to 4 in Aoshima and Yata (2015b) for the details of DQDA and GQDA. For SVM, e(1) and e(2) were unbalanced. The main reason must be due to a bias term in SVM. See Section 2 in Nakayama et al. (2017) for the details. On the other hand, DBDA gave a moderate performance for (S-iii). This is probably because DBDA is quite robust for non-Gaussian HDLSS data. See Aoshima and Yata (2014) for the details. On the whole, T-DBDA and T-DBDA( * ) gave adequate performances. In particular, T-DBDA( * ) (or T-DBDA) gave a much better performance compared to the other classifiers both for (S-iii), in which (5) holds, and (S-iv), in which n i s are relatively small. This is probably due to the sufficient conditions of the consistency properties. See Section 3.3 for the details. The performances of T-DBDA and T-DBDA( * ) became quite similar to each other in almost all the cases. Hence, we recommend to use "the classifier (20) withk i instead of k i " when the SSE condition (4) or the SSSE condition (5) holds.
Example
In this section, we check the performance of T-DBDA( * ) by using the six well-known microarray data sets in Table 1 .
First, we used (D-v): myeloma data (p = 12625). We defined n 1 = 36 samples from π 1 and n 2 = 136 (the first 136) samples from π 2 as the training data, and the last (the 137-th) sample of π 2 as the test data. We centered each sample by x ij − (
We calculated that (τ 1(1) ,τ 1(2) ) = (0.943, 1.046) and (τ 2(1) ,τ 2(2) ,τ 2(3) ) = (0.878, 0.986, 1.168), so thatk 1 = 1 andk 2 = 2. Thus, we chose k 1 = 1 and k 2 = 2. We calculated that W A (x 0 ) = 305.439, so that we classified x 0 into π 2 (the true class).
Similarly, we checked the accuracy of T-DBDA( * ) by the leave-one-out cross-validation (LOOCV) for (D-i) to (D-vi) . Also, we checked the accuracy of the classifiers, DBDA, DQDA, GQDA, SVM, by the LOOCV for (D-i) to (D-vi) . In addition, we checked the accuracy of the well-known classifiers, Diagonal linear discriminant analysis (DLDA) given by Dudoit et al. (2002) and distance weighted discrimination (DWD) given by Marron et al. (2007) . For DWD, we calculated the normal vector by the SOCP solver in Marron et al. (2007) and set the intercept term as 0 since we used the mean-centered data. We summarized misclassification rates, e(1), e(2) and e = {e(1) + e(2)}/2, in Table 2 .
We observed that T-DBDA( * ) gives adequate performances. In particular, the new classifier gave a much better performance compared to the other classifiers (except SVM) for (D-iv). This is probably because (D-iv) is close to the SSSE asymptotic domain (5).
(S-iii): z ij(r) = (y ij(r) − 1)/2 1/2 (r = 1, ..., p) in which y ij(r) s are i.i.d. as the chi-squared distribution with 1 degree of freedom, (λ 1(1) , λ 1(2) ) ≈ (p/6, p/18) and (λ 2(1) , λ 2(2) ) ≈ (p/3, p/9).
(S-iv): The mixture model given by (25) and (n 1 , n 2 ) = (⌈p 2/5 ⌉, 2⌈p 2/5 ⌉).
(S-v): The mixture model given by (25) and (n 1 , n 2 ) = (⌈p 3/5 ⌉, 2⌈p 3/5 ⌉). Fig. 1 . The other classifiers were probably affected by the strongly spiked eigenvalues directly. On the other hand, the new classifier is not directly affected by such eigenvalues. See Theorems 3 and 5 for the details. This is the reason why the new classifier gave a good performance for (D-iv). On the other hand, (D-i) is close to the SSSE asymptotic domain (5). However, the several classifiers gave adequate performances for (D-i). This is probably because n i s are relativity large compared to p.
Proofs 6.1 Proof of Theorem 3
We note that for i, l = 1, 2; i ′ = i
From the fact that tr( 2, under (C-ii) . Note that for i = 1, 2,
Thus by noting that
. From (11) and Chebyshev's inequality, we can conclude the results of Theorem 3.
Proof of Corollary 1
By noting that tr(Σ i,A * Σ l,A ) ≤ {tr(Σ 2 i,A )tr(Σ 2 l,A )} 1/2 for i, l = 1, 2, when A 1 = A 2 , the result is obtained straightforwardly from Theorem 3.
Proof of Theorem 4
We first consider the case when (26), under (C-iv), we have that
and 2, under (M-i) and (C-iv). Thus from (27) it holds that for i = 1, 2,
under (M-i), (C-iv) and (C-v) . By combining (28) and (29), under (M-i), (C-iv) and (C-v), we have that δ 1,A = ω 1,A {1 + o(1)} and
Let us write that
Note that
E(v 2 j ) = 1 and
holds that E(v j |v j−1 , ..., v 1 ) = 0 for j = 2, ..., n 1 + n 2 . We consider applying the martingale central limit theorem given by McLeish (1974) . In a way similar to the equations (23) and (24) in Aoshima and Yata (2014) , we can evaluate that under (A-i)
for j = j ′ , where l j = 1 for j ∈ [1, ..., n 1 ] and l j = 2 for j ∈ [n 1 + 1, ..., n 1 + n 2 ]. For any τ > 0 we note that
E(v 4 j )/τ from Chebyshev's inequality and Schwarz's inequality, where I(·) is the indicator function. Also, note that tr{(Σ 1,A * Σ l,A ) 2 } ≤ tr(Σ 1,A * Σ l,A ) 2 for l = 1, 2. Then, from (31), under (A-i), it holds that for Lindeberg's condition
for any τ > 0. Note that for l, l ′ = 1, 2,
Hence, by using Chebyshev's inequality, from (31) and (32), under (A-i) and (C-v), it holds that for any τ > 0
v 2 j = 1 + o P (1). Hence, by using the martingale central limit theorem, we obtain that n 1 +n 2 j=1 v j ⇒ N (0, 1) under (A-i) and (C-v). Thus from (30) we conclude the result when x 0 ∈ π 1 . When x 0 ∈ π 2 , we can conclude the result similarly. The proof is completed.
Proof of Corollary 2
When A 1 = A 2 , we note that 
Proof of Proposition 2
We assume (A-i) and (M-i). Let
for all i, j. Then, from (S6.1) to (S6.3) and (S6.5) in Appendix B of Aoshima and Yata (2018) , we can claim that as m → ∞ for i = 1, 2,
From (33) there exists a unit random vector ζ i(r) such thatu T i(r) ζ i(r) = 0 and
for r = 1, ..., k i ; i = 1, 2. We note that 1 T nûi(r) = 0 and P n iûi(r) =û i(r) whenλ i(r) > 0 since 1 T n i S iD 1 n i = 0. Also, whenλ i(r) > 0, note that
. Here, we claim that when x 0 ∈ π l , l = 1, 2,
for r = 1, ..., k i ; i = 1, 2. Then, from (33) and (35), it holds that when x 0 ∈ π l , l = 1, 2,
for r = 1, ..., k i ; i = 1, 2, from the fact that (33) and (34), we have that when x 0 ∈ π l , l = 1, 2, 
for r = 1, ..., k i ; i = 1, 2. By combining (36) and (37), we can conclude the second result of Proposition 2. For the first result, from Proposition 1 and the second result, it concludes the result.
Proofs of Theorems 5 and 6
Assume (A-i) and (M-i). We first consider the proof of Theorem 5. Let ψ i(r) = tr(Σ 
under (C-vi) and (C-vii). Then, from (38) to (40), under (C-vi) to (C-viii), we have that when x 0 ∈ π l , l = 1, 2, ) and (h 1(r) − h 1(r) ) T (h 2(s) − h 2(s) ) = O P {(n 1 n 2 ) −1/2 }.
Note thatx i(r) h i(r) −x i(r)hi(r) =x i(r) (h i(r) −h i(r) ) − (x i(r) −x i(r) )h i(r) for all i, r. Then, from (38) and (42), we have that for r = 1, ..., k i ; i = 1, 2; i ′ = i,
Similar to the proof of Proposition 2 and (40), under (C-vi) and (C-vii), we can claim that for r = 1, ..., k i ; i = 1, 2; i ′ = i, 
) under (C-vi) for r = 1, ..., k i ; i = 1, 2; i ′ = i. From (39), (43) and (44) we have that for r = 1, ..., k i ; i = 1, 2; i ′ = i,
under (C-vi) and (C-vii). Note that h T i(r) (x i ′ − k i ′ s=1xi ′ (s) h i ′ (s) ) = O P {(λ i(r) /n i ′ ) 1/2 } under (C-vi) and (C-vii) for r = 1, ..., k i ; i = 1, 2; i ′ = i. Then, similar to (41), from (40) and (45), we have that 
for i = 1, 2. By combining (41), (46) and (47) 
