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Abstract 
 Microtubules are dynamic biopolymers that self-assemble from individual 
subunits of αβ-tubulin.  Self-assembly dynamics are characterized by stochastic 
switching between extended phases of growth and shortening, termed dynamic 
instability.  Cellular processes, including the chromosome segregation during 
mitosis and the proper partitioning of intracellular proteins, are dependent on the 
dynamic nature of microtubule assembly, which facilitates rapid reorganization and 
efficient exploration of cellular volume.  Microtubule-targeting chemotherapeutic 
agents, used to treat a wide range of cancer types, bind directly to tubulin subunits 
and suppress dynamic instability, ultimately impeding the capacity to complete 
cellular processes.  Microscale length changes observed during dynamic instability 
are the net-effect of the addition and loss of individual subunits, dictated by the 
interdimer molecular interactions.  Therefore, a multiscale approach is necessary to 
extrapolate submolecular level effects of microtubule-targeting agents to dynamic 
instability.   
The work presented in this dissertation integrates multiscale computational 
modeling and experimental observations with the goal of better understanding the 
functional mechanisms of microtubule-targeting agents.  First, we develop a 
computational model for the association and dissociation of tubulin subunits, in 
which the interdimer interaction potentials are specifically simulated.  Simulation 
results indicate that the local polymer end structure sterically inhibits subunit 
association as much as an order of magnitude.  Additionally, the model informs how 
microtubule-targeting agents could alter assembly dynamics through the properties 
of the interdimer interactions.  Second, the mechanisms of kinetic stabilization by 
microtubule-targeting agents are tested and constrained by combining predictions 
from a computational model for microtubule self-assembly and experimental 
observations in mammalian cells.  We find that assembly- and disassembly-
promoting agents induce kinetic stabilization via separate mechanisms.  One is a 
true kinetic stabilization, in which the kinetic rates of subunit addition and loss are 
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reduced 10- to 100-fold, while the other is a pseudo-kinetic stabilization, dependent 
upon mass action of tubulin subunits between polymer and solution.  Overall, this 
work advances our knowledge of the basic physical principles underlying 
multistranded polymer self-assembly and can inform the future design and 
development of more effective and tolerable microtubule-targeting drugs.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
v 
Table of Contents 
Abstract ................................................................................................... iii	  
List of Tables .......................................................................................... vii	  
List of Figures ....................................................................................... viii	  
List of Abbreviations ................................................................................. x	  
Chapter 1 - General Introduction .............................................................. 1	  
1.1 Microtubule structure and assembly dynamics ....................................................... 1	  
1.2 Microtubule-targeting chemotherapeutic agents ..................................................... 3	  
1.3 Models of microtubule assembly dynamics ............................................................ 4	  
1.4 Quantitative analysis of microtubule dynamics and end structure ........................... 6	  
Chapter 2 - Brownian dynamics of subunit addition-loss kinetics and 
thermodynamics in linear polymer self-assembly ...................................... 8	  
2.1 Chapter Abstract .................................................................................................... 8	  
2.2 Introduction ........................................................................................................... 9	  
2.3 Model description and justification ...................................................................... 12	  
2.3.1 Microtubule simulation structures .............................................................. 13	  
2.3.2 Longitudinal and lateral interactions between subunits .............................. 14	  
2.3.3 Actin filaments ........................................................................................... 16	  
2.3.4 Simulation procedure ................................................................................. 16	  
2.3.5 Estimating on-rate constants ...................................................................... 19	  
2.3.6 Defining a distance criterion for unbinding events ..................................... 20	  
2.3.7 Simulation of microtubule net assembly ..................................................... 21	  
2.3.8 Comparing the modified Metropolis Monte Carlo to previous methods ...... 22	  
2.3.9 Establishing upper and lower bounds for the total longitudinal bond energy
 ........................................................................................................................ 25	  
2.4 Results and Discussion ........................................................................................ 26	  
2.4.1 Global position has no net effect on kinetics .............................................. 26	  
2.4.2 Local structure sterically inhibits subunit association ................................ 29	  
2.4.3 Kinetic penalties influence polymer tip structures ...................................... 32	  
2.4.4 Influence of hydrodynamic interactions on stereospecific binding in linear 
polymers .......................................................................................................... 34	  
2.4.5 Simulating subunit dissociation closes the thermodynamic loop ................. 36	  
2.4.6 Sensitivity of model predictions to the interaction potential ....................... 39	  
2.4.7 A model to investigate the actions of microtubule-associated proteins and 
drugs ................................................................................................................ 41	  
2.5 Conclusions ......................................................................................................... 43	  
2.6 Acknowledgements .............................................................................................. 44	  
2.7 Tables and Figures ............................................................................................... 45	  
  
vi 
Chapter 3 - Requirements for dynamic instability and the mechanisms of 
microtubule-targeting agents ................................................................... 59	  
3.1 Chapter Abstract .................................................................................................. 59	  
3.2 Introduction ......................................................................................................... 60	  
3.3 Results ................................................................................................................. 63	  
3.3.1 Establishing the general requirements for the observation of dynamic 
instability ......................................................................................................... 63	  
3.3.2 Sensitivity of growth and shortening to the underlying kinetic rate constants
 ........................................................................................................................ 65	  
3.3.3 The free tubulin concentration is a strong predictor of changes to underlying 
parameters in vivo ............................................................................................ 67	  
3.3.4 Dynamic instability is constrained to a narrow region of parameter space 70	  
3.3.5 Two potential mechanisms of “kinetic stabilization” consistent with in vitro 
observations ..................................................................................................... 72	  
3.3.6 New steady state arises in vivo in the presence of paclitaxel and vinblastine
 ........................................................................................................................ 74	  
3.3.7 In vivo model predictions are consistent with in vitro predictions .............. 75	  
3.3.8 Microtubule-targeting agents moderately influence free tubulin and 
hydrolysis in vivo ............................................................................................. 78	  
3.3.9 Assembly variance and microtubule tip structure further constrain the 
mechanisms of paclitaxel and vinblastine ......................................................... 80	  
3.4 Discussion ........................................................................................................... 83	  
3.4.1 On the mechanisms of paclitaxel and vinblastine ....................................... 83	  
3.4.2 Comparison to microtubule-associated proteins ......................................... 85	  
3.4.3 Implications for treated cells and application to future drug design ........... 86	  
3.5 Methods ............................................................................................................... 87	  
3.5.1 Model description for in vitro and in vivo microtubule assembly dynamics 87	  
3.5.2 Analysis of simulation output ..................................................................... 90	  
3.5.3 Cell culture and microtubule-targeting agent stocks solutions ................... 91	  
3.5.4 Microtubule dynamics measurements ......................................................... 92	  
3.5.5 Estimating tubulin monomer-to-polymer ratios .......................................... 94	  
3.5.6 Statistical analysis ..................................................................................... 95	  
3.6 Acknowledgements .............................................................................................. 95	  
3.7 Tables and Figures ............................................................................................... 97	  
Chapter 4 - Summary and Conclusions .................................................. 109	  
Appendices ............................................................................................ 113	  
Appendix A: Derivation of the model-predicted critical concentration ..................... 113	  
Appendix B: Expansion and optimization of in vivo microtubule tip tracking .......... 114	  
References ............................................................................................. 124	  
 
  
vii 
List of Tables 
TABLE 2.1 Summary of simulation results with zero, one, and two lateral bonds in 
addition to the longitudinal bond ....................................................................... 45	  
TABLE 2.2 Model estimated kinetics and thermodynamics for F-actin. ................. 46	  
TABLE 2.3 Summary of simulation results with lateral bond only ......................... 46	  
TABLE 3.1 In vitro simulation base parameters for dynamic instability ................. 97	  
TABLE 3.2 In vivo simulation base parameters for dynamic instability ................. 97	  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
viii 
List of Figures 
FIGURE 2.1 Simulated structures and interactions in linear polymer self-assembly
 .......................................................................................................................... 47	  
FIGURE 2.2 Defining a distance criterion for unbinding ........................................ 48	  
FIGURE 2.3 Comparing the modified Metropolis Monte Carlo to previous methods
 .......................................................................................................................... 49	  
FIGURE 2.4 Diffusion-limited arrivals to leading and lagging protofilaments ....... 50	  
FIGURE 2.5 Binding efficiencies and estimated on-rate constants for varying global 
positions ............................................................................................................ 51	  
FIGURE 2.6 Analyzing the effects of global tip structure ...................................... 52	  
FIGURE 2.7 Dependence of on-rate constants on local tip structure ...................... 53	  
FIGURE 2.8 On-rate penalties influence the resulting microtubule tip structure .... 54	  
FIGURE 2.9 Extracting kinetics and thermodynamics from the model ................... 55	  
FIGURE 2.10 Kinetics and thermodynamic with varying bond stiffness ................ 56	  
FIGURE 2.11 Kinetic and thermodynamic trends using a Lennard-Jones potential 57	  
FIGURE 2.12 On-rate penalties are not sensitive to model parameters ................... 58	  
FIGURE 3.1 Establishing the general requirements of dynamic instability using a 
single-state model .............................................................................................. 98	  
FIGURE 3.2 Comparing the methods of implementing on-rate constant effects with 
either constant or varying off-rate. ..................................................................... 99	  
FIGURE 3.3 Dynamic instability is constrained to a narrow region of parameter 
space ............................................................................................................... 100	  
FIGURE 3.4 Microtubule-targeting agents induce new steady states with reduced 
microtubule dynamics in LLC-PK1 cells. ........................................................ 101	  
FIGURE 3.5 Microtubule dynamics are attenuated in the presence of paclitaxel and 
vinblastine ....................................................................................................... 102	  
FIGURE 3.6 In vivo model makes similar predictions to the in vitro model with 
regards to dynamic instability and kinetic stabilization. ................................... 103	  
  
ix 
FIGURE 3.7 Microtubule-targeting agents do not affect the distribution of 
microtubule plus-ends in LLC-PK1 cells. ........................................................ 104	  
FIGURE 3.8 Estimation of free tubulin and hydrolysis effects in LLC-PK1 cells 
treated with paclitaxel and vinblastine. ............................................................ 105	  
FIGURE 3.9 Microtubule assembly variance and tip structure in the presence of 
paclitaxel and vinblastine. ............................................................................... 107	  
FIGURE 3.10 Simulation results of true kinetic stabilization are minimally affected 
by the implementation of the stabilizing effect. ............................................... 108	  
FIGURE B.1 Microtubule tip tracking using EB1-EGFP. ..................................... 121	  
FIGURE B.2 Accuracy dependence on fluorescence signal and spatial sampling 
from analysis of model-convolved microtubule images. ................................... 122	  
FIGURE B.3 Effects of binning and frame integration on tip tracking analysis on 
fixed cells in vivo. ........................................................................................... 123	  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
x 
List of Abbreviations 
EB1 End binding protein 1 
EGFP Green fluorescent protein 
FRAP Fluorescence recovery after photobleaching 
GDP Guanosine diphosphate 
GTP Guanosine triphosphate 
GMPCPP Guanylyl-(α,β)-methylene-diphosphate 
MAP Microtubule-associated protein 
MMC Metropolis Monte Carlo 
MT Microtubule 
PF Protofilament 
SEM Standard error of the mean 
Tub Tubulin 
  
  
 
 
 
 
  
1 
CHAPTER 1 
General Introduction 
1.1 Microtubule structure and assembly dynamics 
 Microtubules are dynamic intracellular polymers that serve as essential 
mediators of cellular processes such as cell division, intracellular transport, as well 
as cell polarization and migration.  Individual subunits within the microtubule 
polymer, heterodimers of α- and β-tubulin, stack end-to-end in linear 
protofilaments, which interact laterally to form a cylindrical hollow tube.  Self-
assembly occurs via the addition and loss of subunits at the microtubule plus-end (β-
tubulin facing out) in a dynamic process termed dynamic instability, which is 
characterized by the stochastic switching between extended periods of growth and 
shortening [1].  Microtubule catastrophe is defined as the switch from growth to 
shortening, while rescue is the reverse back to growth.  Dynamic instability is a 
non-equilibrium process, driven by GTP hydrolysis [2].  Initially tubulin subunits 
have GTP bound to both α- and β-tubulin monomers.  As subunits bind to and are 
subsequently buried within the microtubule lattice, GTP is hydrolyzed to GDP at the 
exchangeable GTP binding site on β-tubulin (E-site).  E-site GDP is exchanged after 
dissociation, but remains bound while the subunit is in polymer.  GDP-tubulin is 
less stable within the microtubule lattice, presumably due to weaker intersubunit 
interactions.  Thus, the assembly state, growing or shortening, of a microtubule 
corresponds to the presence or absence, respectively, of a stabilizing cap of GTP-
tubulin at the plus-end [3]. 
 In addition to the nucleotide state, structural elements also correlate with 
growth and shortening.  During growth, a subset of protofilaments extend out from 
the complete tube in gently outward-curling extensions [4], referred to as tip taper, 
in which protofilaments are gradually lost out to the end [5, 6].  The evolution of tip 
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taper, as subunits are added and lost at the end, correlates with and leads to history-
dependent catastrophe [6–8].  In shortening microtubules, individual protofilaments 
are observed to peel away from the microtubule lattice in rams-horn structures [4, 9, 
10].  This observation led to the hypothesis that the energy of GTP hydrolysis is 
stored in the lattice as mechanical strain, due to constraining GDP-tubulin away 
from its preferred curled orientation in order to comply with the straight 
conformation of the microtubule lattice [2, 3].  This strain will perturb the 
interdimer interactions, causing GDP-tubulin to be less stable and thus rapidly 
disassemble.  
Due to the cylindrical nature of microtubule structure, αβ-tubulin subunits 
interact both laterally and longitudinally with adjacent subunits.  In a B-lattice (that 
most commonly observed), the majority of lateral contacts are between homologous 
subunits, i.e. α-α and β-β, except at the seam where α-β contacts are made.  
Intersubunit interactions are non-covalent, primarily hydrophobic, with some 
electrostatic contributions to lateral interactions.  A flexible loop between S7 and 
H9 on β-tubulin, referred to as the M-loop, interacts with loop H1-S2 and helix H3 
on the adjacent subunit to make up the majority of the lateral contact [11, 12].  
Three, primarily hydrophobic, zones surrounding the E-site establish the 
longitudinal interdimer contact.  Because GTP-tubulin is exposed at the β-tubulin 
end, hydrolysis is assumed to be polymerization driven, only occurring after an 
additional subunit binds longitudinally [11, 13].  
A wide range of intracellular microtubule-associated proteins (MAPs) have 
been shown to bind to the microtubule lattice and alter assembly dynamics 
(reviewed in 14).  These include proteins that affect both growth and shortening, 
such as XMAP215 [15, 16] and tau [17], as well as those that promote catastrophe, 
such as end-binding proteins (EBs) [16], kinesin motors [7].  For the most part, 
MAPs enhance microtubule dynamics and likely explain the observation of 
increased rates in vivo compared to in vitro.  In contrast, microtubule-targeting 
drugs, a diverse group of compounds binding directly to tubulin and used in various 
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chemotherapeutic regimens, attenuate dynamic instability [18].  As both MAPs and 
microtubule-targeting agents bind directly to tubulin heterodimers, their effects on 
polymer assembly are necessarily due to primary effects on the interdimer 
interactions. 
1.2 Microtubule-targeting chemotherapeutic agents 
 Microtubule-targeting agents, which include both natural compounds and 
synthetic derivatives, have been a prominent and successful treatment option for 
various types of cancer since the original clinical approval of Taxol™ (paclitaxel) in 
1992.  This success stems from the essential role of microtubules in cellular 
processes, such as division, polarization, and migration, which are hyperactive in 
cancer cells [18].  Additionally, microtubule-targeting agents have been used in 
drug eluting stents to prevent restenosis and their efficacy in promoting axon 
regeneration to reduce spinal cord injury [19, 20] as well as potential for the 
treatment of neurodegenerative diseases [21] has been explored.  
 As dynamic microtubules function in both mitotic and interphase cells, the 
side effects of microtubule-targeting agents are relatively frequent and often dose 
limiting.  Most commonly, peripheral neuropathies occur after treatment with 
microtubule-targeting agents [22, 23], indicating nerve cells are particularly 
susceptible.  This is most likely explained by the abundance of tubulin in neurons as 
well as the importance of microtubules in establishing and maintaining neuronal 
processes and connections.  Additional side effects of bone marrow suppression and 
flu-like symptoms have also been noted [24]. 
Microtubule-targeting agents bind directly to individual αβ-tubulin 
heterodimers at three primary sites, which correlate with their effect on polymer 
assembly.  For the most part, disassembly-promoters bind to either the colchicine 
site at the intradimer interface between α- and β-tubulin monomers [25] or the vinca 
domain at the terminal end of β-tubulin near the E-site [26].  Microtubule assembly-
promoters bind to the taxane pocket, adjacent to the M-loop on β-tubulin [11, 27].  
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This categorical assignment is a bit misleading, however, as the effectiveness of all 
microtubule-targeting agents ultimately depends on the capability to inhibit 
microtubule dynamic instability, thereby eliminating cells’ capacity to complete 
essential processes.  The loss of dynamic instability, referred to as “kinetic 
stabilization,” is a culmination of the primary effects on individual subunit kinetics 
and thermodynamics at the molecular level. 
Despite wide clinical use and years of study, not only do the molecular 
mechanisms of kinetic stabilization remain unclear and contentious, but additionally 
the proposed mechanisms have not been shown to in fact inhibit microtubule 
dynamic instability.  The work presented here takes a multi-scale approach to study 
microtubule assembly dynamics with the over-arching goal of better understanding 
the molecular mechanism of kinetic stabilization implemented by microtubule-
targeting chemotherapeutic drugs.  Ideally, the knowledge gained will not only 
inform the basic biophysics of self-assembly dynamics but also the design and 
development of chemotherapeutic agents with higher efficacy and greater tolerance. 
 1.3 Models of microtubule assembly dynamics 
Computational modeling is a useful tool for analyzing results and predictions 
as well as hypothesis testing in cell biology, where systems are often complex.  By 
integrating hypotheses and assumptions, models not only aid in understanding a set 
of experimental results, but can also be used to predict and design future 
experiments that will result in the most significant conclusions.     
Thus far, computational models of tubulin and microtubule dynamics have 
ranged from the atomistic level, molecular dynamics simulations of single tubulin 
subunits [28–32], to single microtubule level addition-loss of individual subunits 
[33–38], to cell level dynamic instability of a microtubule population [39, 40].  
Molecular dynamics simulations have provided insight into how residues involved 
in establishing lateral and longitudinal contacts are altered in the presence of the 
microtubule-targeting agent paclitaxel [28], as well as different nucleotides (GTP, 
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GDP-Pi, and GDP) [29, 31].  Computational models of individual subunit addition 
and loss have informed estimates of the GTP cap size [36, 41, 42], the mechanisms 
of catastrophe and rescue [6, 35], as well as estimates of the strength of interdimer 
contacts that are consistent with experimental observations of dynamic instability 
[33, 34].  At each increasing level of scale, assumptions are made to coarse-grain 
aspects of the underlying dynamics that may not be practical for studying the 
process in question.  Because of this, it is often difficult to understand how the 
results and predictions at one scale translate to another.   
In Chapter 2, a new model for tubulin subunit association and dissociation is 
described, where the translational and rotational dynamics, along with the 
interaction potentials of individual subunits are explicitly simulated.  This model 
provides a bridge between atomistic and simple addition-loss computational 
methods in linear polymer self-assembly.  The model described provides a 
framework to study how the effects on interdimer interactions induced by 
microtubule-targeting agents will alter the kinetics and thermodynamics of subunit 
addition and loss.  Additionally, the model provides insight into the implications of 
microtubule tip structure on the association and dissociation of tubulin subunits 
binding to the microtubule plus-end. 
Most recently, computational modeling of microtubule assembly dynamics 
have shown that the relevant timescale for addition and loss of individual subunits is 
on the order of milliseconds [5], more than an order of magnitude faster than 
previously estimated by classic polymer assembly theory [4, 17, 43–46].  Therefore, 
the majority of our current knowledge of microtubule assembly dynamics has been 
limited to secondary dynamics averaged over thousands of relevant addition-loss 
events.  This conclusion is based on the high variability of microtubule growth 
observed experimentally, which cannot be explained by previous estimates of the 
kinetic rates.  Further it showed that assembly variability is indicative of underlying 
rate constants and can predict how microtubule assembly will respond when the 
respective rates are affected by microtubule-targeting agents and microtubule-
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associated proteins (MAPs).  This insight to the millisecond-scale dynamics of 
microtubules was a major revision within the field, and its implications in live cells 
as well as the mechanisms of microtubule-targeting drugs remains to be explored.  
In Chapter 3, a model for microtubule assembly, at the level of individual 
subunit addition and loss, is used to investigate the mechanisms of microtubule-
targeting agents, specifically how they lead to apparent kinetic stabilization of 
microtubules.  The model employed in this study has been shown to reproduce 
microtubule growth and shortening rates [33], tip structures [6, 34], as well as the 
rapid nanoscale assembly dynamics observed in vitro [5, 41].  Therefore, it 
accurately represents multiple aspects of microtubule dynamic instability that are 
most likely influenced by microtubule-targeting agents.  By better characterizing the 
theoretical requirements for dynamic instability, we can gain insight into how 
microtubule-targeting agents eliminate it, promoting kinetic stabilization.  
Integration of model predictions with in vivo experimental results in the presence of 
an assembly-promoter (paclitaxel) and a disassembly-promoter (vinblastine) 
indicates that there are two mechanisms by which kinetic stabilization is attained. 
1.4 Quantitative analysis of microtubule dynamics and end 
structure 
 The kinetics of subunit addition and loss at the microtubule plus-end dictate 
the resulting length displacements during assembly as well as influence individual 
protofilament length variability [5, 41].  Microtubule tip structure is additionally 
influenced by the relative strengths of the lateral and longitudinal interactions [34].  
Further, resulting tip structures feedback to influence subunit dissociation rates as 
well as microtubule catastrophe [5, 6].  Therefore, the incremental microtubule 
length displacements and tip structure, as well as the correlation of the two together, 
provide insight into the underlying kinetics and thermodynamics of individual 
tubulin subunits and will be integral in understanding the mechanisms of 
microtubule-targeting agents. 
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Light microscopy has been, and continues to be, the dominant approach in 
observing single microtubule assembly dynamics.  Transmitted light microscopy, 
combined with video processing to enhance image contrast, facilitated the earliest 
estimates of dynamic instability parameters as well as estimates of the kinetic rates 
of tubulin subunit addition and loss [44, 47].  Since then, the development of 
sensitive digital cameras as well as fluorescent fusion proteins has made 
fluorescence microscopy the preferred approach for both purified in vitro assays and 
in live cells.  Dynamic microtubule ends were initially tracked manually, where the 
tip position is estimated by eye.  Estimates of tracking accuracy by this method are 
~150-160nm [48, 49], much larger than the 8nm of a single tubulin subunit.  In vitro 
optical tweezers methods, in which a microtubule conjugated to an optical bead 
grows against a microfabricated barrier, provide high spatial and temporal 
resolution [41, 50], however, are technically difficult and not applicable to living 
cells.  Cryo-electron microscopy has been the primary approach utilized to observe 
the structure of growing and shortening microtubules [4, 9, 10], however, direct 
comparison of assembly dynamics and structure is not feasible by this approach. 
Recently, the development of a semi-automated algorithm for tracking the 
ends of fluorescently tagged microtubules was shown to attain single time point 
accuracy of 10-12nm in vitro and ~36nm in vivo, for images collected at around 1Hz 
[5, 51, 52].  Via fitting an error function to the fluorescence intensity along the 
microtubule axis, it is possible to simultaneously collect information about the 
microtubule tip position and tip structure [51] and resulting tip quantifications 
correlate with observations by electron microscopy [6].  Combining this 
experimental approach with computational simulations provides a powerful method 
for quantitatively comparing model predictions to experimental estimates of 
microtubule assembly dynamics and tip structure.  In Chapter 3, this approach is 
utilized to test and constrain the mechanisms of microtubule-targeting agents in 
vivo. 
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CHAPTER 2 
Brownian dynamics of subunit addition-loss 
kinetics and thermodynamics in linear polymer 
self-assembly 
(Reprinted with permission from Biophysical Journal 105(11), 2013) 
2.1 Chapter Abstract 
The structure and free energy of multi-stranded linear polymer ends evolve 
as individual subunits are added and lost.  Thus, the energetic state of the polymer 
end is not constant, as assembly theory has assumed.  Here we utilize a Brownian 
dynamics approach to simulate the addition and loss of individual subunits at the 
polymer tip.  Using the microtubule as a primary example, we examined how the 
structure of the polymer tip dictates the rate at which units are added to and lost 
from individual protofilaments.  We find that freely diffusing subunits arrive less 
frequently to lagging protofilaments but bind more efficiently, such that there is no 
kinetic difference between leading and lagging protofilaments within a tapered tip.  
However, local structure at the nanoscale has up to an order of magnitude effect on 
the rate of addition.  Thus, the kinetic on-rate constant, integrated across the 
microtubule tip (kon,MT), is an ensemble average of the varying individual 
protofilament on-rate constants (kon,PF).  Our findings have implications for both 
catastrophe and rescue of the dynamic microtubule end, and provide a sub-nanoscale 
framework for understanding the mechanism of action of microtubule-associate 
proteins and microtubule-directed drugs.  While we utilize the specific example of 
the microtubule here, the findings are applicable to multi-stranded polymers 
generally. 
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2.2 Introduction 
Linear biological polymers typically consist of homogenous globular protein 
subunits that interact non-covalently to form the functional structure.  Examples of 
linear polymers are diverse and include members of the cytoskeleton, such as 
microtubules and actin filaments, as well as viruses, sickle-hemoglobin, and paired 
helical filaments.  Because most interactions are non-covalent, both assembly and 
disassembly are reversible reactions that can be readily controlled and adapted.  The 
adaptability of linear polymers such as microtubules and F-actin enables the 
congression and subsequent separation of chromosomes during mitosis as well as 
allows migratory cells to rapidly reorganize cellular protrusions in response to 
extracellular signals.  Because of the importance of the linear polymer assembly 
dynamics in various cellular processes, they have been studied extensively for 
several decades both experimentally and theoretically. 
Assembly theory for linear polymers assumes that the subunit association 
and dissociation rates are constant and equal for each strand [43].  This theory has 
been corroborated experimentally, fitting with the observed concentration dependent 
net-assembly rates for multi-stranded polymers such as F-actin [53], GTP-tubulin 
[1, 44], and GMPCPP-tubulin [15, 45], enabling estimates of the underlying kinetic 
rate constants.  This model for assembly inherently assumes that the dynamic end of 
the polymer is energetically constant.  However, the structure and free energy of the 
end evolve as a consequence of the formation and loss of lateral interactions as 
individual subunits are gained and lost from the end [54].  In the simplest form, 
single-stranded linear polymers have a single longitudinal interaction, however, the 
increasing complexity of multi-stranded polymers introduces lateral interactions 
between neighboring subunits (Figure 2.1A).  Thus, despite fitting with 
experimental results, the assumptions of basic assembly theory break down for more 
complex multi-stranded polymers.  This was recently shown in microtubule self-
assembly where the off-rate (koff,MT) increases as the majority of protofilament ends 
shift from more stable configurations to less stable configurations at higher free 
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tubulin concentrations [5].  Not only did these results have significant consequences 
for how we view microtubule self-assembly, but also demonstrate that kinetics vary 
as the structure of the microtubule tip evolves.  Thus, the dissociation rate of tubulin 
subunits is not constant, as theory has assumed.  
Hill indicated that both the on and off-rate will depend on the number of 
lateral interactions, however, concluded that the full effect would be on the off-rate 
for a diffusion-limited process [54].  In agreement, the majority of theoretical 
models for microtubule self-assembly have assumed a single on-rate constant 
(kon,MT) for the microtubule end [33, 34, 36–38].  Gardner et al. [5], however, found 
that an on-rate penalty (kon,PF2 = kon,PF/δ, where δ = 15) to protofilaments with two 
neighboring protofilaments of greater length, although not necessary to qualitatively 
match tip taper trends with free tubulin concentration, was necessary to 
quantitatively match the model-predicted protofilament length variance to that 
estimated experimentally. Without this penalty, the model predicted a protofilament 
length variance that is smaller than experimentally observed, meaning all 
protofilaments are of about equal length.  This suggests that the evolving tip 
structure and free energy may affect the on-rate constant in addition to the off-rate 
and that kinetic or thermodynamic inequality at the microtubule end may be 
necessary to produce the experimentally observed structures [4, 51]. More 
generally, multistranded self-assembled polymers could, in principle, have different 
on-rate constants for each protofilament, however we currently lack the theoretical 
underpinnings for on-rate heterogeneity, or whether it is expected to even exist. 
To explain the specific case of microtubule tip structure and self-assembly, 
Gardner et al. imposed an on-rate penalty only to protofilaments with two 
neighboring protofilaments of greater length and ignored any penalty imposed by a 
single neighboring protofilament.  Even so, a single neighbor may be sufficient to 
hinder subunit incorporation into the lattice.  As the microtubule grows, the tip 
becomes increasingly tapered [4, 6], in which the one-neighbor case will be the 
most frequent.  Thus, a one-neighbor penalty could significantly influence net 
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assembly and the resulting structure of the microtubule tip, as well as influence 
assembly in multi-stranded linear polymers generally.  Gardner et al. assumed the 
presence of neighboring protofilaments is unfavorable due to the steric hindrance of 
aligning incoming units with the orientation of adjacent protofilaments, however, 
the presence of neighboring protofilaments could also be favorable due to the 
additional free energy of forming lateral bonds.  Thus, the net-effect of laterally 
interacting protofilaments at the end of linear polymers is not clear.   
In addition to local effects of neighboring protofilaments, “global” structure 
or the distribution of protofilament lengths at the end of the microtubule could 
influence the kinetics of individual protofilaments, independent of the local 
conditions.  Individual protofilaments vary in length within a microtubule, this is 
often referred to as tip “taper” or “raggedness,” and often range up to several 
hundred nanometers both in vitro [4] and in vivo [51].  The tip structures in many 
cases appear much like the tip of a syringe needle (i.e. like a cylinder cut obliquely, 
see e.g. Chretien et al. Figure 4).  The extended leading protofilaments potentially 
block freely diffusing subunits from reaching shorter lagging protofilaments, thus 
the rate by which free subunits arrive to a potential binding site could depend upon 
its global position within the microtubule tip structure.  
To investigate the impact of polymer end structure on kinetics and 
thermodynamics of linear polymer self-assembly generally, we created a Brownian 
dynamics computational model for the non-covalent interactions of subunits with 
the polymer tip. This allowed us to simulate the association and dissociation of 
individual subunits, using microtubule assembly as a central focus. We found that 
due to counteracting effects, “global” structure of the extending tip does not affect 
the association rate to lagging protofilaments compared to leading protofilaments, 
assuming there are no lateral neighbors.  However, local presence of either one or 
two neighboring protofilaments inhibits the association despite the presence of 
short-range favorable interactions.  These results demonstrate that the association 
rate constant for the microtubule (kon,MT) should be considered an ensemble average 
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of the individual nanoscale rate constants of individual protofilaments (kon,PF), 
which are dependent on the number of lateral interactions at the polymer end and 
evolve with the gain and loss of individual subunits.  Additionally, our model serves 
as a framework to study the specific mechanisms by which microtubule-associated 
proteins and microtubule-targeting drugs affect the microscale microtubule 
dynamics through alteration of the underlying kinetics and thermodynamics. To our 
knowledge, this is the first intermediate scale simulation of subunit association and 
dissociation in linear filament self-assembly where the translational and rotational 
dynamics of subunits are explicitly simulated along with the interaction potentials 
between subunits. This modeling approach, based on the method articulated by 
Northrup and Erickson [55], provides a bridge from atomistic methods [28–32] and 
simple addition-loss methods [33–37, 40]. 
2.3 Model description and justification 
Our model was based on the Brownian dynamics approach described by 
Northrup and Erickson [55] for estimating kinetic association rate constants, with 
the following modifications: 1) non-spherical subunit structure, 2) interaction with a 
self-assembled polymer lattice, and 3) separate near- and far-field simulations to 
isolate effects on either diffusion-limited arrivals or binding. Additionally, we 
implement a modified Metropolis Monte Carlo [56] algorithm for Brownian 
dynamics in the presence of an external force.  All simulations were carried out with 
custom code written in MATLAB (The Mathworks Inc., Natick MA).  To test the 
model predictions, we implemented two specific linear self-assembled polymer 
structures: microtubules and actin filaments.  Simulated structures and interactions 
are described below.  For a detailed description of the simulation procedure, see 
section 2.3.4. 
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2.3.1 Microtubule simulation structures 
The microtubule structure was modeled as a B-lattice, consisting of 13 
protofilaments and a helical pitch of 1½ dimers per turn (Figure 2.1A).  Individual 
tubulin subunits were modeled as super-ellipsoids, obtained by rotating the Lamé 
curve  
x
a
n
+
y
b
n
=1 ,                 (2.1) 
with a = 2 nm, b = 4 nm, and n = 5, about the vertical axis (Figure 2.1B).  For a 
blunt tip, each protofilament consisted of 100 dimers to capture any potential long-
range effects and to create variable tip structures through the removal of dimers 
from the lattice.  To create a tapered tip, the first protofilament was 100 dimers in 
length and dimer number decreased linearly between protofilaments one and ten, 
which was of equal length to protofilaments 11-13 (Figure 2.1C).  Protofilament 11 
was then used as the protofilament of interest for simulations of lagging 
protofilaments to insure that immediately adjacent protofilaments were of equal 
length.  Lag distance was defined as the center-to-center distance between the 
subunit of interest and either the most distal subunit (when lagging, positive lag 
distance) or the closest subunit on a separate protofilament (when leading, negative 
lag distance).  In simulations where the protofilaments adjacent to the protofilament 
of interest were of greater length (lateral neighbors), protofilament seven of a blunt 
end was used and subunits were then added to one or both of protofilaments six and 
eight to create the one and two neighbor cases, respectively.  We define the 
tolerance of lateral neighbors as the minimum distance (surface-to-surface) between 
adjacent subunits within the microtubule lattice (Figure 2.1B).  Modifying the radius 
of the microtubule and keeping the dimensions of individual subunits constant 
adjusted tolerance. 
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2.3.2 Longitudinal and lateral interactions between subunits 
To represent the longitudinal bonds between freely diffusing subunits and the 
protofilament of interest, we used three zones based on the high-resolution 
description of tubulin subunits within the microtubule lattice [11] (Figure 2.1B).  
Three zones is the minimum number necessary for correct rotational orientation to 
allow for lateral interactions and is the number of contacts that best matched 
experimental estimates of kinetic association rates according to [55].  The three 
zones (A, B, and C) were placed non-collinearly in a plane (i.e. in a triangle), 
tangential to the end of the subunit, normal to and centered on the subunit long axis 
on both the α- and β-tubulin ends of the dimer (Figure 2.1B).  Zones were paired, 
and mutually exclusive, such that zone A of α-tubulin could only bind with zone A 
of β-tubulin on the subunit of interest. Zones were rotated about the vertical (long) 
axis so that their position relative to the inside or outside of the microtubule lattice 
was independent of protofilament number (e.g. Zone A, red, is always located near 
the inside face of the microtubule, as in Figure 2.1C). 
Two zones, one α and one β, were used to model the lateral bonds between 
subunits (Figure 2.1B), which was sufficient to ensure that subunits were aligned 
vertically with neighboring protofilaments.  Similar to longitudinal bonds, lateral 
zones were paired and mutually exclusive.  Because of the helical and cylindrical 
shape of the microtubule lattice, lateral zones were offset from center on either side 
of the tubulin subunit and rotated inward toward the microtubule lumen (Figure 
2.1B).  Accounting for both the helical pitch and cylindrical shape of the 
microtubule lattice minimized the distance between lateral zones when a subunit 
was bound within the lattice. 
Bonds were modeled as Hookean springs of zero rest length with a well 
depth equal to the total bond energy for an individual zone (Figure 2.1D). Thus, the 
energy at each time point was the difference between the total potential energy and 
the displacement of stretching the spring, given by the harmonic potential 
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Ui (t j ) =
1
2 kbond,i (ri (t j ))
2 +Ubond,i ,      (2.2) 
where ri is the distance between paired zones and kbond,i is the spring constant of an 
individual interaction zone.  Individual zones were modeled as springs in parallel 
and the total bond potential energy was evenly distributed across all zones, such that 
kbond,i = kbond/q and Ubond,i = Ubond/q (where q = 3 for the longitudinal bond and q = 2 
for lateral bond).  We assumed klong was equal to that previously estimated for the 
longitudinal bond modeled as a harmonic potential (klong ≈ 900 pN/nm) [34].  We 
initially established bounds for the total longitudinal bond potential energy (Ulong) 
(see section 2.3.9), but later found that Ulong = -20.4 kBT resulted in ΔG0long = -6.8 
kBT (see section 2.4.5), consistent with that previously estimated for the longitudinal 
bond free energy [33].  Therefore, this value of Ulong was used for the longitudinal 
bond in all simulations unless otherwise noted.   
Several studies have noted that the intrinsic bond energy of the lateral bond 
is weaker (more positive) than the longitudinal bond by ~12-16 kBT [30, 33, 57].  To 
account for this difference, we assumed that the total bond energy for the lateral 
bond was one third that of the longitudinal bond (Ulat = -20.4/3 kBT = -6.8 kBT), thus 
weakening the lateral bond by ~14 kBT.  Additionally, the spring constant of the 
lateral bond was three-times softer than the longitudinal bond (klat = klong/3) to 
account for the flexible M-loop involved in the lateral contact between tubulin 
subunits [11]. Softening the lateral bond also made the binding radius (rB) equal for 
both the longitudinal and lateral bond.  A bond was considered broken when the 
strain of stretching was greater than the total bond energy.  This separation distance 
(where Ui(tj)= 0) was defined as the binding radius (rB) and given by 
rB =
−2Ubond,i
kbond,i
"
#
$$
%
&
''
1/2
.         (2.3) 
Based on the bond strengths and stiffness values indicated above, rB = 0.43 nm.  
Individual zones were considered bound when their separation distance was less 
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than the binding radius (Figure 2.1D) and only those zones that were bound 
contributed to the total energy at a given time point according to 
U(t j ) = Ui
i=1
N
∑ (t j ) ,               (2.4) 
where N is the number of zones within rB (the longitudinal and lateral zones both 
contribute to the value of N, such that max(N) = 3, 5, or 7 with zero, one, or two 
lateral bonds).  A subunit was considered completely bound when all three zones 
constituting the longitudinal bond were within rB (N = 3 for longitudinal bond). 
2.3.3 Actin filaments 
To simulate actin (instead of tubulin), we assumed G-actin monomers were 
super-ellipsoids with dimensions of 4 x 4 x 6.7 nm (a = 2 nm and b = 3.35 nm in 
equation 2.1), comparable to [58], and that the protofilaments of F-actin were offset 
by 2.8 nm [59].  Protofilaments were 100 subunits in length, and then subunits were 
added to the leading protofilament in order to increase the lag distance of the 
lagging protofilament.  We found a total bond energy of Ulong = -19.2 kBT best fit 
estimates of the standard Gibbs free energy for the longitudinal bond [60]. 
Additionally, we adjusted the stiffness of the longitudinal bond based on previous 
estimates for ATP-actin (klong = 165 kBT/nm2 ≈ 700 pN/nm) [58].  Modifying the 
total bond energy and bond stiffness only slightly changed the binding radius (rB = 
0.46 nm) compared to tubulin.  To include the diagonal bonds between actin 
monomers, we used a single interaction zone per diagonal bond with Udiag = -6.4 
kBT and kdiag = klong. 
2.3.4 Simulation procedure 
For all simulations we implemented the following procedure: 
1. Initialize microtubule structure, as well as the starting position and 
orientation of the freely diffusing unit. 
2. Translate and rotate the free unit. 
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3. Implement Metropolis Monte Carlo criterion based on the current and 
projected energetic states. 
4. Check ending criteria for the given simulation (binding state or separation).  
If satisfied, continue to step 5 otherwise return to step 2. 
5. Calculate the rate.  
At each time step, subunits experienced a translational-rotational displacement 
described by 
,                  (2.5) 
where Δx1’, Δx2’, and Δx3’ are translational displacements of the centroid position in 
the subunit body frame and , , and  are rotations of the body frame axes 
about the lab frame axes.  Each translational displacement was sampled from a 
Gaussian distribution that obeys   
  
    (2.6) 
where D is the translational diffusion coefficient parallel ( , for k=1) or 
perpendicular ( , for k=2,3) to the long axis of an ellipsoid [61] and Δt is the 
current time step.  Similar distributions were used to generate rotational 
displacements with D replaced by the respective rotational diffusion coefficient for 
axial (Da, for k=1) or non-axial rotation (Dr, for k=2,3).  Centroid displacements in 
the body frame were translated to the lab frame as described by [62].  At each time 
point 
,                  (2.7) 
where is a three-dimensional rotation matrix that defines the rotation of the 
body frame axes about each individual axis of the lab frame at the current time step.  
The matrix  is updated after each accepted step using the random rotational 
displacements according to 
v = (Δx1 ',Δx2 ',Δx3 ',φ1,φ2,φ3)
φ1 φ2 φ3
(Δxk ')2 = 2DΔt
D||
D⊥
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Δx2
Δx3
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,       (2.8) 
where , , and are the respective rotation matrices about each lab frame axis, 
for example  
.                           (2.9) 
To minimize the number of steps when a free unit was not near the 
microtubule lattice, we used a variable time step that was based on the separation 
distance between paired binding zones.  At each time point, the time step was 
calculated from 
 ,               (2.10) 
such that the root-mean-squared displacement for a given time step was less than the 
distance between interacting zones.  In equation 2.10 above, d is defined as the 
minimum separation distance between corresponding interaction zones (d = 
min[r1(tj), r2(tj), r3(tj)]) unless d < rB, then d = rB, such that the min(Δt) > 1 ps.  We 
used the diffusion coefficient along the long axis of the super-ellipsoid (D||) in 
equation 2.10, as this was the larger of the two translational diffusion coefficients in 
the body frame.  An adjustable constant, λ, is used to scale the size and number of 
steps taken during the simulation.  When subunits were far away from the lattice ( > 
100 nm)λ = 5, otherwise λ = 10 for all simulations.  Using these values of λ 
ensured that energy changes of bound zones were relatively small (average |ΔU| < 
1.0 kBT) while still minimizing simulation time. 
Before advancing to the next time point, attempted steps were either allowed 
or disallowed through implementation of Metropolis Monte Carlo [56], where Pstep 
= min[1,exp(-ΔU/kBT)]. Here favorable steps (ΔU ≤ 0) are always allowed and 
unfavorable steps (ΔU > 0) are accepted according to Boltzmann’s law.  When a 
freely diffusing subunit spatially overlaps the microtubule lattice, we assumed that 
M(t j+1) =M(t j ) ⋅R(φ1,φ2,φ3) =M(t j ) ⋅R3 ⋅R2 ⋅R1
R1 R2 R3
R1 =
1 0 0
0 cos(φ1) −sin(φ1)
0 sin(φ1) cos(φ1)
"
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'
Δt = 16D||
d
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ΔU = ∞ (such that Pstep = 0) to implement hard sphere rejection criteria.  In the case 
of a rejected step, time is advanced by Δt but the position and orientation of the 
diffusing unit does not change from the previous time point.  While the 
implementation of a variable time step and sampling moves from a Gaussian random 
variable were modifications to previous versions of the Metropolis algorithm for 
protein dynamics [63, 64], we found that this algorithm converged to theoretical 
expectation both in the presence and absence of an external force (see section 2.3.8) 
while enabling faster simulation. 
2.3.5 Estimating on-rate constants 
To isolate potential effects on both diffusion-limited arrivals to the 
microtubule lattice and binding, we split simulations into two parts, far- and near-
field.  Rates for each simulation scale were calculated according to [55] as 
,                (2.11) 
where kD(R) is the diffusion-limited rate of arrival to a center-to-center distance of R 
defined by  
                 (2.12) 
Here, Davg is the average diffusion coefficient in three body axes of the ellipsoid 
from 
                    (2.13) 
In far-field simulations (diffusion-limited arrivals), freely diffusing subunits are 
initiated by placement on a spherical surface of radius Rstart = 400 nm and with a 
random orientation.  Subunits are allowed to diffuse until reaching either Rend = 
3200 nm (i.e. they diffused far away from the binding site and were highly unlikely 
to bind) or a center-to-center distance of 10 nm from the subunit of interest within 
the microtubule lattice (i.e. they diffused close to the binding site and were 
potentially capable of binding).  Here, β in equation 2.11 is the fraction of diffusing 
units that reach 10 nm center-to-center before reaching Rend.  Therefore, k is the 
k = kD(Rstart )β1− (1−β)kD(Rstart ) / kD(Rend )
kD(R) = 4πDavgR
Davg = (2D⊥ +D|| ) / 3
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diffusion-limited arrival rate to a center-to-center distance of 10 nm (kD(R = 10 
nm)).  The centroid positions of units that reach 10 nm are subsequently used as the 
starting positions to initiate the corresponding near-field simulations.  In the near-
field simulations Rend = 400 nm (value of Rstart for far-field) and kD(Rstart) in equation 
2.11 is replaced by the estimated value of kD(R = 10 nm) from the corresponding 
far-field simulations.  For near-field simulations, β is the fraction of subunits that 
completely bind, or meet the criteria that all individual zones (either longitudinal, 
lateral, or both) are within the binding radius (ri <= rB for all values of i).  equation 
2.11 then gives the estimated association rate constant (kon,PF) for binding to the 
protofilament of interest.  For each binding site condition, we ran a total of 500,000 
far-field and 200,000 near-field simulations, which required about 50 CPU 
hours/processor.  
2.3.6 Defining a distance criterion for unbinding events 
Defining when a subunit is unbound is not as straightforward as defining 
when it is bound.  As seen in Figure 2.2A, freely diffusing subunits break all zone 
contacts (N = 0, ri > rB for all i) multiple times before finally diffusing away from 
the microtubule lattice.  This is because when a free unit first breaks all contacts, it 
is still highly correlated with its bound orientation, making the probability of 
rebinding very high.  It is difficult to reason that this is a true unbinding event 
because the majority will immediately rebind (Figure 2.2).  Thus, to more 
appropriately define an unbinding event we used a separation distance criterion, 
similar to [65], where the unbinding radius (RU) is greater than the binding radius 
(rB) (Note: we can not directly compare rB and RU, as rB is an edge-to-edge distance 
and RU is center-to-center).  To determine this distance, we simulated completely 
bound subunits until they reached varying center-to-center separation distances (R) 
from their binding partner.  The resulting centroid positions and subunit orientations 
were then used to initiate subsequent binding simulations to estimate the probability 
of rebinding.  We define RU as the distance where a free unit has a low probability 
  
21 
(p < 0.01) of rebinding before diffusing away, RU = 11 nm center-to-center in this 
case (Figure 2.2B).  Using our distance criterion for unbinding, the distribution of 
unbinding times fits well with the expected single exponential (p = 0.82, 
Kolmogorov-Smirnov test) for a first-order rate (Figure 2.2C).  Therefore, we 
reason that this distance criterion is a reasonable way to practically define when a 
freely diffusing subunit is unbound within the simulation. 
 We did not simulate complete unbinding events in the very stable condition 
where a subunit has a longitudinal bond and two lateral bonds, due to the expected 
duration of the interaction (from [33], koff = 0.05 s-1 for kon,PF = 4 µM-1s-1).  
Alternatively, we set a limit for the unbinding time, τ, and looked at the number of 
successful unbinding events in that amount of time.  The number of successes will 
obey a binomial distribution, with probability of success p = k/n where k is the 
number of successes and n is the total number of simulations.  Since the unbinding 
time is exponentially distributed (Figure 2.2C), the probability that an event occurs 
in T<=τ is p = 1-e-λτ.  From this we obtain k/n = 1-e-λτ and thus can estimate the 
rate, λ, from the number of successes and the cut-off time.  Setting a limit of τ 
=1ms, we found that zero subunits successfully unbound for conditions with one 
longitudinal and two lateral bonds for both tubulin and actin.  Therefore we set an 
upper limit on the off-rate by finding the maximum value of λ, such that the 
probability of observing zero success in n trials for the binomial B(n, p = 1-e-λτ) was 
greater than 0.05. 
2.3.7 Simulation of microtubule net assembly 
 Net assembly of individual microtubules was simulated according to [33] at 
6.5 µM free tubulin concentration for three penalty conditions: without penalties, 
two-neighbor penalty only [5], and model estimated penalties for one and two 
lateral neighbors. Simulations in each condition were run for a total of 60 s of real-
time and the resulting tip structures from the last 30s were examined at 1s intervals.  
A total of 16 runs were performed, resulting in 496 structures per condition.  The 
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zero-neighbor on-rate constant (kon,PF) was scaled in simulations with penalties such 
that the average microtubule on-rate constant (kon,MT) was equal for all simulations. 
Additionally, we increased the strength of the longitudinal bond in simulations with 
penalties (more negative ΔG0long; -0.4 kBT or -1.0 kBT for simulations with only two-
neighbor and with both penalties, respectively) such that the net assembly rate was 
equal in each condition. Resulting structures from each simulation condition were 
ordered by the standard deviation of protofilament lengths, then the lower and upper 
10% were considered to be blunt and tapered for that condition, respectively.  This 
parsing of the tip structures was performed for each condition individually in order 
to compare the fraction of protofilaments with zero, one, or two lateral neighbors in 
the blunt and tapered tips across simulation conditions. 
2.3.8 Comparing the modified Metropolis Monte Carlo to previous 
methods 
In the presence of an external force, our simulation approach is based on the 
Metropolis Monte Carlo [56] (MMC) method for protein dynamics. The MMC 
method is a solution for the diffusive Fokker-Plank equation 
    (2.14) 
when molecule steps are sampled from a uniform distribution [-r,r], where r is small 
and held constant throughout the simulation [63, 64].  We implemented the 
following two modifications, which serve to improve algorithm efficiency without a 
substantial cost in accuracy (documented below): 1) steps were sampled from a 
Gaussian distribution instead of a uniform distribution, and 2) the time step varies 
throughout the simulation such that time steps are larger when the diffusing tubulin 
subunit is far from the binding site on the microtubule. Since our algorithm has been 
modified from the original MMC, we simulated a number of asymptotic cases that 
have analytical solutions to equation 2.14 to confirm that our modified MMC yields 
the correct solutions [63, 64]. 
∂p(x, t)
∂t = D
∂2p(x, t)
∂x2 −
1
γ
∂
∂x [F(x)p(x, t)]
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Assuming a delta function initial condition p(x,t = 0) = δ(x-x0) at x0 = 0, 
solutions to equation 2.14 are well defined in both the presence and absence of an 
external force, and in each case converge to a Gaussian distribution 
.       (2.15) 
In the absence of force, µ = 0 and σ2 = 2Dt, where D is the diffusion coefficient.  In 
the presence of a constant external force, F, the force causes the molecule to move 
with constant velocity v = F/γ, where γ is the drag coefficient.  This drift velocity is 
superimposed on the diffusive motion such that only the mean is affected and is 
given by µ = vt = (F/γ)t.  To test whether our simulation obeyed equation 2.14, we 
used our modified MMC to simulate molecular diffusion in one dimension with D = 
Davg (from equation 2.13) in the absence and presence of a constant external force F 
= 2 pN (Figure 2.3A and B).  As shown in Figure 2.3A and B, our simulation results 
fit well with theoretical expectation (from equation 2.15) at multiple time scales and 
were comparable to those using previous MMC methods. 
Since we assume the interaction potential between binding partners is 
harmonic, we further sought to examine whether our modified MMC algorithm 
agreed with expectation for diffusion in a harmonic potential, U(x) = ½kx2 where k 
is the spring constant.  Assuming a delta function initial condition, as above, 
molecular motion obeys an Ornstein-Uhlenbeck process [66], in which the 
analytical solution to equation 2.14 is  
 (2.16) 
As shown in Figure 2.3B and C our modified MMC algorithm agrees with equation 
2.16 in both cases where x0 = 0 and x0 = 0.2 nm using k = klong,i.  Comparing 
equation 2.16 to equation 2.15 we can see that in a harmonic potential the resulting 
distribution is also Gaussian, where the mean and variance are both a function of 
time  
p(x, t) = 1
2πσ 2
exp − (x −µ)
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            (2.17) 
        (2.18) 
As , equation 2.16 is equivalent to Boltzmann’s law (p ~ ) for a 
harmonic with U(x) = ½kx2 
.     (2.19) 
At steady-state, and , which is consistent with 
equipartition of energy.  The mean and variance of particle position converge to 
steady-state with time constant τ = γ/k and τ = γ/(2k) for the mean and variance, 
respectively.  By estimating the mean and variance of molecule positions as a 
function of time for the case where x0 = 0.2 nm, we found that our modified MMC 
algorithm approached steady-state on the correct time scale (Figure 2.3D and E).  
As our algorithm agrees with theoretical expectation in various conditions of 
diffusion in the absence and presence of force and in steady-state and in unsteady-
state, we conclude that it is a good approximation to the equations of diffusive 
motion. 
While our results do not differ from previous methods, our modified MMC 
approach has several advantages over the previous methods.  First, in sampling from 
a uniform distribution, multiple moves are required before the distribution 
converges to a Gaussian (via the central limit theorem), compared to our approach 
where moves for every time step are Gaussian distributed.  Therefore, at short time 
scales (i.e. after few steps) our modified MMC should more accurately predict the 
expected molecule distribution.  Other Brownian dynamics methods have sampled 
moves from a Gaussian, but assume that the force is constant for each step and 
therefore is implemented as a drift term [67].  Under the simulation conditions used 
here, we found that results using this method did not differ from our modified MMC 
(< 5% difference).  The assumption that force is constant, however, would break 
µ(t) = x0 exp[−(k /γ )t]
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down for steep interaction potentials (i.e. stiff bonds), possibly resulting in quicker 
transitions to steady-state (equation 2.17 and 2.18) or quicker escape time from the 
potential well (unbinding). Additionally, when simulating few diffusing molecules 
of interest, our algorithm allows the mean squared step size to be scaled to the 
relative separation between molecules (equation 2.10), so that computational time is 
not wasted taking small steps ([-r,r]) while molecules are far away from their 
binding partner.  
2.3.9 Establishing upper and lower bounds for the total longitudinal 
bond energy 
Due to the way that we have modeled bond zone interactions, negative 
displacements away from the potential minimum (x = 0), which result in overlap of 
super-ellipsoid surfaces, are not allowed.  Therefore, we can think of each bound 
zone as a thermally driven spring where only positive displacements are allowed.  
The intrinsic bond energy will be related to the total longitudinal bond energy 
(potential energy well-depth) by  
                     (2.20) 
where Ui(µ) is the individual spring potential at the mean position, µ, and ΔG0B is 
the intrinsic bond strength of the longitudinal bond.  If we consider the standard free 
energy of the longitudinal bond, ΔG0long, as the difference between the favorable 
ΔG0B and unfavorable entropic penalty of binding, ΔG
0
S, then we can substitute for 
ΔG0B in equation 2.20 to get 
               (2.21) 
The mean position of the constrained, thermally driven spring is  
,            (2.22) 
where the factor of two in the numerator is used to scale the area under the curve to 
unity.  Integration of equation 2.22 results in a mean position of 
Ulong = ΔGB0 −3Ui (µ)
Ulong = ΔGlong0 −ΔGS0 −3Ui (µ)
µ = x ⋅ f (x)
0
∞
∫ ⋅dx =
2
2πσ 2
x ⋅e
−x2
2σ 2
0
∞
∫ dx
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              (2.23) 
If we assume that spring displacements have three degrees of freedom, then from 
equipartition of energy we get σ2 = 3kBT/klong,i.  Inserting this into equation 2.23, 
results in a mean position of 
                      (2.24) 
and the energy at this position is 
.          (2.25) 
Therefore, we assume an unfavorable contribution to Ubond of ~1 kBT per interaction 
zone.  Estimates of ΔG0S range from about 10-12 kBT [57, 60, 68], therefore using 
ΔG0long = -6.8 kBT from [33] we predict that Ulong = -21.8-19.8 kBT.  As discussed in 
section 2.4.4, we find that Ulong = -20.4 kBT results in ΔG0long = -6.8 kBT. 
2.4 Results and Discussion 
2.4.1 Global position has no net effect on kinetics 
We anticipated two potential effects of global and local tip conditions, either 
reducing the rate at which freely diffusing tubulin subunits arrive (through 
diffusion) to a surface some short distance away from the protofilament of interest 
or inhibiting the subsequent binding.  To isolate these two potential effects, we split 
our simulation into two parts (see section 2.3.5), first simulating the diffusion-
limited arrival rate to a surface a short distance from the bound subunit of interest 
(kD(R), where R = 10 nm center-to-center; Figure 2.4A), and second, simulating the 
subsequent binding of units that arrived at this surface.  As shown in Figure 2.4B, 
freely diffusing subunits approach lagging protofilaments at a slower rate compared 
to leading protofilaments.  The arrival rate to leading protofilaments rapidly 
approaches the predicted Smoluchowski rate (equation 2.12), while the arrival rate 
µ =
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to lagging protofilaments is ~twofold slower.  Interestingly, once a protofilament is 
leading or lagging by a certain distance (on the order of a single subunit layer), 
there is relatively little change in the rate (Figure 2.4B).  The greatest change in rate 
occurs around zero lag, indicating that only small differences in the relative length 
of individual protofilaments are necessary to reduce the arrival frequency of freely 
diffusing subunits.  This suggests that global structure would have similar 
implications in other multi-stranded polymers that exhibit less variation in 
protofilament lengths, such as F-actin. 
To more specifically examine the cause of reduced arrivals to lagging 
protofilaments, we looked at the positions of arriving units (that reach the 10 nm 
center-to-center distance) relative to the subunit of interest within the microtubule 
lattice (Figure 2.4C and D).  While there was no apparent spatial bias in the 
reduction of arrivals above or below the subunit of interest, we found that fewer 
subunits arrive to lagging protofilaments from the direction of the inside (lumen) of 
the microtubule compared to leading protofilaments (Figure 2.4D).  This supports 
our original hypothesis that longer protofilaments shield lagging protofilaments, but 
the fact that the observed effect starts around ± 90° longitude further suggests that 
the observed effect is in part due to the neighboring protofilaments of nearly equal 
length.  If adjacent protofilaments were the only effect on diffusion-limited arrivals, 
we expect there would be no difference between protofilaments 2-11 in a blunt tip, 
as the local conditions are equivalent for each.  As seen in Figure 2.4B, however, 
protofilaments 2-11 (lag distance ~0-8 nm) exhibit the greatest absolute rate of 
change in arrival rate.  These results together indicate that the global structure 
mainly reduces arrivals to lagging protofilaments by blocking the angles from which 
freely diffusing subunits can approach the binding site. 
If the efficiency of binding is independent of the global tip structure, then 
our estimated on-rate constant for lagging protofilaments should be lower than that 
for leading protofilaments.  As shown in Figure 2.5A, however, binding efficiency 
is not independent of the global position and exhibits the opposite trend compared to 
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arrivals.  This means that freely diffusing dimers, once they have gotten to within a 
few nanometers of the binding site, are more likely to bind to lagging protofilaments 
than leading protofilaments.  The observed trend in binding efficiency effectively 
cancels out the trend in diffusion-limited arrivals, such that the on-rate constant is 
independent of the global position of the binding site within the microtubule tip 
(Figure 2.5B).  The same trend in binding efficiency was observed when starting 
positions were artificially randomized along the 10 nm surface rather than sampled 
from the diffusive arrivals (Figure 2.6).  Therefore, the observed trend in binding 
efficiency was not due to bias in the starting positions but rather due to an inherent 
property of lagging versus leading protofilaments.   
The fact that the trend is observed for each degree of contact specificity (N = 
1, 2, and 3) indicates that the global structure does not promote the transition to a 
higher degree of binding, but rather increases the chance that a single contact is 
established in the first place (Figure 2.5A).  Note that the percentage of freely 
diffusing subunits that reach the N = 1 state is very small (2-3%), thus even though 
they arrive to a very short distance (10 nm surface) relative to the binding site, the 
vast majority of subunits diffuse away without ever interacting with the 
protofilament of interest.  Subunits arriving above the binding site are more efficient 
for both leading and lagging protofilaments, however, those arriving from the 
direction of the microtubule lumen are about three times more efficient when 
binding to lagging versus leading (Figure 2.5C and D).  Thus, even though fewer 
freely diffusing subunits reach lagging protofilaments from the direction of the 
inner part of the microtubule (Figure 2.4D), those units are more likely to interact 
with the protofilament of interest and eventually incorporate into the lattice.  These 
results together suggest that the surrounding longer protofilaments in the lagging 
case keep free units from escaping, in the same manner that they blocked units from 
arriving in the first place, thus increasing the probability that the free unit 
establishes at least one interaction contact.  Thus, the extending global tip structure 
is like a double-edged sword that simultaneously blocks subunit arrivals to and 
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departures from the vicinity of lagging protofilaments, such that leading and lagging 
protofilaments end up with essentially the same on-rate constant. 
2.4.2 Local structure sterically inhibits subunit association 
Although global structure did not affect subunit addition, we were interested 
to see whether local structure might, an effect invoked to quantitatively explain 
microtubule tip structure in a previous study [5]. In a multi-stranded self-assembled 
polymer, lateral interactions are formed and lost as a consequence of the gain and 
loss of individual subunits at the dynamic end of the microtubule, and thus the local 
conditions for a given protofilament will vary over time.  For a multi-stranded 
polymer with at least three protofilaments, there are three conditions that an 
incoming subunit could encounter [54].  The protofilament of interest could have 
zero, one, or two neighboring protofilaments that are longer by at least one subunit.  
In contrast to global structures, the potential effects of local structures are more 
immediately apparent.  For example, in the case with two adjacent longer 
protofilaments, an incoming unit would have less freedom of orientation due to the 
steric hindrance of the neighboring protofilaments.  Based on these arguments, 
Gardner et al. implemented an on-rate penalty (15-fold decrease of the association 
rate constant, kon,PF) to protofilaments with two neighboring protofilaments of 
greater length in order to replicate the experimentally observed protofilament length 
variance [5].  Here we sought to use our Brownian dynamics model to investigate 
whether a single neighboring protofilament of greater length could induce a similar 
penalty and to obtain a more rigorous estimate of what the two-neighbor penalty 
should be, if any.   
We defined local tip structure as the relative lengths of an individual 
protofilament to its immediately adjacent neighboring protofilaments (Figure 2.1A).  
In our simulation, a blunt tip (zero lateral neighbors) assumes both neighboring 
protofilaments are the same length as the protofilament of interest.  The one and two 
lateral neighbor cases are where one or two adjacent protofilaments, respectively, 
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are longer by at least a single dimer.  As seen in Figure 2.7A, our estimated on-rate 
constant decreases progressively with the addition of one and two lateral neighbors.  
Thus, the on-rate constant for a protofilament in each condition will be penalized 
relative to the zero neighbor case.  This observation was robust with respect to the 
details of the shape of the potential as well as the bond stiffness (see section 2.4.6, 
Figure 2.12).  While we assume that all protofilaments are orientated parallel to the 
microtubule axis, the gentle outward curling of leading protofilaments in growing 
ends [4] is not likely to reduce the steric penalty since a single dimer layer is 
sufficient to impose the penalty.  In contrast to global structures, these local 
structures have little effect (<20% between zero and two neighbors) on the arrival of 
freely diffusing subunits.  Instead, the main effect of local structure is through 
inhibition of the eventual binding of subunits after they have approached the 
protofilament of interest (Figure 2.7B).  This is consistent with a steric penalty, due 
to the constraint of orientation, imposed by the adjacent protofilaments.  
If the penalty to the one and two-lateral neighbor case is indeed due to steric 
hindrance, then the more severe the orientation constraint, the greater the penalty 
should be.  Therefore, we estimated the one and two-neighbor penalties for a range 
of tolerances in order to examine the constraint sensitivity of each penalty (Figure 
2.7C and D).  Not surprisingly, the two-neighbor case is penalized to a greater 
extent compared to the one-neighbor case for all tolerances within the range we 
examined.  The one-neighbor penalty is relatively independent of tolerance while 
the two-neighbor penalty becomes more severe at lower tolerances.  If we assume 
that the tolerance range for a microtubule is within the lateral interaction distance 
defined by [11] (< 4 Å), then protofilaments with one or two lateral neighbors will 
have ~2- or ~10-times, respectively, slower on-rate constants than those without 
neighbors.  While our estimated on-rate constant for the blunt case is greater than 
previous estimates, the one neighbor case is within error of previous estimates (see 
[5] for summary).  It is interesting to note that a binding site with a single lateral 
neighbor will be common within a tapered tip, thus the average association constant 
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(kon,MT) estimated from our model is within the range of previous estimates by both 
experimental and computational approaches [5]. 
As subunits get close to the binding position, it is possible that the lateral 
bond will reduce the steric penalty by providing additional favorable free energy, 
particularly in the presence of two lateral protofilaments.  To examine whether this 
is expected to be a significant effect, we added the lateral bond consisting of two 
zones (one for α and β-tubulin each) on both sides of the αβ-tubulin subunit (Figure 
2.1B).  We decreased both the total bond energy and the spring constant of the 
lateral bond threefold compared to the longitudinal bond (see section 2.3.2). Doing 
so resulted in the lateral bond being ~14 kBT weaker than the longitudinal 
(consistent with published estimates [30, 33, 57]) and made the binding radius (rB) 
equal for both the longitudinal and lateral bond, giving the lateral bond the best 
chance to reduce the on-rate penalty.  Even so, the lateral bond did not significantly 
reduce the severity of the one and two-neighbor penalties for the majority of 
tolerances examined (Figure 2.7C and D).  Because the lateral bond is so weak 
compared to the longitudinal, the interaction is not sufficient to facilitate the 
establishment of a longitudinal interaction.  This suggests that the longitudinal bond 
is necessary for a subunit to incorporate into the microtubule lattice (the relative 
strengths of the lateral and longitudinal bond is discussed further below). 
The fact that even one neighbor is sufficient to inhibit the association of 
incoming subunits suggests that a similar effect will occur in all multi-stranded 
polymers.  Even in a two-stranded polymer, such as F-actin, one protofilament will 
be longer than the other, resulting in multiple local structure conditions for 
incoming subunits (Figure 2.1A).  In order to assess the generality of structurally 
induced kinetic penalties in linear polymer assembly, we simulated G-actin 
monomer subunit binding to the leading and lagging protofilament of a two-
protofilament polymer.  In simulating actin instead of tubulin, we shortened the long 
axis of the super-ellipsoid used to define a subunit and adjusted the total bond 
interaction energies (Ubond) and bond stiffness (kbond) to better match previous 
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estimates for actin (see section 2.3.3).  As seen in Figure 2.7E, the estimated on-rate 
constant is reduced by ~1.5-fold for the lagging protofilament compared to leading 
protofilament.  Similar to tubulin, the addition of diagonal bonds did not reduce the 
steric penalty imposed by the leading protofilament.  The effect of one-neighbor is 
not as strong for F-actin compared to the microtubule, however, our results show 
that neighboring protofilaments sterically hinder addition to lagging protofilaments 
even in the simple case of a two-stranded polymer.   
2.4.3 Kinetic penalties influence polymer tip structures 
Despite the one-neighbor on-rate constant being only a factor of two slower 
compared to zero-neighbors, it can potentially have a significant effect on net 
assembly if it occurs frequently.  To investigate the consequence of our predicted 
on-rate penalties, we examined the resulting microtubule tip structure from 
simulations of individual microtubule net assembly according to [33], without 
penalties, with only a two-neighbor penalty [5], and with our model predicted 
penalties for both one and two lateral neighbors (from Figure 2.7C and D).  Without 
penalties, individual protofilaments remain of about equal length and tip structures 
do not achieve the same extension compared to simulations with penalties (Figure 
2.8A and B).  A two-neighbor penalty is sufficient to achieve experimentally 
observed tapers [4], however, typically results in a single protofilament that lags 
many dimer layers behind the others, which remain of about equal length (Figure 
2.8A and C). It is unlikely that this single trailing protofilament would be resolved 
by experimental methods and thus would appear as a relatively blunt tip since the 
fraction of zero and one-neighbors is comparable to the non-penalized case (Figure 
2.8C).  Our estimate of the two-neighbor penalty is comparable to that required for 
quantitative agreement with the protofilament standard deviation in GMPCCP 
microtubules [5].  Addition of the one neighbor penalty, however, resulted in a 
gradual loss of protofilaments out to the microtubule end, more closely resembling 
those structures observed by electron microscopy [4, 6, 9] (Figure 2.8A).  
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Additionally, the one-neighbor penalty shifted the majority of protofilaments from 
zero neighbors to one and two neighbors in tapered tips compared to blunt (Figure 
2.8D).  As the microtubule on-rate constant is determined by the fraction of 
protofilaments in each condition, tapered tips will have a slower on-rate constant 
than blunt tips in this case.   In fact, we found the average on-rate constant (kon,MT) 
for the microtubule end decreased ~22% in tapered tips compared to blunt in the 
case with one- and two-neighbor penalties, however, the on-rate constant decreased 
only ~7% in the case of a two-neighbor penalty only.  Thus, on-rate penalties dictate 
the resulting tip structure, which will feed back to influence association and 
promote further tapering of the tip. 
The observed kinetic inequality between protofilaments due to the local 
structure provides a potential explanation for the observed history dependence of 
both catastrophe [6–8] and rescue [69].  While it has been shown that gradual 
tapering of the microtubule tip leads to a higher probability of catastrophe with 
microtubule age [6], it is not clear how tip taper promotes catastrophe.  A potential 
explanation is that increased taper will correspondingly increase the off-rate (koff,MT) 
due to the loss of stabilizing lateral bonds [5], thus reducing the net assembly rate.  
If tip taper only increases koff,MT, however, it would be difficult to lose a large GTP-
cap at higher tubulin concentrations and as estimated in vivo [42].  Our results here 
suggest that, in addition to affecting the off-rate, increasing tip taper will result in a 
decrease of the average on-rate constant for the microtubule (kon,MT).  Thus, the net 
addition of subunits will potentially decrease to a greater extent and be more 
variable in time.  As the net assembly rate is the small difference between a large 
on- and off-rate [5], changes in both kon,MT and koff,MT could switch the microtubule 
from a state of net assembly to net disassembly.  Thus, a tapered tip will have a net 
assembly rate that is lower than a blunt tip.  We suggest that, rather than there being 
a series of specific events leading to catastrophe (as indicated by [7, 8, 70]), gradual 
tapering of the microtubule tip [6], on average, transitions it to a state of net 
disassembly, resulting in the loss of the GTP-cap and catastrophe.  It may be 
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challenging to experimentally detect this transition, however, as individual tips are 
highly dynamic [5, 6] and variable [4].  In contrast to growth, as a microtubule 
shortens the tip will evolve towards a blunt structure because of the stability of 
subunits with two lateral bonds within the microtubule lattice compared to those 
with one or zero. The transition toward a blunt tip will result in an increase in the 
net assembly rate, allowing the microtubule to re-establish its GTP-cap and rescue 
as a result.  Thus, the feedback relationship of kon,MT , koff,MT and tip structure can 
explain history dependent catastrophe and rescue through the gradual transition 
between microtubule tip states biased toward net assembly or disassembly. 
2.4.4 Influence of hydrodynamic interactions on stereospecific 
binding in linear polymers 
As two Brownian particles approach each other or as a particle approaches a 
wall, the solvent between them must be forced out, resulting in an increased drag 
force upon approach [71].  In the absence of inter-particle interaction potential, 
these hydrodynamic interactions reduce the diffusion-limited rate of encounters by 
~30% [72, 73].  In the presence of an interaction potential, hydrodynamic 
interactions induce correlation between the movements of nearby molecules, 
increasing the translational diffusion coefficient while reducing rotational diffusion 
[67].  Thus, it seems that it might be important to include these interactions in any 
kinetic simulation.  In the model described here, freely diffusing subunits bind to 
sites at the end of the microtubule lattice, which can be thought of as immobile 
compared to the freely diffusing subunit.  Hydrodynamic interactions between the 
free subunit and the lattice, therefore, will be similar to a particle approaching a 
wall as described by [71]. In this case, hydrodynamic interactions result in a 
distance dependent effect on the fluid viscosity, η.  Therefore, we sought to examine 
the expected effects of fluid viscosity on the resulting kinetic rate constants. 
When considering stereospecific-binding interactions, one must consider 
both the rate at which molecules collide as well as whether they are properly aligned 
  
35 
upon collision.  If not initially aligned properly, binding partners can explore 
additional configurations through rotational diffusion during a single encounter, 
thereby promoting binding [55]. Thus, the efficiency of binding will be dependent 
on the duration of the encounter and the extent of rotational diffusion during a 
single encounter 
                      (2.26) 
               (2.27) 
where  is the binding efficiency, δ is the encounter distance, and Dr and Dt are the 
rotational and translational diffusion coefficients, respectively.  Using our model 
parameters in equations 2.26-2.27, assuming Dt = Davg and δ = 2rB, we estimate  = 
0.025, which is nearly identical to that resulting for N = 1 (purely diffusive motion) 
in our simulation (Figure 2.5A).  Predicting how the binding efficiency will scale 
with viscosity, η, we see 
          (2.28) 
Increased viscosity results in a longer encounter but also slows rotational diffusion, 
and therefore the binding efficiency does not depend upon the viscosity.  Assuming 
the association rate constant is the diffusion-limited collision rate (Smoluchowski 
rate from equation 2.12) scaled by the binding efficiency 
                    (2.29) 
Thus, the net-effect of hydrodynamic interactions on the rate constant will be 
equivalent to reduction in diffusion-limited collisions due to distance dependent 
changes in the viscosity.  As noted above, this is predicted to be ~30% reduction for 
two-spheres [72, 73].  Therefore, we predict that incorporating hydrodynamic 
interactions will reduce the estimated values for the on-rate constant, however, will 
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not influence the binding efficiency of individual subunits.  As the effects of global 
and local structures at the end of the microtubule are due to the binding efficiency 
(Figure 2.5 and 2.7) and not due to the translational diffusional approach to a 
position close to the binding site (i.e. 10 nm in the present study), we have ignored 
explicit inclusion of hydrodynamic interactions in the results presented here. 
Instead, the simulation results can be corrected by ~30% to provide more accurate 
estimates of association rate constants. 
2.4.5 Simulating subunit dissociation closes the thermodynamic 
loop 
Since the local tip structure affected the association rate constant, we were 
interested to assess whether it also affects the dissociation rate constant. For a 
bimolecular reaction, the standard Gibbs free energy of association (ΔG0) is related 
to the ratio of the association and dissociation rate constants by  
ΔG0 = −kBT ln(kon / koff ) ,            (2.30) 
where kon is defined to have units of M-1s-1 and koff to have units of s-1. Due to the 
nature of our simulation, we separated the standard Gibbs free energy into two 
contributions: the intrinsic bond energy (ΔG0B), a large negative value assumed here 
to mainly be the hydrophobic interactions between tubulin subunits in the specific 
case of the microtubule, and an entropic penalty of binding (ΔG0S), a positive value 
due to the loss of translational and rotational freedom upon binding [57, 60, 68, 74] 
such that   
ΔG0 = ΔGB0 +ΔGS0 .                  (2.31) 
As we have already simulated the association of freely diffusing subunits, we can 
obtain a complete thermodynamic picture of αβ-tubulin subunits at the dynamic end 
of microtubules by simulating their subsequent unbinding.  We defined the time to 
unbind as the amount of time that passed between when a subunit is completely 
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bound to when it returns to a center-to-center separation distance where the 
probability of rebinding is < 0.01 (RU = 11 nm, see section 2.3.6). 
As noted above (see section 2.3.9), Ubond is not equivalent to ΔG0B, since for 
ΔG0B = Ubond all interacting zones have to be perfectly aligned (ri = 0 for all i).  This 
is rarely the case as one zone’s energy decreases at the cost of another zone as the 
subunit rotates about its center.  Instead, we consider Ubond to be an adjustable 
parameter that will set the intrinsic bond energy, but is not necessarily equal to it.  
To estimate ΔG0B from the simulation, we calculated the time averaged interaction 
energy while a subunit was within RU, according to 
ΔGB0 =
U t j( ) ⋅ t j+1 − t j( )
j=0
n−1
∑
i=1
m
∑
tn (i)
i=1
m
∑
,     (2.32) 
where m is the total number of unbinding events simulated and n is the number of 
steps taken before unbinding for a given unbinding event. 
To check that our simulations agreed with theoretical thermodynamic 
expectations, we estimated kon,PF, koff, and ΔG0B for values of Ulong within the range 
estimated for the longitudinal bond (see section 2.3.9).  From these estimates, we 
could then estimate ΔG0 by equation 2.30 and ΔG
0
S from equation 2.31.  As shown 
in Figure 2.9, both kon,PF and koff are dependent on the value of the total bond energy 
(Ulong).  From this we found that Ulong = -20.4 kBT resulted in ΔG0long ≈ -6.8 kBT, as 
estimated previously for the longitudinal bond [33] (Figure 2.9C).  The intrinsic 
bond energy (ΔG0B) becomes more favorable with decreasing values of Ulong, 
approaching its value but never equal to it.  Our estimated values for ΔG0B within 
this range of Ulong are comparable to previous estimates for the intrinsic energy of 
the longitudinal bond [33, 57].  Interestingly, ΔG0long is greater than ΔG
0
B for all 
values of Ubond (Figure 2.9C).  This is due to the loss of translational and rotational 
freedom introduced by the implementation of Boltzmann’s law while the subunit is 
bound (see section 2.3.4).  Thus, the entropic penalty of binding comes out naturally 
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from the simulation.  In the range of values for Ulong used here, our estimate of the 
entropic penalty of binding, ΔG0S ≈ 10 kBT, is comparable to previous estimates 
based on tubulin polymerization [57], actin fragmentation [60], as well as 
experimentally observed filament lengths [75] and is independent of the total bond 
energy.  Thus, all three components of equation 2.31 can be extracted from the 
simulation for a given parameter set and, using our estimate of Ulong = -20.4 kBT, are 
in agreement with previous estimates for tubulin-tubulin interactions. 
A summary of complete kinetic and thermodynamic (estimated using 
Equations 2.30-2.32) results for varying local conditions is shown in Table 2.1 (see 
Table 2.2 for F-actin).  Interestingly, the estimated entropic penalty of binding is 
nearly equal between the zero and one-neighbor condition (~1 kBT difference, which 
can mostly be attributed to the ~twofold steric penalty to the on-rate, ln(2) = 0.7 
kBT).  This indicates that once a subunit is bound longitudinally it does not pay an 
additional entropic penalty by forming the lateral bond (consistent with the 
assumption in [33] that the entropic penalty is absorbed entirely by the longitudinal 
bond).  Thus, lateral bonds have a significant stabilizing effect (~60-fold to > 300-
fold longer subunit lifetime with one and two lateral bonds, respectively) by 
contributing favorably to the free energy of association. While we only set an upper 
limit for the off-rate for subunits with two lateral bonds (see section 2.3.6), this 
upper limit is still 5-fold lower than with one lateral bond, thus we expect the 
addition of the second lateral bond to further contribute favorably to the free energy.   
The observed stabilizing effect of the lateral bond is dependent upon the 
longitudinal bond being established first.  Lateral bonds, by themselves, are 
unfavorable because the entropic penalty of binding is greater than the intrinsic 
bond strength of the lateral bond, resulting in a very short-lived interaction (Table 
2.3).  The exceptionally short duration of lateral bonds in the absence of a 
longitudinal bond (~ 0.1 µs) explains why they were not able to overcome the steric 
penalty imposed on association by lateral neighbors (Figure 2.7).  The reduction in 
free energy by one lateral bond (-3.6 kBT) is less than previously estimated for the 
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lateral bond [33], however, it would become more negative for decreasing total 
bond energies (Ulat).  Therefore, we do not consider this to be an estimate of ΔG0lat, 
but rather a value determined by the total interaction energy used in the simulation, 
i.e. Ulat could be adjusted downward to obtain previously estimated values of ΔG0lat.  
Even so, the total bond energy would still be on the order of the entropic penalty. 
Thus, we conclude that subunits adding to the microtubule lattice require the 
stronger longitudinal bond to incorporate into the lattice.  
The necessity of the longitudinal bond is in qualitative agreement with the 
suggestion that “cracks” between protofilaments may be present within the lattice 
due a delay in lateral bond formation after a subunit binds [35], however, we argue 
that quantitatively they would be extremely short lived as we find lateral bonds form 
rapidly after the longitudinal bond (7.0 ± 0.7 ns for one and 9.0 ± 0.8 ns for two 
lateral bonds, mean ± SEM) in our model.  The necessity of the longitudinal bond 
further suggests that additions with either a single or two lateral bonds but no 
longitudinal bond, resulting in a lattice defect, would be very rare due to their 
extremely short duration.  Thus, the strength difference between the longitudinal 
and lateral bonds may be an evolutionary advantage to reduce the frequency of 
lattice defects and resulting structural weakness.  
2.4.6 Sensitivity of model predictions to the interaction potential 
 To explore whether or not our results were specific to the specific shape of 
the harmonic potential of interaction, we simulated subunit binding and unbinding 
using a Lennard-Jones (LJ) interaction potential where the interaction energy for an 
individual zone was given by  
 for ri(tj) > 0            (2.33) 
Here rm is the distance at which Ui = Ulong,i and rm = 21/6σ, where σ is a shape 
parameter that defines the slope of the function for a given value of Ulong,i, similar to 
the harmonic spring constant. We added rm to the denominator since ri is the 
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distance between two points on the surface of the subunits.  This ensured that Ui = 
Ulong,i when ri = 0.  The repulsive portion of the LJ potential for ri < rm was 
maintained by hard-sphere rejection.  For simulations using a LJ potential, we 
defined rB as the point where the slope, or equivalently the inter-particle force, was 
at its maximum value.   
As shown in Figure 2.11, the predicted kinetic and thermodynamic trends for 
LJ are similar to those predicted using a harmonic potential (Figure 2.9 and 2.10).  
Stronger bonds (more negative Ulong) resulted in higher kon,PF, lower koff, and thus a 
more favorable interaction (more negative ΔG0long).  The same trend was observed 
for softer bonds (more positive shape parameter, σ).  Unlike the harmonic potential, 
we found the estimated entropic penalty of binding (ΔG0S) was sensitive to the total 
bond energy of the LJ.  This is because for constant σ, the slope of the LJ potential 
becomes steeper for more negative values of Ulong.  In contrast, the slope of the 
harmonic potential is only sensitive to the bond stiffness, klong.  Thus, more negative 
values of Ulong in the LJ potential also effectively stiffen the bond.  When 
considering this, the trend in ΔG0S with regards to bond stiffness is equivalent to 
that observed for a harmonic potential.  In the absence of lateral neighbors, we 
found that using Ulong = -30 kBT and σ = 0.6 nm resulted in ΔG0long ≈ -6.8 kBT, and 
therefore used these values in all subsequent simulations.  As shown in Figure 2.12, 
the estimated on-rate constant was slightly lower using a LJ potential for each local 
condition, however, the steric penalties imposed by local structure were the same as 
estimated for a harmonic.  
In addition to the shape of the potential, it is possible that the parameters 
used to define the harmonic potential may reduce the steric penalty imposed by 
laterally adjacent protofilaments.  In particular, increasing the bond stiffness would 
increase the inter-particle force and may help to align subunits in the one and two 
neighbor case.  Alternatively, softer bonds may be able to interact for a longer 
period of time, while the subunit aligns with the neighboring protofilaments.   
Therefore, we estimated the penalties for varying longitudinal bond stiffness.  While 
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the bond stiffness affected both the estimated on-rate constant and the off-rate 
constant (Figure 2.10), there was no significant effect on the penalties imposed by 
either one or two lateral neighbors (Figure 2.12C and D).  These results indicate that 
the absolute value of the model estimated values depend upon the shape of the 
chosen potential as well as the parameters that describe it, however, the kinetic rate 
penalties as well as the kinetic and thermodynamic trends are robust and relatively 
insensitive to the particular mathematical form of the attractive potential. 
2.4.7 A model to investigate the actions of microtubule-associated 
proteins and drugs 
To our knowledge, the model described here is the first to bridge the gap 
between molecular dynamics level models [28–32] and dimer level stochastic 
microtubule models [33–37, 40].  Thus, the Brownian dynamics modeling approach 
we employed here provides a new method to analyze the effects of microtubule-
associated proteins (MAPs) and microtubule-directed drugs for which the relative 
structure and interaction with the microtubule lattice is known.  The simplest cases 
are interactions that modify one of the parameters included in our model, such as 
longitudinal or lateral bond energy or bond stiffness.  For example, the majority of 
studies have found that paclitaxel decreases the rigidity of microtubules [76–80], 
except one which saw the opposite effect [81].  Because of its binding position close 
to the M-loop of the β-monomer, it has been suggested that paclitaxel may function 
to increase the strength of the lateral bond to overcome nucleotide-based structural 
changes of the tubulin dimer [11, 27].  Further, drug binding to the taxane-pocket of 
β-tubulin structures the M-loop closer to that of the bound state prior to 
incorporation into the lattice [82].  “Structuring” of the M-loop implies an increase 
in stiffness in the presence of paclitaxel, which agrees with molecular dynamics 
simulations which found the M-loop shows reduced root-mean-squared fluctuations 
in stable forms of tubulin [28, 29].  In addition to locally altering the lateral 
interactions, paclitaxel has long-range allosteric effects on the residues that 
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establish the longitudinal bond interface (T1-T5 and H11 loops) in β-tubulin, 
increasing the root-mean-squared fluctuations [28].   
While it may not be clear which effect (lateral or longitudinal) of paclitaxel 
is more important for stabilization, it can be assumed that paclitaxel modifies the 
intrinsic rigidity of regions within the tubulin dimer involved in establishing inter-
dimer interactions.  Our model predicts that increased bond stiffness decreases the 
on-rate constant and increases the off-rate, meaning that softer bonds lead to a more 
favorable interaction (more negative ΔG0long; Figures 2.10 and 2.11).  Despite 
influencing the on-rate constant, the bond stiffness had no effect on the steric 
penalties imposed by laterally neighboring protofilaments (Figure 2.12).  
Interestingly, the intrinsic bond strength estimated from the simulation (ΔG0B) is not 
sensitive to the bond stiffness.  Therefore, the change in ΔG0long is due to the 
entropic penalty of binding (ΔG0S) (Figure 2.10).  Because softer bonds do not 
constrain the translational and rotational freedom to the extent that stiffer bonds do, 
the entropic penalty of binding is reduced for softer longitudinal bonds.   
These results indicate that the stabilizing modifications of paclitaxel are 
likely through the longitudinal rather than the lateral bond, as structuring of the M-
loop itself will be unfavorable due to an increased entropic penalty.  To combat this, 
however, rearrangement of the M-loop favorably positions several additional 
residues to form lateral contacts with the neighboring β-tubulin [82]. These 
counteracting effects of paclitaxel could potentially explain experimental results 
that paclitaxel has no net effect on the lateral interaction between protofilaments 
when deformed by osmotic stress [83].  Our model predicts that softening of the 
longitudinal bond should increase the association rate constant in the presence of 
paclitaxel (Figure 2.10A), and therefore should increase the polymerization rate.  
While this increase has not been observed experimentally, it may be difficult to 
detect as paclitaxel increases the amount of tubulin in polymer form at the expense 
of free tubulin in solution [84, 85].  A drop in the free concentration would 
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counteract any increase of the association rate constant such that the on rate (kon* = 
kon,MT [Tub]) might change only weakly in the presence of paclitaxel.   
Our Brownian dynamics simulations emphasize the inefficiency of subunit 
addition, despite the presence of a favorable interaction potential [55].  Of those that 
reach R = 10 nm, only 0.5% ultimately bind (Figure 2.5A).  Additionally, although a 
high percentage of free subunits get close to binding (N = 1), the vast majority 
ultimately diffuse away from the microtubule lattice before forming a more specific 
bond and incorporating into the lattice (~80%, Figure 2.5A).  By increasing the 
probability that these “nearly bound” units ultimately bind, a MAP or microtubule-
targeting drug could significantly affect the rate at which subunits incorporate into 
the lattice (kon,PF).  In fact, it was suggested that XMAP215 functions in this manner 
to increase the on-rate constant, by stabilizing an intermediate, diffusion-limited 
collision complex [15].  Any molecule that binds at the microtubule end will impose 
an unfavorable steric penalty, similar to that which we have shown here for one and 
two neighboring protofilaments.  Thus, for a MAP to function as proposed for 
XMAP215, an additional favorable effect will have to overcome this steric effect.  
Additionally, the free subunit would have to associate very favorably with the MAP, 
because a relatively weak bond, such as the inter-dimer lateral bond, does not affect 
the on-rate constant (Figure 2.7).  Incorporating an interaction similar to that 
described for XMAP215 into our model could give estimates for the minimum bond 
strength necessary to increase the on-rate.  Alternatively, if a MAP strengthens 
(makes more negative) the intrinsic bond free energy or decreases the longitudinal 
bond rigidity it would be predicted to increase the on-rate constant by our model 
(Figures 2.9-2.11). 
2.5 Conclusions 
 We have developed the most detailed kinetic and thermodynamic 
computational model to date for the association and dissociation of individual 
tubulin subunits at the microtubule plus-end, and find that it is consistent with both 
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experimental observations and theoretical predictions for tubulin-tubulin 
interactions.  This model demonstrates that the on-rate for individual strands in 
multi-stranded polymers are independent of the global position, however, local 
structure imposes a steric penalty on association.  Thus, the microscopic on-rate 
constant will be an average of the individual nanoscale protofilament on-rate 
constants and therefore will vary in time as subunits are gained and lost at the 
dynamic end.  These findings are robust with regard to molecular structure and the 
precise shape of the inter-particle potential.  Therefore, we believe similar effects 
will arise in not only other linear polymers, but also any system where local steric 
constraints are placed on binding.  The simulation results suggest a feedback 
mechanism that slows subunit net addition as the microtubule tip tapers, which 
would promote history-dependent catastrophe and the possibility of more efficient 
search-and-capture by microtubule plus-ends in vivo [86]. Additionally, the 
approach that we employ here provides a new model with which to theoretically 
investigate, at a sub-nanometer length scale and ps to ms time scale, the actions of 
MAPs and microtubule-targeting drugs on tubulin kinetics and thermodynamics. 
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2.7 Tables and Figures 
 
 
 
 
 
TABLE 2.1 Summary of simulation results with zero, one, and two lateral bonds in 
addition to the longitudinal bond 
 Longitudinal Bond Only Longitudinal and Lateral Bond 
Model-estimated 
parameters 0 Lateral Neighbors 
1 Lateral 
Neighbor 
2 Lateral 
Neighbors 
kon,PF (µM-1s-1PF-1) 12.7 7.4 1.7 
koff (s-1) 15 x 103 250 < 50 
ΔG0B (kBT) -17.7 -22.6 -28.5 
ΔG0 (kBT) -6.7 -10.3 < -10.4 
ΔG0S (kBT) +11.0 +12.3 < +18.0 
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TABLE 2.2 Model estimated kinetics and thermodynamics for F-actin. 
Model-estimated 
parameters 
Leading PF 
0 LN 
Lagging PF 
½ LN 
Lagging PF 
1 LN 
kon,PF (µM-1s-1PF-1) 13.7 10.7 9.4 
koff (s-1) 35 x 103 320 < 42 
ΔG0B (kBT) -16.1 -21.5 -28.5 
ΔG0 (kBT) -6.0 -10.4 < -12.3 
ΔG0S (kBT) +10.1 +11.1 < +16.2 
 
 
 
 
 
TABLE 2.3 Summary of simulation results with lateral bond only 
 Lateral Bond Only, no Longitudinal Bond 
Model-estimated 
parameters 1 Lateral Neighbor 2 Lateral Neighbors 
kon,PF (µM-1s-1PF-1) 0.15 0.10 
koff (s-1) 107 7 x 106 
ΔG0B (kBT) -0.44 -3.4 
ΔG0 (kBT) +4.4 +4.3 
ΔG0S (kBT) +4.8 +7.7 
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FIGURE 2.1 Simulated structures and interactions in linear polymer self-assembly  
A) Examples of single and multi-stranded linear polymers are shown.  The number of possible 
configurations increases with complexity.  Darker subunits are bound, while lighter subunits 
represent potential binding sites for incoming subunits.  The number of laterally interacting subunits 
is indicated for each binding site.  B) Diagram of an αβ-tubulin subunit assumed within the model.  
Zones constituting the longitudinal bond are colored red (zone A), green (zone B), and blue (zone 
C).  Lateral zones (α and β-tubulin) are shown in orange.  Closed and open circles represent β- and 
α-tubulin, respectively, and indicate the paired binding partners on separate subunits (i.e. open 
green associates with closed green on a separate subunit).  C) Diagram of the microtubule lattice as 
constructed within the simulation.  Tapered example (right) is 4 dimer layers.  D) Interaction energy 
as a function of separation distance is shown for a single longitudinal (red, one of three zones) and 
lateral bond (orange, one of two zones) zone.  Interaction energy increases as a Hookean spring 
within the binding radius (rB).  
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FIGURE 2.2 Defining a distance criterion for unbinding 
A) Cumulative density function of the number of times that bound subunits reach the N = 0 (all 
zones separated by greater than the binding radius) state prior to diffusing to a center-to-center 
distance of R = 11 nm.  The line is best fit of a geometric distribution (Kolmogorov-Smirnov test, p 
> 0.05), with mean µ = 17.7.  The fit of the geometric distribution indicates that a subunit has an 
escape probability of 0.06 (P = 1/µ) or 94% chance of rebinding each occurrence of N = 0.  B) The 
probability that a subunit completely rebinds (N = 3) before diffusing away to a 400 nm center-to 
center distance as a function of the subunit separation distance.  Because diffusing subunits 
maintain rotational correlation between N = 0 and the unbinding distance, units are more likely to 
rebind compared to a random orientation.  The probability decreases the further a subunit is allowed 
to separate from the protofilament of interest.  We defined the unbinding distance by the separation 
where the probability of rebinding decayed to < 0.01, which was around 11 nm. As the minimum 
attainable center-to-center distance of bound units is 8 nm, units diffuse ~3 nm before being 
considered unbound.  C) Cumulative density function of the times from the point of first complete 
binding (N =3) to return to a separation of R =11 nm.  Using this distance criterion for unbinding, 
the unbinding times fit with the expected exponential distribution, fit line, (Kolmogorov-Smirnov 
test, p = 0.82) for a first-order rate. 
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FIGURE 2.3 Comparing the modified Metropolis Monte Carlo to previous methods 
Results of modified MMC algorithm are represented by circles, while previous MMC methods are 
squares and theoretical expectation is solid lines.  A-B) Resulting probability distributions in the 
absence (A) and presence (B) of a constant external force at 10 ns (blue), 100 ns (red) and 1 µs 
(black).  In each run x0 = 0.  C-D) Probability distributions for diffusion in a harmonic potential 
where x0 = 0 (C) or x0 = 0.2 nm (D).  Distributions were sampled after 10 ps (blue), 100 ps (red), 
and 1 ns (black).  E-F) Starting from x0 = 0.2 nm, the mean displacement (from x = 0, E) and the 
mean-squared displacement (F) were calculated at regular intervals in order to estimate the 
transition to the predicted steady-state distribution.  Theoretical expectation (solid lines) was 
calculated from equation 2.15 (A and B), equation 2.16 (C and D), equation 2.17 (E), or equation 
2.18 (F). 
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FIGURE 2.4 Diffusion-limited arrivals to leading and lagging protofilaments   
A) Freely diffusing subunits arrive to a spherical surface (R = 10 nm, yellow) centered on the 
leading subunit of the protofilament of interest.  Darker subunits identify potential binding partners 
(subunits of interest), while lighter subunits show the immediately surrounding microtubule lattice.  
B) Diffusion-limited arrivals to protofilaments at varying global positions within the microtubule 
tip.  Solid black line shows the theoretical Smoluchowski limit to the yellow sphere shown in (A) 
(4πDavgR).  Gray vertical line marks zero lag.  Blue and red arrows indicate the leading (blue) and 
lagging (red) cases shown in (C) and (D).  C-D) Probability that a freely diffusing subunit (starting 
from R = 400 nm) reaches the 10 nm surface at a given position relative to the subunit of interest 
within the microtubule lattice. 
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FIGURE 2.5 Binding efficiencies and estimated on-rate constants for varying global 
positions  
A) The probability that subunits satisfy N = 1 (dark blue dots), N = 2 (blue dots) or N = 3 (light blue 
dots) longitudinal zones within rB before diffusing to 400 nm center-to-center distance.  Gray line 
marks zero lag.  B) Estimated on-rate constants of completely bound subunits (N = 3) for a variety 
of global positions.  In (A) and (B) the arrows indicate the leading (blue) and lagging (red) cases 
analyzed in (C) and (D).  Error bars are SEM. (C-D) Binding efficiencies of all arrival positions are 
shown.  Efficiency is the number of subunits per position that eventually bind before diffusing to 
400 nm center-to-center distance divided by the total number of simulations initiated at that 
position. 
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FIGURE 2.6 Analyzing the effects of global tip structure 
A) Probabilities of reaching N = 1, 2, or 3 zones within the binding radius for binding simulations 
where the centroid starting position was randomly selected from points along a sphere with radius R 
=10 nm, centered at the centroid of the subunit of interest in the microtubule lattice.  Randomization 
eliminated any potential spatial bias in the positions of diffusive arrivals.  Similar to the trend seen 
for non-randomized starting positions, free subunits bind more efficiently to lagging protofilaments 
compared to leading.  B) The probability of escaping (diffusing away before binding, blue line) and 
the probability of return (to R = 10 nm separation, red line) as a function of center-to-center 
separation distance.  The probability of escape rapidly increases with separation distance within the 
range equal to the diameter of the microtubule (~25 nm), suggesting that the longer protofilaments 
could enhance binding to lagging protofilaments by inhibiting escape. 
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FIGURE 2.7 Dependence of on-rate constants on local tip structure   
A) Estimated on-rate constants of freely diffusing subunits for all possible local configurations are 
shown.  Rates for simulations with (lighter) and without (darker) the lateral bond result in 
equivalent estimates of the on-rate constant.  B) Efficiency of diffusive arrivals to 10 nm center-to-
center distance and subsequent binding are shown.  Each is normalized to the respective zero 
neighbor case.  (C-D) On-rate penalties (fold decrease from the zero neighbor case) for the single 
(C) and two (D) neighbor cases with (lighter) and without (darker) lateral bonds.  Penalties were 
estimated across a range of tolerances, where tolerance is defined as the minimum distance between 
adjacent protofilaments within the microtubule lattice.  E) Estimated on-rate constants of G-actin 
binding to the leading and lagging protofilament are shown (lateral neighbor numbers are illustrated 
in Figure 2.1A) for simulations with (lighter) and without (darker) the diagonal bonds.  All error 
bars are SEM. 
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FIGURE 2.8 On-rate penalties influence the resulting microtubule tip structure   
A) Examples of tapered microtubule end structures (displayed as two-dimensional sheets) from each 
of the three simulation conditions with no on-rate penalties (top), a single penalty to protofilaments 
with two-lateral neighbors (middle), and model predicted penalties to protofilaments with both one 
and two-lateral neighbors (bottom).  B) The probability density of protofilament length standard 
deviations for tips in each simulation condition is shown.  (C-D) The fraction of protofilaments with 
zero, one, or two lateral neighbors in (C) tapered tips from all three cases and (D) blunt (lighter) or 
tapered (darker) tips from simulations with one- and two-neighbor penalties. 
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FIGURE 2.9 Extracting kinetics and thermodynamics from the model   
The estimated on-rate constant (A) and off-rate (B) are dependent on the total bond energy (Ulong) 
used to define the longitudinal bond and are calculated from the simulation. Trend line for koff is 
best fit exponential.  C) The standard Gibbs free energy (ΔG0long, green), intrinsic bond strength 
(ΔG0B, magenta) and entropic penalty of binding (ΔG0S, blue) are shown as a function of the total 
bond energy for the longitudinal bond.  From the results in (A) and an estimate of the average ΔG0B 
within the simulation, ΔG0long and ΔG0S can be obtained.  The total bond energy that best matched 
previous estimates of the longitudinal bond free energy (ΔG0long) was extracted from the resulting 
trend line.  All trend lines are linear best fit, unless otherwise noted. 
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FIGURE 2.10 Kinetics and thermodynamic with varying bond stiffness 
Kinetic and thermodynamic estimates for longitudinal bonds of varying stiffness are shown.  
Estimated on-rate constant (A) and off-rate (B) as a function of the stiffness of the longitudinal 
bond.  All simulations are longitudinal bond only with constant total bond energy (Ulong = -20.4 
kBT).  C) The standard free energy (ΔG0long, green), intrinsic bond strength (ΔG0B, magenta) and 
entropic penalty of binding (ΔG0S, blue) are shown as a function of the longitudinal bond stiffness.  
All trend lines are linear best fit. 
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FIGURE 2.11 Kinetic and thermodynamic trends using a Lennard-Jones potential 
Kinetic and thermodynamic trends with varying Ulong (left) and σ (right) used to define the Lennard-
Jones potential.  For each condition 100,000 near-field binding runs and 10 unbinding runs were 
performed.  A-D) For each value of Ulong, σ = 0.4 nm (blue), 0.6 nm (red), or 0.8 nm (black).  E-H) 
For each value of σ, Ulong = -22 kBT (blue), -26 kBT (red), or -30 kBT (black).  We found that using 
Ulong = -30 kBT and σ = 0.6 nm resulted in ΔG0long ≈ -6.8 kBT, therefore these values were used to 
estimated kon,PF and the on-rate penalties for each local condition.  All trend lines are linear best fit, 
except for koff which is exponential.   
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FIGURE 2.12 On-rate penalties are not sensitive to model parameters 
A) Estimated on-rate constants in each local condition are shown when modeling the interaction 
potential as a harmonic or Lennard-Jones potential (LJ).  Parameters for LJ potential were fit such 
that ΔG0long was equal to that using the harmonic.  B) On-rate penalties for different potential shapes 
in each local condition.  One-neighbor (C) and two-neighbor (D) on-rate penalties for a range of 
longitudinal bond stiffness values (harmonic spring constant).  While the on-rate estimates are 
sensitive to the bond stiffness (Figure 2.10A and B), the on-rate penalties are independent of the 
bond stiffness. All error bars are 95% confidence interval. 
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CHAPTER 3 
Requirements for dynamic instability and the 
mechanisms of microtubule-targeting agents 
(Contributing Authors: Brian T. Castle, Louis S. Prahl, Jordan Bernens, and 
David J. Odde; BTC performed all computational simulations and analysis, 
BTC and DJO designed experiments, while BTC, LSP, and JB collected and 
analyzed experimental data) 
3.1 Chapter Abstract  
Dynamic instability, the characteristic self-assembly process in which 
microtubules alternate between extended periods of net assembly and disassembly, 
is essential for many cellular processes, including chromosome segregation during 
cell division.  This essential role has prompted several decades of study of 
microtubule dynamics, yet the theoretical kinetic and thermodynamic requirements 
for the observation of dynamic instability remain to be described.  Microtubule-
targeting agents, which have been a widely successful treatment option for various 
types of cancer, bind directly to individual αβ-tubulin heterodimers, resulting in the 
loss of dynamic instability or “kinetic stabilization.”  Despite wide clinical use, the 
mechanisms of kinetic stabilization remain unclear and the proposed mechanisms 
have not theoretically been shown to in fact inhibit dynamic instability.  In this 
study we integrate a computational model for microtubule assembly with 
nanometer-scale experimental measurements in living epithelial cells to identify the 
molecular kinetic and thermodynamic basis of kinetic stabilization by microtubule-
targeting agents paclitaxel and vinblastine in vivo. In doing so, we identify the 
theoretical requirements for the existence of dynamic instability.  We describe two 
mechanisms of kinetic stabilization that are consistent with in vivo experimental 
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observations, one that relies on true suppression of kinetics, and the other a ‘pseudo’ 
kinetic stabilization that results through thermodynamic convergence of the GTP 
and GDP states. Our analysis provides a theoretical foundation for the development 
of new microtubule-targeting agents as well as the improvement of existing ones.   
3.2 Introduction 
Microtubules are dynamic intracellular polymers that self-assemble from 
individual αβ-tubulin subunits aligned longitudinally to form protofilaments, and 
which interact laterally with each other to form a cylinder.  Microtubules serve a 
crucial role in various cellular processes, including the segregation of replicated 
genomes during mitosis, which rely on the characteristic stochastic switching 
between extended periods of growth and shortening, termed dynamic instability [1]. 
Growth and shortening states are determined by the presence or absence, 
respectively, of a stabilizing cap of GTP, which is bound to the E-site of β-tubulin.  
As the GTP cap is lost, through hydrolysis and stochastic unbinding of GTP-tubulin, 
unstable GDP-tubulin subunits are exposed and the microtubule rapidly 
disassembles [3]. The process of switching from net growth to net shortening is 
termed “catastrophe,” and the switching from net shortening back to net growth is 
termed “rescue.”  Various intracellular proteins as well as microtubule-targeting 
agents bind to the microtubule lattice and alter microtubule dynamic instability [14, 
18].  The dynamics of growth and shortening as well as catastrophe and rescue are 
ultimately dictated by the underlying kinetics and thermodynamics of individual 
tubulin subunits.  Therefore, to understand these microscale assembly dynamics and 
how they are altered, we must define the nanoscale requirements for dynamic 
instability at the level of individual subunits. 
During mitosis, dynamic instability enables rapid and dynamic 
rearrangements of the microtubule array to find and mechanically couple to 
kinetochores, the specialized adaptor complex that links replicated chromatids to 
dynamic microtubule plus-ends.  It is widely assumed that their central role in 
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mitosis has made microtubules one of the most common and successful targets for 
chemotherapeutic agents used to treat a wide variety of cancers including breast, 
prostate, and pancreatic cancer (see review from Dumontet and Jordan [18]).  Due to 
their clinical relevance, there has been significant effort, using both structural and in 
vitro biochemical approaches, to understand microtubule-targeting agents’ 
interactions with tubulin.  For the most part, microtubule-targeting agents can be 
separated into two categories based on their binding site and effect on net 
microtubule polymer assembly.  Disassembly promoters bind to either the 
colchicine domain, at the intradimer interface between α- and β-tubulin [25], or to 
the vinca domain, near the exchangeable GTP-binding site (E-site) on β-tubulin 
[26].  Assembly-promoters bind to the taxane pocket near the M-loop on β-tubulin, 
which is involved in establishing lateral contacts [11].  Despite having opposite 
effects on net microtubule assembly, the common phenotype of all microtubule-
targeting agents is the dramatic attenuation of microtubule dynamic instability at 
nanomolar drug concentrations, often referred to as “kinetic stabilization,” 
increasing the amount of time microtubules spend in a “paused” state [18].  It is 
interesting to consider how microtubule-targeting agents with opposite effects on 
microtubule polymer assembly ultimately lead to the same phenotype, kinetic 
stabilization, but an explanation has widely been ignored.  
Despite years of intensive study, the molecular mechanisms of kinetic 
stabilization utilized by microtubule-targeting agents remain unclear.  Due to the 
taxane site’s proximity to the M-loop, it has been suggested that the assembly-
promoter, paclitaxel, could stabilize lateral contacts [11, 27].  This hypothesis is 
supported by observed structural rearrangements of tubulin upon taxane site binding 
by assembly-promoters [82].  Alternatively, assembly-promoters, including 
paclitaxel, decrease the rigidity of microtubules [76–79, 87, 88], which will stabilize 
the microtubule from disassembly [34].  Still, others have argued paclitaxel most 
likely stabilizes microtubules via the longitudinal bond [89–91] or that paclitaxel 
promotes a GDP-tubulin conformation similar to that of GTP-tubulin [92].  
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Confounding results exist with regards to disassembly-promoters as well.  In 
particular vinblastine, which binds to the vinca domain, disassembles microtubules 
yet increases tubulin-tubulin dimer affinity in vitro [93].  Due to vinblastine’s 
binding location near the interdimer longitudinal interface, it could promote 
disassembly through steric hinderance of longitudinal contacts and displacement of 
lateral contacts as a result of inducing a curled orientation [26].  Vinblastine may 
increase dimer affinity by crosslinking adjacent tubulin dimers [26, 94], but this 
would have to override any potential steric hindrance induced by the presence of 
vinblastine.  
While the proposed mechanisms are not mutually exclusive, much of the 
focus has been on the promotion of net polymer assembly or disassembly.  It 
remains to be shown whether or not the proposed mechanisms will in fact lead to the 
observed universal phenotype of kinetic stabilization.  Furthermore, it is difficult to 
connect the submolecular level effects of microtubule-targeting agents, measured by 
structural methods in vitro, to the tubulin subunit kinetics and thermodynamics [33], 
which dictate the microscale assembly dynamics.  Finally, we ultimately seek to 
understand the mechanisms of kinetic stabilization in living cells, rather than with 
purified proteins in vitro. To address these issues, we examined the potential 
mechanisms of microtubule kinetic stabilization, at the level of individual tubulin 
subunit kinetics and thermodynamics, through the combination of a computational 
model and in vivo experimental observations.  In doing so, we identify the 
theoretical requirements for the observation of dynamic instability with the goal of 
better understanding how microtubule-targeting agents can eliminate it.   This 
theoretical examination of the mechanisms for kinetic stabilization by microtubule-
targeting agents additionally provides a theoretical framework for the design and 
identification of new microtubule-directed drugs. 
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3.3 Results 
3.3.1 Establishing the general requirements for the observation of 
dynamic instability 
In order to understand the theoretical physical requirements underlying the 
microscale observation of dynamic instability, it is first necessary to define what is 
generally required.  As originally described by Mitchison and Kirschner [1], 
dynamic instability is characterized by the stochastic switching between extended 
periods of two distinct states, one biased to net assembly (GTP-tubulin) and the 
other biased to net disassembly (GDP-tubulin).  Therefore, the underlying kinetics 
and thermodynamics must establish an inherent difference between states as well as 
facilitate the transition between states.  To examine the kinetic and thermodynamic 
requirements for establishing two states as well as the transition between them, we 
employed a computational model of microtubule self-assembly (Figure 3.1A) 
previously shown to reproduce dynamic instability that is based on earlier models 
for microtubule assembly [36, 95], and consistent with a range of experimental 
observations [33]. The current model was updated to include our recent estimates of 
kinetic heterogeneity in on-rate constants as a result of steric hindrance at the 
microtubule end (90; see also Chapter 2) (Methods).  The benefit to using a model 
in this approach is that there are a limited number of free parameters (Table 3.1), 
which can each be examined independently for their effects on net assembly and 
dynamic instability. 
To initially establish two distinct states, one biased to net assembly and one 
to net disassembly, we first simplified to a single-state model (setting ΔΔG0 = 
0kBT), leaving only the longitudinal and lateral bond free energy (ΔG0long and ΔG0lat, 
respectively), the free tubulin concentration ([Tub]), and the individual 
protofilament on-rate constant (kon,PF) as free parameters.  Consistent with previous 
findings, the net-rate (v) increases in the regions with more negative bond free 
energy (Figure 3.1B; see also VanBuren et al. 2002 [33], Figure 1).  This is because 
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net assembly is the small difference between a large number of addition and loss 
events [5].  Lower free energy reduces the rate of subunit loss, thus increasing the 
disparity between the number of additions and losses at the end of a growing 
microtubule.  For a shortening microtubule, lower free energy will reduce the rate of 
shortening as a result of a reduced rate of subunit loss. 
For one state to assemble and the other disassemble, each state energetically 
must lie on opposite sides of the region where the microtubule switches from net 
disassembly to net assembly (where v = 0nm/s).  By finding those values of free 
energy along the v = 0 nm/s contour, we can see that there is a maximum total free 
energy where the assembly rate switches from net assembly to net disassembly 
(ΔG0tot(v = 0)) .  This contour is approximately linear with a slope equal to negative 
one, demonstrating that there is an equal trade off between lateral and longitudinal 
bond free energy for net assembly.  To establish a reference point for the energetic 
states of GTP- and GDP-tubulin, we additionally fit contours to approximate 
experimental estimates for the rates of growth and rapid shortening in vitro.  Despite 
the addition of on-rate penalties for lagging protofilaments, previously estimated 
values of the lateral and longitudinal bond free energy [33] lie on the growth 
contour, therefore we use this as the reference point for subsequent analysis.  As 
established previously [33], the separation between the growth and shortening 
contour yields an estimate for the energy difference between the two states (ΔΔG0, 
Figure 3.1B).  For the in vitro parameter set, we find that ΔΔG0 = +3.3 kBT (Figure 
3.1B), which is in line with our earlier estimate of +2.5-4.0 kBT [33]. 
The preferential assembly bias between GTP- and GDP-tubulin states must 
arise from an inherent energetic difference (ΔΔG0), such that the total standard 
Gibbs free energy change of binding (ΔG0tot) of GDP-tubulin is more positive (less 
stable) than that of GTP-tubulin for binding to an equivalent site.  If the difference 
between states were due to the on-rate constant (i.e. GDP-tubulin subunits are 
slower or less efficient to incorporate into the lattice), it would not explain the delay 
in rapid disassembly after tubulin dilution [96, 97].  Therefore, the difference must 
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be due to the off-rate (i.e. GDP-tubulin subunits are less stable within the lattice), 
which is determined by the total interaction energy (Figure 3.1A).  It has been 
proposed that the energy difference is due to lateral bond strain induced by the 
preferential curled orientation of GDP-tubulin compared to the straight orientation 
of GTP [3, 33, 34].  Recent evidence from x-ray scattering, however, suggests that 
GTP-tubulin also has a kinked or curled orientation prior to incorporating into the 
microtubule lattice [98].  This suggests a model in which the stabilizing effect of 
GTP tubulin is mediated through the longitudinal contact.  Although, it is not clear 
that this apparent intradimer curling will perturb contacts to the same extent as the 
pronounced outward curling of protofilaments during disassembly [4, 9, 10].  
Recent structural evidence comparing GMPCPP- and GDP-tubulin suggests that 
strain is induced at the longitudinal interface, rather than the lateral, due to residue 
compaction upon GTP hydrolysis [91].   In the model here we do not make any 
assumption about what leads to the energetic difference between GTP and GDP-
tubulin, only assume that it exists.  For simulation purposes, we place the positive 
ΔΔG0 on the lateral bond for two reasons.  First, it most closely resembles the 
unfavorable energy contributions in similar models [33, 34].  And second, whether 
the energetic strain of constraining GDP-tubulin in a straight conformation is 
experienced through lateral or longitudinal contacts, the existence of the strain 
depends upon the establishment of lateral bonds.  A GDP-tubulin subunit with no 
lateral bonds will be able to relax into its preferred orientation, thereby relieving 
strain placed on either the lateral or longitudinal contact.  Therefore, placing ΔΔG0 
on the lateral bond within the model enforces the lateral contact requirement for the 
existence of mechanical strain within the microtubule lattice.   
3.3.2 Sensitivity of growth and shortening to the underlying kinetic 
rate constants 
Multiple parameters in the model potentially influence the rate of growth and 
shortening, but it is not clear which, if any, will be the dominant effect.  As two of 
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the defining parameters of dynamic instability, we wanted to examine the sensitivity 
of growth and shortening states to changes in the rate constant parameters.  To see 
how the assembly surface map shown in Figure 3.1B changes with varying on-rate 
constant, we examined a horizontal cross-section (black line), through the reference 
GTP- and GDP-tubulin states, for a range of values.  In the model, the off-rate is 
calculated through the equilibrium constant (K), therefore changes in the on-rate 
constant parameter value will produce corresponding changes in the off-rate, such 
that there is no net-effect on ΔG0tot.    
K = kon,PFkoff ,PF
= exp −ΔGtot
0
kBT
#
$
%
&
'
(      (3.1) 
By rearrangement of equation 3.1 
  koff ,PF =
kon,PF
exp −ΔGtot0 kBT( )
,      (3.2) 
where 
   ΔGtot0 = ΔGlong0 + ΔGlat0∑∑ .                 (3.3) 
For the condition in which the on-rate constant is altered independent of the off-rate 
(i.e. a capping protein), an x-fold change in the on-rate constant will induce a ln(x) 
effect to ΔG0tot (by equation 3.1 and 3.2).  To simulate this case with varying kon,PF, 
we included the ln(x) effect of ΔG0tot  on the longitudinal bond such that koff,PF was 
maintained to be constant (Figure 3.1C; varying kon,PF only).  Adding the energetic 
effect of changing kon, PF to ΔG0long ensured that it was applied to all subunits within 
the microtubule lattice.  In this case, the rate of growth for microtubules in the 
growth state (cyan circle) increases for increasing values of kon,PF.  By contrast, the 
shortening rate in the shortening state (red circle) is largely unaffected by changing 
kon,PF, (i.e. lies on the shortening contour for each value of kon,PF; Figure 3.1C)). The 
fold-change in the rate of both the growing and shortening states is summarized for 
a range of values of kon,PF in Figure 3.1D (varying kon,PF only; circles).  Reduction of 
kon,PF results in net disassembly of the reference GTP state, therefore these points do 
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not appear on the log-log plot in Figure 3.1D.  The growth rate is rather sensitive to 
the on-rate constant such that the x-fold increase in kon,PF results in greater than an x-
fold increase in the growth rate.  Comparatively, shortening is minimally affected 
for all values of kon,PF (Figure 3.1D), despite the fact that the total free energy of 
binding (ΔG0tot) is changing with kon,PF.  
 An alternative situation is one in which both the on-rate constant and the off-
rate are changed coordinately such that ΔG0tot is maintained at a constant value.  
This could be accomplished by the induction or enhancement of an energetic barrier 
between the bound and unbound states [99].  The results of this case are obtained by 
examining the cross-section through the assembly surface in the absence of a 
corresponding adjustment to ΔG0tot (Figure 3.1C; varying kon,PF and koff,PF).  Here the 
growth and shortening contours move closer together for increasing values of kon,PF, 
meaning that both the growth and shortening rates of the reference states are 
affected.  As seen in Figure 3.1D (squares), the fold change in the net-rate v of both 
growth and shortening is linear with respect to the fold change in kon,PF, despite a 
constant value of ΔG0tot.  
Taken together, the above theoretical results show that the growth rate is 
sensitive to both kon,PF and koff,PF, whereas the shortening rate is only sensitive to 
koff,PF. This indicates that shortening is dominated by rapid loss events, which occur 
much faster than the addition of subunits from solution. Therefore, any microtubule-
targeting agent that influences the shortening rate (such is the case for paclitaxel and 
vinblastine) must influence the energy of interaction at either the lateral or 
longitudinal interface to stabilize subunits within the lattice, thereby reducing the 
off-rate. 
3.3.3 The free tubulin concentration is a strong predictor of changes 
to underlying parameters in vivo 
In a closed system, such as a cell, where the total amount of tubulin is 
presumably fixed, the free concentration will respond to the changes in the polymer 
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mass [40, 100], potentially counteracting the effects of kon,PF.  Because of this, we 
additionally compared the effects of varying kon,PF to that of varying [Tub].  The 
total number of addition events per unit time is determined by the value of the 
pseudo-first-order on-rate constant, k*on,PF, where k*on,PF (in units of s-1PF-1) is 
defined as 
 kon,PF* = kon,PF ⋅[Tub]                  (3.4) 
In the case of varying kon,PF only, the effect of increasing kon,PF increases k*on,PF 
independent of koff,PF.  Because of this, varying [Tub] in the model results in the 
same trends in the assembly surface (Figure 3.2), meaning that the observed trends 
when varying only kon,PF can be used to inform the trends when varying [Tub].   
We find that as the value of kon,PF increases, the point at which the varying 
kon,PF only cross-section intersects with the v = 0 contour shifts to more positive 
values of ΔG0lat (Figure 3.1C).  Because the v = 0 contour is linear with a slope of 
negative one, the shift in ΔG0lat is equal to the ln(x) adjustment of ΔG0long (due to the 
x-fold change in kon,PF).  This means that the free energy for net assembly (ΔG0tot(v 
= 0)) is independent of the on-rate constant for a given value of [Tub] (Figure 3.1E; 
varying kon,PF only).  Because varying kon,PF only and varying [Tub] result in similar 
trends, adjusting k*on,PF via [Tub] (such that no adjustment of ΔG0long is necessary to 
maintain koff,PF) results in an equivalent shift in the intersection with the v = 0 
contour, meaning that ΔG0tot(v = 0) should be adjusted by ln(x).  Indeed, we find the 
change in ΔG0tot exhibits a logarithmic relationship with respect to k*on,PF, or 
equivalently [Tub] (Figure 3.1E; varying [Tub]).  Therefore, we can assume that  
 ΔGtot0 (v = 0)−ΔGtot0 (v0 = 0)#$ %& kBT = ln [Tub] [Tub]0( ) ,             (3.5) 
where ΔG0tot(v0 = 0) is the total free energy for net assembly at the reference free 
tubulin concentration [Tub]0.  This relationship, along with the fact that varying 
kon,PF only and varying [Tub] result in equivalent effects to the assembly surface, 
indicates that changes in [Tub] in response to net polymer assembly or disassembly 
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will counteract any effects of kon,PF in the absence of corresponding effects to koff,PF, 
potentially recovering the original assembly dynamics.   
As noted above, the observation of dynamic instability is dependent on the 
presence of two distinct states.  Thus, a simple way to eliminate dynamic instability 
would be to eliminate ΔΔG0 such that the microtubule becomes a single-state 
polymer, assembling or disassembling as dictated by the total free energy of the 
resulting single state. In a system with a fixed amount of tubulin, eliminating ΔΔG0 
would drive assembly to v = 0 at equilibrium through mass action as [Tub] responds 
to the net assembly or disassembly of polymer mass, pushing the system to the 
critical concentration of the resulting single-state polymer.  The predicted trends in 
the critical concentration with respect to the total free energy are characterized by 
examining the point where the microtubule switches from net disassembly to net 
assembly (ΔG0tot(v = 0)) for each value of [Tub] (equation 3.5).  From the 
relationship in equation 3.5, it can be shown that the critical concentration for net 
assembly is determined by the equilibrium constant for a single protofilament 
(Appendix A, equation A.4).  We note that the critical concentration defined in 
equation 16 does not account for microtubule nucleation.  For this reason, the same 
relationship may not apply for calculating the critical concentration of initiating 
growth in solution; however, it will apply to the initiation of growth from a 
nucleating seed (i.e. of GMPCPP-tubulin). 
 In the presence of two separate energetic states, ΔG0tot(v = 0) will lie 
somewhere between (e.g. black circle in Figure 3.1B).  Elimination of ΔΔG0 and 
subsequent tubulin mass action towards a new steady state will shift ΔG0tot(v = 0) 
such that it lies on top of the resulting single energetic state.  Using the reference 
points defined in Figure 3.1B as an example, if GDP-tubulin becomes energetically 
similar to GTP-tubulin, ΔG0tot(v = 0) would need to shift by -0.7 kBT to drive the 
system to the critical concentration of the GTP-tubulin energetic state.  From 
equation 3.5 and equation A.1, this will result in an exp(-0.7) change in [Tub] or ~2-
fold reduction.  As noted above, some stabilization of the GDP-tubulin state is 
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necessary to reduce the shortening rate, thus the loss of ΔΔG0 to promote polymer 
disassembly could be the convergence of the GTP- and GDP-tubulin free energies at 
a midpoint.  This case would result in an exp(0.95) effect or 2.6-fold increase of 
[Tub].   Alternatively, by making GTP-tubulin, energetically identical to GDP-
tubulin, there would be a change of ΔG0tot(v = 0) by +2.6 kBT.  This would result in 
an exp(2.6) change in [Tub] or ~14-fold increase.  In the limit of assembly, it is 
possible for all tubulin to be in polymer form, such that the free concentration can 
decrease to near zero. By contrast, the extent of increase in the free concentration 
will be limited by the amount of polymer to begin with before addition of the 
perturbing agent (e.g. paclitaxel or vinblastine).  Therefore, a 14-fold increase in 
[Tub] may not be possible. Overall, these results indicate that the resulting fold-
change in the free concentration in vivo in the presence of microtubule-targeting 
agents provides a strong predictor of any underlying mechanism that results in 
making GTP- and GDP-tubulin energetically similar.  
3.3.4 Dynamic instability is constrained to a narrow region of 
parameter space 
Up until this point we have assumed that switching between states is 
maintained in order to examine the predicted assembly trends of each state; 
however, a microtubule will lose dynamic instability if switching between GTP- and 
GDP-tubulin states is lost.  This ability to switch will depend upon the relative 
ratios of the growth velocity and the hydrolysis rate constant (khyd). Therefore, we 
next simulated microtubules with a defined khyd to determine the sensitivity of 
dynamic instability to varying model parameters.  From the single-state analysis we 
set ΔΔG0 as the difference between growth and shortening contours (Figure 3.1B).  
For the parameters used in Figure 3.1B, ΔΔG0 = +3.3 kBT.  Using this value for 
ΔΔG0, we found that khyd = 0.2 s-1 resulted in dynamic instability (Figure 3.3A), 
consistent with recent estimates [6].  These base in vitro parameters for dynamic 
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instability are summarized in Table 3.1 and are very similar to those reported 
previously [6, 33, 34].   
We first began by adjusting the bond free energies (ΔG0lat and ΔG0long), using 
the free energy of the GTP-tubulin state as the reference value, and examining the 
results with regards to the observation of dynamic instability.  Before running any 
simulations, we already know that the region of parameter space where dynamic 
instability occurs will be subject to two constraints.  First, because the GTP-tubulin 
state undergoes net assembly, its value of ΔG0tot must be more negative than the 
value required for net assembly (ΔG0tot; v = 0 nm/s contour from Figure 3.1B).  
Second, the value of ΔG0lat must be within ΔΔG0 of the v = 0 contour.  If it is further 
away, then the value of ΔΔG0 will not permit switching to a state of net 
disassembly. Thus the reference GTP-tubulin point for dynamic instability will be 
constrained to a region of parameter space with a slope of negative one and width of 
ΔΔG0 (shaded region in Figure 3.3B).  This fact reiterates the necessity of a non-
zero ΔΔG0 for observing dynamic instability. After running the simulations for khyd 
= 0.2s-1 we see that dynamic instability is constrained even further.  Small changes 
in either ΔG0lat or ΔG0long (<1 kBT) are sufficient to eliminate dynamic instability 
(Figure 3.3B).  In the region of more negative bond free energies (lower left), the 
microtubule grows continuously without catastrophe.  Here, the GTP cap is too 
large for stochastic fluctuations in cap size to result in catastrophe.  In the region of 
more positive bond free energies (upper right), the microtubule is unable to maintain 
a GTP cap and therefore cannot grow.  Similarly, only small perturbations in khyd (± 
0.2 s-1) are necessary to eliminate dynamic instability at a given point in the 2D 
parameter space shown in Figure 3.3B.  In the limit as khyd approaches 0s-1, dynamic 
instability will be lost as the microtubule becomes a single-state polymer, which 
spends all of the time in the GTP-tubulin state.  Additionally, we found that khyd = 
2s-1 was sufficient to eliminate dynamic instability because the resulting GTP cap 
was too small to maintain growth in the region defined by the v = 0 contour and 
ΔΔG0 above.  Since dynamic instability is tightly constrained to a small region of 
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parameter space, it shows that slightly affecting either bond free energy or khyd 
could, in principle, be a viable mechanism for microtubule-targeting agents to 
eliminate dynamic instability, as each results in the loss of ability to switch between 
states.   
3.3.5 Two potential mechanisms of “kinetic stabilization” 
consistent with in vitro observations 
As outlined above, the observation of dynamic instability is sensitive to 
several individual parameters in the model.  Although, it is not clear how large of an 
effect is necessary and which, if any, will lead to a phenotype consistent with 
experimental observations.  Other than khyd, the net-effect of each parameter can be 
summarized by an effect on the rate of association and dissociation of tubulin 
dimers.  The number of association events will depend on the pseudo-first-order on-
rate constant, k*on,PF, which is the product of kon,PF and [Tub] (equation 4), while 
dissociation is dictated by the total interaction energy.  Although [Tub] is a free 
parameter in the model, we view [Tub] as a “reactionary” parameter that responds to 
changes in the total amount of polymer rather than a direct effect of the 
microtubule-targeting agent.  Varying the [Tub] parameter value used in the model, 
however, is equivalent to varying kon,PF while koff,PF is maintained to be constant 
(Figure 3.2).  Therefore, to adjust k*on,PF and koff,PF independently, we adjusted the 
values of [Tub] and either ΔG0tot (via ΔG0long) or ΔΔG0 used in the simulation.  In 
regions where khyd is either too fast to maintain a GTP cap or too slow to result in 
catastrophe, the microtubule will be locked in the GDP- or GTP-tubulin state, 
respectively.  Because of this, the resulting assembly dynamics will be identical to 
that observed in the case of eliminating ΔΔG0.  Therefore, we ignore varying khyd in 
subsequent analysis of the model predictions and use the results of varying ΔΔG0 to 
inform this scenario. 
We find that dynamic instability is maintained when k*on,PF and koff,PF are 
scaled approximately equal, up to ~10-fold change in both (Figure 3.3C).  Larger 
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decreases result in a “true kinetic stabilization” where dynamic instability is lost and 
the kinetic rates are reduced by more than an order of magnitude.  In regions where 
scaling factors for k*on,PF and koff,PF are not equal, the microtubule either grows 
continuously without catastrophe or cannot maintain any period of growth and 
therefore rapidly disassembles (Figure 3.3C).  Within these regions, growth and 
shortening obey the observations from the single-state model (Figure 3.1) in that 
increasing bond stability increases the rate of growth and decreases the rate of 
shortening.  For the majority of observations in vitro, paclitaxel reduces the 
shortening rate with little to no effect on the growth rate in conditions where no net 
change in polymer mass is detected [84, 101, 102].  Therefore, if paclitaxel inhibits 
shortening by equally stabilizing both GTP- and GDP-tubulin it must also reduce 
the on-rate constant in the absence of mass action in order to maintain the growth 
rate.  Vinblastine reduces both growth and shortening in vitro [101, 103, 104], 
therefore must inhibit kon,PF in addition to koff,PF by this true kinetic stabilization 
mechanism.   
The energetic state of GDP-tubulin, and therefore the rate of disassembly, 
will also be affected by ΔΔG0 (Figure 3.1B).  As seen in Figure 3.3D and E, the rate 
of disassembly is reduced for decreasing values of ΔΔG0, independent of k*on,PF.  In 
both cases of ΔΔG0 minimization, assembly- and disassembly-promoting, regions of 
near-zero net assembly and loss of dynamic instability appear as ΔΔG0 approaches 
zero (Figure 3.3D and E).  This region represents a “pseudo-kinetic stabilization” 
where dynamic instability is lost, but the kinetic rates remain comparable to the 
control values.  In the case where GDP-tubulin converges to the energetic state of 
GTP-tubulin, the growth rate is unaffected by changes in ΔΔG0 for microtubules 
either exhibiting dynamic instability or growing persistently and the observation of 
dynamic instability is gradually lost as ΔΔG0 approaches zero (Figure 3.3D). These 
results are consistent with in vitro observations in the presence of paclitaxel and 
other assembly-promoters in that decreasing ΔΔG0 with constant k*on,PF will reduce 
shortening rate and catastrophe frequency, with little effect on the growth rate [101].  
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In the case where the energetic states of GTP- and GDP-tubulin converge at a mid 
point (Figure 3.3E), decreasing ΔΔG0 reduces both the growth and shortening rate, a 
result of destabilization of the GTP-tubulin state and stabilization of the GDP-
tubulin state (Figure 3.3E), consistent with experimental observations of vinblastine 
in vitro.   
3.3.6 New steady state arises in vivo in the presence of paclitaxel 
and vinblastine 
Results thus far have focused on comparing to in vitro results, but ultimately 
we want to understand the mechanisms of kinetic stabilization in vivo.  To better 
characterize in vivo dynamics in the presence of microtubule-targeting agents we 
next examined multiple aspects of microtubule dynamics in LLC-PK1 cells stably 
expressing either EGFP-α-tubulin [105] or EB1-EGFP [106].  To confirm that 
paclitaxel and vinblastine induce a similar kinetic stabilization phenotype in these 
cells to that previously reported, we first analyzed the parameters of dynamic 
instability in the presence of each drug.  Consistent with previous findings [85, 101, 
107, 108], the addition of either assembly or disassembly promoting agents 
attenuated microtubule dynamics in both LLC-PK1 cell lines (i.e. induced a 
“paused” state, Figure 3.4A-C and Figure 3.5).  Although, because microtubule-
targeting agents increase the amount of time that microtubules spend in an 
attenuated state, defining growth and shortening, as well as catastrophe and rescue, 
becomes increasingly difficult and are likely biased towards the control values.  
In order to avoid using arbitrary definitions of growth and shortening, we 
simply recorded the microtubule length displacements by tracking microtubules 
labeled with EGFP-α-tubulin as previously described [51, 52] for the full duration 
of imaging.  By this analysis method rapid disassembly will give rise to large 
negative displacements, while growth will give rise to large positive displacements.  
Additionally, attenuation of dynamics, i.e. increasing time spent in a “paused” state, 
will increase the frequency of small displacements at the expense of large positive 
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and negative displacements.  Consistent with the expectation of kinetic stabilization, 
the addition of both paclitaxel and vinblastine significantly reduces the frequency of 
large displacements, both positive and negative (Figure 3.4D).  At 100nM 
paclitaxel, the length displacement distribution is nearly indistinguishable from 
fixed microtubules (Figure 3.4D), although kymographs indicate that some 
dynamics remain (Figure 3.4A-B and Figure 3.5).  This is most likely an effect of 
microtubule-targeting agents promoting blunt microtubule tips compared to control 
cells (see section 3.3.9 below; Figure 3.9), which modestly increases microtubule tip 
tracking accuracy by this method [51].  For each treatment, the mean displacement 
was not different from zero meaning that microtubules, on average, are not biased to 
net assembly or disassembly in vivo (Figure 3.4D inset).  This shows that 
microtubules have reached a new steady state after the addition of microtubule-
targeting agents, due to a secondary response of [Tub] as a result of simple mass-
action kinetics within a system of approximately fixed volume and number of 
tubulin subunits [40, 100].  Further, the probability of large displacements decreases 
proportionately for both large positive and large negative values, indicating that the 
new steady state in vivo is the result of effects on both k*on,PF and koff,PF.  Therefore, 
we can focus on regions of near-zero net assembly as indicated in Figure 3.3C-E. 
3.3.7 In vivo model predictions are consistent with in vitro 
predictions 
Other factors such as microtubule-associated depolymerases and polymerases 
[14], as well as the cell edge can influence microtubule dynamics in a cellular 
environment, potentially influencing the regime of kinetic stabilization.  Therefore, 
simulation predictions using the in vitro parameters do not necessarily reflect the in 
vivo case.  For a more accurate comparison to in vivo experimental results, we 
wanted to see if the same in vitro model predictions held in a more realistic model 
for in vivo microtubule assembly dynamics as well as determine what parameter 
changes were necessary to reproduce the experimentally observed non-dynamic 
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steady state arising after the addition of paclitaxel and vinblastine (Figure 3.4).   In 
order to capture the increased growth rate in vivo while maintaining catastrophe, we 
found it was necessary to add both a growth-promoting (e.g. XMAP215) and 
catastrophe-promoting effect (e.g. depolymerizing kinesin) to the model (see section 
3.5.1), as has been shown for minimally reproducing in vivo dynamics in in vitro 
assays [16, 109].  Additionally, we added a compliant cell membrane as a 
simulation boundary, which could also influence the appearance of dynamic 
instability.  We found that the base parameters shown in Table 3.2 reproduced 
dynamic instability with similar rates to that estimated experimentally (Figure 
3.6A).  Some instances of catastrophe away from the cell membrane can be seen 
(arrows in Figure 3.6A), however, the majority of microtubules grow continuously 
out to the edge.  Once at the edge there are several instances where the microtubule 
goes through multiple shorter rounds of catastrophe and rescue before finally 
shortening back to the origin.  This is very similar behavior to that observed in 
experimental microtubule life histories in mammalian cells [110], without 
implementing it as a constraint for the model.  Thus, in the region where dynamic 
instability is observed, the model reproduces additional features of microtubule 
assembly in vivo. 
Similar to the in vitro parameter set, the observation of dynamic instability is 
constrained in parameter space to a region that is narrower than that initially 
constrained by the v = 0 contour and ΔΔG0 (Figure 3.6B).  Within this region 
microtubules with more negative ΔG0long (lower right) exhibited a higher growth 
rate compared to those with more negative ΔG0lat (upper left, Figure 3.6B).  
Although still tightly constrained, the region of dynamic instability in vivo is wider 
than that of the in vitro parameters (~1.5 kBT versus < 1 kBT), most likely due to 
catastrophe promotion by the added kinesins and the cell edge.  In the region of 
more negative bond free energy (lower left), microtubules do not catastrophe and 
are constrained at the cell membrane.  In the region of more positive bond free 
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energy (upper right), microtubules are unable to maintain growth, similar to the in 
vitro parameter set (Figure 3.3B). 
We find that dynamic instability is robust to corresponding fold-decreases in 
k*on,PF and koff,PF, down to nearly a 100-fold decrease in koff,PF.  For smaller changes, 
tubulin mass action in response to polymer assembly or disassembly is predicted to 
rescue dynamic instability (Figure 3.6C).  The number of microtubules and the 
distance to the cell membrane will limit the amount that the free concentration can 
respond to polymer assembly, while increasing free concentration will be limited by 
the amount of tubulin in polymer form in the control case.  In regions where the free 
concentration is unable to recover dynamic instability, microtubules persistently 
grow against the cell edge or completely disassemble back to the nucleation point 
(i.e. centrosome), independent of whether the stabilization is applied to the 
longitudinal or lateral bond (Figure 3.6D).  In these regions, microtubules are 
effectively stabilized and non-dynamic, but rely on the established boundaries.  If 
microtubule-targeting agents rely on these boundaries to eliminate dynamic 
instability in vivo, we predict there should be a significant shift of microtubule plus-
ends out to the cell edge or complete loss of microtubule polymer.  Inconsistent with 
this prediction, attenuated dynamics are observed throughout the cell (Figure 3.7) 
and microtubule polymer remains in the presence of each drug, even at 100nM 
vinblastine (Figure 3.4A and Figure 3.5A).     
To induce true kinetic stabilization using the in vivo parameters, greater than 
100-fold decrease in koff,PF and 10-fold decrease in k*on,PF is necessary, equivalent to 
that predicted using the in vitro parameters.  The necessary fold-decrease of each is 
not equivalent because as k*on,PF decreases relative to khyd, the microtubule is no 
longer able to maintain a GTP cap and remains in the less stable GDP-tubulin state 
(Figure 3.6C).  Also consistent with in vitro model predictions, reducing the 
energetic difference between GTP- and GDP-tubulin combined with a modest 
change (less than an order of magnitude) in k*on,PF, results in a pseudo-kinetic 
stabilization of the microtubule polymer (Figure 3.6E and F).  From equation 3.4 we 
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note that the fold-change in k*on,PF in kinetic stabilization case, true and pseudo, 
could be either a direct effect on the on-rate constant or a result of tubulin mass 
action.  Because microtubules arrive at a new steady state after the addition of 
microtubule-targeting agents (Figure 3.4), any changes in [Tub] should directly 
reflect the underlying mechanism of action.  The model predicts that only a ~2-5-
fold change in k*on,PF is necessary by pseudo-kinetic stabilization (Figure 3.6E-F), 
while greater than 10-fold reduction is necessary for true kinetic stabilization 
(Figure 3.6C).  If the free concentration change in the presence of paclitaxel or 
vinblastine is less than 10-fold, it is not sufficient to explain the true kinetic 
stabilization alone, and therefore the drug must have additional direct effects on the 
on-rate constant. 
3.3.8 Microtubule-targeting agents moderately influence free 
tubulin and hydrolysis in vivo 
So far we have described potential mechanisms for kinetic stabilization by 
paclitaxel and vinblastine, but ultimately we seek to use the model to constrain to a 
single functional mechanism.  As described above, the fold-change in the free 
tubulin concentration provides an important constraint on the possible mechanism of 
kinetic stabilization. To estimate free tubulin concentration changes after the 
addition of microtubule-targeting agents in vivo, we bleached a zone containing both 
microtubule polymer and free tubulin, then measured the fast recovery fraction 
(within 3s) after bleaching (Figure 3.8A). Because recovery of fluorescence from 
microtubule polymer requires the microtubule to disassemble and subsequently 
reassemble through the bleached zone, recovery of polymer signal is very slow 
compared to the recovery of free tubulin signal by diffusion.  Therefore, fast early 
recovery will be due almost exclusively to free tubulin rather than polymer.  
Experimentally, we found that the observed changes in [Tub] are consistent with 
paclitaxel and vinblastine’s classifications as an assembly-promoter and 
disassembly-promoter, respectively.  Paclitaxel increased the amount of polymer 
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signal at the expense the free tubulin, resulting in a 2-fold decrease of [Tub] at 
100nM paclitaxel (Figure 3.8B, dark cyan).  Conversely, the addition of vinblastine 
reduced the amount of microtubule polymer, resulting in an approximately 2-fold 
increase in [Tub] at both 10nM and 100nM (Figure 3.8B, magenta). 
 The experimentally observed 2-fold change in [Tub] in the presence of 
paclitaxel and vinblastine is quantitatively in agreement with the moderate change 
predicted in the case for a microtubule-targeting agent that minimizes ΔΔG0 (Figure 
3.6D and E).  While, in principle, the resulting point of convergence of GTP- and 
GDP-tubulin could be anywhere in the 2D parameter space with respect to ΔG0long 
and ΔG0lat, the resulting change in [Tub] suggests that the total energy of the 
resulting single state is within ±1kBT of the maximum free energy for net assembly 
(v = 0 contour) in the control case. Experimental observations of [Tub] are not 
sufficient to explain the greater than 10-fold decrease of k*on,PF necessary for true 
kinetic stabilization via uniform stabilization of GTP- and GDP-tubulin, particularly 
the observed increase in the presence of vinblastine (Figure 3.8B).  Therefore, if 
paclitaxel and vinblastine do not eliminate ΔΔG0, they must directly influence the 
on-rate constant in addition to stabilizing lateral or longitudinal contacts.  As noted 
above, eliminating ΔΔG0 would be phenotypically similar to increasing or 
decreasing khyd such that the growth and shortening states, respectively, cannot be 
maintained.  Therefore, the results could also be consistent with either zero 
hydrolysis (in the case of paclitaxel) or rapid hydrolysis combined with stabilization 
of the GDP state (in the case of vinblastine). 
To determine if either microtubule-targeting agent influences hydrolysis, we 
estimated the hydrolysis rate using EB1-EGFP as a reporter for GTP-tubulin, as 
previously described in these cells [42]. As shown in Figure 3.8C, there was very 
little effect of either paclitaxel or vinblastine on khyd.  The only significant 
difference occurred in the presence of 100nM paclitaxel, where khyd increased from 
0.8s-1 to 1.2s-1 (Figure 3.8C, dark cyan).  This is the opposite effect predicted for an 
assembly-promoting agent.  Increasing khyd should promote disassembly rather than 
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assembly of microtubule polymer, as was observed for 100nM paclitaxel (Figure 
3.8B). While we could not detect EB1-EGFP comets in the presence of 100nM 
vinblastine, this is less likely an effect of hydrolysis as it is a direct consequence of 
kinetic stabilization and the lack of observable growth periods, as seen in EGFP-α-
tubulin kymographs (Figure 3.4A and Figure 3.5A).  Additionally, there was no 
detectable effect on khyd at either 10nM vinblastine or 10nM paclitaxel (Figure 
3.8C), yet effects on dynamics were detectable (Figure 3.4), suggesting that 
hydrolysis does not play a significant role in kinetic stabilization.  It is possible that 
microtubule-targeting agents inhibit the binding of EB1 to the microtubule lattice 
through allosteric effects [91].  Inhibition of EB1 binding would decrease the total 
EB1-EGFP signal at the microtubule end, however, would not influence the decay 
rate of that signal, which is dependent upon the loss of GTP-tubulin binding sites at 
the microtubule plus-end and not on the absolute signal level.  Therefore, we 
conclude that the primary mechanism by which paclitaxel and vinblastine inhibit 
dynamic instability is not dependent upon influencing the GTP hydrolysis rate.   
3.3.9 Assembly variance and microtubule tip structure further 
constrain the mechanisms of paclitaxel and vinblastine 
Even though true and pseudo-kinetic stabilization lead to similar net-
assembly tendencies, because the underlying kinetic rate constants are much higher 
in the pseudo-kinetic mechanism, we predict that assembly should be more variable 
compared to true kinetic stabilization [5]. Therefore, we next examined the variance 
of microtubule length displacements in time for each condition (Figure 3.9A and B) 
to attempt to further constrain the mechanisms of kinetic stabilization utilized by 
paclitaxel and vinblastine.  If microtubule assembly is analyzed as diffusion with 
drift, then the displacement variance is simply the diffusion portion and proportional 
to the sum of the rates of addition and loss (kon,MT and koff,MT, respectively) [5].  
Because we did not separate growth and shortening phases in the analysis (in order 
to eliminate the definition problem mentioned above), switching between phases 
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will contribute additional variability such that extracting quantitative estimates of 
kon,MT and koff,MT (as in [5]), particularly in the control case, is difficult.  The 
observed variability can still, however, be quantitatively compared to model 
predictions.  We find that control microtubules are more variable compared to those 
in the presence of paclitaxel and vinblastine, and that this difference increases with 
increasing Δt (Figure 3.9A).  Assembly variance is dramatically reduced in the 
presence of 100nM paclitaxel and vinblastine, although, dynamics are still 
detectable at longer time intervals (Figure 3.9B).  Additionally, variability in the 
presence of paclitaxel rises above that in the presence of vinblastine at longer time 
intervals.  As expected for a purely diffusive process, displacement variance at early 
time points increases approximately linearly in time.  Therefore we fit a line to the 
first 10s of data for comparison to model predictions (Figure 3.9A and B).   
By probing the assembly variance in regions where near-zero net assembly is 
observed in the model, we can see that only a narrow region of parameter space is 
consistent with the experimentally observed assembly variance in the presence of 
paclitaxel and vinblastine (Figure 3.9C-E).  In each case, points where dynamic 
instability was observed exhibited the highest variability, consistent with the control 
case.  Despite reduced kinetic rates, the model predicts there is a region in the true 
kinetic stabilization case consistent with the higher variability in the presence of 
paclitaxel compared to vinblastine (Figure 3.9C).  For an assembly-promoter, the 
model predicts that some remaining energy difference between GTP- and GDP-
tubulin of ~1kBT is necessary to reproduce the assembly variance observed for 
paclitaxel (Figure 3.9D).  This is consistent with the kymographs shown in Figure 
3.4A and B (see also Figure 3.5), where some evidence for switching between 
distinguishable assembly states remains even in the presence of 100nM paclitaxel.  
The comparatively lower variability in the presence of vinblastine pushes the lower 
limit of that predicted for a pseudo-kinetic mechanism by a disassembly-promoter 
(Figure 3.9E), as the higher [Tub] results in even larger kinetic rates compared to 
the assembly-promoter case.  We note that for both an assembly- and disassembly-
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promoter, the predicted fold change of k*on,PF, or equivalently [Tub], within the 
regions that exhibit assembly variability consistent with experimental observations 
is ~2-fold, equivalent to that estimated experimentally by FRAP (Figure 3.8B). 
In addition to assembly variance, higher kinetic rates are also predicted to 
lead to increased protofilament length variance [5].  We therefore next analyzed the 
model predicted distribution of individual protofilament lengths in the regions 
defined in Figure 3.9C-E for each microtubule-targeting agent.  Surprisingly, 
microtubules stabilized by a pseudo-kinetic mechanism showed markedly more 
blunt tips compared to those stabilized by a true kinetic mechanism (Figure 3.9F), 
although, this result is specific to the placement of the stabilization effect (reducing 
koff,PF) on the longitudinal bond.  Microtubule tips are primarily blunt if the 
stabilization effect is placed on the lateral bond (Figure 3.9F).  The assignment of 
the stabilization effect on the lateral or longitudinal bond does not significantly 
influence the net-rate or the assembly variance, however (Figure 3.10).  While both 
paclitaxel and vinblastine promote blunt microtubule tips experimentally, tips 
remain more tapered in the presence vinblastine (Figure 3.9G).  This is despite the 
fact that periods of microtubule growth, which should promote tapering [5, 6], were 
observed in the presence of paclitaxel but not vinblastine at 100nM (Figure 3.4).  
Experimental estimates of the protofilament distribution are greater than those 
predicted by the model, although are potentially increased by artifacts such as 
inhomogeneity of background fluorescence of free tubulin in the cytoplasm.  
Qualitatively, however, the model predicts that the only way for microtubule tips to 
be more tapered in the presence of vinblastine compared to paclitaxel is if 
vinblastine stabilizes the longitudinal bond in a true kinetic stabilization 
mechanism.  Thus, paclitaxel is constrained to stabilize through a pseudo-kinetic 
mechanism or stabilize the lateral bond in a true kinetic stabilization mechanism. 
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3.4 Discussion 
Results from the computational model for microtubule dynamic instability 
employed in this study indicate there are multiple pathways that can in principle 
lead to the loss of dynamic instability or kinetic stabilization.  Of these, only two 
are consistent with in vivo experimental results.  First, uniform stabilization of both 
GTP- and GDP-tubulin in the lattice combined with on-rate constant inhibition leads 
to a “true kinetic stabilization” where the kinetic rate constants are reduced by 
several orders of magnitude.  Second, reduction of the energetic difference between 
GTP- and GDP-tubulin and subsequent mass action of free tubulin in response to net 
polymer assembly or disassembly induced by the primary effects of the 
microtubule-targeting agent leads to a “pseudo-kinetic stabilization” of the resulting 
single state polymer.  
 While these two mechanisms initially seem very different, the unifying factor 
is that they eliminate the inherent difference between the GTP- and GDP-tubulin 
states.  Whereas pseudo-kinetic stabilization results from energetic or 
thermodynamic convergence between the two states, true kinetic stabilization is a 
result of convergence between the two states kinetically toward very low on-off 
rates.  Thus, the answer to how microtubule-targeting agents with opposite effects 
on net polymer assembly lead to the same experimental phenotype is that they 
eliminate the detectable differences between GTP- and GDP-tubulin, thereby 
violating one of the defining characteristics of dynamic instability as outlined by 
Mitchison and Kirschner [1].   
3.4.1 On the mechanisms of paclitaxel and vinblastine 
 While we cannot definitively rule out either mechanism for paclitaxel based 
solely on the experimental evidence provided here, previous findings indicate that 
paclitaxel most likely functions by pseudo-kinetic stabilization, i.e. it causes GDP-
tubulin to be energetically similar to GTP-tubulin, leading to an approximately 
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single state polymer.  First, the experimentally observed ~2-fold decrease of [Tub] 
in the presence of paclitaxel reported here (Figure 3.8B) is too small to kinetically 
stabilize the microtubule by a true kinetic stabilization mechanism.  Therefore an 
additional decrease of the on-rate constant is necessary.  This additional decrease of 
the on-rate constant should lead to a decrease in the growth rate in vitro (Figure 
3.1), although could be maintained by unequal effects on kon,PF and koff,PF (Figure 
3.3C).  An effect on the growth rate in vitro is only observed at high concentrations 
of paclitaxel where polymer levels are increased [84].  When the mass action effects 
are minimized in vitro by using a large reservoir of free tubulin, paclitaxel does not 
influence the growth rate [101] suggesting that the kinetics and thermodynamics of 
the GTP-tubulin state are maintained in the presence of paclitaxel, as slight 
modification of either will have significant consequences on the rates of each state 
(Figure 3.1).  Additionally, paclitaxel induces the de novo formation of 
microtubules from GDP-tubulin at a similar rate as the addition of GTP, suggesting 
that it induces an assembly-competent thermodynamic state of GDP-tubulin that is 
similar to GTP-tubulin [111].  Further, the pseudo kinetic stabilization mechanism is 
consistent with recent structural evidence that paclitaxel induces a GTP-like 
structure in GDP-tubulin [91].  It is still possible that paclitaxel or other assembly-
promoting microtubule-targeting agents binding to the taxane site stabilize the 
lateral contacts between protofilaments [11, 27, 82], although, this stabilizing effect 
would have to be specific to GDP- over GTP-tubulin as stabilization of GTP-tubulin 
lateral contacts would increase the growth rate (Figure 3.1), which is not observed 
experimentally (Figure 3.4C).  Therefore, we conclude that paclitaxel stabilizes 
microtubules through a pseudo-kinetic stabilization mechanism, making GDP-
tubulin energetically similar to GTP-tubulin.   
 Because of its binding location near the longitudinal interface on β-tubulin 
[26], vinblastine and other vinca domain binders are particularly well suited to 
induce steric hindrance, thereby reducing the on-rate constant.  Combined with the 
observation of increased tubulin self-association in the presence of vinblastine [93] 
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would result in a mechanism consistent with true kinetic stabilization.  Structural 
evidence suggests that vinblastine may crosslink contacts at the interdimer 
longitudinal interface [26, 94], consistent with the longitudinal bond stabilization 
predicted by the model to produce the increased microtubule tip taper compared to 
paclitaxel (Figure 3.9G).  Additionally, a true kinetic stabilization mechanism is 
supported by findings that subunit incorporation and dissociation are both reduced 
in the presence of vinblastine [112], although, the observed reductions are much 
smaller than we predict is necessary for this mechanism.  Despite stabilization of the 
longitudinal bond, true kinetic stabilization would result in a reduced rate of both 
growth and shortening, as observed in vitro [101, 103, 104] and in vivo [101, 108] in 
the presence of vinblastine.  Thus, the model-predicted true kinetic stabilization 
mechanism of vinblastine is consistent with previous experimental findings as well 
as the in vivo experimental results outlined in this study.  Therefore, it is reasonable 
to conclude that vinblastine kinetically stabilizes microtubules by inhibiting subunit 
association and stabilizing the longitudinal bond. 
3.4.2 Comparison to microtubule-associated proteins 
 Microtubule-targeting agents are successful chemotherapeutic agents due to 
their ability to attenuate microtubule dynamics.  Microtubule-associated proteins 
(MAPs), on the other hand, typically enhance microtubule dynamics, such that the 
combination of MAPs can reproduce in vivo-like dynamics in vitro [16, 109].  As 
seen in Figure 3.3B and 3.6B, dynamic instability is maintained by the tradeoff 
between lateral and longitudinal bond free energy.  Within this region of dynamic 
instability, microtubules with stronger longitudinal bonds relative to lateral bonds 
grow faster.  Because of the stronger longitudinal bond and faster growth rates, 
microtubule ends are likely to taper more quickly, potentially resulting in a higher 
frequency of catastrophe [6].  Therefore, by altering the ratio of the bond strengths, 
MAPs could influence both the rate during periods of growth as well as the 
transition frequency between states.  Alternatively, as we discussed above, 
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microtubule dynamics in vivo are predicted to be robust to small perturbations (± 
2kBT) in the bond free energies due to mass action of tubulin between polymer and 
solution, although, the resulting steady state dynamics will almost certainly differ 
compared to the original state.  Bond stabilization, with subsequent mass action 
recovering dynamic instability, should reduce dynamics due to the reduction of both 
k*on,PF and koff,PF, while bond destabilization would increase dynamics (Figure 3.6C).  
Compared to the mechanisms of kinetic stabilization, these potential MAP effects 
maintain the inherent difference between GTP- and GDP-tubulin and are relatively 
modest effects.  Because of the rapid nature of addition and loss events at the 
microtubule end, even in vitro, a modest effect, particularly on the off-rate can have 
significant consequences for assembly dynamics (32; Figure 3.1).   
3.4.3 Implications for treated cells and application to future drug 
design 
If the cumulative and primary consequence of microtubule-targeting drugs is 
inhibition of cell proliferation, then it appears that a true kinetic stabilization 
mechanism would be more potent than pseudo-kinetic stabilization.  Because the on-
rate constant is significantly reduced in the true kinetic stabilization case, assembly 
of any form of a mitotic spindle would be slow and difficult, therefore reducing the 
chance that cells are ultimately able to complete division.  Comparatively, spindle 
assembly would be retained in the pseudo-kinetic stabilization case, as net 
disassembly of microtubules at the onset of mitosis would increase the free tubulin 
concentration [113].  Despite retaining the ability to form a spindle in this case, the 
loss of dynamic instability would perturb spindle reorganization and correction of 
kinetochore attachment errors. Thus, utilization of a pseudo-kinetic mechanism 
could potentially explain the observation that paclitaxel treatment at low 
concentrations results in multipolar spindles and chromosome missegregation rather 
than mitotic arrest [114]. 
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 We note that there are, in principle, alternative mechanisms that are predicted 
to eliminate microtubule dynamic instability.  For example, a large (greater than 10-
fold) stabilization or destabilization effect, such that mass action is not able to 
recover dynamic instability, would result in persistent growth against the cell 
membrane or complete disassembly of microtubules (Figure 3.6C and D).  As noted 
above, these scenarios will lead to a significant shift in the distribution of 
microtubule plus-ends in not only mitotic cells, but interphase cells as well.  
Therefore, it is reasonable to believe that this type of mechanism would result in 
greater toxicity to healthy cells compared to a mechanism in which the microtubule 
array is maintained in the absence of dynamic instability.  Attenuation of dynamics 
without perturbing the plus-end distribution could be a potential way to specifically 
target mitotic cells, when untreated microtubules exhibit increased dynamics 
compared to interphase cells.  Persistent microtubule growth may alternatively be 
desirable in additional applications for microtubule-targeting agents, for example in 
axon regeneration after injury [19, 20].  The observations and model predictions 
described in this study can be used as a guide to develop drug screening assays for 
the detection of microtubule-directed agents that utilize a specific mechanism that 
will be most potent for a given application. 
3.5 Methods 
3.5.1 Model description for in vitro and in vivo microtubule 
assembly dynamics 
All simulations were run in MATLAB R2012b or R2013a (The MathWorks, 
Inc) using a pseudomechanical model for microtubule assembly as previously 
described [33], with added on-rate penalties of σ1 = 2 and σ2 = 10 to protofilaments 
where one or two neighboring protofilaments were longer by at least one dimer 
length, respectively [90].  This scaled on-rate constant was also used in calculation 
of the off-rate (equation 2), based on the type of site created by unbinding or 
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equivalently the number of lateral bonds, such that the equilibrium constant 
remained fixed.  Microtubules were initialized with a length of 400 tubulin dimers 
and a GTP cap size of 4 dimer layers.  After each event step, if a microtubule 
shortened to less than 100nm in length, it was reinitialized as 13 dimer layers of 
GTP-tubulin, thus serving as a seed to potentially initiate new microtubule growth.  
Base in vitro parameters for examining the effects of microtubule-targeting agents 
are listed in Table 3.1. 
Modifications were made to the model for in vivo microtubule assembly 
(Figure 3.6A), based on the following arguments, to account for the cellular 
environment, increased growth rate in vivo compared to in vitro, and to promote 
catastrophe. 
1. A 5-fold increase in the on-rate constant was included to account for the 
estimated effects of macromolecular crowding in a cellular environment 
[115]. 
2. Within the region where dynamic instability is observed, microtubules with 
stronger longitudinal bonds relative to lateral bonds grow faster (lower right, 
Figure 3.3B and Figure 3.6B).  Thus, a stronger longitudinal (-0.8 kBT) and 
weaker (+0.7 kBT) lateral bond was used to achieve a growth rate closer to 
that estimated in vivo.  This is a similar effect to that previously predicted for 
XMAP215 [34]. 
3. Because of the increased growth rate in vivo, microtubules have large caps 
compared to in vitro [42].  The experimentally estimated value of khyd = 0.8s-
1 reproduced this large cap, but catastrophe was no longer observed in the 
model.  Increasing khyd to 2s-1 could reproduce catastrophe; however, caps 
were significantly reduced in size, closer to those observed with in vitro 
parameters (Figure 3.3C).  It has been suggested that cells may use 
catastrophe factors to promote catastrophe at high growth rates [96].  
Additionally, adding both a growth promoter and catastrophe promoter to in 
vitro assays reproduces in vivo like dynamics [16, 109].  Having already 
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accounted for a growth promoter (number 2 above), we added the effects of 
kinesin motors in order to reproduce catastrophe at the experimentally 
estimated value of khyd.  Parameters for the kinesin motors can be found in 
Table 3.2.  Individual motors were modeled similar to that previously 
described for a kinking motor [6].  Briefly, motors diffuse along the 
microtubule lattice, bound between the microtubule ends such that only 
motors determined to have detached could leave the lattice.  GTP-tubulin 
subunits associated with a motor were treated as GDP-tubulin.  If a motor 
was attached to a dissociating subunit, then the motor was moved to the 
adjacent, more proximal subunit (towards minus-end).  Motor attachment, 
detachment, or step size of bound motors was calculated based on the event 
time after each tubulin event step (addition, loss, or hydrolysis).  Only one 
motor was allowed to attach per time step.  
4. A compliant barrier was added to capture the effects of the cell edge on 
resulting microtubule dynamics.  Assembly against the cell membrane was 
implemented similar to assembly under load described in [41].  As the 
microtubule approaches the membrane, the probability (pi) that a dimer can 
add to the end of the ith protofilament depends on the distance from 
membrane and its compliance, such that  
,              (3.6) 
where LPF,i is the length of the ith protofilament, Ld is the length of a single 
tubulin dimer (8 nm), and f(x) is the probability density function for the 
position of the cell membrane.  We assumed the membrane has a Gaussian 
probability density function with mean µ = xcell and variance σ2 = kBT/κcell.  
The probability of addition is used to scale the pseudo-first-order on-rate 
constant (k*on,PF), such that 
           (3.7) 
pi =1− f (x)dx−∞
LPF ,i+Ld∫
k*on,i = kon,i ⋅[Tub]⋅ pi
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From this, the association event time for the ith protofilament (ti) is calculated 
as 
,        (3.8) 
where rand is a uniformly distributed random number between 0 and 1, and 
then handled as described in [33].   
3.5.2 Analysis of simulation output 
 Single-state microtubule simulations were run for a total of 10,000 events 
(addition and loss).  Net-rate was estimated by linear best fit to the mean 
protofilament length versus time, averaged across 10 microtubules.  For all dual-
state simulations the mean protofilament length was recorded every 10ms of 
simulation time for a total of either 6mins or 4mins for in vitro and in vivo 
parameter sets, respectively.  Unless otherwise noted, only a single microtubule 
trajectory was simulated for each point in parameter space.  Resulting length versus 
time model output was run through an automated analysis in order to determine if 
the microtubule exhibited dynamic instability, as well as calculate the growth and 
shortening rates.  Length and time were sampled at fine and coarse intervals of 
0.01s and 1 s, respectively.  Directional changes were initially determined from the 
coarse samples as points where the length displacement between sample intervals 
switched from positive to negative, or vice versa.  The resulting direction change 
instances were then further refined via fitting a line to 5s of fine sampled data 
before and after the instance in question.  If the sign of the slope of each line 
(positive or negative) was equal, the instance was eliminated as a true direction 
change.  If the signs were opposite, then the instance was retained as a directional 
change.  Growth (positive) or shortening (negative) excursions were calculated as 
the microtubule length displacement between points of directional change.  
Dynamic instability was defined by the observation of at least one positive 
excursion greater than 500 nm and one negative excursion less than -500 nm.  
ti =
− ln(rand)
kon,i*
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Growth rates were calculated by fitting a line to the coarse sampled data within an 
individual excursion.  Unless a microtubule exhibited dynamic instability, periods 
where the microtubule was within 500nm of the boundaries (either cell membrane or 
nucleating seed) were eliminated from analysis for both in vitro and in vivo 
parameter sets. 
 Protofilament length standard deviation (σPF) was calculated from the fine 
sampled model output.  For each microtubule simulated, the protofilament length 
standard deviation was weighted by the duration of the time step according to 
,      (3.9) 
where n is the total number of sampled time points.  The result was then averaged 
across 10 separate simulation trajectories.  No weighting was performed in 
calculating the cumulative density of protofilament length standard deviations. 
3.5.3 Cell culture and microtubule-targeting agent stocks solutions 
LLC-PK1 cells stably expressing EGFP-α-tubulin (LLC-PK1α; [105]) or 
EB1-EGFP (EB1/GFP-3; [106]) were cultured in Gibco® Opti-MEM® media 
(Invitrogen Corporation, Carlsbad, CA, USA) containing 10% fetal bovine serum, 
and were frozen down and stored in cryovials in liquid nitrogen prior to plating. 
Cells were removed from cryovials, plated at 50,000 cells per dish in MatTek 35mm 
No. 1.5 dishes (MatTek Corporation, Ashland, MA, USA), and incubated at 37°C in 
5% CO2 approximately 24 hours prior to imaging.  LLC-PK1α cells were fixed in 
PHEM buffer (60mM Pipes, 25mM HEPES, 5mM EGTA, and 1mM MgCl) 
containing 0.25% glutaraldehyde, 3.7% paraformaldehyde, 3.7% sucrose, and 0.1% 
Triton X-100, as previously described [39, 51]. 
Paclitaxel (Sigma-Aldrich Corporation, St. Louis, MO, USA) was stored as a 
500 µM stock solution in dimethyl-sulfoxide (DMSO) at -20°C. Vinblastine sulfate 
(Sigma-Aldrich) was stored as a 100 µM stock solution in DMSO at -20°C. Drug 
σ PF =
σ PF,i
i=1
n−1
∑ ⋅ ti+1 − ti( )
tn
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stocks were thawed and diluted to 2x working concentration in cell culture media, 
then heated to 37°C before media exchange.  For exchange, half of the cell culture 
media in dishes was replaced with drug-containing media 30 minutes prior to the 
onset of imaging.  In control experiments, an equivalent volume of DMSO was 
added to cell culture dishes.  Final amount of DMSO did not exceed 1% in any 
conditions. 
3.5.4 Microtubule dynamics measurements 
Timelapse image sequences were acquired using a Nikon TE200 
epifluorescence inverted microscope (Nikon Instruments Inc., Melville, NY, USA) 
equipped with a Ludl BioPrecision stage (Ludl Electronic Products, Ltd., 
Hawthorne, NY, USA) under control of MetaMorph v7.4 imaging software 
(Molecular Devices LLC, Sunnyvale, CA, USA). Images were acquired through a 
60x 1.49 NA Plan Apo TIRF objective with a 2.5x intermediate projection lens 
(150x total magnification) using a Photometrics CoolSnap HQ2 CCD camera 
(Photometrics, Tuscon, AZ, USA), giving a final image pixel size of 42 nm. A 
PhotoFluor II® metal halide light source (89 North, Burlington, VT, USA) and an 
ET-EGFP filter set (49002; Chroma Technology Corporation, Bellows Falls, VT, 
USA) were used for single-channel GFP imaging. Images for microtubule dynamics 
measurements were acquired at 1-second intervals for 1 minute with 100% 
illuminator power and 200ms exposure time.  Images for estimating hydrolysis rate 
were acquired streaming at 100ms intervals for 20s.  The stage and objective were 
heated to 37°C for the duration of imaging. 
Microtubule growth rates and catastrophe frequencies were obtained from 
timelapse images of EB1/GFP-3 cells, using the MetaMorph kymograph tool to 
generate maximum intensity plots within a user-specified region of interest. Growth 
lengths, times, and velocities for individual microtubules were extracted by clicking 
on the pixel immediately in front of the brightest part of an EB1 comet in the first 
and last frames of each growth phase. Instances where the net growth length was 
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<500 nm were not counted, and instances where the EB1 comet disappeared and 
reappeared in subsequent frames without an apparent shortening event were counted 
as multiple growth events. Catastrophe frequency was calculated by dividing the 
total number of EB1 comets analyzed by the sum of the growth times. 
Microtubule shortening rates and rescue frequencies were obtained from 
timelapse images of LLC-PK1α cells, using the MetaMorph kymograph tool, as 
described above. Shortening event lengths, times, and velocities for individual 
microtubules were extracted by clicking on the pixel immediately in front of the 
brightest pixel at the microtubule tip in the frame immediately preceding a 
shortening event and at the last frame of an event. Instances where the net 
shortening length was <500 nm were not counted. Rescue frequency was calculated 
by dividing the total number of microtubules analyzed by the sum of the shortening 
time.  Microtubule length displacements and protofilament length standard deviation 
were estimated by error function fitting of the fluorescence intensity along the 
microtubule axis using the TipTracker software as described in [51, 52], without 
modification.  Occasionally, transport (i.e. microtubule buckling or other net motion 
of the polymer lattice) was observed by motion of the fluorescent speckle pattern 
along the microtubule lattice, distal to the tip, as previously reported in these cells 
[116].  Events in which tip motion occurred concurrently with a transport event 
were not included in the analysis.  
The hydrolysis rate was estimated as described previously [42], via fitting an 
exponential decay to function to the EB1-EGFP fluorescence intensity decay along 
the microtubule lattice.  Fluorescence intensity values for fitting were selected from 
columns (along the time axis) of background subtracted EB1-EGFP kymographs and 
normalized to the maximum value.  Points for fitting were initiated at the first pixel 
after the maximum and terminated at the time point of catastrophe or the end of 
acquisition.  A minimum of 20 points (2s of data) was required for fitting. 
  
94 
3.5.5 Estimating tubulin monomer-to-polymer ratios 
Fluorescence recovery after photobleaching (FRAP) experiments were 
performed in the LLC-PK1α cell line using a Zeiss LSM7 LIVE laser scanning 
swept-field confocal microscope (Carl Zeiss Microscopy, Jena, Germany) with an 
Alpha Plan-Fluar 100x/1.45 NA objective and a 12-bit linear CCD detector. Image 
stacks were acquired at 1.0x optovar magnification, using a 100 mW 488 nm diode 
laser line at 10% power with an acquisition rate of 33 ms per scan (47.4 µs pixel 
dwell time) for 120 frames. After the first 10 frames, a 25 pixel (1.58 µm) wide lane 
was bleached across the centrosome (identified by the brightest pixel) to the cell 
periphery using the 488 nm laser line at 100% power (0.493 s total bleach time), 
after which fluorescence signal was allowed to recover for the remaining 110 frames 
of imaging. The bleach region was continuously scanned during the bleach time in 
order to minimize diffusional recovery during the bleach period.  The stage and 
objective were heated to 37°C for the duration of imaging. 
Average GFP fluorescence signal within the bleached region was measured 
at each frame of the image stack using the ImageJ MultiMeasure tool. A 20-pixel 
tall rectangular region was drawn over the bleach area. The width of this region was 
dependent on the width of the cell, and was drawn such that it would not extend into 
the nucleus or cell edge. Signal intensities for frames 10-120 were then normalized 
to the signal in the 10th frame in the stack (the last frame prior to bleaching). These 
frames were chosen because GFP photobleaching curves in these frames 
approximate a linear decay, while a strong nonlinear fluorescence loss is noted in 
the first ~9 frames. To provide an experimental estimate of the fluorescence loss due 
to imaging, the experiment was repeated without the photobleaching event and 
normalized fluorescence intensities were recorded for similar regions in these cells. 
This ‘bleach correction factor’ was determined for each group, with 5 cells per 
analysis. 
New normalized fluorescence intensities were determined for frames 10-120 
by the following formula: 
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        (3.10) 
where Ibleach (t) is the average normalized fluorescence intensity within the bleached 
lane at time t, Icorr(t) is the average normalized bleach correction factor intensity at 
time t, and IN(t) is the new, corrected fluorescence intensity at time t. Monomer and 
polymer fraction were calculated as 
             (3.11) 
                   (3.12) 
where IN are corrected, normalized fluorescence intensities, tpre is the last frame pre-
bleach, tpost is the first frame post-bleach, and tend is the final frame of the image 
sequence.  
3.5.6 Statistical analysis 
 Comparisons between experimental conditions were performed by one-way 
ANOVA and Tukey-Kramer multiple comparisons method using the anova1 and 
multcompare functions in MATLAB R2013a.  Standard error of the microtubule 
length displacement statistics was estimated using a bootstrapping method.  Briefly, 
a new distribution of equal size was sampled with replacement from the original for 
1000 separate instances.  Each statistic was calculated from the resulting resamples 
in order to construct a 95% confidence interval, from which the standard error was 
calculated assuming a normally distributed population.   
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3.7 Tables and Figures 
 
TABLE 3.1 In vitro simulation base parameters for dynamic instability 
Symbol Parameter Value Reference 
ΔG0lat Lateral bond free energy -5.7 kBT [5, 6, 33, 34] 
ΔG0long Longitudinal bond free energy -7.2 kBT [5, 6] 
ΔΔG0 Energetic penalty of GDP-tubulin +3.3 kBT Model fit 
[Tub] Free tubulin concentration 5.6 µM [5, 41] 
kon,PF On-rate constant 6 s-1µM-1PF-1 [5] 
khyd Hydrolysis rate constant 0.2 s-1 Model constrained; [6] 
σ1 One-neighbor on-rate penalty 2 [90] 
σ2 Two-neighbor on-rate penalty 10 [90] 
 
 
TABLE 3.2 In vivo simulation base parameters for dynamic instability 
Symbol Parameter Value Reference 
ΔG0lat Lateral bond free energy -5.0 kBT Fit to experimental data 
ΔG0long Longitudinal bond free energy -8.0 kBT Fit to experimental data 
ΔΔG0 
Energetic penalty of GDP-
tubulin 
+3.6 kBT Model fit 
[Tub] Free tubulin concentration 7 µM [42] 
kon,PF On-rate constant 30 s-1µM-1PF-1 Fit to experimental data 
khyd Hydrolysis rate constant 0.8 s-1 Experimental estimate 
σ1 One-neighbor on-rate penalty 2 [90] 
σ2 Two-neighbor on-rate penalty 10 [90] 
Dk 
Kinesin motor diffusion 
coefficient 
0.38 µm2s-1 [6, 117] 
[Kin] Motor concentration 5 nM  
kon,k Kinesin on-rate constant 0.6 µm-1nM-1s-1 [117] 
koff,k Kinesin off-rate 2 s-1 [117] 
xcell Cell membrane mean position 10 µm Experimental data 
κcell Cell membrane stiffness 500 pN/µm [118] 
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FIGURE 3.1 Establishing the general requirements of dynamic instability using a 
single-state model 
A) Model for microtubule assembly.  B) Microtubule net assembly rate for varying lateral (ΔG0lat) 
and longitudinal (ΔG0long) bond free energy  (kon,PF = 6µM-1s-1PF-1 and [Tub] = 5.6µM; contours 
best-fit by a polynomial).  Cyan, red, and black circles denote the reference points for GTP, GDP, 
and ΔG0tot(v = 0), respectively.  C) Comparison of assembly heat maps for varying values of kon,PF.  
Left: kon,PF = 3µM-1s-1PF-1, Middle: kon,PF = 6µM-1s-1PF-1, and Right: kon,PF = 12µM-1s-1PF-1.  
Horizontal lines represent the cross-section used in analysis of both varying and constant koff,PF. D) 
Fold-change in net-rate for the growth (cyan) and shortening states (red) versus the fold-change in 
kon,PF, where koff,PF is held constant (circles) or varies with kon,PF (squares).  Solid line is the diagonal 
with slope equal to one, where the fold-change in net-rate is equal to the fold-change in kon,PF.  
Dotted line marks zero.  E) Shift in the total bond free energy where the net-rate is zero (ΔG0tot(v = 
0nm/s)) versus the fold-change in k*on,PF, implemented either via kon,PF or [Tub].  Solid line is 
ln(k*on,PF/k*on,PF0) while dotted line marks zero.  In both D and E, the values for normalization are 
from the base parameters stated in B.   
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FIGURE 3.2 Comparing the methods of implementing on-rate constant effects with 
either constant or varying off-rate. 
Horizontal cross-sections at ΔG0long = -6.8kBT of comparable heat maps to those shown in Figure 
3.1C with varying values of k*on,PF (0.5, 3.0, 6.0, 15, 30, 42, 60,  72,  90, 120, 210, and 300 s-1PF-1, 
in order of increasing brightness).  In A and B the off-rate is held constant for varying values of the 
on-rate constant.  In C and D the off-rate is adjusted equivalently to the on-rate constant.  A) 
Implementation via kon,PF with additional adjustment to ΔG0tot.  B) On-rate constant effect is 
implemented through [Tub] alone.  C) Varying kon,PF in the absence of additional parameter 
adjustments.  D) [Tub] is varied with a corresponding adjustment to ΔG0tot such that the off-rate is 
equally adjusted. Cyan and red lines represent the intersection with the growth and shortening 
contours shown in Figure 3.1B.  Dotted line marks zero. 
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FIGURE 3.3 Dynamic instability is constrained to a narrow region of parameter space 
A) Representative microtubule length versus time traces for the in vitro dynamic instability 
parameters listed in Table 3.1.  B) Black, red, and green circles represent the GTP-tubulin energetic 
states from individual simulations where dynamic instability was observed for khyd = 0.2, 0.4, and 
1.0s-1, respectively.  Colored areas represent a general fit to where dynamic instability was observed 
for each value of khyd. The region constrained by the v = 0 contour and ΔΔG0 is shaded in gray for 
reference.  C) Stabilization and destabilization due to uniform effects on both GTP- and GDP-
tubulin versus varying k*on,PF.  D) Minimization of ΔΔG0 by an assembly-promoter versus varying 
k*on,PF.  In this case, the energetic state of GDP-tubulin converges to the energetic state of GTP-
tubulin.  E) Minimization of ΔΔG0 by a disassembly-promoter versus k*on,PF.  In this case, the 
energetic states of GTP- and GDP-tubulin converge to a midpoint between the two.  Points where 
dynamic instability was observed are marked with a bold bounding box.  For these points, the rate 
reported is the average growth rate during rounds of dynamic instability.  
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FIGURE 3.4 Microtubule-targeting agents induce new steady states with reduced 
microtubule dynamics in LLC-PK1 cells. 
A-B) Representative kymographs of EGPF-α-tubulin (A) and EB1-EGFP (B) signal in LLC-PK1 
cells treated with paclitaxel or vinblastine are shown.  C) Estimated parameters of dynamic 
instability at 1s sample intervals (n>35 microtubules from >10 cells in each condition). N.D. = not 
determined due to the absence of detectable growth or shortening events.  D) Microtubule length 
displacement cumulative distribution obtained by tracking EGFP-α-tubulin.  Fixed cell 
displacements are indicated by the dotted line.  Vertical dotted lines denote zero and the cutoff for 
the probability analysis in E.  Inset shows the mean displacement for each condition.  E) Probability 
of large displacements for each treatment condition.  Large negative displacements are to the left of 
the control, while large positive displacements are to the right. In each plot, control values are 
shown in black, while paclitaxel and vinblastine are shown in cyan and magenta, respectively (light 
= 10nM and dark = 100nM).  All error bars are ± SEM. * p<0.05, ** p<0.01 by multiple 
comparisons test. 
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FIGURE 3.5 Microtubule dynamics are attenuated in the presence of paclitaxel and 
vinblastine 
A) Example kymographs from LLC-PK1 cells stably expressing EGFP-α-tubulin. B) Example 
kymographs from LLC-PK1 cells stably expressing EB1-EGFP. Length and time scale bars apply to 
all included kymographs. 
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FIGURE 3.6 In vivo model makes similar predictions to the in vitro model with 
regards to dynamic instability and kinetic stabilization. 
A) Representative microtubule length versus time traces for the in vivo dynamic instability 
parameters listed in Table 3.2.  Arrows indicate points of catastrophe away from the cell edge.  B) 
Colored dots indicate sample points where dynamic instability was observed with regards to the 
lateral and longitudinal bond free energy (ΔG0lat and ΔG0long, respectively).  Color indicates the 
assembly rate during periods of growth.  Shaded region is that constrained by the v = 0 nm/s contour 
and ΔΔG0.  For each point, all parameters listed in Table 3.2 were held constant except the bond 
free energies.  C) Bond stabilization of both GTP- and GDP-tubulin versus k*on,PF. D) Example 
length versus time plots for several points in the parameter space shown in C.  In each case, [Tub] 
was decreased by twofold, while the longitudinal (top) or lateral (bottom) bond was stabilized by 0, 
-1, or -2kBT. E) Decreasing energetic difference between GTP- and GDP-tubulin (ΔΔG0) versus the 
fold-change of k*on,PF for an assembly-promoter.  F) Decreasing energetic difference between GTP- 
and GDP-tubulin (ΔΔG0) versus the fold-change in k*on,PF for a disassembly-promoter. In C-F, the 
bold boxes indicate points where dynamic instability was observed.  The rate reported for points of 
dynamic instability is the average growth rate.  
 
  
104 
 
 
 
 
 
 
FIGURE 3.7 Microtubule-targeting agents do not affect the distribution of 
microtubule plus-ends in LLC-PK1 cells. 
Maximum intensity projection of 20s time lapse of EB1-EGFP expressing LLC-PK1 cells treated 
with DMSO (control, top), 100nM paclitaxel (middle), and 10nM vinblastine (bottom).  Regions 
within white squares are shown to the right.  Scale bars of 5µm and 1µm apply to all conditions. 
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FIGURE 3.8 Estimation of free tubulin and hydrolysis effects in LLC-PK1 cells 
treated with paclitaxel and vinblastine. 
A) An example control LLC-PK1 cell expressing EGFP-α-tubulin (LLC-PK1α) is shown.  Regions 
containing both microtubule polymer and monomer (white box) were bleached and subsequently 
monitored for fast fluorescence recovery within the first 3s.  The region within the white box is 
shown at multiple time points on the right.  After 3s, no detectable polymer signal recovers.  B) 
Fluorescence recovery curves for LLC-PK1α cells treated with paclitaxel (cyan; light = 10nM and 
dark = 100nM) and vinblastine (magenta; light = 10nM and dark = 100nM).  Inset: fraction of 
fluorescence intensity contributed by polymer (bottom) and free tubulin (top). At least 12 FRAP 
events from individual cells were analyzed in each treatment condition.  C) Decay of EB1-EGFP 
fluorescence along the microtubule lattice sampled at 100ms intervals (n>32 microtubules from >8 
cells in each condition).  Inset: best-fit exponential decay rate averaged across each cell for a given 
condition.  Error bars are ± SEM.  For each curve shown in B and C, the surrounding lighter area 
depicts the SEM of each time point. * p<0.05 by multiple comparisons test. 
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FIGURE 3.9 Microtubule assembly variance and tip structure in the presence of 
paclitaxel and vinblastine. 
A-B) Variance of microtubule length displacements is plotted for increasing time intervals (Δt). 
Lines indicate the linear best fit to first 10s of data.  Denoted linear slope for each treatment is the 
best fit ± 99% CI.  Error bars for each point are SEM obtained by bootstrapping.  C-E) Net-rate 
(top) of assembly as well as the average slope of linear best fit (bottom) to first 10s of simulated 
displacement variance versus time data is shown. The region defined by dotted black lines 
approximately indicates near zero net-rate for each case.  The identical region is defined in the plot 
below.  Ellipses indicate regions that are consistent with the experiment estimates of assembly 
variance in the presence of paclitaxel (cyan) or vinblastine (magenta) shown in B.  F) Model 
predicted protofilament length standard deviation for each parameter set, averaged for ten separate 
microtubule trajectories (left) or cumulative for all microtubules (right). Control microtubules were 
simulated with the parameters listed in Table 3.2, while each kinetic stabilization case was sampled 
from the circled regions in C-E.  tKS = true kinetic stabilization mechanism where the stabilization 
is applied either through the longitudinal (long) or lateral (lat) bond. pKS = pseudo-kinetic 
stabilization for an assembly- (D) or disassembly-promoter (E).  G) Cumulative density of all 
experimentally estimated protofilament length standard deviations for control microtubules and in 
the presence of 100nM paclitaxel or 100nM vinblastine (n>22 microtubules from >10 cells in each 
condition).  Inset: protofilament length standard deviation averaged across each microtubule.  ** 
p<0.01 by multiple comparisons test.  Error bars are ± SEM. 
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FIGURE 3.10 Simulation results of true kinetic stabilization are minimally affected by 
the implementation of the stabilizing effect. 
A-B) Net-rate (A) and Assembly variance (B) as a function of varying k*on,PF and koff,PF in the case 
where the stabilizing effect on koff,PF is implemented through the longitudinal bond. C-D) Net-rate 
(C) and Assembly variance (D) as a function of varying k*on,PF and koff,PF in the case where the 
stabili0zing effect on koff,PF is implemented through the lateral bond.   
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CHAPTER 4 
Summary and Conclusions 
With the development of more advanced instrument capabilities as well as 
fluorescence imaging techniques the amount of quantitative data available in cell 
biology has become increasingly immense.  The challenge for cell biologists is to 
use this information to extract meaningful conclusions about complex biological 
systems.  Computational modeling provides a useful tool to integrate hypotheses 
and assumptions for the analysis and interpretation of experimental observations.  
The work presented in this dissertation utilizes the advantages of a computational 
approach for the study of microtubule self-assembly dynamics across multiple 
scales.  This multiscale approach rigorously examines the theoretical processes 
underlying microtubule self-assembly from the submolecular scale of individual 
interdimer interactions, to the nanometer scale addition-loss of tubulin subunits, and 
finally to the microscale observation of microtubule dynamic instability.  
 In Chapter 2, a new computational model was developed for the association 
and dissociation of individual tubulin subunits, in which the individual interdimer 
interactions as well as the translational and rotational dynamics are simulated at the 
subnanometer length scale and picosecond timescale.  This model represents the 
most detailed kinetic and thermodynamic model for tubulin-tubulin interactions at 
the microtubule plus-end to-date.  Computational results reveal multiple aspects of 
microtubule assembly not previously appreciated.  First, protofilaments of increased 
length, adjacent to tubulin binding sites, impose a steric penalty on subunit 
association, resulting in more than an order of magnitude effect in some cases.  
Therefore, the microscale microtubule on-rate constant should be considered an 
ensemble average of the nanometer scale on-rates of individual protofilaments that 
evolves in time.  Second, this inhibition of subunit association influences the 
formation of tapered structures at the microtubule plus-end, consistent with those 
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observed experimentally.  This suggests a feedback mechanism between subunit 
association and the formation of elongated end structures during assembly.  Finally, 
perturbation of both the chemical or mechanical properties of the interdimer 
interactions has consequences for not only dissociation, but association of 
individual tubulin subunits as well. 
 The model described in Chapter 2 is the first, to our knowledge, to bridge the 
gap between molecular dynamics models and dimer-level stochastic models for self-
assembly.  Further, it is consistent with both experimental observations and 
theoretical predictions for microtubule self-assembly.  Therefore, it serves as an 
ideal platform for future analysis of the actions of MAPs and microtubule-targeting 
agents that alter microscale assembly dynamics by altering the properties of 
interdimer interactions.  In the future, it would also be interesting to apply the 
model in investigating the inherent differences between assembly dynamics at the 
minus-end versus the plus-end of the microtubule.  Dynamics at the minus-end are 
diminished compared to the plus-end [44], yet it is not clear how interdimer 
interactions may differ from the plus-end.  The orientation of subunits at the minus-
end (α-tubulin facing out, compared to β-tubulin at the plus-end) obviates the 
potential for polymerization-driven hydrolysis, but it is not clear that this will result 
in the observed assembly differences.  Assembly distinction is more likely due to a 
property of the subunit interactions, which could be revealed by the model.  
 In a year, more than 20% of all cancer patients receive chemotherapy as part 
of their treatment regimen.  Several of the main and most successful 
chemotherapeutic drugs used clinically bind directly to αβ-tubulin heterodimers and 
inhibit microtubule self-assembly dynamics, promoting a “kinetically stable” state.  
Even with prominent clinical application, the mechanisms by which these 
microtubule-targeting agents induce “kinetic stabilization” have remained elusive.  
In Chapter 3, two stabilization mechanisms consistent with experimental evidence in 
the presence of the clinically relevant chemotherapeutic agents, paclitaxel and 
vinblastine, are described.  The first mechanism is dependent on the combined 
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inhibition of association and dissociation of tubulin subunits.  This mechanism is a 
“true kinetic stabilization” in which the kinetic rates are reduced by more than an 
order of magnitude.  The second is a “pseudo-kinetic stabilization” that is the result 
of inducing an approximately single state polymer in the absence of significant 
kinetic inhibition.   Additionally, the results in Chapter 3 indicate that uniform 
stabilization of the microtubule polymer is not consistent with experimental results 
and that rescue of dynamic instability in vivo is predicted for modest effects, an 
observation not previously appreciated.  Further, computational results indicate that 
the observation of dynamic instability is constrained to a narrow region of 
parameter space.  This is a surprising result considering not only the central 
importance of dynamic instability in many cellular processes but also the highly 
conserved nature of α- and β-tubulin.  
 In the future, the approach utilized in Chapter 3 could be used to investigate 
the mechanisms of additional microtubule-targeting agents, particularly those 
binding to the colchicine domain, which were not investigated in the work presented 
here.  Mass action of tubulin dimers between polymer and solution is predicted to be 
an essential feature of the loss of dynamic instability by the pseudo-kinetic 
mechanism described.  Therefore, iteratively comparing in vitro results, where the 
amount of tubulin in solution can be controlled, to in vivo results could provide an 
additive test to model predictions and further constrain the kinetic and 
thermodynamic effects of microtubule-targeting agents.  As the model predicts that 
dynamic instability is constrained to a narrow region of parameter space, it is 
interesting to consider how MAPs evolved to enhance dynamic instability rather 
than resulting in a similar phenotype to microtubule-targeting agents.  While already 
providing some insight, the model results and predictions described in Chapter 3 can 
be used as a framework for further analyzing the action of MAPs on assembly 
dynamics.   
In conclusion, the work presented in this dissertation highlights the power of 
integrating computational models that are based on fundamental physical principles 
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with experimental observations in understanding complex biological systems.  The 
insight gained in this study increases our knowledge of the biophysics of 
multistranded polymer self-assembly at multiple scales, using microtubules as a 
specific example.  This work provides a framework for future analysis of 
microtubule dynamics and, ideally, will inform the development and screening of 
new and improved chemotherapeutic agents that bind to tubulin.   
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Appendices 
Appendix A: Derivation of the model-predicted critical 
concentration 
In order to derive the model-predicted critical concentration for net 
assembly, we started with the relationship described by equation 3.5.  For a given 
ΔG0tot and kon,PF, the value of [Tub] where v = 0 is the critical concentration. 
Therefore, by rearrangement of equation 3.5 we can see 
Cc Cc (0) = exp [ΔGtot0 −ΔGtot0 (0)] kBT( ) ,            (A.1) 
where (0) designates the reference energetic state.  In this case Cc(0) = 5.6µM for 
ΔG0tot(0) = -11.8kBT (black circle in Figure 3.1B). By rearrangement of equation 
A.1 
 CcCc (0)
=
exp ΔGtot0 kBT( )
exp ΔGtot0 (0) kBT( )
.                (A.2) 
Thus, for each state with a given ΔG0tot 
  Cc = exp ΔGtot0 kBT( ) .           (A.3) 
By substituting in equation 3.1 and 3.2 we have 
Cc = exp ΔGtot0 kBT( ) =
koff ,PF
kon,PF
= KD .                   (A.4) 
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Appendix B: Expansion and optimization of in vivo 
microtubule tip tracking 
Portions of this appendix are reprinted with permission from Current 
Biology: [42] and Methods in Enzymology: [52] 
Contributing authors: Brian T. Castle, Louis S. Prahl, and David J. Odde 
Introduction 
 With the development of more sensitive digital cameras and advanced image 
processing techniques, the classic definition of spatial resolution by optical 
approaches (Rayleigh criterion or the diffraction limit) no longer applies.  This is 
most readily demonstrated by the development of recent “super-resolution” 
microscope systems in which image processing techniques are seamlessly integrated 
into the acquisition.  Function fitting to digital image signal in particular can 
provide a simple way to obtain sub-pixel spatial information.  Fitting accuracy will 
depend on several aspects of image acquisition, including the total magnification 
(spatial sampling) and signal-to-noise ratio, which should be considered, although, 
the optimization of some aspects may require tradeoff with others.  Therefore, it is 
important to optimize the experimental setup in order to maximize the accuracy of 
image processing techniques including function fitting approaches.  In this section 
we describe an improved method for semi-automated tracking of microtubule plu-
end position during periods of growth, taking advantage the comparatively high 
signal level of EB1-EGFP compared to EGFP-α-tubulin.  This procedure was 
implemented as an add-on option to the recently developed tip tracking algorithm 
software [51].  Additionally, we examine multiple experimental setup considerations 
in maximizing the accuracy of tracking microtubule tip position using the function 
fitting approach.  
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Expanding microtubule tip tracking algorithm for tracking 
EB1-EGFP signal 
Microtubule tip tracking of EB1-EGFP signal was performed as described in 
Demchouk et al. [51], with a couple modifications to account for the EB1-EGFP 
signal as compared to EGFP-α-tubulin signal.  First, to find the microtubule 
backbone, rather than designating the microtubule in each individual frame [51], all 
frames of EB1-EGFP movies were averaged together, such that comets appear as 
streaks or lines in the direction of microtubule growth (Figure B.1). Averaging 
across each frame is necessary to find the microtubule backbone in the EB1-EGFP 
movies due to the low labeling density of EB1 along the length of the microtubule 
away from the comet.  Averaging across each frame also reduces the background 
noise due to freely diffusing EB1-EGFP in the cytoplasm, increasing the accuracy of 
fitting the microtubule backbone.   
 The user then clicks at the beginning and end of the streak to define the 
direction of growth, as well as the region within which the microtubule backbone is 
fit.  The algorithm fits the microtubule backbone between the two user clicks by 
Gaussian fitting of transverse scans across the comet path (similar to [51]).  These 
points (red line, inset Figure B.1A) are then used to fit a linear microtubule growth 
axis (blue line, inset Figure B.1A).  Because the fit of the microtubule axis is from a 
composite of all frames in the movie, the same line is used to extract the EB1-EGFP 
fluorescence profile in every individual frame (Figure B.1A, right).   
 In [51], the fluorescence profile along the microtubule axis is extracted and 
fit by a Gaussian survival function, which determines the microtubule tip position in 
each frame.  However, because EB1 labels only the tip of growing microtubules, the 
survival function is not a reliable fit to the EB1-EGFP fluorescence profile (green 
dots, Figure B.1B).   Because we know that there is microtubule structure 
underlying the comet fluorescence decay, we can build that structure in the EB1-
EGFP fluorescence profile by increasing the fluorescence intensity within the 
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comet, thus ensuring a more accurate and reliable fit of the Gaussian survival 
function.  Therefore, in each frame, after the algorithm extracts the fluorescence 
profile along the microtubule growth axis (blue line, Figure B.1B), the maximum 
intensity from the EB1-EGFP fluorescence profile is assigned to each of the 
preceding points (towards the minus end) along the microtubule (red dots, Figure 
B.1B).  As in described by Demchouk et al. [51], the mean of the Gaussian survival 
function is taken to be the microtubule tip position (cyan dot, Figure B.1B).   
 As seen in Figure B.1C, when the microtubule is growing (i.e. when a EB1-
EGFP comet is detectable), the length versus time output is in good agreement with 
the corresponding kymograph.  When the microtubule is shortening (EB1-EGFP 
comet disappears), length versus time output is very noisy, due to the noise of 
fitting maximum values of the low EB1-EGFP signal along microtubule lattice, and 
therefore has been omitted from the Figure B.1C.  For applications where tracking 
the microtubule tip position during periods of shortening is not necessary, this loss 
of accuracy will not impact the analysis.  Additionally, the presence of EB1-EGFP 
signal, or similarly the accuracy of tracking, can be used to distinguish periods of 
growth from shortening. 
 In order to obtain estimates of the EB1 tracking algorithm accuracy during 
periods of growth (high EB1-EGFP signal), we fixed LLCPK1 cells stably 
expressing EB1-EGFP by exposure to -20°C methanol for 10 minutes.  As noted by 
Demchouk et al. [51], fixation of stably expressing cells resulted in ~2-fold loss of 
EGFP signal.  Therefore, fixed cells were exposed for 2-fold longer than live cells 
in order to obtain similar image statistics (i.e. ratio of mean comet signal to cell 
background noise) between the two cases.  In addition, imaged regions of fixed cells 
tend to bleach at a faster rate than live cells, likely due to the lack of rapid EB1-
EGFP turnover at the microtubule tip.  Therefore, only those frames maintaining 
comparable statistics to live cells were used for analysis of accuracy (50 frames for 
200 ms exposure, 25 frames for 400 ms exposure).  
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 For each fixed microtubule, the average tip position as determined by the 
EB1 tracking algorithm, was subtracted from the other tip positions to give delta tip 
(Δtip) for each time point.  The standard deviation in Δtip for all microtubules (44 
microtubules from 19 cells for 200 ms exposure, 44 microtubules from 17 cells for 
400 ms exposure) was then calculated to estimate the single time point accuracy of 
EB1-EGFP tracking (Figure B.1D).  For both acquisition settings, single time point 
accuracy was sub-pixel (Figure B.1D).  This estimate of the single time point 
accuracy of EB1-EGFP tracking is 2- to 3-fold better than that estimated for EGFP-
α-tubulin in vivo at similar exposures [51] and comparable to estimates for in vitro 
tubulin tracking [5].  Because EB1-EGFP more densely labels growing microtubule 
plus ends, as compared to EGFP-α-tubulin (50% for EB1 [106] versus 17% labeling 
density for α-tubulin [105]), more photons are collected on the detector per unit 
time, thus allowing for faster imaging frame rates while maintaining optimal signal-
to-noise and spatial accuracy.  
Optimizing experimental condition for microtubule tip 
tracking accuracy 
Experimental Setup Considerations 
Noise, background and signal intensity are all important considerations when 
obtaining quantitative measurements from digital fluorescence images, as they 
affect the accuracy and precision of these measurements [119]. In general, one 
would like to maximize signal while minimizing background and noise. This means 
that imaging parameters, such as exposure time, fluorophore brightness, and spatial 
sampling must be considered for each application. The optimization of some 
parameters requires a trade-off with others. For example, finer spatial sampling 
and/or increased temporal resolution reduce the signal intensity per pixel. Therefore, 
the optimal settings will depend on the individual application. To guide users in 
optimal code performance, tip tracking accuracy has been evaluated on simulated 
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images obtained by model convolution [51, 120] with an eye towards 1) signal 
intensity above background and 2) spatial sampling.  
Signal Above Background 
Fluorescence signal intensity is an important factor in determining tracking 
accuracy. Pixel intensity values along the microtubule are determined in part by the 
quantity of labeled tubulin subunits (labeling fraction). Figure B.2A shows that, for 
spatial sampling of 40 or 100 nm/pixel, as the labeled fraction of total tubulin in the 
microtubule lattice increases, resolution reaches a maximum (~50% labeling). In the 
LLC-PK1α cells we use, labeling fraction is fixed at ~17% [105], but in vitro, the 
labeling fraction is controllable. At low average signal above background, the noise 
is dominated by photon counting noise, yielding a less accurate measurement, while 
at higher values (>40 A.U. above background) the measurement reaches a maximal 
accuracy (Figure B.2B). This maximal accuracy is independent of spatial sampling 
for either pixel size evaluated (40 or 100 nm/pixel). These simulations were run on 
tapered tips comparable to those estimated in vivo, so the accuracy converges to ~36 
nm, but blunt tips have higher accuracy, to ~15 nm [51]. On average, tips are more 
tapered in vivo compared to in vitro [5, 51], therefore we expect accuracy closer to 
15 nm in vitro. For very low fraction labeled (less than 0.1), the cell is in the so-
called “speckle” regime [121], which, while optimal for imaging microtubule 
transport, yields poor estimation of tip position. Figure B.2 plots were generated 
from running the tip tracking algorithm on simulated microtubule images obtained 
via model convolution, constructed using a 2 nm x 2 nm ‘fine grid’ and binned to 
appropriate pixel sizes [51, 120].  
Spatial Sampling  
Spatial sampling refers to the size of individual pixels that comprise a digital 
image, and is determined by the pixel size of the CCD camera and the magnification 
power of the optics. For example, our Nikon TE200 microscope is equipped with a 
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Photometrics CoolSnap HQ2 CCD camera (6.45 µm/pixel) and 60x lens, giving 
spatial sampling of 105 nm/pixel, or 42 nm/pixel with an intermediate 2.5x 
projection lens (150x total magnification). Larger pixels may collect more photons 
and give higher signal, but smaller pixels contain more positional information and 
improve function fitting. Evaluating tip tracking accuracy on model convolved 
microtubule images over a range of spatial sampling (Figure B.2C), we show that tip 
tracking accuracy plateaus at ~36 nm for tapered tips for pixel sizes below ~100 
nm/pixel. Tracking precision below this threshold is relatively insensitive to signal 
above background (20 or 40 A.U.). However, accuracy precipitously declines for 
spatial sampling greater than this value. The explanation lies in using a Gaussian to 
fit the imaging system PSF. With increasing pixel size, fewer pixels are available to 
fit σPSF, resulting in information loss about the microtubule tip position. In 
particular, around the so-called optical resolution of the system (defined by the 
Abbe diffraction limit, ~200-250 nm), the fit becomes unreliable, because 
essentially the entire PSF is contained in 1-2 pixels used to fit the 1D Gaussian 
(Figure B.2D). In general, when measuring features such as microtubule tips from 
digital images, larger pixels (at or near the diffraction limit) may contribute errors to 
function fits. Therefore, using a projection lens (or optovar) to reduce pixel size to 
less than 100 nm/pixel is recommended. Pixel binning (either pre-processing, or via 
the bin function) is a viable strategy to increase signal, so long as binned pixels stay 
below ~100 nm/pixel. 
Optimization Using Fixed Cells 
While model convolution (as employed above) provides a convenient way to test 
algorithm accuracy, it may be easiest to optimize the experimental setup for tracking 
accuracy on fixed cells using established protocols for tubulin fixation and 
immunostaining [39, 51, 122]. Since the tip position does not change between 
frames, deviations from the mean microtubule length (ΔLE) are due to experimental 
noise. Thus, the standard deviation of ΔLE (σLE) is an estimate of the tracking 
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accuracy. To demonstrate the effects of frame integration, we took 200 ms 
streaming videos of microtubules in the periphery of fixed LLC-PK1α cells (N = 54 
microtubules) using our previously described microscope setup, integrated frames 
(1x, 2x and 3x frame integration, effective exposure times of 200, 400 and 600 ms), 
and measured deviations from the mean length (Figure B.3A).  Frame integration 
effectively captures the expected effects of increasing frame exposure time and 
signal-to-noise.  Increasing exposure time increases tracking accuracy, reducing the 
standard deviation of length elements (σLE). It is important to note that GFP 
brightness is reduced ~2x by cell fixation, therefore users should measure the loss 
for each specific application [51].  
Pixel binning is commonly employed in digital image processing to boost signal 
by summing intensities for a region of several pixels into a single pixel, both during 
acquisition and as a post-processing technique. To estimate the effects of binning on 
tip tracking accuracy, we took the same fixed cell images and recorded ΔLE values 
for binned pixel sizes (1x1, 2x2 and 4x4 binning). Tip tracking accuracy decreased 
with higher binning (Figure B.3B), especially in the case of 4x4 binning for the 
previously described system (168 nm/pixel). Note that this spatial sampling is near 
the Rayleigh criterion for the system, where it was determined that the fit to σPSF 
breaks down (Figure B.2D), resulting in a less accurate estimate of tip position. As 
previously suggested, binning should be employed with caution, keeping pixels 
under ~100 nm to avoid contributing significant function fitting errors. 
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Tables and Figures  
 
FIGURE B.1 Microtubule tip tracking using EB1-EGFP.  
A) In order to fit the MT axis, all frames are averaged to create a composite image where comet 
paths appear as streaks. The fit of the composite MT axis (blue line, insert) is then used in each 
single frame (blue line, right) to extract the EB1 comet fluorescence profile. B) Example 
fluorescence profile along the MT axis shown in (A, right).  The original fluorescence profile (green 
dots) is compared to the modified profile (red dots) where the maximum value is assigned to each 
preceding point (toward the minus end). Similar to Demchouk et al. (2011), a Gaussian survival 
function (blue line) is fit to the modified fluorescence profile and the MT tip position is determined 
by the mean (cyan dot) of the survival function. C) Kymograph (left) of the MT shown in A-B and 
the corresponding tip-tracking results (right). D) Deviations from the mean tip position (Δtip) 
determined by tracking cold-methanol-fixed EB1-EGFP comets for two different exposure times. 
Gray dotted line shows normal PDF with µ = 0 nm and σ = 42 nm (equal to the final image pixel 
size). Single time point accuracy of EB1-EGFP tracking with 100-200 ms exposures is sub-pixel 
(10-20 nm) and improves with greater signal-to-noise (increased exposure times). 
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FIGURE B.2 Accuracy dependence on fluorescence signal and spatial sampling from 
analysis of model-convolved microtubule images.  
A) Tip tracking accuracy (nm) plotted as a function of fraction labeled (percentage of labeled 
tubulin) and B) as a function of average signal counts above background (A.U.). Both fraction 
labeled and accuracy were evaluated at spatial sampling 40 and 100 nm/pixel. All points in A 
assume 20 A.U. above background. C) Accuracy plotted as a function of spatial sampling, for signal 
values of 20 and 40 A.U. above background. All points in B and C assume 20% tubulin labeling.  
D) Gaussian estimates of the point spread function standard deviation σPSF (nm) as a function of 
spatial sampling (at 40 A.U. above background). 
 
 
 
 
 
 
 
  
123 
 
 
FIGURE B.3 Effects of binning and frame integration on tip tracking analysis on fixed 
cells in vivo.  
Image stacks of fixed microtubules in the periphery of LLC-PK1α cells (n = 54 microtubules) were 
analyzed using the tip tracking algorithm. Images were acquired at 150x (42 nm/pixel) with 200 ms 
streaming acquisition. A) Effects of integrating multiple frames (1x, 2x and 3x integration, effective 
exposure times of 200, 400 and 600 ms) on standard deviation of length changes (σLE). B) Effects of 
increasing bin size (1x1, 2x2 and 4x4 binning, effective pixel sizes of 42, 84 and 168 nm/pixel) on 
σLE. 
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