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Abstract. Radial basis functions have become a popular tool for ap-
proximation and solution of partial differential equations (PDEs). The
recently proposed multilevel sparse interpolation with kernels (MuSIK)
algorithm proposed in [16] shows good convergence. In this paper we use
a sparse kernel basis for the solution of PDEs by collocation. We will
use the form of approximation proposed and developed by Kansa [24].
We will give numerical examples using a tensor product basis with the
multiquadric (MQ) and Gaussian basis functions. This paper is novel
in that we consider space-time PDEs in four dimensions using an easy-
to-implement algorithm, with smooth approximations. The accuracy ob-
served numerically is as good, with respect to the number of data points
used, as other methods in the literature; see [25,36].
1 Introduction
During the last few decades since radial basis functions (RBFs) were proposed
by Hardy [20] for numerical approximation, they have been applied to a wide
range of applications from mathematics, geophysics, physics to engineering and
finance. In this paper we will use tensor products of the infinitely differentiable
univariate functions
Multiquadric : φc(x) =
√
x2 + c2,
Gaussian : ψc(x) = e
− x2
c2 .
The basis function for approximation is then of the form
Φc (x) =
d∏
i=1
µci (xi) ,
where µ is either φ or ψ. This is not strictly speaking RBF approximation in
general, though for the Gaussian basis function, since
d∏
i=1
exp
(−x2i ) = exp
(
−
(
d∑
i=1
x2i
))
= exp
(−‖x‖2) ,
ar
X
iv
:1
71
0.
07
02
3v
1 
 [m
ath
.N
A]
  1
9 O
ct 
20
17
2we obtain a univariate function of the norm (an RBF).
In the definition of the multiquadric and Gaussian there is a parameter c
which we call the shape parameter. This is used to scale the approximation
basis in various directions depending on the resolution of the data points in that
direction; see Figures 1 and 2. In the first we plot Φ[1,1] (x) = φ1(x1)φ1(x2) and
Φ[1/2,1/32] (x) = φ1/2(x1)φ1/32(x2), and in the second Φ[1,1] (x) = ψ1(x1)ψ1(x2)
and Φ[1/2,1/32] (x) = ψ1/2(x1)ψ1/32(x2). The scaling matches the anisotropic grid
shown next to the surface. We call the basis functions with different shape in
each direction anisotropic basis functions.
Fig. 1. An example of normal MQ and anisotropic tensor MQ funcions in 2D. The
anisotropic function to the right is scaled appropriately for the inisotropic grid shown.
More recently RBFs have been employed in the solution of PDEs [1,2,7,9,11,12,13,17,19,28,32].
Suppose our PDE is
Lu = f in Ω, (1)
u = g on ∂Ω. (2)
There are two distinct collocations methods using RBFs in this context,
termed symmetric and non-symmetric collocation. The latter was introduced by
Kansa [22,23,24] and involves the expansion of the solution of the PDE in a
combination of RBFs:
u˜ (y) =
∑
i
αiΦci (y − xi) ,
where the nodes xi ∈ Ω∪∂Ω. The PDE is applied to this expansion and colloca-
tion is used to compute coefficients in the expansion. Currently there is no proof
that this method is stable in the sense that the collocation system is invertible.
However, the method remains simple to implement and shows good convergence.
3Fig. 2. An example of normal Gaussian and anisotropic tensor Gaussian functions in
2D. The anisotropic function to the right is scaled appropriately for the inisotropic grid
shown.
In symmetric collocation, developed by [8], the solution of the PDE is written
in the form:
u˜ (y) =
∑
i
αiLΦci (y − xi) +
∑
j
βjΦcj (y − zj) ,
where now xi ∈ Ω, and zj ∈ ∂Ω. Now the collocation system which arises is
symmetric and for specific choices of positive definite RBFs (the Gaussian for
instance) the system can be proven to be invertible (see [8]).
Due to the simplicity of implementation we will use non-symmetric colloca-
tion in this paper. We will explore the use of symmetric collocation with sparse
grids in a follow-up article.
One of the advantages in using radial basis functions is the ease of implemen-
tation in high dimensional problems, though this is of no practical consequence
if we cannot mitigate the so-called curse of dimensionality. The sparse grid
methodology which will be described later is our chosen route to doing this,
though this of itself is not new; see e.g. [3,14,18,28]. If the discretisation parame-
ter (the smallest separation distance between two points) is h, then in a full grid
method the number of points is of the order h−d. In the sparse grid algorithm
we have a number of points of the order h−1| log h|d−1.
A new feature in this paper is that we use smooth kernels in the sparse grid
algorithm. This means that there is no restriction to the potential convergence
rates we may get related to approximations which are of finite smoothness. For
instance, for univariate linear or cubic B-spline approximation we should ex-
pect no better than O (h2) or O (h4) rate of convergence respectively, regardless
of the smoothness of the function we are approximating. On the other hand,
trigonometric approximation of periodic analytic functions converges with expo-
nential rates since the approximating functions are also analytic; see e.g. [30]. As
4we will see in our examples in Section 5, the rate of convergence of the methods
depend on the choice of the shape parameter, and that on the loglog plots the
rate curves are convex, suggesting that we are achieving rates faster than any
polynomial.
We compare with Wang et al. [36], who use a sparse grid algorithm with
piecewise polynomials. It is usual to treat space and time separately, but we
treat them together, as do Schwab and Stevenson in [33], and we compare our
algorithm with Langer et al. [25]. The reason we treat them together is that in a
method separating space and time we would expect to multiply the complexity
of the space part of the algorithm by the number of time steps. Use of the sparse
grid algorithm leads to multiplication by the log of the time discretisation.
An advantage of our algorithm is that it is relatively straightforward to code.
A disadvantage as will be seen in the numerical results is that we suffer ill-
conditioning problems as the shape parameters increase. This is an instance of
the well-known uncertainty principle in RBF approximation [31]. As the ap-
proximating basis function gets smoother (the shape parameter increases), the
approximation of smooth functions gets better, but the conditioning of the ap-
proximation equations gets worse. In future work we will seek to mitigate the
ill-conditioning while maintaining the approximation power.
Of course, there are other methods that have been applied to solving PDEs
using RBFs. In particular, we should point out other multiscale or multilevel
methods such as detailed in [7,9]. Related to more traditional methods we have
RBF finite difference methods [10], RBF finite element methods [21], and RBF
partition of unity methods [34].
The collocation method described in the sequel is based on the recently devel-
oped approximation method called Multilevel Sparse Interpolation with Kernels
(MuSIK) [16]. This method has been used to solve approximation problems in
up to 5 dimensions, and quadrature problems in up to 10 dimensions.
In Section 3 we introduce RBF collocation, and in Section 2 we describe
the implementation of the MuSIK-C, multilevel sparse grid kernel collocation.
In Section 5 we apply this algorithm to a number of PDEs, including elliptic
and parabolic time-dependent PDEs (the heat equation). In the latter we treat
the time as one spatial dimension, so do not do any time-stepping such as in
the method of lines. In this paper we aim to demonstrate that our method has
potential to solve PDEs in high dimensions. Therefore, our low dimensional ex-
amples demonstrate this potential. We do not pretend that we are capable of
solving non-smooth PDEs on complicated domains, which are very much the
domain of more well-established methods. We restrict ourselves to four dimen-
sional problems (three in space and one in time), but the results that we achieve
indicate that higher dimensional problems, to be considered in future work, are
tractable.
52 Sparse grids
Multilevel sparse kernel-based interpolation (MuSIK) is described in [16]. The
collocation method is almost identical. We begin by describing sparse grids.
LetΩ = [0, 1]
d
and ∂Ω be its boundary. Furthermore, let ` = (l1, . . . , ld) ∈ Nd
be a multi-index, and for 0 ≤ ki ≤ 2li , i = 1, 2, . . . , d, xi,ki = ki2−li , be a uniform
partition of [0, 1]. Then we define the family of grids which are uniform in each
direction X` = {xi,ki , 0 ≤ ki ≤ 2li , i = 1, 2, . . . , d}. The total number of nodes in
X` is less than 2‖`‖1+1, where
‖`‖1 =
d∑
i=1
li
is the one-norm of `.
The sparse grid
X˜n,d :=
⋃
|`|1=n+(d−1)
X`. (3)
See Figure 3 for an illustration with n = 4 and d = 2. A great insight in sparse
grid technology is that this sparse grid can be seen as a Boolean sum of grids at
different levels [5]. This means that we can write
X˜n,d :=
d−1∑
q=0
(−1)q
(
d− 1
q
) ∑
‖`‖1=n+(d−1)−q
X`; (4)
see Figure 4. Here we interpret the plus and minus signs as inclusion or exclusion
of points.
= ∪ ∪ ∪
Fig. 3. Sparse grid X˜4,2 via (3).
The hope is that we can achieve the same approximation power using the
sparse grid as we do using the full grid. The number of points in the sparse grid
is bounded by
2n+d (#{` : ‖`‖1 = n+ (d− 1)}) ≤ 2n+d (n+ d− 1)
d−1
(d− 1)! ≤ C(d)2
nnd−1,
where C(d) is a positive constant which depends on d, but not n. Since N =
2n + 1 is the number of points along one side of the grid, we see that we have
O
(
N (logN)
d−1
)
points compared to O (Nd) for a full grid.
6= ⊕ ⊕ ⊕
	 	 	
Fig. 4. The Boolean sum of the sparse grid X˜4,2 from full grids at two different levels,
via (4).
3 Multilevel sparse grid collocation using tensor product
basis functions
We compute our sparse grid approximation to the solution of the differential
equation by computing a solution separately on each of the grids in the Boolean
sum for the sparse grid in (4). Let B` = X` ∩ ∂Ω be the boundary nodes of X`,
and I` = X` − B` be the interior nodes.
With an abuse of the notation introduced above, let us denote by Φ` the basis
function with shape parameters ci = C/2
li , i = 1, 2, . . . , d, for some constant C,
which we will specify in the examples in Section 5. The collocation approximation
to the solution of the PDE (1) and (2) on X` is
u`(y) =
∑
x∈X`
Φ` (y − x) , (5)
which satisfies
Lu`(x) = f(x), x ∈ I`, (6)
u`(x) = g(x), x ∈ B`. (7)
Mimicking the Boolean decomposition of the sparse grid into uniform grids,
we form the sparse grid approximation to u
un,d :=
d−1∑
q=0
(−1)q
(
d− 1
q
) ∑
‖`‖1=n+(d−1)−q
u`, (8)
by combining the solutions on the uniform subgrids. This is called the combina-
tion technique, introduced by Delvos [5]. We call this algorithm SIK-C.
We will see in the numerical examples below, and as is also observed in
interpolation [16] and quasi-interpolation [35], that un,d 9 u as n→∞ for the
Gaussian basis function, and convergence is slow for the multiquadric. This is
because we are scaling the shape parameter at each level of approximation, and
7convergence results are really only available for fixed shape parameter. In order
to obtain convergence we employ a multilevel refinement strategy, exactly as in
[16].
The multilevel sparse kernel-based collocation (MuSIK-C, for short) algo-
rithm is initialised by computing the SIK-C solution un0,d on the coarsest sparse
grid X˜n0,d and set ∆0 := un0,d. Then, for k = 1, 2, . . . , ∆k is the SIK-C solution
to the residual Γk := u−
∑k−1
j=0 ∆j on X˜n0+k,d. The resulting MuSIK-C solution
is then given by
un,dML :=
n∑
j=0
∆j .
4 Extrapolation
Extrapolation is a process by which we can accelerate convergence if we un-
derstand how the asymptotic error behaves. The most well-known instance of
the process is Romberg integration, a description which can be found in e.g. [4,
Page 211]. What we will show is that, even if we do not know the precise form
of the asymptotic expansion, we can reduce the error significantly using a sim-
ple extrapolation process. The coefficient in the extrapolation is estimated using
the most recent errors. In this implementation we do not use the accelerated
solutions in any further acceleration process.
We estimate the convergence rate for our acceleration from the errors of the
previous two steps:
β ≈ − logEN2(f)− logEN1(f)
logN2 − logN1 .
In the following numerical examples we will see that this estimate for β provides
significant improvement in the error, though we do not improve the rate of
approximation. For the latter we would need to know the rate exactly.
5 Numerical experiments
In this section, we will employ MuSIK-C to solve a variety of elliptic and
parabolic partial differential equations in up to four dimensions. In the follow-
ing tables, ”Cond” represents the condition number at level n, ”Nodes” is the
number of sparse grid centers used, and we measure the errors in SIK-C and
MuSIK-C respectively with
En,dSIK−C(x) = max
x∈T
∣∣u(x)− un,d(x)∣∣ ,
En,dMuSIK−C(x) = max
x∈T
∣∣∣u(x)− un,dML(x)∣∣∣ ,
where T refers to a test set of points which will be made explicit in each example.
We will also use both multiquadric and Gaussian basis functions for comparison.
We will state the value of the parameter C referred to at the start of Section
83. Correspondingly, we define the slope ρ for two adjacent points in different
methods, for instance
ρn+1,dMuSIK−C =
log
(
En+1,dMuSIK−C
)
− log
(
En,dMuSIK−C
)
log
(
Nodesn+1,d
)
− log
(
Nodesn,d
) .
Here Nodesn,d means the number of nodes at the nth level in d dimensions.
To improve the performance of MuSIK-C further, we employ extrapolation and
measure the error and the slope as
En+1,dextra = max
x∈T
∣∣∣u(x)− un+1,dextra ∣∣∣ ,
ρn+2,dextra =
log
(
En+2,dextra
)
− log
(
En+1,dextra
)
log
(
Nodesn+2,d
)
− log
(
Nodesn+1,d
) .
In the above βn+1,d = −ρn+1,dMuSIK−C and
un+1,dextra =
(
Nodesn+1,d
Nodesn,d
)βn+1,d
un+1,dMuSIK−C − un,dMuSIK−C(
Nodesn+1,d
Nodesn,d
)βn+1,d
− 1
.
In terms of convergence rate with regard to point spacing, since subsequent
levels have half the point spacing we can compute the rate as
ρh = log2
(
En,dMuSIK−C
En+1,dMuSIK−C
)
We report these numbers in each example.
5.1 Elliptic examples
Example 1. In this example, we solve the following two-dimensional problem on
Ω = (0, 1)
2
∆u(x) = −pi2 sin(pix1x2)(x21 + x22), x ∈ Ω, (9)
with boundary conditions
u(x) = sin(pix1x2), x ∈ ∂Ω. (10)
The exact solution is a two-dimensional non-tensor product function
u(x) = sin(pix1x2). (11)
9Level Nodes Cond EMuSIK−C ρMuSIK−C ESIK−C ρSIK−C
2 21 1e5 4.51e-2 — 4.51e-2 —
3 49 7e5 1.61e-2 -1.21 1.69e-2 -1.16
4 113 8e6 3.85e-3 -1.71 9.55e-3 -0.68
5 257 5e7 8.66e-4 -1.82 5.91e-3 -0.58
6 577 2e8 2.09e-4 -1.76 4.15e-3 -0.44
7 1281 9e8 5.17e-5 -1.75 2.93e-3 -0.44
8 2817 4e9 1.27e-5 -1.78 2.11e-3 -0.42
9 6145 2e10 3.13e-6 -1.80 1.50e-3 -0.43
10 13313 6e10 7.68e-7 -1.81 1.08e-3 -0.43
11 28673 3e11 1.88e-7 -1.83 7.69e-4 -0.44
12 61441 1e12 4.62e-8 -1.84 5.27e-4 -0.50
Table 1. The performance of multilevel sparse collocation and sparse collocation using
the MQ for Example 1 with C = 2. Max error evaluated at 64,000 Halton points in
the whole domain. ρh ≈ 2.0.
Level Nodes Cond EMuSIK−C ρMuSIK−C ESIK−C ρSIK−C
2 21 3e6 2.78e-2 — 2.78e-2 —
3 49 6e7 7.74e-3 -1.51 6.58e-3 -1.70
4 113 6e8 1.15e-3 -2.28 2.66e-3 -1.08
5 257 2e9 2.03e-4 -2.11 1.85e-3 -0.45
6 577 2e10 4.02e-5 -2.00 1.43e-3 -0.32
7 1281 1e11 8.59e-6 -1.93 1.07e-3 -0.36
8 2817 5e11 1.83e-6 -1.96 7.82e-4 -0.40
9 6145 2e12 3.73e-7 -2.04 5.76e-4 -0.39
10 13313 9e12 7.52e-8 -2.07 4.16e-4 -0.42
11 28673 4e13 1.54e-8 -2.07 2.98e-4 -0.43
12 61441 1e14 9.80e-9 -0.59 2.13e-4 -0.44
Table 2. The performance of multilevel sparse collocation and sparse collocation using
MQ for Example 1 when C = 3. Max error evaluated at 64,000 Halton points in the
whole domain. ρh ≈ 2.3.
From Tables 1 and 2, it is obvious that the multilevel method really offers
advantages in the solutions. The difference between these two tables is the value
of the parameter C, (C = 2 and 3). When C is bigger, we have a smoother
basis function. Thus, as we suggested in the introduction, the condition number
grows faster, but the convergence rate is faster and solutions are more accurate.
At Level 12, in Table 2 we see that a condition number of 1e14 is effecting the
answer adversely. From Table 3, we observe that extrapolation reduces the error
by a factor of 3 or 4.
In Tables 4 and 5, we use the Gaussian basis function in place of the MQ.
Both tables also demonstrate the superiority of the multilevel method and that
SIK-C using the Gaussian does not converge. When C = 3, the condition number
10
Level Eextra(C = 2) ρextra(C = 2) Eextra(C = 3) ρextra(C = 3)
3 7.41e-3 — 5.38e-3 —
4 2.09e-3 -1.52 6.92e-4 -2.45
5 3.58e-4 -2.15 8.56e-5 -2.54
6 8.18e-5 -1.82 1.59e-5 -2.08
7 2.00e-5 -1.77 3.63e-6 -1.85
8 4.95e-6 -1.77 6.61e-7 -2.16
9 1.22e-6 -1.80 1.09e-7 -2.31
10 2.99e-7 -1.82 2.10e-8 -2.14
11 7.39e-8 -1.82 4.71e-9 -1.95
12 1.58e-8 -2.02 2.75e-8 2.32
Table 3. Extrapolations from the multilevel sparse collocation using MQ for Example
1 with differnet constants: C = 2 and C = 3. Max error evaluated at 64,000 Halton
points in the whole domain. ρh ≈ 2.0.
Level Nodes Cond EMuSIK−C ρMuSIK−C ESIK−C ρSIK−C
2 21 2e4 2.82e-2 — 2.82e-2 —
3 49 8e4 1.69e-2 -0.60 2.17e-2 -0.31
4 113 2e6 4.44e-3 -1.60 2.32e-2 0.08
5 257 3e7 9.69e-4 -1.85 2.43e-2 0.06
6 577 2e8 2.43e-4 -1.71 2.48e-2 0.02
7 1281 8e8 6.21e-5 -1.72 2.51e-2 0.02
8 2817 3e9 1.57e-5 -1.74 2.52e-2 0.01
9 6145 1e10 3.93e-6 -1.78 2.52e-2 -0.00
10 13313 5e10 9.88e-7 -1.79 2.47e-2 -0.03
11 28673 2e11 2.44e-7 -1.82 2.52e-2 0.03
12 61441 9e11 5.92e-8 -1.86 2.43e-2 -0.05
Table 4. Multilevel sparse collocation compared with sparse collocation using the
Gaussian for Example 1 when C = 2. Max error evaluated at 64,000 Halton points in
the whole domain. ρh ≈ 2.9.
of MuSIK-C with the Gaussian reaches 1e19 and 4e20 at Levels 11 and 12, and
the performance of MuSIK-C with the Gaussian breaks down. However, the
condition number is 3e18 at Level 10 and the approximation is still improving.
If we compare the condition number at which MQ approximation breaks down,
around 1e14, we conclude that the condition number alone is not a reliable
indicator of the success of the method, and this depends on the basis function
used. Similarly, in Table 6, we see better approximations using extrapolation,
but the convergence rate is not increased.
In Figure 5, we observe that SIK-C converges slowly using the MQ basis
function, while for the Gaussian it does not converge at all. This phenomenon
was also observed when approximating with Gaussian RBFs; see [35]. We also
observe the improvement from extrapolation. This figure illustrates nicely the
11
Level Nodes Cond EMuSIK−C ρMuSIK−C ESIK−C ρSIK−C
2 21 9e5 2.31e-2 — 2.31e-2 —
3 49 3e8 5.98e-3 -1.60 5.87e-3 -1.62
4 113 4e9 4.75e-4 -3.03 2.74e-3 -0.91
5 257 5e10 5.51e-5 -2.62 2.36e-3 -0.18
6 577 2e13 8.02e-6 -2.38 2.35e-3 -0.00
7 1281 2e15 1.12e-6 -2.47 2.36e-3 0.01
8 2817 2e16 1.50e-7 -2.55 2.37e-3 0.01
9 6145 3e17 1.99e-8 -2.59 2.37e-3 -0.00
10 13313 3e18 2.61e-9 -2.63 2.34e-3 -0.02
11 28673 1e19 1.59e-8 2.36 7.12e-3 1.45
12 61441 4e20 41 28 8e8 33
Table 5. Multilevel sparse collocation compared with sparse collocation using the
Gaussian for Example 1 when C = 3. Max error evaluated at 64,000 Halton points in
the whole domain.
Level Eextra(C = 2) ρextra(C = 2) Eextra(C = 3) ρextra(C = 3)
3 3.24e-2 — 5.66e-3 —
4 2.94e-3 -2.87 2.55e-4 -3.71
5 4.58e-4 -2.26 4.35e-5 -2.15
6 1.37e-4 -1.49 3.33e-6 -3.18
7 3.08e-5 -1.87 3.64e-7 -2.78
8 6.71e-6 -1.93 5.04e-8 -2.51
9 1.70e-6 -1.76 6.73e-9 -2.58
10 4.20e-7 -1.81 8.67e-10 -2.65
11 1.02e-7 -1.84 3.47e-9 1.81
12 2.18e-8 -2.02 2.00e-8 2.30
Table 6. Extrapolations from the multilevel sparse collocation using the Gaussian for
Example 1 with different constants: C = 2 and C = 3. Max error evaluated at 64,000
Halton points in the whole domain.
advantages of using the multilevel method. In the remaining examples, we only
show the solutions from MuSIK-C and extrapolations from MuSIK-C.
12
Fig. 5. The performance of SIK-C, MuSIK-C, and extrapolations with different basis
functions and shape parameters for Example 1.
13
Example 2. In this example, we solve the following two-dimensional problem on
Ω = (0, 1)
2
∆u(x) = −2pi2 sin(pix1) cos(pix2), x ∈ Ω, (12)
with boundary conditions
u(x) = sin(pix1) cos(pix2), x ∈ ∂Ω. (13)
The exact solution is a two-dimensional tensor product function
u(x) = sin(pix1) cos(pix2). (14)
Level Nodes EMuSIK−C ρMuSIK−C EExtra ρExtra
2 21 2.81e-2 — — —
3 49 7.53e-3 -1.55 4.89e-3 —
4 113 2.07e-3 -1.55 1.16e-3 -1.73
5 257 5.33e-4 -1.65 2.09e-4 -2.08
6 577 1.33e-4 -1.71 5.36e-5 -1.68
7 1281 3.31e-5 -1.75 1.33e-5 -1.75
8 2817 8.14e-6 -1.78 3.29e-6 -1.77
9 6145 1.99e-6 -1.80 8.04e-7 -1.81
10 13313 4.89e-7 -1.82 1.93e-7 -1.84
11 28673 1.17e-7 -1.86 4.90e-8 -1.79
12 61441 2.83e-8 -1.86 1.17e-8 -1.88
Table 7. The performance of the multilevel sparse collocation method and correspond-
ing extrapolations using the MQ for Example 2 with C = 2. Max error evaluated at
64,000 Halton points in the whole domain. ρh ≈ 2.0.
In Figure 6, the FEM is implemented by Z. Dong [6]. The FEM is based
on the Q-basis tensor product polynomials on a full grid. In Figure 6 Qp refers
to a degree p polynomial in each direction for the Q-basis method. We can see
that the slope for the dashed line is almost growing as p+12 . That means the
convergence order is increasing with polynomial order p. Similarly, the conver-
gence rate of MuSIK-C can be accelerated by increasing the shape parameter.
In the left figure, the performance of MuSIK-C using both basis functions with
C = 2 is better than the performance of the FEM with p = 2, for accuracy and
convergence rate. In the right figure, with constant C = 3, MuSIK-C using the
MQ has similar performance with the FEM with p = 3. Moreover, MuSIK-C
using the Gaussian has similar performance with the FEM with p = 4. However,
MuSIK-C using both basis functions with C = 3 breaks down at the last two
levels because of the ill-condition. The convergence rate increases slowly before
the ill-conditioning problem arises. This phenomenon demonstrates it is quite
significant to reduce the condition number while utilising our MuSIK-C method.
Extrapolation method always gives better approximations and does not improve
the convergence rate.
14
Level Nodes EMuSIK−C ρMuSIK−C EExtra ρExtra
2 21 1.24e-2 — — —
3 49 4.02e-3 -1.33 5.96e-3 —
4 113 8.54e-4 -1.85 3.73e-4 -3.32
5 257 1.89e-4 -1.83 8.42e-5 -1.81
6 577 4.12e-5 -1.88 2.04e-5 -1.75
7 1281 8.59e-6 -1.97 3.84e-6 -2.09
8 2817 1.74e-6 -2.03 6.82e-7 -2.19
9 6145 3.45e-7 -2.07 1.22e-7 -2.20
10 13313 6.69e-8 -2.12 2.51e-8 -2.05
11 28673 1.32e-8 -2.11 4.68e-9 -2.19
12 61441 6.72e-9 -0.89 1.04e-8 1.05
Table 8. The performance of the multilevel sparse collocation method and correspond-
ing extrapolations using the MQ for Example 2 with C = 3. Max error evaluated at
64,000 Halton points in the whole domain. ρh ≈ 2.3.
Level Nodes EMuSIK−C ρMuSIK−C EExtra ρExtra
2 21 1.09e-2 — — —
3 49 5.01e-3 -0.91 8.72e-3 —
4 113 1.70e-3 -1.29 1.64e-3 -2.00
5 257 5.50e-4 -1.38 4.09e-4 -1.69
6 577 1.62e-4 -1.51 9.95e-5 -1.75
7 1281 4.47e-5 -1.61 2.35e-5 -1.81
8 2817 1.18e-5 -1.69 5.44e-6 -1.86
9 6145 3.01e-6 -1.75 1.24e-6 -1.90
10 13313 7.55e-7 -1.79 2.93e-7 -1.87
11 28673 1.89e-7 -1.80 7.21e-8 -1.83
12 61441 4.69e-8 -1.83 1.84e-8 -1.79
Table 9. The performance of the multilevel sparse collocation method and correspond-
ing extrapolations using the Gaussian for Example 2 with C = 2. Max error evaluated
at 64,000 Halton points in the whole domain. ρh ≈ 2.0
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Level Nodes EMuSIK−C ρMuSIK−C EExtra ρExtra
2 21 1.20e-2 — — —
3 49 1.08e-3 -2.85 1.39e-3 —
4 113 1.45e-4 -2.40 7.64e-5 -3.48
5 257 1.84e-5 -2.51 7.14e-6 -2.88
6 577 2.41e-6 -2.51 8.42e-7 -2.64
7 1281 3.25e-7 -2.51 1.13e-7 -2.52
8 2817 4.47e-8 -2.52 1.43e-8 -2.63
9 6145 5.98e-9 -2.58 1.92e-9 -2.57
10 13313 8.05e-10 -2.59 2.86e-10 -2.46
11 28673 3.64e-8 4.97 9.97e-10 1.63
12 61441 8.24 25.2 5.33e-8 5.22
Table 10. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the Gaussian for Example 2 with C = 3. Max error
evaluated at 64,000 Halton points in the whole domain. ρh ≈ 2.9.
Fig. 6. The performance of MuSIK-C, extrapolation and FEM for Example 2.
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Example 3. In this example, we solve the following three-dimensional problem
on Ω = (0, 1)
3
∆u(x) = 0, x ∈ Ω, (15)
with boundary conditions
u(x) = sin(pix1) sin(pix2)
sinh(
√
2pix3)
sinh(
√
2pi)
, x ∈ ∂Ω. (16)
The exact solution is the same as the boundary condition.
In 2015, Wang et al. [36] developed an interior penalty discontinuous Galerkin
(IPDG) method based on sparse grids to solve high-dimensional elliptic prob-
lems. Example 3 and the corresponding numerical results for IPDG are all taken
from [36]. Since IPDG is a sparse grid implementation the number of nodes used
is directly comparable to ours. Figure 7 shows the performance of the IPDG and
our MuSIK-C for Examples 3.
Level Nodes Cond EMuSIK−C ρMuSIK−C EExtra ρExtra
3 225 3e8 3.01e-2 — — —
4 593 2e9 7.83e-3 -1.39 3.29e-3 —
5 1505 2e10 1.92e-3 -1.51 8.42e-4 -1.46
6 3713 1e11 3.49e-4 -1.89 1.45e-4 -1.95
7 8961 6e11 9.30e-5 -1.50 3.66e-5 -1.56
8 21249 3e12 2.29e-5 -1.62 1.05e-5 -1.44
Table 11. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the MQ for Example 3 with C = 2. Max error evaluated
at 120,000 Halton points in the whole domain. ρh ≈ 2.1
Level Nodes Cond EMuSIK−C ρMuSIK−C EExtra ρExtra
3 225 4e10 2.15e-2 — — —
4 593 7e11 3.74e-3 -1.80 1.58e-3 —
5 1505 1e13 7.64e-4 -1.70 2.73e-4 -1.89
6 3713 1e14 1.17e-4 -2.08 3.17e-5 -2.39
7 8961 8e14 2.39e-5 -1.80 4.22e-6 -2.29
8 21249 6e15 4.67e-6 -1.89 9.74e-7 -1.70
Table 12. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the MQ for Example 3 with C = 3. Max error evaluated
at 120,000 Halton points in the whole domain. ρh ≈ 2.4.
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Level Nodes Cond EMuSIK−C ρMuSIK−C EExtra ρExtra
3 225 1e7 5.55e-2 — — —
4 593 2e8 1.39e-2 -1.43 5.65e-3 —
5 1505 1e9 3.52e-3 -1.47 1.38e-3 -1.52
6 3713 9e9 6.89e-4 -1.81 1.89e-4 -2.20
7 8961 6e10 1.78e-4 -1.54 4.78e-5 -1.56
8 21249 3e11 4.49e-5 -1.60 1.17e-5 -1.63
Table 13. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the Gaussian for Example 3 with C = 2. Max error
evaluated at 120,000 Halton points in the whole domain. ρh ≈ 2.0.
Level Nodes Cond EMuSIK−C ρMuSIK−C EExtra ρExtra
3 225 4e10 1.72e-2 — — —
4 593 1e13 1.79e-3 -2.34 8.34e-4 —
5 1505 8e14 2.43e-4 -2.14 6.01e-5 -2.82
6 3713 3e16 2.78e-5 -2.40 5.59e-6 -2.63
7 8961 8e18 3.67e-6 -2.30 6.36e-7 -2.47
8 21249 5e20 9.74e-5 3.80 3.87e-6 2.09
Table 14. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the Gaussian for Example 3 with C = 3. Max error
evaluated at 120,000 Halton points in the whole domain. ρh ≈ 2.9.
Fig. 7. Comparison between MuSIK-C and sparse grid IPDG for Example 3.
In the left figure of Figure 7, the MuSIK-method with C = 2 (Gaussian and
MQ) performs worse than the IPDG with polynomial order p = 2. Extrapolation
improves the accuracy so that we outperform IPDG with p = 2. MuSIK-C with
C = 3 converges more quickly than IPDG while p = 2. Again, extrapolation
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improves the performance of MuSIK-C. However, again we see that with the the
higher value of C we get ill-conditioning issues.
Example 4. In this example, we solve the following non tensor-product three-
dimensional problem on Ω = (0, 1)
3
∆u(x) = −pi2 sin
(
pi
3∏
i=1
xi
) 3∑
k=1
3∏
j=1,j 6=k
xj
 , x ∈ Ω, (17)
with boundary conditions
u(x) = sin
(
pi
3∏
i=1
xi
)
, x ∈ ∂Ω. (18)
The exact solution is a three-dimensional non-tensor product function
u(x) = sin
(
pi
3∏
i=1
xi
)
. (19)
Level Nodes Cond EMuSIK−C ρMuSIK−C EExtra ρExtra
3 225 3e8 2.35e-2 — — —
4 593 2e9 4.63e-3 -1.68 4.63e-3 —
5 1505 2e10 9.66e-4 -1.68 1.23e-3 -1.42
6 3713 1e11 3.68e-4 -1.07 8.32e-4 -0.44
7 8961 6e11 1.83e-4 -0.79 2.31e-4 -1.46
8 21249 3e12 5.94e-5 -1.30 3.48e-5 -2.19
Table 15. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the MQ for Example 4 with C = 2. Max error evaluated
at 120,000 Halton points in the whole domain. ρh ≈ 1.6.
If we compare Tables 15 to 18 to Tables 11 to 14, we see that the non tensor
product convergence rates are poorer for the range of examples we could compute
than the tensor product case.
Example 5. In this example, we solve a four-dimensional problem on Ω = (0, 1)
4
∆u(x) = 0, x ∈ Ω, (20)
with boundary conditions
u(x) = sin(pix1) sin(pix2) sin(pix3)
sinh(
√
3pix4)
sinh(
√
3pi)
, x ∈ ∂Ω, (21)
with the boundary condition as the exact solution.
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Level Nodes Cond EMuSIK−C ρMuSIK−C EExtra ρExtra
3 225 4e10 1.17e-2 — — —
4 593 7e11 3.29e-3 -1.31 5.16e-3 —
5 1505 1e13 8.99e-4 -1.39 9.75e-4 -1.79
6 3713 1e14 1.40e-4 -2.06 1.35e-4 -2.19
7 8961 8e14 2.72e-5 -1.86 3.55e-5 -1.52
8 21249 6e15 6.04e-6 -1.74 6.85e-6 -1.90
Table 16. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the MQ for Example 4 with C = 3. Max error evaluated
at 120,000 Halton points in the whole domain. ρh ≈ 2.2.
Level Nodes Cond EMuSIK−C ρMuSIK−C EExtra ρExtra
3 225 1e7 2.67e-2 — — —
4 593 2e8 1.15e-2 -0.88 2.07e-2 —
5 1505 1e9 2.92e-3 -1.47 2.58e-3 -2.23
6 3713 9e9 7.19e-4 -1.55 4.42e-4 -1.96
7 8961 6e10 1.91e-4 -1.50 1.08e-4 -1.59
8 21249 3e11 5.02e-5 -1.55 2.91e-5 -1.52
Table 17. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the Gaussian for Example 4 with C = 2. Max error
evaluated at 120,000 Halton points in the whole domain. ρh ≈ 1.9.
Level Nodes Cond EMuSIK−C ρMuSIK−C EExtra ρExtra
3 225 4e10 7.91e-3 — — —
4 593 1e13 1.65e-3 -1.62 4.16e-3 —
5 1505 8e14 5.07e-4 -1.26 6.66e-4 -1.97
6 3713 3e16 6.95e-5 -2.20 3.91e-5 -3.14
7 8961 8e18 5.78e-6 -2.82 2.60e-6 -3.07
8 21249 5e20 2.36e-6 -1.04 4.13e-6 0.54
Table 18. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the Gaussian for Example 4 with C = 3. Max error
evaluated at 120,000 Halton points in the whole domain. ρh ≈ 3.6.
We compare our results again with those from [36]. In Figure 9, we see that
MuSIK-C with C = 2 has a better convergence rate than IPDG with p = 2 (note
the steeper slopes). This suggests that MuSIK-C might improve relatively as
dimension increases, but this assertion requires further experimentation. Again,
extrapolation improves the approximation accuracy.
20
Fig. 8. The performance of MuSIK-C and extrapolation for Example 4.
Level Nodes Cond EMuSIK−C ρMuSIK−C Eextra ρextra
4 2769 4e11 1.62e-2 — — —
5 7681 3e12 3.93e-3 -1.39 1.74e-3 —
6 20481 3e13 9.62e-4 -1.44 4.13e-4 -1.47
7 52993 2e14 2.42e-4 -1.45 1.28e-4 -1.23
8 133889 1e15 5.91e-5 -1.52 3.43e-5 -1.42
Table 19. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the MQ for Example 5 with C = 2. Max error evaluated
at 240,000 Halton points in the whole domain. ρh ≈ 2.0.
Level Nodes Cond EMuSIK−C ρMuSIK−C Eextra ρextra
4 2769 4e9 4.26e-2 — — —
5 7681 4e10 1.02e-2 -1.40 4.01e-3 —
6 20481 3e11 2.52e-3 -1.43 1.01e-3 -1.40
7 52993 2e12 6.40e-4 -1.44 2.44e-4 -1.50
8 133889 2e13 1.58e-4 -1.51 6.53e-5 -1.42
Table 20. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the Gaussian for Example 5 with C = 2. Max error
evaluated at 240,000 Halton points in the whole domain. ρh ≈ 2.0.
Example 6. In this example, we solve the following four-dimensional non tensor-
product problem on Ω = (0, 1)
4
∆u(x) = −pi2 sin
pi 4∏
j=1
xj
 4∑
k=1
4∏
i=1,i6=k
xi
 , x ∈ Ω, (22)
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Fig. 9. Comparison between MuSIK-C and sparse grid IPDG for Example 5.
with boundary conditions
u(x) = sin
(
pi
4∏
i=1
xi
)
, x ∈ ∂Ω. (23)
Level Nodes Cond EMuSIK−C ρMuSIK−C Eextra ρextra
4 2769 4e11 1.03e-2 — — —
5 7681 3e12 5.24e-3 -0.66 1.59e-2 —
6 20481 3e13 1.86e-3 -1.06 1.27e-3 -2.58
7 52993 2e14 5.06e-4 -1.37 2.27e-4 -1.81
8 133889 1e15 1.37e-4 -1.41 4.76e-5 -1.68
Table 21. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the MQ for Example 6 with C = 2. Max error evaluated
at 240,000 Halton points in the whole domain. ρh ≈ 1.8.
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Level Nodes Cond EMuSIK−C ρMuSIK−C Eextra ρextra
4 2769 4e9 2.84e-2 — — —
5 7681 4e10 1.16e-2 -0.88 3.65e-2 —
6 20481 3e11 2.20e-3 -1.70 1.84e-3 -3.05
7 52993 2e12 6.98e-4 -1.21 4.77e-4 -1.42
8 133889 2e13 2.03e-4 -1.33 9.86e-5 -1.70
Table 22. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the Gaussian for Example 6 with C = 2. Max error
evaluated at 240,000 Halton points in the whole domain. ρh ≈ 1.8.
Fig. 10. The performance of MuSIK-C and extrapolation using C = 2 for Example 6.
Comparison of Tables 21 and 22 with Tables 19 and 20 show that we have
better convergence rates in for the tensor product case than for non tensor
product cases in this instance.
5.2 Parabolic examples
Langer et al. [25] presented the new stable space-time Isogeometric Analysis
(IgA) method in 2016. Isogeometric analysis is a collection of methods that use
splines, or some of their extensions such as NURBS (non-uniform rational B-
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splines) and T-splines, as functions to build approximation spaces which are
then used to solve partial differential equations numerically. As the authors just
presented L2 errors in [25], we change to RMS error here to compare. Let us
define the error and rate as
En,dRMS =
√√√√ 1
NT
NT∑
i=1
(
u(xi)− uˆn,dML(xi)
)2
, xi ∈ T,
ρn+1,dRMS =
log
(
En+1,dRMS
)
− log
(
En,dRMS
)
log
(
Nodesn+1,d
)
− log
(
Nodesn,d
) .
In these time-dependent examples we just apply an initial condition, the final
boundary is left open. There is no computational issue for the method in doing
this, and as we see below, the results are good.
Example 7. In this example, we solve the following three-dimensional spatial
problem on Ωt = Ω × t = [0, 1]3 × [0, 1]
ut−∆u = pi sin(pix1) sin(pix2) sin(pix3) (cos(pit) + 3pi sin(pit)) , x ∈ Ω, t ∈ (0, 1] ,
(24)
with boundary and initial conditions
u(t,x) = sin(pit) sin(pix1) sin(pix2) sin(pix3), x ∈ ∂Ω, t ∈ (0, 1] , (25)
u(0,x) = 0, x ∈ Ω. (26)
Level Nodes Cond ERMS ρRMS Eextra ρextra
4 2769 3e11 1.80e-3 — — —
5 7681 3e12 3.71e-4 -1.55 1.60e-4 —
6 20481 2e13 8.91e-5 -1.45 2.12e-5 -2.06
7 52993 2e14 2.18e-5 -1.48 3.75e-6 -1.82
8 133889 1e15 5.48e-6 -1.49 1.19e-6 -1.24
Table 23. The performance of the multilevel sparse collocation method and corre-
sponding extrapolation using the MQ for Example 7 with C = 2. Max error evaluated
at 240,000 Halton points in the whole domain. ρh ≈ 2.0
In Tables 23 and 24, we see that the condition numbers grow quickly for both
basis functions. In these two tables, the focus is on multilevel sparse collocation
using MQ and Gaussian with constant C = 2. The convergence rate here also
appears to grow slowly, which is indicative of faster than polynomial convergence
rates. In Figure 11, the numerical results of IgA are taken from [25], so we also
present RMS errors here for comparison purposes. MuSIK-C with C = 2 appears
to have faster convergence than IgA with p = 1 and p = 2 on the hypeprcube.
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Level Nodes Cond ERMS ρRMS Eextra ρextra
4 2769 5e9 3.19e-3 — — —
5 7681 4e10 6.98e-4 -1.49 2.31e-4 —
6 20481 3e11 1.70e-4 -1.44 2.73e-5 -2.18
7 52993 2e12 4.23e-5 -1.46 5.26e-6 -1.73
8 133889 3e13 1.06e-5 -1.50 1.06e-6 -1.73
Table 24. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the Gaussian for Example 7 with C = 2. Max error
evaluated at 240,000 Halton points in the whole domain. ρh ≈ 2.0.
Fig. 11. Comparison between MuSIK-C and IgA for Example 7.
Since MuSIK-C is not applicable on an irregular domain, we cannot compare
with IgA on such regions.
Example 8. In this example, we solve the following three-dimensional spatial
problem on Ωt = Ω × t = [0, 1]3 × [0, 1]
ut−∆u = e10(t−1) sin(pix1x2x3)
(
10 + pi2
(
x22x
2
3 + x
2
1x
2
3 + x
2
1x
2
2
))
, x ∈ Ω, t ∈ (0, 1] ,
(27)
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with non tensor-product boundary and initial conditions
u(t,x) = e10(t−1) sin(pix1x2x3), x ∈ ∂Ω, t ∈ (0, 1] , (28)
u(0,x) = e−10 sin(pix1x2x3), x ∈ Ω. (29)
Level Nodes Cond EMuSIK−C ρMuSIK−C Eextra ρextra
4 2769 3e11 6.44e-2 — — —
5 7681 3e12 2.70e-2 -0.85 2.08e-2 —
6 20481 2e13 9.54e-3 -1.06 5.37e-3 -1.38
7 52993 2e14 3.30e-3 -1.12 1.45e-3 -1.38
8 133889 1e15 1.06e-3 -1.22 3.99e-4 -1.39
Table 25. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the MQ for Example 8 with C = 2. Max error evaluated
at 240,000 Halton points in the whole domain. ρh ≈ 1.6
Level Nodes Cond EMuSIK−C ρMuSIK−C Eextra ρextra
4 2769 5e9 9.18e-2 — — —
5 7681 4e10 4.33e-2 -0.74 4.07e-2 —
6 20481 3e11 1.30e-2 -1.23 6.36e-3 -1.89
7 52993 2e12 4.01e-3 -1.24 1.66e-3 -1.41
8 133889 3e13 1.18e-3 -1.32 3.87e-4 -1.57
Table 26. The performance of the multilevel sparse collocation method and corre-
sponding extrapolations using the Gaussian for Example 8 with C = 2. Max error
evaluated at 240,000 Halton points in the whole domain. ρh ≈ 1.76.
We see that the convergence rates for the non tensor product examples in
Tables 25 and 26 are worse than those for the tensor product case in Tables 23
and 24, for the range of numerical examples explored. Because we are not able
to say if we are observing asymptotic rates, we cannot comment on whether or
not the actual rates are worse.
6 Conclusion
The multilevel sparse grid kernel-based collocation (MuSIK-C) algorithm is used
to solve elliptic and parabolic PDEs in up to four dimensions. In the parabolic
case we treat time as another space dimension and use the sparse grid on
all dimensions. We use tensor product basis functions which are smooth but
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Fig. 12. MuSIK-C and correponding extrapolation with MQ and Gaussian when C = 2
for Example 8.
anisotropic, depending on the anisotropy in the sparse grid decomposision. We
do numerical examples of both tensor product and non tensor product type. We
compare our results to others in the literature.
Advantages of this method are that we reduce the overall complexity when
compared to considering space and time separately. The use of smooth basis
functions means that we have the possibility of spectral convergence orders,
though the numerical results neither confirm nor deny this. MUSIK-C compares
well in terms of convergence rate to the methods we compared with. In all
methods improved convergence is observed with smoother basis functions.
In MuSIK-C the shape parameter of the smooth basis functions provides
a smoothness parameter and we see an increase in condition number of the
discrete systems as we increase the smoothness. It is the aim of future work to
find pre-conditioning methods so that we can provide more numerically stable
algorithms.
It is also the case that we can only use our method at this stage on domains
which are simple to transform to hypercubes. This is a restriction when compared
to other methods. However, this paper demonstrates that MuSIK-C has the
potential to work in higher dimensions. The interpolation analogue MuSIK has
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been implemented in 10 dimensions and there is no reason why MuSIK-C cannot
work in this dimension also.
Our numerical experiments indicate that MuSIK-C is more successful for
tensor product problems, but that convergence is still observed for smooth non
tensor product examples. We show that extrapolation can lead to improvements
in error, though we do not achieve better convergence orders.
Future work will focus on solving ill-conditioning problems related to smoother
basis functions, and on implementations in higher dimensions.
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