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Introduction

Photon Counting Detectors
Photon counting detectors (PCD) with energy-resolving capabilities based on pulse height analysis have the potential to outperform conventional energy-integrating detectors (EID). 1 PCDs have the desired characteristics of (1) improved lowdose performance due to the reduction of electronic noise and Swank noise, 2 (2) increased contrast-to-noise ratio from a higher weighting of low-energy x-rays compared with EIDs, 3, 4 and (3) potential for spectral imaging with a single exposure. 5 In particular, spectral mammography with PCDs has several potential advantages over conventional breast imaging systems based on EIDs, including: (1) single-shot contrast-enhanced imaging, reducing patient motion artifacts, 6 (2) improved estimation of breast density, 7 (3) classification of microcalcifications, 8 and (4) differentiation of solid and cystic lesions. 9 Clinical implementations of the Philips Microdose photon counting mammography system 10, 11 have already shown promising initial results for screening accuracy at low mean glandular dose. 12 Currently, the sensor materials used in PCDs are crystalline semiconductors, such as silicon (Si), 13 cadmium telluride (CdTe), 14 and cadmium zinc telluride (CZT). 15 In general, these materials have the desirable properties of low ionization energy and high carrier mobility, resulting in the high photogeneration efficiency and fast sensor response needed to resolve individual x-ray photons under clinical settings. However, these materials are not without limitations. Although Si-based sensors have been successfully incorporated into a commercialized photon counting mammography system, 10 the low atomic number (Z) of Si results in potential spectral distortion due to the high fraction of Compton scatter events and low detection efficiency, which restricts the sensor architecture to an edge on strip geometry. 16 Significant effort has also been devoted toward the development of two-dimensional (2-D) pixelated CdTe and CZT-based sensors for photon counting computed tomography (CT) 14, 17 and mammography. 18, 19 Although the high Z of these materials results in better detection efficiency, the increased K-fluorescence yield at the x-ray energies used in clinical applications results in spectral distortions due to charge sharing from K-fluorescence reabsorption in neighboring pixels. 20 Charge cloud diffusion during drift can also lead to charge sharing between adjacent pixels for interactions occurring near pixel boundaries. The spectral distortions caused by charge sharing become substantial at the small pixel sizes required for mammography. 21, 22 Additionally, grain boundaries and lattice defects occurring during the growth of polycrystalline materials result in low fabrication yield and charge trapping, 23 leading to high cost and polarization effects, 24 respectively. Although progress toward the integration of PCDs into CT systems has been promising, 25 2-D pixelated PCDs have not yet been developed for breast imaging systems due to the simultaneous requirements of large area and high spatial resolution. The goal of this work is to investigate the potential performance of amorphous Selenium (a-Se)-based PCDs for breast imaging applications.
Amorphous Selenium Detectors
Over the last two decades, a-Se-based direct conversion active matrix flat panel imagers (AMFPI) have experienced considerable commercial success in digital mammography 26 and digital breast tomosynthesis (DBT) 27 systems. It has high spatial resolution, low dark current, and high detection efficiency at mammographic energies. However, a-Se has two inherent properties that limit its photon counting capability: (1) relatively lowcharge conversion gain, requiring ∼50 eV to generate an electron-hole pair (EHP) at an applied electric field (F Se ) of 10 V∕μm and (2) low charge carrier mobilities, 0.003 and 0.014 cm 2 ∕Vs, for electrons and holes, respectively. Property (1) limits the energy resolution of the detector while property (2) hinders the complete charge collection of x-ray interactions at the count-rates experienced in breast imaging applications. Table 1 compares the inherent material properties of a-Se to CdTe and Si.
Recent developments in a-Se detector technology have made it possible to potentially overcome the inherent limitations discussed above. Under sufficiently high electric field (F Se > 70 V∕μm) holes in a-Se undergo impact ionization, freeing additional EHPs, and amplifying the signal current prior to readout, resulting in avalanche gain. If the amplification from avalanche gain is large enough, avalanche a-Se detectors can achieve comparable charge conversion gain to the crystalline semiconductors currently used in PCD systems. Amorphous Selenium sensors utilizing avalanche multiplication, called high-gain avalanche rushing photoconductor (HARP) 28 pickup tubes were initially commercialized in the late 1980s for the broadcast industry. Since the development of vacuum tube-based HARP cameras, significant effort has been made toward developing solid-state HARP detectors. [29] [30] [31] Recently, the first prototype large area HARP structure was successfully fabricated over a 24-× 29-cm thin-film transistor array. 32 Although current developments toward solid-state HARP detectors have shown the potential for scalability and stable operation at avalanche fields, they are limited to thin a-Se layers for optical sensing (<35 μm) and not direct detection of x-rays. 26 Detector designs have also produced substantial improvements in temporal performance of a-Se sensors. The multiwell solid-state detector (MWSD), 33 shown in Fig. 1(b) , successfully demonstrated unipolar time differential (UTD) charge sensing, whereby the signal rise time is only dependent on the drift of free holes through a narrow sensing region of the detector, significantly improving the temporal response compared with a conventional transit time-limited planar a-Se detector [ Fig. 1(a) ]. However, the MWSD design was not optimized for operation at avalanche fields and suffered from high dark current due to charge injection.
Field-Shaping Multiwell Avalanche Detector Structure
Direct conversion a-Se flat panel detectors with separate interaction and avalanche gain regions have previously been proposed 34 and theoretically analyzed. 35 The field-shaping multiwell avalanche detector (SWAD), 36 shown in Fig. 1(c) , is designed to utilize both avalanche multiplication and UTD charge sensing to overcome the inherent limitations of a-Se. SWAD is a direct conversion detector composed of two distinct regions: (1) a thick a-Se (bulk) layer for high x-ray detection efficiency and (2) a thin (well) sensing region, consisting of a plurality of wells deposited over the readout electronics. The well sidewalls are formed by pillars made of insulating material with two grid electrodes embedded inside. The electric field lines above the pillars bend when the grid electrodes are biased, creating a field-shaping effect that guides carriers into the a-Se filled wells of the sensing region. The electric field within the a-Se filled wells can be tuned to create a localized high field for avalanche multiplication between the two embedded electrodes while maintaining a low field through the bulk region and just above the readout electronics [Figs. 1(d) and 1(e)]. Additionally, grid 2 acts as a Frisch grid, 37 electrostatically shielding the pixel electrode from sensing any charge carriers drifting in the bulk region, resulting in a strong near field effect where the collected signal rapidly increases as drifting carriers enter the wells and undergo avalanche multiplication. The common high-voltage electrode in SWAD is biased positively, such that only the faster carriers (holes, in a-Se) are collected in the sensing region. Successful UTD charge sensing in SWAD would produce similar improvements in temporal resolution to that achieved by the MWSD discussed above. The bulk region thickness (≥200 μm) is an order of magnitude larger than the well-sensing region (∼15 μm), reducing the probability of x-ray absorption within the sensing region, minimizing the effect of depth-dependent variation in avalanche gain. 38 Recently, we demonstrated the first UTD charge sensing time-of-flight measurement with a SWAD prototype sample. 39 We are, currently, optimizing our pixel design for stable operation at the high fields required for avalanche gain.
Methods
Detector Description
In this work, a probability-based numerical simulation was developed in MATLAB (version 2017b, MathWorks, Inc. Natick, Massachusetts) to model the charge generation, transport, and signal collection processes of three different a-Se detector configurations. Specifically the MWSD, SWAD, and Hole mobility μ h (cm 2 ∕Vs) 0.14 100 480
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Journal of Medical Imaging 043502-2 Oct-Dec 2018 • Vol. 5(4) (1) probability-based simulation of x-ray interactions within a-Se, (2) carrier generation and transport within the target volume, (3) signal formation, and (4) generation of pulse height spectra (PHS).
The parameters used to simulate the spectral response of each detector configuration are shown in Table 2 . Configuration 1 consists of 150-μm-thick planar a-Se structure, matching the parameters used in the experimentally measured PHS of a-Se by Blevis et al. 40 Detector configuration 2 (MWSD) utilized UTD charge sensing only, and configuration 3 (SWAD) utilized UTD charge sensing with avalanche gain. Detector configurations 2 and 3 were considered to have identical structural dimensions, consisting of a (1) thick a-Se bulk interaction region and (2) a multiwell sensing region (with 15-μm pillar height) over the pixel electrode. Two different geometries were considered for detector configurations 2 and 3: (1) utilizing a 150-μm bulk region, for comparison with the planar detector used by Blevis et al. 40 and (2) using a thicker 200-μm bulk region, matching the geometry used in current a-Se AMFPI. 27 The assumption of low incident count-rate and large pixel size (1 mm 2 ) was made to investigate the inherent energy resolution of each detector configuration modeled.
Simulation of x-ray Interactions
The spectral response of each detector configuration was simulated using monoenergetic x-ray sources at two different energies: (1) 59.5 keV, matching the conditions of the filtered Americium-241 ( 241 Am) source used in the experimental measurement by Blevis et al. 40 and (2) 30 keV, representing the average energy of a typical polychromatic spectra used in mammography. A low incident count-rate of 100 cps was used for each energy to minimize the effect of pulse pileup and match experimental conditions used by Blevis et al. 40 The 59.5 keV source used by Blevis is higher than the typical energies used for dual-energy contrast-enhanced breast imaging tasks, 41 and quantum detection efficiency of a-Se at 59.5 keV for 150 μm is poor, ∼15% [ Fig. 3(a) ]. Only photoelectric interactions were considered in our model, as these are the dominant interactions in a-Se at the two energies used, with ∼89% probability of occurrence at 59.5 keV [ Fig. 3(b) ] and K-fluorescence yield of ∼60%. K-fluorescence emissions are either K α or K β with energies of 11.2 and 12.5 keV, respectively, and corresponding yields of 86.2% and 13.8%. Due to the low energy of L-fluorescence emissions, L-shell interactions were not considered. To simulate the planar geometry (with incident photons confined to the center of collection electrode) used by Blevis et al, 40 all primary interactions were centered within the target volume to minimize lateral escape of K-fluorescence emissions. (1) and (2), the entire energy of the incident x-ray photon is absorbed within the target a-Se volume; however, in case (2), the deposited energy is split between two spatially separated charge clouds. In case (3), the fluorescence energy is lost from the target volume, resulting in a reduction in the collected signal. Charge sharing from neighboring pixels was not included. X-ray interactions occurring within the well regions of configurations 2 and 3 were not considered.
Carrier Generation and Transport
The position and energy deposition of each primary photoelectric interaction and K-fluorescence reabsorption within the a-Se target volume was tracked. The number of generated EHPs from each interaction is considered to be a Poisson distributed random variable centered about the mean signal generated. The totalroot-mean-squared (RMS) spatial spreading of a charge cloud (σ Total ) generated in a-Se is determined by two factors: (1) the initial charge cloud size, determined by the photoelectron range (σ R ) and (2) carrier diffusion during drift (σ Drift ). It is given as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ;
The primary photoelectron range and fluorescence photoelectron range were estimated by the continuous-slowingdown-approximation (CSDA), as shown in Fig. 4 , with values taken from the NIST ESTAR database. For configuration 1, electron trapping during charge transport was considered, following the framework developed by Kabir and Kasap. 42 Each incident x-ray was tagged with a Poisson distributed time stamp with a mean equal to the incident count-rate, to take into account pulse pileup effects during the signal generation step of the model.
Signal Formation
Induced current
The signal sensed by the pixel electrodes (Q) can be evaluated by the Shockley-Ramo theorem, 43, 44 expressed as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 4 9 8
where q is the electronic charge, V W is the weighting potential, μ is the carrier mobility, and t is time. Furthermore, the induced current ½iðtÞ on the collecting pixel is given by the derivative of Eq. (2):
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The distributions of V W as a function of depth within the bulk are shown in Fig. 5 for planar detectors and SWAD with UTD charge sensing. The V W for detector configurations 2 and 3 were considered to be identical.
Bipolar planar sensing
For planar detectors, (Fig. 6, top row) , a-Se is sandwiched between two contacts: (1) a common high-voltage electrode, biased at a constant potential to establish a uniform electric field across the a-Se and (2) a collecting electrode that is biased to zero potential and connected to the readout circuitry. Under the assumption that the pixel electrode size is much larger than the photoconductor thickness, the weighting potential of the planar detector is zero at the common high-voltage electrode and increases linearly to one at the collecting electrode. This distribution means that the collector is sensitive to real-time transport of both carriers in the bulk, resulting in a photoresponse that is limited by the transit-time of the carrier drift across the photoconductor. The transit-time-limited response of the planar configuration results in a signal collection whose magnitude is depth dependent, limited primarily by the slower secondary carriers (electrons). Interactions occurring deeper in the a-Se and closer to the collecting pixel electrode (Fig. 6 top row, red lines) need a significantly longer collection time to account for the long electron drift and ensure complete charge compared with interactions occurring further away from the collecting electrode (green curves, Fig. 6 top row) , whose collection time is primarily dependent on the transit of faster carriers (holes). 
Unipolar time differential sensing
In UTD sensing, (Fig. 6, bottom row) , the embedded grid electrodes result in a V W distribution, which is essentially zero throughout the bulk and then sharply increases in the sensing well region due to the strong near-field effect established by the electrostatic shielding 37 of the top grid electrode. These designs result in substantially improved signal rise times compared with conventional planar a-Se detectors, as the pixel electrode is insensitive to charge motion in the bulk, and when properly biased, only the signal from the faster carriers (holes) drifting into the well region is sensed. Fundamentally, the rise time of the integrated signal is only limited by the transit-time required for holes of a generated charge cloud to drift through the well region (∼200 ns
33
). However, depending on the depth of interaction in the bulk and the subsequent drift distance needed before reaching the well region, carrier diffusion could cause further broadening of the charge cloud (Fig. 7) . In this work, we assumed idealized nondispersive Gaussian transport within the a-Se bulk for each detector configuration. 45, 46 Following this assumption, the drift spreading (σ Drift ) and mean position (hli) of the charge cloud obey the time dependencies of σ Drift ∝ t 1∕2 and hli ∝ t, yielding the relationship: 47, 48 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 7 0 8 σ Drift ∕hli ¼ t −1∕2 (4) Following from Eq. (4), the signal rise time for UTD charge sensing is also limited by the spatial spreading of the charge cloud during drift, prior to entering the well region. 33 
Signal sensing circuitry response
For each detector configuration, the current induced by an absorbed x-ray was integrated over a fixed time interval (i.e., shaping time). At the end of the shaping time, the amplitude of the recorded pulse was considered to be the collected charge signal. For configuration 1, a shaping time of τ Planar ¼ 32 μs was assumed, matching the experimental conditions of Blevis et al. 40 For configurations 2 and 3, with UTD charge sensing, a shaping time of τ UTD ¼ 2 μs was used. The shaping time of 2 μs, equal to transit time of holes across 200-μm bulk at 10 V∕μm, was chosen to ensure complete collection of charge in the case of two spatially separated charge clouds resulting from the reabsorption of K-fluorescence within the same target volume. 39 The total electronic noise for configuration 1 (σ Planar ) was assumed to be 500 e − , matching the measured noise from Blevis et al. 40 In general, the total noise (σ Tot ) contributing to each collected signal from an x-ray interaction within a-Se is given as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 4 2 7 
where σ Photon is the shot noise associated with EHP generation, σ Dark is the noise due to the dark current of the detector configuration, and σ Electronic is the noise associated with the readout electronics that complete the signal processing. In modern PCDs, arrays of pixelated elements are connected to application-specific integrated circuits (ASICs) consisting of several parallel channels, each containing multiple comparators and counters for pulse height analysis and energy binning. A generalized schematic of an individual channel for a typical photon counting ASIC is shown in Fig. 8(a) . Several different photon counting ASICs for medical imaging applications have been developed and characterized at clinically relevant energies using crystalline semiconductors; 49 however, these ASICs use faster shaping times than what would be needed for an a-Se. We followed the photon counting pixel design by Goldan et al. 50, 51 for a-Se sensors with low dark current (I d ¼ 0.001 nA), and the simulated input-referred equivalent noise charge (ENC) is shown in Fig. 8(b) as a function of shaping time. It provides the lowest ENC with a shaping time of 200 to 300 ns, which is relevant for configurations 2 and 3, respectively. Following this design assumption, the total electronic noise for detector configurations 2 (σ MWSD ) with a 2-μs shaping time was estimated to be 85 e − . Electronic noise was not considered for detector configuration 3, assuming the amplification of the signal from avalanche gain would overcome the effects of electronic noise.
Pulse Height Spectra Generation
For each detector configuration, the ensemble of integrated signals was ordered temporally by their time stamp, and any overlap in the recorded waveforms represented pulse pileup. Each detector configuration was modeled as a paralyzable system. The PHS was generated by binning the ensemble of integrated charge from an entire simulation run into a histogram with 0.5-keV resolution. No energy thresholds were applied during the binning process. The energy resolution of each detector was determined by the full-width-at-half-maximum (FWHM) of the primary photo-peak. The PHS and energy resolution of each detector configuration were compared.
Results and Discussion
Validation of Simulation Using Planar Structure
The simulated PHS for configuration 1 is shown in Fig. 9(a) . It was generated using 50,000 59.5-keV photons following the parameters summarized in Table 2 . Plotted in the same figure are the measured PHS of the planar detector by Blevis et al. 40 The simulated results show excellent agreement with the adapted experimental data. The planar detector was found to have an energy resolution FWHM Planar of ∼33 keV. The broad spectral width can be attributed to incomplete charge collection due to the lower mobility electrons and increased dark current shot noise due to high charge injection at the high fields (F Se ¼ 20 V∕μm) used in the measurements. Planar a-Se employing lower dark current with modern blocking layers results in a significant reduction of ENC (500 to 285 e − ), leading to an energy resolution of FWHM Planar ∼19 keV at a count-rate of 100 cps. The slow carrier mobility still necessitates a shaping time of 32 μs, which limits the count-rate linearity of the planar geometry. As shown in Fig. 9 (b), a linear response, i.e., with <10% loss due to pulse pileup, is only held up to 4 kcps∕pixel. The low count-rate and low-energy resolution limit the capability of planar a-Se to accurately resolve single photons under clinical settings.
Comparison of Energy Resolution
The simulated PHS for each detector configuration using 50,000 incident 59.5 keV x-rays and the measured PHS adapted from Blevis et al. 40 are compared in Fig. 10(a) . A significant improvement in energy resolution was found for the MWSD, with FWHM MWSD ∼ 10 keV, compared with the FWHM Planar ∼ 33 keV of the planar detector. This enhancement can be attributed to the complete collection of charge and reduced electronic noise of the MWSD. For the MWSD, the extra broadening of the PHS is primarily due to K-fluorescence escape. For SWAD, the energy resolution continued to improve (FWHM SWAD ∼ 7 keV), owing to the signal amplification by avalanche gain prior to readout. As a result, the K-fluorescence escape-peak became resolvable from the primary photopeak. The simulated PHS for the MWSD and SWAD configurations is compared [ Fig. 10(b) ] for a 30-keV monoenergetic source. At this energy, the SWAD structure was found to have a significantly improved energy resolution (FWHM SWAD ∼ 3.5 keV) compared to the MWSD (FWHM MWSD ∼ 8 keV). Similar to the 59.5-keV case, the signal amplification from avalanche gain significantly improved the SNR for SWAD, resulting in a boost in energy resolution. As a result, the K-fluorescence escape peak became resolvable from the primary photopeak.
Investigation into Field-Shaping Multiwell
Avalanche Detector Performance
In the previously discussed results shown in Sec. 3.2, a shaping time of 2 μs, which is equal to the transit-time of holes across the a-Se bulk of SWAD, was chosen to ensure complete charge collection of spatially separated charge clouds resulting from K-fluorescence reabsorption. The count-rate linearity of SWAD with a 150-μm bulk layer and 59.5-keV exposure is shown in Fig. 11(a) . SWAD has a linear response, i.e., with <10% loss due to pulse pileup, for input count-rates approaching 200 kcps∕pixel, performing substantially better than the planar structure. This count-rate is sufficient for the x-ray flux typically used in DBT. 39 However, a shaping time of 2 μs is significantly larger than typical shaping times used in current ASICs for PCDs. 49 For SWAD to be a potential candidate for higher flux applications, a faster shaping time may be necessary to improve the count-rate linearity. The PHS for SWAD with different shaping times is shown in Fig. 11(b) . The change in the PHS is negligible until shaping times fall below 0.5 μs. For shaping times below 0.5 μs, the charge clouds of reabsorbed K-fluorescence photons are collected and registered as separate events, which is evidenced by a K-fluorescence peak in the PHS. Additionally, the incomplete collection shifts the primary photopeak and degrades the energy resolution.
Limitations of the Present Study
A large pixel size (1 mm 2 ) was chosen to match the experimental conditions of previously published PHS measurements and compare the inherent energy resolution and count rate linearity of three different detector configurations. For the small pixel sizes needed in mammography (≤100 μm), the PHS may be degraded by spatial charge sharing effects 52 caused by K-fluorescence reabsorption and charge cloud spreading, which were omitted in this work. However, these effects were investigated separately in our previous work for using pixel sizes relevant for mammography (100 and 85 μm). 52 With regard to charge sharing due to K-fluorescence reabsorption into neighboring pixels, the lower K-fluorescence energy of a-Se leads to less effect compared with higher Z materials. With regard to charge sharing due to charge cloud spreading across pixel boundaries, a-Se detectors have an inherent advantage compared with CdTe/CZT detectors due to their relatively low carrier mobility and high electric field, which result in negligible lateral expansion of the charge cloud during drift. This property has been shown experimentally with ultrahigh-resolution a-Se x-ray detectors. [53] [54] [55] Additionally, for smaller pixel sizes there will be some improvement in charge collection from the "small pixel effect." 56 However, due to the limited thickness of a-Se used for breast imaging (≤300 μm), the "small pixel effect" is not sufficient to completely overcome limitations resulting from the slow transit-time of electrons. 57 Our future work will incorporate these effects for a more complete analysis of energy resolution and count rate linearity for small pixels.
Conclusions
In this work, we developed a comprehensive probability-based numerical simulation to model the detector response and generate PHS for three different a-Se detector configurations. Our model showed excellent agreement with the experimental measurements of Blevis et al., 40 confirming the validity of our simulation. The impact of UTD charge sensing and avalanche gain was investigated for two different cases (1) simulating the detector performance using a filtered 241 Am source (59.5 keV), identical to the experimental setup used by Blevis et al. 40 and (2) using a low count-rate, 30-keV source with a detector geometry matching those used in modern aSe-based AMFPI for digital mammography. In both cases, UTD charge sensing and avalanche gain provided significant improvements in energy resolution compared with conventional planar detector structures. The combination of avalanche gain and UTD charge sensing in the SWAD detector had the best energy resolution in each case. The count-rate capabilities of SWAD were found to be substantially higher than that of the planar configuration. The SWAD design with fast UTD charge sensing achieved a linear response for incident count-rates approaching 200 kcps∕pixel, showing its promise for clinical applications such as DBT. The SWAD structure was found to have comparable energy resolution to modern CdTe-based PCDs 58 exposed to filtered 241 Am sources. Future work will involve extending our current charge transport model to investigate the performance of SWAD with smaller pixel sizes and high incident count-rates.
Disclosures
The authors have no conflicts of interest to disclose. EB024849, and R21 EB025300). The authors thank Adrian Howansky, Hailiang Huang, Drs. James Scheuermann, and Anthony Lubinsky for their helpful suggestions and discussions. This work was partially published in a SPIE medical imaging conference proceedings paper, "Photon counting performance of amorphous selenium and its dependence on detector structure" (2018). This work expands the initial results to include a comparison of PHS with clinically relevant settings, SWAD performance as a function of shaping time, and count-rate linearity of SWAD and planar sensors.
