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Abstract 
This paper presents the conceptual framework and the methodology for a validation study on the interpretation and use of the 
2008 University Entrance Examination English test scores in selecting students for the English Department of the College of 
Foreign Languages, Vietnam National University. The study employs Messick (1989)’s unified validation framework and utilizes 
multiple sources of data, including the test content, test-takers’ item responses and reported scores, and admitted students’ first-
year achievement results. Methods to analyze the data comprise content analysis, Rasch modeling and path analysis. This study, 
once completed, will have manifold significant implications in the fields of English language teaching, testing and validation.
Keywords: Validity; validation; admission testing; English language testing; Vietnam; Rasch modelling. 
1. Introduction 
Since access to higher education has long been considered the door to future educational and employment 
opportunities (Andrich & Mercer, 1997, p. iii), university selection often assumes an important role due to its high-
stakes nature. When it comes to selection methods, each country has its own policies, depending on its educational 
contexts. Students in the United States, for instance, are selected based on different combinations of many criteria 
depending on the universities or colleges to which they apply. Application packages include many, if not all, 
documents such as scores on a standardized test (a score obtained from the American College Testing or the 
Scholastic Aptitude Test), school grades and class ranks, personal statements, letters of recommendations from 
teachers and guidance counselors, essays written on given topics, and a record of extracurricular interests and 
achievements (Andrich & Mercer, 1997, pp. 18-19). Admission to Vietnamese universities and colleges, in contrast, 
requires only a high school diploma as a prerequisite and satisfactory performance in a competitive admission exam 
known as University Entrance Examination (UEE) as a means of comparing candidates. In this annual exam, which 
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often takes place in late June or early July, the Ministry of Education and Training (MOET) is in charge of 
designing all subject test papers, working with universities and colleges to administer those tests nationally and 
selecting one national minimum score for considerations of admission to any college or university. Candidates take 
three subject tests that differ according to their intended course of study. To be admitted, candidates must achieve a 
minimum total score set by each institution, which is often higher than the minimum requirement set by the MOET. 
The cut-off score varies for different majors depending on the number of first-year places available for each field of 
study. Most state-funded universities have a limited number of places for students that are filled for each major by 
ranking the respective candidates' scores on the UEE in descending order. As can be seen, if standardized test result 
in the United States system is only one among many factors to be considered, selection test result in Vietnam is 
essentially the only criterion for tertiary education admission. Thus, the importance accorded to its quality cannot be 
overemphasized.  
In an attempt to investigate the quality of such tests, the current paper focuses on the English test, which is taken 
as one of the three subject tests (alongside math and literature) to select prospective English language teachers, 
interpreters or foreign traders out of dozens of thousands of test-takers every year. The test consists of 80 paper-and-
pencil multiple choice items, examining candidates’ knowledge of English phonetics, vocabulary, grammar, culture 
and skills of reading and writing. Items are dichotomously scored, with equal weightings for correct answers, and 
wrong answers are not penalized. The final score, which is the total number of correct answers divided by 8 and 
reported on the 0 – 10 point range, is interpreted as a representation of candidates’ English language ability and is 
used to count toward to the total exam score for selection consideration.  
This paper aims to present the framework that can be used to validate the above mentioned interpretation and use 
of the 2008 English test scores in selecting students for the English Department of College of Foreign Languages, 
Vietnam National University (CFL, VNU). There are rationales for both the study and the choice of this research 
site. First, what motivated this study was the fact that while selection tests might have been validated by the MOET 
itself as part of the testing process, no reports have been available to public scrutiny. No independent objective 
validation study has been conducted on the English paper, either. Especially, no research has been carried out to 
investigate whether the selection test results can actually predict college students’ performance, which is the 
ultimate goal of all selection tests, including the UEE. Naturally, one would expect selection tests to choose the right 
candidates who can later study well in college. Second, the above single research site was chosen though the same 
English Test was used by all the universities and colleges that required an English component because focusing on 
one site would allow researchers to look carefully into multiple aspects of validity, including the predictive power of 
test scores. Validation across disciplines and institutions will meet potential challenges in using students’ subsequent 
academic achievement for correlational predictive validity measures. While English is learned as a major in the 
English Department of the CFL, it is only one of the many subjects in other colleges with varying degrees of 
importance and focus, and with likely different grading policies. All this will pose problems when scores of students 
from various universities and colleges are collated in one analysis. Though the study is conducted on data collected 
from one college, its conceptual framework and methodology are applicable to all other colleges using the same or 
similar test for selection.  
The following sections of the article will discuss the concepts of validity and then move on to detail the 
validation framework to be used and the methods of collecting and analyzing validity evidence to be utilized. 
2. Concepts of validity and Messick (1989)’s validation framework 
Research into the concept of validity in educational assessment since the 1950s has witnessed its rigorous 
development from one that is characterized by the relationship between test scores and criterion scores through a 
trilogy of validity types to the current unitary model (Messick, 1989, 1995) in which construct validity is considered 
the subsuming one.  
Initially, validity was conceptualized in the first Educational Measurement Validity Chapter by Cureton (1951) as 
the extent to which “the test serves the purpose for which it is used” (p. 621) and was operationalized in terms of the 
relationship between test scores and criterion scores which reflect real life performance that the test is used to 
measure (p. 623). Later, as Kane (2008) briefly explained, “tests of achievement in some content or skill domain for 
which there was no better criterion than the test itself gave rise to the content model, and questions about the 
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psychological traits, which had neither criterion measures nor content domains to serve as the basis for validation, 
gave rise to the construct model” (p. 77). These situations led to a trend in the literature for more than twenty years 
after Cureton (1951) that viewed validity as having three types associated with different aims of testing. Content 
validity was used to demonstrate how well a test samples situations or materials about which inferences are to be 
made, criterion validity to compare test scores with one or more external variables that directly measure the same 
characteristic or behaviour, and construct validity to infer the amount of latent trait individuals have by determining 
how their levels of latent trait govern their test performance (AERA, APA, & NCME, 1966). This conception of 
validity was later questioned by Loevinger (1957) who argued that the content, predictive and concurrent categories 
were not “logically distinct or of equal importance”, but “possible supporting evidence for construct validity, which 
subsumed them and much more” (p. 471).  
The 1985 Standards for Educational and Psychological Testing furthered the move toward a unified concept of 
validity. It stated that “A variety of inferences may be made from scores produced by a given test, and there are 
many ways of accumulating evidence to support any particular inference. Validity, however, is a unitary concept” 
(AERA et al., 1985, p. 9). It relabeled the traditional classification of validity categories into construct-, content-, 
and criterion-related evidence, and emphasized that to evaluate the inferences and uses of test scores, “an ideal 
validation includes several types of evidence, which span all three of the traditional categories” (p. 9). This 
statement was later followed by the comment that “Whether one or more kinds of validity evidence are appropriate 
is a function of the particular question being asked and of the context and extent of previous evidence.” (p. 13). It is 
this comment of the 1985 Standards that was criticized by Messick (1988) as paying “lip service” to validity as a 
unitary concept (p. 35). He was concerned that the comment would signal that there might be purposes of testing for 
which only one kind of validity evidence was sufficient.  
The third Educational Measurement Validity Chapter by Messick (1989) marked a more complete move towards 
the unified conception. He defined validity as “an integrated evaluative judgment of the degree to which empirical 
evidence and theoretical rationales support the adequacy and appropriateness of inferences and actions based on 
test scores or other modes of assessment” and affirmed that “Although there are different sources and mixes of 
evidence for supporting score-based inferences, validity is a unitary concept” (p. 13, italics in the original). In the 
same line with Loevinger (1957), Messick (1989) saw that “Construct validity … subsumes content relevance and 
representativeness as well as criterion-relatedness, because such information about the content domain of reference 
and about specific criterion behaviors predicted by the test scores clearly contributes to score interpretation” (p. 17).  
 Not only did Messick emphasize the one unifying conception of validity but he also expanded its limit beyond 
test score meaning to cover relevance and utility, value implications, and social consequences (1989, p. 13). He held 
that to validate an assessment, it is necessary to justify the methods of collecting information about students, the way 
in which the results are interpreted and the use made as a result of that interpretation in relation to the consequences 
of these activities. He saw this coverage as powerful in connecting all previously considered types of validity as 
fundamental aspects of a more comprehensive theory of construct validity. He presented his unified but faceted 
validity framework via the fourfold table reproduced in Table 2.1 (Table 2.1. in the original, Messick, 1989, p. 20). 
Table 1. Messick's Facets of Validity
TEST INTERPRETATION TEST USE 
EVIDENTIAL BASIS Construct validity Construct validity + Relevance/utility 
CONSEQUENTIAL BASIS Value implications Social consequences 
On the basis of these validity facets, Messick called for a type of test validation that is “both theory-driven and 
data-driven” and that “embraces all of the experimental, statistical, and philosophical means by which hypotheses 
and scientific theories are evaluated” (1990, p. 5). In his view, construct validity has six distinct aspects namely 
content, substantive, structural, generalizability, external and consequential aspects, and these aspects constitute 
criteria for validity and for all educational and psychological measurement (1995, p. 744). While each of these is 
given extensive discussions in many of Messick’s writings, the gist can be quoted from his 1995 paper (see the 
original paper for sources of all the details mentioned in this part). 
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The content aspect of construct validity includes evidence of content relevance, representativeness, and technical 
quality; 
The substantive aspect refers to theoretical rationales for the observed consistencies in test responses, including 
process models of task performance, along with the empirical evidence that the theoretical processes are actually 
engaged by respondents in the assessment tasks; 
The structural aspect appraises the fidelity of the scoring structure to the structure of the construct domain at issue; 
The generalizability aspect examines the extent to which score properties and interpretations generalize to and across 
population groups, settings and tasks, including validity generalization of test criterion relationships;
The external aspect includes convergent and discriminant evidence from multitrait-multimethod comparisons, as well 
as evidence of criterion relevance and applied utility; 
The consequential aspect appraises the value implications of score interpretation as a basis for action as well as the 
actual and potential consequences of test use, especially in regard to sources of invalidity related to issues of bias, 
fairness, and distributive justice.
(Samuel Messick, 1995, p. 745) 
Messick asserted that considering all six aspects is a good approach to handling “the multiple and interrelated 
validity questions that need to be answered to justify score interpretation and use” (1995, p. 746). Clearly, the 
concept of validity as scientific inquiry into score meaning (Messick, 1990, p. 5) has evolved far beyond its initial 
correlational form, reflecting a shift from the assessment or the task itself to the interpretation and use of the scores 
resulted from it. Since its appearance, the theory put forward by Messick (1989) has helped researchers into this area 
understand the field and change their practices of test validation, especially in language testing, but at the same time 
challenged them to keep up to the high requirements specified (McNamara, 2006).  
In response to Messick’s theory, a number of theorists have commented that validating interpretations determined 
by the proposed score use following his six-aspect framework is too daunting for a single researcher as it requires so 
many sources of evidence (Kane, 2006; Shepard, 1993). In a search for ways to make the validation task more 
practical, Kane (1992, 2006) proposed an argument-based approach to validity that offered practical advice for 
gathering and analyzing evidence to support the use of a test for a particular purpose. He conceptualized validation 
as considering two kinds of arguments: (1) An interpretive argument which sketches out all the inferences, 
assumptions, conclusions and decisions made on the basis of the observed performances, and (2) a validity argument
that utilizes both logical and empirical evidence to evaluate the overall persuasion of the interpretive argument and 
the strength of each of its assumptions (Kane, 2006, p.23). 
Following the developments of testing and assessment in general education quite closely, the literature in the 
field of Language Testing has undergone a similar trend. In the beginning of the 20th century, practices in language 
testing mirrored the traditional three types of validity (see Lado (1961) or Henning (1987) for examples). Near the 
end of the 1990s, the work of Bachman (1990) adopted Messick (1989)’s unitary concept of validity and presented a 
framework that guides the collection of multiple sources of evidence to support the interpretations and uses made of 
test scores. More recently, the new work of Bachman (2004) was deeply influenced by Mislevy’s evidence-centred
test design approach (Mislevy, 1996; Mislevy, Steinberg, & Almond, 2002, 2003) and Kane (1992)’s validation 
model in an attempt “to make test validation a manageable process” (McNamara & Roever, 2006, p. 34). The 
parallel existence of manifestations of both Messick (1989) and Kane (1992, 2006)’s approaches to validation in 
language testing means that it is really up to individual researchers to select the workable model for themselves. 
Though Kane (2006)’s argument-based approach was hailed for being the more manageable model, an illustrative 
example of a validity argument for a placement test that he used in his work was criticized by Messick (1995) for 
not having addressed the structural aspect adequately (p. 747). This approach was also lamented by McNamara 
(2006) for not paying adequate attention to issues of the policy contexts of tests and their social consequences or 
providing ways to study them (p. 47). With strong interest in the consequences of test score use and the values 
implied in testing practices, McNamara demanded a broader framework than Kane’s and turned to Messick (1989)’s 
for an answer. He concluded that “Despite the methodological clarifications Mislevy’s and Kane’s work has 
achieved, then, Messick’s remains the most comprehensive conceptualization of the validation process available to 
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date” (2006, p. 48). It is also our view after trying mapping out what evidence we would need for our validation task 
that while the Kanean framework might lighten the workload for classroom teachers when validating everyday 
classroom test score interpretations and uses, it still provokes a similar network of assumptions, inferences and 
validity arguments as the Messick (1989)’s model does when one works on a high-stakes selection test like the one 
in question. It was for this reason that the more comprehensive Messick’s framework was chosen for our study.  
To reiterate the focus of the study, the interpretation and use to be validated are those of the UEE English scores 
as the results of test-takers’ performance in doing 80 dichotomously scored multiple-choice item in the 2008 UEE 
English test. The test-takers took the test to gain admission to the CFL, VNU. The score for each test-taker, which is 
as previously mentioned one rescaled version of the raw score on the 0 – 10 point range, was interpreted as an 
indicator of his/her English language ability (covering both knowledge and skills of English) and was used as a basis 
for admission, together with math and literature scores. Thus, while there was no definite cut-off score for the 
English test, the higher it was above 0, the more chance test-takers had to be selected.  
To validate this interpretation and use following Messick (1989)’s framework, evidence for each of the six 
aspects of validity needed to be sought. It should be noted that this study is limited by its post-hoc or a posteriori
nature, and that some types of data, like those in the test construction and administration stage, could not be 
collected because the test had already been administered. Besides, concurrent validity will not be researched 
because the UEE is the only selection examination in Vietnam to date. Also, evidence based on consequences of 
testing is limited to only aspect of fairness, as related to bias, a technical and judgmental aspect of test items and the 
detection of differential item functioning, leaving the larger social consequence, as demanded by Messick (1989), 
for future research. The important questions that guided our search for evidence for the six validity aspects described 
earlier are: 
1. To what extent was the test content relevant to and representative of the domain of English language ability? 
2. To what extent was the set of 80 items successful in working together to measure students’ English language 
ability? 
3. How well did the test scores predict students’ first year English achievement at the English Department, CFL? 
4. What were the consequences of the UEE English test scores' interpretation and use? 
The first question addresses the content aspect and the information gained will help evaluate part of the 
generalizability aspect. The second question encompasses the substantive and structural aspects of construct validity 
and reliability as another part of the generalizability aspect. Evidence from this second question will bring out 
information to judge the consequential aspect in question 4. The third question handles the predictive validity under 
the external aspect. The final question is about the consequences of UEE English test score interpretations and uses.  
In the section that follows, specific data collection and data analysis methods will be presented. Although 
different types of evidence are required for each aspect, evidence from all sources will be subsequently integrated 
into a coherent validity discussion and conclusion. The clear reason for this is that none of the evidence is sufficient 
by itself as evidence of validity. In the end, validity is an integrative evaluative argument (Messick, 1989). 
3. Methods of seeking and analyzing validity evidence 
One of the main assumptions to be tested is that the UEE test users might have used a trait-based approach to 
measurement when they added up the correct answers, divided the resulted raw score by 8 and then reported the 
result as one final score. Therefore, both general techniques for collecting validity evidence and those specific to the 
latent trait (Rasch) measurement perspective will be discussed.  
3.1. Content relevance, representativeness and technical quality 
Regarding the UEE English test, in stating that the content of the test will come entirely from the high school 
English program as stipulated by the MOET (Vu, 2005), the test designers made a commitment that the test would 
relate to and represent the content of the English curricula in use in the three-year high school program in Vietnam. 
Also, in using the test for college selection, the test users also assumed that the test content would also be relevant to 
and representative of the criterion domain, that is the English program at the college. To evaluate the content 
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relevance, content representativeness and technical quality of the test, Messick (1994) acknowledged the importance 
of expert judgment. Seven experts were thus recruited to analyze the 2008 English test paper. Four of them were 
teachers of English from different high schools in Hanoi, the capital city, and one of them was from a remote 
province in the centre of Vietnam. Two others were teachers of English and applied linguistics from the CFL that 
admitted successful candidates. They all had prior training in test design and from six to 20 years of English 
teaching and testing experience. Besides, none of these participants was involved in the production of the test in 
question. Hughes (1989, p. 22) considered this an important criterion for fair judgment.  
To begin with, these teachers were requested to conduct individual content analysis of all the 80 test items. First, 
they identified the specific knowledge and skills needed to get each item right, specified the testing points of each 
distractor (i.e. the wrong answer choice alternative) and recorded their independent judgments in an Item Content 
Analysis Form designed by the researchers. They were then asked to analyze the test using Hambleton’s 1980 Item 
Bias Review Form (reproduced with the author’s permission) to detect possible bias in items, and Item Technical 
Review Form (adapted with permission from Hambleton (1984, p. 227)’s form to accommodate features of an 
English test) to judge items’ technical quality. This first stage of working with individual experts is important 
because the content aspect is not “the surface content of test items or tasks but the knowledge, skills, or other 
pertinent attributes measured by the items or tasks” (Samuel Messick, 1989, p. 39). The chance for individual 
analysis is also essential to ensure that each expert analyzed the test thoroughly by him/herself. Alderson et al. 
(1995) pointed out that in reality, experts sometimes do not prepare carefully before the group meeting and their 
judgment in such cases is often influenced by the group dynamics (p. 174). 
Upon completion of individual content analysis, the six experts who were available for further participation were 
invited to join a group discussion on issues concerning the test content under the facilitation of one researcher. The 
questions directed toward high school teachers were (1) to what extent the knowledge and skills measured by the 
test as analyzed were representative of the high school English language curriculum, (2) whether there was any 
important area of knowledge and skills not covered in the test, and (3) to what extent the test tasks, the test format, 
the administration conditions, the scoring criteria were relevant to what candidates had learned at high school. 
Similarly, the questions to CFL teachers were (4) whether the knowledge and skills measured by the test as analyzed 
were representative of the knowledge and skills required for college studies, (5) whether there was any important 
area of knowledge and skills not covered in the test, and (6) to what extent the test tasks, the test format, the 
administration conditions, the scoring criteria were relevant to what candidates would be learning at the college. The 
six experts were also asked what recommendation they would like to make to improve the content relevance, 
representativeness and technical quality of the test. Answers to all these questions were tape-recorded for subsequent 
qualitative data analysis. As can immediately be seen, this comprehensive review, though named content analysis, 
would yield information that fell into the overlapping area between content-related and construct-related evidence. 
Besides expert judgment, empirical analysis can also lend valuable information about the test content. To assess 
the item technical quality empirically in the Rasch measurement, Smith (2004) suggested using item fit statistics to 
evaluate the extent to which items tap into the same construct and place test-takers in the same order. He argued that 
test-takers should be ranked consistently by items measuring the same construct. If not, the misfitting items to the 
Rasch model, i.e. the items that measure a different construct compared to other items in the test, should be subject 
to revision or elimination (p. 107). The representativeness of the content can be evaluated empirically in the Rasch 
measurement via the inspection of the spread of the items along the person ability – item difficulty scale and their 
individual standard errors in the item calibration. If gaps are found in any regions of the variable, the content is said 
to be under-represented, and new items need to be designed to fill them up. The aim is to have a variable that covers 
test-takers’ ability range (Smith, 2004, pp. 105-106). Since content-related and construct-related inferences are 
practically inseparable, the analysis of the knowledge and skills required of the examinees to do the test successfully 
necessitates empirical construct validation (Cronbach, 1971, p. 452) as in the substantive and structural aspects that 
follow. 
3.2. Cohesion of the test items 
To investigate substantive and structural aspects of validity and answer the question regarding the soundness of 
the test as a measure of English language ability, the test scores and the item responses to the 80-item test of the 
whole population of 5,352 CFL test-takers were collected from the CFL 2008 exam record. As stated earlier, the test 
users must have made an assumption that the English ability measured by the UEE English test was a 
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unidimensional construct when they reported only one single score. This assumption could be best tested using the 
simple logistic model or the Rasch model (Rasch, 1960) to calibrate all items. This is a process that uses a logistic 
function to establish the common reference linear equal interval scale that expresses both item difficulty and person 
ability. On the basis of these two parameters, the probability of a person succeeding on an item can be determined. 
The Rasch model was selected for this study due to its strengths over classical test theory. The most important 
advantage is that the Rasch modeling permits the person ability parameter and the item difficulty parameter to be 
estimated independently from each other, thus enabling complete objective measurement of items and persons 
(Wright, 1977). Another advantage is that the Rasch model analysis yields item and person separation indices and an 
accompanied picture of the item and person map that shows the relationship between the item difficulty distribution 
and the person ability distribution. The item separation index along with the hierarchy of item difficulties is valuable 
for defining what is measured by the test, thus constituting a measure of construct validity. The person separation 
index along with the hierarchy of person ability is useful for establishing concurrent validity. Besides, the linearity 
of the Rasch measures and the capacity of the calibration process to calculate measurement error for every item and 
person estimate make the calculation of reliability or the precision of measurement more accurate (Wright & 
Masters, 1982). 
If all the items of the 2008 UEE English test were found to fit the Rasch model, then it would be the evidence for 
the underlying hypothesized construct of English language ability that supports the current practice of reporting one 
single score. Statistics from the Rasch item analysis (e.g. fit statistics, item difficulty and person ability estimates, 
measurement errors, item and person hierarchy and information from differential item functioning analyses) could 
then be sought as evidence of the structural and substantive aspects of validity. Indices of test reliability such as item 
separation index and person separation index would also be checked to evaluate the degree of stability, consistency 
and accuracy of the test results. In addition, experts’ opinion on the quality of item distractors and the descriptive 
statistics of how many test-takers chose each option were further information that helped answer this second 
question. On the contrary, if the data were found not to fit the model, then the extent of misfit would be evaluated to 
investigate possible causes. For example, the content analysis by experts and the empirical statistics of the misfitting 
items might reveal that the items were technically flawed or that they measured something else rather than English 
language ability. The former possibility could be the evidence against the inclusion of such items in the test, and the 
latter could work against the assumed unidimensionality of the test items. Whatever the outcome of these statistical 
and judgmental analyses, one definite gain is a better understanding of the items making up the UEE English test. 
3.3. Prediction 
The judgment of a test’s predictive power would involve a predictor and a minimum of one criterion to be 
predicted. The predictor in this study was naturally the UEE English test score. The criterion was selected to satisfy 
certain prerequisites: the criteria have to be relevant to the final aim of test score use, reliable, unbiased and practical 
in terms of effort, time and cost (Thorndike, 1949). Typically, the predictive power of admission tests is judged by 
the degree to which test scores can predict immediate criterion such as the first-year college grade point average 
(GPA) (Zwick, 2002). According to Zwick (2002), the reason for this is that subsequent collection of grades may 
risk seeing more students dropping out or transferring to other schools. Also, the first-year GPAs are more 
consistent and comparable because freshman courses tend to be more similar across fields of study than are courses 
taken in later years. Consequently, the criteria chosen for this study were the English achievement results in 
Semester 1 and Semester 2 because they matched the aim of the UEE English test, they were available from all the 
admitted candidates within the time frame of the study, and their reliability could be checked when the results and 
their component scores were collected from the CFL exam record.   
To answer this third question, path analysis, which portrays the hypothesized causal relationships among 
measured variables, was used. The model in Figure 1 was set out to test the assumption by the UEE English test 
users that the UEE English score could predict subsequent English achievement at the college. Additionally, since 
learning is a process, it was further hypothesized that the English achievement results in semester 1 also predicted 
semester 2 performance. This hypothesis is supported by the same empirical finding by McKenzie, Gow and 
Schweitzer (2004) and Murray-Harvey and Keeves (1994, cited in McKenzie, Gow and Schweitzer, 2004, p. 96) 
that entrance ranks were not effective predictor of university success because “once university grades are available 
…, these become the most important predictors of future performance at university”. It would be clear from the 
results how effectively the 2008 UEE English test scores predicted students’ performance over time. It was reported 
in most predictive validity studies that predictive power was higher in semester 1 than in semester 2. The arrows in 
1302  Hoai Phuong Tran et al. / Procedia Social and Behavioral Sciences 2 (2010) 1295–1304  
the model indicate expected causal connections among the three variables, each of which has an error term going 
into it.   
UEE English test
English Achievement
Semester 2
English Achievement
Semester 1
e1
1
e2
1
e3
1
Figure 1.  The hypothetical model of the predictive validity of the UEE English test scores 
The details of how these variables are measured are as follows. First, the UEE English score was measured using 
the Rasch model because, as mentioned earlier, the Rasch measures have better measurement properties than the raw 
scores (and their rescaled versions) while they still rank test-takers in the same way as the raw scores do. In fact, the 
correlation between the raw scores and the Rasch logit measures is close to 1 (Wu & Adams, 2005). The UEE 
English test score can thus be treated as a single measured variable in the hypothetical model. If the Rasch analysis 
from question 2 showed the English ability measured by the UEE English test to be multi-dimensional, then the 
UEE English test scores could be modeled as a higher-order factor underlying the performance of candidates on the 
sub-constructs measured by the test. In that case, the hypothetical model would be a full structural model involving 
both single and latent variables. In this section, only the hypothetical model demonstrating the assumption made by 
the MOET and the CFL UEE English test users that English ability was a unidimensional construct is presented.  
With respect to the English achievement scores, a mean score of the results of the two English subjects Oral and
Written communication was obtained in both semesters following the common practice of using GPA as the 
criterion measure of achievement in predictive validity studies. Besides, this is also consistent with the current 
fashion in English language testing to report the composite score (in the case of the Test of English as a Foreign 
Language) or the mean score (in the case of the International English Language Testing Service test)  
To answer question 3, the path model would be used to compute path coefficients to find out the effect of the 
UEE English score on the other two variables. To be supporting evidence for the claimed predictive power, these 
values should be as high as possible. In reality, there is no definite or rule-of-thumb value that coefficients should 
be, so validity coefficient is often judged relatively against “typically obtained” coefficient of similar tests 
(Gronlund, 2006, p. 207, italics in the original). 
3.4. Consequences 
The data needed to answer this question will come from the content analysis of the test, the empirical statistics of 
test scores and expert judgment. All types of evidence (content bias, the overall test quality, reliability, construct 
validity, and expert opinions, etc.) will be integrated to form an overall evaluation of the consequence of the test. To 
be a good test with positive consequences, the test should be free from sources of invalidity like construct under-
presentation and construct irrelevance variance that may put test-takers at an unfair disadvantage by lowering their 
scores. It should also be free from bias in scoring and interpretation or unfairness in test use.  
It is our belief that the above range of evidence we collected is sufficient and the combination of judgmental and 
statistical approaches to answering the four questions is adequate for the intended validation argument. 
4. Significance of the study 
This study, once completed, will have multiple significant implications. Regarding the production of knowledge, 
the researchers hope to contribute to the literature on language test validation a validity study on the English 
university entrance test in Vietnam, an under-researched area in the world, where the level of English language 
Hoai Phuong Tran et al. / Procedia Social and Behavioral Sciences 2 (2010) 1295–1304 1303
testing is trying to keep up with the increasing need of English language learning. This will be helpful to those who 
would like to learn more about the way institutions in Vietnam select their students and the quality of their English 
selection test. Besides, the conceptual framework and the methodology used in the study are applicable to other 
validation projects where similar assumptions are made by test users. Concerning policy, the research results will 
inform the MOET of the extent of validity of the 2008 English test score interpretations and uses for its intended 
selection purposes at the CFL, VNU. This will hopefully assist them in their review of university selection and 
language testing policies and practices for all colleges and universities. As for practice, MOET test constructors can 
use the indices of reliability, fit, item difficulty, discrimination, differential item functioning and the information 
about the functioning of the distractors to understand how their multiple-choice test items worked in measuring test-
takers’ English language ability. On that basis, they can learn how to make appropriate adjustments, if necessary, for 
a higher quality of future tests. Besides, college teachers can see how results of the selection tests can serve as 
valuable information about their students’ English profile of competency levels to assist placement and instruction at 
the college. High school teachers can also learn from the results to identify the strengths and weaknesses of the 
previous cohorts of students so that they can review their teaching methods to ensure highest effectiveness in 
yielding students’ expected outcomes.  
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