In this paper we proved that if R is right ω-Euclidean domain, then skew Laurent formal series ring is right ω-Euclidean domain. We also showed that if R is a right ω-Euclidean domain with multiplicative norm, then skew Laurent formal series ring is a right principal ideal domain. In addition, we proved that if R is a noncommutative ω-Euclidean domain with a multiplicative norm, then R and skew Laurent formal series ring is a ring with elementary reduction of matrices.
Introduction
In the present paper, R is understood as an associative domain with nonzero unit element, σ is understood as an automorphism of R and U(R) is understood as the group of invertible elements of a ring R. Let ϕ : R → N∪{0} be a function satisfying the following condition: ϕ(a) = 0 if and only if a = 0; ϕ(a) > 0 for any nonzero and ϕ(ab) ≥ ϕ(a) for any arbitrary elements a, b ∈ R. This function is called the norm over domain R.
Domain R is called a right Euclidean if for any arbitrary elements a, b ∈ R with b = 0, there exist q, r ∈ R such that a = bq + r and ϕ(r) < ϕ(b).
A right k-stage division chain [8] for any arbitrary elements a, b ∈ R with b = 0 is understood as the sequence of equalities a = bq 1 + r 1 , b = r 1 q 2 + r 2 , . . . . . . . . . , r k−2 = r k−1 q k + r k ,
with k ∈ N. Domain R is called a right ω-Euclidean domain [8] with respect to the norm ϕ, if for any arbitrary elements a, b ∈ R, b = 0, there exists a right k-stage division chain (1) for some k, such as ϕ(r k ) < ϕ(b).
Clearly, the right Euclidean domain is a right ω-Euclidean domain. A ring R is called a ring with elementary reduction of matrices [7] in case when an arbitrary matrix over R possesses elementary reduction, i.e. for an arbitrary matrix A over the ring R there exist such elementary matrices over R , P 1 , . . . , P k , Q 1 , . . . , Q s of respectful size such that
] be the skew Laurent power series ring in which each element has a unique representation as
with a −n for almost all positive integer n and [5] proved that if R is a Euclidean domain then Laurent formal series ring is a Euclidean domain. Also K. Amano and T. Kuzumaki in [1] proved that if R is a right Euclidean domain then a skew Laurent formal series ring is a Euclidean domain. O. M. Romaniv and A. V. Sagan in [4] proved that R is a commutative ω-Euclidean domain if and only if a Laurent formal series ring is a ω-Euclidean domain. In this paper, the results in [5] and [4] for a skew Laurent formal series ring are generalized. In addition, elementary reduction of matrices over a skew Laurent formal series ring are investigated.
Note that if σ = 1 R then a skew Laurent formal series ring is a Laurent formal series ring.
Main results
Let R be an integral domain with a norm map ϕ : R → N ∪ {0}. For any arbitrary element
we put ψ(f ) = a h and ψ(f ) = 0 if and only if f = 0. So ψ is a map from R X to R. For any arbitrary elements a, b ∈ R a record b | a means that a ≡ 0 (mod b) otherwise b a. Proposition 1.1. For any arbitrary elements f, g ∈ R X with g = 0 we have that f = gu or f = gu + v, where ψ(g) ψ(v).
Proof. Let h be the lowest degree of f and k be the lowest degree of g. Set ψ(f ) = ψ(g)q + r where q, r ∈ R.
Since σ is an automorphism of R, then there exists some element c ∈ R, such that σ k (c) = q. In this case, we write
where r ∈ R.
If ψ(g) r, then we get the desired result ψ(g) r = ψ(v) and stop the process.
If
Then, we again consider two possible cases ψ(g) ψ(v 1 ) or ψ(g) | ψ(v 1 ) and so on. If this process is finite, then
If this process continues infinite number of steps, we get
We define a map
Then we obtain the following result. Theorem 1.2. Let R be a right ω-Euclidean domain with respect to ϕ, then R X is a right ω-Euclidean domain with respect to ϕ x .
Proof. Consider any arbitrary two elements f, g ∈ R X where g = 0,
Then by Proposition 1.1 we have either following equality f = gu or another equality f = gu + v where ψ(g) ψ(v).
Obviously, in the first case, R X is a right Euclidean domain, and, therefore, a right ω-Euclidean domain.
In the second case, consider two possible cases delete under:
(1) ϕ x (v) < ϕ x (g). By the definition, R X is a right Euclidean domain and, hence, R X is a right ω-Euclidean domain.
(2) ϕ x (v) ϕ x (g). Then there exists a right k-stage division chain
where ϕ(r k ) < ϕ(ψ(g)) (because R is a right ω-Euclidean domain). Then there exists some element c 1 ∈ R, such that σ k (c 1 ) = q 1 , where q 1 ∈ R. Now we can write
Continuing this process, we find that there exists some element c 2 ∈ R such that σ l 2 (c 2 ) = q 2 , where q 2 ∈ R. Write
hence we have g = v 1 c 2 x k−l 2 + v 2 and ψ(v 2 ) = r 2 . This process will continue until to some k ∈ N: then there exists some c k ∈ R, such that σ l k (c k ) = q k , where q k ∈ R, and write
Summing up the above, we have a right k-stage division chain
and, therefore R X is a right ω-Euclidean domain.
If r k = 0, then obviously
Note that by the properties of the norm we have v k = 0 and, therefore, the chain (2) is finite, and, therefore, by Proposition 1 [3] , R X is a right ω-Euclidean domain.
Clearly, for a left ω-Euclidean domains, the left-side version of Proposition1.1 is also valid. Proof. (1) Let R be a left principal ideal domain and a right ω-Euclidean domain. Then by Proposition 4 [3] and Theorem 3.6 [2] it follows that R is a ring with elementary reduction of matrices.
(2) Let R be a left principal ideal domain and a right ω-Euclidean domain, then by Theorem 6.3 [6] and Theorem 1.2, we have that R X is a left principal ideal domain and a right ω-Euclidean domain. Then by the subsection (1), R X is a ring with elementary reduction of matrices.
The norm ϕ over R is multiplicative, if for any arbitrary elements a, b ∈ R we have
As a result, we find that ϕ(u) = 1 for any arbitrary element u ∈ U(R). Proof.
(1) Let I be a right ideal of R. The case of I = {0} is trivial. Therefore, let I be at least one nonzero element. Among all nonzero elements I let us choose the element with the lowest norm. Suppose that this element is b ∈ I. Now consider an arbitrary nonzero element a ∈ I. Because R is a right ω-Euclidean domain, then for the elements a and b there exists a right k-stage division chain:
where ϕ(r k ) < ϕ(b). It is clear that elements r 1 , r 2 , . . . , r k ∈ I. By the construction, the element b has the lowest norm, because the inequality ϕ(r k ) < ϕ(b) is possible only when r k = 0. Hence, the elements a and b have the greatest common divisor element r k−1 , therefore a = r k−1 a 0 and b = r k−1 b 0 .
However, since the norm ϕ is multiplicative, delete therefore ϕ(b) = ϕ(r k−1 ) · ϕ(b 0 ).
Since b has the lowest norm, it follows that ϕ(r k−1 ) = 1 or ϕ(b 0 ) = 1. In this case, when ϕ(r k−1 ) = 1 is trivial. Therefore, ϕ(b 0 ) = 1. Hence, b 0 ∈ U(R). Then r k−1 = bb −1 0 and, therefore, we find that a = bb −1 0 a 0 . So I ⊂ bR. On the other hand, the element b ∈ I. Therefore, I ⊃ aR. Two previous inclusions shows that I = aR. Hence, R is a right principal ideal domain.
(2) The proof follows from Theorem 1.2 and the first half of the proof, thus, we only need to show that if ϕ is the multiplicative norm, then ϕ x is the multiplicative norm. Hence, ψ(f g) = ψ(f )σ h (ψ(g)), where h is of the order f . Then ϕ x (f g) = ϕ(ψ(f g)) = ϕ(ψ(f )σ h (ψ(g))) = ϕ(ψ(f ))ϕ(σ h (ψ(g))) = = ϕ(ψ(f ))ϕ(ψ(g)) = ϕ x (f ) · ϕ x (g).
Hence, ϕ x is the multiplicative norm. Note that ϕ(a) = ϕ(σ(a)). This completes the proof. (2) R X is a ring with elementary reduction of matrices.
Proof. By Theorem 1.4, R and R X are right principal ideal domains, then by Theorem 1.3 we obtain the statement of the theorem.
