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The Simultaneous Optimization Problem for Sensitivity and Gain Margin
WEIYONG YAN A N D BRIAN D. 0. ANDERSON Abstract-In this note, the combined sensitivity and gain margin problem for SlSO linear systems is formulated and solved using a complex function interpolation technique. it is proved that this problem always has a real rational solution provided it is solvable in the complex irrational sense. The sensitivity minimization problem subject to a gain margin constraint and its dual problem are also considered. In addition, the range of the gain margin constraint is given subject to which the optimal constrained sensitivity is identical with the optimal unconstrained sensitivity. Finally, it is shown that, not unexpectedly, the gain margin maximization conflicts with the sensitivity minimization for a nonminimum phase plant.
In control systems design, one of the most important objectives concerns robustness of feedback systems to uncertainty in plants and to disturbance inputs. As robustness measures, sensitivity (and particularly the maximal magnitude of a sensitivity function) and gain margin depict different aspects of this robustness and have played a key role in the classical design and theory of feedback systems. The former quantifies output disturbance rejection and sensitivity to small additive variations, while the latter quantifies sensitivity to real multiplicative gain variation [I] , [2] .
Obviously, it is generally desirable to design a controller to have as small as possible sensitivity and as large as possible gain margin. In view of this, two kinds of problems arise associated with sensitivity and gain margin, respectively. The sensitivity problem is to find a proper compensator such that the closed-loop sensitivity is less than some tolerance value, and sensitivity minimization involves finding a proper compensator such that the closed-loop sensitivity equals or is arbitrarily close to the minimal attainable sensitivity. Similarly, the gain margin problem is achieve the maximal attainable gain margin. Up to now, all of the above problems have been discussed and solved individually by many authors, see, e.g., [3]-[q and [lo] . However, relationships between the two kinds of problems have not yet been developed. In fact, one should care about sensitivity when one maximizes gain margin, and in the same way one should care about gain margin when one minimizes sensitivity.
The purpose of the note is to relate sensitivity to gain margin from a design point of view and to reveal tradeoffs between these two quantities. More specifically, the basic problem studied in this note is to optimize simultaneously the closed-loop sensitivity and gain margin via a proper compensator given a tolerance on sensitivity and a tolerance on the gain margin. Also, some related problems are considered. The basic tool used to tackle these issues was presented by Khargonekar and Tannenbaum [4] .
The remainder of this note is outlined as follows. In the next section we briefly review the approach in [4] and its existing application, and prove that the approach can be applied to a more complicated class of control problems without causing the problem of irrationality or complexity of solutions. Section I11 is devoted to the combined sensitivity and gain margin problem. Section IV discusses the sensitivity minimization problem subject to a gain margin constraint, its dual constrained gain margin maximization problem, and how sensitivity minimization and gain margin maximization conflict with each other. The note concludes with Section V. Some proofs appear in the Appendix. All results are for single-input single-output (SISO), linear time-invariant (LTI) plants. to find a proper compensator to achieve some prescribed gain margin, a prescribed r > r,,, such that there holds &[C(s)] 5 r , and the gain and gain margin maximization involves finding a proper compensator to margin problem is to find a proper compensator C(s) to stabilize kP(s)
for each k in a given interval [a, b] with b / a < k,,, . To prove this result, we need an auxiliary result as follows. Lemma 2.1 (Walsh /13]): Let V be a closed simply connected domain whose boundary consists of a finite number of nonintersecting rectifiable Jordan curves. Let the sequence (3, , P?, . . . , Pk be given, interior to V.
Let the function f (s) be analytic in V. Then there exists a sequence of rational functions r N (s) analytic in V such that 1) r , ) = f , ) , i = 1 , 2 , . . . , k and N = 1 , 2 , . . . ,
2) limN,, r N (s) = f (s) uniformly for s on v', where V' is an arbitrary closed set interior to V.
Prwf of Theorem 2.1: By Theorem 2.14 in [4], it obviously suffices to show that 10(1)1 < a implies the solvability of the General Problem.
Suppose 10 (1) satisfies the intermon conditions i)-ii). To see t X S ( s ) maps H to G, observe that So(S) = So(s) by the assumption 0(S) = 0(s) and the reality of Fo(.) and p(.). Thus, using (2.13) yields that As a consequence of (2.12), it follows that S ( H ) c G .
L
Remark 2.1: Under mild conditions, the formula for a has been given in [4] . In addition, it is easily verified that a 5 1 if the plant P ( s ) has at least one unstable zero and that otherwise, i.e., P(s) is a minimum phase, a = cm, in which case the General Problem is always solvable provided (2.11) is valid. In view of this, it is implicitly assumed without loss of generality that P(s) is nonminimum phase in this note.
To sum up, there are two prerequisite conditions for the applicability of the method described above to some appropriate control problem. First, the control problem can be reduced to some case of the General Problem. Second, the conformal equivalence 0(s) from the associated domain G to D with the property (2.11) exists and can be constructed.
We are given three parameters r, a , and b with r > 0 and 0 < a < 1 < b. The combined sensitivity and gain margin (CSGM) problem is to find a proper compensator C(s) which stabilizes kP(s) for each k t [a, b ] such that @[C(s)] < r . In order to apply the method described in Section 11, we have to establish the equivalence of this problem to the General Problem with particular G and then to construct the conformal equivalence from G to D . Clearly, the solvability of the CSGM problem implies that one can simultaneously achieve the closed-loop sensitivity of at least r and the closed-loop gain margin of at least b l a . Moreover, C ( s ) is a solution to the CSGM problem iff it is a solution to both the sensitivity problem and the gain margin problem. In view of this and the fact that the sensitivity problem and the gain margin problem are equivalent to the General Problem with G I = {s E G; Is1 < r } and G 2 = C\{(-cm, -a1] U [b', cm)}, respectively, it turns out that the CSGM problem is equivalent to the General Problem with From Theorem 3.1, the following result is easily inferred.
Corollary 3.1: Suppose 0 < a < 1 < b . Then, the CSGM problem is solvable for all r E I ; on the other hand, if C ( s ) solves the gain margin problem for ( a , b ) , sensitivity r and a tolerance gain margin interval [ a , b ] satisfy any one of the conditions, then one can simultaneously achieve the closed-loop sensitivity less than r a n d the closed-loop gain margin of at least b / a via a compensator.
IV. THE RELATIONSHIP BETWEEN SENSITIVITY MINIMIZATION AND GAIN MARGIN MAXIMIZATION
The purpose of this section is threefold. First, we seek an explicit formula for the minimal sensitivity subject to a gain margin interval constraint, which is defined as Furthermore, we indicate for what gain margin interval constraint the minimal constrained sensitivity is identical with the minimal unconstrained sensitivity. Second, we deal with the dual constrained gain margin optimization problem. Third, we examine how two different kinds of optimization-sensitivity minimization and gain margin maximization-conflict with each other.
The interpretation of @ ( a , b ) is that for any sufficiently small 6 > 0, one can always design a proper compensator C ( s ) to achieve simultaneously the closed-loop sensitivity less than @ ( a , b)+c and the closed-loop gain margin of at least b / a while one cannot find any proper compensator both to stabilize k P ( s ) for each k t [a, b ] and to achieve the sensitivity Proving this result is not hard and only involves some tedious calculation. The proof is omitted here for the sake of space. With the above descriptions, we can now identify @ ( a , b ) explicitly in terms of a , b , cu (and the quantities of a', b', 0 derived from a , b, a ) . Notice from the definition of I , , 12, 13, 1 4 , given in (3.4)-(3.7) , that the intervals all lie on the positive real r-axis. From Lemma 4.1, the task of finding @(a, b) is a task of deciding which of I, , I * , I , , 14 is nonempty, what the leftmost point of the closure of the nonempty I, is, and what is the least value of such points. Now it is evident from the definition of I, that at most one of 12, I s is nonempty and that 2) @(a, b) = ( a 0 + J m ) / ( a~ -1) if a' < I / a and P > ( a + b2 -2ab)/(a -a') (in which ca=12 is nonempty and I4 is empty). Remark 4.1: Since min (a', 6') 2 1 /a implies b / a 5 fi, the above results shows that the optimal constrained sensitivity is identical with the optimal unconstrained one only if the gain margin constraint is less than or equal to the square root of the optimal gain margin. We shall later exhibit a converse for this statement.
If b / a is fixed and denoted by k , then it is evident that @ ( a , b) only depends on one parameter a or b. The following result indicates how one can choose a or b so that @(a, b) is minimized, and in effect tells us the best sensitivity consistent with achieving a prescribed gain margin, as well as how to achieve it by correct choice of one of a or b. Moreover, it attains its unique minimum (1 + 8 )
iii) This is trivial to prove since it is just a combination of i) and ii).
-
The general shape of the curve relating k and rk is shown in Fig. 3 .
Remark 4.2: It is easy to verify that r, is continuous at k = fl and thus continuous on (1, p), although diverging to infinity at a rate O((P -k)-I/?) as k + 0 -, which means that gain margin maximization will lead to an infinite sensitivity for a nonminimum phase plant Remark 4.3: Notice that for fi < k < 0 , whence rk is strictly increasing when fi < k < P, and the rate of its increase is slow when k is close to fi and fast when k close to 0 . It can be concluded that either different gain margin constraints lead to different optimal constrained sensitivities or both lead to an optimal constrained sensitivity equal to the optimal unconstrained sensitivity. From the definition of rk , it follows that every point above the curve represents a sensitivity, gain-margin pair that is achievable by a stabilizing compensator C ( s ) , while no point below the curve has this property. On the basis of this observation, it is easy to pose and solve the problem of computing the suprema1 gain margin achievable with a prescribed sensitivity constraint. Define
where r > 0, 3C[C(s)] is defined as in (2.3), and
From ii) of Lemma 4.2, it follows that C(s) is a stabilizing compensator such that @[C(s)] < r ) .
The following properties can now be established. Theorem 4.4: Assume the same hypotheses as Theorem 3.1. With the above definition,
iii) for r > l / a , Proof: Properties i) and ii) are actually immediate. As for iii), it is clear that k, as a function of r is just the inverse of the function which rk is of k, i.e.,
It is not hard to verify that this implies
Note that the two possible solutions have a product of P . Hence, by i), we must take the greater.
0
Remark 4.4: Theorem 4.4 implies that a sensitivity and a gain margin are simultaneously achievable which are arbitrarily close to the minimal sensitivity and to the square root of the maximal gain margin, respectively. In addition, different sensitivity constraints lead to different optimal constrained gain margins.
The focus of this note has been on three aspects: the combined sensitivity and gain margin problem, the sensitivity minimization subject to a gain margin constraint, and the relationship between sensitivity minimization and gain margin maximization. The main contributions are as follows. First, it has been shown that the complex function interpolation approach presented in [4] can be applicable to the CSGM problem (and other control problems) without causing the problem of complexity or irrationality with respect to controllers. Second, the necessary and sufficient conditions for the solvability of the CSGM problem have been derived. Third, the optimal sensitivity subject to a gain margin constraint has been obtained and likewise the optimal gain margin subject to a sensitivity constraint. Fourth, the necessary and sufficient condition has been given under which the optimal sensitiivty with a gain margin constraint is identical with the optimal unconstrained sensitivity. Finally, it has been revealed that sensitivity minimization will result in the gain margin approaching the square root of the optimal gain margin, whereas gain margin maximization will lead to an infinite sensitivity for a nonminimum phase plant. However, this conflict between sensitivity minimization and gain margin maximization does not occur for a minimum phase plant.
It should be pointed out that all the results obtained in this note are confined to SISO feedback systems. At present, it is not clear how to formulate and then work out the corresponding multivariable version. This remains for future research.
Proof of Theorem 4.1: When min(af, b') > l / a , by Lemma 4.2, I4 is nonempty and the leftmost point of 1 4 is 1 / a ; when min (a', b' ) = I / a , likewise from Lemma 4.1 it can be easily verified that the leftmost point of P2 (or 13) is 1 / a if I2 (or I , ) is nonempty and that the leftmost point of Il is I /a if both I1 and 1, are empty. In this way, using Lemma 4.1 gives that @(a, b) = I /a if min (a', b') 2 1 / a . Now suppose min (a', b') < 1 /a and let a' < b'. Then a' < 1 /a. provided Also, it is easily shown that the above inequality and a' < 1 /a are necessary and sufficient for I2 to be nonempty, with
In addition, note that the leftmost point of I, is always greater than or equal to max(al, b') whenever I, is nonempty. So, evidently, the second alternative of the theorem statement is established. 
a ( b -l ) ( P -l a p + b ) 2 b ( l -a ) ( a p -b )
and then, since a 6 -b > 0, which is equivalent to ( A S ) . Consequently,
The same conclusion can be similarly derived if (A.4) is assumed. Hence, the fourth alternative is concluded.
In case b / a 2 p, it is not hard to see from Lemma 4.1 that 1 1 , 12, I,, and I4 are all empty. In other words, there is no stabilizing compensator achieving the required gain margin. Thus, Theorem 4.1 is proved completely.
Proof of Theorem 4.2: By Theorem 4.1, it obviously suffices to show that min(al, b') < 1 / a implies @(a, b ) > l / a . Now fix a pair (a, b) satisfying min(al, b') < I / a .
Case 1: Suppose that a' < 1 /a and (A.2) holds; we must show that
A Unifying Theorem for Linear and Total Linear Least
First, it is not hard to see that there are only the following three possi-
Squares
bilities for a and b: [2] J. S. Freudenberg and D. P. Looze, "Right half plane poles and zeros and design tradeoffs in feedback systems," IEEE Trans. Automat. Contr., vol. AC-30, pp. 555-565, 1985. Among the most popular schemes for estimating linear relations from noisy data are the Linear Least Squares (LLS) and the Total Linear Least Squares (TLLS) schemes. The literature on LLS is vast and the problem has a long history, starting with Gauss and Legendre. It is most commonly used in signal processing and system identification because of its straightforward geometrical interpretation (the orthogonality principle), its structure, (which is optimally suited for recursive implementations), and the relative ease by which statistical and numerical properties can be derived. References [7] . [8] , and [lo]- [12] provide good surveys on the numerical and statistical richness of the subject. The TLLS problem, known in the statistical community as "orthogonal regression," can be traced back over more than 100 years, being rediscovered many times [I] . The term TLLS was coined in [ 6 ] , although its solution, using the singular value decomposition, was introduced in [5] . Statistical properties, algorithms. and applications in signal processing and system identification can be found in [4] 
