Introduction
For the past 50 years there has been a general decline in the commercial aircraft accident rate, however during the last decade the serious accident rate has remained relatively constant at approximately one per million departures [3] .
With the projected increase in the demand for air travel, if this rate remains unchanged, by 2015 there will be one major hull loss per week. As the reliability and structural integrity of aircraft has improved the number of accidents directly resulting from such failures has reduced dramatically, hence so has the overall number of accidents and the accident rate. However, human reliability has not improved to the same degree during this period. Figures vary slightly but it can be estimated that up to 75% of all recent aircraft accidents now have a major human factors component. Human error is now the primary risk to flight safety [4] .
The roots of human error are manifold and often have complex interrelationships with many aspects of the system of operating a modern airliner.
However, during the last 10 years 'design induced' error has become of particular concern to the major airworthiness authorities. The Captain of a modern commercial aircraft is now a manager of flight crew and of complex, highly automated aircraft systems. These systems began to be introduced into airliners during the 'glass cockpit' revolution of the 1980s. The high levels of automation offered a considerable advance in safety over their 'clockwork cockpit' forbearers, however new types of error began to emerge on these flight decks.
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This was exemplified by accidents such as the Nagoya Airbus A300-600, the Cali Boeing 757 accident and the Strasbourg A320 accident.
As a direct result of such accidents, the US Federal Aviation Administration (FAA) commissioned an exhaustive study of the pilot-aircraft interface on modern flight decks [8] . The report identified many major flight deck design deficiencies and shortcomings in the design process. There were criticisms of the flight deck interfaces, identifying problems in many systems, such as pilots' autoflight mode awareness/indication; energy awareness; position/terrain awareness; confusing and unclear display symbology and nomenclature; a lack of consistency in FMS interfaces and conventions, and poor compatibility between flight deck systems.
The report also heavily criticised the flight deck design process, identifying a lack of human factors expertise on design teams and placing too much emphasis on the physical ergonomics of the flight deck, and not enough on the cognitive ergonomics. Fifty-one specific recommendations came out of the report, including:
'The FAA should require the evaluation of flight deck designs for susceptibility to design-induced flightcrew errors and the consequences of those errors as part of the type certification process'.
In July 1999 the US Department of Transportation assigned a task to the Aviation Rulemaking Advisory Committee to provide advice and recommendations to the FAA administrator to 'review the existing material in FAR/JAR 25 and make recommendations about what regulatory standards and/or advisory material should be updated or developed to consistently address design-Predicting Design-Induced Error related flight crew performance vulnerabilities and prevention (detection, tolerance and recovery) of flight crew error' [22] . The European Joint Airworthiness Authorities (JAA), as a part of the airworthiness regulatory harmonisation efforts, also subsequently adopted this task. The rules and advisory material being developed as part of this process will be applied to both the Type Certification and Supplemental Type Certification processes for large transport aircraft [20, 21] . In the meantime, in 2001 the JAA issued an interim policy document [9] that will remain in force until the new harmonised human factors regulations encompassed in Part 25 come into force.
Compliance with an airworthiness requirement must be established either through inspection, demonstration, evaluation, analysis and/or test. Some form of formal error analysis will probably be the most feasible way to evaluate formally the pilot interface and demonstrate that the likelihood of 'design-induced error' is as low as is reasonably practicable. Formal error analysis is not new, however it is a novel approach as a means of demonstrating compliance with a certification requirement, and as such faces unique challenges. Any technique used for a formal approval process must be reliable and valid and, for the purposes of certification, the method should also be capable of being used by non-human factors experts within the certification authorities (e.g. the certification test pilots).
As a corollary, any formal error prediction technique should also be capable of being used by the flight deck design teams to verify that at the early stages of design, their flight deck interface is likely to comply with the human factors certification requirement. Furthermore, any error prediction methodology for the flight deck must be designed to encompass the specific demands of the environment The objective of the work reported here was to assess the sensitivity, predictive validity and reliability of one such formal technique, SHERPA (Systematic Human Error Reduction and Prediction Approach) [5] to evaluate its suitability for application in an aerospace context. This technique was selected on the basis of the results of a comparative study of six human error identification techniques [11] in which SHERPA achieved the highest overall rankings on a number of assessment criteria for its performance (comprehensiveness, accuracy, consistency, theoretical validity, usefulness and acceptability), and on the basis of a follow-up study which showed that the method also performed well in predicting subsequent actual errors [2] . Further empirical studies have shown that SHERPA also has acceptable test/re-test reliability [17] .
There is great caution and scepticism in the aerospace industry concerning formal methods that purport to produce a probability of error associated with any aspect of crew performance. Furthermore, Advisory Circular AC25.1309-1A [7] also suggests that the reliable quantitative estimation of the probability of crew error is not possible. In this study emphasis is placed upon the identification of potential errors using formal methods, not their quantification. Unless all significant errors are identified the probability of error generated by any formal technique will be underestimated [9] , so the first requirement must be to assess a technique's potential to identify all possible errors resulting from poor human factors design.
To achieve the objectives described, this study progressed in three stages.
Firstly, the SHERPA technique was applied to the task of conducting an approach and landing in a modern, highly automated, glass cockpit commercial airliner (Aircraft X) to produce predictions of the errors likely to occur. This was done on two occasions in order to assess the test/re-test reliability of analysts.
Secondly (and independently) using a questionnaire, low-level error data were collected from flight crew currently flying Aircraft X concerning the errors that they had made during the approach and landing flight phase. A fundamental problem when validating formal error identification techniques is obtaining ecologically-valid and reliable criterion data [14] . Accidents are very infrequent events and investigation reports do not contain sufficient detail to establish the design-induced errors that may have contributed to the sequence of events.
Incident data are much more plentiful, however, these reports contain even fewer details about the pilots' interactions with their equipment. As a result, a selfcompletion questionnaire had to be used for this task.
Once the above two data collection stages were completed, the final stage was to compare the error data with the predictions made by SHERPA, using a signal detection paradigm (q.v. references 2, 16) to assess the predictive validity of the method.

Systematic Human Error Reduction and Prediction Approach (SHERPA)
SHERPA [5] (also known as PHEA -Predictive Human Error Analysis [6]) uses a Hierarchical Task Analysis (HTA) [1] in conjunction with an error taxonomy to identify credible errors associated with a sequence of human activity. SHERPA is from a family of human error identification tools that takes a psychologicallybased approach [12] hence is ideally suited for use on the flight deck, especially when it is considered that flight deck design has been criticised for its lack of due consideration of cognitive ergonomics [8] . In a post-hoc analysis of aviation accidents, SHERPA was identified as a technique that would have predicted many of the significant errors in the sequence of events leading to the crash, in contrast to many of the other methods examined [10] . The technique has also been used successfully in a variety of non-aviation, safety critical situations, for example in the handling and transportation of hazardous chemicals [13] and offshore oil and gas exploration and exploitation [18] . Non-safety critical applications of SHERPA include the analysis of the usability of ticket vending machines [2] and of car radio/cassette players [19] .
The technique operates by trained analysts making judgements about which error modes are credible for each task step based upon this analysis of the work activity. A SHERPA proceeds through six basic steps:
• Hierarchical Task Analysis: A hierarchical task analysis is conducted for the task or scenario under analysis.
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• Task Classification: Each bottom level task in the HTA is taken in turn and classified into one of the five behaviours from the SHERPA behaviour taxonomy.
o Action (e.g. pressing a button or pulling a switch): Errors in this category are classified into: operation too long/short; operation mistimed; operation in wrong direction; operation too little/much; misaligned; right direction on wrong object; wrong operation on right object; operation omitted; operation incomplete; wrong operation on wrong object. • Human Error Identification: After each task is classified into a behaviour, the analyst considers the error modes associated with that behaviour. A credible error is one the analyst judges to be possible. For example, if the task step is classified as an 'Action' the analyst takes the associated 'Action' error modes and considers whether any are credible for that task. For any credible error types, the analyst describes the nature of the error, notes down the associated consequences, highlights whether it is recoverable or not and suggests possible remedial measures.
• Consequence Analysis: The analyst considers the consequences of each identified error, which has implications for the criticality of the error.
• Recovery Analysis: If there is a task step at which the error can be recovered this is entered next. If no recovery step is possible then 'None' is entered.
• Tabulation: The information gained from the SHERPA analysis method is converted into a tabular output. The ordinal probability (P) of an error is then categorised as low (hardly ever occurs); medium (has occurred once or twice) or high (occurs frequently). The same process is applied to the criticality (C) of the error.
The main strengths of the SHERPA method are that it provides a structured and comprehensive approach to error prediction, gives an exhaustive and detailed analysis of potential errors and the error taxonomy prompts the analyst for potential errors, however SHERPA is somewhat repetitive and time consuming to perform.
SHERPA Analysis
An HTA of a fully-coupled autoland approach to New Orleans airport undertaken in Aircraft X was performed. This consisted of some 22 subtasks under the main headings of setting up for approach, lining up for the runway, and preparing the aircraft for landing. The approach and landing considered was completely normal with no non-routine procedures included. This task analysis formed the basis of the following formal error prediction analysis. An extract of this HTA is included in figure 1.
INSERT FIGURE 1 ABOUT HERE
Eight graduate engineering participants aged between 22 and 55 years took part in this study. All participants were trained in the SHERPA methodology. The training comprised an introduction to the key stages in the method and a demonstration of the approach using a non-aviation example, using an in-car task (see reference [19] ). Participants were then required to apply the method to another non-aviation task (described in reference [17] ) under the guidance of the instructors. The purpose of this was to ensure that they had understood the workings of the SHERPA method. A debriefing followed, where participants could share their understanding with each other. When the instructors were satisfied that the training was completed, the main task was introduced. This required participants to make predictions of the errors that pilots could make in the autoland task.
To make their error predictions, participants were given an HTA of the autoland task developed by the authors; a demonstration of performing an autoland using Microsoft™ flight simulator; the SHERPA error taxonomy; and colour photographs of Aircraft X's Flight Control Unit, flap levers, landing gear lever, speed brake, primary flight displays, and an overview of the flight deck. An example of the nature of the errors predicted by SHERPA for one task step in the HTA is provided in table 1.
INSERT TABLE 1 ABOUT HERE
Participants were required to make predictions of the pilot errors on two separate occasions, separated by a period of four weeks. This enabled intraanalyst reliability statistics to be computed. The predictions made were compared with error data reported by pilots using autoland (as described in the following section). This enabled SHERPA's validity coefficient to be computed.
Collection of Error Data
From the approach and landing HTA for Aircraft X a list was compiled of all the possible errors that could be made during the landing phase of flight using the
Flight Control Unit (FCU) as the main controlling interface. A few additional
Predicting Design-Induced Error systems were also included such as the speed brake and flaps. An additional list of possible errors was developed from observations made during a series of orientation flights on Aircraft X and comments from further interviews with type rated pilots. These data were used to develop a design induced error questionnaire specific to Aircraft X.
The objective of the questionnaire was to survey pilots to obtain a comprehensive picture of the low-level errors they knew had ever been made on the flight deck while flying a fully-coupled autoland approach and landing in the particular type of aircraft. To achieve this, respondents were not only asked if they had ever made the error themselves but also if they knew of a fellow pilot who had made the same error. A simple 'yes/no' response format was used. As it was highly probable that the list of questions was not exhaustive, space was provided to report additional errors or for further comments to be given.
Following an initial pilot administration of the instrument to a small sample of senior pilots to check for major errors and to refine the wording of the survey items further, the final questionnaire was sent to pilots flying Aircraft X in three UK Airlines. After the return of the questionnaires, a number of additional interviews were conducted to clarify the additional comments received on many of the survey instruments.
0 Error Data Results
Sample
Forty-six completed questionnaires were returned in time for analysis. Of the 46 respondents the majority were Captains (45.7%). First Officers provided a further 37% of the sample with the remainder being either Training Captains (13.3%) or they failed to state their position (two respondents). The number of total flying hours ranged from less than 2,000 hours to over 16,000 with a mean of 6,832 hours and a standard deviation of 4,524 hours. With regard to type specific experience this ranged from less than 1,000 hours to over 5,000 hours. The mean time on type was 1,185 hours with a standard deviation of 1,360 hours).
Survey Results
A total of 57 different types of error were reported, either as responses to the structured survey items or in the additional comments section of the questionnaire.
For brevity, in table 1 only the data from the survey items where more than two respondents reported a particular error are presented. In table 2, the column 'ME' contains the frequency data where the respondent has made the error in question themselves; the column labelled 'OTHER' contains the data which indicates that they have seen someone else make the error or that they are aware of someone who has.
INSERT TABLE 2 ABOUT HERE
Predictive Validity and Reliability of SHERPA for Predicting Pilot Error
Overall, the analysts using SHERPA predicted 56 errors. These predictions were compared with error data collected in the survey of pilots. This enabled validity statistics to be computed using a signal detection paradigm [15] . This approach provides a useful framework for testing the power of formal human error identification methods [2, 17] . In addition to comparing correct predictions of error with actual errors (hits) it identifies type I analytical errors (a miss: when the error analyst predicts the error will not occur and it does) and type II analytical errors (a false alarm: when the error analyst predicts that there will be an error and there is not). The results of this analysis are presented in table 3.
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The overall hit rate was very high. Of the 57 errors reported by flight crew, 52 were predicted by one or more of the analysts. Four errors were predicted which
were not yet reported by any of the pilots surveyed. The validity coefficient, expressed as a mean of the 'hit' and 'false alarm' rates was circa 0.6. This value is toward the lower end of being acceptable. However, if the error predictions across the participants are pooled, the validity statistic rises to circa 0.9, which is exceptionally high.
The test/re-test reliability of analysts between the first and second applications of the SHERPA methodology (assessed using Pearson's r) was circa 0.7. This value is moderate, but it should be noted that this was the first time the participants had applied the SHERPA and they were not experts in either human factors or from the aerospace industry.
The complete results for all analysts (Hits, False Alarms, Misses, Correct Rejections and Sensitivity calculations) are included in table 4. The formula for calculation of the Sensitivity Index is included at equation 1.
INSERT TABLE 4 ABOUT HERE
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Discussion
The identification of errors made on the flight deck committed as a result of poor design is difficult. In many cases, even in accident and incident reports, there is a paucity of data on the low-level errors made that may have contributed to the accident sequence. As a result of the scarcity of these data the validation of formal error prediction methods in this context is problematic.
The questionnaire survey conducted in this study does, however, suggest that design-induced errors are an everyday issue for the pilots of modern airliners.
Pilots who responded to the survey reported that between them, 57 errors related to the design of the pilot interface occurred in just the approach and landing phase of flight. Simply because many of these errors do not appear in accident and incident reports does not make them unimportant issues. At best, these aspects of flight deck design that encourage error represent a daily source of frustration for pilots, as they have to remain vigilant to their own mistakes which they then need to correct. At worst, it is possible that the types of errors identified may be significant factors in accidents and incidents. It is simply too difficult, however, to link them to the accident sequence with any degree of certainty.
Many of the potential errors that were identified in the SHERPA analysis were the types of errors that most pilots were aware of and have simply had to accept on the flight deck during everyday operations. It is hoped that the development of human factors certification standards will help to ensure that many of the design induced errors identified are eradicated in future aircraft. The initial results using SHERPA for this type of task are promising. Whilst more studies are needed to investigate more flight tasks in different phases of flight, the current study shows that novice analysts were able to acquire the approach with relative ease and reach an acceptable level of performance within a relatively short period of time, which supports the results of previous studies [17] . This is essential given the nature of how, and by whom, the technique may be applied in both the flight deck design and certification context.
The validity coefficient for the non-pooled analyst data at first seems a little disappointing however this is unlikely to be a major problem within a certification programme. Firstly, Analyst skills improve with familiarity with the technique [17] . A previous study has shown that there is very little change over time in the frequency of 'hits' and 'misses' however, the frequency of 'false alarms' falls over time and consequently, the frequency of correct rejections increases. In the present study a slightly different pattern of results was noted. There was a trend for 'hits' to increase at the second attempt but 'misses' to decrease. In contrast to the previously reported study, though, one of the consequences of an increased 'hit' rate was also a moderate increase in 'false alarms' (see table 4 ). However, it is argued that in a safety critical industry, an increase in the 'false alarm' rate is perfectly acceptable if it is accompanied by a concomitant increase in the 'hit' rate, as the latter is what really matters. Secondly, it is unlikely that any aspect of certification will be accepted on the basis of a single analyst. It has also been shown that the error identification rate goes up when multiple analysts are used as in this case.
The results indicate that existing human error identification techniques developed for use in other domains (e.g. Nuclear Power) can be applied with some success in an aviation context. This study suggests that SHERPA seems particularly well suited in this respect. Furthermore, empirical evidence from Predicting Design-Induced Error comparisons of SHERPA with other formal human error prediction techniques [16] strongly suggests that SHERPA is the best of the currently available human error prediction techniques. SHERPA's error taxonomy is well suited to the tasks carried out by a civil aircraft pilot, with 'actions' and 'checks' being the most prominent tasks involved. This paper demonstrates that SHERPA can already be applied as a flight deck design evaluation tool, although it is acknowledged that the initial HTA may be time consuming. The analyst applying SHERPA in this context will require some knowledge of the skills and procedures required to fly the aeroplane under analysis, or at least experience of the systems used on the flight deck.
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