Abstract.-Some of the most basic questions about the history of life concern evolutionary trends. These include determining whether or not metazoans have become more complex over time, whether or not body size tends to increase over time (the Cope-Depéret rule), or whether or not brain size has increased over time in various taxa, such as mammals and birds. Despite the proliferation of studies on such topics, assessment of the reliability of results in this field is hampered by the variability of techniques used and the lack of statistical validation of these methods. To solve this problem, simulations are performed using a variety of evolutionary models (gradual Brownian motion, speciational Brownian motion, and OrnsteinUhlenbeck), with or without a drift of variable amplitude, with variable variance of tips, and with bounds placed close or far from the starting values and final means of simulated characters. These are used to assess the relative merits (power, Type I error rate, bias, and mean absolute value of error on slope estimate) of several statistical methods that have recently been used to assess the presence of evolutionary trends in comparative data. Results show widely divergent performance of the methods. The simple, nonphylogenetic regression (SR) and variance partitioning using phylogenetic eigenvector regression (PVR) with a broken stick selection procedure have greatly inflated Type I error rate (0.123-0.180 at a 0.05 threshold), which invalidates their use in this context. However, they have the greatest power. Most variants of Felsenstein's independent contrasts (FIC; five of which are presented) have adequate Type I error rate, although two have a slightly inflated Type I error rate with at least one of the two reference trees (0.064-0.090 error rate at a 0.05 threshold). The power of all contrast-based methods is always much lower than that of SR and PVR, except under Brownian motion with a strong trend and distant bounds. Mean absolute value of error on slope of all FIC methods is slightly higher than that of phylogenetic generalized least squares (PGLS), SR, and PVR. PGLS performs well, with low Type I error rate, low error on regression coefficient, and power comparable with some FIC methods. Four variants of skewness analysis are examined, and a new method to assess significance of results is presented. However, all have consistently low power, except in rare combinations of trees, trend strength, and distance between final means and bounds. Globally, the results clearly show that FIC-based methods and PGLS are globally better than nonphylogenetic methods and variance partitioning with PVR. FIC methods and PGLS are sensitive to the model of evolution (and, hence, to branch length errors). Our results suggest that regressing raw character contrasts against raw geological age contrasts yields a good combination of power and Type I error rate. New software to facilitate batch analysis is presented.
Some of the most fundamental questions about the history of life concern evolutionary trends. These include determining whether or not metazoans have become more complex over time (McShea 1996) or whether or not brain size has increased over time in various taxa, such as birds or mammals (Finarelli and Flynn 2009) . The search for trends in evolution has fascinated generations of scientists and harks back at least to the 19th century (Alroy 2000, p. 319) . A significant proportion of research on evolutionary trends has focused on body size evolution and has given rise to the Cope-Depéret rule, first vaguely formulated by Cope (1887, p. 204-205) and later made much more explicit by Depéret (1907) . The Cope-Depéret rule later inspired many paleontological studies (Stanley 1973; Jablonski 1997) , including several on horse evolution (e.g., MacFadden 1986). Several methods have been proposed to study evolutionary trends, either using comparative data from extant taxa (Huey and Bennett 1987; Wang 2001) or using paleontological data (e.g., Carrano 2000; Laurin 2004; Webster et al. 2004; Hone et al. 2005; O'Keefe and Carrano 2005; Butler and Goswami 2008) , which give access to taxa from several geological periods. Despite the obvious recent interest in such studies (Gould 1997; Gillman 2007; Hone et al. 2008) , the current diversity of methods hampers comparisons between results, and the same data analyzed by different methods can lead to different conclusions (Butler and Goswami 2008; Hone et al. 2008) . This confusing situation persists partly because the statistical properties of most of these methods have never been assessed. Thus, a comparison of the performance of a few methods to study evolutionary trends would be timely.
Two main complementary methods can be used to assess the merits of statistical tests. First, real (empirical) data sets can be analyzed using various methods and the results compared. This method has the disadvantage that the real evolution of the character is unknown; therefore, the calculated regression and correlation coefficients cannot be compared with true values. The second method uses simulations to produce large numbers (often thousands) of characters using known evolutionary models. This approach has the advantage that the evolution of the characters is known, but it has the drawback that none of the tested models may correspond to real biological data, whose evolutionary models may be far more complex and will in most cases never be known (Díaz-Uriarte and Garland 1996) . This 2 SYSTEMATIC BIOLOGY VOL. 59 approach was followed by Díaz-Uriarte and Garland (1996 Garland ( , 1998 , Martins (1999) , and Martins et al. (2002) , among others. A third, intermediate approach can be called "experimental phylogenetics" and consists in experimentally generating a phylogeny of real organisms, in which case the real ancestors can be known (if they were observed during the experiment). This has been performed by Oakley and Cunningham (2000) on viruses, which have the advantage of an extremely short generation time.
In this study, I use simulations to assess the relative merits (power, Type I error rate, bias, and mean absolute value of error on slope estimate) of several methods that can be used to study trends.
METHODS

Trees Used in the Simulations
I generated data using 3 main evolutionary models on 2 trees (Laurin 2004; Yates 2004 ). The first is a phylogeny of sauropodomorph dinosaurs presented by Yates (2004) . It includes 27 terminal taxa ranging in time from the Carnian (Upper Triassic, between 228.0 and 216.5 Ma) to the Cenomanian (Upper Cretaceous, between 99.6 and 93.5 Ma); the tips thus range through 123 myr. It has been modified to incorporate branch length information from the fossil record, using Stratigraphic Tools (Josse et al. 2006) . The position of the terminal taxa has been set to the top of the geological stage in which each species occurs, as was done in some recent studies (Laurin 2004; Marjanović and Laurin 2007) . The geological timescale follows Gradstein et al. (2004) . However, several branch length settings are compatible with this constraint because the position of nodes on such trees is to an extent arbitrary; it has been set in such a way as to adequately standardize the data reported by Yates (2004) , even though this clearly implies implausibly old ancestors (in this case, this brings the root into the Moscovian, the middle of the Late Carboniferous). These lengths were obtained by enforcing minimal terminal and internal branch lengths of 6 and 10 myr, respectively, using Stratigraphic Tools. These lengths are not a problem because they simply indicate that these data did not evolve according to a Brownian motion model on a tree with branch lengths reflecting the plausible geological age of hypothetical ancestors. This set of long internal branches has the practical advantage of leading to a very different tree shape than that of Laurin (2004) in which the internal nodes are relatively close to the geologically oldest tips. In the sauropodomorph tree, total tree height is thus 215.5 myr, but the difference between highest and lowest tips is 123 myr, just over half of the total tree height.
The tree of early stegocephalians presented by Laurin (2004) includes 113 terminal taxa ranging in time from the Frasnian (Late Devonian) to the Late Permian. Its branch lengths were obtained by using a stratigraphic fit (each tip was considered to occupy an entire geological stage) and a minimal internal branch length of 2 myr; this is one of the settings used in an earlier study (Laurin 2004) . Its total height is 136 myr, and the difference between highest and lowest tip is 123.5 myr, which spans most of the tree height. Thus, the tree with the topology of Yates (2004) should present a less favorable case to detect trends than the tree of Laurin (2004) , for two reasons. First, it includes fewer tips; second, any trend included in the simulation (specified as a difference between starting value at the root and expected average of tips under Brownian motion or as a difference between starting value and adaptive peak under an OrnsteinUhlenbeck model) will be less obvious. Note that any tree could have been used to simulate the data, but these two trees have the advantage of being previously published, of representing a phylogeny of real organisms, and of being fairly different from each other in number of tips and time span. Furthermore, these phylogenies have been used because a reanalysis of data from these two studies is in progress.
A more sophisticated approach would have consisted of generating a large number of phylogenies with various numbers of tips and various shapes, but this would have required considerable software development that is beyond the scope of this study.
Settings Used in the Simulations
Data were simulated using gradual Brownian motion (Simulation 1 in Table 1 ), an Ornstein-Uhlenbeck model (Simulation 2), and a speciational model with Brownian motion (Simulation 3). The gradual Brownian motion model simply specifies that the probability of increase and decrease in character value are equal and that the variance of the expected change is proportional to branch length (Felsenstein 1985) . The OrnsteinUhlenbeck model differs from the Brownian motion by including an attractor, whose strength can be adjusted and whose effect is strongest when the character value is the farthest from it (Martins et al. 2002) . The speciational Brownian motion model simply assumes that the variance of the change is independent of branch length; this can be easily simulated by setting all branch lengths to a constant value (Díaz-Uriarte and Garland 1998). Each of these was used with six settings: without trend, to determine the Type I error rate (Simulation A), with a weak trend (starting value at root of 0.2 and means of tips or adaptive peak of 0.3, in Simulation B), with a stronger trend (values of 0.1 and 0.4, respectively, in Simulation C), with the same trend but with less tip variance (which makes trends easier to detect; Simulations D and E), and finally, with the same settings as simulation E, but with a much greater upper bound (2 instead of 0.6, in Simulation F), and another with starting values and final means located closer to the median between bounds (Simulation G). A last simulation (H) was performed only to generate a null distribution of the skewness statistics of simulation (G) and had the same settings as the latter, except that it included no trends. All simulations were bounded because most Notes: a Simulation A was used to establish Type I error rate; Simulations B-G were used to establish power. All simulations were used to establish mean absolute value of error on slope estimate. In all cases for Simulations 1 and 3, the variance of means was set to 0 (this setting is inapplicable with the Ornstein-Uhlenbeck simulation). Simulation F was performed only on the stegocephalian tree and Simulation G only on the sauropodomorph tree. Simulation H was used only to establish the null distribution of various skewness statistics for assessing significance of these statistics in Simulation G.
biological characters cannot take infinitely small or large values. Thus, for all simulations, the lower bound was set at 0, and for Simulations A-E, the upper bound was set to 0.6. The last simulations (F-H) were performed to determine if the poor performance of the skew analysis (see below) resulted from the fairly constraining bounds used in Simulations A-E (Table 1 ). All data were generated by PDSIMUL (Garland et al. 1993) . However, the resulting files are not readily processed in batches and were converted into a more computer-friendly form by SimExport (Gao and Laurin 2008) , a small Java program written expressedly for this purpose and first used by Germain and Laurin (2009) . The trends present in the data sets B-H should all be considered driven, in the terminology of McShea (1994) , because the trends are produced by setting different starting (root) values and mean tip values and because the initial values are in the middle of the bounded intervals. No passive trends were produced, although this is possible using PDSIMUL (Garland et al. 1993 ) by setting identical initial value and expected mean tip values and by placing them near one of the bounds.
Properties Assessed I assessed Type I error rate, power (the ability of various methods to detect trends), and average absolute value of error in slope estimate of a few methods, which have been used in the past to detect evolutionary trends or which represent slight modifications of such methods. Phylogenetic contrasts were extracted in batches of 250 by AC 3 (Gao et al. 2008a ), a module for Mesquite based on the code of the PDAP module. All trend analyses were performed in Regressor (Gao et al. 2008b ) unless specified otherwise. Regressor is a new Java program based partly on code from the PDAP (Midford et al. 2008) Methods Assessed Because several variants of phylogenetic independent contrasts are tested below (Fig. 1) , a brief explanation of that method may be useful. This method compensates for the nonindependence of comparative data by relying on sister-group comparisons. For n terminal taxa, n − 1 contrasts can be drawn (for fully resolved trees), using the most standard Felsenstein's independent contrast (FIC) method (called FIC 4 below). Thus, in the hypothetical example shown in Figure 1 , 5 contrasts (C1-C5) can be drawn.
First, I regressed raw contrasts between terminal taxa against differences in geological ages (in million years ago). I have tried to maximize the number of contrasts by starting from the crown of the tree and proceeding down the tree, ensuring that each species was used only once and that the paths along the tree that join each by guest on November 4, 2016 http://sysbio.oxfordjournals.org/ Downloaded from FIGURE 1. Schematic example illustrating the five implementations of the phylogenetic independent contrasts (FIC) tested in this study. The tree with 6 tips (T1-T6) and the contrasts taken (marked as thinner lines above the tree or in it and numbered 1-n) are shown to the left. Note that only FIC 3-5 extract n − 1 contrasts for n taxa, in a fully dichotomous tree; FIC 1 and 2 extract fewer contrasts. Raw contrasts are simple differences; standardized contrasts are the raw contrasts divided by the square root of the sum of the corrected branch lengths.
pair of compared species do not cross (FIC 1 in Table 2 ). This procedure maximizes the number of contrasts between terminal taxa and ensures that they are independent (Purvis and Rambaut 1995) . However, this procedure contrasts only terminal taxa of different geological ages; therefore, no time contrasts with a value of 0 Fig. 3b ). FIC 4, standardized contrasts in character value, taken between all terminal taxa and internal nodes, regressed against standardized contrasts in geological time (computed in the usual way, not as in FIC 3), as performed by Laurin (2004) using the PDAP module for Mesquite (Midford et al. 2008 ). FIC 5, as FIC 4, but using raw contrasts of character value and time since clade origin. The results from FIC 3-5 depend on assumptions of minimal branch lengths used. PGLS, phylogenetic generalized least squares. PVR, variance partitioning with phylogenetic eigenvector regression analysis (Desdevises et al. 2003) , in which only the significance of the effect of time is assessed. Phylogenetic axes selected through a broken stick model. PVR 95, as PVR, but enough phylogenetic axes are selected to represent 95% of the phylogenetic variance (method used only on the sauropodomorph data set). SR (TIPS), simple, nonphylogenetic regression of character value against geological time since clade origin. For skewness (Wang 2001) , Type I error rate is by definition the threshold (0.05) because these simulations were used to determine the null distribution.
are used, and no contrasts are taken between internal nodes. This method is somewhat analogous to the pairwise comparison test (Maddison 2000) or to early implementations of independent contrasts (Burt 1989) . It has been claimed that such methods have the advantage of requiring few assumptions about the model of character evolution because ancestral states need not be computed (Burt 1989, p. 41) . For these reasons, this method is insensitive to branch lengths; only the temporal separation between terminal taxa (and their character values, of course) influences the result. A drawback of this method is that there is no unique solution to obtaining the maximal number of contrasts (hence the alternative contrasts 2a, 4a, 7a, 9a, and 11a in Fig. 2 ). This method should be close to that used by Hone et al. (2005) . Second, I slightly modified the method outlined above by using all the data by calculating averages of alternative contrasts (FIC 2, Table 2 ). The method outlined above (FIC 1) results in discarding some data because not all terminal taxa can be used to compute contrasts. For instance, if Omeisarus tianfuensis is contrasted with Camarasaurus supremus (Fig. 2 , contrast 2), Brachiosaurus brancai cannot be contrasted. A way to use more data is to also take a second contrast between O. tianfuensis and B. brancai (Fig. 2 , contrast 2a) and to work on the average of both contrasts. This way, no taxon is used in more than one of the contrasts, but all taxa are used at least once (at least as a contrast that is used to compute an average contrast). In such cases, the taxon that is contrasted twice is always on the same side of the subtraction (otherwise, taking the average might be misleading).
Third, I performed an analysis of independent contrasts by regressing raw contrasts of the data against raw contrasts in minimal time of origin at all nodes ( Fig. 3) , a new method that I explore here (FIC 3 in Table 2 ). Raw contrasts of the dependent variable (here, simulated characters) are computed in the usual way (they are the difference between node or tip values), using the branch lengths shown in Figures 1, 2 , and 4. These lengths are used only to compute nodal values because no standardization of contrasts is done. However, the contrasts of minimal time of origin are simply the differences in minimal ages of the nodes as determined by the geological age of the oldest descendant. The calculations of contrasts of minimal time of origin assume no minimal branch lengths (in practice, many internal branches will have a length of 0). The nodal age (Fig. 3b ) used by this method is not an estimate of the age of the actual ancestor of each clade (Fig. 3a) , which will never be accurately known in most cases, and it cannot be computed using the algorithm used for estimating nodal values in independent-contrast analyses because time does not evolve according to a Brownian motion FIGURE 3. Time and trend analysis. a) Phylogeny with the observed temporal distribution of terminal taxa and estimated (but very poorly constrained) age of the hypothetical ancestors (nodes, n1-8) and contrasts (gray lines) drawn between terminal taxa of different ages as performed by Hone et al. (2005) . b) Nodal ages used for the new method of trend analysis proposed here, in which the age of the nodes is determined by the age of the oldest descendant. A contrast is taken at each node; hence, in a fully dichotomous tree, n − 1 contrasts are taken for n terminal taxa, but several time contrasts (difference in geological age of the various nodes or nodes and terminal taxa) are 0. Only positive time contrasts are indicated here (gray lines). Note that to make the tree legible, a slight temporal separation was introduced between successive nodes of equal age (n2-n6, n7, and n8).
model. Rather, it passes in an irreversible manner. Thus, applying an algorithm used to compute nodal values in independent-contrast analysis would often result in assigning ancestors of a clade a more recent age than its oldest descendant, which may not be optimal. This procedure extracts n − 1 contrasts for a completely resolved tree with n terminal taxa. Several of the time contrasts are 0 simply because several nested clades seem to appear simultaneously in the fossil record, but this is not problematic because including these contrasts in the analysis enables estimation of how much evolution happens in the dependent character when there is no change in the independent character. In general, inclusion of null contrasts in the independent variable should result in more accurate estimation of the slope, probability, and correlation coefficient (Garland T., personal communication 17 October 2005) . The fact that very different branch lengths are used to compute contrasts of time and of character value is not problematic because this is analogous to "using different transformations for the two variables in an ordinary correlation or regression" (Garland et al. 1992, p. 24) . This method (like the fourth alternative described in the next paragraph) requires estimating character value of the hypothetical ancestors; therefore, it is sensitive to branch lengths. It was included to test the hypothesis that time (geological age of taxa) should be treated differently than intrinsic characters of taxa in trend analyses.
Fourth, I performed an independent-contrasts analysis by regressing standardized contrasts of character value against standardized contrasts of time since origin (FIC 4 in Table 2 ), as recently performed by Laurin (2004) . The advantages of this method are that it can use all the data and that it can draw more contrasts than the other independent-contrast methods outlined above (except for FIC 3, described in the preceding paragraph). Furthermore, it is the only method that is fully automated in the PDAP module for Mesquite (Midford et al. 2008) , which was used to perform this test. For that method, it is desirable to test that the branch lengths used standardize adequately the contrasts, although this is done here only for a small sample of characters because of time constraints. However, because the phylogeny in these simulations and the evolutionary model are known without error, this is less problematic than it would be for application of the method to biological data, in which case neither tree nor evolutionary model is known (although both can be estimated).
Fifth, I performed an independent-contrasts analysis as in FIC 4 but using raw contrasts of character value and time (FIC 5 in Table 2 ). Because contrasts in character value have to be divided contrasts of difference in time and because the latter is reflected in the branch lengths, it could be argued that FIC 4 over-standardizes the contrasts, and using raw contrasts may avoid this problem.
Sixth, I tested the performance of phylogenetic generalized least squares (PGLS; Pagel 1997), as implemented in BayesTraits (Pagel and Meade 2006) . Testing for trends involves obtaining the log-likelihoods of two nested PGLS models, the directional model (model 5 in BayesTraits) and the drift model (model 4 in BayesTraits), which is nested within it. The log-likelihood ratio (LR), which is −2 log e [H 0 /H 1 ], can be more easily computed as 2(log e H 0 − log e H 1 ), and this statistic is distributed like a chi-square with a number of degrees of freedom (DF) equal to the difference in number of estimated parameters between both models (Pagel and Meade 2006) . In this case, DF = 1 because the directional model estimates one more parameter (the slope of the character over time) than the drift model (in which this parameter is constrained to be 0), so the critical chisquare value (for a threshold of P = 0.05) is 3.841, and a trend can be concluded to be present if the difference in log-likelihoods of both models is at least 1.9205. Thus, determining the presence of trends using BayesTraits requires doing two analyses (one per PGLS model). Perl scripts kindly provided by A. Meade facilitated data conversion and batch analyses. All parameter value fitting and tests of significance used maximum likelihood; a Bayesian approach is also possible using BayesTraits, but this would have taken a prohibitive amount of time and further software developments.
Seventh, I performed a variance partitioning with phylogenetic eigenvector regression (PVR) analysis, a method initially proposed by Desdevises et al. (2003) and recently used by Cubo et al. (2005) and Kriloff et al. (2008) , among others, in the context of comparative analyses (not in trend analyses). This method has the advantage of allowing quantification of how much of the variance of a character is attributable to the phylogeny (using multiple linear regressions of the character against principal coordinates representing the phylogenetic position of the taxa), the geological time, and the covariation between both. This method is sensitive to the branch length settings used. For this test, a phylogenetic distance matrix (a patristic distance matrix reflecting the phylogeny) of each tree was exported using the Stratigraphic Tools (Josse et al. 2006) . The matrices were then converted into principal coordinates through principal coordinate analyses performed using a menu-driven version of the R package (Casgrain et al. 2004) . A broken stick model was used to select principal coordinate axes; two were selected for each phylogeny, representing 63.34% and 15.00% of the phylogenetic variance for the sauropodomorph and stegocephalian trees, respectively. Geological age of the taxa (expressed as time after clade origin, which is the basal node of the tree) was then regressed against these axes and the residuals were extracted. The simulated data were then regressed against the "phylogeny-free" residuals of geological age using Regressor (Gao et al. 2008b ) and standard linear regressions (not through the origin).
Eighth, I performed a PVR analysis but with enough phylogenetic axes selected to represent 95% of the phylogenetic variance to test if the inclusion of a greater proportion of the phylogenetic variance improved the performance of PVR. This selected 13 axes for the sauropodomorph tree (this exploratory analysis was not performed on the stegocephalian tree), which represent 95.26% of the phylogenetic variance.
Ninth, I performed a simple, nonphylogenetic linear regression of character value versus geological age. This statistical test is still used in trend analysis (e.g., Hone et al. 2008) , even though there are good reasons to suspect that it is invalid in that case (Harvey and Pagel 1991; Purvis et al. 1994) . It is, however, always a good basis for comparison of the performance of various statistical methods (Martins et al. 2002) .
Tenth, I performed an analysis of skewness designed to discriminate between passive and active trends, a method initially proposed by Wang (2001) and more recently used by Verdu (2006) and Diniz-Filho et al. (2007) , among others. That method relies on partitioning total skewness (SCTot) into between-group skewness (SCB), heteroscedasticity (SCH; both of which indicate passive trends), and within-group skewness (SCW), which indicates an active trend. As initially proposed, that method, consisting in measuring the SCW/SCTot ratio, did not include a test of statistical significance (Wang 2001) . Here, I propose to use results of simulations without trend (Simulation A in Table 1 ) to establish statistical significance of the results in cases in which a trend is suspected or known to have occurred (Simulations B-F). With simulated data sets, this method is simple to apply because all characters can be generated using known models, and this can be used to test various statistical properties of the method (bias, Type I error rate, and power). With real data sets (as would be the case in applications of the method), the most appropriate method would presumably be to randomly reshuffle the character data on the tree (which can be done in Mesquite and various other programs) and build a null distribution of proportion of SCW, against which the original statistic can be compared. Other statistical tests based on skewness have used simulations (Bokma 2002) . Because skewness may be positive or negative, the sum of the 3 components (SCB, SCH, and SCW) may be zero even if all three components have large absolute values. Because it is not obvious which denominator (SCTot or the sum of the absolute values of SCB, SCW, and SCH) would give the best results, both methods are tested. Also, Wang (2001, p. 855) stated that "Even if the groups are not monophyletic, the analysis will likely be valid as long as they are paraphyletic, as appears to be the case, rather than polyphyletic." This allows the delimitation of four subgroups in the sauropodomorph tree, only one of which is a clade (three are paraphyletic but lack a single clade), without discarding data (Fig. 2) . If only clades had been used, and given the constraint that skewness cannot be calculated for sets of less than 3 elements, 4 clades could have been delimited, but they would have excluded 4 of 27 terminal taxa, which could reduce power. Similarly, for the stegocephalian data set, 5 subgroups are defined, only 2 of which are clades (the other 3 lack a single included clade). However, to test the possibly deleterious effect of using grades rather than clades in this test, an alternative delimitation of subgroups restricted to clades is also used on the stegocephalian tree (Fig. 4) . This results in 7 clades and discards only 8 tips, of 113, which seems like an acceptable compromise.
Verification of Adequacy of Data Distribution
Because one of the methods based on independentcontrast analyses (FIC 4) relies on assumptions about adequacy of standardization of contrasts, sample matrices were checked to see if the assumptions were met. Such data are relevant when determining why methods may fail in some circumstances, such as contrast-based methods are expected to do when the true evolutionary model is sufficiently far from pure Brownian motion. Indeed, such effects have already been shown using simulations (Martins et al. 2002) . For the other variants of independent contrasts investigated here (FIC 1-3, 5), no additional test is required because raw (unstandardized) contrasts are used. A relevant test would be to check the normality of regression residuals, but this would have to be performed separately for each character because the estimated regression coefficient varies. Given the simulation methods used, these residuals should be normally distributed. The adequacy of this assumption can be verified by examining the performance of these alternative FIC methods, as is done below.
Of the four diagnostic tests available in the PDAP module for Mesquite, only two were used: absolute value of standardized contrasts versus expected standard deviation (square root of corrected branch lengths between contrasted nodes or tips) and absolute value of standardized contrasts versus corrected node height. These were carried out on selected matrices. The other two diagnostics, namely absolute standardized contrasts versus nodal value and estimated nodal value versus node height, were not checked because the latter is expected to be significant if a trend is present in the data, even if the contrasts are adequately standardized, and the former seemed redundant with the two other tests.
Statistical Comparison of the Results
Only raw frequencies (i.e., the actual number of significant results, rather than proportions) were used in the statistical tests because proportions should not be used for chi-squared tests and proportions usually depart from normality, which hampers t-tests and pairedsample t-tests (Zar 1984) . Even though each individual regression was either significant or not (hence, the primary data are binary), the large number of simulated data (about 24,000) can render these data approximately normally distributed. The performance of each method is computed based on average power or Type I error rate over all simulations. Multinormality of the results to analyze (power and Type I error rate) was checked using Progiciel R (Casgrain et al. 2004 ). Relative power of methods was assessed using paired-sample t-tests (Zar 1984, p. 150) , whenever the data appeared to have a multinormal distribution. This test was used here because power of each method was assessed using 30 simulations (3 evolutionary models, each with 5 trend intensity, variance, and bound combinations, each on two trees), and the power of various methods for a given simulation are correlated to each other (e.g., power is greater for most methods when trend is strongest). For comparisons of Type I error rate, 6 values (from Simulations 1A-C on both trees) were available to assess the performance of the methods. The paired-sample t-test works on differences between the two samples between comparable cells (each of which represents, in this case, the number of significant results out of 500 or 1000 simulated characters). For instance, power of FIC 5 can be compared with power of FIC 2 by subtracting power of FIC 5 for Simulation 1B from power of FIC 2 for the same simulation; similar differences in power of both tests are measured for all simulations, and the t-test is done on these differences. In this case, the difference in power can be tested by computing the average difference of number of significant results between each technique for each simulation (each based on 500 simulated characters) and dividing that by the estimated standard deviation of that average difference, itself equal to the standard deviation of the difference in individual numbers of significant results for individual tests, divided by the square root of the number of simulations tested (typically, 30). That is the paired t-statistic used in comparisons of power. Deviations from the expected error rate (0.05 at that threshold) were also tested using chi-squared tests (Zar 1984, p. 41) .
RESULTS
Similarities in Performance
Type I error rate and mean absolute value of error on slope estimate of the various methods do not appear to vary strongly with evolutionary model (Table 2) . Type I error can differ depending on the tree, but the pattern is not coherent, with some methods (FIC 1-5) having more errors with the stegocephalian tree and others (PVR, simple, nonphylogenetic regression [SR] ) with the sauropodomorph data set. Power is greater on the stegocephalian tree ( Fig. 5 ; Appendix 1) for all methods that exploit time information, and a paired-sample t test shows this to be highly significant (P < 0.001). However, the skewness-based methods seem to be exceptions in this regard.
Relative Performance of Various Statistical Methods to
Study Trends The SR and variance partitioning with PVR and a broken stick selection procedure have a greatly inflated Type I error rate (0.123-0.180 at a 0.05 threshold), which invalidates their use to detect trends ( Table 2 ). The deviation from the 0.05 expected error rate is highly significant (P < 0.001), as shown by a chi-squared test. However, they have the greatest power ( Fig. 5 ) and low mean absolute values of error in slope estimate ( Fig. 6 ; Appendix 2). The PVR with more principal coordinate axes (PVR95; at least 95% of the phylogenetic variance is used) has low Type I error rate (Table 2 , sauropodomorph tree), but it lacks power ( Fig. 5a-c ; Appendix 1, sauropodomorph tree); at a 5% threshold, its power never rises substantially above 0.05.
Most variants of phylogenetic independent contrasts (FIC; five of which are presented) have Type I error rate much closer to the nominal level (Table 2) , although FIC 3 (raw character contrasts regressed against contrasts in minimal clade age) and, to a lower extent, FIC 2 have slightly inflated error rate, especially with the stegocephalian reference tree (0.054-0.090 error rate at a 0.05 threshold). Conversely, FIC 4 and, to a lesser extent, FIC 5 are conservative. All these differences from the expected 0.05 error level are highly significant (P < 0.001), as shown by chi-squared tests. The power of all contrast-based methods is always much lower than that of SR and PVR with broken stick selection, except under gradual Brownian motion with a strong trend and distant bounds (Fig. 5a,d ). All FIC methods are fairly sensitive to the evolutionary model chosen and perform best with gradual Brownian motion (even in the presence of fairly strong trends). Of all FIC methods, FIC 3 and FIC 5 (raw character contrasts regressed against raw time contrasts) have the greatest power in most simulations (Fig. 5a,d,e) . Because FIC 3 has inflated Type I error rate, only FIC 5 was compared with the other methods, and paired-sample t-tests show that its power is significantly (P < 0.05) greater than that of FIC 1, 2, 4 and PGLS. Mean absolute value of error on the slope estimate of all FIC methods is slightly higher than that of SR, PGLS, and PVR (Fig. 6) , and FIC 1 and 2 generally have the greatest mean error. PGLS is conservative (Table 2) and it has good power, although usually less than FIC 5 ( Fig. 5; Appendix 1) . Its VOL. 59 FIGURE 5. Power of the various methods using the sauropodomorph tree (a-c) and the stegocephalian tree (d-f). Characters were simulated using a gradual Brownian motion model (a, d), an Ornstein-Uhlenbeck model (b, e), or a speciational Brownian motion model (c, f). Each point represents 500 simulated characters. PVR95 was tested only on the sauropodomorph data set (a-c), whereas two skewness methods (Sk cl/tot, Sk cl/tot(abs)) were tested only on the stegocephalian tree (d-f). Sk gr/tot, skewness test using grades (paraphyletic groups); Sk gr/tot(abs), skewness test using grades, with the sum of the absolute values of SCB, SCW, and SCH as the denominator; Sk cl/tot, skewness test using only clades; Sk cl/tot(abs), skewness test using clades, with the sum of the absolute values of SCB, SCW, and SCH as the denominator. In (a-c), Columns 1-5 represent Simulations B-E and G for the sauropodomorph tree or (d-f) Simulations B-F for the stegocephalian tree. For other abbreviations and more information on the analytical methods, see text and Table 2 ; for an explanation of the simulation parameters and evolutionary models, see text and Table 1. absolute error on estimate of slope is usually among the lowest ( Fig. 6; Appendix 2) .
The four variants of skewness analysis all have consistently low power, except in rare combinations of trees, strength of trend, and distance between bounds (Fig. 5b) .
Verification of Adequacy of Data Distribution
As expected, matrices generated using an OrnsteinUhlenbeck and a speciational Brownian motion model had a fairly high proportion of characters exhibiting statistical artifacts according to at least one of the two diagnostic tests. For instance, for Simulation 2D (Ornstein-Uhlenbeck model) produced using the sauropodomorph tree, the first of the two relevant tests indicates artifacts in 187 of 500 characters and the second test indicates artifacts in 94 characters. Because the overlap in affected characters is incomplete, 220 of 500 characters (44%) show artifacts and would have prompted an evolutionary biologist to transform the data and/or branch lengths before analyzing contrasts. Similarly, for Simulation 3D (speciational Brownian motion) on the same tree, 156 characters (31.2%) FIGURE 6. Mean absolute value of error in slope estimate of the various methods using the sauropodomorph tree (a-c) and the stegocephalian tree (d-f). Characters were simulated using a gradual Brownian motion model (a, d), an Ornstein-Uhlenbeck model (b, e), or a speciational Brownian motion model (c, f). Each point represents 1000 (Column 1) or 500 (Columns 2-6) simulated characters. In (a-c), Columns 1-6 represent Simulations A-E and G for the sauropodomorph tree or (d-f) Simulations A-F for the stegocephalian tree. For an explanation of the methods, see text and Table 2 . For an explanation of the simulation parameters and evolutionary models, see text and Table 1. displayed artifacts according to at least one of the two tests. On the other hand, for Simulation 1D (Brownian motion with trend and fairly stringent bounds), only 105 characters (21%) displayed such artifacts, and for Simulation 1G (similar to Simulation 1D, but with distant bounds), only 35 characters (7%) have artifacts in at least one test.
The artifacts mentioned above concern only FIC 4. Other methods do not rely on standardization of contrasts. As mentioned above, a more appropriate test of adequacy of contrast distribution for FIC 1-3 and 5 would be to verify normality of regression residuals.
Their Type 1 error rate is higher but remains approximately at the nominal 5% level.
DISCUSSION
Similarities in Performance
The greater power of most methods under the stegocephalian tree meets the predictions and could be explained either by the greater number of included taxa or by the greater range (as a proportion of tree height) of geological age of the tips. The fact that the difference in VOL. 59 power is not observed in skewness methods, which are the only ones which do not use geological age data, suggests that this factor is more important than the number of tips, although more simulations would be needed to ascertain this.
Relative Performance of Various Statistical Methods to
Study Trends The generally good performance of independentcontrast methods was expected, given their solid theoretical basis (Felsenstein 1985) and their popularity in comparative biology (e.g., Cubo et al. 2005 ) and in studies in evolutionary trends (e.g., Laurin 2004; Hone et al. 2005 ). All five variants tested have adequate Type I error rate, except for FIC 3, which uses minimal clade age. Their sensitivity to evolutionary models refutes the suggestion that some variants of this method (FIC 1, 2) were relatively insensitive to evolutionary model (Burt 1989, p. 41) . Of all other valid methods, FIC 5 generally has greatest power. FIC 5 thus seems to be the best of the tested FIC-based methods to test for evolutionary trends when the data represent terminal taxa of various geological ages and when phylogenetic data are available.
Among the independent-contrast methods tested here, FIC 1-3 do not require estimated branch lengths, which are often difficult to estimate for extinct taxa. However, as mentioned above, FIC 2-3 have slightly inflated Type I error rate and FIC 1-3 have lower power than FIC 5. Thus, it appears that time should be analyzed in the same way as other characters in comparative analyses and that branch lengths need to be estimated to obtain optimal results. Fortunately, the recently developed Stratigraphic Tools (Josse et al. 2006) provide branch length transformation methods which facilitate this task ).
The low power of FIC-based methods when data are generated under an Ornstein-Uhlenbeck or a speciational Brownian motion model may be disappointing. However, if the presence of statistical artifacts were verified before analyses were performed, much of the data generated by these models would presumably not have been analyzed by FIC or the branch lengths would have been transformed to improve contrast standardization because between 31% and 44% of the characters exhibited statistical artifacts. Presumably, transforming the data or branch lengths would have improved power. Some data sets generated by gradual Brownian motion with trends and bounds still have a higher proportion (21%) of characters with artifacts than expected under pure Brownian motion. This presumably reflects mostly the presence of bounds in the simulation, as shown by the much lower proportion of artifacts in matrix 1G (with distant bounds) than in matrix 1D (with an upper bound near the final means). With matrix 1G, the slight excess in characters with artifacts (7% instead of 5%) presumably reflects the fact that no correction for multiple tests, such as Bonferroni correction, was applied (Rice 1989 ).
The inflated Type I error rate of SRs is not surprising given that simulations of character correlation (a slightly different context) has shown a similarly inflated Type I error rate of such regressions (Purvis et al. 1994) . Even earlier, Burt (1989, figure 1 ) had shown that the correlation coefficients between uncorrelated characters simulated on a phylogeny did not follow a normal distribution and would often lead to misleading conclusions if the phylogeny were not incorporated into the analysis. However, the validity of simple, nonphylogenetic linear regressions in trend analyses had never been assessed using simulations, even though they were still used recently (Hone et al. 2008) ; such practices should be discontinued.
The inflated Type I error rate of PVR analysis with broken stick axis selection is more surprising but is congruent with results of previous simulations on the related method of phylogenetic autocorrelations (Gittleman and Kot 1990) to assess character correlation (Purvis et al. 1994 ) and with criticism of this family of methods based on theoretical considerations (Rohlf 2006) . On the other hand, recent simulations (Martins et al. 2002) showed that PVR performed well when the evolutionary model was relatively far from a gradual Brownian motion model. Perhaps, the simulations presented above are not sufficiently far from a pure gradual Brownian motion model to replicate this result or the discrepancy could result from the fact that the simulations presented here are the first ones specifically generated to test for trends rather than character correlation. Another possibility is that the relationship between average root mean square error (RMSE) in correlation coefficients and Type I error rate is not as straightforward as suggested by Martins et al. (2002) . If this is correct, the results of Martins et al. (2002) , which were expressed only in terms of RMSE, may be difficult to translate into Type I error rate (and power). Finally, variance partitioning with PVR may be invalid here because of a statistical dependence between geological age and principal coordinates representing phylogenetic position. If so, the problem with PVR found here may not apply in the more general context of analyses of character correlation. The performance of PVR in comparative analyses and in trend studies would be worth investigating in a greater range of simulation parameters, but this falls beyond the scope of this study.
The poor performance of skewness analysis on most data sets (A-E) may reflect the fact that the simulations were bounded and that the upper bound (0.6) was placed fairly close to the final character average (0.4). These bounds were enforced because most biological systems have bounds. However, to test the hypothesis that skewness analysis would perform much better with more distant bounds, Simulation F had a distant upper bound (2) and Simulation G had distant lower and upper bounds. However, the power of skew analysis in these simulations was not better (Fig. 5) . This may reflect the fact that many factors influence skewness and directional trends are not required to produce highly skewed distributions (Bokma 2002 ).
The use of paraphyletic groups does not seem to drastically change the results, although using only clades often (but not always) gave slightly better results (Appendix 1, stegocephalian tree). These simulations suggest that skewness-based methods perform poorly whenever bounds are active. The performance of these methods should probably be further investigated in a greater range of situations in which bounds are distant or absent, but this is beyond the scope of this study.
PGLS seems to have fairly good power and low Type I error rate, which is not surprising given that it is the most sophisticated method assessed here; it appears to be more conservative and have lower power than FIC 5, which presents the best combination of power and Type I error rate, among the methods thoroughly tested above. The strength of PGLS lies in the precision of the slope estimate, which is usually the best of all methods tested here, except under Brownian motion with a strong trend (Fig. 6a,d, data point 6) .
Because all the methods tested above rely on regressions against geological age, if the tree were ultrametric (as is the case when only extant taxa are included and when branch lengths reflect time), none of these methods could detect trends. This is also true of the directional PGLS method, as stated in the user manual of Pagel's Continuous software. The sole exception is the skewness-based methods, despite their disappointing performance. Thus, paleontological data and their associated branch length data are critical when assessing evolutionary trends. A similar conclusion was reached in the context of ancestral value reconstructions using squared-change parsimony (Finarelli and Flynn 2006) .
Verification of Adequacy of Data Distribution
The adequacy of data distribution was checked only for FIC 4, which requires contrast standardization using branch lengths. Other methods tested here do not rely on standardization of contrasts. As mentioned above, a more appropriate test of adequacy of contrast distribution would be to verify normality of regression residuals. Although this was not done because of time constraints, the results (Type I error rate and, to a lesser extent, power) of these other methods suggest that they are not much more affected by deviations from the normality than FIC 4.
Methods Not Considered in This Study
Several previously used methods were not tested. This section reviews a few, without being necessarily exhaustive. Alroy (1998) analyzed body size evolution in 1534 species of North American mammals from the Campanian (late Cretaceous) to the Pleistocene "by using generic assignment and relative age as indicators of potential ancestor-descendant relationships." I suspect that this method would do fairly well if its assumptions were met, but as Alroy (1998, p. 731) himself admitted, such assumptions of ancestor-descendant relationships are not robust, and many cladists, following Hennig (1966) , would dispute that they can ever be proven. Thus, this method was not assessed here because its main problem is a practical one: the data required to apply it are seldom (if ever) available. It is potentially useful for micropaleontologists but presumably of little use in other fields.
A method proposed by Carrano (2000) , called Most Recent Common Ancestor and also used by Yates (2004) , consists of comparisons between nodal values, inferred through squared-change parsimony, and all descendants of that node. This method does not incorporate stratigraphic data, and it assumes statistical independence between tip values (at least between tips representing descendants of a given node), an assumption blatantly violated by the very existence of a phylogeny. Thus, it does not seem appropriate for paleontological or comparative studies. Carrano's (2000) other method (EACH), based on ancestor-descendant comparisons (ancestors and some descendants are represented by nodes in trees) and squared-change parsimony, seems more appropriate. However, the validity of that method remains to be demonstrated because nodal values obtained through squared-change parsimony are not completely independent of each other (each nodal value influences all other nodal values). In this respect, independent-contrast analysis seems more appropriate (because nodal values computed for contrast analyses depend only on values of descendants; sister taxa and ancestors have no influence). The history of this method (EACH) suggests that paleontology has not fully benefitted from progress in statistics. Carrano (2000, p. 492) cited Harvey and Pagel (1991, p. 162-165) , who in turn cited Bennett (1986, 1987) as the proponents of this method. Huey and Bennett (1986) discussed the need to incorporate phylogenetic data into comparative analyses. The method was then developed by Bennett (1987, p. 1103) , but these authors explained that "We emphasize that the resulting regressions are based on nonindependent data, which is a consequence of using the minimumevolution approach [squared-change parsimony using equal branch lengths]. If times of divergence were known, Felsenstein's (1985) 'Brownian motion' model [independent contrasts analysis] could circumvent this problem." Divergence times are now routinely estimated, not only between extant taxa (Sanderson 2002; Brochu 2004; Hedges et al. 2006; Marjanović and Laurin 2007) but also between extinct taxa (Laurin 2004) . It has been shown (Laurin 2004 ) that independent-contrast analyses can be performed on paleontological data. Thus, there is no reason to continue using EACH in trend analyses.
O' Keefe and Carrano (2005) correlated patristic distance between terminal taxa and the root and body size. This method suffers from the same limitations as EACH, and it does not use the geological age of taxa. Butler and Goswami (2008) performed squaredchange parsimony optimization of body size on a timecalibrated tree of Mesozoic birds and tested size trends VOL. 59 by a chi-square test to detect deviations from the expected number of positive or negative changes. Because this is a nonparametric test, it would require new software to analyze the data. Furthermore, this method suffers from the same problems as EACH. Finally, the power of nonparametric tests is usually lower than that of parametric tests, which suggests that this test should be less powerful than the various versions of independent contrasts tested above. However, it might be interesting to test the performance of other, nonparametric methods, given their much lower sensitivity to deviations from normality of data distribution. The PDAP module for Mesquite (Midford et al. 2008 ) performs a sign test on standardized contrasts, which is probably a better method than Butler and Goswami's (2008) . Preliminary test on a small sample of characters (characters 1-20 from Simulation 1E on the stegocephalian tree) shows that in 70% of these characters, the probabilities are lower with FIC 4 than with the sign test, which illustrates the lower power of nonparametric methods.
Among the five contrast methods tested here (it is probably possible to imagine others), FIC 5 has the greatest power among the methods that have adequate Type I error rate, so it is probably the best method to use. The PGLS approach implemented in BayesTraits also appears to be a very good method. If one of these two methods were adopted in future studies, it would become easier to compare results obtained on various data sets, which should be beneficial to the study of evolutionary trends. FUNDING This research was funded by the CNRS ("Centre National de la Recherche Scientifique") operating grant to the UMR (Unité Mixte de Recherche; 7207). 
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