Abstract. In persistence theory and practice, measuring distances between modules is central. The Wasserstein distances are the standard family of L p distances (with 1 p ∞) for persistence modules. They are defined in a combinatorial way for discrete invariants called persistence diagrams that are defined for certain persistence modules. We give an algebraic formulation of these distances that applies to all persistence modules. Furthermore, for p = 1 this definition generalizes to abelian categories and for arbitrary p it generalizes to Krull-Schmidt categories. In particular, we obtain a definition of Wasserstein distance for multiparameter persistence modules. These distances may be useful for the computation of distance between generalized persistence modules. In our most technical proof, we classify certain maps of persistence modules, which may be of independent interest.
Introduction
Persistence modules are certain modules that are the main algebraic object of study in applied algebraic topology. Classically, they are modules over K [x] , the polynomial ring in one variable, with coefficients in a field K. More precisely, they are Z-graded modules over the Z-graded algebra K [x] , where x has degree one and the unit has degree zero. That is, they are a Z-graded sequence of K-vector spaces together with linear maps given by the action of x [28] . More generally, persistence modules are R-graded modules over the R-graded K-algebra on the monoid of non-negative real numbers with addition. The latter may be viewed as extending the former by allowing x to have arbitrary non-negative real coefficients. Examples of persistence modules are the interval modules (Definition 2.9) which are indecomposable.
While all of the above is well studied in algebra, what is novel to the persistence point of view is the emphasis on quantifying the distance between persistence modules, which is crucial for applications in which persistence modules provide an algebraic summary of data. In particular, these distances should have the property that highly persistent elements, that is, nontrivial elements x m a with m large, are highly weighted.
The most important distances for persistence modules are a family of L p distances, for 1 p ∞, called p-Wasserstein distances [13] . For p = ∞, this distance is also called the bottleneck distance [12] . These are not usually defined directly for persistence We prove the following. Since our definition of path metric can be applied to any abelian category (Definition 4.1 and Lemma 4.2), it can be applied to arbitrary persistence modules. That is, to any functors from the ordered set of real numbers to the category of (not-necessarily finite dimensional) K-vector spaces. We thus have the following. In particular, our definition applies to persistence modules even if they do not have a persistence diagram [11] .
Zigzag persistence modules.
Zigzag persistence modules are linear sequences of vector spaces in which the maps are allowed to go in either direction (in a specified pattern). For example, consider the three following three zigzag persistence modules L, M, and N, or modules over the corresponding path algebra, or functors from the category (1.6) to the category of K-vector spaces. The zigzag persistence modules L, M, and N, are indecomposable. In fact, the indecomposable modules for such linear quivers are exactly the interval modules [19] . However, we will show that our distances for this quiver behave differently then for the corresponding ordered quiver • → • → • → • → •.
As we did for persistence modules, we can assign the simple modules weight one and consider the corresponding path metric, d w , and p-Wasserstein metric, W p (d w | I ), where I denotes the interval zigzag modules. However, unlike for persistence modules, Which of these metrics is most appropriate will depend on the application.
1.3.
Classification of certain maps of persistence modules. In our proof of Theorem 1.3, we prove the following two classification results for morphisms of persistence modules into or out of interval modules, which may be of independent interest. Let M be a persistence module and [a, b) be an interval module. The maps p • and i • are the maps to and from the direct summands in a direct sum.
and
The map f in the first theorem can be thought of as the spreading the effect of the interval module [a, b) to a number of summands of the codomain of f in a constrained way. It gives a canonical form to a map from an interval module to a persistence module. This could be used to give indecomposable modules in commutative ladders [18] .
1.4.
Computations for persistence modules and multiparameter persistence modules. An important advantage of our path metric is that is does not require a decomposition into indecomposables. This is important in practice, since for generalized persistence modules, there is no effective algorithm for finding such a decomposition [7] . Even for persistence modules, computing interval decompositions is computationally expensive.
Since the path metric is defined as an infimum over paths, the cost of any path provides an upper bound for the distance. Furthermore, for many choices of path metric, the dimension vectors can be used to compute a lower bound and perhaps an upper bound for the distance.
(1) Can we compute or estimate d w (M, N) for persistence modules arising from the homology of filtered complexes without computing an interval decomposition? (2) What is a good choice of weight function for multi-parameter persistence modules, and can we compute or estimate d w (M, N) for such a weight?
For example, consider the multiparameter persistence modules indexed by (Z, ) n . Now take those modules M for which there exists a set S ⊂ Z n and M(a) = K if a ∈ S, M(a) = 0 otherwise, and M(a b) is the identity on K if a b ∈ S. Let w(M) = λ(S) where λ denotes the counting measure on Z n . Then for multiparameter persistence modules M and N, the proof of Corollary 4.15 generalizes to show that
More generally we can assign to any persistence module the weight w(M) = λ(dim(M)).
We can do the same for multiparameter persistence modules indexed by (R n , ), taking λ to be the Lebesgue measure on R n . We just need to take care that we only use sets that are Lebesgue measurable.
Representations of quivers.
We conclude this section with one more question for future work.
For many quivers (those of wild type [1] ) understanding all of their representations is hopeless. However, given a path metric, d w , the balls centered at the zero representation give a filtration of the set of isomorphism classes of representations. Related work. The reader is encouraged to consider two recent extensive algebraic treatments of multiparameter persistence modules [20, 23] . In the first, numerous tools from commutative algebra are used to study N d -graded persistence modules. In the second, machinery of commutative algebra is redeveloped for the R d -graded setting and used to study R d -graded persistence modules.
Outline of the paper. In Section 2 we provide necessary background. In Section 3 we reformulate the Wasserstein distance for persistence modules. In Section 4 we define path metrics for abelian categories and work out the details for a path metric for persistence modules. In Section 5 we define Wasserstein distance for Krull-Schmidt categories. Finally, in Section 6 we show that for persistence modules the 1-Wasserstein distance and our path metric agree.
Background
In Sections 2.1, 2.2, and 2.3, we summarize elementary definitions and properties of additive, abelian, and Krull-Schmidt categories, closely following the development in [21] . In Sections 2.4 and 2.5, we specialize to categories of persistence modules and multiparameter persistence modules. In Section 2.6 we define metrics for abelian categories. We review p-norms in Section 2.7. In Section 2.8 we define the Wasserstein distance for persistence modules. Finally, in Section 2.9 we define and give notation for zigzags of morphisms.
Additive categories.
An additive category is one that is enriched in abelian groups (i.e. hom sets are abelian groups, and composition of morphisms is biadditive) and that has all finite products and a zero object 0 such that for every object X there are unique morphisms 0 → X and X → 0.
Let A be an additive category. Following Krause [21] , we say that X is the direct sum of Y and Z in A if there are morphisms i : Y → X, j : Z → X, p : X → Y, and q : X → Z such that ip + jq = 1 X , pi = 1 Y , and qj = 1 Z . Thus p and q are epimorphisms, i and j are monomorphisms, and we consider Y and Z to be subobjects of X. We write X ∼ = Y ⊕ Z.
One can show that qi = pj = 0, from which it is easy to deduce that i and j determine an isomorphism X ∼ = Y ∐ Z, and that p and q determine an isomorphism X ∼ = Y × Z.
Krull-Schmidt categories.
In this section we introduce Krull-Schmidt categories. A good reference is [21] . Recall that a ring is local if its set of non-unit elements is closed under addition. Definition 2.1. An additive category A is said to be a Krull-Schmidt category if every object decomposes into a finite direct sum of objects having local endomorphism rings. 
Abelian categories.
In this section, we define abelian category and give several examples arising from persistent homology. We will introduce a broader class of examples in the next section. Definition 2.4. An additive category is abelian if it has all kernels and cokernels, and if for every f : M → N, the induced morphismf in the natural factorization,
is an isomorphism.
If j : N → M is the inclusion of a subobject, then we will write coker j = M/N. Although subobjects are technically equivalence classes of such monomorphisms j, if j ′ is an equivalent monomorphism, then there is a unique isomorphism coker j ∼ = coker j ′ . It follows from the definition that if f is a monomorphism (respectively, epimorphism) then M ∼ = ker q (respectively, N ∼ = coker j). 
Persistence modules.
In this section we define various categories of persistence modules.
Given a poset (P, ), there is a corresponding category in which the objects are the elements of P, and for pairs of objects x and y, there is exactly one morphism x → y if x y and otherwise there is no morphism from x to y. For example, we have a category corresponding to the poset (R, ) of the real numbers with the usual linear order as a category. Similarly, we have categories corresponding to the sub-posets (R, ) ⊃ (Z, ) ⊃ (N, ) ⊃ ({1, 2, . . . , n}, ) where we denote the latter by n.
Let K be a field. By Examples 2.5 and 2.6, each of the functor categories Vect
, and vect
, is an abelian category. We call the objects of any of these categories persistence modules. The objects of the latter four categories are called pointwise finite dimensional persistence modules. Definition 2.9. Let (P, ) be a poset. Given an interval I ⊂ P, there is a corresponding persistence module, M, called an interval module, given by M(a) = K if a ∈ I and M(a) = 0 otherwise, and M(a b) = 1 K if a, b ∈ I and M(a b) = 0 otherwise. It will be convenient to abuse notation and denote M by I.
It is a good exercise to check the following.
Lemma 2.10. Each interval module is indecomposable.
Assumption 2.11. For convenience we will always denote nonzero interval modules in vect (P, ) K for P = n, (N, ), or (Z, ), as intervals of the form [a, b + 1) where a b ∈ P. We do this so that the counting measure of an interval in P coincides with the Lebesgue measure of the corresponding interval in R.
The simple modules in vect n K , vect
are the interval modules S := [i, i + 1) where i is in n, N, or Z, respectively. That is, S(j) = K if i = j and S(j) = 0 otherwise.
Let V : (P, ) → vect K be a persistence module. Let (vect K ) 0 denote the class of finite-dimensional K-vector spaces (i.e. the objects of vect K ). The dimension vector for V (also called the Hilbert function for V) is the composite function given by
where dim denotes the function that gives the dimension of a K-vector space. We denote this composite function by dim(V). For example, if I is an interval module, then dim(I) is the indicator function on I.
It is a special case of Gabriel's Theorem [19] that each object in vect n K is isomorphic to a finite direct sum of interval modules. This is no longer true for vect
, as they contain objects that are infinite direct sums of indecomposables. For example, ⊕ ∞ j=1 [j, j + 1). However, it is true that every object in these categories is isomorphic to a direct sum of interval modules [15] . Thus, the category vect n K is KrullSchmidt, but the categories vect Proof. Let M be a persistence modules with a submodule j : N ֒ → M and quotient module p : M ։ Q. Then for all a ∈ A, j a : N(a) ֒ → M(a) is an injection and q a : M(a) ։ Q(a) is a surjection. From the commutative diagrams Now assume that M has finite type. Then M has finitely many upper and lower critical values. By our previous observation, N has finitely many upper critical values and Q has finitely many lower critical values. Since M is pointwise finite-dimensional, so are N and Q. By [15] , N and Q are isomorphic to direct sums of nonzero interval modules. Since N and Q are pointwise finite-dimensional, all but finitely many of these intervals are bounded. If N (respectively, Q) is not finite-type, then infinitely many of these intervals must have the same supremum (respectively, infimum). But this contradicts that N and Q are pointwise finite-dimensional. By definition, any object of finite type is isomorphic to the direct sum of interval modules. The endomorphism ring of any interval module is isomorphic to the ground field, K, and is therefore local. Hence, the full subcategories of finite-type persistence modules are Krull-Schmidt.
Multiparameter persistence modules.
In this section we define multiparameter persistence modules. One of our goals is to define Wasserstein distances for multiparameter persistence modules.
P i is a poset with the poset structure given by
If (P i , ) = (P, ) for all i then we denote this product poset by (P d , ). If (P, ) = (R, ), (Z, ), (N, ), or n then a functor M : (P d , ) → vect K is called a multiparameter persistence module.
Metrics on additive categories.
In this section we define a notion of metric for classes of objects in an abelian category. Definition 2.18. A symmetric Lawvere metric on a class C is a function that assigns to
This definition relaxes the usual definition of a metric in three ways: it is allowed to take on the value ∞; d(M, N) = 0 does not imply that M = N; and the class C is not required to be a set. 
Proof. By the triangle inequality
2.7.
Norms on R n . Since we will frequently use and manipulate p-norms, we briefly recall their definition and a useful basic property.
Proof. For 1 p < ∞, the left hand side equals
which equals z p . For p = ∞, the left hand side equals max x p , y p = max (|x 1 |, . . . , |x m |, |y 1 |, . . . , |y n |)
which equals z p .
2 If we also drop the symmetry requirement then we obtain a Lawvere metric space which may be equivalently defined to be a category enriched in the monoidal poset (([0, ∞], ), +, 0).
Wasserstein distances for persistence modules.
In this section, we define Wasserstein distances for persistence modules.
These definitions depend on a choice of metric on R 2 . While the standard definition of Wasserstein distance [13] uses the ∞-norm, one may use others. If one uses the 1-norm for the 1-Wasserstein distance then one obtains the barcode metric [14, 9] , which predates the other Wasserstein distances. In [27] , the 2-norm is used. For us, the 1-norm will be the most natural and that is the one we will use.
Let K be a field, and let A be one of the categories vect n K vect
Let us introduce the following notation which we will use in our definition. Let I denote the set of nonzero interval modules in A including the zero module. For a nonzero interval module I, let x(I) = (inf{a : I(a) = 0}, sup{a :
By a partial matching between index sets A and B, we mean an injection ϕ : C → B, where C ⊂ A. 
We will use exponents to indicate the direction of the maps. So the above zigzag will be written f
3 f 4 . . .. We will also omit identity maps, so we will write a general zigzag from M to N as f
n for some n and ε 1 , . . . , ε n ∈ ±1. Where possible, we can compose zigzags by concatenating them.
Wasserstein distance for persistence modules
In this section we show that if we use the 1-norm on R 2 , then the Wasserstein distance can be succinctly stated using counting measure on Z or the Lebesgue measure on R.
Let λ denote the counting measure on Z or the Lebesgue measure on R. Recall that in vect n K , vect
, the zero module is assumed to correspond to the empty interval in R and a nonzero interval module is assumed to correspond to an interval in R of the form [a, b) where a, b ∈ Z (Assumption 2.11). So the two measures agree: 0 and λ([a, b) 
Given two intervals I and J in R, let I △ J denote their symmetric difference. That is,
Recall that W q p denotes the p-Wasserstein distance for persistence modules using the underlying q-norm for R 2 (Definition 2.22).
We will prove the following two results. 
where the minimum is taken over all isomorphisms 
where the minimum is over all partial matchings ϕ between A and B. By Lemma 3.6, this minimum is achieved by a partial matching ϕ : C → B with the property that I c ∩ I ′ ϕ(c) = ∅ for all c ∈ C (where it could well be that C = ∅). Thus, by Lemma 3.5,
Writing this more compactly we obtain the statement in the proposition.
Path metrics
In this section we use kernels and cokernels to define a large class of metrics on abelian categories.
Path metrics for abelian categories.
We define a certain graph distance for abelian categories that we will call a path metric. Definition 4.1.
(1) Let A be an abelian category. Let S ⊂ Ob A such that 0 ∈ S. Let w : S → [0, ∞) with w(0) = 0. (2) Let F denote the set of morphisms f in A such that either ker(f) = 0 with coker(f) ∈ S or coker(f) = 0 with ker(f) ∈ S. Define w : F → [0, ∞) by setting w(f) = w(ker(f)) + w(coker(f)). Note that at least one of these is 0. 
It is symmetric since for any zigzag we have the reverse zigzag, which has the same weight. It satisfies the triangle inequality since we can concatenate zigzags.
4.2.
Path metrics for persistence modules. In this section we will define path metrics for persistence modules and give a succinct formula for the distance between a pair of interval modules.
Let A be be one of the categories vect 
.2).
Let A be the category vect (R, ) K,ft . Let I denote the set of interval modules in A together with 0. We will use the same notation for an interval I ⊂ R and the corresponding interval module I ∈ A. The empty interval corresponds to the zero module. 
We will prove the following. For a persistence module M, let dim(M) denote its dimension vector.
Proof. Since kernels and cokernels of persistence modules are computed pointwise, the result follows from the rank-nullity theorem.
It is a good exercise to check the following (or see [6, Appendix A]). In this section we assume that all persistence modules objects in one of the categories,
K,ft .
Let P be a countable set. For f : P → Z 0 , let f = a∈P f(a) if the sum is well defined, and f = ∞ otherwise.
From Lemma 4.7 we have the following corollaries.
Corollary 4.9. Let γ be a zigzag of persistence modules of length n from M to N. Then
Proof. By Definition 4.3 and Lemma 4.7, for each step in a zigzag, the dimension vector can change by at most one in one coordinate. 
Path metrics for continuous persistence modules.
Next we prove Theorem 4.5 for continuous persistence modules.
In this section we assume that all persistence modules are objects in the category vect
For f : R → Z 0 , let f = f(t) dt if the integral is well defined, and f = ∞ otherwise.
From Lemma 4.7 we have the following corollaries. Proof. By Lemma 4.7, for each f :
Corollary 4.15. Let M and N be persistence modules. Then
Proof. The result follows from Corollary 4.14 and Definition 4.1.
As a special case we have the following. Since dim(I △ J) is the indicator function on I △ J, dim(I △ J) = λ(I △ J).
Wasserstein distances for Krull-Schmidt categories
In this section we generalize the p-Wasserstein distance for persistence modules (Section 2.8) to Krull-Schmidt categories. We assume that we have a metric on the class of indecomposable objects together with the zero object, and then extend this to a metric on all objects. The main result of the section is Theorem 5.13, which states that the Wasserstein is universal among metrics that agree on the indecomposable objects.
Let A be a Krull-Schmidt category. Let I denote the class of indecomposable objects in A together with the zero object. Let 1 p ∞.
where the minimum is taken over all isomorphisms
Remark 5.3. Recall that M and N are isomorphic to a finite sum of indecomposables that is unique of to isomorphism and reordering. Note that the direct sum in Definition 5.1 also allows zero objects. So the minimum in (5.2) is over all partial matchings of the indecomposable direct summands of M and N, where the unmatched direct summands are matched with the zero object. We make this precise in the following lemma. 
where the minimum is over all partial matchings: C ⊂ A and ϕ : C → B is injective. 
By Proposition
(M, N) = W p (d w )(M, N). Lemma 5.6. Restricted to I, W p (d) equals d. Proof. Let M, N ∈ I. Then W p (d)(M, N) = min d(M 1 , N 1 ), (d(M 1 , 0), d(0, N 2 )) p , where M 1 ∼ = M and N 1 ∼ = N 2 ∼ = N.
Proof. Since d(I, I)
The proof of the triangle inequality uses the Krull-Schmidt property. Let M, N, P ∈ A. By including sufficiently many zero modules and reordering the direct summands, we may assume that
where the first inequality is by definition, the second inequality is by the triangle inequality for d, and the third inequality is by the Minkowski inequality.
Proof. The proof is by induction on n. If n = 1 then we have equality. For the inductive step,
where the first inequality is by definition and the second is by the induction hypothesis.
Then by Definition 5.1, One direction is easy.
Proof. Let γ = f Let I be an interval module. For any a ∈ I, then any nonzero x a ∈ I(a) determines a unique coherent basis, with
Lemma 6.5. Let φ : I → J be a nonzero map. Any choice of coherent basis for I determines a unique coherent basis for J such that φ(a) = 1 whenever it is nonzero (i.e. whenever a ∈ I ∩ J). Similarly, any coherent basis for J determines a unique coherent basis for I such that φ(a) = 1 whenever it is nonzero.
Proof. Since φ is nonzero, I ∩ J = ∅, and for a ∈ I ∩ J, φ a is an isomorphism. Let {x t : t ∈ I} be a coherent basis for I, and choose a ∈ I ∩ J. Then a unique coherent basis for J is determined by φ a (x a ).
Similarly, if {y t : t ∈ J} is a coherent basis for J, and a ∈ I ∩ J, then a unique coherent basis for I is determined by φ −1 a (y a ).
Given a persistence module of the form
Theorem 6.6. Given the notation above, if f : [a, b) → M is nonzero, then there exists a 1 < a 2 · · · < a n a < b n < · · · < b 2 < b 1 b, a module N and an isomorphism θ :
Proof. There is an isomorphism θ :
By reordering summands if necessary, we may suppose that p i θf = 0 if and only if i n. Let N = ⊕ m i=n+1 [a i , b i ). Note that n may vary for different choices of θ. However, since f is nonzero, n 1. Assume that we have made a choice for θ such that n is minimal. Order the direct summands so that 
Now assume that n 2. We will first show that the minimality of n implies that b i > b i+1 for all i. Suppose to the contrary that b k = b k+1 . Without loss of generality, we may assume that a k a k+1 . nonzero and a ∈ [a j , b j ) . So p j θf(a) is a nonzero map of one-dimensional vector spaces and hence invertible. Let α : [a k , b k ) → [a k+1 , b k+1 ) be the nonzero map given by Lemma 6.3 determined by the map (p k+1 θf)(a) • (p k θf)(a) −1 using Lemma 6.3.
) ⊕ N to be the unique map determined by the rules φi N = i N and φi j = i j for j = k, while
By construction, θ −1 φ decomposes into the identity map on M ′′ and a nonidentity map φ ′ on M ′ . The map φ ′ is nontrivial for a k a b k = b k+1 . For each such a, one can choose a basis for M ′ (a) such that φ ′ (a) is given by 1 0 1 1 which is an isomorphism.
Consider the following computation.
Therefore p k+1 φθf = 0. Thus, the isomorphism φθ contradicts the minimality of n.
The exact same argument shows that our assumptions imply that for all i, a i < a i+1 .
Choose a coherent basis for [a, b). By Lemma 6.5, for each j, there is a coherent basis
Consider the following basis for the vector spaces in
Proof. Applying Theorem 6.6, we can compare the direct sum decompositions of M and N. It follows that W 1 (d w )(M, N) b − a.
Dual to Theorem 6.6 we have the following. Proof. Let θ : N ⊕ n j=1 [a j , b j ) → M be an isomorphism (with N possibly zero) such that fθi N = 0, for all j, fθi j is nonzero, and n is as small as possible. Without loss of generality, assume that a 1 a 2 · · · a n . Since for all j, fθi j is nonzero, a j ∈ [a, b).
If n = 0 or 1 then we are done. So assume that n 2. We claim that the hypotheses imply that a 1 < a 2 < · · · < a n . If not, there is a k such that a k = a k+1 . Without loss of generality, assume that b k b k+1 . Let α : [a k+1 , b k+1 ) → [a k , b k ) be the nonzero map obtained from ((fθi k )(a k+1 )) −1 • (fθi k+1 )(a k+1 ) and Lemma 6.3. Let ψ N be the unique map N → M ′ determined by p N ψ N is the identity on N and p j ψ N = 0 for all j. For k = 1, . . . , n − 1, let ψ k be the unique map L k → M ′ determined by p N ψ k = 0, p k ψ k = β k , p k+1 ψ k = −γ k , and for all j = k, k + 1, p j ψ k = 0. Let ψ n be the unique map L n → M ′ determined by p N ψ n = 0, p n ψ n = β n and for all j = 1, . . . , n − 1, p j ψ n = 0. Let ψ : K → M ′ be the unique map determined by ψι N = ψ N , and for j = 1, . . . , n, ψι n = ψ n . Proof. Applying Theorem 6.8, we can compare the direct sum decompositions of M and N. The result follows.
Combining Corollaries 6.7 and 6.9, we have that W 1 (d w ) d w , which completes the proof of Theorem 6.1. 
