respectively. Emissions from zero-order and first-order streams equal 24-41% of direct emissions from soil, which may explain the emission gap between calculations using top-down and bottom-up methods. Clear spatial patterns were identified for both direct and indirect emissions and their spatial variations were negatively correlated. Our results suggest that the IPCC N 2 O emission factor for streams in the Corn Belt should be increased by 3.2-5.7 times. Increasing precipitation and streamflow in the Corn Belt may potentially increase frequencies of soil anoxic conditions and nitrate leaching to streams, and subsequently increase N 2 O emissions from both soils and streams.
( Reay et al., 2012; Snider et al., 2015) . Rivers remain a major uncertain N 2 O source in the world (Beaulieu et al., 2010 (Beaulieu et al., , 2011 , due to high variability of surface water N 2 O concentrations, limited number of samples, and low spatiotemporal sampling resolutions in monitoring stream water chemistry and turbulence (Nevison, 2000) . Recent studies have shown that indirect emissions from drainage ditches and streams in the Corn Belt are underestimated. Turner et al. (2015) measured N 2 O emissions from streams of first to ninth Strahler orders in Minnesota, and reported that the Intergovernmental Panel on Climate Change (IPCC) indirect emissions from streams and rivers were underestimated by up to nine fold. Using the Stochastic TimeInverted Lagrangian Transport (STILT) model and a Bayesian inversion technique, Chen et al. (2016) reported that the indirect emissions from the Corn Belt were 1.9-4.6 times as large as those suggested for indirect emissions from streams and rivers by the IPCC inventory methodology.
The number of field studies that directly measure stream/river N 2 O emissions with chambers is growing quickly (Beaulieu et al., 2010; Chen et al., 2015; Clough et al., 2006a; Grossel et al., 2016; Harrison & Matson, 2003; Hinshaw & Dahlgren, 2013; McMahon & Dennehy, 1999; Turner et al., 2015) , and more studies have calculated stream N 2 O emissions using simple air-water gas exchange models (Baulch et al., 2011 (Baulch et al., , 2012 Beaulieu et al., 2011; Clough et al., 2006a Clough et al., , 2006b Clough et al., , 2007 Gardner et al., 2016; Garnier et al., 2009; Harrison et al., 2005; Harrison & Matson, 2003; Hinshaw & Dahlgren, 2013; Laursen & Seitzinger, 2004; Marzadri et al., 2014 Marzadri et al., , 2017 Reay et al., 2003; Rosamond et al., 2012; Soued et al., 2016; Yan et al., 2012) or process-based models (Marzadri et al., 2011) . We are not aware of watershed-scale modeling studies on stream N 2 O emissions that combine land and stream processes in the published literature. Watershed-scale models may be a powerful tool for diagnosing the mechanisms of N 2 O emissions, including the total flux, its temporal fluctuations and spatial characteristics, and the correlation between direct and indirect emissions. The lack of watershed-scale modeling studies on indirect N 2 O emissions from streams may have been caused by the different focus between hydrologists and atmospheric scientists. Hydrologists have conducted numerous modeling studies on stream nitrate concentration ([NO -3 ]), mainly for the purpose of protection of water quality (e.g., Wellen et al., 2015) , but few have paid attention to [NO -3 ]-related stream N 2 O emissions. On the other hand, atmospheric researchers have developed models for stream N 2 O emissions (e.g., Chen et al., 2016; Oleson et al., 2013) , but their models do not explicitly calculate stream [NO 2 3 ] and are usually based on latitude and longitude grids instead of detailed watershed units more suitable for analyzing N cycling (Beaulieu et al., 2011; Garnier et al., 2009) .
A robust watershed-scale N 2 O model should account for drivers of N cycling processes in soils and in waterways. Field experiments demonstrate the importance of soil texture in direct N 2 O emissions. Generally, the direct N 2 O emissions increase with clay content in the soil in most cases because anaerobic denitrification occurs more frequently in fine-textured soils than in coarse-textured soils (Gaillard et al., 2016; Skiba & Ball, 2002) . Drainage conditions also affect direct N 2 O emissions through their influence on soil oxygen levels and N loss via leaching (Grossel et al., 2016) .
Field observations illustrate that although other environmental variables such as dissolved oxygen in water (Rosamond et al., 2012) , water temperature (Venkiteswaran et al., 2014) , and residence time (Marzadri et al., 2014; Quick et al., 2016) (Baulch et al., 2011; Beaulieu et al., 2010 Beaulieu et al., , 2011 Chen et al., 2015; Turner et al., 2016) . Furthermore, Turner et al. (2015) reported that first Strahler order streams, and potentially zeroorder streams are emission hot spots in the Corn Belt. Zero-order streams, are highly episodic drainage ditches or microflow stream channels extending upland of headwater streams, and they are the smallest stream channels in the stream network. The N 2 O transfer velocity, or the rate of N 2 O exchange between stream water and the atmosphere, is controlled by turbulent flow that is influenced by stream geometry (width, depth, and slope; Raymond et al., 2012) .
This study develops a watershed-scale model that fully integrates nitrogen cycles in land soils and streams, and the latter is affected by stream hydraulic geometry and collecting area (or Strahler order). Our model, SWAT-N 2 O, is an extension of the semidistributed Soil and Water Assessment Tool (SWAT; Arnold et al., 1998) . SWAT is a widely used soil and water management model, and more than 2,700 academic papers have been published on SWAT applications (Center for Agricultural and Rural Development (CARD), 2017). In the present study, we use SWAT-N 2 O to simulate the direct and indirect N 2 O emissions from one fourthorder and six first-order stream catchments in southeastern Minnesota, USA. These catchments have a land use pattern typical of the U.S. Corn Belt. Our goals are to quantify spatial and temporal fluctuations of the Water Resources Research 10.1029/2017WR022108 indirect emissions from streams, including zero-order and first-order streams, to identify ''hot spots'' and ''hot moments'' of emissions in the catchment, and to analyze the relationships between direct and indirect emissions at the subcatchment scale.
Material and Methods

Study Sites and Data
This study focuses on the Little Cannon River Catchment (hereafter LCRC; area 210 km 2 ), which is located $50 km south of Minneapolis-Saint Paul, Minnesota and is a part of the Cannon River watershed ( Figure  1b ). Agricultural crops, deciduous forest, and grassland make up 57.1%, 25.2%, and 15.8% of the catchment, respectively. Other components, such as urban (1.0%) and wetlands (<1%), occupy minor fractions ( Figure  1c) . Most of the catchment is within the ecoregion that underwent limited landscape formation by glacial ice, and the resulting landscape is mostly gently sloping to rolling summits that create scenic landscapes of deep valleys, abundant rock outcrops, high bluffs, caves, crevices, and sinkholes. Limestone and sandstone outcrops are observed along some streams and rivers (National Resource Conservation Service (NRCS), 2006). Soil textures in the LCRC are mainly loam, silt loam, and silty clay loam, while soil depth varies from 1.5 to 2.0 m. According to the U.S. Natural Resources Conservation Service, all soils in LCRC belong to the soil hydrologic group B, which has a moderate infiltration rate and is moderately well-drained to welldrained ( Figure 1d ). To study the emissions from zero-order streams, five first-order stream catchments with collecting areas of 1.2-1.8 km 2 within the LCRC were randomly selected for modeling; their location information is shown in Table 2 and Figure 1e , and characterization of their land use, soil, and slope is given in Table 2 . Our modeling period is from 2002 to 2014.
The mean annual precipitation monitored at the hydrology station (USGS ID: 05355140) near the outlet of LCRC (monitoring location in Figure 1e ) during 2011-2014 was 695 mm. Streamflow (Q) and [NO The N 2 O emissions from first-order to ninth-order streams were measured in southeastern Minnesota during June to August, 2013 and June to July, 2014. Emissions from five, nine, and seven streams of orders 1, 2-4, and 5-9 were measured in 1 or 2 days, respectively. The number of measurements for each stream in each day ranged from three to fourteen, and the total number of measurements was 43, 39, and 54 for streams of orders 1, 2-4, and 5-9, respectively (Turner et al., 2015) . The monitoring locations are shown in the supporting information Figure S1 . One of the monitored first-order stream catchments (93.208W, 44.368N; Cannon City site, hereafter ''CC'' catchment) outside the LCRC (Figure 1b ) was also used in the present study in order to study the emissions from zero-order streams in its water collecting area. The CC catchment has an area of 0.22 km 2 , of which 73% is agricultural land, 19% is residential, 5% is forest, and 3% is rangeland (Table 2 and Figure 2a ). Figure 1e , and location of CC catchment is shown in Figure 1b . AGRR-Agricultural Land (row crops); FRSD-Deciduous forest; RNGEGrasses; HAY-Hay; MN175: Ostrander; MN218: Seaton; MN230: Maxfield; MN231: Frontenac; MN232: Marlean; MN234: Garwin.
The SWAT-N 2 O Model
SWAT is well suited for the present study for a number of reasons. This model includes descriptions of carbon and N cycles influenced by agricultural management (fertilization, irrigation, crop rotation, growth, harvest) . It simulates processes of nitrification and denitrification in the soil, which are a prerequisite for modeling direct N 2 O emissions. It also predicts stream , which is useful for modeling indirect N 2 O emissions from streams. Because SWAT is a semidistributed, process-based continuous-in-time model (Arnold et al., 2012) , it can predict stream water temperature and provide information on stream hydraulic geometry, both of which are needed for calculating the N 2 O gas transfer velocity in streams.
In this study, we have added three modules to SWAT. The first module simulates direct emissions based on the existing soil surface nitrification and denitrification modules. The second module simulates the indirect emissions based on the existing modules for modeling stream ]. The third model is an automatic calibration scheme used to optimize new parameters introduced in the model. This expanded version of the model is referred to as SWAT-N 2 O. Specific equations used in these modules are given in the supporting information. 2.2.1. Model Structure of SWAT SWAT simulates hydrological processes of snowmelt, evapotranspiration, overland flow, infiltration, lateral flow, percolation, groundwater flow, and river routing (Neitsch et al., 2005) . Snowmelt is calculated through a temperature-based equation, and overland flow is simulated using the Soil Conservation Service (SCS) curve number method (USDA Soil Conservation Service, 1972) in this study. Precipitation and snowmelt in excess of overland flow are processed as infiltration into the soil profile. Vertical infiltration between two adjacent soil layers is calculated via a storage routing methodology, and lateral flow is calculated by a kinematic storage model. Groundwater flow is simulated using a conceptual linear one-reservoir (shallow aquifer storage) approach. We have turned off the tile drainage module because of the limited tile drainage area in LCRC (Memorandum of Minnesota Pollution Control Agency (MPCA), 2014; NRI, 1992) and for lack of specific tile drainage information. According to the Minnesota Pollution Control Agency (MPCA, 2014) , only 8% of the LCRC is tile-drained. The default SWAT model produced over 80% infiltrated rainwater/snowmelt into the soil profile, which resulted in too much percolation (Fu et al., 2014) into the bedrock for this catchment with comparatively mild terrain. To remediate this deficiency, the lateral flow from soil layers has been amplified with a multiplier (M_latlyr in Table 1 ), and percolation into bedrock has been reduced with a parameter smaller than unity (M_sepday in Table 1 ).
There are three options for modeling the soil carbon and nitrogen cycles in SWAT: static soil carbon (Neitsch et al., 2002) , the C-FARM one carbon pool model (Kemanian & St€ ockle, 2010) , and the Century model (Parton et al., 1994) . We chose the Century model option in the present study because this option has a comparatively more complete description of the carbon cycle. Carbon is not simulated with the static soil carbon option. There is only one soil carbon pool in the C-FARM option, while the Century model option includes multiple soil carbon and nitrogen pools, which was added in SWAT by Zhang et al. (2013) . The Century model has also been included in the Community Land Model version 4.5 to describe the carbon and nitrogen cycles, including the N 2 O emissions from land surfaces (Oleson et al., 2013) .
Organic nitrogen and nitrate are transported from land to streams in SWAT (Neitsch et al., 2011) . Organic nitrogen is transported with sediment to the stream by surface runoff, and the amount of the transported organic nitrogen is calculated with a function provided by McElroy et al. (1976) . Nitrate may be transported to streams via surface runoff, lateral flow, and groundwater flow. SWAT calculates the nitrate concentration in mobile water first, then the amount of nitrate moved with the water is obtained by multiplying the water volume of each pathway and corresponding nitrate concentration (Neitsch et al., 2011) .
In SWAT, a catchment is divided into subbasins, and each subbasin is further divided into hydrologic response units (HRUs) each having a unique combination of land use, soil type, and slope. LCRC was divided into 97 subbasins ( Figure 1e ) and 427 HRUs. The computational time step is daily. The Digital Elevation Model (DEM) was obtained from the National Elevation Dataset with a resolution of one third arc sec (approximately 10 m; https://nationalmap.gov/3DEP/3dep_prodserv.html). Land cover data for the model came from the 2001 National Land Classification Dataset (NLCD), 2011 Edition, amended in 2014 with a resolution of 30 m (Homer et al., 2015;  http://www.mrlc.gov/nlcd11_data.php). Soil class data were obtained from the State Soil Geographic Database (STATSGO; US Department of Agriculture-Natural Resource Conservation Service (USDA-NRCS), 1992) distributed with ArcSWAT. Slopes were classified into four categories: 0-2%, 2-4%, 4-6%, and >6%. The meteorological forcing data, including precipitation, wind speed, relative humidity, and solar radiation, were provided by the Climate Forecast System Reanalysis (CFSR) produced by the National Centers for Environmental Prediction (NCEP) (http://globalweather.tamu.edu/).
According to the MPCA (2014), corn-soybean rotation comprises 80% of the crop rotations in the LCRC, continuous corn comprises 10%, and corn-corn-alfalfa-alfalfa-alfalfa rotation represents another 10%. In the present modeling, the corn-soybean rotation is applied to all the agricultural lands for simplicity. In the corn growth phase, we uniformly set the fertilizer date (25 April), beginning date of plant growth (1 May), and harvest date (15 October) (MPCA, 2014). We assumed a fertilizer composition of Urea (46-00-00) (Bierman et al., 2012) . All fertilizer was added to the first soil layer in one application at a rate of 350 kg Urea ha 21 . In the soybean growth phase, the planting and harvest dates of soybean were 15 May and 10 October in the following year, respectively, and no fertilizer was used (MPCA, 2014).
Emission Module for Soils
The module for the direct N 2 O emissions from the soil is based on the SWAT simulation of the nitrification and denitrification processes. Following the calculation in Community Land Model version 4.5, a constant fraction, 6 3 10 24 of the nitrification rate (kg N ha 21 day 21 ; Li et al., 2000) , is taken as N 2 O emissions. The ratio of N 2 to N 2 O from denitrification is a function of CO 2 production in a given soil layer, the NO -3 concentration in soil water, the gas diffusivity, and soil water content that affects soil anoxic condition. Following the Century approach (del Grosso et al., 2000) , the ratio of N 2 to N 2 O production by denitrification P N2:N2O is
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where P NO3:CO2 is ratio of CO 2 production/heterotrophic soil respiration (a proxy of labile C availability that affects denitrification rates in soil) in a given soil layer to the NO -3 concentration, k 1 is a parameter (affected by soil gas diffusivity) for calibration, and f WFPS is a function of the water-filled pore space (WFPS):
The emission from soils in the Corn Belt calculated with the IPCC bottom-up methodology in Griffis et al. (2013) (5)). UMR is a ninth-order river, and the calculated [N 2 O] concentration using their original regression equation is probably too small for the first-order to fourth-order streams in LCRC. For this reason, we added a multiplier (a tuning parameter
] equation for the first-order to fourth-order streams in LCRC. In this study, parameter M N2O was tuned to make the modeled emissions from the first-order to fourth-order streams in LCRC equal to the emissions from corresponding first-order to fourth-order streams reported by Turner et al. (2015) (calibration and validation results shown in section 3.4). The N 2 O transfer velocity k is a function of Schmidt number and stream water temperature (Raymond et al., 2012) . At a Schmidt number of 600, k is calculated as a function of streamflow velocity, stream slope, depth, discharge, and the Froude number, as shown in Table 2 in Raymond et al. (2012) . The k values predicted by Raymond et al.'s (2012) approach are too small in comparison to the transfer velocities reported by Garnier et al. (2009) for the first-order to fourth-order streams in the Seine basin in France. The smaller k values in the present study are caused by the too small water velocity calculated according to the empirical equation (equation shown in Figure 1a in Raymond et al., 2012) . In our study, we multiplied the k value from Raymond et al.'s (2012) approach with a factor M k .
The zero-order streams in the five first-order stream catchments in LCRC and the CC catchment used the same M k and M N2O as the first-order streams in the LCRC. The equilibrium N 2 O concentration [N 2 O amb ] was calculated using equations (2), (4), and (5) Beaulieu et al. (2015) and Turner et al. (2016) .
Model Parameter Optimization
The calibration was made in the sequence of Q, [NO (Table 1 ). The parameter selection and corresponding ranges were based on the studies of Zhang et al. (2008) and Fu et al. (2014 Fu et al. ( , 2015 . Because SWAT-N 2 O involves new parameters, the default SWAT calibration module (SWAT-CUP) is no longer appropriate. Instead, we replaced SWAT-CUP with a Monte Carlo module to calibrate the model and optimize the parameter set. A total of 40,000 parameter sets were used for the model calibration (supporting information Figures S2 and S3 ).
The streamflow data were split into three periods, with the first period (2002) (2003) (2004) (2005) (2006) We used the Nash-Sutcliffe efficiency (NSE; Nash & Sutcliffe, 1970) to do automatic calibration and validation for Q and [NO -3 ]. NSE, a widely used criterion to judge model accuracy in hydrology modeling studies, is calculated as:
where n is number of observations, O and S represent observation and simulated values, respectively, and O is the average of O. An NSE value of one represents a perfect fit between the simulation and the observation. After the parameter sets with acceptable NSEs for both Q and [NO -3 ] were obtained, the coefficient of determination R 2 , as well as the Percent BIAS (PBIAS; Gupta et al., 1999) , were used to further evaluate the modeling results. PBIAS is calculated as:
The optimized parameter set from the Monte Carlo calibration (Exp2 in Table 1 ) still did not perform very well for [NO -3 ], so we did further calibrations on the basis of the optimized parameter set ''Exp2.'' Specifically, further simulations were done with one parameter of ''Exp2'' ranging from its bottom boundary to its top boundary, while all other parameters of ''Exp2'' were fixed. Such simulations looped through all parameters, and as a result, a new parameter set ''Exp2-1'' with better performance (higher accuracy) than ''Exp2'' was obtained. Another round of simulations were done based on parameter set ''Exp2-1,'' and so on. The simulations were stopped when the model accuracy (NSE) was not clearly improved from the previous round of simulations. The final parameter set ''Exp1'' (Table 1) was then used for the subsequent modeling analysis.
After the model parameters were optimized for Q and [NO Turner et al. (2015) for first-order to fourth-order streams. For first-order streams, data in June, 2013 were used to calibrate the model, and data in the other three periods (July, August of 2013, and June of 2014) were used for validation. Specifically, the mean N 2 O emission of all first-order streams was adjusted to fit Turner et al.'s (2015) observation in June, 2013, then modeling results in the other three periods were compared with their observations for validation. For second to fourth-order streams, all observed data were used for calibration due to the limited data availability. The parameter used to describe denitrification in soils (k 1 ) was calibrated against the direct emissions observed for corn and soybean crops and natural soils (Griffis et al., 2013) .
Results
In 
Identifiable Parameters and Sensitivity Analysis for Nitrate Concentration
A total of 40,000 parameter sets were used for the model calibration and validation, and the ranges of these parameters are shown in Table 1 . The maximum NSEs for calibration and validation of daily Q ([NO -3 ]) were 0.56 (0.51) and 0.68 (0.33), respectively. In this study, identifiable parameters were qualitatively judged from their dotty figures: the more concentrated the pattern of dots was near the upper envelope of the NSE values, the more identifiable the parameter was (Fu et al., 2015) . Each parameter set was composed of 24 parameters, and the x axis and y axis of each panel of the dotty plot corresponded to the value of each parameter and the NSE value calculated using the parameter, respectively. According to the dotty plots of NSE for Q (supporting information Figure S2 ), four parameters are comparatively identifiable in the Q modeling. They are (1) a snow pack temperature lag factor (Timp), which is used in predicting snowmelt timing and rate, (2) a multiplier of moisture condition II curve number (M_CN2), which determines the amount of overland flow, (3) a soil evaporation compensation factor (Esco), which controls the maximum evaporation for a specific soil depth, and (4) a multiplier of percolation into bedrock, which controls percolation into bedrock (M_sepday). For the [NO Table 1 . Specifically, simulations were made by increasing one parameter linearly from its minimum value to its maximum value (Table 1) and keeping other parameters fixed. The results show that the stream [NO -3 ] is extremely sensitive to snow melt base temperature (Smtmp), maximum snowmelt factor for 21 June (Smfmx), Timp, M_CN2, Esco, M_sepday, M_shallst_n, and Anion_excl, and is also sensitive to maximum snowmelt factor for 21 December (Smfmn), groundwater delay (Gw_delay), multiplier of saturated hydraulic conductivity of soil (M_sol_k), M_latlyr, nitrate percolation coefficient (Nperco), and Dis_stream. The sensitive parameters have to be calibrated in modeling stream [NO 
Modeling of Streamflow and Nitrate Concentration
] in
April and May, seen in both the observed and the simulated time series, reflected the combined influence of fertilization (28 April) and strong leaching caused by the snowmelt in April and high rainfall intensity in May (Figures 4a and 4b) . During the winter, the nonzero Q and [NO (Figure 4c ) might have been caused by the groundwater flow because there was no overland flow at temperatures below 08C.
River Collecting Area Versus Modeled Stream Nitrate Concentration
The correlation between river collecting area and modeled multiyear average stream [NO The low ] values for streams with small collecting areas in Figure  5 was attributed to small leaching of nitrate into streams (supporting information Figure S4a) . Specifically, the low [NO -3 ] mainly occurred in drainage areas containing soil type Seaton (MN218; Figure 1d ), which has small saturated hydraulic conductivity (1.0-2.7 mm h 21 ) and for this reason, nitrate cannot drain easily into the streams (supporting information Figure S4b ), resulting in large ratio of nitrate percolation into bedrock to nitrate input into streams.
Calibration and Validation for Stream N 2 O Emissions
The multiplier M N2O , which tunes the UMR [N 2 O] $ [NO -3 ] equation, was tuned to be 3.4, 2.5, 1.5, and 1.0 for the first-order to fourth-order streams in LCRC after calibration, respectively ( Table 2 ). The modeled [N 2 O] after adjustments were still within the range of 1-4 mg N L 21 observed by Garnier et al. (2009) in the Seine drainage network in France. The multiplier to the k value from Raymond et al. (2012) (M k ) was 3.5, 2.7, 2.6, and 2.5 for the first-order to fourth-order streams, respectively. After the adjustment, the k value was still within the ranges of 5. 04-8.88, 3.84-6.72, 2.88-5.04 , and 2.16-3.60 m d 21 observed from the first-order to fourth-order streams in the Seine basin in France, respectively ).
As described in method section 2.2.4, the modeled N 2 O emissions were adjusted to fit the observations in June 2013. The modeling results were then compared with the observations in the other three periods. The simulated emission was 25.5% smaller than the observation in July 2013, and was 4.5% and 17.6% larger than the observation in August 2013 and June 2014, respectively ( Figure 6 ). Overall, model accuracy with a maximum difference of 25.5% (PBIAS 5 25.5%) between observation and simulation appeared acceptable (Moriasi et al., 2007) , and the seasonal dynamics of the observed emissions, i.e., larger emissions in June and July and smaller emissions in August, were also reproduced by the model.
Importance of Indirect Emissions
The first-order to fourth-order streams occupy only 0.33% of the total area of the LCRC. unit catchment area. Therefore, the total indirect emissions from first to fourth-order streams were roughly 10% of the direct N 2 O emissions to the atmosphere from the LCRC.
As for the six first-order stream catchments (five in LCRC and one in CC), the mean annual emissions from zero-order streams were 10.84 6 6.78, 6.21 6 7.44, 9.71 6 5.21, 8.51 6 6.10, 4.17 6 2.31, and Overall, the modeled multiyear average indirect emissions from the zero-order streams, indirect emissions from the first-order to fourth-order streams, and direct emissions from land surface in the LCRC were 0.034, 0.018, and 0.19 nmol N 2 O m 22 s 21 , on the basis of unit catchment area, contributing 14%, 7%, and 79% to the total emissions, respectively. surface area). These hot moments generally coincided with sudden increases of the modeled gas transfer velocity, and the sudden increases of the modeled gas transfer velocity were caused by rapid increase in flow velocity (supporting information Text S1), which were induced by the snowmelt and heavy precipitation events. The steeper river slope is the reason for the larger modeled gas transfer velocity of stream 36 (slope 1.91%) than stream 1 (slope 0.12%). If we use a threshold of 30.0 nmol N 2 O m 22 s 21 on the basis of unit stream area to define hot moments for stream #36, the total emissions during hot moments contributed 54% and 37% to the total annual emissions during 2013 and 2014, respectively. The total durations of these hot moments were only 13% and 7% during 2013 and 2014, respectively. Omitting these hot moments, as in some field experiments with infrequent measurements, would cause serious low biases in the annual flux.
Hot Moments in Indirect Emissions
Hot Spots in Direct Emissions
The spatial distributions of the direct emissions from soils and the indirect emissions from streams are shown in Figure by three well-drained soils, Estherville (MN229), Frontenac (MN231), and Marlean (MN232) (Figure 1d ), which have high saturated hydraulic conductivity (39.0-550.0, 4.4-26.0, and 4.8-25 .0 mm h 21 , respectively).
Anaerobic conditions rarely occurred in these soils. In contrast, the soil type in the southwest subbasins is mainly Maxfield (MN230) with low saturated hydraulic conductivity of 1.1-5.5 mm h 21 , implying frequent occurrence of anaerobic conditions. Frequent occurrence of anaerobic conditions corresponds to frequent occurrence of denitrification and more N 2 O emissions. Some of the subbasins in the southwest portion of the model domain were emission hot spots. Given a hot spot threshold 90% percentile, these hot spots occupy only 13.9% of the total catchment, but they contributed 86.8% to the direct emissions in LCRC.
4. Discussion
Exponential Decline of Indirect Emission With Increasing Stream Order
Although some streams can act as sinks of N 2 O (Soued et al., 2016) , field studies for agricultural areas showed that most streams are generally supersaturated with respect to atmospheric N 2 O Turner et al., 2015 Turner et al., , 2016 . Turner et al. (2015) reported that the stream emission decreases exponentially with increasing stream order in southeastern Minnesota. According to Turner et al. (2015) , the exponential pattern is assumed to be caused by smaller stream [N 2 O] and lower gas transfer velocities in higherorder streams. Turner et al. (2015) reported that nitrogen is transformed and removed rapidly via nitrification and denitrification in headwater steams, resulting in high N 2 O production potential and [N 2 O] there, but the N 2 O production potential declines rapidly as stream order increases, because the first-order rate of nitrogen loss within streams can decline by as much as 90% down the stream order (Alexander et al., 2000) . In the present study, the mean modeled stream flux in the summer (June-August) decreases exponentially with stream order (Figure 7b ), a pattern that was consistent with the observation reported by Turner et al. (2015) . Figure 10 illustrates that the stream [NO Figure 8 shows the influences of the gas transfer velocity on the N 2 O emissions: higher-order streams have smaller gas transfer velocities and smaller N 2 O emissions. Furthermore, the emission hot moments are also caused by high gas transfer velocity, as shown in Figure 8 .
In the field observations of Turner et al. (2015) , the greatest variability of stream N 2 O flux occurred in firstorder streams, and higher-order streams showed more stable fluxes. This variability pattern is confirmed by the present modeling study (Figures 7b) . There are some comparatively smaller N 2 O emissions from firstorder streams (e.g., denoted by dots below blue circles in Figure 7) , and the modeling results illustrated that these smaller fluxes might be caused by two main mechanisms: (a) larger denitrification rates of the land surface in the subcatchment containing the stream (Figure 9 ) that reduced nitrate availability and leaching into the stream, and (b) the larger ratio of nitrate percolation into bedrock to nitrate leaching that also reduced nitrate availability and leaching into the stream via lateral flow (supporting information Figure S4 ). These two mechanisms work together, resulting in smaller stream [NO and calculated gas transfer velocity accounts for about 1.4% of the total emissions in the Seine Basin, while the corresponding proportion with the IPCC methodology is 9.7%. Garnier et al. (2009) attributed the difference between the observation method (1.4%) and the IPCC methodology (9.7%) to omission of emissions from riparian zones. More recently, Grossel et al. (2016) reported that the indirect emissions measured from streams in an agricultural landscape (winter wheat and barley) with tile drainage in central France contributed only 1.6% to the total site emissions. The large differences in the indirect emissions between the study by Turner et al. (2015) and those by Garnier et al. (2009) and Grossel et al. (2016) can be partially explained by different observation periods: In Turner et al. (2015) , the observations were obtained in high emission months (June and August), while in Garnier et al. (2009) and Grossel et al. (2016) , the experiments covered a full year. According to Figure 7 , the stream N 2 O emissions during June-August is 65% greater than the mean annual value.
Zero-order streams in the Corn Belt were suspected to be emission hot spots (Turner et al., 2015) . In the present study, on the basis of unit catchment area, the mean annual emissions from zero-order streams may contribute 0.034 nmol N 2 O m 22 s 21 to the total emissions, and emissions from zero-order streams are 3.9 times of those from the first-order streams (0.0088 nmol N 2 O m 22 s 21 ). If we extrapolate the emissions from first-order to fourth-order streams to zero-order streams using the exponential equation in Figure 7a , the mean annual emission from zero-order streams is approximately doubled, at 0. (Turner et al., 2015) . The findings in the present study imply that the IPCC N 2 O emission factor for streams in Corn Belt should be increased by 3.2 ((0.034 1 0.018) 4 0.0125 -1) times if we use the mean flux modeled for the six zero-order streams or by 5.7 ((0.066 1 0.018) 4 0.0125 -1) times if the mean flux of the zero-order streams is extrapolated from the exponential regression fit shown in Figure 7a . Because the observed [N 2 O] decreased exponentially (quickly) downstream from springs or agricultural tile-drain outlets Reay et al., 2003) , illustrating higher [N 2 O] in zero-order streams than first-order ones, it seems appropriate, therefore, to calculate the emissions from zero-order streams using emission parameters for first-order streams for the lower boundary (i.e., 3.2 times).
It is likely that the true flux of the zero-order streams falls between the above two estimates. In our model calculation for the zero-order streams in the six first-order stream catchments, we assumed that the stream N 2 O emissions occur only when streamflow is larger than 1 3 10 24 m 3 s 21 . It is possible that stream N 2 O emissions occur even under conditions of low streamflow. Previous studies have demonstrated that riparian zones are potentially significant sources of N 2 O emissions Skiba & Ball, 2002; Thieu et al., 2009) . Garnier et al. (2009) concluded that the indirect emissions can contribute 13-17% to the total emissions of the Seine Basin if the riparian zones are considered. The intermittent zero-order streams can also behave like riparian zones under low flow conditions. Additional field studies are needed to elucidate these mechanisms.
Correlation Between Direct and Indirect Emissions
The spatial relationships between direct and indirect emissions deserve some attention. Grossel et al. (2016) monitored the direct N 2 O emissions from tile-drained and undrained experimental plots and intermittent streams, and reported that the direct N 2 O emissions from the drained plots are 10-fold smaller than those from the undrained plots, because the undrained plots are frequently saturated and denitrification occurs more frequently. They also reported that the decrease of the direct N 2 O emissions due to drainage can be partially counteracted by an increase in the indirect N 2 O emissions. The simulation results in the present study also predict that a negative correlation exists, to some extent, between the direct and the indirect emissions in the LCRC (Figure 9 ). The indirect flux from first-order stream catchments is negatively correlated with the direct soil flux in the corresponding catchments (R 2 5 0.12, number of catchments 5 49, p < 0.02; Figures 1e and 9a) . The negative correlation can be explained by the fact that land soils with small saturated hydraulic conductivity resulted in (a) less nitrate leaching to the stream and subsequently lower stream N 2 O emissions and (b) more nitrate in the soil converted by denitrification to N 2 and N 2 O. Figure 9b excludes the influence of high nitrate percolation into bedrock and less nitrate leaching that results in small N 2 O emissions from some first-order streams. If these first-order streams with small emissions are excluded in Figure 9b , a stronger negative correlation is found between direct and indirect emissions (R 2 5 0.63, (Gaillard et al., 2016; Skiba & Ball, 2002) , although some studies (e.g., Gu et al., 2013) found the N 2 O emissions increase with the silt content and decrease with the clay content.
Annual precipitation and streamflow have increased in the Corn Belt over the past 50 years (Baker et al., 2012) . The findings in the present study imply that the direct emissions from the soil may have increased due to enhanced frequencies of anoxic conditions and denitrification, and that indirect emissions may have also increased due to more leaching of nitrate into streams and the enhanced gas transfer velocity responding to the increased streamflow velocity. To reduce flood risks and nutrient pollutants, restored wetlands and ponds are recommended for the Cannon River Watershed (Memorandum of Minnesota Pollution Control Agency (MPCA), 2015). It is not known whether these wetlands or ponds may become N 2 O emission hot spots like drainage ditches and zero-order streams, and Best Management Practices (BMPs) that reduce nitrate leaching losses through increasing denitrification may also increase N 2 O emissions (Mulla et al., 2005) . (Figures 10a and 10d) . However, no linear relationship existed between [N 2 O] and N 2 O emissions on the annual scale, reflecting strong influence of the gas transfer velocity on the N 2 O emissions (Figures 10b and 10e) . A linear relationship was found between stream nitrate load and N 2 O emissions on the annual scale (Figures 10c and 10f) , perhaps because stream nitrate load reflects the combined influence of [NO 2 3 ] and stream discharge, the latter of which strongly affects the gas transfer velocity.
Linear Relationship Between [NO
Uncertainty Analysis
Uncertainties in hydrological modeling stem from model structure, parameters, and observational data for calibration and validation (Fu et al., 2013 (Fu et al., , 2015 , and the present study is no exception. Compared to the direct N 2 O emissions from land surface, the understanding about the mechanism of indirect N 2 O emissions from streams is still limited, resulting in large uncertainties in the modeling of indirect emissions. (Marzadri et al., 2011 (Marzadri et al., , 2017 , and particulate and dissolved organic carbon (Firestone & Davidson, 1989; Harrison & Matson, 2003) in stream water. Although the influences of streambed morphology and stream water temperature on the gas transfer velocity have already been considered, these environmental factors have not been reflected in the present modeling of [N 2 O]. Recent studies reported that the hyporheic-benthic zone and the benthic-water column zone are the primary sources of N 2 O emissions for the headwater streams and rivers, respectively (Marzadri et al., 2017) . It is also possible that the mechanisms affecting [N 2 O] and N 2 O emissions might be different for different watersheds. The model structure in this study can be improved when more field measurements (e.g., gas transfer velocity, flow velocity, temperature, dissolved oxygen, water turbidity, organic carbon) become available.
Further attention needs to be paid to the simulated small multiyear average [NO for streams with small collecting areas (e.g., <10 km 2 ) ( Figure 5 ). In the current model, the simulated low [NO The second kind of uncertainty was caused by parameter set choice. To illustrate the difference in the simulated results using different parameter sets, two parameter sets (Exp1 and Exp2 in Table 1 ) were compared in terms of stream [NO ). Zero-order streams are not continuous in time. In these streams water level, redox conditions, and N 2 O production can be highly episodic. Extrapolation of emissions from nonepisodic first and higherorder streams to emissions from zero-order streams may introduce uncertainty to the calculations.
Quality of observation data also introduced uncertainty in this modeling study. Precipitation and flow generation heavily influence the modeled stream [NO streams (underestimated by 3.2-5.7 times) need further analysis. We implemented a modeling experiment in which the fertilizer application timing was moved from April 25 to March 15, and found only slight change in the underestimated IPCC emission factor (from 3. 15-5.73 to 3.18-5.79 ). In addition, the calibration for the stream N 2 O emissions was based on the area-average data (supporting information Figure S1 ) that may have slightly different soil properties from those of the study catchment.
Summary
In this study, we have extended SWAT for N 2 O flux simulations by developing direct and indirect N 2 O emission modules and a calibration module, and have implemented the model to a fourth-stream-order catchment and six first-order stream catchments in southeastern Minnesota. The key findings include:
1. The modeled stream N 2 O emissions decline exponentially with increasing stream order due to decreases of both the stream nitrate concentration and the gas transfer velocity with increasing stream order. 2. Zero-order streams are predicted to be large N 2 O emission hot spots, contributing about 14-27% to the total annual emissions from the Little Cannon River Catchment. 3. Clear spatial patterns are identified for both direct and indirect emissions across the catchment. Important drivers of these patterns are local slope and soil texture. 4. Spatially, negative correlations exist between the direct soil and the indirect stream emissions across the subbasins of the catchment. 5. Our results suggest that the IPCC N 2 O emission factor for streams in the Corn Belt should be increased by 3.2-5.7 times.
Overall, the mechanisms controlling N 2 O emissions from zero-order and first-order streams are still not completely known. Further, only a limited number of watershed-scale modeling studies have been implemented to study this problem. Additional field studies and better observations are needed to reduce the uncertainties introduced by the model structure, parameter calibration, and lack of observational data. In particular, data on flow velocity, nitrate and N 2 O concentrations and gas transfer velocity in stream water, and N 2 O fluxes from the hyporheic-benthic zone and at the stream surface are needed to improve the accuracy and reliability of the model.
