Abstract. We prove new upper bounds for a spectral exponential sum by refining the process by which one evaluates mean values of L-functions multiplied by an oscillating function. In particular, we introduce a method which is capable of taking into consideration the oscillatory behaviour of the function. This gives an improvement of the result of Luo and Sarnak when T ≥ X 1/6+2θ/3 . Furthermore, this proves the conjecture of Petridis and Risager in certain ranges.
Introduction
This paper presents a new approach to studying the spectral exponential sum (1.1) S(T, X) =
where κ j = 1/4 + t 2 j are the eigenvalues of the hyperbolic Laplacian for P SL 2 (Z). The sum (1.1) is attracting considerable interest because it is closely related to some classical problems, including prime geodesic theorem and hyperbolic lattice counting problem. See, for example, [7] , [12] , [17] , [19] , [20] .
The prime geodesic theorem is concerned with the asymptotic behaviour of π Γ (X) = #{{P } : NP ≤ X}, where {P } denotes a primitive hyperbolic class in P SL 2 (Z) and NP denotes its norm.
By partial summation, the problem can be formulated in terms of
where the sum is over all hyperbolic classes and Λ(P ) = log NP 0 if {P } is a power of the primitive hyperbolic class {P 0 }. Iwaniec [12, Lemma 1] proved for 1 ≤ T ≤ X 1/2 log −2 X the following explicit formula
which is closely related to the spectral exponential sum (1.1).
The trivial bound on (1.1), namely
follows from Weyl's law and yields (1.3) Ψ Γ (X) = X + O(X 3/4 log X).
In order to improve (1.3) it is required to exploit cancellation in sum (1.1). There are several non-trivial estimates in the literature. The first estimate (1.4) S(T, X) ≪ T X
11/48+ǫ
was obtained by Iwaniec in [12] . As a consequence, he showed that Ψ Γ (X) = X + O(X 35/48+ǫ ).
Luo and Sarnak [17] proved another estimate (1.5) S(T, X) ≪ T 5/4 X 1/8 log 2 T
and deduced from this that Ψ Γ (X) = X + O(X 7/10+ǫ ).
In [6, Eq. (7.1)] Cai showed that (1.6) S(T, X) ≪ (T X) ǫ (T 2/5 X 11/30 + T 3/2 ), and consequently, Ψ Γ (X) = X + O(X 71/102+ǫ ).
Finally, the prime geodesic theorem in the strongest presently known form Ψ Γ (X) = X + O(X 2/3+θ/6 ) with θ = 1/6 + ǫ, S(T, X) ≪ T (T X) ǫ .
Furthermore, they showed that estimate (1.7) yields not only the best possible error term O(X 1/2+ǫ ) in the prime geodesic theorem, but also the best error term on average for the hyperbolic lattice problem. See [20] for more details.
In the appendix of [20] , Laaksonen proved that the conjecture of Petridis and Risager is true for a fixed X as T → ∞. Moreover, for (1.8) κ(X) := X 1/2 + X −1/2 , where x is the distance from x to the nearest integer, Laaksonen mentioned in [20, Experimental Observation 2] that S(T, X) has a peak when κ(X) = 0. The quantity κ(X) appears also in our result. Furthermore, our estimates depend on the parameter θ, which denotes the subconvexity exponent in the conductor aspect for Dirichlet L-functions of real primitive characters. The current record is θ = 1/6 + ǫ due to Conrey and Iwaniec [8] .
Theorem 1.1. The following estimates hold:
κ(X) .
Theorem 1.1 shows that the conjecture of Petridis and Risager is true for T > X 1/2 under the Lindelöf conjecture, and for T > X 1/2+7θ/6 /κ(X) unconditionally.
Furthermore, estimate (1.9) improves (1.5) when T ≥ X 1/6+2θ/3+ǫ . Consequently, this result has an application to the prime geodesic theorem, as we now show. Using summation by parts, (1.5) and (1.9) we obtain
The error term in asymptotic formula (1.11) coincides with the one proved by Soundararajan and Young. Note that using (1.6) instead of (1.5) would not lead to further improvement. The proof of Theorem 1.1 is based on the upper bound for the mean value of Maaß symmetric square L-functions on the critical line multiplied by X it j .
The paper is organised as follows. In Section 2 we introduce the required notation. In Section 3 initial steps of the proof are described following the paper of Iwaniec [12] . Sections 4, 5, 6 are devoted to proving an exact formula for the first moment of Maaß symmetric square L-functions multiplied by an oscillating function. In Section 7 we analyse special functions that appear in the exact formula. Consequently, we prove Theorem 1.2 in Section 8. The main result, namely Theorem 1.1, is proved in Section 9.
Notation
For a complex number v let
where
Note that
where ζ(s) is the Riemann zeta function.
Define the Mellin transform of f (x) as follows
The Kloosterman sum is given by
where e(x) = exp(2πix). According to the Weil bound (see [22] )
The Lerch zeta function
e(nβ) (n + α) s satisfies the functional equation (see [15] ) (2.4)
Introduce the generalized Dirichlet L-function (see [3, 24] for details)
For n = 0 one has
where θ and A are subconvexity exponents for Dirichlet L-functions of real primitive characters. The best known result in the q aspect, namely θ = 1/6 + ǫ, was first obtained by Conrey and Iwaniec [8] . Young [23] proved the hybrid subconvexity bound with A = θ = 1/6 + ǫ.
Denote by {u j } the orthonormal basis of the space of Maaß cusp forms consisting of common eigenfunctions of all Hecke operators and the hyperbolic Laplacian. Let {λ j (n)} be the eigenvalues of Hecke operators acting on u j . Let κ j = 1/4 + t 
where K α (x) is the K-Bessel function and
Note that for n, m ≥ 1
Introduce the normalizing coefficient (2.10)
For ℜs > 1, the symmetric square L-function is given by
We will use the following properties (see [16, p. 216] and [12, proof of Lemma 8])
Let ϕ(x) be a smooth function on [0, ∞) such that
Let J ν (x) be the J-Bessel function. Define the series of integral transforms
The following decomposition holds
Proof. See [13] or [14] .
Following [9] and [17] 1 let
It is useful to introduce the following notation
Lemma 2.2. The following holds
Proof. 
Using (2.18), (2.23) and (2.32) we prove (2.28). Differentiating equation (2.32) with respect to β and taking t = 0 we obtain (2.33) 
Initial steps of the proof
To prove Theorem 1.1 we follow the approach of Iwaniec [12] . See also [17, Section 6] for more details. First of all, the problem can be reduced to the analysis of the sum
at the cost of the error O(T log T ). To this end, we introduce a smooth function g(x) such that g(x) = 1 for 1 ≤ x ≤ T and g(x) = 0 for x ≤ 1/2 and x ≥ T + 1/2. Then
According to [17, Section 6]
Finally we have the following lemma (see [17, Section 6] ).
Lemma 3.1. One has (3.3)
The first idea of Iwaniec was to investigate the following expression
The sum over n can be evaluated using the Mellin inversion formula for h(n) and the fact that Rankin zeta function (2.12) has a pole at the point s = 1 with the residue given by equation (2.13). As in [12, Lemma 8] one has
Substituting (3.6) to (3.5), we obtain
The standard tool for studying the first sum on the right-hand side of equation (3.7) is the Kuznetsov trace formula. The second idea of Iwaniec was not to apply Kuznetsov trace formula directly but to find a function ϕ(x) such that its transform (2.18) approximates X it exp(−t/T ) with a small error term. 
23). One can computeφ(t) explicitly, see equation (2.28). Replacing X
it exp(−t/T ) byφ(t) in (3.7), we have
Applying Kuznetsov's trace formula (2.22) to the first sum over j on the right-hand side of equation (3.8) and arguing as in the paper of Luo-Sarnak [17, p. 234], we obtain 
, the sum over q can be viewed as a sum over q > max(1, NX 1/2 /T ).
To analyse the integral in (3.9), Luo and Sarnak used the following "mean Lindelöf" estimate [17, Eq. 5]
In order to improve their result we consider the whole sum
trying to use the oscillations of the functionφ(t j ). It follows from the properties of
for any A and s = 1/2 + ir. Thus applying equation (3.10) to handle |r| > T ǫ := r 0 , we need to work only with |r| ≤ r 0 . Finally, using equations (2.14) and (2.10), we obtain
Exact formula
This section is devoted to the analysis of the first moment
with s = 1/2 + ir, |r| ≤ T ǫ . The key ideas are similar to the ones used in [1] for the holomorphic case. The main difference is that instead of the Petersson trace formula we now work with the Kuznetsov trace formula (2.22) .
In order to prove an exact formula for M 1 (1/2 + ir), we apply the technique of analytic continuation. For ℜs > 3/2 define
Convergence of the double series in (4.2) and (4.3) for ℜs > 3/2 follows from (2.2), (2.23) and (2.30).
Lemma 4.1. For ℜs > 3/2 one has (4.4)
Proof. Applying Kuznetsov trace formula (2.22) and using identity (2.1), we obtain
Then equation (2.20) yields the lemma.
In order to extend exact formula (4.4) to the critical line ℜs = 1/2, it is required to continue analytically double sums (4.2) and (4.3). This is the subject of the two subsequent sections.
Analysis of Σ(s)
The strategy of working with Σ(s) is the same as in the proof of [1, Lemma 5.1]. First, we change the order of summation using the fact that ℜs > 3/2. Second, we apply the Mellin inverse formula for ϕ(x), open the Kloosterman sum and obtain the Lerch zeta function. After that we move the line of integration to the region, where the functional equation for the Lerch zeta function can be applied.
However, it turns out that the Mellin transform of ϕ(x) does not allow moving the line of integration to the desired region. The reason is that the function ϕ(x) behaves asymptotically like x when x → 0, and this is insufficient for absolute convergence. To overcome this difficulty we use the so-called "Hecke trick". Accordingly, instead of working directly with ϕ(x) and Σ(s), we introduce for a complex variable λ with ℜλ > 1 two functions
where β is defined by (2.24). We first prove a formula for Σ(λ, s) under the assumption that ℜλ > ℜs and then extend it by analytic continuation to the point λ = 1.
Proof. To change the order of summation in (5.2), absolute convergence of the both series is required. Applying (2.24), (2.25) and (2.26), we have
Using (2.2) we obtain that both sums in (5.2) are absolutely convergent for ℜ(s) > 3/2. According to [5, p. 312, Eq. 1], the Mellin transform of ϕ(λ, x) for ℜw > −ℜλ is equal to
We assume that max(−ℜλ, 1 − ℜs) < ∆ < −1/2 to guarantee absolute convergence of the integral over w and the sums over q, n. Note that due to (2.27) the functionφ(λ, w) is of exponential decay in terms of ℑw. By [1, Lemma 5.1] one has
Note that for all d, the Lerch zeta function has a simple pole at w = 1−s with residue one. We move the w-contour to the left up to ∆ 1 := −s−ǫ, crossing a simple pole at w = 1 − s. For the resulting integral we apply functional equation (2.4). Finally,
Opening the Lerch zeta function and using [1, Lemma 4.1] we prove the lemma.
Lemma 5.2. The following relation holds
Proof. Moving the contour of integration in (5.4) to the right, we cross simple poles at w = 1 − s + j, j = 0, 1, 2, . . . Therefore,
Using the duplication formula twice
we obtain
Finally, [18, Eq. 15.4.7] yields the lemma.
Analyzing the right-hand side of equation (5.3) we see that Σ(λ, s) can be continued analytically to the region of convergence of the series
In view of (5.7) and (2.8), we prove analytic continuation of Σ(λ, s) to the region of our interest, namely ℜs = 1/2 and λ = 1.
Lemma 5.3. For ℜs = 1/2 one has (5.9)
Analysis of Σ B (s)
Substituting expression (2.31) to formula (4.3) we obtain
The analysis of the function Σ B (k, s) was performed in [1, Lemma 5.1].
The main difference is that in [1, Lemma 5.1] we assumed that k ≥ 6 and now the sum is over all k ≥ 1. The case k = 1 is the most difficult one. In all other cases we can proceed exactly as in the proof of [1, Lemma 5.1]. The major problem for k = 1 is that the line of integration cannot be moved to ∆ 1 := −s−ǫ because it is required that 1 − 2k < −s − ǫ < −3/2 − ǫ, which is possible only for k ≥ 2. To avoid this problem we again use the "Hecke trick" in the same manner as in [4] . More precisely, we replace k in the order of the Bessel function by a parameter λ and assume that ℜλ > 5/4. In doing so we can carry on the analysis of [1, Lemma 5.1] and obtain for ℜλ > (1 + ℜs)/2, ℜs > 3/2 the following expression (6.3)
where (6.4)
with 1 − 2ℜλ < ∆ < 1 − ℜs. As in [1, Lemma 5.1] we prove that for x ≥ 2 the following holds (6.5)
The right-hand side of (6.3) yields analytic continuation of Σ B (λ, s) to the region of convergence of the series
Using (6.5), (2.8) we obtain analytic continuation of Σ B (λ, s) to ℜs = 1/2, λ = 1. Lemma 6.1. For ℜs = 1/2 the following formula holds
Special functions
In order to obtain an upper bound for M 1 (1/2 + ir), it is required to estimate I(x), Φ k (s, x), Ψ k (s, x) defined by (5.10), (6.7), (6.8) for ℜs = 1/2. Lemma 7.1. For s = 1/2 + ir one has
Proof. Let
To estimate I(x) given by (5.10) we use the relation
Thus to prove (7.1) we need to show that
It follows from (2.27) that
In the plus case we have −γ < γ + < 0 and thus (7.4) is satisfied. In the minus case we have 0 < γ − < π − γ and (7.4) is also satisfied.
Lemma 7.2. For s = 1/2 + ir, one has
where A is some positive constant.
Proof. Estimating (5.9) by absolute value and using (2.8) and (7.1) we obtain
In view of (7.5) one has
Consequently,
, where
Calculating the first derivative of f (x) and solving the equation f ′ (x) = 0, we show that the function f (x) has only one critical point x 0 = 1 + O(δ) belonging to (0, ∞). Therefore,
Substituting (7.10) to (7.8) yields the required result.
It is not obvious how to improve (7.6) for general X and T . However, we can prove a better estimate in the special case when T is sufficiently large and X 1/2 + X −1/2 = 0, where x denotes the distance between x and the nearest integer. Let
Lemma 7.3. Assume that κ(X) = 0 and
For s = 1/2 + ir one has
Proof. We would like to improve the estimate on the sum over n in (7.8) . Calculating the first derivative of f (x) and solving the equation f ′ (x) = 0 we obtain that the function f (x) has only one critical point x 0 = 1 + O(δ) belonging to (0, ∞). According to (7.10) the largest contribution to the estimate on Σ(s) comes from the sum over
Note that it may happen that for a sufficiently large T this region does not contain any integer number. First of all, we analyse the value of 2|c| . It follows from (2.25) that
Since the sum over n in (7.8) contains summands
the estimate (7.6) cannot be improved in this case. If X 1/2 + X −1/2 is not an integer, then for (7.14)
it follows that 2|c| is very close to X 1/2 + X −1/2 . The sum over n in (7.8) can be decomposed into two sums
For n ≤ [2|c|] the function f (n/(2|c|)) is increasing and for n ≥ [2|c|]+1 it is decreasing provided that
As a result,
Evaluating these integrals we obtain that the first sum can be bounded as follows
, and the same estimate is also valid for the second sum.
Lemma 7.4. For s = 1/2 + 2ir, 0 < x < 1 the following estimates hold
where a, b are some absolute constants such that 0 < a < k − 1/4, 1/4 < b < k.
Proof. Using [18, Eq. 15.8.1] we obtain
Writing the Mellin-Barnes integral representation for the hypergeometric function [18, Eq. 15.6.6], we have
where 1/4 − k < ∆ < 0. To prove (7.17) we move the contour of integration to the line ℜz = −a such that 0 < a < k − 1/4. Arguing in the same way as in [10] we prove (7.20)
To simplify notation in estimates of the quotient of gamma factors, let us assume that a := 1/4 + n, where n is a positive integer. Note that all our arguments are valid for an arbitrary a. One has
Therefore,
Substituting (7.21) to (7.20) we obtain (7.17).
To prove estimate (7.18) we move the contour of integration in (7.19) to the line ℜz = b − k such that 1/4 < b < k. Consequently,
This completes the proof of (7.18).
Lemma 7.5. For s = 1/2 + 2ir the following estimate holds
Proof. Using [18, Eq. 15.8.1] and the Mellin-Barnes integral for the hypergeometric function [18, Eq. 15.6.6], we obtain
Applying [18, Eq. 5.5.3] and moving the contour of integration in (7.24) to the line ℜz = 3/4 − k yields the estimate
Applying [18, Eq. 5. 
Using the methods of [10, Section 2] one can show that (7.26)
To estimate (7.25) we consider separately two cases: k − 1 ≤ |r| and k − 1 > |r|. For k − 1 ≤ |r| using (7.26) we obtain
Estimating the integrals by the means of [10, Lemma 3] we show that
Applying (7.26) we finally prove that
The case k − 1 > |r| can be treated in the same way. 
We expect that for s = 1/2 + 2ir the estimate of the following shape
should be correct for some positive constant a.
Lemma 7.7. For s = 1/2 + 2ir, X > 5 one has
Proof. To estimate (6.6) we use (2.24), (2.8), Lemmas 7.4 and 7.5, together with some classical estimates on the Gamma function and the Riemann zeta function. Consequently,
To estimate the contribution of
we divide the sum over n in two parts with the conditions n =≤ 4(1 + |r|) and n > 4(1 + |r|). For the first sum we apply (7.18 ) and obtain
For the second sum over n > 4(1 + |r|) we use the estimate (7.17) and obtain (1 + |r|)
(1 + |r|)
Remark 7.8. We only need the condition X > 5 in Lemma 7.7 to estimate the contribution of Φ k (s, 1/4). In particular, estimate (7.27 ) would result in a bound of the type
for any X > 1 with some positive constants A and B.
Estimates for the moment of Maaß sym 2 L-functions
Lemma 8.1. For ℜs = 1/2 the following formula holds
where Σ(s) is given by (5.9) and Σ B (s) by (6.6).
Proof. In order to prove that there exist an analytic continuation of (4.4) to the critical line ℜs = 1/2, it is only left to consider
The continuation of Σ(s) and Σ B (s) is given by (5.9) and (6.6), respectively. Arguing in the same manner as in [2, Theorem 7 .3] we obtain (8.1).
The procedure of analytic continuation of (8.1) to the critical point s = 1/2 is not straightforward since there are two summands on the right-hand side of (8.1) with simple poles at s = 1/2. 
where Σ(1/2) is given by (5.9) and Σ B (1/2) by (6.6) with the omitted summand containing ζ(2s − 1).
Proof. The two summands that have a simple pole at s = 1/2 are
For simplicity let s = 1/2 + u with u → 0. Using (2.29) and the functional equation for the Riemann zeta-function we obtain that (8.4) is equal to
Note that (8.5 ) is holomorphic at u = 0. This follows from the relation
Computing the limit of (8.5) as u tends to 0 by L'hopital's rule we prove the lemma. 
Proof. This is a consequence of (7.28), (7.3), (7.6) and (8.1). To estimate the integral containing Riemann zeta functions in (8.1) it is sufficient to use the standard bound |ζ −1 (1 + it)| ≪ log t, Cauchy-Schwarz inequality and the estimate on the second moment of the Riemann-zeta function
From (2.18) it follows that
This error term is absorbed by other terms in (8.6).
9.
Estimates for the spectral exponential sum Theorem 9.1. For X > 5 one has
Proof. Substituting (8.6) to (3.11) we obtain
. Now we consider different cases.
it follows that
Note that it is sufficient to use only the first estimate in (9.2) in order to prove (1.11). Other estimates in (9.2), as well as Lemma 7.3, serve to establish (1.7) unconditionally in some ranges. 
X
it j ≪ max X 1/4+θ/2 T 1/2 , X θ/2 T log 3 T, (9.8)
Proof. To prove the theorem we need to substitute the bound (9.1) to equation (3.3) . Consequently, (9.9)
|ĝ(ξ)|S(X exp(−2πξ), T, κ(X exp(−2πξ)))dξ.
Applying the estimate (9.10) S(X, T, κ(X)) ≤ max(X 1/4+θ/2 T 1/2 , X θ/2 T ) that follows from (9.2), we immediately obtain (9.7). Estimate (9.8) can be proved using the fact that (9.11) S(X, T, κ(X)) = T if X 1/2+2θ/3 /κ(X) < T.
To this end, we decompose the integral (9.9) into two parts. The first one is over ξ such that κ(X exp(−2πξ)) ≤ δ. To estimate this integral we will apply (9.10). To estimate the second integral we will use (9.11). According to these estimates, we will choose an optimal value of parameter δ. First, making the change of variables we have (9.12)
X exp(−2π) ĝ log(Z/X) 2π S(Z, T, κ(Z))dZ.
Denote Z n = (n + √ n 2 − 4) 2 /4 and let
Consequently, [Z n − δ Z n , Z n + δ Z n ].
For Z ∈ I one has κ(Z) ≫ δ. To estimate the integral over I we use (9.11). Bounds for the remaining integrals rely on (9.10). Finally, we obtain for T > X 1/2+2θ/3 /δ Let Z n 0 be the nearest Z n to X and let Y j = Z n 0 +j . Then The interval of integration in (9.16) is equal to (9.17) log
Since the point Y j is very close to the point X ± κ(X) √ X + j √ X, the interval has the following form (9.18) log 1 + j ± κ(X) − δ X 1/2 ≤ y ≤ log 1 + j ± κ(X) + δ X 1/2 .
Using the fact that for a small α log(a+α) log a dy y ≪ α log a and applying estimate (9.14), we prove Substituting (9.20) to (9.13) we obtain (9.21) t j ≤T X it j ≪ T log 3 T + T X θ/2 log 3 T κ(X) δ under conditions (9.14) and for T > X 1/2+2θ/3 /δ. Choosing δ = κ(X)X −θ/2 , we conclude that (9.14) is satisfied under assumptions of the lemma. This completes the proof of (9.8).
