Abstract-Autism Spectrum Disorder (ASD) is a highly prevalent neurodevelopmental disorder with enormous individual and social cost. In this paper, a novel virtual reality (VR)-based driving system was introduced to teach driving skills to adolescents with ASD. This driving system is capable of gathering eye gaze, electroencephalography, and peripheral physiology data in addition to driving performance data. The objective of this paper is to fuse multimodal information to measure cognitive load during driving such that driving tasks can be individualized for optimal skill learning. Individualization of ASD intervention is an important criterion due to the spectrum nature of the disorder. Twenty adolescents with ASD participated in our study and the data collected were used for systematic feature extraction and classification of cognitive loads based on five well-known machine learning methods. Subsequently, three information fusion schemes-feature level fusion, decision level fusion and hybrid level fusion-were explored. Results indicate that multimodal information fusion can be used to measure cognitive load with high accuracy. Such a mechanism is essential since it will allow individualization of driving skill training based on cognitive load, which will facilitate acceptance of this driving system for clinical use and eventual commercialization.
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INTRODUCTION
A UTISM spectrum disorder (ASD) is a neurodevelopmental syndrome characterized by deficits in social reciprocity and communication [1] . In the United States, the estimated prevalence of ASD is 1 in 68 [2] . Although some of the core deficits of ASD, including social skills, communication impairment, and repetitive behavior have been extensively studied in individuals with ASD [3] , [4] , far fewer studies have focused on meaningful skills related to adaptive adult independence, such as driving. The ability to drive oneself is a necessary skill in most American cities in order to live with minimal supports and maintain employment, two classic hallmarks of adulthood. Individuals with ASD have difficulty achieving these milestones, however, in part due to difficulty in learning and maintaining driving skills (e.g., correctly identifying road hazards) [5] . Because behavioral and educational interventions can positively impact the lives of individuals with ASD [6] yet may be difficult to access within community settings, the clinical application of computer related technology, especially virtual reality (VR), has been widely studied as an alternative therapy modality. VR technology can be used to create immersive, interactive, and realistic environments for behavioral learning. For the purpose of driver training, particularly for individuals with ASD, a VR-based intervention platform has multiple distinctive advantages, such as precise control of complex stimuli, individualizable treatment, and a structured and safe learning environment [7] .
In this context, Reimer et al. and Classen et al. designed a set of driving scenarios for individuals with ASD using driving simulation tools [5] , [8] . Teens with ASD were observed to make more driving errors as compared with typically developing (TD) peers [8] . When comparing TD and ASD groups, differences were found regarding gaze patterns and physiological signals, such as heart rate (HR) and skin conductance level (SCL) [5] . In an effort to further explore how best to utilize VR environment for driving training, we have developed a novel VR-based driving system aimed at training driving skills in adolescents with ASD [9] .
Training efficiency may be improved by adjusting difficulty levels of the driving tasks. Flow Theory [10] can be useful to provide guidance regarding the design of different difficulty levels. For instance, Channel et al., applying flow theory, verified that different task difficulty levels correspond to different emotions [11] . Another approach is to employ cognitive load theory [12] to design a cognitively intelligent system, which can sense, analyze and respond to a user's cognitive state has the potential to improve learning efficiency [13] . For example, Koenig et al. implemented a cognitively intelligent system to maximize the training efficiency in their rehabilitation environments [14] . We will develop the VRbased driving system into a cognitively intelligent system because cognitive load appears to be more appropriate in the context of driving and is commonly used in driving related applications [15] . This paper explores fusion of multimodal information from a novel VR-based driving system for cognitive load measurement, which is a necessary step before building a cognitively intelligent VR-based driving system.
Background
Cognitive load is a multidimensional construct representing the working load that is imposed on a learner's cognitive system when performing a particular task [16] . Cognitive load is believed to be a crucial factor in learning of complex tasks [12] , such as driving tasks. The capacity of working memory is limited and it varies from person to person. If a learning task requires too little or too much cognitive capacity, learning may be impeded [17] . Therefore it is important to design learning tasks that provide an appropriate level of cognitive load, which is neither too high nor too low [18] .
Cognitive load theory is concerned with efficient usage of people's limited working memory to acquire knowledge and skills. There are different types of cognitive load, such as intrinsic load and extraneous load [19] . Intrinsic load reflects the natural complexity of learning information and the expertise of a learner. Extraneous load is related to the design of instructions [12] . When task difficulty exceeds a learner's expertise, additional extraneous load is generated and the required cognitive load exceeds the learner's working memory capacity. When the learner's expertise exceeds the task difficulty, the learner wastes time and energy to solve tasks that are too simple and therefore will not benefit from learning. Thus the task difficulty level should match a learner's expertise in order to enable effective learning [20] .
Compared to TD individuals, working memory of individuals with ASD may be different [21] . Individuals with ASD performed significantly worse than TD individuals on tasks related to working memory [22] . Remington et al. reported altered performance of individuals with ASD under different levels of cognitive load [23] . Individuals with ASD also have difficulty in understanding the mental states of their own and others [21] . Therefore, a targeted system that can automatically measure cognitive load of individuals with ASD and then optimize their cognitive load may have the potential to improve their learning efficiency [24] .
Related Research
Real-time measurement of cognitive load in individuals with ASD is critical for a cognitively intelligent system. There are three general ways to measure cognitive load [25] : subjective scales, performance-based measures and physiology-based measures. Subjective scales are inappropriate in a cognitively intelligent system for ASD intervention because: 1) individuals with ASD may have difficulty in accurately reporting their own cognitive load [21] , and 2) subjective scales are not real-time measures. We therefore explored measuring realtime cognitive load using information from eye gaze, electroencephalography (EEG), and peripheral physiology modalities along with a task performance modality.
Each of the above-mentioned modalities has been studied with regards to cognitive load measurement. It has been found that eye gaze signals are reflective of a user's cognitive state [26] . Pupil dilation is known to quickly respond to changes in a person's cognitive workload [26] . EEG signals are sensitive and reliable for continuous memory load measurement [27] . Alpha and theta wavebands of EEG are correlated with task difficulty [28] . Peripheral physiological signals are also important components of cognitive load measurement [29] . Electrocardiogram (ECG), respiration (RSP), and HR were demonstrated to be sensitive to cognitive load in [5] , [13] . Performance-based measurement is a typical way to measure cognitive load [12] . In terms of driving studies, performance metrics, such as steering wheel movements, lanekeeping behavior, speed control, and time-to-line crossing, have been found to be related to cognitive load [30] .
In order to classify cognitive load using observed information, several well-known machine learning algorithms and different parameter values of these algorithms have been evaluated in TD populations. Hussain et al. tested k-nearest neighbor (KNN) with different k values in measuring cognitive load using face, physiology, and task performance data [31] . Different kernel functions of support vector machine (SVM), including linear kernel [31] and Gaussian kernel [32] , were used in cognitive load measurement. Novak et al. analyzed linear discriminant analysis (LDA), diagonal LDA, and stepwise LDA to classify cognitive load [33] . Lin et al. explored backpropagation and radial basis functions to build artificial neural networks (ANN) in cognitive load measurement [34] . One of the most important parameters of building a decision tree is the splitting criterion [35] . Hussain et al. selected cross-entropy as the splitting criterion to build decision trees for cognitive load measurement [31] . However, the studies using machine learning algorithms in measuring cognitive load of individuals with ASD are limited. Lagun et al. showed that SVM can achieve higher classification accuracy than na€ ıve Bayes and logistic regression when measuring cognitive load of individuals with ASD [36] .
Fusing multimodal information to measure cognitive load has been explored in different applications. Novak et al. fused physiological and performance information for upper extremity rehabilitation [33] . Steichen et al. used eye gaze together with performance information for cognitive load measurement in visualization systems [37] . Son et al. estimated users' cognitive workload using two spoken tasks by integrating performance and eye gaze information [30] . However, there is no study to our knowledge that has systematically studied fusing multimodal information to measure cognitive load of individuals with ASD during VR-based driving.
Current Work
This paper fuses multimodal information collected from a novel VR-based driving system for cognitive load measurement, which is a necessary step before building a cognitively intelligent VR-based driving system. We hypothesize that multimodal information can lead to a more accurate cognitive load measurement than single modality-based measurement approaches. This hypothesis is tested by comparing single modality information to multimodal information in cognitive load measurement with multiple well known machine learning algorithms using data collected during VR-based driving in adolescents with ASD.
The key contribution of this research is to design a cognitive load measurement technique for VR-based driving such that the driving difficulty can be adjusted for each individual based on their cognitive load, which will likely enhance learning. The ground truth of cognitive load used in this paper is based on perceived task difficulty as experienced by the individuals with ASD and is rated by an experienced clinically trained rater. This ground truth, as we have shown, correlates well with the driving performance of users, and thus provides a method to measure cognitive load that overcomes the difficulty associated with self-rating, which is problematic for individuals with ASD. Thus this paper contributes in the following aspects: 1) to analyze eye gaze, EEG, peripheral physiological and performance data in the context of VR-based driving, which is designed to provide a safe and flexible environment to teach driving skills to adolescents with ASD who often have deficits in this regard; 2) to extract useful features from these data that can be used to measure their cognitive load; and 3) to apply several machine learning algorithms for measuring cognitive load of a user as well as explore how multimodal information can be fused at different levels to yield highly accurate cognitive load measurement.
The paper is organized as follows. Section 2 describes our novel VR-based driving system, including system design and experimental setup. Section 3 lists the features extracted from four modalities. Section 4 presents the classification algorithms as well as three data fusion strategies for cognitive load measurement. The results are provided in Section 5 followed by a discussion in Section 6. Finally conclusions of the presented work and future research plans are discussed in Section 7.
VR-BASED DRIVING SYSTEM
System Design
A VR-based driving system was designed to train and improve the driving skills of adolescents with ASD. The three primary components of the VR-based driving system were: a driving simulator, a data capture module and a rating module, as shown in Fig. 1 . Fig. 2 shows the driving simulator. A Logitech G27 steering wheel controller was used to control a virtual agent vehicle in the virtual driving environment. Models in the virtual driving environment, such as traffic lights, stop signs, and vehicles were developed with the modeling tools ESRI CityEngine (www.esri.com/cityengine) and Autodesk Maya (www.autodesk.com/maya). The game development platform Unity3D (www.unity3d.com) was used to implement the system logic. A total of six different difficulty levels, each level consisting of three driving assignments, were developed for the VR-based driving system. These difficulty levels were tested and validated in our previous works [9] . Control parameters (Table 1) , such as speed of vehicles, responsiveness of the agent vehicles' brake and accelerator, and weather conditions, were manipulated to produce a range of difficulties. Table 2 shows the values of these control parameters used in each designed difficulty level.
The data capture module recorded a user's multimodal information while the user was engaged in driving. A Tobii X120 remote eye tracker (www.tobii.com) logged the eye gaze data at 120 Hz. A Biopac MP150 (www.biopac.com) We designed a rating mechanism for a rater to observe and rate a user's affective and cognitive state in real time. A live video with sound, recording of the user's frontal face and the virtual driving environment, was displayed for the rater. The rater could also view the entire experimental environment via a one-way mirror from an adjacent room. The computer used by the rater was connected to the driving simulator and the data capture module via a local area network (LAN). The data of each system component were labeled according to timestamps of the driving simulator component in order to facilitate offline synchronization.
Experimental Setup
A total of 20 adolescents with ASD, from 13 to 18 years old, were involved in a series of six experimental sessions. The participants were recruited through an existing university based clinical research registry. Although the study was open to adolescents from both genders, the majority (19 out of 20) were male participants. ASD is much more common in males than in females [38] and we were not able to recruit more female participants. All participants had a clinical diagnosis of ASD from a licensed clinical psychologist. The Social Responsiveness Scale, second edition (SRS-2) was completed for each participant by his/her parent to quantify the severity of his/her ASD symptoms [39] . This study was approved by the Vanderbilt University Institutional Review Board (IRB). Table 3 shows detailed participants' information.
Each of the participants completed six sessions on different days. Each session lasted approximately one hour. Fig. 3 shows the experimental protocol of a session. The blocks with dashed lines represent experimental steps that are only parts of the first session. At the beginning of the first session, informed consent was obtained. A video tutorial regarding the VR-based driving system was then shown to a participant in the first session. Three researchers set up peripheral physiological and EEG sensors, and calibrated an eye tracker in the sensor application step. Before data recording, all signals were checked by the researchers to make sure all the sensors were placed correctly. Then, baseline data were collected for three minutes for the peripheral physiological and EEG signals in a silent environment. In the first session, after the baseline recording step, the participant took part in driving tasks in a free-form mode. Following this step, three pre-selected driving assignments were carried out. During the driving assignments, the researchers monitored the peripheral physiological and EEG signals in real time to ensure the quality of the recorded data.
The first and the last sessions acted as pre-and post-tests and included the same three driving assignments (i.e., one easy driving assignment and two difficult driving assignments). The pre-and post-tests were included in order to evaluate the system in improving a participant' diving skills. However, we do not consider performance improvement from the pre-test to the pose-test in this paper. Each of the other four sessions was composed of three driving assignments from the same difficulty level, with the driving difficulty increasing from the second to the fifth sessions.
During the experiment, a rater rated a participant's affective and cognitive states in real time using the rating mechanism described in Section 2.1. The rater had extensive experience working with individuals with ASD at the Treatment and Research Institute for Autism Spectrum Disorders (TRIAD) at Vanderbilt University. The rater had been trained to utilize a rating system across a series of other works regarding human-computer interaction in ASD populations [40] . She was directly supervised by licensed clinical psychologists who specialized in ASD diagnosis and treatment. Five categories of rating were collected: perceived task difficulty level, engagement, enjoyment, boredom, and frustration. However, only the rating of perceived task difficulty is considered in this paper. The rater rated the perceived task difficulty experienced by the participant in a continuous interval from 0 to 9 using 5 as the threshold. Specifically, a task was rated with a value higher than 5 if it was perceived to be hard with larger value indicating higher perceived task difficulty, and vice versa. The continuous rating of perceived task difficulty was later mapped into binary classes offline using 5 as the threshold. That is, if a rating of perceived task difficulty had a value less than five, it was mapped into the low cognitive load class; otherwise, it belonged to the high cognitive load class. We did not use the designed task difficulty as ground-truth for cognitive load considering that the cognitive load caused by the same task may vary: 1) from person to person, and 2) at different times for the same person [20] . We therefore utilized the rating of perceived task difficulty by a trained rater for the ground truth of cognitive load. It was assumed that a high rating of perceived task difficulty was indicative of a high cognitive load experienced by the participant [41] .
FEATURE EXTRACTION
Eye Gaze Features
The eye tracker signals, recorded by the Tobii X120 eye tracker, were preprocessed in order to remove invalid data and reduce noise. If the time duration of continuous lost data was larger than 1,000 ms, the lost data were removed. This long duration lost data were primarily attributed to the movement of a participant's head beyond the eye tracker's detection range. If the time duration of continuous lost data was less than 75 ms, the lost data were filled in with valid data using a linear interpolation method [42] . 75 ms was selected as the threshold because it is the minimum closure duration of a blink. Any lost eye gaze data with a duration less than 75 ms was deemed to be due to noise. The noise in the eye gaze data was then reduced with a median filter.
After preprocessing, we extracted 4 basic eye gaze features guided by previous literature [26] , [43] : blink, pupil diameter, fixation and saccade (Table 4) . We then extracted 10 secondary eye gaze features from the basic features, i.e., blink rate, fixation rate, Mean and Standard Deviation (M and SD) of blink duration, M and SD of pupil diameter, M and SD of fixation duration, and M and SD of saccade duration.
EEG Features
We recorded EEG signals using the Emotiv EPOC neuroheadset. EEG signals were collected at 128 Hz from 14 channels at locations AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4 as defined by the international 10-20 system [44] . The reference sensors were placed at locations P3 and P4. The recorded EEG signals had bandwidth from 0.2 Hz to 45 Hz, covering five frequency bands, which are delta (frequency < 4 Hz), theta (4 Hz < frequency < 8 Hz), alpha (8 Hz < frequency < 13 Hz), beta (13 Hz < frequency < 30 Hz), and gamma (frequency > 30 Hz). The theta, alpha, beta, and gamma frequency band activities have been reported to be sensitive for measuring cognitive load for ASD populations [45] . The delta band was less informative and was susceptible to movement artifacts during driving. Therefore, we excluded the delta band from feature extraction in this paper.
The raw EEG signals were preprocessed by removing the outliers, which were defined as the change between two adjacent data points >50 mv. Then, a low pass filter and a high pass filter were used to remove the noise with frequency larger than 45 Hz and less than 0.2 Hz. After filtering, data were chopped into 1s epoch and those with poor contact quality were rejected. Eye blink, eye movement, and muscle movement artifacts were removed with an EOG-EMG artifact correction algorithm [46] .
The power spectral density was the feature that best reflected the changes of the EEG activities and therefore was utilized in the previous literature for cognitive load measurement [47] . In this paper, power spectral density variables of theta, alpha, beta, and gamma bands, were extracted from the preprocessed signals in each channel, resulting in a total number of 56 features (14 channels Â 4 wave bands ¼ 56 features).
Peripheral Physiological Features
We used the Biopac MP150 and recorded ECG, EMG, RSP, SKT, PPG, and GSR signals with a 1,000 Hz sampling frequency. The EMG signals were recorded from Corrugator, Zygomaticus, and Trpezius muscles. These peripheral physiological signals were preprocessed offline with three steps: 1) outlier removal; 2) noise reduction with filters; and 3) subsampling. The details about how to analyze the peripheral physiological data can be found in [48] . In the first step, very small and very large outliers in each peripheral physiological signal were removed separately. Then, the noise was reduced using a low pass filter, a high pass filter, and a notch filter. The slowly changing signals, SKT, RSP, and GSR, were subsampled to reduce computation. The subsampling equation used with k ¼ 10 was: x subsample ½n ¼ x initial ½kn. We identified 60 features from peripheral physiological signals as shown in Table 5 .
Performance Features
In the descirbed work, participants' performance data were recorded through their driving behavior and task performance. The driving behavior included how a participant used the brake and accelerator during driving. The task performance indicated how well a participant completed a task, such as how many times he/she failed in one assignment and the driving score he/she achieved during one driving assignment. All the performance features and their descriptions are listed in Table 6 . Table 7 summarizes the evaluated classification algorithms and specifies their parameter values used for cognitive load measurement in this paper. Regarding SVM, the value of the C parameter was 1 and the size of the radial basis function was also 1, which are used in this paper because they resulted in high accuracy in our previous work [40] . In terms of ANN, the value of the calculated number of hidden neurons is given by ðN f þ N c Þ=2, where N f is the input feature number and N c is the output class number.
Data Fusion Methods
In general, multimodal information can be fused in different levels: feature level fusion, decision level fusion, and hybrid level fusion [55] . Feature level fusion is easy to use but is not robust if information of some modalities is lost. Decision level fusion is a more robust method that combines the subdecision of each modality [56] . The disadvantage of decision level fusion is its failure to reflect the correlation between features of different modalities [57] . Hybrid level fusion methods seek to combine the advantages of feature level fusion and decision level fusion [55] . However, it is not clear which level of fusion gives the highest accuracy in cognitive load measurement with eye gaze, EEG, peripheral physiological, and performance data in the VR-based driving system. We therefore compared these three fusion levels in fusing multimodal information in cognitive load measurement. The frameworks of the three level fusion techniques are shown in Fig. 4 . Fig. 4a shows the framework of feature level fusion. The input to the feature level fusion is a feature vector, which is composed of features from eye gaze modality (Eye), EEG modality (EEG), peripheral physiology modality (Phy), and performance modality (Per). In the preprocessing module, each feature of the feature vector is first normalized into a range from 0 to 1. Then, the dimension of the feature vector is reduced with principal component analysis. A classifier takes the feature vector after preprocessing as input and outputs a level of cognitive load (CL). Fig. 4b shows the framework of decision level fusion. Each of the four modalities yields a feature vector. Each feature vector is preprocessed in a preprocessing module as discussed in feature level fusion. Because the dimensions of the feature vectors extracted from eye gaze and peripheral physiology modalities are small, dimension reduction is not needed for these feature vectors. After preprocessing, each feature vector is input into a classifier, which outputs a level of cognitive The difference between the minimum and the maximum amplitude of detected breath peak peak frequency
The number of the detected breath peak per minute Power spectrum density of low power 
The final decision depends on the weight vector. The weight vector that produces the highest accuracy of decision level fusion is the optimal weight vector, which is usually found by exhaustive search. For example, Koelstra et al. incremented each weight of a two-dimensional weight vector from 0 to 1 by 0.01 in order to find an optimal weight vector for emotion recognition using EEG and peripheral physiological signals [56] . However, the exhaustive search method is computationally expensive for decision level fusion with a high-dimensional weight vector. For example, a decision level fusion with a four-dimensional weight vector using exhaustive search with 0.01 step width needs to evaluate 10 6 weight vectors in order to find the optimal one. Because that the sub-decisions of our decision level fusion were binary data, the search space of weight vectors can be reduced. We present a new approach that allows finding an optimal weight vector from a small number of weight vectors and thereby reducing computational load significantly.
We prove that the optimal weight vector can be found from the small number of selected weight vectors.
Lemma 1.
A small number of weight vectors can yield the optimal one for a decision level fusion with four binary subdecisions.
Proof. We define a small number of sets of weight vectors that cover the optimal one for the decision level fusion (Step 1). We prove that all weight vectors of each set yield the same final decision (Step 2).
Step 1: The universal set of weight vectors can be presented as (3).
First, based on whether w max (the maximum weight of a weight vector in U (5)) is greater than, equal to, or less than 0.5 , the universal set U can be partitioned into three disjoint subsets: O, P , and Q, respectively. If a weight vector is a member of the subset O as defined by (6), the final decision is determined by the sub-decision associated with the maximum weight of the weight vector. This condition is discussed separately in the results section as the single modality classification. If a weight vector is a member of the subset P as defined by (7), the decision level fusion produces a low accuracy because of the possible boundary condition, y ¼ 0:5. We, therefore, excluded the subset P for the decision level fusion in this paper. The subset Q as defined by (8) is a collection of weight vectors, where the weights are each less than 0.5. Q ¼ fðw 1 ;w 2 ;w 3 ;w 4 Þ 2 Ujw max < 0:5g
Second, based on whether w max þ w min (the sum of the maximum weight of a weight vector from (5) and the minimum weight of the weight vector from (10)) is greater than, equal to, or less than 0.5, set Q can be partitioned into three disjoint subsets as shown by (9) . We excluded Q C for the decision level fusion in this paper. If a weight vector is a member of Q C , the decision level fusion produces a low accuracy due to the possible boundary condition, y ¼ 0:5.
w min ¼ minðw 1 ; w 2 ; w 3 ; w 4 Þ (10)
Third, the set Q A can be further partitioned into four subsets according to the index of the maximum weight of a weight vector in Q A , i.e., Q A1 ¼ fðw 1 ;w 2 ;w 3 ;w 4 Þ 2 Q A jw 1 ¼ w max g; . . . ; and Q A4 ¼ fðw 1 ;w 2 ;w 3 ;w 4 Þ 2 Q A jw 4 ¼ w max g. The maximum weight of the weight vector in Q A is unique. This can be shown by the fact that a weight vector with more than one maximum weights will result in an invalid sum of the vector's elements: w 1 þ w 2 þ w 3 þ w 4 ! 2w max þ 2w min > 1. Therefore, these subsets of Q A are disjoint sets.
Fourth, the set Q B can be further partitioned into four subsets according to the index of the minimum weight of a weight vector in Q B , i.e., Q B1 ¼ fðw 1 ;w 2 ;w 3 ;w 4 Þ 2 Q B jw 1 ¼ w min g; . . . ; and Q B4 ¼ fðw 1 ;w 2 ;w 3 ;w 4 Þ 2 Q B jw 4 ¼ w min g. It is easy to prove that the subsets of Q B are disjoint sets. These eight disjoint sets, Q A1 ; Q A2 ; . . . ; Q B4 , were considered in this paper for decision level fusion.
Step 2: We prove that, within each of these eight subsets, the final decision of the decision level fusion is independent of the choice of the weight vector. We prove this assertion using the subset, Q A1 (14) as an example.
Q A1 ¼ fðw 1 ;w 2 ;w 3 ;w 4 Þ 2 Qjw 1 ¼ w max ; w max þ w min > 0:5g
The value of an element of a sub-decision vector is 0 or 1 and, therefore, there are a total of 2 4 ¼ 16 sub-decision vectors. Any sub-decision vector belongs to one of the four cases shown below by (15) to (18) .
The final decision associated with weight vectors in Q A1 is shown in Table 8 . As can be seen, if a weight vector is in Q A1 , the final decision is dependent on the subdecision vector, but is independent of the weight vector. Therefore, a weight vector of Q A1 can represent all its weight vectors. It follows, then, that we can prove the assertion for any of the 8 subsets.
In conclusion, we defined a small number of subsets that cover the optimal weight vector for the decision level fusion. We proved that all weight vectors of a subset yielded the same final decision. Therefore, we can find the optimal weight vector by, 1) randomly selecting a weight vector from each of the eight subsets; and 2) computing and comparing accuracies of the decision level fusion with these eight weight vectors. The weight vector that yields the highest accuracy is the optimal one. Thus a small number of weight vectors can yield the optimal one for a decision level fusion with four binary sub-decisions and hence proves the lemma 1. t u 
sub-decision. Each of other sub-decisions is calculated by inputting the feature vector of one modality into a classifier. The final decision of hybrid level fusion is the weighted average of all sub-decisions.
We have calculated results of the hybrid level fusion with two sub-decisions and with three sub-decisions. Hybrid level fusion with one sub-decision is equivalent to feature level fusion; while hybrid level fusion with four sub-decisions is equivalent to decision level fusion. All the possible combinations of different modalities' features were tested for the feature fusion module of the hybrid level fusion, which is listed in Section 5.3.
RESULTS
Each participant completed six experimental sessions. Each session included 3 driving assignments. A binary cognitive load label (i.e., 0 or 1) was assigned to each driving assignment. Each driving assignment yielded one data sample. A total of 360 data samples were extracted (20 participants Â 6 senssions Â 3 assignments ¼ 360 samples). However, because of data loss during the experiment, mostly due to the movement of participants, 74 bad data samples were removed after preprocessing. Ultimately, 286 data samples were included for the data analysis. K-fold cross validation was selected to evaluate classification results. Usually, 5-to 10-fold cross validation is used in the literature to compute classification accuracy. In this paper, 5-fold cross validation was selected so that enough test data were included for validation. We ran the 5-fold cross validation 10 times and averaged their results as the final accuracy in order to make the result more robust.
Analysis of Rating of Perceived Task Difficulty
Fig. 5 depicts a histogram of ratings of perceived task difficulty for data analysis (M ¼ 5.28, SD ¼ 1.39). As can be seen, a large portion of the ratings of perceived task difficulty lie around five, which means a majority of the driving tasks were perceived at medium difficulty level by the participants. This distribution fits our goal of training driving skills of adolescents with ASD because very easy or very hard tasks are not conducive to train driving skills. 57.34 percent of all the assignments were labeled as high level cognitive load, while 42.66 percent data samples have low cognitive load labels. For the almost balanced data, an accuracy was used to evaluate performance of classification models.
Performance is an implicit estimation of cognitive load [58] . Performance features, such as reaction time [59] and success frequency [60] , were previously utilized to evaluate the ground truth of cognitive load. In this paper, the correlation between ratings of perceived task difficulty and driving scores (a driving score is a performance feature, as shown in Table 6 , and represents the success frequency in an assignment) was tested. The statistical analysis method, Spearman rank correlation, was selected because the driving score was an ordinal variable [61] . There was a strong negative correlation between the driving score and the rating of perceived task difficulty, rð284Þ ¼ À0:62, p < 0:01. No correlation between the driving score and the designed difficulty level was found, rð284Þ ¼ 0:06, p ¼ 0:93, from the experimental data. Because performance is an indicator of cognitive load [58] , these correlation results support that the rating of perceived task difficulty was a more reliable ground truth for cognitive load as compared to the designed difficulty level.
Feature Level Fusion and Single Modality Classification
The first hypothesis of this paper is that by combining multimodal information, the accuracy of cognitive load measurement will increase. The hypothesis is tested by comparing multimodal information to each single modality information in cognitive load measurement with several classifiers. The choice of a classifier is data dependent [49] . Thus, a classifier may be insufficient to show the impact of different datasets in cognitive load measurement. We selected several commonly used classifiers, shown in Table 7 , for cognitive load measurement. All classifiers were used in feature level fusion and each single modality classification. Their accuracies are shown in Table 9 for the purpose of comparison. The best accuracy of feature level fusion and the best accuracy of each single modality classification are shown in bold font type. The average accuracy of feature level fusion and the average accuracy of each single modality classification are shown at the bottom of the table. The best accuracy of feature level fusion, 84.43 percent, is higher than the best accuracy of each single modality classification. On average, feature level fusion also achieved a higher accuracy compared to each single modality classification. The accuracy of feature level fusion was statistically significantly higher than the accuracy of each single modality classification, i.e., the accuracy of the eye gaze based classification (Z ¼ À4:88, p < :001), the accuracy of the EEG based classification (Z ¼ À1:97, p < :05), the accuracy of the peripheral physiological information based classification (Z ¼ À2:96, p < :05), and the accuracy of the performance based classification (Z ¼ À4:61, p < :001). These results suggest that combining multimodal information has the ability to increase the accuracy of cognitive load measurement.
Decision Level Fusion and Hybrid Level Fusion
The final decision of decision level fusion is a weighted average of four sub-decisions as discussed in Section 4.2. All classifiers listed in Table 7 were used for each of the four subdecisions in the decision level fusion. Each possible weight set (described in Section 4.2) was tested for the weighted average in decision level fusion. The highest observed accuracy of decision level fusion was 81.48 percent.
There are two types of hybrid level fusion for our data: hybrid level fusion with three sub-decisions and hybrid level fusion with two sub-decisions as discussed in Section 4.2. The best accuracies for these two types of hybrid level fusion are shown in Tables 10 and 11 , respectively. In both tables, the column Classifier indicates the Classifier index in Table 7 that gives the best accuracy when classifying cognitive load using the corresponding features. The highest accuracy of hybrid level fusion was 83.42 percent.
DISCUSSION
Feature Level Fusion and Single Modality Classification
We found that feature level fusion performed better than all single modality classifications in cognitive load measurement indicated by statistical tests results, their best accuracies, and average accuracies. There are several existing studies that use multimodal information to measure cognitive load [32] , [33] . We cannot compare the numerical results of our study with the numerical results of these studies because of differences in experimental design, populations, and measured signals. We can, however, compare our study with the existing studies to understand the effect of multimodal information in cognitive load measurement. Son et al. collected three modalities of information -physiological, gaze, and performance information, for cognitive load measurement in a driving simulator [32] . In their study, the best accuracy using the three-modality information was higher than the best accuracy using each single modality for cognitive load measurement. In an adaptive upper extremity rehabilitation task, Novak et al. showed that measuring cognitive load with physiological signals and task performance together can produce higher accuracy than using task performance or physiological signals, separately [33] . In a mental arithmetic task, Hussain et al. found that multimodal fusion could increase the accuracy of cognitive load measurement when no affective interference was involved [31] . While these studies were not designed for individuals with ASD, our results are in line with the existing results in cognitive load measurement using multimodal information for TD individuals. To the best of our knowledge, no study fused multimodal information to measure cognitive load of individuals with ASD. 
Decision Level Fusion and Hybrid Level Fusion
We investigated the following research question in this paper: which level of multimodal fusion can give the best accuracy in cognitive load measurement? In order to answer this question, we compared the best accuracies that can be achieved using different levels of fusion, including feature level fusion, decision level fusion, and hybrid level fusion, in cognitive load measurement. Table 12 summarizes the best accuracies of the three multimodal fusion levels and shows that feature level fusion outperforms all other multimodal fusion levels in cognitive load measurement. Referring to previous literature in multimodal fusion, feature level fusion can achieve higher accuracies than decision level fusion due to the fact that feature level fusion utilizes the correlation among features from different modalities [55] . In our case, the effect of the correlation among features from different modalities can be seen from the best accuracy of hybrid level fusion with three subdecisions. The best accuracy of hybrid level fusion with the three sub-decisions was achieved when eye gaze and EEG features were combined for one sub-decision, shown in Table 10 . The correlation between eye gaze and EEG signals are significant [62] . The instance of hybrid level fusion utilizing this correlation achieved a higher accuracy than those that did not use this correlation.
CONCLUSIONS AND FUTURE RESEARCH
Conclusions
ASD is a highly prevalent neurodevelopmental disorder. A novel VR-based driving system was presented for ASD intervention that could present driving scenarios with variable task difficulties to facilitate individualized learning. The primary contribution of this paper is to systematically present the cognitive load measurements of individuals with ASD based on their eye gaze, EEG, peripheral physiology and performance data collected when they used the VR-based driving system, and to provide multimodal fusion schemes to more accurately measure cognitive load of these users. Feature level, decision level and hybrid level fusions demonstrate how multimodal information can be fused to measure cognitive load with increased accuracy. The model development for cognitive load measurement in this paper is aimed at building a cognitively intelligent VRbased driving system. In the future, the difficulty level of driving tasks will be adjusted in the cognitively intelligent VR-based driving system based on the research findings. Our study has two distinct strengths that indicate the commercial viability of this system. First, it was tested with the intended target population, i.e., adolescents with ASD. Thus the system was acceptable and engaging to the target users. Second, the users used the driving simulator in a naturalistic way -they moved frequently and used it like a video game. As a result, the data was noisy and lost on occasions. Even then the cognitive load analysis was robust enough to predict cognitive load with a high accuracy in the presence of lost and noisy data. Thus we believe that this system will be commercially viable once cognitive load measurement mechanism presented in this paper is integrated with the rest of the system.
Limitations and Future Research Directions
There are several limitations of this research that need to be addressed in future work.
First, we lost a relatively large quantity of data (20.56 percent of all the data). The data were lost primarily due to participants' movements during driving, which was inevitable in the VR-based driving system aiming at training driving skills of adolescents with ASD in naturalistic conditions. One possible solution is detecting the valid data in real time in the cognitively intelligent VR-based driving system. If insufficient data for feedback is detected, the experiment could be extended in order to get more data.
Second, no multiple-class classification was analyzed in this paper. We attempted binary classification as a starting point because it was simpler and in many cases, sufficient. However, in a more complex system, multi-class classification may yield richer results and should be investigated in the future.
Third, the data fusion method used in this paper was limited. We combined sub-decisions for the final decision using a weighted average method. It is possible to use other methods to combine the sub-decisions, such as majority voting and classification algorithms [55] . We plan to explore different methods to combine sub-decisions in the future.
Finally, predefined, rather than randomized, difficulty levels were used in our experiments. Presenting randomized difficulty levels would be a better strategy for ultimately deciphering and analyzing potential confounds associated with task difficulty level. We chose to present increasing difficulty levels in this initial pilot study in order to match a participant's expected skill increase with the higher levels of task difficulty. We will implement randomized difficulty levels in the future.
Even with above-mentioned limitations, we believe that this current work presents significant contributions towards developing cognitively intelligent VR-based driving systems that are robust, accurate, and useful for real-world applications indicating commercial viability in the near future. This system was explicitly designed for an ASD population who evidence both challenges with this functional adaptive skill (e.g., driving) and also historically found to evidence systemic, but complex heterogeneous impairments regarding information processing (e.g., working memory and executive functioning challenges, difficulties with social processing). We hypothesize that a multimodal fusion methodology capable of use within/across readily controllable intervention platforms (such as VR) could yield a tool for dramatically improving current modes of treatment. In this capacity the current findings will be used in future work developing a cognitively intelligent VR-based driving system. Its efficiency will be evaluated by comparing with a system without cognitive load-based feedback.
The generalizability of the training using our VR-based driving system will be evaluated in the real world in the future. A driving simulator, such as our VR-based driving " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
