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Abstract 
In this Thesis we describe a semi-analytic model of galaxy format ion . We apply the model 
to the problem of galaxy clustering and show that the dependence of galaxy formation 
efficiency on halo mass leads to a scale-dependent bias in the distribution of galaxies 
relative to the dis t r ibut ion of mass. Remarkably, this results in a correlation function in 
a f la t , Qo = 0.3, C D M model that is close to a power-law over four orders of magnitude 
in amplitude and which agrees well w i th the correlation funct ion of galaxies measured in 
the A P M survey. The galaxy velocity dispersion is ~ 40% lower than that of the dark 
matter . Biases cause the redshift space correlation functions of model galaxies and dark 
matter to be remarkably similar to each other. A dependence of clustering strength on 
galaxy luminosity exists for extremely bright galaxies and for galaxies selected either by 
morphology or by colour. 
We present predictions for the reionization of the intergalactic medium by stars in 
high-redshift galaxies, including the effects of absorption by interstellar gas and dust. We 
combine our model w i t h an N-body simulation to calculate the temperature anisotropies 
induced in the cosmic microwave background by reionization. 
Finally, we test key aspects of the model. We use ROSAT PSPC data to search for 
extended X-ray emission f r o m the halos of three nearby, massive, late-type galaxies. The 
luminosi ty lies well below the model prediction. We discuss this discrepancy and consider 
a number of possible explanations. 
By comparing the statistical properties of galaxies in our model wi th those of galax-
ies formed in cosmological hydrodynamics simulations we show that the two techniques 
produce broadly consistent predictions. However, individual statistics, such as the galaxy 
mass func t ion , may differ by factors of 2-4. We identify possible reasons for these dis-
crepancies, thereby highlighting avenues for fu ture work to explore. 
Galaxy Formation and Clustering 
in a Hierarchical Universe 
by Andrew John Benson 
A thesis submitted to the University of Durham 
in accordance wi th the regulations for 
admittance to the Degree of Doctor of Philosophy. 
Department of Physics 
University of Durham 
June 2000 
The copyright of this thesis rests 
with the author. No quotation 
from it should be published 
without the written consent of tlie 
author and information derived 
from it should be acknowledged. 
I 4 NOV 2000 
Contents 
1 I n t r o d u c t i o n 1 
1.1 Historical Background 1 
1.1.1 Early Ideas 1 
1.1.2 The Origin of Galaxies 2 
1.1.3 Further Observational Developments 6 
1.2 The State of the A r t 7 
1.3 Mot iva t ion for this Work 9 
2 A S e m i - A n a l y t i c M o d e l of G a l a x y F o r m a t i o n 11 
2.1 Dark Mat te r Halos 11 
2.1.1 Merger Trees 11 
2.1.2 Density Profile 18 
2.1.3 Spin Dis t r ibut ion 19 
2.2 Gas Dynamics 20 
2.3 Disk and Star Formation 22 
2.3.1 Disk Formation 22 ' 
2.3.2 Star Formation 23 
2.3.3 Supernovae Feedback 24 
2.3.4 Chemical Enrichment 24 
2.3.5 Gas Equations 25 
2.4 Galaxy Merging 26 
2.4.1 Dynamical Friction 26 
2.4.2 Spheroid Formation 28 
2.4.3 Sizes 28 
2.4.4 The Merger Rule 31 
2.5 Spectral Synthesis 33 
i 
2.5.1 Stellar Spectra 33 
2.5.2 Emission Line Modelling 34 
2.5.3 Dust Ext inct ion 34 
2.6 Using the Model 35 
2.6.1 Parameters and Outputs 36 
2.6.2 Observational Constraints 38 
2.7 Fiducial Model Results 39 
2.7.1 Model Parameters 39 
2.7.2 Basic Results 39 
2.8 Discussion and Conclusions 52 
3 T h e N a t u r e of G a l a x y B i a s and C l u s t e r i n g 53 
3.1 Introduct ion 53 
3.2 Description of the Model 55 
3.2.1 Semi-Analytic Models 55 
3.2.2 Incorporation into N-body Simulations 56 
3.2.3 Reference Models 57 
3.3 Clustering of Galaxies 59 
3.3.1 The Galaxy Two-Point Correlation Function 59 
3.3.2 Systematic Effects 66 
3.4 The Nature of Bias 70 
3.5 Testing the Robustness of the Predictions 78 
3.5.1 Models Constrained by the Luminosity Function 80 
3.5.2 Models Constrained by the Tully-Fisher Relation 86 
3.6 Discussion and Conclusions 88 
4 T h e D e p e n d e n c e of Ve loc i ty a n d C l u s t e r i n g Stat ist ics on G a l a x y P r o p -
erties 93 
4.1 Int roduct ion 93 
4.2 Description of the Numerical Technique 96 
4.3 Redshift Space Distortions 97 
4.3.1 Galaxy Peculiar Motions 100 
4.3.2 Comparison to Previous Work 104 
4.4 The Dependence of Clustering on Galaxy Properties 110 
4.4.1 Dependence of Clustering on Luminosity 110 
i i 
4 . 4 . 2 Dependence of Clustering on Morphology 1 1 7 
4 . 4 . 3 Dependence of Clustering on Colour 1 2 0 
4 . 5 Discussion and Conclusions 1 2 0 
5 N o n - U n i f o r m Reion izat ion by Ga lax ie s and its Ef fec t on the C M B 125 
5 . 1 In t roduct ion 1 2 5 
5 . 2 The Semi-Analytic Model of Galaxy Formation 1 2 7 
5 . 2 . 1 Gas Cooling 1 2 9 
5 . 2 . 2 Fraction of Gas in the I G M 1 3 1 
5 . 2 . 3 Observational Constraints & Modelling Considerations 1 3 1 
5 .3 The Escape Fraction of Ionizing Photons 1 3 7 
5 . 3 . 1 Global Constraints at Low Redshift 1 3 7 
5 . 3 . 2 The Dependence of /esc.gas on Redshift and on Halo Mass 1 3 9 
5 . 4 The Fi l l ing Factor and the Evolut ion of the Ionization Fronts 1 4 5 
5 . 4 . 1 Model Results 1 5 0 
5 .5 Sensitivity of Results to Model Parameters 1 5 5 
5 .6 Spatial Dis t r ibu t ion of Ionizing Sources and C M B Fluctuations 1 6 1 
5 . 6 . 1 Spatial Dis t r ibut ion 1 6 1 
5 . 6 . 2 C M B Fluctuations 1 6 5 
5 . 7 Discussion and Conclusions 1 7 3 
6 Di f fuse X - r a y E m i s s i o n f r o m L a t e - T y p e G a l a x y Halos 175 
6 . 1 X-rays f r o m Galaxy Formation 1 7 5 
6 . 2 Observations 1 7 9 
6 . 2 . 1 Target Selection 1 7 9 
6 . 2 . 2 Da ta Reduction 1 8 0 
6 . 2 . 3 Uncertainties in the Observations 1 8 3 
6 .3 Discussion 1 8 6 
6 . 4 Conclusions 1 9 1 
7 A C o m p a r i s o n of S e m i - A n a l y t i c and Smoothed P a r t i c l e H y d r o d y n a m i c s 
G a l a x y F o r m a t i o n 195 
7 . 1 Introduct ion 1 9 5 
7 . 2 The SPH Simulations and Semi-Analytic Models 1 9 8 
7 . 2 . 1 SPH Simulations 1 9 8 
i i i 
7.2.2 Semi-Analytic Models of Galaxy Formation 201 
7.3 Comparison of the Two Models 206 
7.3.1 Properties of Halo Gas 206 
7.3.2 Properties of Galaxies 215 
7.3.3 Spatial Dis t r ibut ion of Galaxies 224 
7.4 Discussion and Conclusions 225 
8 Conc lus ions 233 
8.1 Applications of the Model 233 
8.1.1 Galaxy Clustering 233 
8.1.2 Reionization 234 
8.2 Tests of the Model Ingredients 234 
8.2.1 The Growth of Galactic Disks 234 
8.2.2 Comparison to Simulations of Gas Hydrodynamics 235 
8.3 Future Prospects 235 
A A S e m i - A n a l y t i c M o d e l of G a l a x y F o r m a t i o n : Support ing T h e o r y 239 
A . l Fundamental Cosmology 239 
A.1 .1 The Evolut ion of a Homogeneous and Isotropic Universe 239 
A.1.2 Linear Growth of Perturbations 241 
A . 1.3 Spherical Top-Hat Collapse 243 
A.2 Halo Angular Momentum 247 
A.3 Gas Equations 249 
A . 4 Dynamical Frict ion Timescale 251 
B N o n - U n i f o r m Re ion iza t ion by Galax ies : Suppor t ing T h e o r y 255 
B . l Calculation of the Escaping Fraction 255 
B . 1.1 Escaping Fraction in the DS94 Model: Stars in Mid-Plane 255 
B . l . 2 Escaping Fraction in DS94 Model : Stars Tracing Gas 257 
B . l . 3 Escaping Fraction in the DSGN98 Model 260 
B . l . 4 Escaping Fraction in Starbursts 261 
B.2 Calculation of Clumping Factor 263 
B.3 The Spectrum of C M B Secondary Anisotropies 266 
iv 
C M o d e l s for the X - r a y E m i s s i o n f r o m Cool ing G a s 269 
C . l Calculation of X-ray Luminosity in Specific Halo Potentials 271 
C.1.1 Cooling in an Isothermal Halo 272 
C.1.2 Gas w i t h a Constant Density Core 273 
C.1.3 Cooling in an N E W Halo 274 
C.1.4 The Influence of the Central Galaxy 276 
List of Figures 
2.1 Example overdensity t ra jec tory 13 
2.2 Flow of gas between three phases in the semi-analytic model 25 
2.3 The b j and K-band luminosity functions in the fiducial models 41 
2.4 The I-band Tully-Fisher relation in the fiducial models 43 
2.5 The sizes of galaxy disks predicted by the fiducial models 45 
2.6 The cold gas content of spiral and irregular galaxies as a funct ion of their 
luminosity 48 
2.7 The variation in metall icity w i th luminosity in the fiducial models . . . . 50 
2.8 The luminous star format ion rate per unit comoving volume as a function 
of redshift 51 
3.1 Mass funct ion of halos containing galaxies w i t h M B - 5 log / i < -19.5 in 
our r C D M and A C D M models 56 
3.2 B and K band luminosity functions for the r C D M and A C D M reference 
models 57 
3.3 Two-point correlation functions for galaxies brighter than M B - 5 l o g / i = 
-19 .5 in a A C D M cosmology 60 
3.4 Tully-Fisher relations in the r C D M and A C D M reference models 62 
3.5 The locations of galaxies brighter than M B - 5iogh — -19.5 in our two 
reference models 64 
3.6 The two-point correlation functions of galaxies brighter than M B - 5 log h — 
-19 .5 in our two reference models 65 
3.7 The galaxy correlation funct ion in the A C D M reference model, wi th and 
wi thout the effects of dynamical f r ic t ion on satellite galaxy positions . . . 68 
v i i 
3.8 A comparison of correlation functions for galaxies brighter than M B -
51og/i = -19 .5 in the A C D M reference model w i t h the results of a model 
w i t h an ar t i f ic ial mass resolution designed to mimic the models of Kauff-
mann et al . (1999a) 69 
3.9 The B-band mass-to-light ratio of halos in the reference models 71 
3.10 Mean number of galaxies and galaxy pairs brighter than M-Q - blogh = 
-19 .5 per halo as a funct ion of halo mass for the two reference models . . 72 
3.11 Correlation functions constructed f r o m different samples of dark matter 
particles compared to the observed and model galaxy correlation functions 
in the two reference models 74 
3.12 The probabifity, P(N), of occupation by A'^  galaxies (multiplied by N{N -
1) for clari ty) for halos in the two reference models 76 
3.13 The luminosity funct ion of all galactic systems shown for the two reference 
models 79 
3.14 Galaxy correlation functions for variant models in the r C D M and A C D M 
cosmologies 83 
3.15 B-band luminosity functions f r o m the variant models in the r C D M and 
A C D M cosmologies 84 
3.16 The average number of galaxies brighter than M B - 5 log / i = -19.5 per 
halo as a funct ion of halo mass for variant models in the r C D M and A C D M 
cosmologies 84 
3.17 The B-band luminosity funct ion and galaxy correlation funct ion for two 
r C D M models constrained to match the I-band Tully-Fisher relation . . . 87 
4.1 Real and redshift-space correlation functions in the A C D M model 98 
4.2 Pairwise velocities of dark matter particles and galaxies measured in the 
A C D M simulation 101 
4.3 The three-dimensional velocity dispersion of individual galaxies and dark 
matter in spheres of radius r measured relative to the mean velocity wi th in 
the sphere 103 
4.4 Line-of-sight velocity dispersions, a\os, for dark matter and galaxies f rom 
our own model and f r o m that of Kauffmann et al. (1999a) 105 
4.5 The number of galaxies per halo brighter than M B - 5logh = -18.5 as a 
func t ion of halo mass in our model and in tha t of Kauf fmann et al. (1999a) 106 
vni 
4.6 The line-of-sight pairwise velocity dispersion, u ios , for galaxies wi th M B -
5 l o g / i < -19 .5 f r o m the variant models 109 
4.7 Redshift-space correlation functions of galaxies selected by bj-band abso-
lute magnitude I l l 
4.8 Redshift-space correlation functions of galaxies brighter than M b j - 5 log h = 
-20 .5 and -21.5 measured in the 512^ simulation 112 
4.9 Real-space correlation functions of galaxies selected by bj-band absolute 
magnitude 113 
4.10 Real-space correlation functions of galaxies selected by bj-band absolute 
magnitude f r o m the variant models 114 
4.11 The local b j -band luminosity funct ion for the variant models 115 
4.12 Real-space two-point correlation funct ion for galaxy samples selected by 
morphological type 118 
4.13 The mass funct ion of host dark matter halos, weighted by the number of 
galaxies w i t h -20 .0 < M^j-blogh < —19.0 per halo, for late type galaxies 
and early type galaxies in our model 119 
4.14 The real-space correlation funct ion of galaxies brighter than M B - 5 log / i = 
-19 .5 in our model split by B-R colour 121 
5.1 The f ract ion of baryons remaining in the I G M as a funct ion of redshift . . 132 
5.2 The comoving number density of galaxies brighter than a given ionizing 
luminosity as a funct ion of redshift 135 
5.3 The dis t r ibut ion of D L A S at z = 1, 2 and 3 respectively as a function of 
their H i column density and the H i mass funct ion of galaxies at z = 0.0 . 136 
5.4 The H a luminosity funct ion at 2; = 0 140 
5.5 The H a luminosity density of the Universe as a funct ion of redshift . . . . 141 
5.6 The escape f ract ion, /esc, at 2 = 0 as a funct ion of halo mass 143 
5.7 The variation in (ionizing luminosity-weighted) mean disk scale length and 
gas mass for galaxies in our model as a funct ion of halo mass 146 
5.8 The (ionizing luminosity-weighted) mean escape fract ion for all galaxies as 
a funct ion of redshift 147 
5.9 The gas clumping factor, / d u m p , as a funct ion of redshift 151 
5.10 The filling factor. Fan, as a funct ion of redshift determined using three 
different models for the absorption of ionizing photons by gas inside galaxiesl52 
ix 
5.11 The rat io of the to ta l number of ionizing photons which have escaped into 
the I G M per comoving volume by redshift z to the comoving number den-
sity of hydrogen nuclei in the I G M 154 
5.12 The z = 0 H a luminosity functions of our variant models 157 
5.13 The projected density of ionized gas in a slice through the A C D M N-body 
simulation at 2 = 3 shown as a greyscale image, w i th the densest regions 
being black 164 
5.14 Fi l l ing factors as a funct ion of redshift in the N-body simulation 166 
5.15 The secondary C M B anisotropies measured f r o m the simulation 167 
5.16 The effect of varying the escape fract ion, /esc.gasi on the secondary C M B 
anisotropies 168 
5.17 The effect of varying J7b on the secondary C M B anisotropies 172 
6.1 Source images for each galaxy in the sample 182 
7.1 The mass funct ion of dark matter halos at z = 2 which are progenitors 
of present-day halos of mass I O ^ ^ . ^ Q I S / ^ - I M Q and I O ^ ^ - I O ^ ' ^ / I - ^ M Q in the 
S C D M and A C D M cosmologies 202 
7.2 The global f ract ion of gas in each of three phases: uncollapsed gas, hot 
halo gas and galaxy gas 207 
7.3 The global f ract ion of gas in each of three phases: uncollapsed gas, hot 
halo gas and galaxy gas for the A C D M cosmology wi th A^gp^ = 32 . . . . 209 
7.4 The mass of gas relative to the to ta l (i.e. dark matter plus gas) halo mass 
at z = 0 in progenitor galaxies, as a funct ion of present-day halo mass . . 210 
7.5 The mean mass of gas in the galaxy phase relative to the tota l (i.e. dark 
matter plus gas) mass of the ;^ = 0 halo, scaled by the universal baryon 
f rac t ion , as a funct ion of redshift in progenitors of present-day halos of 
mass l O i 3 - l O i 4 / i - i M 0 and W^-l^^^h-^yV^ 212 
7.6 The mass of gas relative to the to ta l (i.e. dark matter plus gas) halo mass 
at 2 = 0 in progenitor galaxies, as a funct ion of present-day halo mass in 
the A C D M cosmology 213 
7.7 The differential galaxy mass funct ion in the S C D M and A C D M cosmologies 
at various epochs 216 
7.8 The differential galaxy mass funct ion at z = 0 in the A C D M cosmology 
shown w i t h and wi thout the fix to the extended Press-Schechter theory . 217 
7.9 The mass funct ion of galaxies which are progenitors of present-day galaxies 
w i t h (cold gas plus stellar) masses I O ^ ^ ' ^ - I O ^ ^ / J - ^ M Q 218 
7.10 The differential galaxy mass funct ion at selected redshifts in the A C D M 
cosmology predicted by the SDSA model when (i) using a faster merging 
rate and (ii) keeping the core radius of the hot gas density profile fixed . . 222 
7.11 The mean number of progenitor galaxies w i t h mass greater than 64 SPH 
particles and 128 particles in the A C D M cosmology, as a funct ion of red-
shi f t , for halos of present-day mass IQ^^-W^h-^MQ and lO^- lO^^ / i - ^M© 226 
7.12 The mean number of progenitor galaxies w i th mass greater than 64 SPH 
particles and 128 particles, as a funct ion of redshift in halos of present-
day mass lO i^ - lO^^ / i - ^MQ and I O ^ ^ - I O ^ ^ / I - ^ M Q in the A C D M cosmology 
shown in the cases where (i) a faster merger rate is used and (ii) the cooling 
rate is enhanced by keeping the core radius fixed in the hot gas density profile227 
7.13 Two-point galaxy correlation functions f r o m the SPH, FSA and SDSA models230 
7.14 The A C D M galaxy two-point correlation funct ion in the SPH and SDSA 
models at 2 = 0 shown for a model w i th an enhanced merger rate, and for 
a model w i t h a fixed gas core radius 231 
B . l The average escape fractions for a galactic disk in the DS94 model wi th 
OB associations in the disk mid-plane and distributed as the cold gas . . 258 
B.2 Mean escape fract ion for a galaxy disk in the DSGN98 model as a funct ion 
of To 262 
X I 
Xll 
List of Tables 
2.1 Parameters of the fiducial models 40 
2.2 The percentage of galaxies of each morphological type at z = 0 in the two 
fiducial models 46 
3.1 The parameters of our two reference models 61 
3.2 The mean number of galaxy pairs per halo, iVp, calculated for three differ-
ent distr ibutions of halo occupancy, all w i th the same mean 77 
3.3 Variant models in the r C D M cosmology 81 
3.4 Variant models in the A C D M cosmology 82 
5.1 The parameters of our standard model 128 
5.2 Results of the variant models at 2 = 5 158 
6.1 Observed properties of the targeted galaxies 177 
6.2 Measured rotat ion velocity and predicted gas temperature for the galaxies 
in our sample 180 
6.3 X-ray fluxes and bolometric luminosities for the halos of three spiral galaxiesl84 
6.4 The to ta l counts per second in six blank fields 185 
6.5 Predictions f r o m our models, assuming the standard cosmology and halo 
gas w i t h Z = O.3Z0 192 
xni 
Declaration 
The work described in this thesis was undertaken between 1997 and 2000 whilst the author 
was a research student under the supervision of Prof. Carlos Frenk and Dr . Shaun Cole 
in the Department of Physics at the University of Durham. This work has not been 
submit ted for any other degree at the University of Durham or at any other University. 
Portions of this work have appeared in the following papers: 
• Benson A . J., Cole S., Frenk C. S., Baugh C. M . , Lacey C. G., 2000, M N R A S , 311, 
793 (Chapter 3). 
• Benson A . J., Bower R. G., Frenk C. S., Whi t e S. D . M . , 2000, M N R A S , 314, 557 
(Chapter 6). 
The copyright of this thesis rests w i th the author. No quotation f rom i t should be 
published wi thout his prior wr i t t en consent and informat ion derived f rom i t should be 
acknowledged. 
XIV 
This thesis could not have been completed wi thout the guidance and expertise of my 
supervisors Carlos Frenk and Shaun Cole. Their enthusiasm for the subject matter is 
infectious, and makes astrophysics seem like a worthwhile pursuit even on those days 
when everything falls to pieces. I ' d also like to thank them, along wi th Carlton Baugh 
and Cedric Lacey, for developing the model of galaxy format ion that I make extensive use 
of in this thesis. 
In no particular order I ' d like to acknowledge the help I 've received f r o m all the others 
tha t I 've worked w i t h over the past three years: Richard Bower, Simon White , Istvan 
Szapudi, Frazer Pearce, Adr ian Jenkins, Ray Sharpies, A d i Nusser and Naoshi Sugiyama. 
Finally, of course, there's all those Young (some of them) Trendy (few of them) As-
tronomers (most of them) who've made being at Durham more f u n than i t would have 
been i f they hadn't been here. The Room 6 boys, past and present, for their unique 
attributes: Ale Terlevich (for his abil i ty to fix my computer even when in Birmingham), 
Steve Ha t ton (just for being unique), Scott Kay (for his semi-paralytic theories of galaxy 
format ion) , Mikey Beasley (for pu t t ing up wi th i t a l l ) , Peder Norberg (for approximately 
12 kilos — that 's 26.4 pounds Peder — of Swiss cheese), Graham Smith (for telling peo-
ple of f on the phone in an entertaining manner) and Colin Wilson (for doing something 
other than extra-galactic astronomy). A n d all the others: Russel Smith, Simon Shaw, 
Katherine Gunn, Eric Bell , James Turner, Dave Gilbank, Kevin Pimblet t , Harold Dyson, 
Mike Balogh, Chris Power, Amaya Gaztelu and Richard McDermid . 
Special thanks to my mother, brother and sisters for always being there. 
Finally, despite tha t unfortunate incident on the t ra in after interview, things worked 
out w i t h Fiona in the end. So "Thank you" Fiona — you make the finest soups known 
to humanity. 
This thesis is dedicated to Oadby railway bridge. Nice try, but you lost. 
"That is the t r u t h of our world . Max . I t can't be easily summed up wi th 
m a t h . . . " 




We* briefly review the development of extragalactic astronomy and the associated 
history of galaxy formation modeling. 
1.1 Historical Background 
1.1.1 E a r l y Ideas 
The first detailed observations of galaxies external to our own (neglecting the Magellanic 
Clouds, which have undoubtedly been viewed by human eyes for many millenia) were 
made by the Earl of Rosse, using a 72 inch telescope which he had constructed in Birr, 
Ireland. Lord Rosse made sketches showing the spiral structure of galaxies such as M51. 
Galaxies, or simply spiral nebulae as they were then known, have been the subject of 
much debate ever since. 
Their true nature remained uncertain for a long time. For example, at the start of 
the 20'^ century many believed that they were proto-planetary systems, with Sir Robert 
Ball of Cambridge University writing in his book "In The High Heavens" (Ball 1901) 
Probably this nebula [M51] will in some remote age gradually condense 
down into more solid substances. It contains, no doubt, enough material to 
make many globes as big as our Earth. 
In fact, both Thomas Wright and Immanuel Kant had suggested that the spiral neb-
ulae were actually "island-universes", i.e. stellar systems comparable to our own Milky 
Way, rather than small gaseous nebula within the Milky Way. The debate as to whether 
spiral nebulae were Galactic or extra-Galactic was famously taken up by Shapley (who 
favoured a Galactic explanation) and Curtis (who took the opposite view) (Shapley & 
Curtis 1921). The debate ran for nearly five years in the early 1920's, and wasn't fully 
resolved until 1924 when Edwin Hubble measured the distance to the Andromeda galaxy 
(M31) by observing a Cepheid variable star in the outskirts of that galaxy (Hubble 1929). 
•Throughout this Thesis I will use the conventional 'we' to refer to the first person. 
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The distance to M31, which is now known to be around 1 Mpc, proved conclusively 
that it lay outside of the Milky Way, which was already known to be much smaller than 
this (Shapley 1919), although its true size is still somewhat uncertain (Kerr & Lynden-
Bell 1986). 
Hubble's work was important for a second reason. Having measured the distances 
to nearby galaxies, he found that their velocity of recession was well correlated with 
their distance. More distant galaxies were seen to be moving away from us more rapidly 
(Hubble & Humason 1931). This was the first observational evidence for the expansion 
of the Universe. 
1.1.2 T h e Orig in of Galaxies 
For many years after its formulation, Einstein's General Theory of Relativity as applied 
to cosmology was only used to consider the idealized case of an isotropic and homoge-
neous Universe (an assumption which seems reasonable at early time or on large scales 
as discussed below). However, the Universe is certainly not homogeneous on small scales 
as we observe galaxies which are strongly clustered. Some means of generating such in-
homogeneities was therefore needed. I t had been known for some time that small density 
perturbations in an otherwise isotropic and homogeneous universe would begin to grow 
through the action of gravitational instability. The growth of perturbations in a cosmo-
logical background was first determined by Lifshitz (1946), and extensively developed by 
Peebles (1967). The growing perturbations would eventually decouple from the expand-
ing universe and collapse. After a process of violent relaxation the perturbation would 
become a virialized, self-gravitating object. The number of such objects expected for a 
very general class of initial perturbations was first estimated by Press & Schechter (1974). 
The origin of the required density fluctuations remained uncertain until, in the early 
1980's, Alan Guth proposed a period of rapid inflationary expansion in the very early 
Universe in order to solve the horizon and flatness problems (Guth 1981). 
The flatness problem relates to the fact that in the evolution of a standard big-bang 
universe (dominated either by matter or radiation) the mean density of the Universe is 
always driven away from the critical density required for collapse (see Appendix A.1.1). 
Observations indicate that the present day density is within an order of magnitude or so 
of the critical density, which therefore implies that just after the Big Bang the Universe 
must have been extremely close to critical density, leading to a problem of fine tuning in 
the initial conditions. 
1. Introduction 
The horizon problem relates to the observed fact that the temperature of the mi-
crowave background radiation is extremely isotropic (fractional fluctuations being of the 
order 10"^, Bennett et al. 1996). Unless we postulate that the Universe was set up in 
such a perfectly isotropic manner this implies that, at some early time, the Universe was 
able to reach thermal equilibrium. In the standard Big Bang theory this is not possible 
as the finite speed of light means that the distance over which thermal equiUbrium could 
have been reached at the epoch of decoupling (when the cosmic microwave background 
last interacted with matter) is much smaller than the present horizon size. Thus in the 
standard Big Bang theory there is no way to explain why the Universe is so homogeneous 
on large scales (apart from the unpleasant assumption that it was simply made that way). 
Inflation solves these problems by postulating a period of rapid, exponential growth 
to occur shortly after the Big Bang and which was driven by a scalar field. This rapid ex-
pansion naturally drives the Universe extremely close to critical density and furthermore 
will expand a small region of the Universe within which thermal equilibrium has been ob-
tained to a size much greater than the present horizon. A side eflfect of this process would 
be the creation of tiny density perturbations in the material of the Universe arising from 
quantum fluctuations in the scalar field driving inflation. These small-scale fluctuations 
would then be expanded to cosmological sizes by the process of inflation. 
One of the most important discoveries of recent times lent convincing evidence to the 
idea that galaxies grew from such primordial fluctuations. This discovery was made by 
the COBE satellite which detected anisotropics at the level of 10"^ in the temperature of 
the cosmic microwave background (CMB) (Bennett et al. 1996). These anisotropies had 
been predicted to occur in any cosmological world-model in which density inhomogeneities 
existed. Their direct observation, and the measurement of their amplitude, is both an 
important confirmation and a strong constraint on models of structure formation through 
the gravitational instability of primordial fluctuations. How these perturbations will grow 
depends upon the material content of the Universe. It seems that not all of this matter 
is easily detected. 
Observations of clusters of galaxies seem to indicate that these were relaxed, virialized 
systems, and so an application of the virial theorem ought to allow an estimate of their 
mass to be made. Such estimates were originally carried out by Zwicky (1933) and much 
later by Oemler (1973), Rood (1974) and Bahcall (1974), who found that the mass of the 
cluster was typically ten times greater than the mass in the luminous galaxies (see the 
review by Bahcall 1977). Later X-ray observations of clusters revealed the presence of 
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hot, diffuse gas in clusters, with a mass comparable to that of the luminous galaxies, but 
nevertheless i t still appears that 80% of the mass of clusters is in some non-luminous form. 
Further evidence for the existence of some type of "dark matter" came from observations 
of spiral galaxy rotation curves, which indicate that the rotation speed of such galaxies is 
almost constant with radius over a range of scales where the enclosed mass of the luminous 
galaxy is increasing only very slowly (see, for example, Faber k Gallagher 1979). Such a 
result suggests the existence of a significant quantity of non-luminous matter within these 
galaxies. 
So what is the nature of this dark matter? Perhaps the simplest possibility is that it is 
normal, baryonic matter which for some reason does not emit any light. For example, the 
dark matter could consist of brown dwarfs, planets or even black holes. However, estimates 
of the abundance of the light elements from models of primordial nucleosynthesis indicate 
that only a small fraction of the required dark mass could be baryonic (Walker et al. 1991). 
This result does depend upon the value of Hubble's constant. For example, if HQ = 25 
km/s/Mpc and present evidence for a low density Universe (e.g. Perlmutter et al. 1999) 
is correct the entire mass of the Universe could be baryonic. Note however the present 
estimates of HQ favour a value closer to 70 km/s/Mpc (Mould et al. 2000). Barring the 
possibility of a low Ho, the dark matter is most likely to be non-baryonic material. 
Suggestions for suitable dark matter candidates have come from particle physics, and 
can be conveniently split into two categories: hot dark matter and cold dark matter. Hot 
dark matter, such as a massive (around 30 eV) neutrino, moves at relativistic velocities 
at the epoch of matter-radiation equality. Cold dark matter, on the other hand, consists 
of much more massive particles which therefore becomes sub-relativistic much earlier in 
the Universe's life. 
These two flavours of dark matter behave very differently. As hot dark matter moves 
relativistically at high redshift i t is able to free-stream out of a growing density perturba-
tion into surrounding underdense regions. As such it tends to smooth away any density 
perturbation smaller than the free-streaming scale, which is typically around I O ^ ^ M q 
(Bond, Efstathiou & Silk 1980). In numerical simulations of universes dominated by hot 
dark matter. White, Frenk & Davis (1983) demonstrated that the first objects to form 
were pancake-like structures (i.e. they collapsed along one axis first) with masses compa-
rable to the free-streaming scale. In order for these very massive objects to form galaxies 
they would have to fragment in some way. White, Frenk <fe Davis (1983) showed that the 
characteristic clustering scale of hot dark matter is much greater than that observed for 
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galaxies and so concluded that hot dark matter seemed incompatible with observations 
under reasonable assumptions about the background cosmology (e.g. that the Universe 
was not at a super-critical density). 
Cold dark matter (CDM) behaves very differently. As i t moves at sub-relativistic 
speeds small density perturbations are not smoothed away, and in fact are the first per-
turbations to collapse (since the fluctuations laid down by inflation and modified by the 
subsequent evolution of the universe have greatest amplitude on small scales). Larger 
objects are then built up by the merging of smaller objects. N-body simulations of CDM 
dominated universes carried out by Davis et al. (1985) demonstrated that dark matter ha-
los with a wide range of masses are present at any one time in such universes. They found 
also that the clustering of CDM in a low-density universe had about the same amplitude 
as that measured for galaxies, although it did have a very different shape. Furthermore 
the dispersion in dark matter particle velocities was found to be much higher than that 
inferred from observations of galaxies. Davis et al. (1985) concluded that none of these 
C D M models was fully consistent with the observations, but noted that galaxies may not 
represent a random sampling of the dark matter distribution, i.e. they may be "biased", 
and made a simple model of such biased galaxy formation by identifying galaxies with the 
highest peaks of the initial density field. The resulting galaxy catalogues were found to 
show strong diflferences from the dark matter, for example in a critical density model the 
'galaxies' were more clustered than the dark matter, and in better agreement with the 
observational data. Realising the importance of such biases, Davis et al. (1985) stated: 
Clearly, what is now required is a proper physical model for galaxy for-
mation which can be grafted onto simulations to see if the distribution of our 
"galaxies" is indeed realistic. 
Although the dark matter seems to be the gravitationally dominant component of our 
Universe it is not visible since, by definition, i t emits no light. Dark matter may, however, 
be detectable in other ways: for example by direct detection of WIMPs (Gaitskell 1998) or 
by microlensing if the dark matter consists of primordial black holes (Hawkins 1998). The 
luminous galaxies that we can actually see are made of the small quantity of baryonic 
material present in the Universe. This gas has an important property, the ability to 
cool radiatively, that makes its dynamical behaviour very different from that of the dark 
matter. Once a virialized object has formed and the gas within i t has been heated, through 
the actions of shocks during violent relaxation (in which the energy and angular momenta 
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of the baryons are redistributed by strong fluctuations in the gravitational potential, 
Lynden-Bell 1967), the gas will begin to cool, through Bremsstrahlung, recombination 
radiation and other atomic processes. 
The flrst to examine in detail the signiflcance of this cooling process for galaxy forma-
tion were White & Rees (1978) who extended earlier work by Binney (1977), Rees (1977) 
and Silk (1977) and noted that without signiflcant dissipation the sizes of galaxies and 
their survival through the continuous merging processes in a hierarchical universe seemed 
inexplicable. Dissipation allowed the galaxies to become much more concentrated, and 
sufficiently bound to survive for long periods of time. Since this cooling gas would have 
been imparted with some angular momentum through the actions of tidal torques, as 
flrst described by Hoyle (1949) and developed by Peebles (1969), Doroskevich (1970) and 
White (1984), i t may be expected to form into a centrifugally supported disk, perhaps 
similar to a spiral galaxy. 
By calculating the rate at which a gaseous plasma would cool in a dark matter halo 
White & Rees (1978) were able to predict the characteristic luminosity of bright galaxies, 
and the shape of the observed luminosity function (although with a somewhat steeper faint 
end slope than had been observed, indicating the need for processes such as supernovae 
feedback and galaxy merging). 
1.1.3 F u r t h e r Observational Developments 
At the same time as significant progress was being made in theoretical studies of the 
Universe new observational instruments and techniques provided ever more detailed and 
complete information on the galaxy population, both at low and high redshifts. 
Much of this observational work was originally aimed at establishing the cosmological 
world-model (i.e. the parameters which describe the evolution of the Universe). Although 
early workers in this field recognised the possibility of evolution of the galaxy population, 
which would make a determination of cosmological parameters much more difficult, even 
in the 1970's much work was still being carried out to measure the cosmic deceleration 
from observations of galaxies. The evolutionary changes in galaxies were viewed as a small 
correction that had to be made before cosmological parameters could be recovered (the 
term 'evolutionary correction' is still widely used today). With the arrival of quantita-
tive predictions for stellar evolution (Sandage 1961, Tinsley 1972) (and also the growing 
understanding of how physical structures form in an expanding universe) the evolution of 
galaxies became the main goal of this type of observational study. 
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Throughout the 1980's and early 1990's observations focussed on measuring the num-
ber of galaxies brighter than a given magnitude, the correlations between the angular 
positions of galaxies, the distribution of galaxy colours, and, with spectroscopic surveys, 
the distribution of galaxy redshifts. Koo & Kron (1992) give a comprehensive review of 
work carried out in this period. 
In the last decade a wealth of observational data has become available, much of which 
probes important epochs in the evolution of the Universe and its constituent galaxies. A 
large fraction of this data has been obtained by the Hubble Space Telescope and ground 
based 8 metre and larger telescopes which have looked deeper into the Universe than 
has previously been possible. One of the most remarkable results from the ground based 
telescopes has been the detection of galaxies at 2 ~ 3 by use of the Lyman-break technique 
(Steidel et al. 1996). At such high redshifts the Universe is only around one eighth of 
its present age, being between one and two billion years old. That bright galaxies have 
already formed in this short (by cosmological standards) time is a remarkable fact, and a 
very strong test for models of galaxy formation. 
The early formation of such galaxies has also been measured in another way, through 
determinations of the universal rate of star formation as a function of redshift. Estimates 
of this quantity at low redshift have now been supplemented by determinations of the star 
formation rate at higher redshifts (Madau et al. 1996). Although these measurements are 
still somewhat uncertain (due mostly to the uncertainty in the degree of extinction of 
starlight by dust in distant galaxies) it is clear that the process of galaxy (and star) 
formation began very early in the history of the Universe. 
1.2 The State of the Art 
The creation of a realistic theory of galaxy formation proceeded through several interme-
diate steps, which have culminated in models of the type we will describe later in this 
Thesis (Chapter 2). 
Following on from the work of White & Rees (1978), Cole (1991) implemented calcula-
tions of gas cooling within an evolving hierarchy of dark matter halos, using a Monte-Carlo 
approach based upon the recently developed extended Press-Schechter theory (Bond et 
al. 1991, Bower 1991), and demonstrated that such a model could produce a galaxy lu-
minosity function which bore a good resemblance to the observed function, if, and only 
if, the effects of feedback from supernovae were included in the model. The Monte-Carlo 
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approach employed by Cole (1991) enabled a more detailed study of the effects of galaxy 
merging than had previously been possible within earlier models (e.g. White 1989). 
White & Frenk (1991) considered a similar model to Cole (1991) but also included 
simple models of chemical enrichment and used synthetic stellar spectra to turn the star 
formation histories of their galaxies into luminosities. White & Frenk (1991) found similar 
results to Cole (1991) and noted that without merging of galaxies these models produced 
too many faint galaxies, resulting in a luminosity function which was much steeper at its 
faint end compared to that observed, as had been seen by White & Rees (1978). 
At around the same time a model of galaxy formation was developed by Lacey & Silk 
(1991), which was similar in spirit, but different in detail, from that of White & Frenk 
(1991). Lacey & Silk (1991), and also Lacey et al. (1993), used the statistics of peaks in 
a Gaussian random field to model the formation and merging of halos and assumed that 
star formation in galaxies was triggered by tidal disturbances from nearby systems. The 
results from this study were qualitatively similar to those of White & Frenk (1991). 
More elaborate versions of these models were developed in the following few years, 
resulting in the models of Kauffmann, White & Guiderdoni (1993), Cole et al. (1994) and 
Baugh, Cole & Frenk (1996a), which included in their calculations full stellar population 
synthesis models, estimates of the frequency of galaxy-galaxy mergers and, for the first 
time, a model for the formation of elliptical galaxies and spiral bulges (previous models 
having only considered galaxy disks). Later additions to these models have included more 
elaborate models of chemical enrichment (KauflFmann 1996a, Cole et al. 2000), determi-
nations of the sizes of galaxies (Cole et al. 2000), detailed models of the extinction of 
starlight by dust (Kauffmann et al. 1999a, Cole et al. 2000), estimates of the frequency 
of satellite-satellite mergers (Somerville & Primack 1999) and calculations of the growth 
of black holes in the centres of galaxies and the associated quasar activity (Kauffmann & 
Haehnelt 2000). 
An alternative approach to the problem of galaxy formation also made large advances 
around this same time. The addition of a baryonic component (and the relevant physics of 
hydrodynamics and dissipation) into N-body simulations allowed the formation of galaxies 
to be studied with these techniques (e.g. Katz, Hernquist & Weinberg 1992, Evrard, 
Summers & Davis 1994, Frenk et al. 1996, Katz, Weinberg & Hernquist 1996, Navarro, 
Frenk & White 1997, Pearce et al. 1999, Thacker et al. 1999, Blanton et al. 2000). Whilst 
this approach allows the physics of gas dynamics and cooling to be followed accurately, 
without the need for simplifying assumptions, the large computational demand made by 
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such simulations limits their eflFectiveness, making it very difficult to include physical 
processes, such as star formation and the associated supernovae feedback, which are 
known to be of importance for galaxy formation (Navarro & White 1993). 
1.3 Motivation for this Work 
A number of questions concerning the formation and evolution of galaxies remain unan-
swered. The physical model of galaxy formation described in Chapter 2, coupled with 
improved observations, can now begin to investigate these questions directly. In this The-
sis we will study in detail the origins of the spatial and velocity distribution of galaxies 
by taking up the suggestion of Davis et al. (1985) and incorporating the galaxy formation 
model into N-body simulations of dark matter. 
Furthermore, since any model must be based on certain fundamental assumptions we 
will investigate the validity of certain assumptions underlying the galaxy formation model 
that we employ. 
Finally, we will explore one aspect of the connection between the galaxy population 
and the physics of the early Universe by studying the reionization of the intergalactic 
medium (IGM). 
Here we aim to address the following specific problems: 
• Do galaxy disks really grow by accretion of gas from a surrounding halo? 
• How well do semi-analytic and numerical simulation models of galaxy formation 
agree and where might they be improved? 
• How does the spatial distribution of galaxies differ from that of the dark matter? 
How does this depend upon the internal properties of galaxies? 
• Can stellar sources alone account of the reionization of the Universe, and will the 
signature of this process be detectable in the cosmic microwave background? 
First of all we turn our attention to describing the details and practical implementation 
of such a model. 
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Chapter 2 
A Semi-Analytic Model 
of Galaxy Formation 
Much of the work presented in this Thesis makes extensive use of the semi-analytic 
model of galaxy formation developed by Cole et al. (2000). This model combines several 
algorithms and procedures to allow the behaviour of dark matter, gas and stars to be 
followed. In this Chapter we will describe in detail the methods of this model. A large 
proportion of the work in this Chapter is based on Cole et al. (2000), who also describe 
in detail how the model parameters are constrained and demonstrate how the model 
predictions respond to changes in those parameters. 
Some of the theoretical techniques upon which the model is built (specifically the 
linear and non-linear growth of perturbations in an expanding universe, together with 
derivations of various equations) are consigned to Appendix A. 
2.1 Dark Matter Halos 
In CDM cosmologies where the baryonic component of the Universe accounts for only a 
small fraction of the total mass, the dynamics of the dark matter play a crucial role in 
the process of galaxy formation. For this reason, the first step in the semi-analytic model 
is to determine various properties of dark matter halos in the universe: their formation 
histories, angular momenta and density profiles. 
2.1.1 Merger Trees 
In CDM cosmologies, the power spectrum of density fluctuations has most variance on 
small scales. For this reason small dark matter halos form early (as fluctuations on the 
smallest scales become non-linear earlier). Larger halos form later and are created by the 
merging of smaller halos. This merging process can be described by the extended Press-
Schechter theory. Here we derive the dark matter halo mass function and the distribution 
of progenitor halo masses and describe how these are used to construct dark matter merger 
trees in the semi-analytic model. 
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Dark matter halo mass function 
The excursion set derivation of the Press & Schechter (1974) mass function proceeds as 
follows (Bond et al. 1991, Lacey & Cole 1993, see Bower 1991 for an alternative derivation). 
For a Gaussian random field of density fluctuations, we define the variance on mass scale 
M to be 
5(M) = cr2(M) = ( | J (M,x )p) , (2.1) 
where 5(M, x) = (p(x) — p) jp is the overdensity at position x when the density field is 
smoothed on mass scale M (i.e. with a fllter enclosing, on average, a mass M ) . Here /j(x) 
and p are the density at position x and the mean density of the universe respectively. 
The average is taken over all space. The smoothed held can be written as a convolution 
of the unsmoothed field with a window function WM{I') 
6{M, x) = I 6{X)WM{^ - y)d^y. (2.2) 
Taking the Fourier transform of this we find 
5i,{M) = 5t,WMik), (2.3) 
where W^ik) is the Fourier transform of WMir), (^ k are the coeflficients of the Fourier 
transform of 5(x), S]f^{M) are the coefficients of the Fourier transform of S{M,x) and 
k = |k|. Hence the mass variance can be written (using Parseval's theorem) as 
5(M) = I {\Si,\')Wlt{k)d'k. (2.4) 
To derive the Press-Schechter mass function use is made of sharp fc-space filtering, for 
which 
1 iik<kJM) 
WMik) = { ' (2.5) 
[ 0 if ^ > ks{M), 
where ks{M) is chosen such that S{M) has the form that would be obtained if a window 
function that was a top-hat filter in real-space were used instead. This choice for ks{M) 
ensures that the definition of S{M) is compatible with the spherical top-hat model of 
Appendix A.1.3. We now imagine placing a sphere enclosing mean mass M at some point 
X . For physically interesting power spectra, as M -> oo 5 ( M ) —>• 0 and so 6{M,x) will 
be zero. As M is decreased from infinity S{M,x) will begin to wander away from zero. 
The trajectory followed by 6[M,x) as M is decreased is completely determined by the 6\i 
values. Furthermore, as we are using a sharp k-spa.ce filter, and since the various Fourier 
modes are uncorrelated (as we have assumed a Gaussian random field) as we make a 
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Sc-(Ss-Sc) 
Figure 2.1: An example of a trajectory followed by S{M, x) is shown as the solid fine. At 
the end of the line the trajectory has reached a value of Ss > Sc. The dotted line shows 
an equally probable trajectory, which follows the solid line until Sc is reached, and is then 
a mirror image of the solid line about S — 5c- The mirror image trajectory reaches a final 
value of Sc - (4 - ^c) -
small decrease in M the increment in 5(M, x) is entirely uncorrelated with the previous 
trajectory of (5(M, x). Hence 5(M, x) executes a random walk. 
For a Gaussian random field the distribution of overdensities is simply a Gaussian of 
width x/S{M), i.e. 
P{5;M)d5 = 
sj2nS{M) exp - 25(M) 
d^, (2.6) 
where P{S\ M)AS is the probability of a point in the universe having overdensity in the 
range 6 to S + d5. Although this probability corresponds to averaging over all spatial 
positions, by the ergodic theorem this is equivalent to considering one spatial position 
and averaging over all possible realisations of the density field. Therefore, the fraction of 
possible trajectories which have S[M) > 6c (where is some, as yet undefined, value) is 
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simply 
This is the fraction of trajectories above Sc at a smoothing scale corresponding to S{M). 
Later we will equate trajectories that have risen above Sc with collapsed halos. A point 
will be part of a collapsed halo of mass greater than M i f its trajectory passed above Sc 
for any S < S{M). The above expression accounts for all trajectories above Sc at 5 ( M ) , 
but we also want to include trajectories which are now below 5^ but have been above it 
for some smaller S{M). As first pointed out by Chandrasekhar (1943a), for these purely 
random walks for every trajectory leading io S > Sc there is an equally probable walk 
leading to - (<^  — ^c) —2Sc — S (see Fig. 2.1). Hence we can include these trajectories 
to give the corrected expression 
F{S{M),Sc 
1 r°° ' 
v/27r5(M) 75, ^""^ 25(M) y + "^"P 1^  ' 25(M) dS. (2.8) 
This is the fraction of trajectories which have risen above Sc below some value of 5 ( M ) . 
The fraction of objects making their first upcrossing through in the interval 5 to 5-|-d5 
(we will write S rather than 5 ( M ) from now on where the meaning is unambiguous) must 
therefore be /(5,5c)d5 = [dF(5 ,4 ) /d5]d5 , i.e. 
/•5C/n/2S ^ 1 
/ (2a;2 - 1) exp(-a;2)da; - / (2y2 - 1) exp(-y2)dy , fiS,Sc 
(2.9) 
where x = S/\/2S and y = {2Sc-S)/\/2S. The integrals are easily solved using integration 
by parts, to give 
fiS,Sc) = 
2^53/2 "^"P I 25, 
(2.10) 
If we now specify that Sc is the extrapolated linear theory overdensity required for 
collapse in the top-hat model, as defined in eqn. (A.51), the above expression gives the 
fraction of mass in the universe which has collapsed into objects of mass Af to M -|- d M 
(corresponding to 5 to S -)- d5) . The number of objects of this mass per comoving unit 










2 V / ' Po Sc{t) 
dM, 
d In cr 
d l n M exp 2cr2(M) 
d M . (2.11) 
M 2 a{M) 
Note that since 4 and a{M) both scale with time in the same way (i.e. they increase in 
proportion to the linear growth factor) and since only their ratio enters into the above 
2. A Semi-Analytic Model of Galaxy Formation 15 
formula we can choose to evaluate them at any epoch. Conventionally they are both 
evaluated at the present day {t = to). 
When Press & Schechter (1974) originally derived this mass function they found that 
it accounted for only half of the total mass in the universe, and so simply scaled the 
mass function up by a factor of two (this extra mass supposedly being accreted onto 
halos from voids). The inclusion of trajectories that were once above 5c but are now 
below it at S{M) solves this problem. This derivation of this mass function makes several 
assumptions, such as applying the spherical top-hat model for halo collapse and filtering 
the density field with a sharp A;-space filter (which is extended in real space). Despite these 
simplifications the resulting mass function agrees reasonably well with those recovered 
from N-body simulations of dark matter, although the discrepancies between the two 
are now well known (Somerville et al. 1998). These discrepancies can be removed by 
considering models of non-spherical collapse. In particular, Sheth, Mo & Tormen (1999) 
have calculated the halo mass function using an elliptical top-hat collapse model which 
gives a much better fit to N-body simulation results. 
Progenitor halo mass distributions 
It is now trivial to derive the distribution of masses for the progenitors of a halo of given 
mass. Firstly, we define 5c{z) to be the extrapolated linear overdensity at the present day 
required for an object to collapse at redshift z. In an Einstein-de Sitter universe linear 
perturbations grow as (5 oc (1 -|- z)~^, and so 5c{z) = (1 + z)5c{0) — 1.686(1 -|- 2 ) as shown 
in Appendix A.1.2. 
Suppose that a trajectory first crosses through 5c,2 = Sc{z[t2]), where z[t] is the redshift 
corresponding to cosmic time t, at ^2 = S{M2) (i.e. it forms an object of mass M2 at 
time ^2)- We now continue this trajectory to larger values of S and look for where i t first 
crosses ^c , i = '^c(-2[^i]) > ^c,2! let this occur at 5 i = 5 ( M i ) . Now, since the trajectories 
exhibit a random walk (i.e. the continuation of the trajectory to higher 5 is independent 
of the starting position [52 ,^c ,2] ) the fraction of trajectories beginning at [82,6^2]) and 
having their first upcrossing through dc,i at 5 i is given by eqn. (2.10) with the simple 
replacements S Si - S2 and 6c - > (5c,i - ^c,2, i-e-
/ ( S . , 5.)d5. = _ ^^^3^, exp ^- ^^^^ _ j J S . , (2.12) 
or equivalently 
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/ ( M „ M 2 ) d M , = ' ^^ '^ ' -^^ '^ 
2^ ( a f - a | ) 3 / 2 
iSci-Sc2)'\ dal 
2{al - al) J d M i ' 
X e x p ( - i : ^ l f ^ ) ^ d M „ (2.13) 
where cti = (T{MI) and a2 — cr[M2)- This is the distribution of progenitor halos for the 
halo of mass M2 at time t2. 
The limiting behaviour of eqn. (2.13) as ti - d i i gives the progenitor distribution 
at a slightly earlier time t2 - dti (Lacey k Cole 1993) 
d/: 12 2 AMidti = , \ ^ ^ d M i d t i . (2.14) 
<i=i2 \/27r {al - a | ) 3 /2 d f i d M i dt 
The number of progenitors of mass Mi to Mi + d M i at this slightly earlier time, 
dA'"/dMi, is found by multiplying the above by M2/M1 
d M i dti Ml ^ ' 
for finite 5ti. 
Merger trees 
A Monte-Carlo scheme for generating realisations of halo merger histories can now be 
developed. Since the number of progenitors diverges as M i —>• 0 (although the total mass 
in such objects does not diverge) i t is necessary to impose some minimum progenitor mass, 
Mres, for the practical purpose of constructing merger trees. Then the total number of 
progenitor halos more massive than Mres and less massive than M2 /2 at the earlier time 
is simply, 
M2/2 
d M i , (2.16) 
/ M . e . dMi 
whilst the fraction of the original halo mass in progenitors below Mres is 
rMres d N M l 
F / ^ i l l i d M i . (2.17) 
Jo dMiM2 ' ^ ' 
If we choose Sti to be small enough such that F < 1 then only binary splits will 
occur (since P is the number of halos of mass less than M2 /2 , and to conserve mass if one 
progenitor of mass M i forms there must be another of mass M2 - M i ) . To determine the 
progenitors of the halo a random number, R, is picked in the range 0 to 1. If i? > P then 
no binary spfit occurred. In this case the mass of the halo is simply reduced to M 2 ( l - F) 
to reflect the loss of mass to progenitors below the resolution limit. If i? < P then a 
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mass between Mres and M2 /2 is drawn from the distribution given by eqn. (2.15) and two 
progenitors of masses Mi and M2( l — F) - Mi are created. Note that to determine the 
progenitor distribution three inputs are required: a{M) and the cosmological parameters 
fio and Ao which determine Sc{t)-
By applying this process to each progenitor halo present at a succession of timesteps a 
complete merger history of a dark matter halo can be created. The practical implementa-
tion of this algorithm in the semi-analytic model computes the merger history on a grid of 
very fine timesteps. This merger tree is then placed onto a coarser grid of iV t^ep timesteps 
(for the purposes of the remaining galaxy formation calculations). The timesteps of this 
grid (which may be spaced in time in a variety of ways depending on the problem being 
attempted) are chosen to be much smaller than the typical dynamical times of halos. 
The accuracy of various algorithms for merger tree construction has been explored by 
Somerville et al. (1998), who find that the mean properties of progenitors are reproduced 
reasonably well (although the higher order moments of the progenitor distribution are 
often not). The accuracy of this algorithm is explored briefly in §7.2.2. 
Beginning at the earliest time considered, each halo is assigned a mean density as 
determined from its time of collapse and eqn. (A.55) (or the equivalent for non-Einstein-
de Sitter cosmologies), a density profile and an angular momentum (as described in §2.1.2 
and §2.1.3). Each halo is assumed to retain these properties throughout its lifetime. A 
halo survives until i t becomes part of a halo with mass greater than /form times its original 
mass (/form = 2 is usually assumed). The properties of this new halo are then computed 
afresh. The time at which a new halo is assumed to 'form' is defined in a consistent 
manner: a new halo life begins when mergers produce a halo whose mass exceeds /form 
times the formation mass its largest progenitor. 
Initial Power Spectrum 
The key input for the Press-Schechter theory is the mass variance of the primordial density 
field as a function of scale, CT^(M). This is determined from the power spectrum of the 
density field, P{k), through the relation 
^ ' ( M ) = ^ y ^ P{k)Wh{k)k'AK (2.18) 
where W[k) is the window function. As noted above (§2.1.1), we filter the density field 
using a top-hat in real-space such that the window function becomes 
(2.19) 
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where R is the radius of a sphere which contains, on average, mass M. Theories of 
inflation predict a primordial power spectrum of the form P{k) oc but do not predict 
the amplitude. This primordial spectrum is processed by various physical effects as the 
universe evolves. The form of the power spectrum at a particular redshift is conventionally 




where D{z) is the growth factor (see Appendix A.1.2), Zp is the redshift at which the 
primordial power spectrum was defined and T{k,z) is known as the transfer function. 
I t is the transfer function which describes the effects of physical processes on the power 
spectrum. The transfer function is usually calculated numerically and described by a 
simple fitting formula. Throughout this work we use the fitting formula of Bardeen et 
al. (1986) to the C D M transfer function unless otherwise stated. The CDM transfer 
function depends on the so-called 'shape parameter', F, defined by Efstathiou, Bond & 
White (1992). For a standard CDM cosmology T ^ Qoh. However, F make take a lower 
value if, for example, a population of massive r neutrinos in the early universe decayed 
into lighter neutrinos thereby delaying the epoch of matter-radiation equivalence (see, 
for example, White, Gelmini & Silk 1995). This is the origin of the r C D M cosmological 
models considered in this Thesis. 
The only remaining unknown is the normalization of the power spectrum. This is 
usually specified by the quantity ag, which is the linear theory mass variance in spheres 
of radius 8h~^Mpc at the present day. This quantity can be constrained observationally 
from the abundances of hot X-ray clusters (Eke, Cole & Frenk 1996, Viana & Liddle 1996). 
2.1.2 Density Profile 
Once the dark matter halo has virialised we assume that its density structure can be 
described by a smooth, spherically symmetric profile. In reality any halo formed from 
the merging of smaller halos will be neither spherical nor smooth since progenitor halos 
can survive inside a larger halo for some time as shown by Moore et al. (1998). In high 
resolution N-body simulations of CDM universes Navarro, Frenk & White (1995) have 
shown that dark matter halos have a generic density profile within the virial radius, rn, 
of the form 
/ \ ^virPcrit 1 /2 2]^ ') 
^ ~ /(flNFw) r/rn ( r / r n + flNFw)^ 
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where Ayir is the mean density, in units of the critical density pcrit) inside the virial radius 
as defined by the spherical top hat model and, /(aNPw) = l n ( l + l/oNFw) - 1/(1 + 
ciNFw)- This form is found to be independent of halo mass and the values of cosmological 
parameters. The single free parameter ONFW (the inverse of the concentration parameter 
of Navarro et al.) is strongly correlated with the halo mass (Navarro, Frenk & White 1997) 
and so halos in this model are assigned a value of OMFW using a procedure equivalent to 
that described by Navarro, Frenk & White (1997). Although this profile has been found 
to be an accurate representation of halo profiles found in N-body simulations (Navarro, 
Frenk & White 1996, Navarro, Frenk & White 1997, Eke, Navarro & Frenk 1998) very 
high resolution simulations of dark matter halos Moore et al. (1998, see also Kravtsov et 
al. 1998) find a significantly steeper slope to the density profile in the inner regions of 
the halo. Since this steepening of the profile occurs only within a radius of approximately 
10% of the virial radius i t is unlikely to cause major differences to the properties of 
galaxies in our models. Perhaps a more serious discrepancy is that the NFW profile seems 
unable to match the rotation curves of dark matter dominated dwarf galaxies (Moore et 
al. 1999, Navarro & Steinmetz 1999). 
2.1.3 Spin Distribution 
As a dark matter halo collapses it will experience tidal torques from the gravitational 
field caused by other structures nearby. These torques will cause the halo to spin (i.e. it 
will gain some angular momentum). The amount of angular momentum gained by a halo 
in this way is conventionally described by the dimensionless spin parameter AH, defined 
as 
A„ = ^ , (2.22) 
where J H is the magnitude of the halo's angular momentum, Eu is the total energy of 
the halo (gravitational plus kinetic) and M H is the halo's mass. The distribution of spin 
parameters has been measured in N-body simulations of dark matter (see, for example, 
Barnes & Efstathiou 1987, Efstathiou et al. 1988, Warren et al. 1992, Cole & Lacey 1996) 
and seems to be only very weakly dependent on halo mass and the power spectrum. 
Furthermore, Lemson & Kauffmann (1999) find that this distribution is independent of 
the environment in which the halo lives. The distribution of spin parameters is well fit 
by a log-normal distribution of the form (Cole & Lacey 1996) 
C/x ^ -\ 1 ( ( lnA- lnAmed)^ \ dAH 
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where the parameters a\ and Amed have values of 0.53 and 0.039 respectively. Each newly 
formed halo in the semi-analytic model is assigned a spin parameter drawn at random 
from this distribution. 
To determine the angular momentum of the gaseous material that will eventually 
form a galaxy it is necessary to know the mean rotational velocity of the halo, Kot, as 
a function of radius. A simple model in which Vrot is constant with radius is compatible 
with the results of Warren et al. (1992) and Cole & Lacey (1996). To express Vrot in terms 
of known halo parameters (such as AH , and the virial radius and mass) i t is necessary to 
evaluate the angular momentum and the total energy of the halo. A detailed calculation 
of Vrot for both isothermal and NFW halo profiles is given in Appendix A.2. 
2.2 Gas Dynamics 
Although the dark matter is thought to be the gravitationally dominant component of 
the Universe it is the baryonic gas which is of greatest importance for studies of galaxy 
formation (since i t is this gas which forms the visible parts of galaxies). Until a growing 
perturbation has become strongly nonlinear, the gaseous component behaves almost iden-
tically to the dark matter, since it is too diffuse and cold for hydrodynamic or radiative 
processes to be of great significance, although at very low dark matter overdensities (^0.5) 
finite gas pressure prevents the gas from become similarly rarefied (Gnedin & Hui 1998). 
After virialisation, however, the gas and dark matter are expected to behave very 
differently. As the halo collapses the gas will shock and so be heated to approximately 
the virial temperature of the halo. Thereafter the hot, ionized gas can begin to cool. 
Above lO'^K gas begins to be collisionally ionized and so it will cool eflRciently via atomic 
processes. As the gas loses energy in this way it is forced to sink ever lower in the 
gravitational potential of the halo. In this way a cooling flow (see, for example, Fabian 
1994) forms, supplying gas to the central regions of the halo. In Chapter 6 we look for 
observational evidence that such cooling flows exist around present day galaxies. 
In the semi-analytic model of Cole et al. (2000) the gas in a dark matter halo is assumed 
to be shock heated to the virial temperature after which i t adopts an initial density profile 
in the spherically symmetric halo. Hydrodynamic simulations of clusters (Navarro, Frenk 
& White 1995, Eke, Navarro k Frenk 1998) show that, if cooling is ignored, the cluster 
gas adopts a profile which is more extended than that of the dark matter and which is well 
fit by a /3-model (Cavaliere & Fusco-Femiano 1976) in which /9gas(?") oc (r^ -|- ^•^ore)"^^^^ 
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with (3 2/3 and rcore ~ '*NFw/3 ~ rH/20. The gas temperature in these simulations is 
found to be close to the virial temperature, defined as TH = \^iva\{V^ where mH is the 
mass of the hydrogen atom and is the mean molecular mass of the ionized plasma, of 
the halo, and varies only very slowly with radius. 
In the semi-analytic model gas is therefore initially assumed to adopt a /9-model density 
profile with a constant temperature equal to the virial temperature. A value of P — 2/3 
is chosen. The initial value of fcore is taken to be fcore = ''NFw/S. Cooling in progenitor 
halos may affect this value of rcore since this cooling will have removed the lowest entropy 
gas from the halo. As it is this low entropy gas which would normally sink to the central 
regions of a new halo it seems likely that the cores of halos in which significant cooling 
occurred in progenitors will be relatively larger. For this reason a simple model is adopted 
in which any halo in the model that contains less than the universal baryon fraction 
{Qh/Qo) of its mass in the form of hot gas (indicating that some cooling has already 
occurred) has its value of rcore adjusted so as to give the same gas density at rn as would 
have been found if no gas had cooled. This of course ceases to be possible if the target 
density could not be reached even with gas uniformly spread throughout the halo. For this 
reason a hard upper limit of rcore = lOrn is imposed. In practice the exact value of this 
upper limit is irrelevant, since if it is reached there is so little gas remaining that cooling 
(and hence the density profile) is unimportant. As an alternative choice the semi-analytic 
model allows for the gas to be initially distributed as the dark matter. 
Once the halo has formed the hot gas will begin to cool. A cooling time is defined for 
the gas as T C O O I = E/E where E is the energy per unit mass of gas, and E is the rate at 
which a unit mass of gas is radiating energy, i.e. 
3pgas(r) keTgas , . 
' ^ ^ ° ° ' - 2 ^mH n2(r)A(rgas,^gas)' ^ ' 
where ke is Boltzmann's constant, tie is the number density of free electrons in the gas 
and A(Tgas, -^ gas) is the cooling function for gas at temperature Tgas and with metallicity 
Zgas-
The cooling function in a collisionally ionized gas has been tabulated by Sutherland 
& Dopita (1993). Since cooling is dominated by two-body processes, the cooling time is 
inversely proportional to the gas density and so is shorter in the centre of dark matter 
halos where the density is highest. This results in a cooling wave which propagates out 
from the centre of the halo behind which gas has cooled significantly. The radius of this 
cooling wave is approximately the radius at which the cooling time of the gas equals the 
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age of the halo. In the semi-analytic model all gas within this radius is assumed to have 
cooled and sunk to the centre of the halo, providing that the free-fall time for the gas at 
the cooling radius is shorter than the halo lifetime. If this is not the case only gas for 
which the free-fall time, given by 
-1/2 
dr", (2.25) 
is less than the halo lifetime is allowed to reach the halo centre. The accuracy of this simple 
cooling model is tested against numerical simulations of galaxy formation in Chapter 7. 
In Chapter 5 we consider the effects of Compton cooling, in which the ionized halo 
gas is cooled as cosmic microwave background photons scatter off electrons in the halo 
plasma. 
2.3 Disk and Star Formation 
Once gas has cooled and sunk to the centre of the dark matter halo the semi-analytic 
model assumes that a rotationally supported gas disk forms as will be described in §2.3.1. 
In §2.3.2 we describe how, having settled into this disk, the gas begins to transform into 
stars. The most massive stars can return a significant amount of mass and energy into the 
inter-stellar medium (ISM) during their lifetimes and in the supernova event which signals 
the end of their life. As will be described in §2.3.3, the semi-analytic model assumes that 
this energy input can reheat some of the gas in the galactic disk and cause it to be expelled 
from the disk out into the surrounding halo. The mass that high mass stars return to 
the ISM is also enriched in metals (which are formed within these stars). In §2.3.4 we 
describe the model of chemical evolution used to follow this process. Finally, in §2.3.5 we 
list the complete set of equations which govern the flow of gas and metals between the 
hot, cold and stellar gas reservoirs. 
2.3.1 Disk Formation 
As gas cools and flows to the centre of the halo it will settle into a rotationally supported 
disk providing that i t does not transfer all of its angular momentum to the surrounding 
dark matter through tidal torques. The semi-analytic model assumes that no angular mo-
mentum is transfered from gas to halo during cooling and furthermore assumes that the 
speciflc angular momentum of gas is equal to that of the dark matter at the radius from 
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which i t originated*. Hydrodynamic simulations have repeatedly failed to create realistic 
galaxy disks, since gas typically cools very early before tidal torques have imparted suf-
ficient angular momentum to it , and, furthermore, the lumpy nature of the halo merging 
process tends to transfer angular momentum outwards as gas cools, making the prob-
lem worse (see, for example, Navarro & Steinmetz 1997, Weil, Eke & Efstathiou 1998). 
However, as noted by Cole et al. (2000) the semi-analytic model assumptions seem to be 
in line with the simulated halos of Eke, Navarro & Frenk (1998), who include a crude 
'feedback' scheme to prevent gas cooling too early. Knowing the angular momentum of 
the disk material it is possible to calculate its size, as will be described in §2.4.3. The 
model assumes that the loss of any material from the disk (through supernovae feedback 
for example) does not affect the specific angular momentum of the remaining material. 
2.3.2 Star Formation 
With cold gas now settled into a rotationally supported disk, the semi-analytic model 
assumes that gas begins to turn into stars at a rate 
V> = Mcoid/r*, (2.26) 
where Mcoid is the mass of cold gas in the disk and is a characteristic timescale for star 
formation. The physics which determine the global star formation rate for a galaxy are 
still poorly understood (see Kennicutt (1998b) for a recent review). For this reason the 
semi-analytic model adopts the following flexible and generic form for which is broadly 
compatible with the data of Kennicutt (1998a), 
= e:' (Klisk/200 km s-^)"* Tdisk, (2.27) 
where Vjisu is the disk circular velocity and raisk is the dynamical timescale of the disk 
(rdisk = Trrdisk/Vdisk), both evaluated at the half mass radius of the disk. The first term. 
'Since the gas and dark matter density profiles have different shapes in our model, whilst the rotation 
speed for each component at any given radius is assumed to be the same the specific angular momentum 
of gas and dark matter averaged over the entire halo will not be the same. Cole et al. (2000) have chosen 
to force the average specific angular momentum of gas to be the same as that of the dark matter by 
reducing Kot for the gas by a constant factor throughout each halo (the value of this factor depends on 
the particular density profiles of gas and dark matter used). For the profiles used throughout this Thesis, 
Cole et al. (2000) find that this modification only changes the size of galaxy disks in the model (once other 
parameters have been adjusted to recover a good match to the galaxy luminosity function). Typically, 
disks are found to be smaller by a factor of approximately 0.75. 
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e*, is an eflRciency which determines the fraction of gas that is turned into stars per 
dynamical time of the disk for a Milky Way like galaxy (i.e. one with a rotation speed 
of around 200km/s). The second term controls how this efficiency depends on the disk 
circular velocity. The two parameters and a* are constrained by requiring the model 
to reproduce a range of observational data as described by Cole et al. (2000) (see also 
§2.6.2). 
2.3.3 Supernovae Feedback 
Stellar winds and supernovae originating from high mass stars inject energy (both thermal 
and kinetic) into the ISM (see, for example, Martin 1999). The semi-analytic model 
assumes that this energy deposition causes some of the cold gas in the ISM to be reheated 
and ejected from the disk back into the halo. The efficiency of this process is controlled 
by a parameter, /?, which is defined as the mass of cold gas ejected into the halo per unit 
mass of stars formed. Since gas should be able to escape more easily from galaxies with 
smaller gravitational potentials, (3 is allowed to depend on the disk circular velocity. The 
parameterization chosen for (3 is 
/? = ( W V - h o O - ' ^ - S (2.28) 
where Vhot and ahot are free parameters which can be fixed by constraining the semi-
analytic model to match certain observations of the local Universe. 
2.3.4 Chemical Enrichment 
Some fraction of the metals produced in high mass stars are returned to the ISM by stellar 
winds and supernovae. These metals become incorporated into later generations of stars 
and may also be returned to the hot halo gas by the effects of supernovae feedback. An 
instantaneous recycling model is adopted to follow the chemical enrichment of gas in the 
semi-analytic model (Searle & Sargeant 1972, Pagel & Patchett 1975). 
For a given stellar initial mass function (IMF) the yield, p, (which is the mass of 
metals returned to the ISM per unit mass of stars formed) and a recycled fraction, i?, 
(defined as the mass of gas returned to the ISM per unit mass of stars formed) are chosen. 
An allowance is made for the possibility that some fraction, e, of the metals produced are 
ejected directly into the hot halo gas surrounding the galaxy. Typically this fraction is 
assumed to be zero, however. 
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Figure 2.2: Schematic showing the flow of mass and metals between three phases (hot halo 
gas, cold gas in the galactic disk and stars in the disk). Solid lines show routes and rates 
at which mass is transfered between the three phases, whilst dashed lines show routes and 
rates for the transfer of metals. V is the instantaneous star formation rate, Mcooi is the 
rate of accretion of gas from the hot halo, p and R are the yield and recycled fraction of 
the IMF respectively, (3 and e are the feedback and ejection parameters described in the 
text and Z^ot, Zco\d and are the metallicities of hot halo gas, cold disk gas and stars 
respectively. 
Unlike the "closed box" model of chemical enrichment the metallicity of gas and 
stars in this model are affected by accretion of cold gas from the surrounding halo (and 
the metallicity of that gas). The effective yield, Peff, also differs from the "closed box" 
model due to the effects of feedback and the ejection term (e) such that we find Peff = 
p{l- e ) / { l - R + P), as will be shown in §2.3.5. 
2.3.5 Gas Equations 
The processes described above determine the rates of change of the masses of gas and 
metals in three phases: hot gas in the dark matter halo, cold gas in the galaxy disk, and 
gas locked up in stars. The flow of gas and metals between these phases is shown in Fig. 
2.2. 
The equations governing the flow of mass and metals are as follows: 
2. A Semi-Analytic Model of Galaxy Formation 26 
= ( l - i ? ) V (2.29) 
Mhot = -Mcooi + /?^ (2.30) 
Mcoid = Mcooi -{1-R + I3)i; (2.31) 
= {l-R)Z,Mi^ (2.32) 
Mg, = -M^oo\Zhot + {pe + PZ^old)i^ (2.33) 
M:old - M c^ool-^ hot 
+ ( p ( l - e ) - ( l - f / ? - i ? ) Z c o i d ) V ' , (2.34) 
where Mhot, Mucoid and M * are the masses of baryons in the hot, cold and stellar phases 
respectively (note that the mass of stars is the mass which is permanently locked up in 
stars, i.e. it excludes mass which is recycled and returned to the ISM). A dot indicates 
a derivative with respect to time and a superscript Z indicates a mass of metals. The 
metallicities Z are defined as Zhot = M^^jM^ot and Zcoid = i^?„,d/Mcoid. 
These equations can be solved to give the change in mass and metallicity in each 
gas reservoir over a short timestep. A full derivation of these solutions is given in Ap-
pendix A.3. 
2.4 Galaxy Merging 
The process of gas cooling within a dark matter halo can only create galaxy disks in this 
model. Elliptical galaxies, and the spheroidal components of spiral galaxies are assumed 
to be made via the destruction of two pre-existing galaxies in a violent merger event, 
or by gradual accretion of smaller satellites (i.e. minor mergers) as any stars from such 
galaxies are assumed to end up in the spheroidal component of the central galaxy. In this 
section we describe the details of the dynamical friction which drives galaxy merging and 
also explain how the sizes of galaxy disks and spheroids are determined. 
2.4.1 Dynamical Friction 
In a hierarchical universe a galaxy which formed in a small halo of mass Ms may, at some 
later time, find itself faOing into a larger halo of total mass M H . Numerical simulations 
(see, for example, Moore et al. 1998) of this process indicate that the core of the dark 
matter halo in which the galaxy formed survives for several dynamical times inside the 
larger halo. 
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Once the galaxy, which will now be known as the satellite galaxy, enters the larger halo 
it will begin to experience the effects of dynamical friction, whereby its orbital energy is 
transferred to the dark matter of the larger halo through gravitational interaction. This 
process will eventually force the satellite galaxy to spiral to the centre of the halo, where 
it will merge with any galaxy which happens to be there. 
The merger timescale for galaxies is derived in detail in Appendix A.4 and can be 
conveniently written as 
0.3722 M H 
rmr, = / d f e o r b i t r d , n j ^ ^ , (2..35) 
where / j f is a dimensionless parameter describe below, Ms is the mass of the satellite 
galaxy plus its original dark matter halo, T^yn = Trrh/Vc is the dynamical time of the 
larger halo, and the Coulomb logarithm is taken to be In (Ac) = ln(MH/Ms). The factor 
©orbit combines all dependency on the orbital parameters of the satellite and is defined 
as 
Gorbit = [J/ME)nr,{E)/ru]', (2.36) 
where J and E are the initial orbital angular momentum and energy respectively of the 
satellite and Jc{E) and rc{E) are the angular momentum and radius respectively of a 
circular orbit with energy E. For the initial orbital parameters of the satellite Cole et al. 
(2000) pick a value of log ©orbit from a Gaussian with (log ©orbit) = - 0 . 1 4 and variance 
((log ©orbit)^) - (log ©orbit)^ = 0.0676, which they find to be a good fit to the distribution 
of logOorbit found by Tormen (1997) in cosmological N-body simulations. Since the 
merger timescale, Tmrg, determined in this way is based on a number of assumptions 
(e.g. treating the satellite as a point mass) the parameter / j f is introduced to allow some 
freedom in determining merger timescales. The merger rate resulting from this expression 
is compared to that found in numerical simulations of galaxy formation in Chapter 7. 
When a new halo is formed all satellite galaxies are assigned a value of log ©orbit chosen 
from the distribution described above, and the corresponding value of Tmrg computed. The 
satellite is then made to merge with the central galaxy of the halo after a time Tmrg has 
elapsed. If the halo merges with another (thereby forming yet another new halo) before 
this time is reached each satellite is assigned a new r^rg and begins the whole process 
again. 
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2.4.2 Spheroid Formation 
When a galaxy of mass M i merges with another galaxy of mass M2 > M i the event is 
termed a 'major merger' if M i > /eiiipM2. In this case the galaxies are assumed to be 
completely disrupted, leaving a single spheroidal remnant. Any gas present in either of 
the original galaxies is turned into stars using the normal star formation rules, but with 
a very short star formation timescale, in a starburst. For other (i.e. non-major) mergers 
the stars of the satellite galaxy are added to the bulge of the central galaxy, and any gas 
present is added to the disk of the central galaxy. 
2.4.3 Sizes 
Since the specific angular momentum and total mass of the gas cooling to form a galactic 
disk are known it is possible to compute the size of the disk as will be described below. 
With a model for the pseudo-specific angular momentum of spheroids formed in merger 
events (see §2.4.4) a similar calculation, also described below, can be carried out for these 
objects. The formation of the disk and spheroid of a galaxy will have a gravitational 
effect on the surrounding dark matter halo. We explore this effect first. 
Halo contraction 
As gas cools and condenses within a halo to form a galaxy at the centre it will exert 
a gravitational influence on the dark matter in the halo. The gravitational pull of the 
galaxy will in fact compress the halo, causing the dark matter to move towards the halo 
centre. This process can significantly affect the circular velocity of the galaxy itself. 
For a halo particle in a periodic orbit the quantity j pdq, where p is the canonical 
momentum conjugate to the coordinate q and where the integral is taken along the orbit 
of the particle, is an adiabatic invariant. This can be seen to be true since 
where H is the Hamiltonian of the system and the final step follows from the fact that the 
Hamiltonian (i.e. the total energy of the particle) must be unchanged around the orbit. 
Thus for a particle on a circular orbit in a spherically symmetric potential we find that 
the quantity rVn (the pseudo-specific angular momentum of the particle) is an adiabatic 
invariant (i.e. p = mVn for a particle of mass m in a circular orbit, and so § pdq — 
27rrmVH). As long as the condensation of the central galaxy occurs sufficiently slowly 
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this quantity will be conserved for each particle in the halo (for a thorough discussion of 
this result see Barnes & White 1984, Blumenthal et al. 1986, Flores et al. 1993). 
Applying this result to each spherical shell of dark matter the initial, ro, and final, r, 
radii of the shell can be related by 
roKHo(ro) = r K H ( r ) , (2.38) 
where VcHo(''o) and K H ( ' ' ) are the halo circular velocities before and after galaxy con-
densation respectively. With the assumption that the baryonic component of the halo is 
distributed like the dark matter, and defining 1 - / H to be the fraction of the total mass 
which forms the central galaxy the final, MHO(?'O)) and initial, Mu{r), masses within the 
shell (assuming no shell crossing) are related by 
MH(r) = /HMHo(ro). (2.39) 
The circular velocity of the halo can now be found by assuming that both contributors 
(halo material and galaxy material) are spherically symmetric. For the case of galaxy 
disks Cole et al. (2000) claim that this is a better estimate of the eflFect of the disk on the 
dark matter than using the circular velocity due to the disk in the disk plane, which is 
somewhat larger. The circular velocity is then 
Kli(r) = G [ M H ( r ) + M^ir) + M B ( r ) ] / r , (2.40) 
where M-o{r) and M B ( r ) are the masses of disk and bulge respectively within radius r. 
The consistency condition MHO(?") = fH^Hoir) + MD{r) + MB{r) (which ensures that the 
virial radius of the halo is unchanged) must be satisfied. Combining (2.38), (2.39) and 
(2.40) gives 
roM^^o('-o) = r [///M//o(ro) + Mu{r) + M B ( r ) ] . (2.41) 
Equation (2.41) relates, for given disk and bulge mass profiles, the final radius of any 
halo shell to its initial radius, and therefore allows the rotation curve of the halo including 
the effects of the central galaxy to be determined. 
Disk and bulge sizes 
In §2.4.3 we described how the mass profile of the dark matter halo in the presence of a 
central galaxy can be calculated. Equation (2.41), which defines the mass profile, depends 
upon the mass profiles of the disk and spheroidal components of the central galaxy. Here 
we describe how these profiles are calculated in the semi-analytic model. 
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For the disk component the total mass, M D , and the specific angular momentum of 
the disk material, J D , are known (see §2.1.3 and §2.2). The disk is assumed to adopt an 
exponential surface density profile, £D(?')) of the form 
Mn / r \ 
where /ID is the radial scale length of the disk, related to the disk half-mass radius, ro, 
by 2(rD//iD + 1) exp ( -rD// iD) = 1 or, approximately, = 1.68/ID. The total disk mass 
within radius r is then simply 
MD(r) = / 27rrSD(r)dr 
Jo 
^ Jo ^ V hr, ) ho ho 
= M D [ l - ( l + r / / iD) exp ( -r / / iD)] . (2.43) 
The specific angular momentum of the disk is given by 
r<x> 
JD = / 27rrSD(r)rKD(r)dr/MD 
Jo 
r2 / r \ ycD(r) dr 
= rnV.u{ru)l ^ - P ( - / ^ j i . 6 8 y c D ( r D ) ^ 
= korDVcDirD), (2.44) 
where 
and VCD('') is the circular velocity of the disk. For a fiat rotation curve eqn. (2.45) gives a 
value of 1.19 for k^). Cole et al. (2000) note that the value of A;D is only weakly dependent 
on the form of the rotation curve used and so k-Q = 1.19 is used for all galaxies in the 
semi-analytic model. 
Using the relation V^^{rr,) = G M ( r D ) / r D (where M(rD) is the total mass within 
radius rD) along with (2.44) we find, 
= klGrD fuMmirDo) + ^A;hMD -t- MB(rD) (2.46) 
where we have used the relation MH(r) = /HMHO(?'O) (eqn. 2.39), and MD(rD) = M D / 2 
by definition of ro . The constant k^ accounts for the disk geometry (since the disk 
is not spherically symmetric its contribution to V^^ is not simply G M D ( r ) / r ) . For an 
exponential disk Binney & Tremaine (1987, eqn. 2-169) find k^ = 1.25. 
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The disk size, TD, must satisfy both eqn. (2.46) and eqn. (2.41) evaluated at ro, i.e. 
/HMHo(rDo) + ^ M D + MB(rD) (2.47) 
This is simplified slightly by using eqn. (2.46) to eliminate M B from (2.47) giving 
rDoMHo(rDo) = ' ^(^h - l )rDMD. (2.48) 
The spheroidal component of the galaxy is treated in a similar way. Firstly we assume 
that the projected density of the spheroid is described by a de Vaucouler's r^/''-law (see, 
for example, Binney & Tremaine 1987, eqn. 1-13). This profile is usually characterised by 
its effective radius, reff, which is the radius containing half the mass in projection. I t is 
related to the three-dimensional half mass radius, TB , by TB — 1.35refr. A pseudo-specific 
angular momentum can be defined for the spheroid: 
jB = rBK(rB) (2.49) 
where Vc{r) is the circular velocity profile inside the spheroid. JB is assumed to be 
conserved, except during mergers of galaxies at which time a new value of js is calculated 
(see §2.4.4). Analogous to the disk case, we find two equations which must be satisfied 
by the spheroid radius: 
= GrB 
and 
fuMuoirBo) + MoirB) + ^MB (2.50) 
rBoMHo(rBo) = § . (2.51) 
Note that in (2.50) it is assumed that the mean effect of the disk on the spheroid can be 
estimated by spherically averaging over the disk. 
For a given initial halo mass distribution, MHO(''O)) disk and bulge masses, M Q and 
M B , and disk and bulge specific angular momenta, J D and JB, (2.46), (2.48), (2.50) and 
(2.51) form a coupled set of equations which can be solved (with a careful numerical 
approach) for r-o and VB using an iterative procedure. 
2.4.4 The Merger Rule 
As shown in §2.4.3, to determine the radius of the spheroidal component of a galaxy we 
need to determine its pseudo-specific angular momentum. To do this the semi-analytic 
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model assumes that spheroids form when two galaxies collide (their orbits having been 
degraded by dynamical friction). The galaxies are assumed to merge when their separation 
equals the sum of their half mass radii. If we assume that each galaxy (i.e. the two merging 
galaxies and the one that is formed by the merger) are in virial equilibrium, then their 
total energy equals one half of their gravitational self-binding energy, 
i ^ b i n d - - ^ ^ , (2.52) z r 
where M and r are the mass and half mass radius respectively of the galaxy and c is a 
constant which depends on the distribution of the mass. For an r^/^'-law galaxy c = 0.45 
can be found by numerical integration whilst for a exponential disk c = 0.49 (Binney & 
Tremaine 1987, eqn. 2-171). For simplicity a value of c = 0.5 is adopted for all galaxies 
in the model. The orbital energy of the two galaxies just before they merge is given by 
/orbit GM1M2 
•C'orbit = 7^ ; , 
2 r i -I- r2 
where M i and M2 are the masses of the merging galaxies and r i and r2 are their half 
mass radii. The parameter /orbit depends on the orbital parameters of the galaxy pair. A 
value of /orbit = 1 is adopted, which corresponds to point mass galaxies in circular orbits 
about their centre of mass. Conservation of energy then requires 
-Ebind.new = -^bind,! + -£^ bind,2 + -Borbit, (2.54) 
where i?bind,new is the binding energy of the new galaxy. Upon using (2.52) and (2.53), 
this becomes 
( M l + M2)^ M2 M | /orbit M1M2 
= 1 1 ; , [Z.Z)0 
rnew ri r2 c r i -I- r2 
where rnew is the half mass radius of the new, spheroidal galaxy. 
Cole et al. (2000) note that these equations imply that in a merger of two identical 
galaxies the radius of the new galaxy is 4/3 times larger than that of the original galaxies, 
which is in reasonable agreement with the value of 1.42 found in simulations of equal mass 
galaxy mergers (Barnes 1992). 
The computed value of rnew can be used in eqn. (2.50), along with VCB(?'B) = G ( M i + 
M2)/2rnew to find the value of JB- This value of J B is then used in (2.51) to determine 
the value of rB in the contracted halo profile, using eqns. (2.50) and (2.51), which is then 
assumed to be the true value of r^. This value of typically differs only slightly from 
rnew, indicating that the treatment of the dark matter during the merger is approximately 
self-consistent. 
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2.5 Spectral Synthesis 
Having determined the masses, sizes and star formation and chemical histories of each 
galaxy the semi-analytic model then turns these quantities into observable properties, i.e. 
the luminosity of the galaxy in any desired wave band. 
The technique of stellar population synthesis, originally implemented by Tinsley (1972, 
1980) and developed by Bruzual & Chariot (1993) and Bressan, Chiosi & Fagotto (1994) 
amongst others, is used, in which the raw galaxy spectral energy distribution (SED) is 
determined by summing the SEDs of all the stars which make up the galaxy taking into 
account the age of each episode of star formation (§2.5.1). Emission lines, which arise 
in Hl l regions near young stars are also modelled (§2.5.2). These raw SEDs are then 
modified to account for the presence of obscuring material (i.e. dust) within the galaxy 
itself (§2.5.3). 
2.5.1 Stel lar Spec tra 
In the stellar population synthesis technique the SED per unit mass of stars, ^\{t,Z), is 
computed for a single stellar population (i.e. stars of a single metallicity and age), as a 
function of the population's age, t, and metallicity, Z. The SEDs of single stellar popula-
tions have been computed by Bruzual & Chariot (2000). These single stellar populations 
can be combined, suitably weighted by a star formation rate, to give the total SED of a 
galaxy. 
To compute the ^x{t,Z) a form must be chosen for the stellar IMF. In the semi-
analytic model the IMF is assumed to be constant in space and time. The standard 
choice of IMF is that of Kennicutt (1983), which has been found to agree most closely 
with available data in the Solar neighbourhood (Scalo 1998). Other choices of IMF are 
available within the semi-analytic model. The possibility of brown dwarfs being formed 
is also included in this model. The fraction of brown dwarfs formed is determined by the 
parameter T , which is defined as (mass in visible stars + mass in brown dwarfs)/(mass 
in visible stars). Therefore T > 1. The effect of T is simply to reduce all luminosities 
by a factor of T . The chosen IMF also determines the values of R and p (the recycled 
fraction and yield of the stars respectively). Values of R and p calculated from stellar 
evolution models (Renzini & Voli 1981, Woosley & Weaver 1995, Marigo, Bressan k 
Chisoi 1996, Portinari, Chiosi & Bressan 1998) and appropriate for various IMFs are 
given by Cole et al. (2000). 
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The raw SED of each galaxy is found by convolving the star formation rate, il}{t), with 
the single stellar population SEDs: 
Sx{t) = f'^x{t-t',Z{t'))i^{t') dt', (2.56) 
Jo 
where 5a (0 is the resulting SED at time t and Z{t) is the metallicity of stars formed 
at time t. In evaluating this integral the SEDs of Bruzual & Chariot (2000) are linearly 
interpolated in t and log Z to intermediate ages and metallicities. Finally, the broad band 
luminosity of the galaxy can be determined by summing the SED under the appropriate 
filter response function. 
Cole et al. (2000) note that the resulting galaxy SEDs are quite sensitive to the choice 
of IMF (and its associated yield). The resulting uncertainty is greater than the differ-
ences between different stellar population synthesis models found by Chariot, Worthey & 
Bressan (1996) for old stars. For the case of very young stars, however, there is still a 
significant variation in spectra between population synthesis models. 
2.5.2 E m i s s i o n L i n e Model l ing 
Emission line properties are calculated in this model by first determining the luminosity 
in Lyman continuum photons produced by the stellar population. This is then combined 
with models of Hl l regions to determine the luminosities and equivalent widths of emission 
lines such as Ha and On. 
For the purposes of this Thesis we will be interested only in the Ha line (see Chap-
ter 5). The luminosity of this line is found by simply assuming that all photons shortwards 
of 912A (i.e. those that are energetic enough to ionize hydrogen) emitted by stars will 
ionize a hydrogen atom in the gas surrounding the star. We then assume "case B" recom-
bination, meaning we ignore recombinations directly to the ground state {n — 1), since 
such recombinations just produce another ionizing photon. Thus, only recombinations to 
levels n = 2 ,3,... are counted. The fraction of such recombinations which produce an Ha 
photon (n = 2 ^ 1) is then taken from Osterbrock (1974). 
2.5.3 Dus t E x t i n c t i o n 
The presence of dust in the ISM can significantly attenuate the optical luminosity of a 
galaxy as dust grains both absorb and scatter light. The effect of dust is even greater 
on far-ultraviolet luminosities. Within the semi-analytic model the effect of dust on each 
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galaxy SED is computed using the model of Ferrara et al. (1999), in which the radia-
tive transfer of light from stars in a disk and bulge is followed through dust distributed 
smoothly in the galactic disk. The output of this model is the attenuation as a function 
of wavelength (A), galaxy inclination angle (z), central optical depth of the galaxy in the 
V-band (TVO), ratio of bulge and disk scale lengths [r^/h'o) and the ratio of dust and 
stellar vertical scale heights (/iz,dust//iz,stars)-
Stars are assumed to be distributed in a bulge and in an exponential disk with a 
vertical scale height equal to 0.0875 times the disk's radial scale length. This ratio was 
adopted by Ferrara et al. (1999) to match the observed values for the old disk population of 
galaxies like the Milky Way. A fixed value of /iz,dust/^z,stars is assumed (/iz,dust/^z,stars = 1 
being the standard choice) and galaxies are assigned random inclination angles i. The 
central optical depth in the V-band is computed from the known properties of the galaxy: 
TVo o c — 2 — ^ 2 ' (2-^') 
''"''disk ''disk 
where Z^oXd is the metallicity of the cold gas in the galaxy disk. Note that the mass of 
dust in the galaxy is assumed to be proportional to both the mass of cold gas in the disk 
and the metallicity of that gas. The above equation is normalized by requiring gas of 
metallicity Z = 0.02 to have the dust to gas ratio measured in the local ISM. Cole et al. 
(2000) show that this leads to 
TVQ 0.043 f M ^ M ) ( ^ ) . (.2.58) 
\ M0PC-2 ) V O . O 2 ; ^ ' 
Cole et al. (2000) find that the effects of dust are quite insensitive to the choice of 
^z,dust//iz,stars ^ud also to the choice of extinction curve (the Milky Way extinction curve 
is used as standard, but a Small Magellanic Cloud extinction curve may also be used). In 
the models used in this Thesis the reemission of the absorbed energy at longer wavelengths 
is not included (since we do not consider wavelengths where this emission is important). 
The model of Cole et al. (2000) has, however, now been extended to include reemission 
by dust (see Granato et al. 2000). 
2.6 Using the Model 
The semi-analytic model described generates several Monte-Carlo merger trees for halos 
in a range of masses. The galaxy formation rules described in this Chapter are then 
applied to each merger tree to determine the properties of galaxies residing within that 
halo, at any redshift(s) of interest. 
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In §2.6.1 we show the parameters of the model, and also describe the model outputs. 
In §2.6.2 we briefly describe the observational constraints which have been applied to the 
model. Both of these topics are covered in a much more thorough manner by Cole et al. 
(2000). 
2.6.1 Parameters and Outputs 
The parameters of the semi-analytic model can be split into four classes: numerical param-
eters; cosmological parameters; galaxy formation parameters and dynamical parameters. 
These are reviewed below. 
Numerical parameters 
The parameters Mres and Ngteps, which determine the progenitor halo mass resolution and 
the number of timesteps used in constructing merger trees, should not be thought of as 
free parameters of the model. Instead they simply control the numerical implementation 
of the model and are adjusted until the model results converge. 
Cosmological parameters 
The cosmological parameters QQ, AQ, h'^ (as defined in Appendix A . l ) , F, CTS (as defined 
in §2.1.1) and fib (the mass density of baryons in the Universe expressed in units of 
the critical density), specify the background cosmology in which the galaxy formation 
calculations take place. As such these parameters can be constrained from observations 
unrelated to galaxy formation (e.g. measurements of fluctuations in the cosmic microwave 
background such as will be made by the MAP and Planck satellites). 
Galaxy formation parameters 
This set of parameters determines the processes of star formation, feedback and chemical 
enrichment within each galaxy. Star formation is described by two parameters, and 
a*, along with an IMF. Feedback is described by two parameters, Vhot and ahoti along 
with a third, e, which determines the fraction of metals ejected into the hot halo gas by 
supernovae. Finally, chemical enrichment is described by a recycled fraction, R, and a 
yield, p, (both of which are fully specified, in principle, by the choice of IMF). A final 
parameter, T, determines the fraction of stars formed which are brown dwarfs. 
'Throughout this Thesis we will express the Hubble constant, Ho as lOOhkm/s/Mpc. 
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Dynamical parameters 
Finally, f^f and feiup control the rate of galaxy merging and the frequency of violent 
mergers respectively. 
Model output 
The semi-analytic model produces a list of properties for each galaxy residing in each 
dark matter halo which was modelled. The properties given for each galaxy are: 
• a flag indicating whether the galaxy is a central galaxy or a satellite galaxy; 
• mass of stars in disk and bulge components; 
• mass of cold gas in the disk component; 
• metallicities and ages of disk and bulge stars weighted by mass or luminosity in any 
band; 
• metallicities of cold gas and hot halo gas; 
• instantaneous star formation rate; 
• luminosities in any desired band; 
• disk and bulge half mass radii (plus the combined half mass radius); 
• circular velocities at disk and bulge half mass radii (or the luminosity weighted 
circular velocity); 
• mass and circular velocity at the virial radius of the halo in which the galaxy was 
last a central galaxy, and of the halo in which the galaxy resides at the output time. 
The effects of dust can be computed from these properties (namely the cold gas mass 
and metallicity and the disk and bulge radii). The surface brightness and isophotal 
magnitudes can also be determined from the luminosities and disk and bulge radii. 
Since the abundance of each halo modelled is known (from the Press-Schechter mass 
function) i t is possible to construct mock galaxy catalogues for any required volume of 
the universe which contain any of the above properties. 
For the purposes of the work carried out in this Thesis other outputs have been added 
to the model. These are: 
• the three dimensional position and velocity of each galaxy (see Chapter 3); 
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• the ionising (A < 912A ) luminosity from each halo, plus the size of the ionization 
front growing around the halo (see Chapter 5). 
2.6.2 Observat ional Constraints 
In order to fix the values of the model parameters a set of observations are used to 
constrain the model. Here we will not describe the procedures used to constrain the 
various free parameters since a detailed account of this process has been given by Cole et 
al. (2000), who also explore in detail the effects of changing model parameters. In all of 
the work presented in this Thesis we use parameter values similar to those of the model 
presented by Cole et al. (2000)*, unless otherwise stated. 
Instead we list below the primary observational constraints and the parameters which 
they are used to fix. In §2.7 we will show these same observational constraints and present 
the results from the fiducial models in each case. 
The morphological mix of bright galaxies in the local Universe is used to constrain 
the parameter /eiup. The feedback parameters Fhot and ahot are constrained by the local 
6j-band luminosity function, the Tully-Fisher relation and the size of galaxy disks. A low 
value of tthot is required to produce a straight Tully-Fisher relation, whilst a high value 
helps reduce the slope of the faint end of the luminosity function. The value of cvhot = 2 
that has been adopted is a compromise between these two considerations. The value of 
V'hot also affects the faint end of the luminosity function, but is further constrained by the 
sizes of galaxy disks. The star-formation parameters and a* were constrained by the 
masses of cold gas in spiral galaxies and faint spiral galaxies respectively. The stellar 
IMF is chosen to conform to observations of the Solar neighbourhood and to obtain a 
good match to the observed distributions of galaxy colours. Corresponding values of R 
and p are taken from Cole et al. (2000). The dynamical friction parameter, /df, is usually 
left equal to 1, but may be altered if doing so significantly improves the model luminosity 
function. The value of T is chosen to force the bj-band luminosity function to match that 
of Zucca et al. (1997) at around L , . Finally, the ejection parameter e is left equal to zero 
for all models considered in this Thesis. 
'Since much of the work in this Thesis was completed before the to be published version of Cole et al. 
(2000) was finalized it was impossible to have exactly the same parameters as their final model. 
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2.7 Fiducial Model Results 
In this section we will list the parameters of two fiducial models and present some of the 
basic model results. 
2.7.1 Mode l Parameters 
Table 2.1 shows the parameters of the two fiducial models for which results are shown in 
this Chapter. 
2.7.2 B a s i c Resul t s 
In this section we present some of the basic results from the model of galaxy formation 
for the two fiducial models that we have described. We will not explore the sensitivity 
of these results to changes in the model parameters as such a study was carried out in 
detail by Cole et al. (2000), and the effects of parameter variations are considered later 
(see Chapters 3, 4 and 5). 
Luminosity Functions 
The local galaxy luminosity function is the most important constraint placed on this 
model of galaxy formation. Throughout this Thesis we will consider only those models 
which give a good match to this function to be realistic, and will use this as a criterion 
for ruling out models. Strong emphasis is placed on this particular constraint as it has 
been well measured over a range of luminosities and because it is a fundamental property 
of the galaxy population. Furthermore, matching this function is of great importance if 
the model is to produce realistic predictions for other quantities (e.g. a model which fails 
to reproduce the bright end of the luminosity function may give incorrect results when 
tested against a magnitude limited sample). 
In Fig. 2.3 we show the model luminosity functions in the blue optical 6j band and 
in the near infrared K band. A compilation of observational data is shown as noted in 
the figure. The various observational determinations all agree well at the bright ends, 
but show very different results at fainter magnitudes. This is particularly noticeable in 
the 6j band where the dispersion between surveys is greater than the statistical errors. 
This implies that either the luminosity functions in the various volumes surveyed are very 
different, or that there are systematic variations in selection criteria between the surveys. 
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Figure 2.3: The b j and K-band luminosity functions in the fiducial models compared with 
a compilation of observational data. The solid line in each case includes the effects of 
dust and has T chosen so as to match the ESP bj-band luminosity function of Zucca et 
al. (1997) at bj - 5\ogh = —19.8. The dashed lines show the corresponding luminosity 
functions before the effects of dust are included. In the left hand panels the dotted line 
indicates the luminosity function obtained if the 25 mag/arcsec^ isophotal magnitude is 
used rather than the true total magnitude., 
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For each band we show the model luminosity function with and without the effects 
of dust. The dust distribution was taken to have the same vertical scaleheight as the 
gas distribution, but varying this assumption has little effect on the luminosity functions. 
In the K-band the inclusion of dust has little effect on the luminosity function, which 
is a reasonable match to the observational data. In the 6j band, however, including 
dust makes a large difference at the bright end, making galaxies fainter by around 0.5 
magnitudes. Without dust the model is a poor fit to the observational data, but with 
dust included a good match to the bright end of the luminosity function is obtained. 
For the 6j band we also show the effects of surface brightness on the model luminosity 
function. To do this the difference between the total magnitude and the face-on magni-
tude within the 25 mag/arcsec^ isophote was determined, assuming that bulge and disk 
scalelengths are unaffected by dust extinction. We then assumed that this difference was 
independent of inclination. Because of these approximations and because some attempt is 
made in surveys to correct to total magnitudes this line cannot be compared in a quanti-
tative way to the observational data, but does give an indication of the kind of systematic 
effects which may be present in observational data. This reduces the luminosity of galax-
ies and lowers the luminosity function. Whilst this has greatest effect at faint magnitudes 
the shift is still significant (in terms of the observational uncertainties) around L , . 
TuUy-Fisher Relation 
The Tully-Fisher relation is an observed correlation between the luminosity of spiral 
galaxies and the peak in their rotation curve. The ability to reproduce this relation is an 
important test of galaxy formation models as it relates the dynamics of galaxies to their 
stellar content. We show in Fig. 2.4 the I-band Tully-Fisher relation from the fiducial 
models compared to the complete diameter limited subset of spiral galaxies selected by 
de Jong & Lacey (1999) from the catalogue of Mathewson, Ford & Buchhorn (1992). 
The I-band magnitude of each galaxy, in both the model and the observational data, 
is corrected to the face-on value including the effects of dust extinction. The velocity 
plotted here is the maximum in the measured rotation curve for the observed sample, 
whilst in the model we plot the circular velocity at the half-mass radius of the galaxy, 
including the self-gravity of disk and bulge, evaluated in the disk mid-plane. Thus the 
model velocities may be systematically low if the peak occurs at some point other than the 
half-mass radius, although this eflfect will be small as the model galaxies have reasonably 
flat rotation curves. 
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Figure 2.4: The I-band Tully-Fisher relation in the fiducial models. Points show the 
observed distribution from Mathewson, Ford & Buchhorn (1992), for which all magnitudes 
were corrected to face-on values, including dust extinction. The dotted line shows the 
model relation, for galaxies selected to have a bulge-to-total ratio in dust-extincted I -
band light of 0.02 to 0.24, and with at least 10% of their disk mass in the form of cold 
gas. Again, all magnitudes are face-on values including the effects of dust. Circular 
velocities are measured at the half-mass radius of the disk. The line indicates the median 
of the model distribution, whilst the error bars show the 10% and 90% intervals of the 
distribution. The solid line shows the same set of galaxies but now plotted using the 
circular velocity of the dark matter halo in which they formed rather than the velocity of 
their disk. 
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Model galaxies are selected to have a bulge-to-total ratio in dust-extincted I-band light 
between 0.02 and 0.24, which approximately matches the range of galaxy types (Sb-Sd) 
included in the Mathewson, Ford & Buchhorn (1992) sample according to the conversion 
between T-type and bulge-to-total ratio of Baugh, Cole & Frenk (1996b), which was based 
on the data of Simien & de Vaucouleurs (1986). Model galaxies were also required to have 
at least 10% of the mass of their disk in the form of cold gas. Galaxies with little cold gas 
would have no ongoing star formation and would therefore not display prominent spiral 
arms. Furthermore, gas is required to allow the rotation speed to be measured, either to 
produce the emission lines needed for optical determinations of the rotation curve, or the 
21cm emission needed for Hi measurements. 
In the ACDM cosmology the slope of the model Tully-Fisher relation is in good agree-
ment with the data, and the scatter of 0.75 magnitudes is only slightly smaller than the 
observed scatter of 1.1 magnitudes. The zero-point, however, is offset from the obser-
vational data by approximately 0.8 magnitudes (or alternatively by a factor of 1.25 in 
velocity). The r C D M model also has a reasonable slope, but is even further offset from 
the observed zero-point. This discrepancy is insensitive to most changes in galaxy forma-
tion parameters if the model is forced to fit the bright end of the luminosity function by 
adjustment of T (Cole et al. 2000). The predecessor of the Cole et al. (2000) model (Cole 
et al. 1994), and other semi-analytic models, such as those of KauflFmann et al. (1999a) 
and Somerville & Primack (1999), constructed the Tully-Fisher relation using the circu-
lar velocity of each galaxy's dark matter halo, Vhaioi rather than the circular velocity of 
the galaxy itself, Vdisk- This therefore neglects the self-gravity of each galaxy, which we 
find results in Vdisk being approximately 1.3 times Vhalo- Consequently, when constructed 
using Vhalo the model Tully-Fisher zero-point is in much better agreement with that of 
the data, producing a good fit in the case of our ACDM model. 
Disk Sizes 
Fig. 2.5 compares the distribution of I-band disk scale lengths from the model with the 
observational data of de Jong & Lacey (1999). In the model the sizes of disks are funda-
mentally determined by the angular momentum of the proto-disk material, which arises 
from torques acting on the material as the dark matter halo expands and collapses. The 
resulting distribution of halo spin parameters, AH (see §2.1.3), is well understood and rea-
sonably well modelled by the form given in eqn. (2.23). The main uncertainties that arise 
in calculating the size of disks are therefore the distribution of angular momentum within 
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Figure 2.5: The sizes of galaxy disks predicted by the fiducial models compared with the 
observed distributions of de Jong & Lacey (1999). The two panels for each model show 
the distribution of exponential scale-lengths, (i.e. the number density as a function 
of scale-length and magnitude) in luminosity bins straddling L*. Points with errorbars 
and triangles are, respectively, the observational data and 95% confidence upper limits 
for Sb-Sd galaxies, allowing for the dependence of the observational selection function on 
galaxy size and luminosity. Model galaxies with bulge-to-total ratios in dust-extincted 
I-band light, ( B / T ) i , less than 0.33 are shown. 
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Table 2.2: The percentage of galaxies of each morphological type at z = 0 in the two 
fiducial models. 
Model S SO E 
ACDM 58 7 35 
r C D M 40 11 49 
a halo (which determines the angular momentum of the fraction of gas which has been 
able to cool), and whether the gas conserves its angular momentum as i t cools. Whilst 
the assumptions described in § 2 . 1 . 3 seem reasonable further investigation is warranted as 
noted in § 2 . 3 . 1 . Cole et al. (2000) note that beyond these uncertainties the biggest influ-
ence on disk sizes is the strength of feedback in the model: if feedback is weak disks form 
early in small halos and so are themselves small, whilst i f feedback is strong disks form 
later in more massive halos and so are consequently larger. The value of Vhot = 150 km/s 
used in the ACDM reference model produces a model disk scale length distribution with 
a peak close to that in the observational data, and with a width comparable to (though 
slightly larger than) the data. In the r C D M model the stronger feedback required to 
obtain a good match to the luminosity function makes galaxy disks somewhat larger than 
observed. 
Morphology 
As described in § 2 . 4 . 2 bright elliptical galaxies are formed through the violent merger of 
two disk galaxies. An elliptical galaxy can also be built up gradually via the accretion of 
lower mass galaxies, as the stars in such galaxies are added to the bulge of the accreting 
galaxy. Cole et al. (2000) show that the mixture of morphological types in the model is 
determined by the parameters / e U i p and / d f which determine, respectively, what fraction of 
galaxy-galaxy mergers create an elliptical merger remnant and how frequent such mergers 
are. They also show that the strength of feedback influences the morphological mix, since 
weak feedback allows disks to form at high redshift giving them a long time in which to 
undergo mergers and change into ellipticals, whilst strong feedback prevents disks forming 
until much later, giving them little time in which to merge. 
The model does not predict actual morphologies for galaxies, but instead predicts 
bulge-to-total mass and luminosity ratios. Since there exists a correlation between mor-
phology and bulge-to-total ratio (which admittedly has significant scatter) we will simply 
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use cuts in bulge-to-total ratio of define morphological types. Ellipticals are defined as 
those galaxies with more than 60% of their dust-extincted B-band light contributed by the 
bulge component, whilst spirals are those with less than 40% contributed by the bulge. 
SO galaxies occupy the intermediate range. 
In Table 2.2 we show the morphological mix in both fiducial models for a volume-
limited sample of galaxies brighter than M B - 5 log/i = —19.5. A magnitude limited 
sample shows a very similar mix. These values can be compared to the morphological mix 
in the A P M Bright Galaxy Survey which is S-^Irr : SO : E = 67 : 20 : 13 (Loveday 1996, 
table 10). Here we have lumped together spirals and irregulars and assumed that the 90% 
of galaxies which were classified in this survey are a representative sample. A compatible 
result was found in the SSRS2 redshift survey: S -|- Irr : SO + E = 66 : 34 (Marzke et 
al. 1998, table 2). 
Considering the crude nature of the morphological classification scheme we have 
adopted the agreement between this data and the fiducial model results seems reasonable. 
Cole et al. (2000) note also that since the effects of disk-instabilities are not included in 
these models (and are likely to alter the morphological mix somewhat, particularly for 
galaxies fainter than X*) fine-tuning of the parameters feUip and /df to match the obser-
vational data does not seem warranted. 
Cold Gas Content 
The cold gas content of spiral galaxies in this model is sensitive to the star formation 
parameters and (Cole et al. 2000). In Fig. 2.6 we compare the mass of hydrogen 
in model spiral galaxies with the observational data of Huchtmeier & Richter (1988) and 
Sage (1993). The Sage (1993) data include measurements of both Hi and H2, and covers 
a complete sample of galaxies of types Sa-Sd. The Huchtmeier & Richter (1988) data 
includes only Hi measurements, and is for Sa-Im galaxies. Brighter than M B - 5\ogh = 
— 16, Sa-Sc galaxies dominate over Sdm-Im galaxies and so we plot the Sage (1993) data 
only. Fainter than M B - 5 log / i = -16 the fraction of hydrogen in the form of H2 appears 
to be small {Mu^/Mi{j<^0.2), and so here we plot only the Huchtmeier & Richter (1988) 
data. 
For the standard choice of fiducial model parameters the model in both cosmologies is 
in reasonable agreement with the data. It is interesting to note, as pointed out by Cole et 
al. (2000), that for a Kennicutt law star-formation timescale (which would correspond to 
a* = 0 in this model) the model would show a trend of Mny/LB vs. M B in the opposite 
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Figure 2.6: The cold gas content of spiral and irregular galaxies as a function of their 
luminosity. The squares with errorbars show observational data, and indicate the median 
and 10 and 90 percentiles of the distribution of Mny/Ls at each luminosity for galaxies 
of class Sa to Im. M^y = MHI -|- is the mass of cold hydrogen including both atomic 
and molecular hydrogen. These points have been estimated from a combination of data 
from Huchtmeier k Richter (1988) and Sage (1993), as described in the text. Circles 
with errorbars show results from the models. Galaxies of comparable morphological type 
are selected by requiring their bulge-to-total ratio in B-band light to be less than 0.4. 
The model cold gas masses are expressed in the observational units, h~'^MQ, and we set 
Muy = 0.7Mcoid to account for the presence of helium in the cold gas. 
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direction to the observed trend. 
Metallicity 
Cliemical evolution in this model is followed using the instantaneous recycling approxi-
mation. However, the model differs from the simple "closed-box" scenario since gas can 
be ejected from a galaxy through the action of supernovae feedback, and fresh gas can 
flow into a galaxy as i t cools from the surrounding halo. As such the effective yield, Peffi 
varies from galaxy to galaxy through the variation of the feedback parameter ^ as shown 
in eqn. (A.87). Model predictions for metallicity scale linearly with except for the 
effect of metallicity on the cooling rate of halo gas. 
Both cosmologies are able to match the data quite well. The model dependence of 
metallicity on absolute magnitude appears somewhat weaker than is observed, but the 
two are consistent within the errors. 
Star Formation History 
In Fig. 2.8 we show the star formation history of the two fiducial models, compared 
to observational data. Solid lines indicate the luminous star formation rate (i.e. brown 
dwarfs are excluded). Dotted lines show the contribution from quiescent star formation 
in galaxy disks, whilst the dashed lines indicate the contribution from bursts of star 
formation triggered by major mergers. The basic form of these curves is generic to CDM 
cosmologies: the rate initially rises as structure (and so galaxies) form, but eventually 
begins to decline as the supply of gas needed for star formation is used up. However, it 
is obvious from Fig. 2.8 that the actual form is strongly dependent on the specific model. 
For example, in the r C D M cosmology the drop in star formation rate at high redshift 
is much more rapid than in the ACDM cosmology, due to the much stronger feedback 
employed in the r C D M model. 
Recent measurements of the star formation rate per unit volume over a large redshift 
baseline have made this quantity an important test for theories of galaxy formation. How-
ever, it is worth noting that measuring the star formation rate is a difficult observational 
task. For example, the conversion from emission line luminosity to star formation rate 
depends not only on the assumed IMF and stellar population model, but also on the 
degree to which the emission line light is attenuated by dust and the extrapolation from 
the observed part of the star formation rate distribution to the global rate. 
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Figure 2.7: The variation in metallicity with luminosity in the fiducial models is compared 
to observational data. Lines indicate the median metallicity in the model with errorbars 
showing the 10 and 90 percentiles of the distribution. Panels on the left show the metal-
licity of the cold star-forming gas in disk-dominated galaxies compared to data for spiral 
and irregular galaxies, whilst the panels on the right show the stellar metallicities of bulge-
dominated galaxies, compared to observations of elliptical galaxies. All observational data 
was taken from the compilation by Zaritsky, Kennicutt & Huchra (1994). 
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Figure 2.8: The luminous star formation rate (i.e. that excluding brown dwarfs) per 
unit comoving volume as a function of redshift. In each panel the solid line gives the 
star formation rate from the fiducial model, whilst the dotted and dashed lines show the 
quiescent star formation rate (in galaxy disks) and the rate of star formation in bursts 
respectively. Points with errorbars show observational data from Gallego et al. (1995a,b) 
(triangle), Lilly et al. (1996) (circles) and Madau et al. (1996) (squares). Points without 
error bars are raised by a factor of 3 to indicate the likely effects of correcting for the 
presence of dust. Note also that the data points are different for the two cosmologies due 
to the differences in the comoving volume-redshift relation, the luminosity distance and 
the assumed stellar IMF. 
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2.8 Discussion and Conclusions 
We have described the implementation and use of a complete model for galaxy formation 
in hierarchical universes. Given assumptions about the background cosmology this model 
is able to predict key physical properties of the galaxy population at any redshift. We have 
presented results from this model in two different cosmological models and compared these 
to the available observational data, finding generally good agreement, but highlighting 
some discrepancies. 
In Chapters 6 and 7 we will test one of the key assumptions of this model and compare 
its predictions to an alternative model of galaxy formation. Firstly, in Chapters 3, 4 and 5 
we will employ this model to study the problems of galaxy clustering and the reionization 
of the Universe. 
Chapter 3 
The Nature of Galaxy 
Bias and Clustering 
3.1 Introduction 
Studies of the clustering of cosmological dark matter have progressed enormously in the 
past twenty years. The dynamical evolution of the dark matter is driven by gravity 
and fully specified initial conditions are provided in current cosmological models. This 
problem can therefore be attacked quite cleanly using N-body simulations (see Gross et 
al. 1998, Jenkins et al. 1998, and references therein). Studies of the clustering properties 
of galaxies, on the other hand, are much more complicated because galaxy formation in-
cludes complicated and poorly understood astrophysical processes such as gas cooling, star 
formation and feedback from supernovae. These processes couple with the gravitational 
evolution of the dark matter to produce the clustering pattern of galaxies. Because of this 
complexity, progress in understanding galaxy clustering has been slow. Yet, theoretical 
modelling of galaxy clustering is essential if we are to make the most of the new generation 
of galaxy redshift surveys, the Two-degree Field (2dF, Colless 1996) and Sloan Digital 
Sky Survey (SDSS, Gunn & Weinberg 1995), and of the new data on galaxy clustering at 
high redshift that has been accumulating recently (e.g. Adelberger et al. 1998, Giavalisco 
et al. 1998) 
Two kinds of simulation techniques are being used to approach galaxy clustering 
from a theoretical standpoint. The first of these attempts to follow galaxy formation 
by simulating directly dark matter and gas physics in cosmological volumes (e.g. Katz, 
Hernquist & Weinberg 1992, Evrard, Summers & Davis 1994, Pearce et al. 1999, Blanton 
et al. 2000). Because the resolution of such simulations is limited, phenomenological 
models are required to decide when and where stars and galaxies form and to include 
the associated feedback eflFects. The advantage of this approach is that the dynamics of 
cooling gas are calculated approximately without the need for simplifying assumptions. 
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The disadvantage is that even with the best codes and fastest computers available, the 
attainable resolution is still some orders of magnitude below what is required to resolve 
the formation and internal structure of individual galaxies in cosmological volumes. For 
example, the gas resolution element in the large Eulerian simulations of Blanton et al. 
(2000) is around half a megaparsec. Lagrangian hydrodynamic methods offer better 
resolution, but even in this case, this is poorer than the galactic scales on which much of 
the relevant astrophysical processes occur. 
A different and complementary approach to studying galaxy clustering is to use a 
semi-analytic model of galaxy formation such as that described in Chapter 2. In this 
case, resolution is generally not a major issue. The disadvantage of this technique, com-
pared to hydrodynamic simulations, is that, in calculating the dynamics of cooling gas, 
a number of simplifying assumptions, such as spherical symmetry or a particular flow 
structure, need to be made (some of these assumptions are tested against smoothed par-
ticle hydrodynamics simulations in Chapter 7). As in the direct simulation approach, a 
model for star formation and feedback is required. In addition to adequate resolution, 
semi-analytic modelling offers a number of advantages for studying galaxy clustering. 
Firstly, it is a much more flexible approach than full hydrodynamic simulation and so the 
effects of varying assumptions or parameter choices can be readily investigated. Secondly, 
with detailed semi-analytic modelling it is possible to calculate a wide range of galaxy 
properties such as luminosities in any particular waveband, sizes, bulge-to-disk luminosity 
and mass ratios, masses, circular velocities, etc. This makes it possible to construct mock 
catalogues of galaxies that mimic the selection criteria of real surveys and to investigate 
clustering properties as a function of magnitude, colour, morphological type or any other 
property determined by the model. 
Semi-analytic modelling has been used in two different modalities to study galaxy 
clustering. In the first approach, the semi-analytic model is used to populate a grid of 
halo masses drawn from the Press-Schechter halo distribution, with galaxies, and the 
galaxy correlation function is computed using the analytic model of Mo & White (1996). 
This technique has been extensively applied by Baugh et al. (1998b, 1999), and is es-
sentially unlimited in the halo mass resolution that it can reach. In the second, more 
direct, approach, the semi-analytic modelling is applied to dark matter halos grown in 
a cosmological N-body simulation. The advantages of this latter strategy are that it al-
lows a proper treatment of the small scale regime where the Mo & White model breaks 
down and it bypasses any inaccuracies in the analytic (Press-Schechter) model used to 
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compute the mass function of dark halos in the pure semi-analytic approach. This tech-
nique has been implemented in two ways. In the simplest case (Kauffmann, Nusser & 
Steinmetz 1997, Roukema et al. 1997, Governato et al. 1998), a merger tree for each halo 
identified in the N-body simulation is generated in a Monte-Carlo manner. In the second 
implementation (Kauffmann et al. 1999a,b, Diaferio et al. 1999), the halo merger trees 
are extracted directly from the N-body simulation. 
In this Chapter, we adopt the first approach to the combined use of semi-analytic and 
N-body techniques (i.e. with Monte-Carlo merger trees) to study galaxy clustering. We 
focus on the specific question of how the process of galaxy formation couples with the 
large scale dynamics of the dark matter to establish the clustering properties of the galaxy 
population. We investigate in detail processes that bias galaxies to form preferentially in 
certain regions of space. Previous cosmological dark matter simulations have established 
that the dark matter in popular CDM models tends to be more strongly clustered on 
small scales than the observed galaxy population (Gross et al. 1998, Jenkins et al. 1998). 
We investigate whether the required antibias arises naturally in these cosmologies. More 
generally, we compare the predictions of these models with observations over a range of 
scales. The techniques that we use are described in §3.2. The clustering properties of 
galaxies in this model are presented in §3.3. The various processes that play a role in 
determining how the galaxy distribution is biased relative to the mass are discussed in 
§3.4. In §3.5, we show that our results are robust to changes in model parameters and 
finally in §3.6 we discuss our main conclusions. 
3.2 Description of the Model 
The two techniques that we employ in this Chapter, N-body simulations and semi-analytic 
modelling, are both well established and powerful theoretical tools. The semi-analytic 
model is described in detail in Chapter 2. We do not intend to describe the techniques of 
N-body simulations in detail here, but instead refer the reader to the appropriate sources. 
3.2.1 Semi-Analytic Models 
In this Chapter we extend this list of predictions made by the semi-analytic model of 
Chapter 2 to include the spatial clustering of galaxies, in particular the two-point cor-
relation function. Whilst these models are similar in principle to those of KauflFmann et 
al. (1999a) they use different rules for star formation and feedback and also include the 
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Figure 3.1: Mass function of halos containing galaxies with M B - 51og/i < -19.5 in our 
r C D M (left hand panel) and ACDM (right hand panel) models. Mass functions weighted 
by number of galaxies are shown by the solid lines while unweighted mass functions are 
shown by dotted lines. These halos are well above the resolution limit (equal to the mass 
of a group of 10 particles in each simulation). 
eifects of chemical enrichment due to star formation. We also choose to constrain the 
model parameters in a rather different way, as discussed below. 
3.2.2 Incorporation into N-body Simulations 
We first locate dark matter halos within the simulation volume by use of a group finding 
algorithm. This provides a list of approximately virialised objects within the simulation. 
For each such halo we determine the position and velocity of the centre of mass and also 
record the positions and velocities of a random sample of particles within the halo. The list 
of halo masses from the simulation is fed into the semi-analytic model of galaxy formation 
in order to produce a population of galaxies associated with each halo. The merger tree 
for each dark matter halo is generated using a Monte-Carlo method, as opposed to being 
extracted directly from the N-body simulation (as was done by Kaulfmann et al. 1999a). 
Each galaxy is assigned a position and velocity within its halo. Since the semi-analytic 
model distinguishes between central and satellite galaxies, we locate the central galaxy at 
the centre of mass of the halo and assign i t the velocity of the centre of mass. Any satellite 
galaxies are located on one of the randomly selected halo particles and are assigned the 
velocity of that particle. In this way, by construction, satellite galaxies always trace the 
density and velocity profile of the dark matter halo in which they reside. 
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Figure 3.2: B and K band luminosity functions for the r C D M (dotted line) and ACDM 
(solid line) reference models. Points with error bars show a selection of observational 
determinations of the luminosity functions. The luminosity functions are shown only as 
faint as the r C D M resolution limit and the vertical dashed line shows the resolution limit 
for ACDM models. 
Once galaxies have been generated and assigned positions and velocities within the 
simulation it is a simple process to produce catalogues of galaxies with any desired se-
lection criteria (e.g. magnitude limit, colour, etc.) complete with spatial information 
or, equally simply, with redshift space positions to enable the study of redshift space 
distortions (see Chapter 4). 
3.2.3 Reference Models 
We have made use of the "GIF" simulations carried out by the Virgo Consortium. These 
are high resolution simulations of cosmological volumes of dark matter carried out in four 
different cosmologies: r C D M and ACDM (which are used as our reference models), SCDM 
and OCDM (which we consider briefly in §3.5). These models are described in detail by 
Jenkins et al. (1998) and the simulations are described by KauflPmann et al. (1999a). 
Briefly, the simulations model boxes of order 100 h"^ Mpc in size with nearly 17 million 
particles, each of mass approximately 10^^h~^MQ. The critical density models, SCDM 
and r C D M , have h = 0.5 and spectral shape parameter F = 0.5 and 0.21 respectively, 
whilst the low density models, ACDM and OCDM, have h = 0.7, QQ ^ 0.3 and T = 0.21. 
The A C D M model is made to have a flat geometry by inclusion of a cosmological constant. 
All the models are normalised to produce the observed abundance of rich clusters today 
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(Eke, Cole & Frenk 1996, Viana & Liddle 1996). Dark matter halos were identified using 
the "Friends-of-Friends" algorithm (Davis et al. 1985) with a linking length of 6 = 0.2; 
only halos containing 10 or more particles are considered. The ability to resolve halos of 
this mass allows us to determine the properties of galaxies up to one magnitude fainter 
than L^. 
We construct two reference semi-analytic models with the same cosmological param-
eters as the corresponding GIF simulations. The smallest halo that can be resolved in 
the N-body simulation determines the faintest galaxies for which the model catalogues 
are complete. We consider only galaxies brighter than M B - 5 log/i = -19.5 and we 
have checked, in each case, that the model is complete to this magnitude. A model is 
complete if the lowest mass halo which can contain a galaxy of interest is above the 
group resolution limit in the simulation (which is 10 times the particle mass). Fig. 3.1 
displays the halo mass functions for galaxies brighter than M B - 5 log/i = -19.5 in 
the two reference models and shows that these two models are complete to this mag-
nitude limit. The minimum mass halo occupied by galaxies is 5.3 X IQ^^H'^Mq in 
ACDM and 1.5 x lO^^/i~^M0 in r C D M . The faintest galaxies which are fully resolved 
in the semi-analytic models have M B - 51og/i -18.3, M K - 5 log/i -21.3 and 
M B - 51og/i -17.3, M K - 51og/i -19.8 in ACDM and r C D M respectively. When 
varying model parameters we have checked that the galaxy samples remain complete. 
The r C D M and ACDM models both reproduce the local B and K-band luminos-
ity functions reasonably well, including the exponential cut-off at bright magnitudes, as 
shown in Fig. 3.2. The ACDM model also produces a close fit to the I-band Tully-Fisher 
relation constructed using the circular velocities of the dark matter halos in which they 
formed, as may be seen in Fig. 3.4. (When the circular velocities of the galaxies them-
selves are used instead, the model velocities are about 30% too large; see §2.7.2 and Cole 
et al. (2000) for a full discussion.) In contrast the r C D M model misses the Tully-Fisher 
zero-point by nearly 1 magnitude. (The model Tully-Fisher relations plotted in Fig. 3.4 
are for galaxies selected as described in §2.7.2.) 
The ACDM model is similar to the fiducial model of Chapter 2. In both cases, the 
model parameters were chosen so as to obtain a reasonable match to a subset of local 
data, most notably the galaxy luminosity function. The model used in this Chapter was 
selected before the fiducial model of Chapter 2 (which is very similar to that of Cole et 
al. 2000) had been fully specified and so there are small differences in the values of some 
of the parameters in the two models. These differences are immaterial for our present 
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purposes. We show in Figure 3.3 galaxy two-point correlation functions from the reference 
model of this Chapter (solid fine) and from the fiducial model of Chapter 2 (dashed line). 
Dotted lines indicate the Poisson errors on the solid curve. For the fiducial model of 
Chapter 2 the semi-analytic galaxies were placed into an N-body simulation identical to 
the GIF ACDM simulation except that the cosmological parameters ag and F were set 
to be 0.93 and 0.19 respectively in order to match the parameters of the fiducial model. 
Once the difference in ag between the two models is taken into account the two galaxy 
correlation functions differ by an amount entirely comparable to the scatter seen in Fig. 
3.14 (for models which are good fits to the luminosity function). 
All semi-analytic models considered in this Chapter include the effects of dust on 
galaxy luminosities calculated using the models of Ferrara et al. (1999), unless otherwise 
noted. The model parameters of the reference models used in this Chapter are listed in 
Table 3.1. The role of each, and the way in which these parameters are constrained by a 
set of observations of the local Universe, are discussed in detail in Chapter 2 and by Cole 
et al. (2000). Note also that these models used a somewhat smaller core radius for the 
hot gas in halos, with Tcore being initially set to 0.1 times tnew-
As noted in Table 3.1 an artificially low value of /df is required in the r C D M model 
in order to obtain a good fit to the local B and K-band luminosity functions. The rapid 
galaxy merger rate that results from this choice will deplete the number of galaxies living 
in high mass halos, and so may affect the correlation function of galaxies. However, in 
§3.5.1 we show that altering this parameter produces no significant change in the model 
correlation function. 
3.3 Clustering of Galaxies 
3.3.1 The Galaxy Two-Point Correlation Function 
The evolution of dark matter in the linear regime is well understood analytically (Ap-
pendix A. 1.2), and can be followed into the non-linear regime using N-body simulations 
(e.g. Jenkins et al. 1998), or theoretically inspired model fits to the simulation results 
(Hamilton et al. 1991, Peacock & Dodds 1996). The case for galaxies is very different. 
Galaxies are generally believed to form near regions of high density (as in the heuristic 
"peaks bias" model of galaxy formation; see, for example, Bardeen et al. 1986). If galaxies 
formed only in halos with masses greater than the characteristic clustering mass, M* (the 
mass for which the r.m.s. density fiuctuation in the Universe equals the critical over-
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Figure 3.3: Two-point correlation functions for galaxies brighter than M B - 5log/^ = 
-19.5 in a ACDM cosmology. The solid line indicates the correlation function of galaxies 
in the model used in this Chapter whilst the dashed line indicates that of galaxies in 
the fiducial model of Chapter 2. Dotted lines indicate Poisson errors for the solid curve 
(errors for the dashed curve are comparable). Open squares indicate the observed APM 
real-space correlation function (Baugh 1996). 
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Figure 3.4: Tully-Fisher relations in the r C D M (dotted line) and ACDM (solid hue) 
reference models. These models are constrained by the luminosity function. Points are 
the observational data of Mathewson, Ford & Buchhorn (1992). Each line is plotted 
using the circular velocity of each galaxy's dark matter halo and indicates the median of 
the distribution, while the error bars indicate the 10% and 90% intervals. Galaxies are 
selected by their bulge-to-total ratio in dust-extincted I-band light, which is required to 
be in the range 0.02 to 0.24, and are required to have at least 10% of the mass of their 
disk in the form of cold gas. 
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density for collapse in the spherical top-hat model), at birth they would be biased with 
respect to the dark matter. However, galaxy formation is an ongoing process occurring 
in a range of halo masses, so any initial bias will evolve with time. 
Several authors (Davis et al. 1985, Bagla 1998, Tegmark & Peebles 1998) have shown 
that if galaxies could be assigned permanent tags at birth, then their correlation function 
would approach that of the dark matter at late times because the clustering due to 
gravitational instability eventually becomes much greater than that due to the initial 
formation sites of galaxies. They show that this is true even in simple, continuous models 
of galaxy formation. 
However, the Universe is more complex than this. I t is diflficult, if not impossible, to 
assign a permanent tag to a galaxy since galaxies evolve and sometimes merge. Therefore, 
as we look to higher redshifts, it is unlikely that we will be observing the same population 
of galaxies that we see at z 0. For example, in a survey with a fixed apparent magnitude 
limit we should expect to see the galaxy correlation function initially decreasing to higher 
2, as the characteristic clustering mass decreases. Eventually, however, the correlation 
function should begin to rise as the apparent magnitude limit selects only the brightest 
and most massive galaxies at high redshift which are intrinsically more clustered than the 
average galaxy. These points have been discussed in detail by Kauffmann et al. (1999a) 
and Baugh et al. (1999). Thus, the apparent evolution of the galaxy clustering pattern 
depends on the internal evolution of the galaxies themselves as well as on the variation 
of their positions with time. In the semi-analytic model both of these forms of evolution 
are explicitly included. 
The results of the techniques described in the previous section are shown in Fig. 3.5 
& 3.6. Fig. 3.5 shows slices through the GIF ACDM and r C D M dark matter simulations 
on which we have overlaid the positions of galaxies from the models. The galaxies can 
be seen to trace out structure in the dark matter and to avoid the underdense regions in 
the dark matter distribution. The galaxies clearly follow the large scale structure of the 
dark matter, but as we will show, they are biased tracers of the mass. The most obvious 
difference between the two diagrams is the smaller number of galaxies in the r C D M 
model. This is simply due to the smaller volume of the r C D M slice (approximately five 
times smaller than the ACDM slice), since the number of galaxies per unit volume is 
constrained to be very similar in each model by the requirement that they match the 
observed luminosity function. 
Fig. 3.6 shows the two-point correlation function of the model galaxies, and compares 
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r C D M ACD.M 
Figure 3.5: The left hand panel shows the locations of galaxies brighter than . U B -
5 log /; = -19.5 in a r C D M model. The figure shows a slice of the dark matter simulation 
85 X 85 X A.lh~^ Mpc'' in size. The density of dark matter is indicated by the greyscale 
(with the densest regions being the darkest). Overlaid are the positions of the galaxies, 
indicated by open circles. The right hand panel shows the equivalent slice from a ACDM 
model (the initial density fields of the GIF simulations all have the same Fourier mode 
phases, hence the similarity of the structure), the slice in this case being 141 x 141 x 8/;~ 
Mpc'^ in size. 
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Figure 3.6: The left hand panel shows the two-point correlation function of galaxies 
brighter than MB - blogh = -19.5 in the r C D M model as a solid line. The dashed lines 
to either side indicate the Poisson sampling errors. This is compared to the observed 
A P M real-space correlation function (points with error bars) and to the mass correla-
tion functions in the N-body simulations (dotted line). The right hand panel shows the 
equivalent plot for the ACDM model. 
them to the observed A P M correlation function (in real-space) and to the correlation 
function of the underlying dark matter. The two models show distinct differences in 
their behaviour. Most obviously, the ACDM model is very close to the A P M data from 
r ^ 0.3h~^ Mpc to r 10h~^ Mpc, whilst the r C D M model fails to achieve a large 
enough amplitude on scales > 1.0h~^ Mpc and drops even further below the observed 
correlation function on smaller scales. The r C D M model shows a strong bias on large 
scales. The bias parameter, defined as the square root of the ratio of the mass and galaxy 
correlation functions, is approximately 1.4. The ACDM model, on the other hand, is 
essentially unbiased on large scales. Both models show an anti-bias on smaller scales. It is 
interesting to note that the galaxy correlation functions do not display the same features 
as the dark matter. For example the shoulder in the ACDM dark matter correlation 
function at 3 Mpc is not present in the galaxy correlation function. Instead, the 
latter is remarkably close to a power-law form over about four orders of magnitude in 
amplitude. 
3. The Nature of Galaxy Bias and Clustering 66 
3.3.2 Sys temat ic Effects 
In this section we consider two systematic effects which may affect the clustering properties 
of galaxies in these models: dynamical friction in groups and clusters and our procedure 
for constructing merger trees for the dark matter halos. We show that neither of these 
significantly affects the two-point correlation function. 
Dynamical Friction 
These models do not accurately account for the effects of dynamical friction on the spatial 
position of satellite galaxies in halos. The simulations lack the resolution to follow this 
process directly. They can, however, correctly model the two extremes of this effect. If 
the dynamical friction timescale is much longer than the age of the halo, then the galaxy 
orbit is close to its original orbit, and so our placement scheme, consisting of identifying 
galaxies with randomly chosen halo particles, is correct on average. Conversely, if the 
dynamical friction timescale were much shorter than the halo lifetime, the satellite galaxy 
would have sunk to the bottom of the halo potential well and merged with the central 
galaxy. This effect is included in the semi-analytic model. Therefore, it is only in the 
intermediate range where the dynamical friction timescale is of the same order as the 
halo lifetime that these models do not accurately reproduce the galaxy positions within 
clusters. 
To estimate the effect of dynamical friction on the correlation function we have tried 
perturbing the galaxy positions using the following simple model. From the calculation 
of the dynamical friction timescale in an isothermal halo given in §2.4.1, and specifically 
eqn. (A.106), i t can be seen that the orbital radius of a galaxy in a circular orbit, r, 
decays with time as 
r = r:, / " ^ ^ ^ (3.1) 
•''mrg 
where r; is the initial orbital radius of the galaxy when the halo forms, at < = 0, and Tmrg 
is the dynamical friction timescale of the galaxy, given by eqn. (2.35). Here, to mimic 
this behaviour, each satellite galaxy is first assigned a position in the halo tracing the 
dark matter as before and then its distance from the halo centre is reduced by a factor 
r/r\, which we can compute as we know both Tmrg and t for each galaxy. 
Fig. 3.7 shows the correlation function in the ACDM reference model with and without 
this dynamical friction effect included. Dynamical friction causes only a slight increase in 
the clustering amplitude on small scales, < 0.5h~^ Mpc, (since galaxies are drawn closer 
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together inside halos). However the effect is small and can be safely neglected. 
Merger Tree Construction 
As noted in §3.1, one difference between this work and that of Kauffmann et al. (1999a) 
is that they extract merger trees for dark matter halos directly from the N-body simu-
lation, whereas we extract the final mass of the halo and generate the merger tree using 
a Monte-Carlo technique based on the extended Press-Schechter formalism. There are 
advantages to both techniques. Extracting the halo trees from the simulation circum-
vents any possible discrepancy between the extended Press-Schechter predictions and the 
merging histories in the N-body simulation, although it has been shown that the two are 
statistically similar (see, for example, Lacey & Cole 1994, Somerville et al. 1998, Lem-
son & Kauffmann 1999, and Chapter 7). In particular, Lemson & Kauffmann (1999) 
have studied the statistical properties of halo formation histories in N-body simulations 
and find no detectable dependence of formation history on environment, as expected in 
the Press-Schechter theory. Thus, the fact that we construct merger trees similarly for 
halos in high and low-density regions should make little or no difference to our results. 
Furthermore, since here we are only interested in the statistical properties of the galaxy 
population, our approach is justified. 
One drawback of the direct extraction technique is that the merger trees become 
limited by the resolution of the simulation. Like ourselves, Kauffmann et al. identified 
halos containing at least 10 particles. Since this mass resolution limit applies at all 
times in the simulation, such a halo cannot have been formed by merging, as it might 
have done in a higher resolution simulation. Furthermore, even large mass halos might 
have significantly modified merging histories due to this artificial resolution limit. The 
analytic merging trees that we generate do not suffer from this problem. The effective 
mass and time resolutions can be made as small as desired, until convergence is reached. 
We demonstrate the effects of the resolution limit by considering a ACDM model in which 
we artificially impose an effective mass resolution equivalent to that in the Kauffmann 
et al. models. Fig. 3.8 shows that the differences between the models with and without 
the artificial mass resolution limit are, in general insignificant, although there is a region 
(approximately from separations of 0.4 to 1.5 Mpc) where the disagreement between 
the two is significant. 
Finally, it should be noted that since we extract the final masses of halos from the 
N-body simulation, our models do not suffer from the well-documented (but small) dif-
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Figure 3.7: The galaxy correlation function in the ACDM reference model, with and 
without the effects of dynamical friction on satellite galaxy positions. The thin solid line 
shows the standard model (the dashed lines indicating the Poisson errors), whilst the 
thick lines show the same model with an estimate of dynamical friction effects included. 
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Figure 3.8: A comparison of correlation functions for galaxies brighter than M B - 5 log h = 
-19.5 in the A C D M reference model with the results of a model with an artificial mass 
resolution designed to mimic the models of Kauffmann et al. (1999a). The low resolution 
model is shown as a thick solid line whilst our reference model is shown by thin solid 
lines. The dashed lines indicate the Poisson sampling errors. 
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ferences between the Press-Schechter and N-body mass functions at low mass (e.g. below 
~ IO^^H-^MQ), discussed by Efstathiou et al. (1988), Lacey & Cole (1994) and Somerville 
et al. (1998). 
3.4 The Nature of Bias 
In the models explored here, galaxies do not trace the mass exactly because galaxy for-
mation proceeds with an efficiency which depends on halo mass. In the lowest mass 
halos, feedback from supernovae prevents efficient galaxy formation, whilst in the high 
mass halos, gas is unable to cool efficiently by the present day thereby inhibiting galaxy 
formation. These effects can be seen in the mass-to-light ratios (in the B-band) of halos 
in the reference models plotted in Fig. 3.9. The mass-to-light ratio is strongly dependent 
on halo mass. Initially, i t decreases as halo mass increases, before turning upwards and 
levelling off at close to the universal value for the highest mass halos in the simulations. 
The minimum, at around 10^^h~^MQ, marks a preferred mass scale at which the efficiency 
of galaxy formation is greatest. The mass-to-light ratio varies by more than a factor of 
3 over the range of masses plotted here. As a result of this varying mass-to-light ratio 
we expect a complex, scale-dependent bias to arise and this is, in fact, seen in the two 
reference models. The clustering of galaxies is controlled by the intrinsic bias of their host 
halos, the non-linear dynamics of the dark matter and the processes of galaxy formation. 
Fig. 3.10 shows the mean number of galaxies per halo as a function of halo mass in 
the two models. (For future reference we also plot the mean number of pairs of galaxies 
per halo as defined by eqn. (3.3) below.) Below the lO^^-^/i~^M0 and IO^^H'^MQ bins 
in the r C D M and ACDM models respectively, halos always contain zero or one galaxy 
(i.e. the number of pairs is zero). This is simply because there is not enough cold gas in 
the halo to form two or more galaxies of the required luminosity by the present day. At 
higher halo masses there is a trend of increasing number of galaxies per halo. The average 
occupation increases less rapidly than the halo mass, indicating once again that the halo 
mass-to-light ratio increases with increasing mass. 
Galaxies brighter than some given absolute magnitude only form in halos above a 
certain mass, M^. On scales much larger than the radii of these halos, the correlation 
function of these galaxies will be proportional to that of the dark matter, with some 
constant, asymptotic, large-scale bias, as has been shown by Mo & White (1996). Be-
haviour of this type is seen in both of the reference models. This large scale bias can be 
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Figure 3.9: The B-band mass-to-light ratio of halos in the models. The dotted line 
corresponds to r C D M and the solid line to ACDM. Lines show the median mass-to-light 
ratio, whilst the error bars indicate the 10 and 90 percentiles of the distribution. For 
reference, the mean mass-to-light ratio in the simulation as a whole is about 1440 and 
470 hMQ/LQ in the r C D M and ACDM cosmologies respectively, with an uncertainty of 
about 20% due to unresolved galaxies. 
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Figure 3.10: The thick solid lines show the mean number of galaxies, N{M), brighter than 
M B - 5log/i = -19.5 per halo as a function of halo mass. The plots are for the r C D M 
(left hand panel) and the ACDM (right hand panel) models. Note that unoccupied halos 
are included when computing the mean. The remaining lines indicate the mean number of 
galaxy pairs per halo as defined by eqn. (3.3), for three different probability distributions, 
P{N;M): "true" (thin solid line); "average" (dotted line) and "Poisson" (dashed line). 
Note the different scales in the two plots. 
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estimated by averaging the Mo & White analytic bias for all halos of mass greater than 
Mh, weighting by the abundance of those halos and by the number of galaxies residing 
(on average) within them (see Baugh et al. 1999). 
On smaller scales the situation is more complex. The Mo & White calculations break 
down on scales comparable to the pre-collapse (Lagrangian) radius of the host halos. If 
halos of mass M have a Lagrangian radius R, then we expect a reduction in the correlation 
of these halos on scales < R, since these objects must have formed from spatially exclusive 
regions of the universe. Halos may have moved somewhat after their formation and so will 
not be completely exclusive below this scale. However, they must be completely exclusive 
below their post-collapse (virial) radius (-Rvir), since no two halos can occupy the same 
region of space. Galaxies, however, resolve the internal structure of the halos and so we 
should not necessarily expect the same degree of anti-bias on sub-i?vir scales in the galaxy 
distribution although these exclusion effects may still be apparent to some extent. Instead, 
the correlation function will begin to reflect the distribution of dark matter within the 
halos since, in these models, galaxies always trace the halo dark matter. 
However, this is still not the whole picture. If N{M) is the average number of galaxies 
per halo of mass M , then we can define a mass M' > Mh, where N[M') = 1 (here Mh is 
the minimum mass of a halo that can host a galaxy brighter than M-Q - 51og/i = -19.5). 
We find M ' = lO^^ ^ nd W^H-^MQ for the r C D M and ACDM models respectively In 
halos less massive than M ' , we typically find at most a single galaxy and so the distribution 
of dark matter within these halos is not resolved. Instead, the galaxy catalogue contains 
information only about the position of the halo centre. In general, the clustering will 
depend upon P{N;M), the probability of finding A'^  galaxies in a halo of mass M . In 
particular, the small-scale clustering will depend upon the mean number of pairs per halo, 
which is itself determined by the form of the P{N; M) distribution. Since the correlation 
function is a pair weighted statistic it gives extra weight to distributions with a tail to 
high N. 
The correlation function of galaxies is thus the result of a complex interplay of several 
effects: (i) asymptotic constant bias on large scales; (ii) spatial exclusion of halos; (iii) the 
number of galaxies per halo which controls whether the internal structure of the halos is 
resolved or not and (iv) the form of the P[N\M) distribution (as this determines the mean 
number of pairs of galaxies per halo), which we discuss below. I t is difficult, therefore, 
to construct an empirical model that reproduces the results of the full semi-analytic plus 
N-body models (but see Peacock & Smith 2000). It is, however, instructive to plot several 


























Figure 3.11: Correlation functions constructed from different samples of dark matter 
particles compared to the observed and model galaxy correlation functions in the r C D M 
reference model (left-hand panel). The various curves, labelled in the legend, are described 
in detail in the text. The right hand panel shows the same plots for the ACDM reference 
model. 
correlation functions which act as bounds on the true galaxy correlation function. 
Fig. 3.11 shows the correlation functions of galaxies in our model (thin solid line), 
dark matter in the simulation (dotted line), and observed galaxies in the APM survey, as 
measured by Baugh (1996) (squares with error bars). The short-dashed line is computed 
from all dark matter particles that are part of halos of mass greater than Mh (i.e. halos 
sufficiently massive to contain galaxies at least some times). This curve is highly biased 
with respect to the full dark matter distribution, a fact that is not surprising given that it 
excludes the least clustered mass. We would expect the galaxy correlation function to be 
similar to this if the number of galaxies per halo were drawn from a Poisson distribution 
with mean proportional to the halo mass, that is, if the mass-to-light ratio were indepen-
dent of halo mass. Evidently this is not the case. (The asymptotic bias of this correlation 
function is greater than that of the model galaxies (thin solid line), as weighting by halo 
mass gives more weight to the highly biased, most massive halos than does weighting by 
galaxy number.) The heavy solid line is the correlation function of halo centres, with 
each centre weighted by the model P{N] M) distribution. The spatial exclusion of halos 
is evident, causing this curve to drop below that of the galaxies and finally to plummet to 
^(r) = - 1 at a scale comparable to twice the virial radius of the smallest occupied halos. 
The dot-dash line shows the correlation function found by placing in each halo the 
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average number of galaxies per halo of each mass E^=i NP{N; M ) ] , using our usual 
placement scheme (i.e. the first galaxy is placed at the halo centre and the others are 
attached to random particles in the halo). We refer to this as the "average" model. 
Obviously, we cannot place the average number per halo if this is not an integer. In 
this case, we place a number of galaxies equal to either the integer immediately below 
or immediately above the actual mean with the relative frequencies needed to give the 
required mean, which results in a small scatter in the occupation number. Finally, the 
long-dashed line shows the correlation function obtained when the number of galaxies in 
a halo is drawn from a Poisson distribution with the same mean as the model distribution 
(the "Poisson" model). 
The differences between the correlation functions of the full semi-analytic model and 
models in which halos are occupied according to a Poisson distribution or simply with the 
average galaxy number (thin solid line, long-dashed line and dot-dash line respectively) 
must be due entirely to the form of P{N; M ) (i.e. the frequency with which a halo of 
a given mass is occupied by A'^  galaxies), since all these models are, by construction, 
identical in all other respects, including the mean halo occupation number. Fig. 3.12 
illustrates the difference between the actual distribution of galaxies in all halos resolved 
in the simulations, 
P{N)= P{N-M)n{M)dM n{M)dM, (3.2) 
and the "Poisson" and "average" models. Here Mmin is the mass of the smallest halo 
that can be resolved in the simulation. The values of -P(A'^ ) in this plot are multiplied by 
N{N - I ) so that the area under the histogram gives the mean number of pairs per halo. 
The number of galaxies present in a halo is related to the structure of the merger tree 
for that halo. Although the merger tree is generated by a Monte-Carlo method, this does 
not produce a Poisson distribution of progenitor halos. Furthermore, whilst the Poisson 
distribution always possesses a tail to arbitrarily high numbers, the real distribution 
cannot as there is only enough cold gas in any one halo to make a limited number of 
bright galaxies. 
Table 3.2 gives the mean number of pairs found within a single halo in the two reference 
models for all halos resolved in the simulation. This is given by 
where P{i] M) is the distribution of occupancies (normalised such that YA^O ^) — 1) 
for halos of mass M and n{M) is the abundance of halos of mass M . The number of pairs 




Figure 3.12: The probability, P{N), of occupation by N galaxies (multiplied by N{N-1) 
for clarity) for halos in the r C D M model (left hand panel) and ACDM model (right hand 
panel). Al l halos resolved in the simulations are considered. The solid line shows the 
distribution from the actual model, the dotted line shows the "Poisson" model distribution 
and the dashed line shows the "average" model distribution. Note that the N = 0 and 
A'^  = 1 bins are always zero because we choose to weight P{N) hy N{N - I). 
in the "true", "average" and "Poisson" distributions is shown in Figure 3.10. Note that 
if we consider two such halos separated by some distance ~ r then the mean number of 
pairs at separation ~ r is 
^ ^ z j P ( i ; M ) P ( i ; M ) 
i=o j=o 
(3.4) 
and i is constrained to be equal in all three distributions. 
Thus, we can understand the difference in the clustering amplitudes of the three 
correlation functions at small scales (they all agree within the errors at large scales) 
simply on the basis of the form of their P{N; M) function which determines the mean 
number of pairs per halo, A^p. For distributions with the same mean, the one with the 
lowest number of pairs per halo, A^p, will have the lowest clustering amplitude, whilst 
the one with the largest number of pairs will have the highest clustering amplitude. (In 
the case of the "average" and "true" distributions, the correlation functions are very 
similar on small scales as the contribution from pairs of galaxies within a single halo is 
small compared to that from pairs in distinct halos.) The consequence of this is that the 
amplitude of the small scale end of the observed correlation function tells us something 
interesting about P(A'^; M), namely that it has fewer pairs than a Poisson distribution and 
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Table 3.2: The mean number of pairs per halo, A^p, calculated for three different distri-
butions of halo occupancy, all with the same mean. "Average" has the same number of 
galaxies in all halos in a given mass range (or as close to this distribution as possible if 
the mean is not an integer), "true" has the distribution found in the reference models and 
"Poisson" has a Poisson occupation. 
Model average true Poisson 
r C D M 0.0005 0.0010 0.0116 
ACDM 0.0538 0.0678 0.1262 
is in reasonable agreement with the distribution predicted from the semi-analytic model. 
Thus, the behaviour of the small separation end of the correlation function is determined 
by the physics of galaxy formation. We have checked that our choice of placing central 
galaxies at the centre of mass of their halo does not affect these results. If instead each 
central galaxy is placed on a randomly chosen dark matter particle (i.e. if treated just 
like a satellite galaxy) the correlation function is unaltered within the error bars. 
The r C D M reference model shows a break on sub-Mpc scales. As can be seen in 
Fig. 3.11 this coincides with the turnover in the correlation function of halo centres. This 
turnover is reflected in the galaxy correlation function because in this model there are 
too few bright galaxies in cluster halos to adequately resolve their internal structure. In 
the ACDM models, on the other hand, halos are adequately resolved and the galaxy 
correlation function remains almost a power-law, even though that of halo centres turns 
over. To remove this feature from the r C D M model would require more bright galaxies 
to form in cluster halos. However, this would have to be accomplished without signif-
icantly increasing the number of bright galaxies in lower mass halos since these would 
quickly come to dominate the asymptotic bias which would therefore become lower than 
its present value thus exacerbating the discrepancy between model and observations at 
large separations. We have been unable to find a model constrained to match the local 
luminosity function which succeeds in removing the sub-Mpc feature in the r C D M model 
whilst simultaneously producing the required asymptotic bias. 
The reason for the differences between the two reference models is illustrated in 
Fig. 3.13, where we compare the models to an observational determination of the "lu-
minosity function of all galactic systems." This function, estimated by Moore, Frenk & 
White (1993), gives the abundance of halos as a function of the total amount of light 
3. The Nature of Galaxy Bias and Clustering 78 
they contain, regardless of how it is shared amongst individual galaxies. This quantity 
is difficult to determine observationally, since one must establish which galaxies are in 
the same dark matter halo. Moore, Frenk & White (1993) approached this problem by 
analysing the " C f A - l " galaxy redshift survey (Davis et al. 1982, Huchra et al. 1983) using 
a modified friends-of-friends group finding algorithm which was allowed to have differ-
ent linking lengths in the radial and tangential directions to account for redshift-space 
distortions. These linking lengths were also allowed to vary with distance, to reflect the 
changing number density of galaxies in the survey. I t is entirely possible, however, that in 
some instances this technique may have grouped together galaxies which actually reside 
in distinct dark matter halos. Finally, Moore, Frenk & White (1993) made a correction 
to the luminosity of each identified group to account for the light from unseen galaxies 
(i.e. those below the magnitude limit of the survey). This was done assuming a universal 
form for the galaxy luminosity function. Such a form may not, in fact, be applicable to 
the real Universe, and is not guaranteed to arise in our models. 
Bearing these caveats in mind, it can be seen in Fig. 3.13 that the ACDM reference 
model and the data are in excellent agreement except at the faint end where the dis-
crepancy reflects the fact that the data come from the C f A - l Survey which has a flatter 
luminosity function than the ESO Slice Project (ESP) luminosity function we used to 
constrain the semi-analytic model. By contrast, the r C D M model fails to match the 
luminosity function of all galactic systems, in spite of the fact that it agrees quite well 
with the bright end of the galaxy luminosity function (c.f. Fig. 3.2). This model does 
not make enough bright galaxies in high mass, highly clustered halos and it makes too 
many in low mass, weakly clustered halos. It is not surprising therefore that the r C D M 
galaxy correlation function falls below the observed data on all scales (c.f. Fig. 3.14). A 
similar conclusion applies to the standard fio = 1 CDM model although in this case the 
disagreement with the observed correlation function on large scales is even worse than in 
the r C D M model. Matching the luminosity function of all galactic systems is, therefore, 
an important prerequisite for a model to match the two-point correlation function. 
3.5 Testing the Robustness of the Predictions 
The semi-analytic model of galaxy formation is specified by several parameters. These de-
termine the cosmological model and control astrophysical processes such as star formation, 
supernovae feedback and galaxy merging. Whilst these parameters can be constrained by 
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Figure 3.13: The luminosity function of all galactic systems. Results for the r C D M model 
are shown by the short-dashed line and for the ACDM model by the solid line. The 
symbols with error bars are the observational data from Moore, Frenk & White (1993). 
The horizontal lines indicate the abundance below which the probability of finding one or 
more such objects in the entire volume of the simulation is less than 10% in the r C D M 
(long dashed line) and ACDM (dotted line) models. 
3. The Nature of Galaxy Bias and Clustering 80 
requiring the model to reproduce certain local observations (such as the B and K-band 
luminosity functions; see Chapter 2 and Cole et al. 2000), we wish to explore here what 
effect altering these parameters has on our estimate of the correlation function. 
Thus, we alter the parameters of the reference model one at a time. We try to preserve 
as good a match as possible to the local B-band luminosity function by giving ourselves 
the freedom of adjusting the value of T so that the model B-band luminosity function 
has the correct amplitude at L*. Since the reference models give a good match not only 
to the B-band luminosity function, but also to a variety of other observational data (such 
as the distribution of colours, sizes, star formation rates, etc.), the modified models will, 
in general, not be as good as the reference models. Furthermore, in some cases matching 
the M B - 51og/i = -19.6 point of the ESP luminosity function requires T < 1 which is 
unphysical (as it implies negative mass in brown dwarfs). However, this is not a serious 
concern here since we are only interested in testing the robustness of clustering properties 
to changes in model parameters. We also consider a few models in which T is set so as to 
match the zero-point of the I-band Tully-Fisher relation, rather than the amplitude of the 
luminosity function at Z , . These are closer to the models of Kauffmann et al. (1999a). 
The semi-analytic model with the altered parameters is used to populate the N-body 
simulation with galaxies. We then measure the bias of galaxies brighter than M B -
5\ogh= -19.5 in each model. 
3.5.1 Models Constra ined by the Luminos i ty Funct ion 
Both of the reference models which are constrained to match the M B - blogh = -19.6 
point of the ESP luminosity function (Zucca et al. 1997), also reproduce the observed 
exponential cut-off at the bright end of the local B and K-band luminosity functions (cf. 
Fig. 3.2). This fact turns out to be of importance when studying the clustering of these 
galaxies. 
Tables 3.3 & 3.4 list the variant models that we have studied in the r C D M and 
ACDM cosmologies respectively. The first column of each table lists those parameters 
that have changed from the reference model (which is listed in the first row of the tables). 
"Recooling" models allow enriched gas reheated by supernovae to recool within a dark 
matter halo. Al l but one model use the "No recooling" algorithm in which this gas is 
not allowed to recool until its halo doubles in mass. In the "No dust" models we do not 
account for extinction by internal dust (see §2.5.3). Also listed in the tables is the value 
of T for each model and the average analytic asymptotic bias of the galaxies calculated 
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Table 3.3: Variant models in the r C D M cosmology. The first column gives the value of 
the parameter which is varied relative to the reference model. The remaining columns 
give the values of T used to match a point in the luminosity function for each model 
and the asymptotic bias of the galaxies estimated from the fitting formula of Jing (1998), 
Model T banalytic bmodel 
Reference 1.23 1.27 1.65 ± 0.37 
Vhot — 350 km/s 1.06 1.27 1.62 ± 0.36 
Uhot = 200 km/s 1.41 1.26 1.57 ± 0.29 
a* = -0.25 1.20 1.27 1.62 ± 0.33 
a* = -1.50 1.33 1.27 1.63 ± 0.40 
= O.Olt 0.98 1.27 1.64 ± 0.28 
e* = 0.04 1.52 1.29 1.72 ± 0.42 
/df = 0.5t 1.17 1.27 1.67 ± 0.44 
/df = 0.03 1.23 1.25 1.59 ± 0.35 
IMF: Kennicutt (1983) 2.01 1.29 1.65 ± 0.38 
^core — 0.2 1.22 1.26 1.60 ± 0.39 
''core = 0.02 1.23 1.28 1.65 ± 0.36 
fib = 0.10 1.82 1.28 1.59 ± 0.31 
fib = 0.05 0.55 1.26 1.71 ± 0.36 
p = 0.02 1.20 1.29 1.69 ± 0.38 
Recooling 1.68 1.28 1.64 ± 0.36 
No dust 1.89 1.30 1.68 ± 0.36 
The two models with the greatest deviation from the mean two-point correlation 
function. 
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Table 3.4: Variant models in the ACDM cosmology. The first column gives the value of 
the parameter which is varied relative to the reference model. The remaining columns 
give the values of T used to match a point in the luminosity function for each model 
and the asymptotic bias of the galaxies estimated from the fitting formula of Jing (1998), 
Model T ^analytic bmodel 
Reference 1.63 1.07 1.01 ± 0.03 
Uhot = 200 km/s 1.45 1.07 0.98 ± 0.01 
^^ hot = 100 km/s 1.53 1.06 0.97 ± 0.02 
a, = - 0 . 2 5 1.63 1.08 0.98 ± 0.01 
a* = - 1 . 5 0 1.58 1.06 0.97 ± 0.01 
= 6.67 X 10-3 1.33 1.06 0.98 ± 0.01 
e* = 0.02 1.81 1.06 0.97 ± 0.01 
/df = 5.0t 1.29 0.93 0.88 ± 0.02 
/df = 0.2t 1.31 0.98 0.91 ± 0.01 
I M F : Salpeter (1955) 0.90 1.01 1.00 ± 0.02 
'"core — 0.2 1.63 1.07 0.98 ± 0.01 
rcore = 0.02 1.63 1.07 0.99 ± 0.01 
= 0.04t 2.04 1.13 1.02 ± 0.01 
Qb = 0.01^ 0.70 0.96 0.95 ± 0.02 
p = 0.04t 1.04 1.11 1.01 ± 0.01 
Recooling^ 1.67 1.11 1.00 ± 0.02 
No dust 2.31 1.04 0.95 ± 0.01 
^ The six models with the greatest deviation from the mean two-point correlation 
function. 
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Figure 3.14: Correlation functions in the r C D M (left hand panel) and ACDM (right hand 
panel) cosmologies. All the models are constrained to match the abundance of L* galaxies 
in the ESP B-band luminosity function. In each plot the points with error bars show 
the observed A P M real-space correlation function of Baugh (1996), whilst the dotted line 
shows the correlation function of the dark matter. The model galaxy correlation functions 
are shown as solid lines except in the case of models which deviate substantially from the 
average of all models which are shown as dashed lines. 
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Figure 3.15: B-band luminosity functions in the r C D M (left hand panel) and ACDM 
(right hand panel) models. All models are constrained to match the ESP luminosity 
function of Zucca et al. (1997) at M B - 5log/i = -19.6. Symbols with error bars show 
a selection of observational determinations of the luminosity functions, from the sources 
indicated in the legend. The solid lines show results for our models, except that the 
outliers identified in Fig. 3.14 are shown as dashed lines. Each luminosity function is 
plotted only to the completeness limit of the simulations. 
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Figure 3.16: The average number of galaxies brighter than M B -5]ogh — -19.5 per halo 
as a function of halo mass. The panels refer to the r C D M models (left) and the ACDM 
models (right). Note that unoccupied halos are counted. Dashed lines indicate the outlier 
models identified in Fig. 3.14. (Some of the lines lie on top of one another because the 
corresponding changes in model parameters do not alter the number of galaxies per halo.) 
3. The Nature of Galaxy Bias and Clustering 85 
as follows: 
6 . , - f HM )IN = lo^ m)N{M)n{M)dM 
fanalyt,c - f ( M , j / i V _ ^ ( M ) n ( M ) d M ' ^'^-'^ 
where A'' is the number of galaxies in the catalogue, M,- is the mass of the halo hosting the 
i ' ^ galaxy, N{M) is the mean number of galaxies per halo of mass M, and n{M) is the 
dark matter halo mass function in the simulation. The function b{M) is the asymptotic 
bias of halos of mass M which we estimate using Jing's (1998) formula obtained from 
fitting the results of N-body simulations. This formula tends to the analytic result of Mo 
k White (1996) for masses much greater than M* . The final column gives the asymptotic 
bias estimated directly from the models, on scales where ^rnatter(r) < 1 (~ 2.5 and 5.0/i~' 
Mpc in the r C D M and ACDM cosmologies respectively), as described by Jing (1998). 
Note that the analytic biases are consistently lower than those measured in the r C D M 
models. The halos in the r C D M GIF simulation show a similar disagreement with the 
fitting formula of Jing (1998) which was tested on SCDM, OCDM and ACDM cosmologies 
only. The models marked by a dagger are those showing large deviations from the mean 
clustering amplitude of all models (six and two such models are identified in the ACDM 
and r C D M cosmologies respectively). 
In the remainder of this section we show the correlation functions obtained from these 
variant models and discuss how the form of the correlation function is related to other 
properties of the galaxy population. The correlation functions are displayed in Fig. 3.14. 
All cases show antibias on small scales and a constant bias on large scales. Most of the 
models in both cosmologies have similar correlation functions but the scatter is somewhat 
greater in the r C D M case than in the ACDM case. The models that deviate most from 
the average are shown as dashed lines in Fig. 3.14 and also in all other plots in this section. 
In the ACDM cosmology, where the reference model is well fit by a power-law correlation 
function, the deviant models have slopes which are somewhat different from the other 
models. 
\ The luminosity functions in most of the ACDM models, plotted as solid lines, in 
Fig. 3.15, are quite similar. (They are all forced to go through the same point at 
M B - 5 log/i = -19.6.) The ones that deviate the most are those plotted as dashed 
lines, that is, those that were identified in Fig. 3.14 as giving the most discrepant cor-
relation functions. Thus, we see that the main factor that determines the sensitivity of 
the correlation function to model parameters is the ability of the model to reproduce 
the exponential cut-off observed in the luminosity function. Models that achieve this all 
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give similar galaxy correlation functions. A similar conclusion applies in the r C D M case, 
although here the distinction is less clear cut due to the noisy estimates of the correlation 
function on small scales. 
We have also considered two models that have different dark matter power spectra. 
These make use of the GIF SCDM and OCDM simulations (described in §3.2) and, apart 
from the values of the cosmological parameters, they have the same parameter values as 
the reference r C D M and ACDM models respectively. Whilst the OCDM model shows 
very little difference from the ACDM model, the SCDM model has a significantly different 
clustering amplitude than our reference r C D M model (approximately 40% lower on scales 
larger than 1 Mpc). Despite this its luminosity function is in fairly close agreement with 
that of the r C D M model at the bright end. This demonstrates that models with the 
same luminosity function only produce the same correlation function if they have the 
same underlying dark matter distribution. 
As described in §3.3 the distribution of the number of galaxies per halo as a function of 
halo mass is very important in determining the behaviour of the correlation function. On 
small scales, the full distribution determines the amplitude and slope of the correlation 
function, whilst on large scales the number of galaxies per halo determines the asymptotic 
bias of the galaxy distribution by selecting the range of host halo masses that dominates 
the correlation function. Fig. 3.16 shows the number of galaxies per halo as a function of 
halo mass in the models. It is apparent, particularly for ACDM, that the models identified 
as outliers in the correlation function plot (Fig. 3.14) are also the ones that deviate the 
most from the reference models in these plots as well. 
3.5.2 Models Constrained by the Tully-Fisher Relation 
We have shown that matching the local galaxy luminosity function - our preferred method 
for constraining the parameters of the semi-analytic model - leads to model predictions for 
galaxy clustering that are robust to reasonable changes in these parameters. KauflFmann 
et al. (1999a) adopted a different philosophy: they chose to constrain their models by 
matching the I-band Tully-Fisher relation, rather than the luminosity function. We ex-
plore the effect of this choice by constraining our own models in a similar way. Specifically, 
we require the median magnitude of central spiral galaxies with halo circular velocities 
in the range 215.0 to 225.0 km s"^  to be Mi - 5\ogh ^ -22.0 (where M i is the dust-
extincted I-band magnitude of each galaxy corrected to the face-on value). This can be 
achieved by a suitable choice of the luminosity normalisation parameter, T, and leads 
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Figure 3.17: The B-band luminosity function (left) and galaxy correlation function (right) 
for two r C D M models constrained to match the I-band Tully-Fisher relation. The thin 
line in both panels corresponds to the reference model (but with the value of T required 
by the Tully-Fisher relation) and the thick lines corresponds to a model with very weak 
feedback. The luminosity function is shown only to the completeness limit of this model. 
In the right hand panel the symbols with error bars show Baugh's (1996) APM correlation 
function, the dashed lines the Poissonian errors on the correlation functions, and the 
dotted line the dark matter correlation function. 
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to a model Tully-Fisher relation that agrees well with data from Mathewson, Ford & 
Buchhorn (1992). 
Since the original ACDM models (that is, the reference model and its variants) already 
agreed quite well with the Tully-Fisher relation, (see Fig. 3.4), this different choice of 
constraint has only a minor effect on the correlation function. The only noticeable change 
is an increase in the scatter of the asymptotic bias in the variant models. In the r C D M 
models, on the other hand, the new constraint has an important effect because the original 
models that agreed well with the luminosity function, missed the Tully-Fisher relation by 
about 1 magnitude. Forcing a fit to the Tully-Fisher relation destroys the good agreement 
of the reference model with the luminosity function, as may be seen in Fig. 3.17. This 
figure also shows a r C D M model in which we have attempted to obtain a better luminosity 
function by dramatically reducing the amount of supernovae feedback into the interstellar 
gas. 
Fig. 3.17 shows that the two r C D M models that match the Tully-Fisher relation have 
different correlation functions. In other words, this exercise demonstrates that when 
models are constrained in this way, the resulting correlation functions are rather sensitive 
to the choice of model parameters. This explains why Kauffmann et al. (1999a) concluded 
that their clustering predictions depended strongly on the way they parameterised star 
formation, feedback and the fate of reheated gas in their model. By contrast, we have 
found that our predictions for the correlation function are robust to changes in model 
parameters, so long as the models match the bright end of the galaxy luminosity function. 
3.6 Discussion and Conclusions 
In this Chapter, we have considered some of the physical and statistical processes that 
determine the distribution of galaxies and its relation to the distribution of mass in 
cold dark matter universes. The approach that we have adopted exploits two of the 
most successful techniques currently used in theoretical cosmological studies: N-body 
simulations to follow the clustering evolution of dark matter and semi-analytic modelling 
to follow the physics of galaxy formation. Our main conclusion is that the efficiency of 
galaxy formation depends in a non-trivial fashion on the mass of the host dark matter 
halo and, as a result, galaxies, in general, have a markedly different distribution from the 
mass. This result had been anticipated in early cosmological studies (e.g. Frenk, White 
& Davis 1983, Davis et al. 1985, Bardeen et al. 1986), but it is only with the development 
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of techniques such as semi-analytic modelling that realistic calculations have become 
possible. 
The statistics of the spatial distribution of galaxies reflect the interplay between pro-
cesses that determine the location where dark matter halos form and the manner in which 
halos are "li t up" by galaxy formation. If the resulting mass-to-light ratio of halos were 
independent of halo mass, then the distribution of galaxies would be related in a simple 
manner to the distribution of dark matter in halos. In current theories of galaxy forma-
tion, however, the mass-to-light ratio has a complicated dependence on halo mass. On 
small mass scales, galaxy formation is inhibited by the reheating of cooled gas through 
feedback processes, whereas in large mass halos i t is inhibited by the long cooling times 
of hot gas. As a result, the mass-to-light ratio has a deep minimum at the halo mass, 
~ IO^^MQ, associated with galaxies, where galaxy formation is most efficient. Al-
though our calculations assume a specific model of galaxy formation, the dependence of 
mass-to-light ratio on halo mass displayed in Fig. 3.9 is likely to be generic to this type of 
cosmological model. The consequence of such a complex behaviour is a scale dependent 
bias in the distribution of galaxies relative to the distribution of mass. 
On scales larger than the typical size of the halos that harbour bright galaxies, the 
bias in the galaxy distribution is related in a simple way to the bias in the distribution 
of massive halos. In our fio = 1 r C D M model, galaxies end up positively biased on large 
scales, but in our flat, fio = 0.3 ACDM model, they end up essentially unbiased. On 
small scales, the situation is more complicated and the correlation function depends on 
effects such as the spatial exclusion of dark matter halos, dynamical friction, and the 
number of galaxies per halo. In particular, our simulations show how the statistics of 
the halo occupation probability influence the amplitude of the galaxy correlation function 
on sub-megaparsec scales. In these models, the occupation of halos by galaxies is not a 
Poisson process. Since the amount of gas available for star formation is limited, the mean 
number of pairs per halo is less than that of a Poisson distribution with the same mean 
number of galaxies per halo. This property plays an important role in determining the 
amplitude of small scale correlations. 
Remarkably, the correlation function of galaxies in our ACDM model closely approx-
imates a power-law over nearly four orders of magnitude in amplitude. This is in spite of 
the fact that the correlation function of the underlying mass distribution is not a power-
law, but has a continuously changing logarithmic slope in the relevant range of scales. 
Somehow, the various effects just discussed conspire to compensate for these features in 
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the mass distribution. In particular, on scales smaller than ~ Sh~^ Mpc, the galaxy 
distribution in the ACDM model is antibiased relative to the mass distribution. The 
apparently scale-free nature of the galaxy correlation function in this model seems to be 
largely a coincidence (although whether this is also true of the real Universe remains to 
be seen). The r C D M model, which has similar physics although a different initial mass 
fluctuation spectrum, does not end up with a power-law galaxy correlation function. 
Colm et al. (1999) have carried out a very high resolution N-body simulation (of a 
A C D M cosmological model similar to ours) which resolves some substructure within dark 
matter halos. The correlation function of these sub-halos is remarkably similar to the 
correlation function of the galaxies in our ACDM reference model. In a sense, the merger 
trees of the semi-analytic model keep track of sub-halos within dark matter halos since 
they follow the galaxies that form within them. (Unlike the simulations, however, the 
semi-analytic model does not follow the spatial distribution of sub-halos.) Colin et al. 
select sub-halos by circular velocity, whereas we select galaxies by luminosity. Since, in 
our models, the luminosity of a galaxy is correlated with the circular velocity of the halo 
in which it formed, there is some correspondence between the type of objects studied by 
Colin et al. and ourselves. However, the connection could be complicated by effects such 
as tidal disruption or stripping of halos within halos but which are not included in our 
model. Nevertheless, the abundance of sub-halos considered by Colin et al. is similar to 
the abundance of galaxies in our ACDM model and this might account for the similarity 
between the two correlation functions. 
Another noteworthy outcome of our simulations is the close match of the galaxy 
correlation function in the ACDM model to the observed galaxy correlation function, itself 
also a power-law over a large range of scales (Groth & Peebles 1977, Baugh 1996). This 
match is particularly interesting because the parameters that specify the semi-analytic 
galaxy formation model were fixed beforehand by considerations that are completely 
separate from galaxy clustering (see Chapter 2 and Cole et al. 2000). The procedure 
for fixing these parameters places special emphasis on obtaining a good match to the 
observed galaxy luminosity function (c.f. Fig. 3.2), but makes no reference whatsoever to 
the spatial distribution of the galaxies. 
To summarize, the combination of high resolution N-body simulations with semi-
analytic modelling of galaxy formation provides a useful means for understanding how 
the process of galaxy formation interacts with the process of cosmological gravitational 
evolution to determine the clustering pattern of galaxies. In general, we expect galaxies to 
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be clustered somewhat differently from the dark matter, and the relation between the two 
can be quite complex. A flat CDM model with fio = 0.3 gives an acceptable match to the 
observed galaxy correlation function over about four orders of magnitude in amplitude (as 
does an open model with the same value of fio.) The ACDM model is also in reasonable 
agreement with a number of other known properties of the galaxy distribution. 
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Chapter 4 
The Dependence of 
Velocity and Clustering 
Statistics on Galaxy 
Properties 
4.1 Introduction 
Measurements of the clustering and pecuHar motions of galaxies can, in principle, reveal 
the way in which galaxies are related to the large-scale distribution of mass in the uni-
verse and thus provide strong tests of models of galaxy formation. In this Chapter we 
exploit the technique developed in Chapter 3 to investigate three aspects of the galaxy 
distribution that are particularly sensitive to the galaxy-mass connection: the distribution 
of relative velocities of galaxy pairs, redshift-space distortions in statistical measures of 
galaxy clustering, and the dependence of clustering strength on intrinsic galaxy properties. 
Most current discussion of large-scale structure takes place within the context of the 
cold dark matter (CDM) theory. It has long been known, however, that cold dark matter 
models in which the galaxies are assumed to have the same statistical distribution as 
the dark matter do not account for the relatively low rms pairwise velocity dispersion 
measured in galaxy surveys. Indeed, the first N-body simulations of the standard CDM 
model (Davis et al. 1985) gave values 2-3 times higher that those that had been measured 
for galaxies in the Center for Astrophysics (CfA) redshift survey by Davis & Peebles 
(1983). This conflict stimulated the development of the "high peak" model of galaxy 
formation (Bardeen et al. 1986), in which galaxies are assumed to be more strongly 
clustered than, and therefore to be biased tracers of, the dark matter distribution. In this 
case, mass fluctuations at the present day and the associated peculiar velocities are weaker 
than in an unbiased model with the same level of galaxy clustering. Davis et al. showed 
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that galaxies identified with high peaks in the standard fio = 1 CDM cosmology could 
approximately match the observed amplitude of galaxy clustering while having a velocity 
dispersion distribution only slightly higher than that measured by Davis & Peebles (1983) 
(and similar, in fact, to that in an fio = 0.2 CDM model). 
The observational determination of the pairwise velocity dispersion has been prob-
lematic. I t is now recognized that this statistic is very sensitive to the contribution from 
galaxies in rich clusters, which were not fairly represented in early redshift surveys (Mo, 
Jing k Borner 1993, Zurek et al. 1994, Mo, Jing k Borner 1997, Somerville, Primack 
k Nolthenius 1997, Somerville, Davis k Primack 1997). More recent estimates from 
larger surveys, typically sampling volumes on the order of 10^h~^Mpc^, are more ro-
bust and in much better agreement with one another (Marzke et al. 1995, Jing, Mo & 
Borner 1998, Ratcliffe et al. 1998a). The current values are around ~ 500 km s~^ , almost 
twice as large as the original measurement by Davis k Peebles (1983). 
A complementary way to explore the connection between the distributions of dark 
matter and galaxies is to look for a dependence of clustering on galaxy properties such as 
intrinsic luminosity, morphology or colour. There have been many attempts to measure 
galaxy clustering as a function of luminosity, often with conflicting conclusions (Phillipps 
k Shanks 1987, Alimi, Valls-Gabaud k Blanchard 1988, Davis et al. 1988, Hamilton 1988, 
White, Tully k Davis 1988, Santiago k da Costa 1990, lovino et al. 1993, Park et al. 1994). 
A number of recent measurements of the redshift-space correlation function of galaxies 
selected by absolute magnitude suggest a dependence of clustering strength on luminosity 
for galaxies brighter than (Benoist et al. 1996, Tadros k Efstathiou 1996, WiOmer, da 
Costa k Pellegrini 1998, Guzzo et al. 1999, but see Loveday et al. 1995 and Hoyle et al. 
1999 for counter-examples). 
A dependence of clustering on morphological type is, however, well established, with 
elliptical galaxies found to be more strongly clustered than spiral galaxies as measured 
both in angular catalogues (Davis k Geller 1976, Giovanelli, Haynes k Chincarini 1986, 
lovino et al. 1993) and in three-dimensional surveys (Moore et al. 1994, Loveday et al. 
1995). This result can be understood as a reflection of the morphology-density relation, 
the statement that elliptical galaxies preferentially inhabit high density regions of the 
Universe (Dressier 1980). The dependence of clustering on the colour of galaxies has also 
been measured in redshift surveys with the general consensus that red galaxies are more 
strongly clustered than blue galaxies (Carlberg et al. 1997, Le Fevre et al. 1996, Willmer, 
da Costa k Pellegrini 1998). This is, of course, related to the fact that elliptical galaxies 
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are generally redder than spiral galaxies, and so this effect is due largely to the same 
physical processes that drive the morphological dependence of clustering. This colour 
dependence is not as clear cut for studies of the angular correlation function (Infante & 
Pritchet 1993, Landy, Szalay & Koo 1996), where the red and blue populations may have 
different redshift distributions. 
In order to interpret the significance of these observational results, it is necessary to 
replace heuristic biasing schemes with physically motivated models that can realistically 
incorporate the role of the environment in the formation and evolution of galaxies. We 
applied such a technique in Chapter 3, and found that the semi-analytic model of Cole 
et al. (2000) produced a galaxy correlation function in a ACDM cosmology (i.e. a CDM 
model with QQ = 0.3 and AQ = 0.7) that matches remarkably well the real-space correla-
tion function measured from the A P M galaxy survey (Baugh 1996). On small scales, the 
model galaxies are less clustered than the dark matter. A similar conclusion was reached 
by Pearce et al. (1999) for galaxies formed in cosmological gas dynamics simulations and 
by Colfn et al. (1999) for galactic dark matter halos formed in high-resolution N-body 
simulations. 
In this Chapter, we combine our semi-analytic model of galaxy formation with high-
resolution N-body simulations to investigate the clustering properties of galaxies selected 
according to various criteria. We consider clustering in real and redshift-space and show 
that galaxy velocity dispersions are significantly lower than those of the dark matter, 
in reasonable agreement with the data. Our results for this particular statistic differ 
somewhat from those recently obtained by Kauffmann et al. (1999a) and we explore 
the reasons for these differences. Kauffmann et al. also investigated the dependence of 
clustering amplitude on galaxy properties, finding that both early type and red galaxies 
were more strongly clustered than the galaxy population as a whole, in agreement with 
the work of Kauffmann, Nusser & Steinmetz (1997) and with the trends seen in the 
observational data. However, they found no evidence in their models for the luminosity 
dependent clustering amplitude measured by Willmer, da Costa & Pellegrini (1998). Our 
results for these properties are quite consistent with those of Kauffmann et al. (1999a), 
but we compare our models to different datasets. 
The rest of this Chapter is laid out as follows. In §4.2, we briefly describe the semi-
analytic model of galaxy formation and the N-body simulations used in this study. In 
§4.3 we describe how we take into account the effects of redshift space distortions and 
calculate galaxy velocity dispersions. We examine the model correlation functions of 
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galaxies selected by luminosity, morphology and colour and compare these results with 
the available observational data in §4.4. Finally, in §4.5 we present our conclusions. 
4.2 Description of the Numerical Technique 
Here we use the technique developed in Chapter 3 to study the clustering of galaxies in 
the GIF ACDM simulation. Using model parameters identical to those of Table 3.1 the 
semi-analytic model populates the simulated volume with approximately 12,000 galaxies 
brighter than M B - 5\ogh ~ -19.5. In order to investigate the clustering properties 
of very bright, low abundance galaxies we have used a different simulation of a much 
larger volume. This was carried out by the VIRGO Consortium and hereafter we will 
refer to it as the "512'^ " simulation. It has identical cosmological parameters to the GIF 
ACDM simulation, although the initial conditions were generated using a transfer function 
calculated from CMBFAST (Seljak & Zaldarriaga 1996) rather than the fitting function of 
Bond & Efstahiou (1984) which was used for the GIF simulations. The simulated volume 
is a cube of side 479/i~^Mpc, populated with 134 million particles, giving a particle mass 
of 6.8 X lO^°/ i~^M0. Resolving halos of 10 or more particles in this simulation results in 
galaxy catalogues which are complete for galaxies brighter than M B - 51og/i -20.3. 
Thus, we will only use this simulation for studying the distribution of the very brightest 
galaxies. 
We have found that the clustering strength of the dark matter in the 512^ simulation 
is slightly larger than in the GIF simulation at large pair separations. The ratio of the 
real-space dark matter correlation functions in the two simulations, ^ 5 1 2 3 / ^ G r F i is 1.4 at 
pair separations of 10/i~^Mpc, decreasing to 1.1 at 4/i~^Mpc, and becoming unity at 
2h~^Mpc. This difference is due primarily to finite volume effects in the GIF simulation, 
which is missing some of the large-scale power included in the 512^ ^ simulation. This deficit 
is carried through into the galaxy correlation functions. I t should be noted, however, that 
this effect does not invalidate the conclusions of Chapter 3 and, if anything, it slightly 
improves the agreement between our models and the A P M correlation function on scales 
greater ^lOh'^Mpc. 
Recall that the technique that we employ diflFers in two important respects from that 
used by Kauffmann et al. (1999a). Firstly, Kauffmann et al. extract the full merger history 
of each dark matter halo directly from the N-body simulation. Although this approach 
has the advantage that the evolution of any individual galaxy can be followed through the 
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simulation, the properties of the merger histories generated by the Monte-Carlo method 
are statistically equivalent to those obtained directly from the N-body simulation (but 
have superior mass resolution). In particular, the merger histories in the N-body simu-
lation are found not to correlate with environment, in agreement with the assumptions 
of the Monte-Carlo approach (Somerville et al. 1998, Lemson & Kauffmann 1999). As 
a result, any statistical properties, such as the correlation function, are not affected by 
the differences between the two approaches. Secondly, Kauffmann et al. adjusted the pa-
rameters of their semi-analytic model to match the zero-point of the Tully-Fisher relation 
between spiral galaxy luminosity and rotation speed rather than the observed luminosity 
function as we do. As a result, some of their models give a poor match to the luminosity 
function. In Chapter 3 we have argued that a good match to the luminosity function is 
required for a robust estimate of the correlation function which, furthermore, for ACDM 
provides a good match to the data. 
Our semi-analytic model also follows the evolution of galaxy morphology, as described 
in §2.4.2 (see also Baugh 1996, Cole et al. 2000), a feature that we exploit in §4.4.2 to 
investigate the dependence of clustering strength on morphology. We remind the reader 
that in our model, virialised gas cools to form a rotationally supported disk and quiescent 
star formation turns this gas into stars. A galactic bulge can be built up through the 
accretion of relatively small satellite galaxies or as the result of a violent merger between 
galaxies of comparable mass. In the latter case, any material in a disk is rearranged into 
a bulge and a burst of star formation occurs if cold gas is present. The morphology of 
a galaxy can thus change with time and is related to its environment, which determines 
both the rate at which gas cools and the merger rate between galaxies. 
4.3 Redshift Space Distortions 
The clustering of galaxies in real space cannot be measured directly unless a distance 
indicator is available that does not rely on redshift. However, the real space clustering can 
be inferred indirectly, by deprojecting either the correlation function measured in terms 
of projected galaxy separation or the angular correlation function (e.g. Peebles 1980). In 
the case of noisy projected measurements, both methods require assumptions about the 
form of the two-point correlation function in real space, whilst the second method also 
requires knowledge of the redshift distribution of galaxies. 
The three dimensional correlation function in redshift-space can be measured directly. 
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Figure 4.1: Real and redshift-space correlation functions in the ACDM model. The 
redshift-space correlation function of model galaxies brighter than M B - 51og/i = -19.5 
is shown as a solid line, while the redshift-space correlation function of dark matter is 
shown as a dotted line. The dashed and dot-dashed lines show the real space correlation 
functions for galaxies and dark matter respectively. Error bars on the galaxy correlation 
functions are derived from Poisson statistics. The symbols with error bars are observa-
tional determinations of the galaxy correlation function: triangles show the redshift-space 
correlation function of galaxies brighter than M B - blogh = -19.5 from the ESO Slice 
Project (Guzzo et al. 1999), whilst squares show the real-space galaxy correlation function 
from the A P M survey (Baugh 1996). 
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by inferring the radial position of each galaxy from its redshift, assuming a uniform Hubble 
flow. However, galaxies have peculiar motions in addition to the Hubble flow, induced by 
inhomogeneities in the density field. This leads to a modification of the apparent pattern 
of galaxy clustering, commonly referred to as "redshift-space distortions". Generally, 
these distortions reduce the strength of clustering on small scales, where the motion of 
galaxies within virialised structures tends to smear out galaxy positions inferred from 
redshifts (creating 'Fingers of God'), and boost the strength of clustering on large scales 
where galaxies experience coherent flows into overdense regions and out of underdense 
regions (Kaiser 1987, Hamilton 1992) . The redshift-space galaxy correlation function in 
our model therefore depends on both the spatial distribution of the galaxies and their 
distribution of peculiar velocities. We will comment on uncertainties that this introduces 
in §4 .3 .2 . 
The redshift-space clustering of galaxies in the simulation is straightforward to com-
pute from the position and peculiar velocity of each galaxy. Redshift space positions 
are calculated by adding V^/HQ to the x coordinate of each galaxy, where is the x-
component of the peculiar velocity of that galaxy. This gives the redshift space position 
(at 2 = 0 ) , as viewed by an observer located at infinity. From the resulting catalogue we 
can compute clustering statistics in the usual way. 
In Fig. 4 .1 we show the two-point correlation function of galaxies brighter than M B -
5 log h = - 1 9 . 5 in redshift space. The figure also shows the real-space correlation function 
for comparison. The two effects of redshift-space distortion described above are readily 
apparent in this figure. In real space the galaxy correlation function has an almost power-
law form between 0 .1 and 10/i~^ Mpc, with a slope of 7 fa - 1 . 8 . In redshift-space, the 
galaxy correlation function falls below this power-law on small scales, whereas on scales 
larger than a few megaparsecs, it rises above it . 
Kaiser (1987) showed that the amplification in redshift-space of the two-point cor-
relation function on large scales due to coherent inflow onto large-scale structures is 
approximately a factor of 1 -|- 2/3/3 -t- /?^/5, where [5 = ^.Q-^/b and b is the galaxy bias, 
assumed to be independent of scale. For the model considered here, QQ = 0.3, and the 
galaxies are essentially unbiased on large scales. The amplification factor is therefore 
~ 1.37. Whilst Kaiser's expression assumes AQ = 0, in practice a non-zero cosmological 
constant makes very little difference, merely increasing the amplification factor to 1.39 
(Lahav et al. 1991) . The value measured for our galaxies at separations of 10h~^ Mpc, 
where linear theory is still a fair approximation, is 1.27 ± 0.04, in reasonable agreement 
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with the analytic expectation. 
I t is remarkable that whilst galaxies and dark matter have very different two-point 
correlation functions in real space, on scales smaller than dh~^ Mpc the redshift-space 
correlation functions of galaxies and dark matter are almost indistinguishable. This im-
plies that galaxies and dark matter have different velocity dispersions on these scales, and 
suggests that estimates of galaxy bias obtained from clustering in redshift space should 
be treated with caution. 
4.3.1 Galaxy Peculiar Motions 
Pairwise velocity statistics for dark matter and galaxies are plotted in Fig. 4.2. The data 
points in the figure were obtained from the Las Campanas Redshift Survey (hereafter 
LCRS, Shectman et al. 1996) by Jing, Mo & Borner (1998). Following Jenkins et al. 
(1998), a quantity that may be compared to these data is the projected, line-of-sight 
velocity dispersion given by: 
, . . / e ( r ) < , ( r ) d / 
where ?*p denotes projected separation, / distance along the line of sight, r = -|- P, and 
the integral is taken along the line-of-sight between ±oo, although in practice convergence 
is attained with integration limits of ±25h~^ Mpc. The quantity (^^roj line-of-sight 
pairwise dispersion, which is given by: 
a 
rl{vl)/2 + l' ( ( i ) - ( " 2 i ) ' ) 
.2 _ 
pro j ^2 + p 
(4.2) 
where (u^)^''^ is the rms relative pairwise velocity perpendicular to the vector connecting 
each pair, r i2, ^ujj^ ^ is the rms relative pairwise peculiar velocity along ri2 and {v2i) 
is the mean relative pairwise peculiar velocity along ri2, all of which are functions of 
?- = |ri2|-
The line-of-sight velocity dispersion of the dark matter, shown in the left-hand panel 
of Fig. 4.2, is significantly larger than the value for LCRS galaxies on small scales. At 
r ~ 0.5h~^Mpc, the observed value is 535 ± 100kms~\ whereas for the dark matter 
aios = 870kms~^. For dark matter, we find that the measured aios from the GIF simulation 
is in good agreement with that obtained by Jenkins et al. (1998) from a simulation of a 
volume approximately 5 times larger than the GIF simulation and from that in the 512^ ^ 
simulation, differing by less than 50kms""^ on all scales considered here. 
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Figure 4.2: Pairwise velocities of dark matter particles (left-hand panel) and galaxies 
(right-hand panel) measured in the ACDM simulation. The dotted line is the mean 
inward radial peculiar velocity of pairs, < i;2i > ; the short-dashed line is the rms pairwise 
radial peculiar velocity, < >^/^; the long-dashed fine is the rms pairwise perpendicular 
peculiar velocity, < v]_ >^/^; the solid lines are the rms pairwise line-of-sight peculiar 
velocity, crios; and the dot-dash line is the Hubble expansion given by vuuh = -Hor, 
where HQ is Hubble's constant and r is physical separation. In the right hand panel the 
thick solid line shows crios for a sample with M R - 5log/i < -21.5, whilst all other lines 
are for a sample of galaxies with Ma - Slog/i < -19.5. The data points with error bars 
are taken from Jing, Mo &; Borner (1998) and show the pairwise velocity dispersion, (T12, 
estimated for the Las Campanas redshift survey. The error bars are the square root of 
the sum in quadrature of the errors derived from the data and la uncertainties inferred 
from mock catalogues by Jing et al. These points should be compared to the line-of-sight 
dispersions, CTIOS, for the models (solid lines). Data points and aios are plotted against 
projected separation, f p , whilst all other curves are plotted against true separation, r. 
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To compare our results with the LCRS data we have constructed a sample of galaxies 
brighter than M R - 5 log/i = -21.5 which corresponds approximately to the apparent 
magnitude limit of the LCRS at its mean depth of 300h~^ Mpc. The line-of-sight velocity 
dispersion of these galaxies, shown in the right-hand panel by the thick solid fine, is in 
reasonable agreement with the data. A sample selected to have M B - Slog/i < -19.5 has 
a very similar CTIOS, as shown by the thin solid line in the right-hand panel. 
Fig. 4.2 shows that model galaxies display a markedly diflFerent velocity dispersion 
from the dark matter on all the scales considered. This "velocity bias" is statistical in 
origin, and is unrelated to dynamical friction in clusters, because each galaxy in our model 
is assigned the peculiar velocity of a particle belonging to a dark matter halo in the N-
body simulation. This effect arises because the galaxy distribution does not constitute a 
Poisson sampling of the dark matter distribution. Firstly, galaxies are found only in 
dark matter halos more massive than ~ lO^^ / i^^M©, whereas a significant fraction of the 
dark matter is in smaller mass objects. Secondly, the number of galaxies in each halo is 
not in direct proportion to the halo mass, as would be required for Poisson sampling (see 
Chapter 3). The number of galaxies per halo determines how well the velocity structure 
of the halo is traced by the galaxy distribution. Our results for galaxy velocity dispersions 
differ somewhat from those found by Kauffmann et al. (1999a) using a similar technique. 
In §4.3.2 we explore thoroughly the causes of these diflferences. 
The kind of biases seen in the pairwise velocity dispersion function are also present 
in single galaxy statistics. Fig. 4.3 shows the three-dimensional velocity dispersion of 
galaxies and dark matter within spheres of radius r, measured relative to the mean velocity 
within the sphere. At large r, this quantity tends to a constant value, the rms peculiar 
velocity of individual galaxies. As the figure shows, the dispersion within spheres is lower 
for galaxies than for dark matter and, furthermore, it depends on galaxy luminosity. For 
bright galaxies, the velocity dispersion is about 20% lower than for the dark matter. 
The dependence on luminosity arises because the fainter sample contains relatively more 
galaxies in the most massive halos which have the largest velocity dispersions. The figure 
also shows that the sampling variance of the velocity dispersion function is very large, 
particularly on small scales. For example, for sphere radii of I0h~^ Mpc, velocities as low 
as ~ 100 km s~^  are within l-a of the mean dispersion. This reflects the importance of 
long wavelength density fluctuations in determining the small-scale velocity field. 






0 J L J L 
0 20 40 
r/h-^Mpc 
60 80 
Figure 4.3: The three-dimensional velocity dispersion of individual galaxies and dark 
matter in spheres of radius r measured relative to the mean velocity within the sphere. 
Filled squares show the velocity dispersion of the dark matter, whilst open symbols show 
the velocity dispersion of galaxies brighter than M B - Slog/i = -19.5 (triangles) and 
M B - blogh = -18.5 (circles). The symbols indicate the mean velocity dispersion, and 
the error bars show the rms scatter in this quantity. 
4. Dependence of Velocity and Clustering Statistics 104 
4.3.2 Comparison to Previous Work 
The pairwise galaxy velocity dispersions that we find are somewhat lower than those 
obtained by Kauffmann et al. (1999a) using exactly the same N-body simulations as us, 
but a different semi-analytic prescription. Kauffmann et al. found very similar (to within 
10%) pairwise velocities for dark matter particles and galaxies on all scales. Thus, unlike 
ours, their model disagrees with the Jing, Mo & Borner (1998) data. Since the two semi-
analytic treatments attempt to model the same physics, i t is instructive to understand 
the reasons for this discrepancy. 
The first, and most obvious diflFerence is that Kauffmann et al. (1999a) considered 
galaxies one magnitude fainter than we do and the pairwise velocities are higher for 
fainter galaxies (because fainter samples consist of proportionally more satellite galaxies 
in clusters than brighter cuts). In our model, the line-of-sight velocity dispersion, aios, 
of galaxies brighter than M B — Slog/i = -18.S is approximately 150 km s~^  higher than 
that for galaxies one magnitude brighter. However, as may be seen in Fig. 4.4, even for 
galaxies of the same luminosity, there is still a discrepancy between our results and those 
of Kauffmann et al. There are three effects that could give rise to this discrepancy: (i) 
different assignments of peculiar velocities and/or positions to galaxies in the same halo; 
(ii) differences in the frequency with which the two semi-analytic models populate a halo 
of given mass with a particular number of galaxies; and (iii) statistical variations in the 
formation histories of galaxies in halos of a given mass. We have carried out several tests 
of these effects. 
The results of the tests are shown in Fig. 4.4. The thick solid line shows (TIOS for 
the dark matter in the GIF simulation, whilst the thin solid line shows CTIOS for galaxies 
brighter than M B - 5 log / i < -19.5 in our model. In order to estimate the variance arising 
from different galaxy formation histories, we have generated ten realisations of our model 
using different random number sequences when constructing dark matter merger trees 
and selecting random halo particles on which to place the galaxies. The variation in aios 
between these ten models is an underestimate of the true statistical uncertainty because 
the population of dark matter halos is, of course, identical in all ten realizations (and 
to that in the model of Kauffmann et al.). The dashed line shows crios for galaxies in 
our model brighter than M B - Slog/i < -18.5, with la error bars derived in this way. 
Although <7ios for these galaxies is larger than for our brighter sample, i t is still biased 
relative to the dark matter and is significantly below the Kauffmann et al. result. Thus, 
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Figure 4.4: Line-of-sight velocity dispersions, crios for: dark matter (thick solid line); 
galaxies in our model that are brighter than M B - blogh = -19.5 (thin solid line) and 
M B - 5\ogh = -18.5 (dashed line); galaxies in the model of Kauffmann et al. (1999a) 
that are brighter than M B - 5logh = -18.5 (dotted line); the Kauffmann et al. galaxies 
but with positions and velocities assigned using our placement scheme (dot-dashed line). 
The error bars on these lines reflect sampling uncertainties in the simulated volume as 
discussed in the text. Squares with error bars are estimated from the Las Campanas 
Redshift Survey (Jing, Mo & Borner 1998). 
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Figure 4.5: The number of galaxies per halo brighter than M B - 5 log/i = -18.5 as a 
function of halo mass in our model (squares) and that of Kauffmann et al. (1999a) (trian-
gles). Also shown is the number of galaxies per halo brighter than M B - 51og/i = -19.5 
as a function of halo mass in our model (circles). Filled symbols show the corresponding 
predictions from our model for an independent sample of twenty IQ^^H'^MQ halos. The 
symbols show the median of the distribution whilst error bars indicate the 10% and 90% 
intervals of the distribution. The number of galaxies brighter than M B - 5log/i = -18.5 
and -19.5 within the virial radius of the Coma cluster as found by Godwin, Metcalfe & 
Peach (1983) are indicated by stars. 
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statistical uncertainties and varying the magnitude selection, although responsible for 
relatively large changes in crios, do not, on their own, explain the difference between the 
two semi-analytic models. 
We now consider differences in the way in which the two models assign positions and 
velocities to galaxies within a given halo. In our model, each galaxy is assigned the 
position and velocity of a randomly chosen dark matter halo particle (except the central 
galaxy which is assigned the position and velocity of the centre of mass of the halo). In 
the model of Kauffmann et al. (1999a), galaxies initially form on the most bound particle 
in their halo. If that halo later merges with a larger one, the galaxy becomes a satellite 
in the new halo and remains attached to the dark matter particle on which it formed. 
Diaferio et al. (1999) have shown that this placement scheme leads to a dynamical velocity 
bias, such that blue galaxies in clusters have a higher velocity dispersion than the cluster 
dark matter because they preferentially occupy particles which are in the process of falling 
into the cluster for the first time. Such dynamical biases cannot (by construction) arise 
in our model. 
To test the effect of the different placement schemes, we have taken the galaxy cata-
logue of Kauffmann et al. (limited at M B - 5\ogh = -18.5 and kindly provided by A . 
Diaferio) and identified the dark matter halo of the GIF simulation to which each of these 
galaxies belongs. We have then assigned positions and velocities to these galaxies using 
our own placement scheme. The resulting CTIOS is shown in Fig. 4.4 as the dot-dashed line 
(with error bars calculated from ten realisations of the placement scheme). This may be 
compared to the CTIOS for the original Kauffmann et al. catalogue shown as the dotted line. 
The two curves are very similar on small scales and the small differences that there are 
on scales larger than lh~^ Mpc are, in fact, due to our choice of always siting one galaxy 
at the centre of mass of each halo. (When we place all the Kauffmann et al. galaxies on 
randomly chosen halo particles the two curves agree extremely well on all scales.) This 
test demonstrates that the differences between our results and those of Kauffmann et al. 
are not due to the different ways in which galaxies are identified with dark matter halo 
particles in the two models. 
We conclude that the differences between our results and those of Kauffmann et al. 
must be due to the frequency with which halos of different mass are populated with a 
particular number of galaxies in the two semi-analytic models. This statistic is shown 
in Fig. 4.5. Our model and that of Kauffmann et al. agree well for halos below ~ 
10^^h~^MQ, but for higher masses Kauffmann et al. assign systematically more galaxies 
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to each halo (typically around 30% more) than we do. Thus, the catalogue of Kauffmann 
et al. gives greater weight to the most massive, highest velocity dispersion halos to 
which pairwise statistics are quite sensitive. As a result, they predict significantly higher 
velocity dispersions than we do. Since the 10^^h~^MQ bin contains only three halos in 
the GIF simulation, we also show our model predictions from an independent sample 
of twenty halos of mass 10^^h~^MQ populated using exactly the same galaxy formation 
rules (indicated by filled symbols). For comparison, we have indicated in the figure the 
number of galaxies brighter than M B - 5 log / i = -19.5 found in the Coma cluster and the 
corresponding number in our model. The virial mass and radius of the Coma cluster are 
0.8±0.1xW^h-^MQ and LS/i '^Mpc (1.2°) respectively (Geller, Diaferio & Kurtz 1999). 
Within a circular aperture of this radius centred on NGC4874, Godwin, Metcalfe & Peach 
(1983) find 100 galaxies brighter than M B -5\ogh = -18.5 and 25 galaxies brighter than 
M B - 5 log / i = -19.5 (at the fainter magnitude cut a contamination of approximately 5.5 
field galaxies is expected). Although this sample of one cluster cannot be used to confirm 
our model, it is consistent with our predicted distribution of galaxy numbers but also 
with that predicted by Kauffmann et al. To diflFerentiate between these two models would 
require a larger observational sample of rich clusters. Our model has been shown to be in 
good agreement with the observed total luminosities of groups and clusters determined 
by Moore, Frenk & White (1993) (Fig. 3.13), indicating that it is populating both groups 
and clusters with galaxies in a realistic fashion. 
Although velocity statistics are sensitive to the numbers of galaxies placed in high mass 
halos, we have checked that galaxy correlation functions (in both real and redshift-space) 
are much less affected. For example, the redshift-space correlation function of galaxies 
brighter than M B - 5 log/i < -18.5 diflFers by only 10% on scales of 10/i"^Mpc and by 
less than 20% on scales of 0.3/i~^Mpc when estimated using the number of galaxies per 
halo predicted by our model and by that of Kauffmann et al. (1999a). This is comparable 
to the scatter between models with different parameters found in Chapter 3. 
Fig. 4.6 shows the effects of varying key model parameters on the pairwise velocity 
dispersions. In §4.4.1 we describe these models further and explain our criteria for re-
jecting models as being non-realistic. Of the fifteen variants considered, five would be 
classed as non-realistic, and are shown as dashed lines. These models are outliers com-
pared with the viable models (solid lines) which have only a small scatter around the 
fiducial model. This demonstrates that robust predictions for velocity dispersions can be 
made once non-realistic models are excluded. 
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Figure 4 .6: The line-of-sight pairwise velocity dispersion, (TIOS, for galaxies with M B -
Slog/i < - 1 9 . 5 . The lines show fifteen variants of our fiducial model in which some of 
the key parameters have been varied. The five models shown as dashed lines would be 
rejected as being non-realistic, as discussed in § 4 . 4 . 1 . The data points with error bars 
are taken from Jing, Mo & Borner (1998) and show the pairwise velocity dispersion, an, 
estimated for the Las Campanas redshift survey. 
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4.4 The Dependence of Clustering on Galaxy Properties 
We now examine the clustering properties of various subsamples extracted from our orig-
inal galaxy catalogue, selecting by luminosity, morphology or colour. 
4.4.1 Dependence of Clustering on Luminosity 
In Fig. 4.7 we show our predicted redshift-space correlation functions for four cuts in ab-
solute magnitude, and compare them with the corresponding correlation functions mea-
sured in the ESP redshift survey by Guzzo et al. (1999). (The space density of galaxies 
in our model at each of these magnitude cuts matches closely that found in the ESP 
survey, since our bj-band luminosity function is tuned to agree with the ESP survey 
— c.f. Fig 4.11.) The error bars on the model are estimates of the sample variance, 
computed in the following manner. For each magnitude cut, we extract fifty randomly 
placed cubes from our simulation which have a volume equal to that of the corresponding 
volume-limited samples drawn from the ESP survey. For the ESP survey volume-limited 
at Mbj - 5 log/i < -18.5, -19.5 and -20.5, our simulation volume contains 46, 17 and 
6 independent survey volumes respectively. Thus, for the brighter samples our estimate 
of the sample variance is likely to be an underestimate of the true value. In the figure, 
we plot the median correlation function of these fifty realisations, and error bars showing 
the 10% and 90% intervals of the distribution. As can be seen, the model results are in 
excellent agreement with the data over the whole range of scales and magnitudes shown. 
Guzzo et al. (1999) argue that for the brightest magnitude cut they considered, Mbj -
blogh < -20.5, there is evidence for stronger clustering than for galaxies with M^^ -
5\ogh < -19.5. Unfortunately, this effect is most noticeable on scales somewhat larger 
than those we can probe reliably with our simulation. At r ~ 10/i~^Mpc, the largest 
scale on which we can reliably measure the correlation function, we find that galaxies 
with Mbj - 5 log/i < -20.5 have a clustering amplitude that is only 1.07 ± 0.10 times 
greater than that of galaxies with Mbj - 5\ogh < -19.5 (when measured from the full 
volume of our simulation). Thus, the results from the GIF simulation are inconclusive. 
We have therefore made use of the 512"^  simulation, described in §4.2, to examine the 
clustering of very bright galaxies. The correlation function of galaxies brighter than 
Mbj - 5\ogh = —20.5 in this simulation agrees with that of the same galaxies in the 
GIF simulation, within the rather large errorbars (due to the limited number of such 
bright galaxies in the GIF volume), except on the largest scales where the different dark 
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Figure 4.7: Redshift-space correlation functions of galaxies selected by bj-band absolute 
magnitude (see panels for magnitude cuts). The lines show the median model correlation 
function obtained from fifty randomly chosen volumes equal in size to the corresponding 
ESP sample. The error bars on these fines indicate the 10% and 90% intervals of the 
distribution of correlation functions. The model result for Mbj - Slog/i < -19.5 is 
reproduced, for reference, in each panel as the dot-dashed line. The filled squares with 
error bars show the correlation functions estimated from the volume-limited samples of 
the ESP (Guzzo et al. 1999). 
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Figure 4.8: Redshift-space correlation functions of galaxies brighter than Mbj - 51og/i = 
-20.S (solid fine) and -21.5 (dashed line) measured in the 512^ simulation. The redshift-
space correlation function of dark matter in this simulation is shown by the dotted line. 
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Figure 4.9: Real-space correlation functions of galaxies selected by bj-band absolute 
magnitude (see panels for magnitude cuts). The dashed lines show the power-law fits 
to the corresponding ESP survey correlation functions obtained by Guzzo et al. (1999). 
(Note that no fit was given for the brightest magnitude cut shown.) Dotted lines track 
the quoted errors on these fits. The solid line in each panel shows the median model 
correlation function obtained by splitting our sample into fifty randomly positioned cubes 
with volume equal to that of the ESP survey at the same magnitude cut. Error bars on 
this line indicate the 10% and 90% intervals of the distribution from these same samples. 
The model result for Mbj - 51og/i < -19.5 is reproduced, for reference, in each panel as 
the dot-dashed line. 
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Figure 4.10: Real-space correlation functions of galaxies selected by bj-band absolute 
magnitude (see panels for magnitude cuts). The fifteen variant models are plotted either 
as dotted lines if they produce a correlation function similar to the standard model or as 
dashed lines if they do not. 
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Figure 4.11: The local bj-band luminosity function. Symbols with error bars show various 
observational estimates of this quantity, as indicated in the legend. The lines show fifteen 
variant models along with our standard model (solid line). The five models which show 
significantly different correlation functions are identified by dashed lines. 
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matter correlation functions in the simulations (as discussed in §4.2) introduce a similar 
difference in the galaxy correlation functions. As shown in Fig. 4.8, we find that, in 
the 512^ simulation, galaxies with Mbj - 5\ogh < -21.5 have a clustering amplitude on 
scales above 10/i~^Mpc which is approximately 4 times higher than that of galaxies with 
Mbj - Slog/i < -20.5. The space densities of Mbj - Slog/i < -20.5 and -21.5 galaxies 
are approximately 6 and 200 times lower than that of L* galaxies respectively. The large 
increase in clustering amplitude is due to the fact that these very bright galaxies occupy 
halos with a mean mass of several M*, for which the halo bias is a rapidly changing 
function of halo mass (Mo & White 1996). 
In Fig. 4.9 we show the real-space correlation function for our models applying the 
same four absolute magnitude cuts. Guzzo et al. (1999) estimated the real-space cor-
relation function by fitting a power-law to the correlation function measured in terms 
of projected separation. We plot their results over the range of scales used in their fit, 
0.5 < r < 9.5h~^Mpc. Within the errors estimated from sample variance, our models are 
in reasonable agreement with the measurements. Guzzo et al. claim to find evidence for 
a weak luminosity dependence in the real-space correlation function, with galaxies in the 
brightest magnitude cut being the most strongly clustered. This effect is manifest as an 
increase in the correlation length with intrinsic luminosity obtained from their power-law 
fits to the correlation function. The slope of the ESP correlation function also increases 
for intrinsically brighter galaxies. In contrast, we find no significant evidence for a lumi-
nosity dependence of either clustering length or the slope of the correlation function in 
our models. The pair-counting errors that Guzzo et al. estimated for the fitted parame-
ters are largest for the brightest sample, which contains the fewest galaxies. Our model 
correlation functions, however, indicate that sample variance is particularly significant for 
the fainter catalogues, which sample smaller volumes. Taking this sample variance into 
account weakens the significance of the effect claimed by Guzzo et al. 
To confirm that our model predictions for ^(r) are robust, we follow Chapter 3 and 
consider the effect on the correlation function of galaxies of varying key parameters in our 
semi-analytic model, for example, the galaxy merger rate or the baryon fraction. Each 
model is constrained to match the ESP bj-band luminosity function at by adjusting the 
parameter T, which gives the ratio of the total mass in stars (including brown dwarfs) 
to that in luminous stars. The parameter changes used are similar to those listed in 
Table 3.4. Note that we do not consider the "No dust" model here. 
In Fig. 4.10 we show the real-space correlation functions obtained from the fifteen 
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models with altered parameter values. Of the fifteen variants considered, five exhibit sig-
nificantly different clustering properties to the fiducial model. As can be seen in Fig. 4.11, 
these models are amongst the ones that disagree the most with the observed luminosity 
function, where these models are shown as dashed lines, and would therefore be rejected 
as unrealistic models (see end of §4.3.2). This highlights again the point emphasized in 
Chapter 3 that a good fit to the galaxy luminosity function is a pre-requisite for a ro-
bust determination of clustering statistics in semi-analytic models. The same five models 
were shown as dashed lines in Fig. 4.6, where they show a greater variation in velocity 
dispersions than models which are a good fit to the luminosity function. This shows that 
reproducing the bright end of the luminosity function is also important in order to make 
robust predictions for galaxy velocity statistics. 
4.4.2 Dependence of Clustering on Morphology 
In Fig. 4.12, we compare the real-space correlation functions for galaxies selected by 
morphological type in our model with observational data from Loveday et al. (1995). Al-
though we restrict attention to galaxies in the same magnitude range used by Loveday et 
al., our criteria for morphological classification are inevitably somewhat different. Love-
day et al. classified galaxies by eye as either early types (E/SO) or late types (S/Irr). 
Our classification is based on the bulge-to-total luminosity ratio of each galaxy as mea-
sured in dust-extincted bj-band light (B /T) . We classify galaxies with B / T < 0.4 as late 
type galaxies and those with B / T > 0.4 as early type galaxies. The observed correlation 
between bulge-to-total luminosity ratio and morphological type displays a large scatter 
(see Fig. 1 of Baugh, Cole k Frenk 1996b). 
Bearing these caveats in mind, the level of agreement between the observed correlation 
functions and the model predictions shown in Fig. 4.12 is encouraging. Early type galaxies 
are the most strongly clustered on all the scales we consider, as found also by Kauffmann 
et al. (1999a). The greatest difference occurs on scales below lh~^ Mpc, where early type 
galaxies have a clustering amplitude that is more than 4 times higher than that of late 
type galaxies. On larger scales, the difference in clustering amplitudes persists, but is less 
pronounced. 
In Fig. 4.13, we plot the host halo mass functions of late and early type galaxies in 
our model (weighted by the number of galaxies per halo). As may be seen, early type 
galaxies do, on average, reside preferentially in higher mass environments than late type 
galaxies, as speculated by Loveday et al. (1995). This explains the larger correlation 
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Figure 4.12: Real-space two-point correlation function for galaxy samples selected by 
morphological type. Squares and triangles with error bars show the observed correlation 
functions of early and late type galaxies respectively, with -20.0 < Mbj - Slog/i < 
— 19.0, from Loveday et al. (1995). Solid and dashed lines show correlation functions for 
model galaxies in the same magnitude range. This sample is subdivided by morphological 
type as described in the text. For the model, the lines indicate the correlation function 
from the whole simulation volume, which is approximately 1.3 times larger than the 
Mbj - Slog/i < —19.0 volume-limited Stromlo-APM survey. The dotted line shows the 
correlation function of the dark matter. 
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Figure 4.13: The mass function of host dark matter halos, weighted by the number of 
galaxies with -20.0 < Mbj - 51og/i < -19.0 per halo, for late type galaxies (solid line) 
and early type galaxies (dotted line) in our model. The mass functions are normalised 
by the total number of galaxies in each sample. The arrows indicate the mean host halo 
mass fpr each population of galaxies. 
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length of the early types since higher mass halos are intrinsically more strongly biased 
(Frenk et al. 1988, Mo & White 1996) relative to the dark matter distribution as a whole. 
It also explains the greater correlation amplitude of early type galaxies on scales below 
lh~^ Mpc, where the correlation function is sensitive to the number of galaxy pairs inside 
cluster sized halos as shown in Chapter 3. Late type galaxies are rare in these halos and 
so their pair count on these scales is small, resulting in a lower correlation amplitude. 
4.4.3 Dependence of Clustering on Colour 
At present, the only available observational constraints on the colour dependence of galaxy 
clustering come from deep, magnitude-limited samples that cover a significant baseline in 
redshift. The technique used in this Chapter needs to be extended to include evolution 
both in the galaxy population and in the clustering of dark matter to produce realistic 
mock catalogues that can be compared with these observations. However, forthcoming 
redshift surveys, such as the Two-degree Field (2dF) (Colless 1996) and Sloan Digital Sky 
Survey (SDSS) (Gunn & Weinberg 1995), will contain large enough numbers of galaxies 
with photometry in different bands to allow the construction of local volume-limited 
samples subdivided by galaxy colour. 
We present, in Fig. 4.14, our predictions for colour dependent clustering of galaxies 
in real space, measured in the full volume of our simulation. Red galaxies are defined to 
have B-R> 1.3 and blue galaxies B-R< 1.3, which matches the cut used by Willmer, da 
Costa & Pellegrini (1998). The error bars show the Poisson pair counting errors in each 
bin. The clustering of red galaxies is significantly stronger than that of blue galaxies, 
which follows from the fact that the red galaxies are predominantly early types, and so 
are predicted to reside preferentially within higher mass halos than the blue galaxies. 
4.5 Discussion and Conclusions 
In this Chapter, we have extended the analysis of Chapter 3 to examine the peculiar 
motions of galaxies, their effect on clustering and the clustering of different types of 
galaxies. 
In Chapter 3, we studied the correlation function of galaxies brighter than in real-
space (i.e. as a function of true spatial separation; see also KauflFmann et al. 1999a). 
We found remarkably good agreement between the predictions of the ACDM model and 
measurements of the correlation function of the APM galaxy survey (Baugh 1996), over 
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Figure 4.14: The real-space correlation function of galaxies brighter than M B - 51og/i = 
— 19.5 in our model selected by B-R colour. The solid line is the correlation function of 
galaxies with B-R> 1.3, whilst the dashed line is that of galaxies with B-R< 1.3. Error 
bars on these lines show the Poisson pair counting errors. The dotted line shows the 
correlation function of the dark matter, and the points with error bars are the real-space 
correlation function measured from the APM survey for all galaxies (Baugh 1996). 
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four orders of magnitude in correlation amplitude. On small scales, we found the model 
galaxies to be less strongly clustered than (or biased low relative to) the dark matter. We 
have now seen that the net effect of small-scale peculiar velocities is to cancel out this bias: 
in redshift space the galaxy and dark matter correlation functions are very similar to one 
another. This cancellation arises because the pairwise velocity dispersions of galaxies and 
dark matter are different. Fortuitously, the difference is just sufficient to compensate for 
the differences in real-space clustering. Thus, although genuinely biased, the distribution 
of galaxies measured in redshift space appears, to a good approximation, unbiased on 
small scales. The pairwise velocity dispersion of the model galaxies is ~ (200 - 300) km/s 
lower than that of the dark matter over almost two decades in spatial separation and is 
in good agreement with recent observational determinations (Jing, Mo & Borner 1998). 
However, comparison of our results with those of Kaulfmann et al. (1999a) demonstrates 
the sensitivity of this statistic to the number of galaxies that populate rich clusters. Both 
models are consistent with the available data for the Coma cluster, but produce line-of-
sight velocity dispersions which dilfer by around 100 km/s. 
As discussed in Chapter 3, the physical origin of the offset between the galaxy and 
dark matter velocity distributions lies in the way in which galaxies sample the velocity 
field of the dark matter. The mass-to-light ratio of halos in our model is a strong, non-
monotonic function of halo mass. Galaxy formation is most efficient in halos of mass 
~ lO^^h"^Mq, and the mass-to-light ratio increases at higher and lower masses due to 
long cooling times for the gas and stronger feedback respectively (see Fig. 3.9). As a 
result, the number of galaxies per halo does not increase as rapidly as the halo mass. 
Thus, when computing the pairwise velocity dispersion, high velocity dispersion halos 
are undersampled by galaxies relative to the contribution of these halos to the velocity 
dispersion of the dark matter itself. 
We have explored the sensitivity of our theoretical predictions for peculiar velocities 
to variations in the galaxy formation parameters. In Chapter 3 we found that predic-
tions for the galaxy two-point correlation function in a particular cosmological model are 
robust to changes in model parameters, provided that the galaxy luminosity function re-
mains approximately the same. Here, we find a similar result for the peculiar velocities: 
models with similar luminosity functions produce similar results. The amplitude of the 
velocity bias depends not only on the luminosity function, but also on the shape of the 
power spectrum of density fluctuations and on the statistics of the occupation of halos 
by galaxies. As we showed in Chapter 3, our (cluster-normalized) ACDM model gives a 
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good match to the observed luminosity function of galactic systems. To a large extent, 
this is the reason why the model also gives a good match to the observed pairwise velocity 
dispersion function (although pur neglect of dynamical biases in the galaxy distribution 
may affect our results slightly). The differences between our predicted peculiar velocities 
and those obtained by KauflFmann et al. (1999a) from the same N-body simulations, but 
using a different semi-analytic model, are simply due to differences in the way in which the 
two models populate high mass halos. These, in turn, reflect differences in the luminosity 
functions of galaxies and of galactic systems in the two models. 
The dependence of clustering on intrinsic galaxy properties provides, in principle, an 
interesting test of models of galaxy formation. The most obvious property to consider is 
galaxy luminosity. Unfortunately, the dependence of clustering on luminosity is difliicult 
to measure from magnitude limited redshift surveys and so the observational situation 
is inconclusive. A weak effect has been claimed, for example, by Guzzo et al. (1999) 
for galaxies approximately one magnitude brighter than L^,. For the bulk of the galaxy 
population, we find no evidence for a dependence of clustering on the intrinsic luminosity 
of our model galaxies. This is not surprising in view of the fact that galaxies of a given 
luminosity reside in dark matter halos spanning an appreciable range of masses. We do, 
however, predict a strong effect for galaxies that are significantly brighter than L , . Unfor-
tunately, the space density of these galaxies is too low for their clustering to be accurately 
measured in existing redshift surveys. On the other hand, both models and observations 
agree that early type or red galaxies are more strongly clustered than late type or blue 
galaxies, particularly on small scales. This is a reflection of the observed morphology-
density relation which arises naturally in hierarchical clustering models (Baugh, Cole & 
Frenk 1996b, KauflFmann 1996b). 
I t is worth emphasizing that the galaxy formation model that we have used in this 
Chapter is essentially the same as that discussed at length in Cole et al. (2000) and 
adopted in Chapter 3. Cole et al. flxed parameter values by requiring their model to 
reproduce a variety of properties of the local galaxy population, with emphasis placed on 
achieving a good match to the local bj-band galaxy luminosity function. This same ACDM 
model also reproduces the present day clustering of galaxies in real and redshift space, 
is in reasonable agreement with the observed line-of-sight pairwise velocity dispersion of 
galaxies, and matches the clustering measured at intermediate and high redshifts (Baugh 
et al. 1999). 
An important conclusion of this work is that the statistical properties of the galaxy 
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distribution can be quite different from those of the underlying dark matter. A physical 
approach to modelling the formation and evolution of galaxies, using the kind of tech-
niques discussed in this Chapter and also in KauflFmann et al. (1999a) and Chapter 3, is 
therefore imperative if we are to understand the biases in the way that different galaxies 
trace the dark matter. This, in turn, is a pre-requisite for making sense of the unprece-
dented amount of information about the galaxy distribution in the low and high redshift 




Galaxies and its Effect 
on the CMB 
5.1 Introduction 
The Gunn-Peterson (CP) effect (Gunn & Peterson 1965) indicates that the smoothly 
distributed hydrogen in the intergalactic medium (IGM) is already highly ionized by 
z = b (Schneider, Schmidt & Gunn 1991, Lanzetta, Wolfe & Tunshek 1996). Barring the 
possibility of collisional reionization (e.g. Giroux & Shapiro 1994), the CP effect implies 
the presence of very luminous ionizing sources at high redshifts capable of producing 
enough Lyman continuum (Lyc) photons to cause photoionization of hydrogen by z ^5 . 
The two possible sources of these ionizing photons are QSOs and high mass stars. 
Models in which QSOs dominate the production of ionizing photons may be able to 
meet the GP constraint (Miralda-Escude & Ostriker 1990). However, such models are 
strongly constrained by the observed decline in the abundance of bright QSOs above 
z K, "i (Hartwick & Schade 1990, Warren, Hewett & Osmer 1994, Kennefick, Djorgovski 
& de Carvalho 1995, Schmidt, Schneider k, Gunn 1995). (This result remains somewhat 
controversial as the number of QSOs upon which i t is based is relatively small.) Fur-
thermore, Madau, Haardt & Rees (1999) note that a model in which faint QSOs provide 
all the required ionizing luminosity can be ruled out on the basis of the number of faint 
QSOs seen in the HDF. 
There is, however, growing evidence for the presence of bright galaxies at redshifts as 
high as z ~ 5 (Spinrad 1998), and perhaps even higher (Yahil, Lanzetta & Ferna'ndez-
Soto 1998). Thus the other natural candidate sources of ionizing photons are young, high 
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mass stars forming in galaxies at redshifts greater than 5 (e.g. Couchman & Rees 1986, 
Haiman & Loeb 1996, Ciardi et al. 2000). Madau, Haardt & Rees (1999) note that at z ?a 3 
stars in Lyman-break galaxies will emit more ionizing photons into the IGM than QSOs 
if more than 30% of such photons can escape from their host galaxy. Whilst such high 
escape fractions may not be realistic (e.g. local starbursts show escape fractions of only 
a few percent, Leitherer et al. 1995), this does demonstrate that high-redshift galaxies 
could provide a significant contribution to (or perhaps even dominate) the production 
of ionizing photons. In this Chapter we will restrict our attention to ionizing photons 
produced by stars, although a contribution from QSOs could easily be fitted into the 
same scheme (see, for example, Kauffmann & Haehnelt 2000). 
According to the hierarchical structure formation scenario (e.g. Peebles 1980) pertur-
bations in the gravitationally dominant and dissipationless dark matter grow, by gravita-
tional instability, into virialised clumps, or halos. Galaxies, and later stars, then form by 
the cooling and condensation of gas inside these halos (e.g. White & Rees 1978, White 
& Frenk 1991). Dark matter halos continually grow by merging with other halos (e.g. 
Bower 1991, Bond et al. 1991). In the context of this hierarchical scenario, we present a 
realistic scheme for studying the reionization of the universe by ionizing photons emitted 
from massive stars. We focus on the photoionization of the hydrogen component of the 
I G M . To predict the time dependent luminosity in Lyc photons we use the semi-analytic 
model of galaxy formation described in Chapter 2. This is modified to take into account 
Compton cooling by cosmic microwave background (CMB) photons. We use this model 
to determine the properties of galaxies living in dark matter halos spanning a wide range 
of masses. 
We then estimate the fraction of the ionizing photons which manage to escape each 
galaxy, and therefore contribute to the photoionization of the intergalactic Hi. The frac-
tion of ionizing photons escaping is determined on a galaxy-by-galaxy basis, using physi-
cally motivated models. Assuming spherical symmetry, we follow the propagation of the 
ionization front around each halo to compute the filling factor of intergalactic Hll regions, 
including the eflFects of clumping in the IGM. Finally, using several alternative models for 
the spatial distribution of ionized regions within a high resolution N-body simulation of 
the dark matter distribution, we estimate the anisotropics imprinted on the cosmic mi-
crowave background (CMB) by the patchy reionization process, due to the correlations in 
the ionized gas distribution and velocities (Sunyaev & ZeI'dovich 1980, Vishniac 1987). In 
previous models many simplifications were made in computing both the spatial distribu-
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tion of ionized regions and the two-point correlations of gas density and velocity in those 
regions (Aghanim et al. 1996, Jaffe & Kamionkowski 1998, Gruzinov & Hu 1998, Knox, 
Scoccimarro & Dodelson 1998, Peebles & Juskiewicz 1998, Haiman & Knox 1999). Our 
calculations represent a significant improvement over these models as we are able to calcu-
late the two-point correlations between gas density and velocity in ionized regions directly 
from an N-body simulation. 
The rest of this Chapter is arranged as follows. In §5.2 we outline the features of the 
semi-analytic model relevant to galaxy formation at high redshifts. In §5.3 we describe 
how we calculate the fraction of ionizing photons escaping from galaxies, and observational 
constraints on the ionizing luminosities and escape fraction at low and high redshift 
from Ha luminosities and Hi masses and column densities. In §5.4 we describe how 
we calculate the filling factor of photoionized gas in the IGM, including the effects of 
clumping of this gas. We then present our predictions for reionization, including the 
elfects on the reionization redshift of using different assumptions about escape fractions 
and clumping factors. In §5.5 we examine the robustness of our results to changes in the 
other parameters of the semi-analytic galaxy formation model. In §5.6 we describe how 
the semi-analytic models are combined with N-body simulations to calculate the spatial 
distribution of the photoionized IGM. We then calculate the spectrum of anisotropies 
introduced into the CMB by this ionized gas. Finally, in §5.7 we summarize our results 
and examine their consequences. 
5.2 The Semi-Analytic Model of Galaxy Formation 
To determine the luminosity in ionizing Lyc photons produced by the galaxy population, 
we use the semi-analytic model of galaxy formation described in Chapter 2. The param-
eters of our standard model for this work are the same as those of the ACDM model of 
Chapter 2, except that we adopt the cosmological parameters of the N-body simulation 
used in §5.6 and adjust e^ , and T to obtain an improved match to the z = 0 bj-band 
luminosity function. For reference, these parameters are given in Table 5.1. Definitions 
of the semi-analytic model parameters can be found in Chapter 2. 
As we are employing the semi-analytic model at much higher redshifts than we have 
previously attempted, we will investigate the effects on our results of changing key model 
parameters. Of particular interest will be the prescription for feedback from supernovae 
and stellar winds. Recall that the model assumes that a mass /?AM of gas is reheated by 
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Table 5.1: The parameters of our standard model. 
Parameter Value Parameter Value 
Cosmology Stellar populations 
Qo 0.3 IMF Kennicutt (1983) 
Ao 0.7 P 0.02 
Ho 70 km/s/Mpc R 0.31 
as 0.90 T 1.53 
F 0.21 Mergers and bursts 
fib 0.02 / d f 1.0 
Gas cooling /ellip 0.3 
Gas profilelf CDC Starbursts included 
Tcore 0 .33rNFW / d y n 1.0 
Recooling* not allowed Ionizing luminosities 
Star formation and feedback 10.0 X 10^° photons/s 





150 km s-i 
Feedback** standard 
f Gas profiles that we consider are CDC (for which the gas density is p{r) oc {r^ + rl^^e)~^ 
— i.e. an isothermal profile but with a constant density core), and SIS (an isothermal 
profile with no core). 
* Gas ejected from galaxies by supernovae is allowed to cool again in the same halo if 
'Recooling' is allowed. Otherwise this gas can only cool again once it enters a newly 
formed halo. 
** 'Standard' feedback is the form specified in eqn. (S.l). The alternative is 'modified' 
feedback, which is the form specified in eqn. (5.9). 
I The upper cut off the in luminosity function of OB associations assumed in the DS94 
model (see Appendix B . l and §5.3.2). 
t This is the ratio of disk vertical and radial scale lengths used in the DS94 and DSGN98 
models for the gas escape fraction (see Appendix B . l and §5.3.2). 
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supernovae and ejected f r o m the disk for each mass A M of stars formed. The quantity /? 
is allowed to be a funct ion of the galaxy properties, and is parameterised as 
f3 = iVdisk/Vhot)-°"'\ (5.1) 
where Vdisk is the circular velocity of the galaxy disk and Vhot and dhot are adjustable 
parameters of the model. As discussed in Chapter 2, Cole et al. (2000) show that cvhot 
and Fhot are well constrained by the shape of the B-band luminosity funct ion and the 
Tully-Fisher relation at 2 = 0. However, since there is very l i t t le t ime available for star 
fo rmat ion at the high redshifts which we consider, i t is possible that these parameters, or 
indeed the f o r m of the parameterisation in eqn. (5.1), could be different at high redshift 
and this would not necessarily affect the model predictions at z = 0. In §5.5 we wil l 
therefore experiment w i t h different values of these parameters and wi l l also consider a 
modified funct ional f o r m for /?. 
T w o other key model inputs are the baryon density parameter, Q.^, and the stellar 
in i t i a l mass funct ion ( I M F ) . The value of fib determines cooling rates (and so star for-
mat ion rates) in our model halos. The shape of the I M F determines the number of high 
mass stars which produce the ionizing photons. For fib our standard value is 0.02, which 
is consistent w i t h the estimate of Walker et al. (1991) and which allows a good match 
to the bright end of the observed B-band luminosity func t ion . We wi l l also consider an 
alternative value of fib = 0.04, which is in better agreement w i t h estimates f rom the D / H 
ratio in QSO absorption line systems (Schramm k Turner 1998, Buries k Tyt ler 1998). 
For the I M F , we adopt as our standard choice the I M F of Kennicut t (1983), which is 
close to the "best" I M F proposed by Scalo (1998) on the basis of observations in the 
Solar neighbourhood and in nearby galaxies. We consider the effects of changing both fib 
and the I M F in §5.5. 
5.2.1 Gas Cooling 
The standard semi-analytic model presented in Chapter 2 allows hot halo gas to cool only 
via collisional radiative processes. A t high redshift, Compton cooling due to free electrons 
in the hot plasma scattering off C M B photons becomes impor tan t . The Compton cooling 
timescale is given by (Peebles 1968) 
- 1161.3(1-fg^hJt) g , , , .5 2) 
where Xhot is the ionized fract ion of the hot halo gas, TQ^^ is the temperature of the 
C M B at the present day and Tg is the temperature of electrons in the hot halo gas, which 
5. Non-Uniform Reionization by Galaxies and its Effect on the CMB 130 
we set equal to the vir ia l temperature of the halo. A t high redshifts this cooling time 
becomes shorter than the Hubble t ime and so Compton cooling may be effective at these 
redshifts. To implement eqn. (5.2) in the semi-analytic model, we assume that the shock-
heated halo gas is in collisional ionization equilibrium, and use values for Xhot which we 
interpolate f r o m the tabulated values given by Sutherland & Dopi ta (1993). In halos wi th 
v i r i a l temperatures less than around lO'^K collisional ionization is ineffective, and so the 
ionized f ract ion in the halo gas wi l l equal the residual ionization fract ion left over f rom 
recombination. However, since this fract ion is small (Seager, Sasselov & Scott 1999), we 
w i l l simply assume in this Chapter tha t cooling in halos below lO'^K is negligible. 
I t should be noted that , unlike the radiative cooling t ime, the Compton cooling time 
is independent of the gas density and depends only very weakly on the gas temperature. 
Whereas w i t h collisional radiative cooling a cooling radius, wi th in which the cooling time 
is less than the age of the halo, propagates through the halo as more and more gas cools, 
w i t h Compton cooling the entire halo cools at the same rate. The amount of gas which 
can reach the centre of the halo is then controlled by the free-fall timescale in the halo. 
Including Compton cooling in our model turns out to make l i t t le difference to the 
results. For example, the to ta l mass of stars formed in the universe as a funct ion of redshift 
differs by less than 5% for z < 20 between models w i t h and wi thout Compton cooling. A t 
higher redshifts the differences can become as large as 30% for small intervals of redshift. 
For example, i f a massive halo cools via Compton cooling i t w i l l rapidly produce many 
stars — wi thout Compton cooling i t wi l l s t i l l f o rm these stars, but not unt i l slightly later 
when collisional radiative cooling takes place. However, the mass of stars formed at these 
high redshifts is t iny, and so any differences become entirely negligible at lower redshifts 
when many more stars have formed. Al though at high redshift the Compton cooling time 
is shorter than the age of the Universe, halos are merging at a high rate and so their gas 
is being repeatedly shock-heated by successive mergers which, we assume, heat the gas 
to the vi r ia l temperature of the new halo. We f ind that for the ma jo r i ty of halos, the 
t ime between successive major mergers (defined as the t ime for a doubling in mass of the 
halo) is less than the Compton cooling t ime at the redshifts considered here. Therefore, 
Compton cooling w i l l be ineffective in these halos. In the few cases where the halo does 
survive long enough tha t Compton cooling could be important , we f ind that the collisional 
radiative cooling t ime at the vir ia l radius of the halo is often shorter than the Compton 
cooling t ime, in which case all of the gas in the halo wi l l cool whether or not we include 
the effects of Compton cooling. Nevertheless, Compton cooling is included in all models 
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considered. 
In this work we ignore cooling due to molecular hydrogen (H2). Although molecular 
hydrogen allows cooling to occur in gas below lO'^K, i t is easily dissociated by photons 
f r o m stars tha t f o r m f r o m the cooling gas. Previous studies tha t have included cooling due 
to H2 (e.g. Gnedin k Ostriker 1997, Chiu k Ostriker 1999, Ciardi et al. 2000, Valageas 
k Silk 1999) typical ly f ind that i t is completely dissociated at very high redshifts. For 
example, Ciardi et al. (2000) f ind tha t molecular hydrogen is fu l ly dissociated by 2 ft; 25. 
Objects formed by H2 cooling are therefore not expected to contribute significantly to the 
reionization of the I G M . 
5.2.2 Fraction of Gas in the IGM 
A t any given redshift, some fract ion of the gas in the Universe wi l l have become collision-
ally ionized as a result of shocks in dark matter halos and some fract ion wi l l have cooled 
to become part of a galaxy. W i t h i n the context of our semi-analytic model, we define 
the I G M as all gas which has not been collisionally ionized inside dark matter halos and 
which has not become part of a galaxy (note that we are here only interested in ionization 
of hydrogen). I t is this gas which must be photoionized i f the Gunn-Peterson constraint 
is to be satisfied. The fract ion of the to ta l baryon content of the universe which is in the 
I G M , /iGM) can be estimated by integrating over the mass funct ion of dark matter halos, 
as follows 
d n dMhaio" 
flGuiz) = 1 -
Jo 
/galaxy (^) , (5.3) 
dMhaio ^bPc J 
where Mgas(Mhaio! z) is the mean mass o fd i f fuse gas in halos of mass Mhaio) ^H{Mha\o, 2) 
is the f ract ion of hydrogen which is collisionally ionized at the halo vir ial temperature 
(which we take f r o m the calculations of Sutherland k Dopi ta 1993), dn/dMhaio(-'Vfhaloi ^) 
is the comoving number density of halos (which we approximate by the Press-Schechter 
mass func t ion) , pc is the cri t ical density of the Universe a,t z = 0, and /galaxy is the fraction 
of the to ta l baryonic mass in the Universe which has been incorporated into galaxies. The 
quantities Mgas and /galaxy can be readily calculated f r o m our model of galaxy formation. 
Fig . 5.1 shows the evolution of / I G M w i t h redshift. 
5.2.3 Observational Constraints & Modelling Considerations 
The semi-analytic model provides the spectral energy dis t r ibut ion (SED) of each galaxy, 
f r o m which we can determine the ionizing luminosity of tha t galaxy. Summing the contri-






n i I r 1—i—I—i—r 
T — r 
0 
J I I 1 I I I L I I I I I I I L 
10 20 30 
z 
40 50 
Figure 5.1: The f rac t ion of baryons remaining in the I G M as a funct ion of redshift. Other 
baryons have either been collisionally ionized in dark matter halos or have cooled to 
become part of a galaxy. 
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butions f r o m all galaxies in a given halo yields the to ta l ionizing luminosity produced in 
tha t halo. Cojazzi et al . (1999), using the model of Haiman & Loeb (1996), demonstrated 
tha t a higher reionization redshift could be obtained i f zero-metallicity stars were respon-
sible for reionization, as these produce a greater number of ionizing photons than low (i.e. 
10"' ') metal l ici ty stars. In our model the very f irst stars have zero metallicity, but once 
we include chemical evolution, only a very small f ract ion of stars have metallicities below 
10"'*. This is consistent w i th the results of Tumlinson & Shull (2000) who argue that 
the epoch of metal-free star format ion must end before 2 = 3, as the enhanced emission 
shortwards of 228A f r o m such stars is inconsistent w i th observations of Hen opacity in 
the I G M at tha t redshift. Therefore we cannot appeal to such zero-metallicity stars to 
increase the redshift of reionization in our model. 
As a result of absorption by neutral hydrogen close to the emi t t ing stars and extinc-
t ion caused by dust, only a small f ract ion of the ionizing radiation emitted by the stars 
escapes f r o m each galaxy (Leitherer et al. 1995, Hurwi tz , Jelinsky & Dixon 1997, Kun th 
et al. 1998). We therefore estimate, wi th in the context of the semi-analytic model, the 
f rac t ion , /esc, of ionizing photons which escape the galaxy to become available for the 
photoionization of the H i in the I G M . The calculation of /esc is discussed in §5.3. 
In F ig . 5.2 we show the redshift evolution of the comoving number density of galaxies 
w i t h ionizing luminosity nion larger than 10^, 10^ and lO'* in units of 10^° photons per 
second. These are the unattenuated luminosities produced by massive stars in the galaxies. 
The abundances of sources of given luminosity rises sharply up to z = 2 - 4 (the exact 
position of the peak depending on luminosity) as more and more dark matter halos form 
tha t are capable of hosting bright galaxies. Af t e r 2 = 2 - 4 abundances quickly drop 
towards z = 0 as the amount of gas available for star format ion declines. 
The ragged nature of the curves in the figure (and in other figures in this Chapter) 
is an ar t i fact of the merger tree construction algorithm used in the semi-analytic model. 
This a lgori thm does not accurately reproduce the Press-Schechter mass function when 
extrapolated over a significant redshift range (see §7.2.2). Since the redshift range we 
are interested in here is very large this would lead to unacceptably large errors in our 
calculations. To circumvent this problem we restart our calculations at frequent intervals 
in redshift, forcing the model to adopt the correct Press-Schechter mass function at each 
restart. I t is this restarting which leads to discontinuities in the curves. I t should be 
noted tha t this procedure does not completely solve the problem of the merger tree algo-
r i t h m , since the trees generated st i l l do not match perfectly the extended Press-Schechter 
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predictions. 
The escape fractions in our model wi l l be determined by the mass and radial scale 
length of the H i gas in galactic disks. I t is therefore impor tant to test that our model 
produces galaxies w i t h reasonable distributions of H i mass and disk scale length. As 
shown in Chapter 2, our semi-analytic model produces distributions of I-band disk scale 
lengths in good agreement w i th the z — 0 data of de Jong k Lacey (1999). In Fig. 5.3 we 
compare our model w i t h observations of damped Lyman-a systems (DLAS) over a range 
of redshifts and w i t h the H i mass funct ion at 2; = 0.0. Kauf fmann (1996a, see also Mo, 
Mao k W h i t e 1998) has shown, in a particular semi-analytic model of galaxy formation, 
tha t the observed abundance of D L A S can be accounted for by gas in the rotationally 
supported disks of high redshift galaxies. However, i t should be noted that Haehnelt, 
Steinmetz k Rauch (1998) have presented evidence tha t D L A S may in fact be caused by 
irregular, protogalactic clumps. Using simulations of gas hydrodynamics they f ind that 
such clumps of gas can adequately reproduce the observed velocity widths and absorption 
asymmetries of D L A S . 
Under the assumption tha t D L A S are caused by neutral gas in galactic disks, we 
compute the D L A S column density dis t r ibut ion in our model, / D L A S I defined such that 
/ D L A S ( - / V H I I i)dA^Hid-''^ is the mean number of D L A S at cosmic time t w i t h column densities 
in the range A^HI to A'^HI + dA^Hi and absorption distance X{z) = ^ {1 + z)'^!'^ - 1 in 
the interval dX along a line of sight (Lanzetta, Wolfe k Tunshek 1996). Our model 
is in reasonable agreement w i th the distr ibut ion of D L A S column densities observed by 
Lanzetta, Wolfe k Tunshek (1996), indicating that both the mass of H i and its radial scale 
length in our model galaxies are realistic. The 2 = 0 H i mass funct ion f rom our model 
is also in reasonable agreement w i t h the data of Zwaan et al. (1997), although i t does 
overpredict the abundance of low H i mass galaxies. Our model predictions assume that 
all of the hydrogen in galactic disks is in the fo rm of H i . In practice, some of the hydrogen 
in disks wi l l be in the fo rm of molecules (H2) or ionized gas ( H l l ) , so this over-estimates 
the H I masses and column densities. 
A significant contr ibut ion to the ionizing luminosity comes f r o m very low mass halos. 
We therefore ensure tha t we resolve all halos that have a vi r ia l temperature > 10'*K up 
to z — 50, i.e. all halos down to a mass of 5 x lO^/i^^M©. Below this temperature, 
cooling becomes inefficient (since we are ignoring cooling by molecular hydrogen, and the 
Compton cooling f r o m the residual free electrons left over after recombination) and so 
galaxy format ion ceases. 
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Figure 5.2: The comoving number density of galaxies brighter than a given ionizing 
luminosity, fiion, as a funct ion of redshift. The number is plotted for nion = 10^ (solid 
line), 10^ (dotted line) and lO'* (dashed line) in units of 10^° photons/s. 
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Figure 5.3: Panels (a), (b) and (c) show the distr ibut ion of D L A S at 2 = 1, 2 and 3 
respectively as a funct ion of their H i column density. Solid lines indicate the distribution 
determined f r o m our model. Points w i th error bars are f r o m Lanzetta, Wolfe & Tunshek 
(1996) . Panel (d) shows the H i mass funct ion of galaxies at 2 = 0.0. The solid line is the 
mass funct ion determined f r o m our model. Points w i t h errorbars are f rom Zwaan et al. 
(1997) . 
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The requirement that 5 X lO^/i^^M© halos be resolved sets an upper l imi t on the 
mass of halo tha t we can simulate due to computer memory l imits , since the lower the 
mass of halo tha t is resolved, the more progenitors a halo of given mass wi l l have. A t 
2 = 0, the most massive halos tha t we are able to simulate make a significant contribution 
to the to ta l f i l l ing factor and ionizing f lux . However, for 2 2 the most massive halos 
simulated contribute only 1% of the to ta l number of escaping ionizing photons, and this 
f rac t ion drops extremely rapidly as we look to even higher redshifts. Therefore, at the high 
redshifts (2 ;^3) we w i l l be interested in , ignoring higher mass halos makes no significant 
difference to our results. 
We note tha t once any halo has begun to ionize the surrounding I G M , i t could po-
tential ly influence the process of galaxy format ion in nearby halos (Dekel & Rees 1987). 
Ionizing photons f r o m the f irst halo wi l l act to heat the gas in nearby halos, thereby reduc-
ing the effective cooling rate (Efstathiou, Bond & Whi t e 1992, Thoul & Weinberg 1996). 
Since prior to f u l l reionization each halo wi l l see only the f lux of ionizing photons f rom 
nearby sources, a detailed accounting of this radiative feedback requires a treatment of the 
radiative transfer of the ionizing radiation through the I G M . This is beyond the scope of 
the present work. Such radiative feedback is expected to be very efficient at dissociating 
molecular hydrogen, w i t h Ciardi et al. (2000) finding tha t H2 is completely dissociated 
by 2 ?a 25. Radiative feedback wi l l also inhibi t galaxy format ion both by reducing the 
amount of gas tha t accretes into low mass halos (Gnedin 2000) and by reducing the cool-
ing rate of gas wi th in halos. Thoul & Weinberg (1996) show tha t radiative feedback may 
be effective at inhib i t ing galaxy format ion in halos w i th circular velocities of 50 km/s or 
less. In our model, the ionizing luminosity becomes dominated by galaxies in halos with 
circular velocities greater than 50 km/s at redshifts below 2 ^ 10. A t higher redshifts we 
may therefore be overestimating the to ta l ionizing luminosity produced by galaxies, but 
this should not significantly affect the reionization redshift. 
5.3 The Escape Fraction of Ionizing Photons 
5.3.1 Global Constraints at Low Redshift 
Gas and dust inside galaxies can readily absorb ionizing photons and re-emit the energy at 
longer wavelengths. Therefore the amount and distr ibut ion of these components are the 
main factors that determine /esc- The model of galaxy format ion explicitly provides the 
mass and metall ici ty of cold gas present in each galaxy disk and the half-mass radius of 
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tha t disk, all as functions of t ime. The mass of dust is assumed to be proportional to the 
mass of cold gas and to its metall icity (c.f. eqn. 2.57). We split the escape fraction into 
contributions f r o m gas, /esc.gas, and dust, /esc.dust, such tha t the to ta l escaping fraction is 
given by /esc = /esc,gas/esc ,dust. 
Chapter 2 describes in detail how the effects of dust are included in our model of 
galaxy fo rmat ion . This modelling, which uses the calculations of Ferrara et al. (1999), is 
much more realistic than has been previously included in semi-analytic galaxy formation 
models, as i t includes a fu l ly 3D (though axisymmetric) dust dis tr ibut ion, and the dust 
optical depths are calculated for each galaxy individually. As noted in Chapter 2, stars are 
assumed to be distr ibuted in a bulge and in an exponential disk w i t h a vertical scale height 
equal to 0.0875 times the radial scale length (this rat io was adopted by Ferrara et al. to 
match the observed values for the old disk population of galaxies like the M i l k y Way). 
The dust is assumed to be distributed in the same way as the disk stars. The models give 
the at tenuation of the ionizing radiation as a funct ion of the inclination angle at which a 
galaxy is viewed, and we average this over angle to f ind the mean dust extinction for each 
galaxy. The dust attenuations do not include the effects of clumping of the stars or dust, 
and also assume tha t the ionizing stars have the same vertical dis tr ibut ion as the dust. 
W i t h these two caveats in mind, the dust extinctions we apply should only be considered 
as approximate. 
Some of the emit ted Lyc photons are absorbed by neutral hydrogen close to the emit-
t ing star, thereby causing H a line emission f r o m the galaxy. Therefore, the Hcv luminosity 
funct ion is sensitive to the f ract ion, /esc.gas, of the ionizing photons which manage to es-
cape through the gas. We wi l l require our models to reproduce the observed H a luminosity 
func t ion and luminosity density. In Figs. 5.4 and 5.5 we compare the H a emission line 
properties of galaxies in our model w i th observational data at low redshift. The observed 
values are already corrected for dust extinction, so we compare them w i t h the theoreti-
cal values before dust attenuation. In order to calculate these properties accurately, we 
simulate halos of mass up to and including lO^^/i^^M©. In calculating the H a hne lu-
minosity of each galaxy, we assume that a f ract ion 1 - /esc.gas of the Lyc photons are" 
absorbed by hydrogen atoms, producing H a photons according to case B recombination. 
The remaining Lyc photons escape, after being fur ther attenuated by dust. The figures 
show results for /esc.gas = 0, 0.05 and 0.2, which roughly brackets the likely range of 
values for typical disk galaxies at the present day, as we discuss below. Both the pre-
dicted H a luminosity funct ion and luminosity density are in reasonable agreement wi th 
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the observations, demonstrating that our models produce galaxies w i th reahstic tota l ion-
izing luminosities (before attenuation by gas and dust) . In principle, these observational 
comparisons provide a constraint on the value of /esc.gas, i f the other parameters in the 
semi-analytical model are assumed to be known. However, in practice i t is not possible to 
reliably distinguish between /esc.gas = 0.2 and /esc.gas = 0 or 0.05, given the uncertainties 
in the observational data. The observational results depend on the dust correction factors 
applied, and there is also some uncertainty in the ionizing luminosities predicted by stellar 
population synthesis models for a given I M F . W i t h these caveats in mind i t would seem 
that mean escape fractions anywhere between zero and 20-30% are acceptable. Obser-
vations of starburst galaxies in the nearby Universe suggest that the escape fraction is 
actually less than 3% for such galaxies (Leitherer et al. 1995), but starbursts are known 
to have very high column densities of gas and dust, and so the escape fract ion in normal 
galaxies can probably be significantly higher (e.g. Kennicut t 1998a). 
5.3.2 The Dependence of fesc,gas on Redshift and on Halo Mass 
So far, we have assumed that /esc.gas is a global constant, varying neither wi th galaxy 
properties nor redshift . The details of the physical processes which determine /esc.gas 
are uncertain, but a constant /esc.gas seems unrealistic, as the properties of the emitt ing 
galaxies depend strongly upon both redshift and the mass of the halos in which they live. 
Given the complexity of this problem, here we merely aim at establishing the general 
trend of how /esc,gas may vary w i t h halo mass and redshift. 
We wi l l consider three models for fesc,gas- In the first model, /esc.gas is assumed to be 
a universal constant (this wi l l be referred to as the "fixed model") . In the second and 
t h i r d models /esc.gas is evaluated for each galaxy, based on its physical properties. These 
two models are described next. 
Our first physical /esc.gas model is based on the approach of Dove & Shull (1994, 
hereafter DS94) who derived an analytic expression for /esc.gas- In their model, Lyc 
photons are emitted by OB associations in a galactic disk and escape by ionizing " H l l 
chimneys" in the H i layer. The fract ion of photons escaping a disk of given size and 
gas content can then be calculated. Whi ls t the original DS94 model assumes that OB 
associations all lie in the mid-plane of the galaxy disk, we have also considered the case 
where OB associations are distributed vertically like the gas in the disk. 
The H l l chimney model of DS94 does not include the effects of finite lifetimes of the 
OB associations, or of dynamical evolution of the gas dis t r ibut ion around an OB associ-
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Figure 5.4: The H a luminosity funct ion at z = 0. Points w i t h error bars are observational 
data f r o m Gallego et al. (1995a) (filled squares) and Sullivan et al. (2000) (open circles; 
note tha t the median redshift of this survey is (z) 0.15). The observed H a luminosities 
are corrected for dust ext inct ion. The solid line is the luminosity funct ion f r o m our model 
assuming tha t no ionizing photons escape (/esc.gas = 0) . The dashed line is the same 
funct ion for /esc.gas = 0.05 and the dotted line for /esc.gas = 0.2. The H a luminosities 
f r o m the model are the values unattenuated by dust. 








Figure 5.5: The H a luminosity density of the Universe as a funct ion of redshift. Points 
w i t h errorbars are observational estimates, including corrections for dust extinction: Gal-
lego et al. (1995a) (square); Tresse k Maddox (1998) (triangle); Gronwall (1998) (circle) 
and Sullivan et al . (2000) (cross). We have converted the data for the effects of differ-
ing luminosity distances and volume elements to correspond to the fio = 0.3, AQ = 0.7 
cosmology assumed in our model. The solid line is the equivalent luminosity density mea-
sured in our model assuming that no photons escape (/esc.gas — 0) . The dashed line is the 
same funct ion for /esc.gas = 0.05 and the dotted line for /esc,gas = 0.2. 
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ation due to energy input by stellar winds and supernova f r o m the OB association itself. 
Dove, Shull & Ferrara (2000) have calculated the escape of ionizing photons through a 
dynamically evolving superbubble, which is driven by an OB association at its centre. 
They find tha t the resulting escape fractions are slightly lower than those obtained f rom 
the DS94 model (since the superbubble shell is able to t rap radiation effectively). Numer-
ical solutions of the radiative transfer equations in disk galaxies give results in excellent 
agreement w i t h the Stromgren sphere approach of DS94 for OB associations at the bright 
end of the luminosity funct ion, but give somewhat lower escape fractions for the faintest 
O B associations, the two approaches differing by around 25% for a single OB star (Wood 
Loeb 1999). 
Our second physical model for fesc.gas is based on the work of Devriendt et al. (1998, 
hereafter DSGN98) . In this case, the ionizing stars are assumed to be uniformly mixed 
w i t h the gas in the galaxy, and the gas is assumed to remain neutral. DSGN98 give an 
approximate analytic expression for the escape fract ion in this case, but we have instead 
calculated the escape f ract ion exactly by numerical integration, for a specific choice for 
the gas density profile. 
We give details of the calculation of /esc,gas in the DS94 and DSGN98 models in 
Appendix B . l . Both models contain one free parameter, / i z / r j i sk , the ratio of disk scale 
height to radial scale length. We wi l l consider the effects of varying this parameter in §5.5. 
For starbursts, we calculate the escape f ract ion based on a simple spherical geometry, as 
is also described in Appendix B . l . The contribution to the to ta l ionizing luminosity f rom 
bursts of star fo rmat ion is small ( < 8%) at all redshifts. 
To summarize, we wi l l show results f r o m three models for /esc.gas as standard. These 
are: a model in which /esc.gas is held constant at 0.1; the DS94 model w i th OB associations 
in the disk midplane; and the DSGN98 model using our exact calculation of the escaping 
f rac t ion . We consider the DS94 model to be the most realistic of our three models for 
/esc.gas) but also present results f r o m the other models for comparison. 
In F ig . 5.6 we show the variation of fesc w i th dark halo mass at 2 = 0 for the three 
models. The th in and thick lines show the escape fract ion respectively wi th and without 
attenuation by dust. When a halo contains more than one galaxy, we plot the mean fesc 
weighted by ionizing luminosity. A t a given halo mass, halos w i th the lowest fesc tend to 
have the highest ionizing luminosities, as both the star format ion rate and attenuation of 
photons are increased in galaxies w i t h large gas contents. The three models all show a 
trend for decreasing escape fract ion w i t h increasing halo mass up to Mhaio ~ 10^^/ I~^MQ. 
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Figure 5.6: The escape f ract ion, /esc, at z = 0, as a funct ion of halo mass. Thick lines wi th 
solid symbols show the escape fract ion ignoring the effects of dust, whilst th in lines with 
open symbols include absorption by dust. Three models for the gas escape fraction are 
plot ted: fixed escape fract ion of 10% (squares), DS94 (triangles), and DSGN98 (circles). 
In each case, the symbols indicate the median of the dis t r ibut ion of escape fractions, 
whilst the errorbars indicate the 10% and 90% intervals of the dis t r ibut ion. 
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For the fixed gas escape fract ion model, the variation in /esc is due entirely to the effects of 
dust, which can therefore be seen to be negligible in halos less massive than ~ lO^^h"^MQ. 
This decrease in /esc due to dust is enhanced in the other two models by the variation 
in /esc.gas) which also declines w i t h increasing halo mass. For halos more massive than 
lO^'^h'^M.Q, the escape fractions rise somewhat for the variable /esc,gas models. Note that 
the DSGN98 model predicts a much smaller escape fract ion than the DS94 model at all 
masses as in this model only the small fract ion of photons emitted in the outer regions of 
the disk (where the optical depth r ; ^ l ) typically manage to escape. 
In F ig . 5.7 we plot the variation in the (ionizing luminosity-weighted) mean disk scale 
length and cold gas mass for galaxies in our model as a funct ion of halo mass. Evidently, 
the decline in /esc w i th increasing halo mass below lO^^/i^^M© seen in Fig. 5.6 is due 
mainly to the greater masses of gas found in galaxies in these halos. This rapid change 
in the mass of gas present is due to the effects of feedback, which efficiently ejects gas 
f r o m galaxies in low mass halos. Above lQ^^h~^MQ, the mass of cold gas in galaxies 
levels o f f and then begins to decline as cooling becomes inefficient in more massive halos. 
This results in an escape fract ion increasing wi th halo mass for the most massive halos 
simulated. Al though galaxy sizes increase wi th increasing halo mass, thereby reducing 
gas densities somewhat, this effect is not strong enough to offset the increased cold gas 
mass in these galaxies. 
We find tha t the DS94 and DSGN98 models applied to our galaxies predict escape 
fractions (including the effects of dust) for halos of mass ~ 10^^h~^MQ at 2; = 0 of 
fti 20% and fa 0.2% respectively. The mean DS94 and DSGN98 luminosity-weighted 
escape fractions for galaxies a,t z-= 0 are lower, being ^ 6% and Ri 0 . 1% respectively. 
However, we expect some variation in these values w i t h redshift due to the evolution 
of the galaxy population. In fact, we find a rapid decline in both cold gas content and 
galaxy disk size w i t h increasing redshift. In Fig . 5.8 we show the evolution of the (ionizing 
luminosity-weighted) mean /esc between redshifts 0 and 45. A l l models show an ini t ial 
rapid decline in /esc w i t h increasing z. A f t e r this, in the constant /esc.gas model, the mean 
escape fract ion increases w i t h redshift since the dust content of galaxies was lower in the 
past. The DS94 model shows a very gradually rising escape f ract ion, whilst the DSGN98 
model has a more rapid decline. 
In our model, the contr ibut ion of stellar sources to the U V background is dominated by 
galaxies at low redshifts {z<^l). We find tha t immediately shortwards of 912A our DS94 
model predicts a background due to stellar sources which is very close to that expected 
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f r o m QSOs (Haardt & Madau 1996), after including the effects of attenuation by the inter-
vening I G M (Madau 1995). A t shorter wavelengths the QSO contribution soon becomes 
dominant . Thus, at z = 0 the combined background due to stars (from our DS94 model) 
and QSOs ( f rom Haardt & Madau 1996) is J912A fti 4 x lO^^^ ergs/s /cmVHz/ster . This is 
consistent w i t h the upper l im i t of = 8 X lO"'^"' ergs/s/cm^/Hz/ster found by Vogel et 
al. (1995), who searched for H a emission f r o m intergalactic H i clouds. The contribution of 
galaxies to the local ionizing background has also been estimated by Giallongo, Fontana 
& Madau (1997), based on the luminosity funct ion of galaxies observed in the Canada-
France Redshift Survey. They estimated the galactic contr ibut ion as J912A ~ 5 X 10"^^ 
ergs/s/cm^/Hz/ster at ^ = 0, assuming an escape fract ion of f^sc = 0.15. I f we assume the 
same /esc in our model, we obtain J912A — 5.2 x 10"^"^ ergs/s/cm^/Hz/ster, in excellent 
agreement w i t h their result. 
5.4 The Filling Factor and the Evolution of the Ionization 
Fronts 
We define the f i l l ing factor, Ffin, as the f ract ion of hydrogen in the I G M (as defined in 
§5.2.2) which has been ionized. This is the natural quant i ty which serves as an indication 
of the amount of reionization in the I G M . We calculate the growth of the ionized region 
around each halo, using the ionizing luminosities predicted by the semi-analytic model, 
and then sum over all halos to f ind Fan. We make two simplifying assumptions: (1) the 
radiation f r o m each halo is emitted isotropically, and (2) the distr ibution of hydrogen is 
un i form on the scale of the ionization f ron t and larger (but w i th small-scale clumping). 
I t follows tha t each halo by itself would produce a spherical ionization f ron t . 
The mass of hydrogen ionized wi th in the ionization f ron t , M , in spherical symmetry 
is given by (Shapiro & Giroux 1987, Haiman & Loeb 1996) 
1 d M . (2) r M . ^. 
— = 5 W - , (5.4) 
mn dr mn 
where is the net H l l recombination coefficient to all levels but the f irst , nn is the 
comoving mean number density of hydrogen atoms ( to ta l . H i and H l l ) in the I G M , a{t) 
is the scale factor of the universe normalized to unity at a; = 0, H s t ime and S{t) is the 
rate at which ionizing photons are being emitted. The factor /ciump(Oi defined by 
/dump = (PIGM ) /PIGM) (5-5) 
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Figure 5.7: The variation in (ionizing luminosity-weighted) mean disk scale length 
(squares) and gas mass (triangles) for galaxies in our model as a funct ion of halo mass. 
The symbols show the medians of the distributions, while the errorbars indicate the 10% 
and 90% intervals. 
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Figure 5.8: The (ionizing luminosity-weighted) mean escape fract ion for all galaxies as 
a func t ion of redshift . Thick lines show the escape f ract ion ignoring the effects of dust, 
whilst th in lines include dust. Three models for the gas escape fract ion are plotted: 
constant gas escape f ract ion of 10% (solid line), DS94 (dotted line) and DSGN98 (dashed 
line). 
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is the clumping factor for the ionized gas in the I G M (here picM is the density of I G M gas 
at any point and pioM is the mean density of the I G M ) . Small-scale dumpiness causes 
the to ta l recombination rate to be larger than for a uniform medium of the same mean 
density. 
The value of fciump{t) for the ionized gas in the I G M is complicated to calculate 
analytically. We remind the reader that in our picture, the I G M consists of all gas which 
has not been collisionally ionized in halos nor become part of a galaxy. For a uniform 
I G M /clump = 1 by defini t ion. I f low density regions of the I G M are ionized before 
high density regions, as suggested by Miralda-Escude, Haehnelt & Rees (2000), then this 
would be similar to having /dump < 1 in eqn. (5.4), but for most purposes, /dump = 1 can 
be considered as an approximate lower bound. We make two different estimates of the 
possible effects of clumping. 
For our first estimate, which we call fc\ump"'^^^^ assume tha t the photoionized gas 
basically traces the dark matter, except tha t gas pressure prevents i t f r o m fall ing into dark 
matter halos w i th vir ia l temperatures smaller than lO'^K (the approximate temperature 
of the photo-ionized gas). Thus, we calculate the clumping factor as fc\ump"'^^^ — (1 "1-^^)1 
where is the variance of the dark matter density field in spheres of radius equal to ' 
the v i r ia l radius of a lO^K halo, is calculated f r o m the non-linear dark matter power 
spectrum, estimated using the procedure of Peacock & Dodds (1996), and smoothed using 
a top-hat filter in real space. 
For our second estimate, which we call / du^°p ' i we include the effects of collisional 
ionization in halos and of removal of gas by cooling into galaxies in a way consistent wi th 
our defini t ion of / I G M given in eqn. (5.3). The diffuse gas in halos w i th vir ial temperatures 
above Pi lO'^K is assumed to have the density profile of an isothermal sphere wi th a 
constant density core. The gas originally associated w i t h smaller halos is assumed to 
be pushed out of these halos by gas pressure following photoionization, and to be in a 
uni form density component occupying the remaining volume. As shown in Appendix B.2, 
the clumping factor is then 
r(halos) /m,smooth . / int^vir f°°ii-y t \ 2 \ / i -,2-^halo d n a\ 
/clump = 7 r2 + - ? 2 L ( (^ ' /gal) ) ( l ' ^ h ) 7 7 ^ — d ^ h a l o , (5.6) 
/v.smooth/iGM / i G M J^i /'c^^O Q-'Whalo 
where M j is the mass of a halo which just retains reionized gas, /m.smooth is the fraction 
of the to ta l baryonic mass in the uniform component, and /v.smooth is the fraction of the 
volume of the universe occupied by this gas. Here, /gai is the fract ion of the baryonic 
mass in a halo in the f o r m of galaxies, xw is the fract ion of hydrogen in the diffuse halo 
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gas which is collisionally ionized (as in eqn. 5 .3) , and () indicates an average over all halos 
of mass Mhaio- The factor fint is a parameter depending only on the ratio of the size of 
the core in the gas density profile to the halo vir ia l radius. For a core radius equal to 
one-tenth of the vi r ia l radius / n t = 3.14 (see §B.2) . This estimate of the clumping factor 
ignores the possibility of gas in the centres of halos (but not part of a galaxy) becoming 
self-shielded f r o m the ionizing radiation. Such gas would not become photoionized, and 
so would not contribute to the recombination rate, resulting in /dump being lower than 
estimated here. A detailed treatment of the ionization and temperature structure of gas 
inside halos is beyond the scope of this work. 
O f course, before reionization, when the gas is typically much cooler than lO'^K, gas 
wi l l fa l l into dark matter halos wi th vir ia l temperatures below IC^K. I f all gas were in 
halos, then we would find 
f / i n t A v i r f°°,f^ f N2\ /I N2^halo dn 
/clump « - 7 2 / {{^- h^\) ){^-XnY--^irr7 dMhalo (O-O 
/ iGM •^ 0 / 'c"0 dMhalo 
Once reionized, some of the gas in these small halos wi l l flow back out of the halo as the 
gravi tat ional potential is no longer deep enough to confine the gas. 
We consider f'^^^^ as our best estimate of the I G M clumping factor, at least for lower 
redshifts, when a significant f ract ion of the gas is in halos wi th M > M j , while / ^ i f ^ ' p " " ^ 
is more in the nature of an upper l i m i t . 
The clumping factors /<|ium°p^ and f'^^^'^^'' are plotted as functions of redshift in 
F ig . 5.9. They show fa i r ly similar behaviour above z Ri 10. Below this redshift, f^^^^'^^^ 
greatly exceeds /c ium°p\ because i t becomes dominated by gas in massive dark matter 
halos, which, on the other hand, contributes negligibly to f^^^^ as i t is collisionally 
ionized. We also plot estimates of the clumping factor f r o m two other works: Valageas & 
Silk (1999) calculated the clumping factor of the baryons which have been unable to cool 
(the quant i ty they c a i r C „ ) using their own analytical model. They obtain values of /dump 
which are comparable to /du^°p^ at z^lQ^ but are substantially larger at higher redshifts. 
Gnedin & Ostriker (1997) performed hydrodynamical simulations in a cosmology similar 
to tha t which we consider, f r o m which they measured /dump directly. They calculated 
two clumping factors: one for all baryons in their simulation, /dump = / i i u m p ' ^ ^ ^'^'^ 
other for baryons in ionized regions only, /dump = /iiump*^"' ' which is smaller. / d u ° p " " ^ 
is more relevant for our purposes, but may st i l l overestimate the clumping of photo-
ionized gas in the I G M , since i t includes collisionally ionized gas in galaxy halos. These 
clumping factors are everywhere lower than f^^^'^^'^- The quant i ty / d u ^ i T " ^ ^^^^^ 
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our estimate /^i^^^p^ at the highest and lowest redshifts, but smaller in the intermediate 
range. 
5.4.1 Model Results 
In F ig . 5.10 we show the ionized filling factor of the I G M , Ffin, as a funct ion of redshift. 
Here we compute Fan by summing the volumes of the H i i regions formed around each halo, 
weighted by the number of such halos per unit volume as given by the Press-Schechter 
theory. (Later we wi l l use the halo mass funct ion measured directly f rom an N-body 
simulation to calculate Fm — see F ig . 5.14). Note tha t since we calculate Ffin by simply 
summing the volumes of ionization fronts around halos i t is possible that F^w wi l l exceed 
1, contrary to the definit ion given in §5.4. The case Ffin > 1 simply implies that more 
ionizing photons have been produced than are needed to completely reionize the universe. 
We show results for our three models for /esc.gas) and for three different assumptions about 
/clump-
I f we ignore the effects of dust, we find that the model w i t h a constant escape fraction of 
10% reionizes the Universe hy z — 7.9 i f /dump — 1 but only hy z = 6.6 i f /dump = /iium°p'-
In order to reionize the Universe by 2 = 5, escape fractions of 1.4% and 3.7% are needed 
for /clump = 1 and /dump = /iium°p^ respectively. When we include the effects of dust, we 
find that gas escape fractions of 3.3% and 9.3% are needed to reionize by z = 5 for these 
two cases. 
If , instead of assuming a constant gas escape fract ion, we use the more physically 
motivated DS94 model, we find reionization occurs at ^ = 6.1 i f /dump = 1) but only at 
z = 4.5 i f /dump = /iium°p' (both estimates including dust) . In the latter case, the ionized 
filling factor at 2 = 5 is only 76%. I f we assume OB associations are distributed as the gas 
in the DS94 model (as opposed to lying in the disk mid-plane as in our standard model) 
then a filling factor of 117% (i.e. f u l l reionization) is achieved by z = 5. The DSGN98 
model, which predicts much lower escape fractions than the DS94 model at all redshifts, 
is able to reionize only fti 2% of the I G M by redshift 3, and f u l l reionization never occurs 
even i f / dump = 1-
We note tha t in the DS94 model, approximately 90% of the photons required for 
ionization are produced at 2 < 10. Thus our neglect of radiative feedback eflFects (which 
may reduce the number of ionizing photons produced at higher redshifts) is unlikely to 
seriously effect our determination of the reionization epoch. 
As both the DS94 and DSGN98 models predict quite low escape fractions, we have also 
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Figure 5.9: The gas clumping factor, /dump) as a funct ion of redshift. The solid line shows 
/ i l u m ° p ' ' whilst the dotted and dashed lines show the contributions to this quantity f rom 
gas inside and outside halos respectively. The dot-dashed line shows fc\uml"'^^^- Filled 
circles show the clumping factor calculated by Valageas & Silk (1999). Squares show 
the clumping factors determined f r o m a simulation by Gnedin & Ostriker (1997) for all 
baryons (open squares) and baryons in ionized regions only (filled squares). 
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Figure 5.10: The filling factor, Ffin, as a funct ion of redshift determined using three 
different models for the absorption of ionizing photons by gas inside galaxies: constant 
gas escape f ract ion of 1 0 % (solid lines), D S 9 4 (dotted lines) and D S G N 9 8 (dashed lines). 
A l l models include the effects of dust on the escape f rac t ion . The three panels show 
the filling factors for three different assumptions about the I G M clumping factor, /dump: 
no clumping (top left panel), clumping due to virialised halos (bot tom left panel) and 
clumping estimated f r o m the Peacock & Dodds (1996) non-linear power spectrum (top 
right panel). 
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considered a much more extreme model which simply assumes that /esc = where 
P is the feedback efficiency as defined by eqn. (5.1). This toy model, to which we wil l refer 
as the "holes scenario", produces very high escaping fractions for galaxies wi th low circular 
speeds, and low escaping fractions for those wi th high circular speeds. A behaviour for 
/esc of this general f o r m might result i f photons are able to escape through holes in the 
galaxy disk which have been created by supernovae. Since dust would also be expected 
to be swept out of these holes we do not include any dust absorption in this model. The 
holes scenario produces very different results compared to our two physical models for 
the escape f rac t ion . In this model /esc f« 1 for z > 10, dropping to 45% by 2 = 0. Not 
surprisingly therefore, this model succeeds in satisfying the Gunn-Peterson constraint, 
reionizing the Universe hy z = 11.7 i f /dump = 1 and by 2 = 10.6 i f /dump = /dum°p'-
Whi le this model is only a very crude at tempt to consider a dynamically disturbed gas 
dis t r ibut ion in galaxy disks, i t clearly demonstrates that such effects may be of great 
importance for studies of reionization. 
We have also computed the filling factor in our model using the clumping factors 
calculated by Gnedin & Ostriker (1997) and Valageas & Silk (1999) (as given in Fig. 5.9). 
Of course, this is not s t r ic t ly self-consistent, as their clumping factors are calculated f rom 
their own models for galaxy format ion and reionization, which differ f rom ours. Using 
either of these w i t h the DS94 model gives a reionization redshift comparable to that 
obtained using /dump = /iium°p^- ^""^ reionization at z = 3.6 using the Gnedin & 
Ostriker (1997) clumping factor, and z = 4.9 using that of Valageas & Silk (1999). 
In F ig . 5.11 we show the to ta l number of ionizing photons which have escaped into 
the I G M per unit comoving volume by redshift z, n^, divided by the to ta l number of 
hydrogen nuclei in the I G M per unit comoving volume, nu (which is / I G M times the 
to ta l number density of hydrogen nuclei). When this number reaches one, just enough 
photons have been emitted by galaxies to reionize the I G M completely i f recombinations 
are unimpor tant . This criterion has been used previously to estimate when reionization 
may occur. Since our model includes the effects of recombinations in the I G M , we can 
judge how well this simpler criterion performs. I f we ignore the effects of absorption by 
gas and dust on the number of ionizing photons escaping f r o m galaxies, we find that, in 
this cosmology, our model achieves n^/nu = 1 by 2: Ri 12. When we account for the effects 
of dust and gas in galaxies, we find that the redshift at which ny/nn = 1 is significantly 
reduced, the exact value depending on the model for the escape f ract ion. W i t h a fixed 
gas escape f ract ion of 10%, n^/nu — Ihy z ^ 7 , whilst for the DS94 model n^/nu = 1 is 
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Figure 5.11: The ratio of the to ta l number of ionizing photons which have escaped into 
the I G M per comoving volume by redshift z to the comoving number density of hydrogen 
nuclei in the I G M . The dot-dash line assumes that all ionizing photons can escape f rom 
their galaxies into the I G M . Three models for the gas escape fract ion are also shown (each 
also includes the effects of dust): fixed escape fract ion of 10% (solid line), DS94 (dotted 
line) and DSGN98 (dashed line). 
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achieved at z 6. In the DSGN98 model n^/nn = 1 has not been achieved even hy z = 0. 
When we include recombinations in the I G M , the model w i th constant gas escape fraction 
reaches Ffin = 1 only hy z = 6.7 for /dump = 1, and hy z = 5.1 for /dump = /dum°p^ ^ 
i l lustrated in F ig . 5.10, showing how reionization is delayed. 
Note tha t while the cosmology considered here is similar to Model G of Baugh et al. 
(1998b), the parameters of the semi-analytic model used are somewhat different. Specifi-
cally, Baugh et al . (1998b) used a model in which feedback was much more effective in low 
mass halos than in our model, since they required their models to produce a B-band lumi-
nosity funct ion w i t h a shallow faint end slope. As a result, the epoch at which n-y/nn = 1 
was much later in Model G of Baugh et al. (1998b) than in our current model. 
In summary, we see that , even for a specific model of galaxy format ion, the predicted 
epoch of reionization is sensitive to the uncertain values of the escape fract ion /esc and 
the clumping factor /dump- I f the clumping factor is as large as /dum°p^' ^^ e^n in the case 
of a constant gas escape fract ion /esc.gas, we need /esc,gas ^ 1 0 % in our model to ionize 
the I G M hy z = 5, i f absorption by dust is included, and /esc.gas ^ 4 % i f dust is ignored. 
W i t h the more physically-motivated DS94 and DSGN98 models, and the same clumping 
factor, at most 76% of the I G M is reionized by 2 = 5, which would be inconsistent 
w i t h observations of the Gunn-Peterson effect. For the extreme case of a uniform I G M , 
reionization occurs by z = 6.1 even wi th the DS94 model for /esc- Our "best estimate" 
is based on combining the DS94 model w i th /dum°p^ clumping factor. As 
already stated, this model narrowly fails to satisfy the Gunn-Peterson constraint at z 5 
(unless we assume tha t OB associations are distributed as the gas, rather than lying in 
the disk mid-plane), suggesting that additional sources of ionizing radiation are required 
at high redshift, either more stars than in our standard model, or non-stellar sources (e.g. 
quasars). However, given the theoretical uncertainties in /esc and /dumpi we consider that 
this is not yet proven. 
5.5 Sensitivity of Results to Model Parameters 
We t u r n now to test the robustness of our results to variations in the parameters of our 
galaxy format ion model. To do this, we have varied key parameters of the models and 
determined the ionized hydrogen filling factor in each case. We consider several different 
models. The variant models which we consider are listed in Table 5.2. In each case, we 
give the value of the parameter which is changed relative to the standard model given in 
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Table 5.1. 
In Chapters 3 & 4 we have shown that normalising models to the z — Q B-band 
luminosity funct ion allows robust estimates of the 2 = 0 galaxy correlation function to 
be made. Here we choose a similar constraint, forcing all models to match the z = 0 
Hct luminosi ty funct ion of Gallego et al. (1995a) at = 4 x lO'^^/i"'^ ergs/s (note that 
at these luminosities the Gallego et al. luminosity funct ion agrees, wi th in the errorbars, 
w i t h tha t of Sullivan et al. 2000). This is achieved by adjusting the value of the parameter 
T (which determines the fract ion of brown dwarfs formed in the model). The 2 = 0 H a 
luminosity functions for all models considered are shown in Fig . 5.12. Dot ted lines show 
those models w i t h H a luminosity functions that are significantly different f rom that of 
the standard model (at either the bright or faint ends). 
In Table 5.2 we list escape fractions and filling factors in the variant models for the 
fixed and DS94 models for /esc for the case /dump = /dum°p^- Values of Ffin may exceed 
unity, as, in some models, by 2 = 5 more ionizing photons have escaped into the I G M 
than are required to reionize the universe. 
The standard choice for the feedback efficiency, makes feedback highly efficient in 
galaxies w i t h low circular velocities. In this model /? = fy°"^°^, where / y = Vdisk /Hiot-
The f rac t ion of cold gas which is reheated by supernovae after infini te t ime (a quantity 
w i t h direct physical interpretation) is then 
1 - i? + /? 1 - R + / v ""o' 
(5.8) 
' V 
Thus as Vdisk —^  0 all gas is reheated and no stars are formed. For the modified feedback 
model, we adapt this f o r m such that even in arbi t rar i ly small potential wells not all the 
gas is reheated by supernovae. We choose 
^ — - " - ^ v " ° ' (5.9) 
where is an adjustable parameter. Now, as Vjisk —>^  0 a f ract ion Cr of gas is reheated, 
whilst a f rac t ion 1 — forms stars. The standard feedback model is recovered when 
Or = 1. For the alternative feedback models considered here a value of = 0.75 is used. 
I t should be noted tha t the variation having one of the greatest influences on the 
predicted filling factors is that of Model 20, where we use the alternative fo rm for feedback 
given above. This model produces an H a luminosity funct ion w i t h a very steep faint end 
slope, since feedback never becomes highly efficient, even in extremely small dark matter 
halos. More ionizing photons are produced than in the standard model and higher filling 
factors are achieved. 
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Figure 5.12: The z = 0 H a luminosity functions of our variant models. The sofid lines 
show the variant models, whilst the dotted lines indicate the variants models marked wi th 
a t in Table 5.2. Points w i t h error bars are observational data f r o m Gallego et al. (1995a) 
(filled squares) and Sullivan et al. (2000) (open circles). These points include a correction 
for dust ext inct ion. 
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Other models which alter the strength of feedback (i.e. Models 3, 4, 5 and 6) also 
cause large changes in the filling factors. Models wi th weaker feedback (i.e. Models 3 and 
6) result in larger filling factors as they allow more star format ion to occur in low mass 
galaxies (these models again producing a steep slope for the fa int end of the H a luminosity 
func t ion) . The value of f i b also has a strong influence on the filling factors as demonstrated 
by Models 1 and 2. Finally, in Models 21 and 22 we consider two alternative values of 
5 2 in the DS94 model. These values span the range of uncertainty for the maximum OB 
association luminosity in our own Galaxy (Dove & Shull 1994). These models demonstrate 
tha t the filling factors predicted by the DS94 model are uncertain by a factor of at least 2 
simply because of this uncertainty in the value of ^ 2 . There is, in fact, fur ther uncertainty 
introduced as i t is not clear i f S2 represents a real cutoff in the luminosity function of OB 
associations, or merely a turn-over in that funct ion . 
A l l of the models which significantly alter the predicted filling factors are amongst 
those marked w i t h a j in Table 5.2, indicating that such models do not reproduce well 
the 2 = 0 H a luminosity funct ion, and can therefore be discarded as being unrealistic. 
W i t h these models removed, our predictions for Ffin are reasonably robust. Considering 
all the realistic models we find tha t for the fixed gas escape fract ion of 10%, Ffin at 2 = 5 
is 1.08lo ig (where the value indicates the filling factor in the standard model and the 
errors show the range found in the realistic variant models). For the DS94 model we 
find Ffiu = 0.76l^:^^ (leaving out the models which vary 5 2 we find FRH = 0.76io:3l). 
Our conclusion tha t w i t h the DS94 escape fractions reionization cannot happen by 2 = 5 
i f the clumping factor is as large as /ciu^°p^ remains valid under all realistic parameter 
variations considered here. On the other hand, i f the clumping factor is closer to the case 
of a un i form I G M , then reionization by 2 = 5 is possible in the DS94 model (but not in 
the DSGN98 model). 
So far we have considered a single cosmology, namely A C D M . This choice was mo-
tivated by the work of Cole et al. (2000) and Chapters 3 & 4, where the semi-analytic 
model has been shown to reproduce many features of the observed galaxy population for 
this cosmology. However, in order to explore the effects of cosmological parameters on 
reionization, we have also considered a r C D M cosmology, w i t h f2 = 1, in which we use 
model parameters identical to those of Chapter 3. We note tha t we were unable to match 
the galaxy correlation funct ion at 2 = 0 for this cosmology (Chapter 3). 
We find tha t in the r C D M model, our basic results are unchanged, i.e. wi th physical 
models for the escape f ract ion, the I G M is reionized by 2 = 5 only i f i t is much less 
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clumped than in our halo clumping model with /dump = /iiump'- '^^^ escape fractions 
in this cosmology are actually somewhat higher than in the ACDM cosmology (due to a 
lower amount of gas and dust in galaxies). At 2 = 5 the DS94 model predicts a mean 
escape fraction fa 16%, whilst the DSGN98 model predicts 0.1%. However, the filling 
factors are significantly lower (for example, in the DS94 model Fan = 0.24 at z = 5 when 
/ckunp' ^^^'^ compared to Ffin = 0.76 in ACDM). This reflects the fact that many 
fewer ionizing photons are produced in this cosmology (due to the fact that a stronger 
feedback is required in order that the model fits the properties of galaxies at ^ = 0), and 
that less of the gas has become coUisionally ionized in virialised halos in r C D M than in 
ACDM. The only factor which works in favour of a higher filling factor in r C D M is that 
the clumping factor is somewhat lower. However, this is not enough to offset the two 
effects described above. 
5.6 Spatial Distribution of Ionizing Sources and C M B Fluc-
tuations 
5.6.1 Spat ia l Dis tr ibut ion 
We now consider the temperature anisotropies imprinted on the microwave background 
by the IGM following reionization. These depend on the spatial and velocity correlations 
of the ionized gas. A fully self-consistent calculation of these correlations on the relevant 
scales would require very high resolution numerical simulations including both gas dy-
namics and radiative transfer (e.g. Abel & Haehnelt 1999). No such numerical simulation 
is yet available with the necessary combination of volume and resolution to calculate the 
secondary CMB anisotropies on all angular scales of interest. Therefore in this Chapter, 
we calculate the spatial and velocity distribution of the ionized gas in an approximate 
way, by combining our semi-analytical galaxy formation model with a high resolution 
N-body simulation of the dark matter. 
We have used the same ACDM simulation as in Chapter 3 (and which is described in 
detail by Jenkins et al. 1998), which has f^o = 0.3, a cosmological constant AQ = 0.7, a 
Hubble constant of h = 0.7, and which is normalised to produce the observed abundance 
of rich clusters at 2 ?y 0 (Eke, Cole & Frenk 1996). Using the same semi-analytic model as 
employed here, we were able to match the observed galaxy two-point correlation function 
at 2 = 0 in this cosmology (see Chapter 3) . The simulation has a box of length 141.3 
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Mpc and contains 256"^  dark naatter particles, each of mass of 1.4 x 10^^h~^MQ. 
We identify halos in this simulation using the friends-of-friends (FOF) algorithm with 
the standard linking length of 0.2, and then populate them with galaxies according to 
the semi-analytic model. We consider only groups consisting of 10 particles or more, 
and so resolve dark halos of mass 1.4 X 10^^h~^MQ or greater. Sources in halos which 
are unresolved in the simulations can produce a significant fraction of the total ionizing 
luminosity, according to the semi-analytic models. To take this into account, we add 
sources in unresolved halos into the simulation in one of two ways. The first method is 
to place the sources on randomly chosen dark matter particles which do not belong to 
any resolved halo. An alternative method is to place these sources at random within the 
simulation volume. This makes the unresolved sources completely unclustered and so is 
an interesting extreme case. As we will be forced to construct toy models to determine 
which regions of the simulation are ionized, the exact treatment of these unresolved halos 
will not be of great importance. The number of unresolved halos added to the simulation 
volume is determined from the Press-Schechter mass function, multiplied by a correction 
factor of 0.7 to make it match the low mass end of the N-body mass function in ACDM 
at 2 = 3. 
In order to calculate the correlations between ionized regions that are needed to de-
termine the temperature anisotropics induced in the CMB, a simulation with at least the 
volume of this one is required. Unfortunately, with present computing resources, this ex-
cludes the possibility of an exact calculation of the shape and size of the ionized regions, 
which would require much higher resolution, and also the inclusion of gas dynamics and 
radiative transfer. Therefore we have used five toy models to determine which regions of 
the simulation are ionized, for a given distribution of ionizing sources. These models cover 
a range of possibilities which is likely to bracket the true case, and provide an estimate 
of the present theoretical uncertainties. 
For each model, we divide the simulation volume into 256^ cubic cells, resulting in 
a cell size of 0.55h~^ Mpc. As the gas distribution is not homogeneous, the volume of 
gas ionized will depend on the density of gas in the ionized region. We assume that the 
ionizing luminosity from the galaxies in each halo all originates from the halo centre, and 
that the total mass M of gas ionized by each halo is the same as i t would be for an 
I G M which is uniform on large scales, but with small-scale clumping fdump, as given by 
eqn. (5.4). We add to this the mass of any collisionally ionized gas in the halo. We then 
calculate the volume of the ionized region around each halo using M — ran^^H^) where 
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TZH is the mean IGM density within the volume V. We use several different toy models to 
calculate the spatial distribution of ionized gas in the simulations. In all cases, the total 
mass of hydrogen ionized is assumed to be the same as for a homogeneous distribution 
with the specified clumping factor. 
Model A (Growing front model) Ionize a spherical volume around each halo with 
a radius equal to the ionization front radius for that halo assuming a large-scale uniform 
distribution of Hi . Since the Hi in the simulation is not uniformly distributed, and also 
because some spheres will overlap, the ionized volume will not contain the correct total 
mass of HI . We therefore scale the radius of each sphere by a constant factor, / , and 
repeat the procedure. This process is repeated, with a new value of / each time, until 
the correct total mass of Hi has been ionized. 
Model B (High density model) In this model we ignore the positions of halos in 
the simulation. Instead we simply rank the cells in the simulation volume by their density. 
We then completely ionize the gas in the densest cell. If this has not ionized enough Hi 
we ionize the second densest cell. This process is repeated until the correct total mass of 
Hi has been ionized. 
Model C (Low density model) As model B, but we begin by ionizing the least 
dense cell, and work our way up to cells of greater and greater density. This model mimics 
that of Miralda-Escude, Haehnelt & Rees (2000). 
Model D (Random spheres model) As Model A but the spheres are placed in 
the simulation entirely at random rather than on the dark matter halos. By comparing 
to Model A this model allows us to estimate the importance of the spatial clustering of 
dark matter halos. 
Model E (Boundary model) Ionize a spherical region around each halo with a 
radius equal to the ionization front radius for that halo. This may ionize too much or 
not enough Hi depending on the density of gas around each source. We therefore begin 
adding or removing cells at random from the boundaries of the already ionized regions 
until the required mass of Hi is ionized. 
Fig. 5.13 shows six slices through the N-body simulation. The top left slice shows the 
density of all gas (which is assumed to trace the dark matter), whilst the other slices show 
only the density of ionized gas. Model A shows particularly well the correlated nature of 
the ionizing sources (due to the fact that galaxies form in the high density regions of the 
dark matter), as the densest regions of the simulations are the ones which have become 
most highly ionized. 
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Figure 5.13: The projected density of ionized gas in a slice through the ACDM N-body 
simulation at ^ = 3 shown as a greyscale image, with the densest regions being black. 
The slice shown has dimensions of 141.3 X 141.3 x 8.0h~^ Mpc. The total (i.e. ionized 
plus neutral) projected gas density is shown in the upper left hand panel. The remaining 
panels show the projected density of ionized gas in Models A-E. 
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In Fig. 5.14 we show the filling factor in the N-body simulation for the fixed /esc.gas 
model with different values of /esc.gas, for the case /dump = /dum°p^ (^^ show results for 
the fixed gas escape fraction rather than our preferred DS94 model as we will use this 
same model in the following section to explore the effects of varying /esc.gas on the CMB 
anisotropies). The filling factors calculated from the simulation are always less (for a 
given value of /esc.gas) than those calculated in §5.4.1 (see Fig. 5.10). This is because 
the simulation contains fewer low mass dark matter halos than predicted by the Press-
Schechter theory. Hence i t contains fewer ionizing sources. 
5.6.2 CMB Fluctuations 
The reionization of the IGM imprints secondary anisotropies on the CMB through Thom-
son scattering off free electrons (see, for example, Vishniac 1987, Knox, Scoccimarro & 
Dodelson 1998, Hu 2000). These anisotropies result from the spatially varying ionized 
fraction and from density and velocity variations in the ionized IGM. The calculation of 
these secondary effects involves correlation functions of density fluctuations and velocity 
fields which are easily determined in our models. To predict the form of these fluctuations, 
we first calculate the two-point correlations between ionized gas over the redshift range 3 
to 18, assuming that gas in the IGM traces the dark matter density and velocity. To do 
this, we use the 256'^  grid of ionization fractions, a;e, described in §5.6.1. We determine 
in each grid cell the value of 
(1 + S) 
C - 1 uios, (5.10) 
where 5 is the dark matter overdensity in the cell, uios is the component of the mean dark 
matter velocity in the cell along the line of sight to a distant observer, and the averaging 
ofxe{l+S) is over all cells in the simulation volume. The dark matter density and velocity 
in each cell are estimated by assigning the mass and velocity of each dark matter particle 
to the grid using a cloud-in-cell algorithm. 
We then compute the correlation function 
eccM = (C(x)C(x + r))x. (5.11) 
This correlation function is all that is needed to determine the spectrum of fluctuations 
imprinted in the CMB by the reionization process. A detailed description of how this 
spectrum is computed is given in Appendix B.3. Code to calculate the CMB anisotropy 
spectrum from the above correlation functions was kindly provided by Naoshi Sugiyama. 
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Figure 5.14: Filling factors as a function of redshift in the N-body simulation. Lines are 
plotted for the 'fixed' model with three different values of fesc,sas- 0.05 (solid line), 0.20 
(dotted line) and 1.00 (short-dashed line). 






Figure 5.15: The secondary CMB anisotropies measured from the simulation. The left 
hand panel shows the results for Model E, with a fixed gas escape fraction of 0.10. The 
solid line indicates a model in which unresolved halos are placed on ungrouped particles, 
whilst the dotted line shows a model with unresolved halos placed at random within the 
simulation volume. In the right-hand panel we show the results for /esc.gas = 1-00 and 
with unresolved halos placed on ungrouped particles. The lines show the results from the 
five different models as indicated in the figure. In each case, the heavy solid line shows 
the primary anisotropies in this cosmology. 
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Figure 5.16: The effect of varying the escape fraction, /esc.gas, on the secondary CMB 
anisotropics. The curves shown are all computed using Model E, with unresolved halos 
placed on ungrouped particles. Gas escape fractions of 1.00, 0.70, 0.50, 0.20 and 0.05 
are shown as indicated in the figure. The redshift of reionization for each model is also 
indicated. The heavy solid line shows the primary CMB anisotropies. 
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In Fig. 5.15 we show the secondary CMB anisotropies calculated as described above. 
The left-hand panel shows the results for Model E with a fixed gas escape fraction of 0.10, 
for the cases that unresolved halos are placed either on ungrouped particles (solid line) or 
at random in the simulation volume (dotted line). The clumping factor is /dump = /dum°p^ 
as will be used for all models considered in this section. The particular choice of /dump 
is not important for our conclusions about the CMB fluctuations, since we will consider 
different values of /esc.gas- The choice of placement scheme is seen to make little difference 
to the results, the two curves differing by ;^10% for 250 < i < 5000, with the difference 
growing to 40% by £ = 20000. The size of the grid cell used in our calculation of the 
ionized gas correlation function corresponds to £ 25000 at z = 3, and the turnover 
around I = 10'' is simply due to the cell size. Our method is unable to determine the 
form of the CMB fluctuations at higher i. 
The right-hand panel of Fig. 5.15 shows the variations in our estimates of Ct which 
arise from using the five Models A-E. Here the differences between the curves are larger, 
with Models B and C differing by a factor of ^ 2.5 at ^ = 10^. The amplitude of the 
curves is affected by the strength of the correlations present in each model (e.g. the "high 
density" model is the most strongly correlated and has the highest amplitude, whilst 
the "low density" model has the weakest correlations and hence the lowest amplitude). 
However, the shapes of the curves are all very similar. 
Fig. 5.16 examines the efli"ect on the secondary anisotropies of varying the escape 
fraction /esc.gas- The trend is for increasing amplitude of anisotropy with increasing 
escape fraction (which results in a higher reionization redshift). If, however, we boost 
the number of photons produced by increasing /esc.gas above 1 (this, of course, being an 
unphysical, but simple way of examining the effects of producing more ionizing photons), 
little further increase in amplitude is seen. 
The form expected for the CMB anisotropies produced by patchy reionization has 
been calculated for a simple model by Gruzinov & Hu (1998). In this model, reionization 
of the universe is assumed to begin at some redshift, 2;, and is completed (i.e. the 
filling factor reaches unity) after a redshift interval 6z. Sources are assumed to appear 
at random positions in space and to each ionize a spherical region of comoving radius 
R. Once such an ionized region has appeared it remains forever. In this model, the 
power £^C^/27r is predicted to have the form of white noise at small since the ionized 
regions are uncorrected. Gruzinov & Hu (1998) show that in such a model the secondary 
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anisotropies have the form 
eCil^T^ = Aedl exp (-eie/2) , (5.12) 
where 
A=^rl{v^)^^8z{l + z,fl^Dl, (5.13) 
and ^0 = R/DA- Here r]o is the horizon distance at 2 = 0, ro = a^noijo (where no is the 
number density of free and bound electrons and a-Y is the Thomson cross section) is the 
optical depth to Thomson scattering across the present particle horizon, (u^)^/^ is the 
rms velocity of dark matter today (which we take to be 648 km/s as given by Jenkins et 
al. 1998), D A is the comoving angular diameter distance to redshift z; and Dy is the linear 
growth factor for velocity to the same redshift. Thus, the amplitude of the C( spectrum 
is determined by the optical depth TQ, the velocity dispersion (t;^) and the characteristic 
angular size of ionized regions, R/DA- The position of the peak is determined entirely by 
the angular size of the ionized regions. 
We compare the simple model of Gruzinov & Hu (1998) with our own results in Fig. 
5.16. Since in our model reionization has no well-defined starting redshift, and ionized 
regions span a range of sizes, we simply choose values of R, z\ and Sz in order to match 
the two models at the peak in the spectrum (even though the position of this peak in our 
results is an artifact of our simulation resolution, we simply wish to demonstrate here the 
difference in small I slopes between our model and that of Gruzinov & Hu 1998). The 
chosen values of i? = 0.85/i~^Mpc, z\ = 11 and 6z = 5 are all plausible for the ionization 
history and sizes of ionized regions seen in our model (the mean comoving size of regions 
ranging from 1.4/i~^Mpc at 2 = 3 to 0.2h~^Mpc at 2 = 18). Note that Knox, Scoccimarro 
& Dodelson (1998) calculate a somewhat different form for the anisotropy spectrum for 
this same model, in which the amplitude, A, is roughly half that found by Gruzinov & 
Hu, and the peak in the spectrum occurs at slightly higher i. Despite these differences 
both Gruzinov & Hu (1998) and Knox, Scoccimarro & Dodelson (1998) agree upon the 
general form of the spectrum (sharp peak plus white noise at small £), and this is all we 
are interested in here. 
The C( declines much more rapidly as £ —>• 0 in the Gruzinov & Hu (1998) model than 
in ours. Note that Model D, the random sphere model, also shows the same behaviour as 
our other models, indicating that i t is not the correlated positions of the ionizing sources 
in our model which produce the excess power at small i. If we force all halos in our model 
to have equal ionized volumes surrounding them, whilst retaining the same total filling 
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factor, we find that the excess power above the white noise spectrum at small t remains, 
so neither is the excess due to the range of ionizing front radii, i2, present in our model. 
This excess power can therefore be seen to be due to the correlations in gas density and 
velocity induced by gravity. In fact, if we repeat our calculations but ignore correlations 
in the gas density field (i.e. we set J =; 0 everywhere) we find a CMB spectrum which 
has a slope for small i which is much closer to the Gruzinov & Hu (1998) white-noise 
slope, and which has an amplitude over five times lower than when density correlations 
are included. The remaining differences between our model and that of Gruzinov & Hu 
(1998) in this case are due to the correlated nature of ionized regions in our model. 
The amplitude of the secondary anisotropies also depends upon the assumed value 
of fib (as this determines the optical depth for electron scattering). The preferred value 
for our galaxy formation model of fib = 0.02 is relatively low compared to estimates 
based on light element abundances and big bang nucleosynthesis. Fig. 5.17 shows the 
effect of increasing fib to 0.04. If the evolution of the ionized regions were the same in 
both models, we would expect the amplitude to increase by a factor of four (since it is 
proportional to the square of the baryon density). The evolution of ionized regions is 
actually quite similar in the two cases, and so the factor of four increase is seen. With 
this higher value of fib, the secondary anisotropies due to patchy reionization would be 
potentially detectable above t ~ 3000. 
We note that a similar approach to computing the spectrum of secondary anisotropies 
due to patchy reionization has been taken by Bruscoli et al. (2000). Using a different 
model of galaxy formation, Bruscoli et al. (2000) grow spherical ionization fronts around 
dark matter halos identified in an N-body simulation, and from these they estimate the 
spectrum of CMB anisotropies produced. The simulations employed by Bruscoli et al. 
(2000) have higher resolution (but much smaller volume) than the GIF simulations used in 
our work. Bruscoli et al. (2000) therefore do not have the problem of locating unresolved 
halos in their simulation, but their calculation of secondary anisotropies is restricted to 
smaller angular scales (roughly 5 X 10"^^^;^2 X 10^) compared to ours. Furthermore, 
Bruscoli et al. make some approximations in calculating the anisotropies which we do 
not, ignoring variations in the total IGM density, and assuming that the ionized fraction 
is completely uncorrelated with the velocity field. Bruscoli et al. consider only a single 
model for reionizing the simulation volume. As we have shown, our flve toy models for the 
distribution of ionized regions lead to factors of 2-3 difference in the secondary anisotropy 
amplitudes, indicating that the results are not very sensitive to the model adopted for the 
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Figure 5.17: The effect of varying fib on the secondary CMB anisotropies. The curves 
shown are all computed using Model E, with unresolved halos placed on ungrouped par-
ticles and a gas escape fraction of 1.0. The solid line shows Qh = 0.02 whilst the dotted 
line shows fib = 0.04 (Model 1 in Table 5.2). The heavy solid line shows the primary 
CMB anisotropies. 
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distribution of ionized regions or to the treatment of unresolved halos in the simulation. 
Bruscoli et al. carried out their calculations in a different cosmology to ours, also with a 
different value of fib, but once these differences are taken into account, their results seem 
reasonably consistent with ours. 
5.7 Discussion and Conclusions 
We have outlined an approach to studying the reionization of the universe by the radiation 
from stars in high redshift galaxies. We have focussed on the reionization of hydrogen, but 
the approach can be generalised to study helium reionization (e.g. Giroux & Shapiro 1994), 
and also to include radiation from quasars. Our main conclusions are: 
(i) Using a model of galaxy formation constrained by several observations of the local 
galaxy population, er\ough ionizing photons are produced to reionize the universe by 
z = 11.7. This assumes that all ionizing photons escape from the galaxies they originate 
in, and that the density of the IGM is uniform. Reionization is delayed until z f» 10.9 in 
the case of a clumped IGM, in which gas falls into halos with virial temperatures exceeding 
lO'^K. Galaxies can reionize such a clumped IGM hy z = 5 providing that, on average, 
at least 4% of ionizing photons can escape from the galaxies where they are produced. 
In the case of a uniform IGM, an escape fraction of only 1.4% is sufficient to reionize by 
z = 5. 
Using a physical model for the escape of ionizing radiation from galaxies, in which 
photons escape through "Hl l chimneys" ionized in the gas layers in galaxy disks (Dove & 
Shull 1994, hereafter DS94), we predict reionization by z = 6.1 for a uniform IGM or by 
z — 4.5 for a clumped IGM. Models which assume that all the gas in galaxy disks remains 
neutral are unable to reionize even a uniform IGM by 2 = 0. Using alternative estimates 
of the IGM clumping factor from Gnedin & Ostriker (1997) or Valageas & Silk (1999), we 
find reionization redshifts comparable with those found using our own clumping model, 
i.e. in the range z = 4.5-5.0 with the DS94 model for the escape fraction. 
(ii) Once the ionizing escape fraction and IGM clumping factor have been specified, our 
estimates for the filling factor of ionized gas in the IGM are reasonably robust, providing 
that we consider only models which are successful in matching the Ea luminosity function 
of galaxies at z = 0. By far the greatest remaining influences on the ionized filling factor 
come from the value of the baryon fraction fib and the prescription for feedback from 
supernovae. However, we have shown that altering these parameters also produces large 
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changes in the z — 0 Ha luminosity function. 
(iii) We combined our model for reionization with N-body simulations of the dark mat-
ter distribution in order to predict the spectrum of secondary anisotropies imprinted on 
the CMB by the process of reionization. The shape of this spectrum is almost independent 
of the assumptions about reionization, but the amplitude depends on the spatial distri-
bution of the ionized regions, the redshift at which reionization occurs and the baryon 
fraction. We find considerably more power in the anisotropy spectrum at small £ than 
predicted by models which do not account for the large-scale correlations in the gas den-
sity and velocity produced by gravity. Despite the uncertainty in the spatial distribution 
of ionized regions, we are able to determine the amplitude of this spectrum to within a 
factor of three for a given fib (the amplitude being proportional to fi^). The results found 
by Bruscoli et al. (2000) using a similar technique are reasonably consistent with ours, 
once differences in fib and other cosmological parameters are allowed for. 
Detection of these secondary anisotropies, which would constrain the reionization 
history of the Universe, would require fractional temperature fluctuations of ~ 10"'' to 
be measured on angular scales smaller than several arcminutes. Although the Planck and 
MAP space missions are unlikely to have sufficient sensitivity to observe such anisotropies, 
the Atacama Large Millimeter Array is expected to be able to measure temperature 
fluctuations of the level predicted at £ ~ 10"* in a ten hour integration (or less if fib is 
greater than we have assumed). 
Previous studies of reionization have either used an approach similar to our own, i.e. 
employing some type of analytical or semi-analytical model (e.g. Haiman & Loeb 1996, 
Valageas k Silk 1999, Chiu & Ostriker 1999, Ciardi et al. 2000), or else have used direct 
hydrodynamical simulations (e.g. Gnedin & Ostriker 1997). While the latter technique can 
in principle follow the detailed processes of galaxy formation, gas dynamics and radiative 
transfer, in practice the resolutions attainable at present do not allow such simulations 
to resolve the small scales relevant to this problem. Furthermore, the implementation of 
star formation and feedback in such models is far from straightforward. 
There are two main uncertainties in our approach, as in most others: the fraction /esc 
of ionizing photons that escape from galaxies, and the clumping factor /dump of gas in the 
IGM. Future progress depends on improving estimates of the effects of clumping using 
larger gas dynamical simulations, on better modelling of the escape of ionizing photons 
from galaxies, and on better understanding of star formation and supernova feedback in 
high redshift objects. 
Chapter 6 
Diffuse X-ray Emission 
from Late-Type Galaxy 
Halos 
6.1 X-rays from Galaxy Formation 
In the model of galaxy formation by hierarchical clustering described in Chapter 2, the 
disks of spiral galaxies form by late accretion of gas which cools from an extended reservoir 
around the galaxy. In this and other, similar models disks are still expected to be growing 
at the present day. Such models have been very successful in accounting for properties 
of galaxies at optical and infrared wavelengths as shown in §2.7 (see also KaufFmann, 
White k Guiderdoni 1993, Cole et al. 1994, Baugh, Cole k Frenk 1996b, Kauffmann et 
al. 1999a). The proposed disk formation mechanism should produce a signature at X-ray 
wavelengths which, in principle, is detectable with the present generation of satellites. 
At the virial temperature of galaxy halos, the dominant cooling mechanism is X-ray 
Bremsstrahlung. I f the cooling rate is significant, this flux may be visible as a component 
of diffuse X-ray emission extending well beyond the galaxy's optical radius. In this Chap-
ter, we set out to test this disk formation model by looking for X-ray emission from the 
hypothesized reservoir of cooling gas around three large, late-type galaxies, NGC 2841, 
NGC 4594 and NGC 5529. 
If we assume that the mass of the present disk has been built up by a constant rate 
of accretion over the age of the universe {to), a simple estimate of the X-ray luminosity 
can be made from the binding energy of the disk. 
L, . i^^^ (6.1) 
to 
where M j i s k is the present mass of the disk and Ugsc is the velocity required by material 
at the edge of the disk to escape the halo. The escape velocity is found by equating Uesc/2 
175 
t = r ^ d . . (6.2, 
2 V r H i . i , 
6. Diffuse X-ray Emission from Late-Type Galaxy Halos 176 
with the potential energy needed to move unit mass from the edge of the disk (which we 
take to correspond approximately to the optical radius) to infinity: 
•2 G M ( r ) 
" " d i s k 
where M ( r ) is the total mass of the halo within radius r. Assuming an isothermal profile 
truncated at the virial radius, f y i r , in which G M ( r ) / r = VQ is constant with radius (here 
Vc is the measured circular velocity of the disk) the above becomes 
-T= ^ d r = V-cnin(rvirAdisk) + l ] , (6.3) 
or, Vesc = K [2 l n (rv ir /rd i sk) + 2]^^^. Adopting parameters suitable for a large spiral galaxy 
such as NGC 2841 (ie., M j i s k = 5 x 1O^°M0, and K = 317km/s), this suggests that the 
halo should emit with an average bolometric luminosity of at least ~ 8x 10^ ^ ergs s~^ *. If 
supernovae and other feedback processes are effective in heating halo gas then even more 
energy must be radiated to assemble the observed disk. Note that if we assume the mass 
of the disk is proportional to that of its dark matter halo then Mdisk oc VQ S O eqn. (6.1) 
predicts Lx oc V^- Furthermore, the temperature of the coohng gas should scale as the 
halo virial temperature, Tx oc V^. Thus, it is important to search for emission in the 
most massive systems available. 
The picture of hierarchical galaxy formation developed by White & Frenk (1991, 
WF91; see also Kauffmann et al. 1993, Cole et al. 1994) and laid out in detail in 
Chapter 2 predicts halo X-ray luminosities more directly by computing the cooling rate 
of gas as a function of time. At the present epoch, such models (which are tuned to 
reproduce the observed optical properties of galaxies) predict an X-ray luminosity of 
about 10 X IC*^ ergs s-^ for galaxies like NGC 2841. 
To date, studies of X-ray emission from nearby galaxies (e.g. Read, Ponman & Strickland 
1997) have concentrated on X-ray emission on scales comparable to the optical image of 
the galaxy. While extended emission has been detected in some groups of galaxies (e.g. 
Trinchieri, Kim & Fabbiano 1994, Mulchaey et al. 1996, Trinchieri, Fabbiano & Kim 1997), 
this emission is thought to be associated with the group potential. Our aim here is to 
test for the equivalent emission in isolated spiral galaxies, which we would identify with 
a cooling flow supplying the galaxy disk with gas. A few studies have reported diffuse 
emission from isolated elliptical galaxies. However, this has been interpreted either as 
'Unless otherwise stated we have assumed h = 0.5. Qo = 1, Ao = 0, fib = 0.06 and erg = 0.67 in this 
Chapter. 
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resulting f r o m the expulsion of gas f r o m the galaxy (e.g. Read & Ponman 1998, Mathews 
& Brighent i 1998) or as a relic of a collapsed group (Ponman et al. 1994). Furthermore, 
since in hierarchical models of galaxy format ion ellipticals are not necessarily expected 
to be accreting gas at the present day, the existence or otherwise of a diffuse X-ray com-
ponent associated wi th them does not provide a strong test of such theories. For this 
reason, we have restricted our study to isolated spiral galaxies. 
Previous X-ray observations of spirals (see, for example, Fabbiano & Juda 1997, 
Burstein et al . 1997, Pelligrini k C i o t t i 1998, Brighenti & Matthews 1999) do not place 
strong constraints on the models we aim to test. These studies have focussed on mea-
suring X-ray fluxes in regions comparable to the optical radius of the galaxy, where the 
intensity is strongest. X-ray emission f r o m galactic sources (such as X-ray binaries) and 
uncertainties in the spatial X-ray surface brightness profile make i t d i f f icul t to determine 
what f rac t ion , i f any, of the observed X-ray flux could be due to a low surface brightness 
cooling flow. 
Since the cooling gas must, at some point, settle into the galaxy's disk, some emission 
is expected f r o m this region as the gas cools f r o m the vi r ia l temperature of the halo to 
much lower temperatures. For example, in the case of N G C 4594 models of the type 
considered here predict a luminosity comparable to tha t measured by Fabbiano & Juda 
(1997), 8.9 ± 1.4 X 10^*° ergs/s in the 0.1-2.4keV band wi th in the optical radius of the 
galaxy. However, likely contamination by galactic sources complicates the interpretation 
of this comparison. 
In order to test the models in a manner free f r o m uncertainties of the type just 
described i t is essential to look for low surface brightness emission at large distances f rom 
the optical disk of the galaxy. I t is also necessary to study the optically brightest galaxies 
which have the highest circular velocities since the expected X-ray luminosity depends 
so strongly on the circular velocity of the galaxy's halo. For this reason, we have chosen 
for this study nearby galaxies w i th particularly high circular velocities. Most previous 
work has studied relatively low mass galaxies f r o m which only relatively weak emission is 
predicted. 
I f diffuse X-ray emission f r o m gas in the halos of isolated spiral galaxies proves unde-
tectable, this need not imply tha t the mass of halo gas is small since the gas may simply 
be too diffuse to emit X-rays efficiently. However, i t would then be unable to cool and 
flow to the centre of the halo. We are thus testing whether the disks of spiral galaxies 
are being bui l t up by the accretion of halo gas at the present day. The alternative is that 
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spiral disks were assembled at higher redshift and evolved as essentially closed systems 
thereafter. 
The structure of this Chapter is as follows. In §6.2, we search for large-scale diffuse 
emission f r o m massive spiral galaxies. We are not able to make any convincing detection; 
the upper l imits we establish are almost an order of magnitude below the predictions of 
the W F 9 1 model. In §6.3 we discuss the uncertainties in the models and describe how the 
models might be modified to agree wi th the data. The prospects for fu ture investigations 
are outlined in §6.4. 
6.2 Observations 
6.2.1 Target Selection 
The pr imary aim of this Chapter is to search for diflFuse X-ray emission f rom nearby 
isolated spiral galaxies. The galaxy must be nearby for the signal to be detectable. 
Furthermore, the galaxy must have a high circular velocity in order that the energy 
released by the cooling gas be large. A high circular velocity also favours detectability 
because i t implies a high characteristic temperature for the emission and so less absorption 
by neutral hydrogen in the M i l k y Way. In addition the efficiency of supernovae feedback 
is expected to decline w i t h increasing circular velocity. 
We created a suitable target list by searching for all spiral galaxies wi th recession 
velocities below 3000 km s~^ and wi th H i 20% fine widths greater than 580 km s~^ Of 
the sixteen galaxies satisfying these criteria three have been observed by the ROSAT 
PSPC: N G C 2841, N G C 4594 (the Sombrero galaxy) and N G C 5529. The PSPC data for 
these fields were obtained f r o m the Leicester Database and Archive Service (LEDAS) . 
• N G C 2841. The Sb galaxy N G C 2841 is the nearest of our target galaxies. I t has a 
flat rotat ion curve extending to the l im i t of H i observations, and is an archetype of 
galaxies w i t h massive dark matter halos (Kent 1987). I ts star format ion properties 
have been studied extensively by Young et al. (1996) using both Hcv and far infrared 
indicators. 
• N G C 4594. Also known as M104 or the "Sombrero Galaxy," this is a highly lumi-
nous Sa seen almost edge on. Since this galaxy is bulge dominated, diffuse X-ray 
emission similar to that seen around E or SO galaxies (Forman, Jones & Tucker 1985) 
might be expected. However, X-ray observations by the Einstein satellite revealed 
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Table 6.2: Measured rotat ion velocity and predicted gas temperature for the galaxies in 
our sample. 
N a m e V c ( k m s - ^ y Tvir ( k e V ) ^ 
N G C 2841 317 ± 2 0.287 ± 0.004 
N G C 4594 358 ± 4 0.366 ± 0.009 
N G C 5529 277 ± 3 0.219 ± 0.005 
" Calculated f r o m H i fine widths using the expression given in Tul ly & Fouque (1985). 
Determined f r o m the measured rotat ion velocity of the galaxy extrapolated to the halo 
vi r ia l radius assuming a flat rotat ion curve and by then applying the relation given by 
W h i t e & Frenk (1991). 
spectral properties and core X-ray colours typical of less massive spiral galaxies 
( K i m , Fabbiano & Trinchieri 1992). 
• N G C 5529. This is an Sc galaxy seen almost edge-on. Because of its relatively large 
distance, this galaxy is likely to provide weaker constraints than the previous two. 
Distances, line widths, optical radii , and other relevant properties of these galaxies are 
listed in Table 6.1. The distances to two of them (NGC 4594 and N G C 5529) had to be 
determined f r o m their observed heliocentric radial velocity; a model of the local peculiar 
velocity field (Branchini et al. 1999) was used to correct the observed velocity to the true 
Hubble velocity using an iterative procedure. Table 6.2 lists the circular velocity of each 
galaxy as calculated f r o m its H i l ine-width and also the vir ia l temperature of the halo 
estimated, as in W F 9 1 . 
6.2.2 Data Reduction 
Ideally, we would like to compare the X-ray flux f r o m an annulus centered on the galaxy 
(but excluding the optically bright region to avoid contamination f r o m stellar emission) 
w i t h similar annuli centred on blank flelds. This is not possible, however, because different 
ROSAT fields have different particle backgrounds. We determine the background for each 
field f r o m a large radius annulus in the outer part of the PSPC detector as described 
in Snowden et al. (1994). This is then subtracted f r o m the measured count rate in 
each field. Background corrected 'on source' and 'o f f source' fields are then compared 
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to determine the f lux f r o m the diffuse halo of the target galaxies. We f ind that the 
background subtraction algori thm of Snowden et al. tends to produce negative flux in 
the off-source images because of the different point-source detection thresholds in the 
centre and outer parts of the ROSAT field. Our analysis takes this effect into account. 
The analysis of the data was carried out using the Aster ix package^. The procedure 
for analysing each image was as follows. First ly, point sources were detected down to a 3a 
threshold and excluded by cut t ing out a circle centred on each source. The radius of this 
circle was set equal to the radius of the PSF enclosing 95% of the energy at the position of 
each source. For each image a background annulus of inner radius 0.5° and outer radius 
0.7° was then used to estimate the vignett ing corrected background count-rate, and to 
create two background-subtracted spectra f r o m source-centred annuli wi th inner radius 
of 5 arcminutes and outer radii of 9 and 18 arcminutes. Choosing a fixed angular radius 
ensures tha t the blank field analysis is the same for each image. The PSPC field of view 
is obstructed by the structure which supports the mirrors. The structure takes the form 
of a r ing connected to a set of spokes. The larger outer radius for our source-centered 
annuli was chosen to include the entire region inside the ring of this structure, where the 
field of view is unobstructed. This is comparable to the predicted X-ray emit t ing region 
of the closer of our target galaxies (see §6.3). The 9' ring is matched to the X-ray emit t ing 
region of the more distant galaxy N G C 5529. The innermost aperture was excluded f rom 
the analysis in order to avoid contamination by the diffuse and unresolved stellar X-ray 
emission of the galaxy itself (c.f. Read, Ponman & Strickland 1997, for example). The 
X-ray image of each galaxy is compared wi th the optical image in Figure 6.1. 
The resulting spectra were analysed w i t h the XSpec package (Arnaud 1996) to de-
termine the source f lux using the mekal X-ray emission model (Mewe, Gronenschild & 
van den Oord 1985, Mewe, Lemen & van den Oord 1986, Kaastra 1992) and wabs neu-
t ra l hydrogen absorption model (based on the photoelectric cross-sections of Morrison 
& McCammon 1983). For each halo we adopted a vir ia l temperature of 0.2keV. This is 
slightly below the vi r ia l temperatures estimated in Table 6.2, in order to obtain conser-
vative estimates of the bolometric luminosity. The hot halo gas is assumed to have a 
metal l ici ty of 0.3^0 (where Zq is the Solar metal l ic i ty) . Neutral absorption column den-
sities varied between the fields and were taken f r o m Dickey & Lockman (1990). The only 
remaining free parameter in these models is the overall normalization. This procedure 
appropriately weights the contributions of the different energy channels and corrects for 
*See the Asterix homepage at http://www.sr.bham.ac.uk/asterix/ . 
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Figure 6.1: Source images for each galaxy in the sample. The left hand column shows 
the raw image and the right hand column the image after background subtraction, point 
source removal and selection of the region from 5 to 18 arcminutes. An optical image of 
each galaxy is superimposed on the X-ray image to give an appreciation of the size of the 
halo region. 
6. Di f fuse X - r a y E m i s s i o n f r o m L a t e - T y p e G a l a x y Halos 183 
the different neutral hydrogen cross-sections of the fields. 
The f i t t ed spectrum is then used to calculate the absorption corrected f lux f rom each 
halo. These fluxes are determined wi th in the range 0.2 to 2.0 keV in order to minimise 
dependence on the assumed temperature. Note tha t i t is possible for the flux in the outer 
(5-18 arcminutes) r ing to be lower than that in the inner (5-9 arcminutes) ring since the 
flux f r o m some regions of the image is negative. These are converted to pseudo-bolometric 
luminosities (0.001 to 10.0 keV) using the conservative temperature of 0.2 keV and the 
distances given in Table 6.1. 
For comparison, six oif-source fields (Table 6.4) w i th point source targets were selected 
at random f r o m the ROSAT International X- ray /Opt ica l Survey (RIXOS) (Mit taz et 
al . 1999). As we have previously noted, the analysis procedure tends to produce a small 
negative count-rate when applied to the off-source fields. This is due (at least in part) to 
the different flux l imi ts at which point sources are removed f r o m the target and background 
annuli . The mean flux deficit in the off-source fields was added to the measured fluxes of 
the target galaxies to correct for this eflFect. Alternat ively one could add the off-source 
field count rates to the on-source fields and only then fit a model spectrum to the resulting 
counts to determine a corrected flux. We investigated performing the analysis in both ^ 
ways and found tha t each procedure gives the same result to wi th in 10%. Since the off-
source count rates vary f r o m field to field i t is possible that the true correction required 
for each target field is somewhat diflferent f r o m the mean correction f r o m the off-source 
fields. We therefore measure the variance in the off-source field correction and add this 
quant i ty in quadrature to the errors on the fluxes measured in our target fields. The 
variations f r o m field to field are our dominant source of uncertainty. 
The fluxes and luminosities of the target galaxies corrected in this way are presented 
in Table 6.3. For each galaxy we expect a luminosity around 10 X 10^^ ergs s~ .^ However 
none of the galaxies is detected at a 3cr confidence level in either of the annuli considered. 
Instead, our data set 95% upper confidence l imits of 0.37,1.2 and 3.4 X lO"*^ ergs s~^  in the 
larger aperture for N G C 2841, 4594 and 5529 respectively. For N G C 5529, the relatively 
weak upper l im i t is due to the galaxy's larger distance. For the two more nearby galaxies, 
the upper l im i t lies an order of magnitude below the in i t ia l theoretical prediction. 
6.2.3 Uncertainties in the Observations 
In §6.3, we consider possible modifications to the model of W F 9 1 that might alleviate the 
discrepancy w i t h our data. First , we take a closer look at the assumptions we made in 
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Table 6.4: The to t a l counts per second in six blank fields. Background and point sources 
were removed in each case and an annulus f r o m 5 to 9 arcminutes (ring 1) and f rom 5 to 
18 arcminutes (ring 2) was selected. 
F i e l d R i n g l R i n g 2 
rp201558 -0 .017 ± 0 . 0 0 7 -0.063 ± 0 . 0 1 5 
rp700255 -0 .004 ± 0 . 0 0 6 -0 .040 ± 0 . 0 1 3 
rp700319 -0 .021 ± 0 . 0 0 5 - 0 . 0 2 4 ± 0.011 
rp700376 -0 .007 ± 0 . 0 0 5 -0.003 ± 0 . 0 1 1 
rp700387 +0.007 ± 0 . 0 0 4 -0.013 ± 0.008 
rp700389 -0.005 ± 0 . 0 0 6 -0.023 ± 0 . 0 1 3 
interpret ing the observational data. There are a number of uncertain quantities that could 
affect our conclusions. Throughout the analysis we have consistently assumed conservative 
values for these quantities (i.e. those tha t would minimize the conflict between model and 
data) . I t is nevertheless instructive to consider how these choices might affect our results. 
The dominant source of uncertainty in our analysis is the process of background sub-
t rac t ion . Al though an accurate estimation of the background f r o m a mosaic of surround-
ing pointings would be preferable, our off-source fields indicate the magnitude of the 
uncertainty. Even using the 'worst case' field (rp201558), the predicted and observed 
count-rates s t i l l disagree by a factor of 2-3. 
Another impor tan t source of uncertainty is the extrapolation f r o m ROSAT count-rate 
to bolometric flux. A t the low temperatures appropriate to galactic halo gas, neutral 
hydrogen absorption in our own Galaxy has a strong effect. I f our adopted values for 
the neutral hydrogen column density were inaccurate, this could have a substantial effect 
on our results. However these galaxies are at high Galactic lat i tude and we find that 
increasing the assumed column density by a factor of 3 over the values given by Dickey 
& Lockman (1990) only changes the inferred bolometric luminosity by 40%. 
The effects of background correction and absorption alone cannot reconcile the ob-
served and predicted luminosities. Al te r ing the assumed temperature of the halo plasma, 
however, is a more promising alternative. This sensitivity arises because, at the relevant 
temperatures, most of the emission lies outside the 0.2-2.0 keV band of the observations, 
forcing us to extrapolate the model fit to lower energies. For example, at a temperature 
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of 0.2 keV, 90% of the bolometric luminosity is emitted in the ROSAT 0.2-2.0 keV band, 
while at 0.1 keV, only 75% of the emission lies in this band. A t even lower temperatures, 
the effect becomes even more pronounced. Apply ing a lower temperature model to the 
observed spectra, we find tha t a decrease in temperature by a factor of 4.0 (for NGC 2841) 
to 4.5 (for N G C 4594) is required to bring the observations into line wi th the predicted 
luminosity. I t is not clear, however, how these lower temperatures can be accommodated 
w i t h i n the theoretical model. We now tu rn to a detailed examination of this model. 
6.3 Discussion 
The model presented by W F 9 1 predicts that the X-ray luminosity due to gas cooling 
w i t h i n a dark matter halo should be: 
Lx = Mcooi(rcooi)K' In f ^ : ^ ] , (6.4) 
\ ''optical J 
where Mcool('"cool) is the rate at which mass is cooling in the dark matter halo, T c o o I is 
the cooling radius (which grows wi th t ime) , and roptical is the optical radius of the galaxy, 
which we take to be the extent of the 25 B-magnitudes per square arcsecond isophote 
along the major axis. This model assumes that the halo has an isothermal potential wi th 
circular velocity Vc. Al lowing the gas to adopt a profile w i t h a constant density core (as 
described in Appendix C) makes l i t t le difference to the X-ray luminosity provided that 
the core radius is significantly smaller than the cooling radius. As shown in Appendix C, 
the model can be readily extended to the case where the gravitat ional potential follows 
the funct ional f o r m favoured by Navarro, Frenk & W h i t e (1996, N F W 9 6 ) , which is a good 
fit to the density profile of halos in N-body simulations. 
We have used the formulae and parameter choices in Appendix C to predict the 
bolometric X-ray luminosity for each of the three galaxies (using the circular velocities of 
Table 6.2), as well as the region in which cooling is expected to occur. Table 6.5 lists the 
cooling radii and luminosities of the halos predicted by WF91's standard model and by a 
model w i t h an N F W potential. In column 5, we list the luminosity tha t is expected within 
the 5-18' annulus used in the observational measurements. This geometric correction is 
made under the assumption of an isothermal flow in quasi-hydrostatic equilibrium as 
described in Appendix C. The figure given includes a correction for the flux f rom the 
target galaxy tha t is expected in the outer background annulus by extrapolating beyond 
the cooling radius w i t h an density profile. The corrected flux is about 50% and 
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70% of the to ta l for N G C 2841 and N G C 4594 respectively. The larger correction for 
N G C 2841 arises because the emission f r o m the target almost fills the PSPC field of 
view. The geometric correction for N G C 5529 is greater because a large proportion of the 
luminosi ty is projected into the 5 arcminute ring which is excised in order to exclude the 
optically bright regions of the galaxy. In the case of this galaxy, the large observational 
uncertainties mean tha t the emission rnodel is only weakly constrained. 
For both N G C 2841 and N G C 4594 the bolometric X-ray luminosities predicted by the 
model are strongly inconsistent w i t h the observations. The W F 9 1 model predicts cooling 
rates of 7.4 and 9.OM0yr~^ for N G C 2841 and 4594 respectively. Since the mass cooling 
rate is proport ional to the X-ray luminosity in these theories, the simplest interpretation 
is tha t the cooling rates in these galaxies are also much less than those predicted by W F 9 1 . 
I f we assume tha t the geometric factors would be unchanged by reducing the cooling rate, 
we arrive at upper l imits to the present-day accretion rate of 0.5 and 1.44M0yr~^. 
Further insight can be gained by considering the to ta l mass of gas wi th in the cooling 
radius and the mass of the galaxy disk. In the case of N G C 2841 the disk mass can 
be determined by fitting the galaxy rotat ion curve. Kent (1987) derives a disk mass of 
9.3 X 1O^°M0 allowing a free-fit of disk and isothermal halo parameters. Adopt ing an 
N F W model for the halo, Navarro (2000, NOO) derives a best-fit disc mass of 5 x W°MQ; 
a significantly smaller disk mass would be inconsistent w i th the blue luminosity of the disk 
(Young et al. 1996). The W F 9 1 model prediction for the mass of gas wi th in y'cooh which is 
assumed to have formed the disk, is 9.8 X Thus the model allows enough gas to 
cool to make the observed disk. Consequently X-ray observations imply that the present-
day accretion rate does not significantly contribute to the to ta l disk mass. Clearly, this is 
an impor tan t result, since (if these galaxies are representative) i t implies that the masses 
of spiral disks have remained almost constant over recent look-back times. Finally, we can 
compare the gas accretion rate w i t h the star format ion rate in N G C 2841 of O.8M0yr~^ 
inferred f r o m H a emission (Young et al. 1996). Thus, although our data exclude an infall 
rate sufficient to build the disk over a Hubble time, they may aUow enough infall to 
replenish the gas being used up by star format ion . 
Before reaching wide-ranging conclusions, however, we must ask whether i t is possible 
to modi fy the emission model to bring i t more into line w i th the observational data. Below 
we consider possible modifications to the halo model that might reduce the discrepancy 
w i t h the observational results. 
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F e e d b a c k . We have chosen galaxies w i th particularly deep potential wells in order to 
minimise the uncertainties arising f r o m supernovae feedback effects on our predic-
tions. According to the models of Kauf fmann , Whi te & Guiderdoni (1993) and Cole 
et al. (1994) feedback in ~ 300 km/s halos reduces the predicted star formation rate 
by only ~ 5%. Any gas ejected f r o m the galaxy by feedback should begin cooling 
once more, and may actually increase the X-ray luminosity above our theoretical 
predictions. Feedback in these models cannot, therefore, reconcile theory and ob-
servations. However, in other models of galaxy format ion , such as that of Nulsen & 
Fabian (1995, 1997) and Wu , Nulsen & Fabian (1999), in which feedback in earlier 
generations of dark matter halos alters the gas density profile (thereby reducing the 
cooling rate), the expected X-ray luminosities of spiral halos are likely to be sub-
stantial ly less than in the models we have tested. Al though these models do reduce 
the luminosity of X-ray halos to levels consistent w i t h our data, the cooling rate 
at late times appears much too small to allow the growth of disks as large and as 
massive as those observed. Further work is needed to investigate this point further. 
Cosmolog ica l P a r a m e t e r s . The predicted X-ray luminosities have a relatively weak 
dependence on the values of the cosmological parameters (here we adopted H q = 
50 km s - ^ M p c - ^ QQ = 1, A q = 0, fib = 0.06 and cxg = 0.67). The strongest 
dependence is on the baryon fract ion since the cooling rate is proportional to the 
square of the density of the X-ray emit t ing plasma. Using fib — 0.04 (a 50% 
reduction) reduces the luminosities by a factor ~ 2, but at the expense of lowering 
the mass cooling rate also by a factor ~ 2. Reasonable changes in cosmological 
parameters are unable to lower the predicted X-ray luminosity by more than a factor 
~ 3. In particular, lowering fio tends to increase the cooling rate (and consequently 
the X-ray luminosity) because the baryon fract ion of the halo is then increased. 
X - r a y E m i s s i o n T e m p e r a t u r e . A n assumption of the model is tha t the X-ray emission 
occurs at a characteristic temperature close to tha t of the galactic halo. I f the 
plasma had a multiphase structure, then the emission weighted temperature could 
be lower. However, a 25% decrease in temperature reduces the expected flux by 
only 20%. Much larger changes in temperature are required in order to account for 
the discrepancy. 
S p a t i a l D i s t r i b u t i o n of X - r a y E m i s s i o n . Because the cooling radius estimated for 
N G C 2841 is so large, the correction for the spatial dis tr ibut ion of the X-ray emis-
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sion is impor tan t . In our standard model, approximately 60% of the tota l luminosity 
is emit ted wi th in the 5-18 arcminute annulus which we observe. If , for example, 
we considered a very different spatial distr ibution for the luminosity (whilst keeping 
the to ta l luminosity the same), such as one in which the X-ray emissivity remains 
constant wi th in the cooling radius, then the fract ion of the to ta l luminosity emit-
ted w i t h i n the annulus would drop to around 30%. The luminosity (corrected for 
geometric effects) listed in Table 6.5 would therefore be reduced by a factor of 2. 
These corrections are much less important for N G C 4594 where the cooling radius 
is better matched to the PSPC field of view. 
H a l o C i r c u l a r Veloci ty . The luminosity of the flow is based on the premise that the 
high circular velocities of the disks of these galaxies reflect the circular velocities 
of the halo tha t confines the hot plasma. Recently, several authors (Zaritsky et 
al. 1997, NOO) have suggested tha t high circular velocity galaxies could have formed 
in significantly cooler halos. NOO has analyzed the rotat ion curve of NGC 2841, 
and found a best fitting model w i th F200 = 1671J3'' km s~^ (where V200 is the 
circular velocity at the vi r ia l radius). Using the corresponding potential in the 
calculation of the X-ray luminosity we predict a substantially reduced X-ray emission 
of 0.9 X 10^^ ergs s~^ (including geometric factors), in much better agreement wi th 
the observational results. The ratio of the predicted value to the observational upper 
l im i t is 0.62. Unfor tunate ly such a model underpredicts the disk mass inferred by 
NOO by a factor of 4. Increasing the gas fract ion to remedy this problem restores 
the predicted X-ray luminosity to an unacceptably high value. 
M e t a l A b u n d a n c e . We have assumed tha t the hot gas in the halos has a metal abun-
dance similar to tha t measured in galaxy clusters, namely Z — O.SZ©. Using 
Z = O.5Z0 increases the predicted X-ray luminosity by approximately 30%, since 
gas w i t h a higher metal content cools more efficiently. Reducing the abundance 
to O.IZ0 would, for the same reason, reduce the predicted luminosities (and gas 
accretion rates), by a factor of 3, but would also reduce disk masses by the same 
factor . 
R e m a i n i n g G a s F r a c t i o n . The predicted luminosity also depends upon the value of /g , 
the f ract ion of the baryonic material in the halo tha t is in gaseous fo rm at the time 
when the halo forms. This parameter is unlikely to be much less than the value of 
uni ty that we have assumed unless a significant f ract ion of the baryons in galaxies 
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are in some dark f o r m . Baugh et al. (1998b) flnd that /g > 0.7 for halos of circular 
velocity comparable to those of the galaxies considered here. I f /g were lowered 
enough so tha t the predicted X-ray luminosity agreed wi th the observed upper 
l imi ts , then the gas cooling rate would be significantly lower, making i t impossible 
to build up a disk of the observed mass by the present. Therefore, although we do 
not know the exact value of /g , a lower value cannot reconcile the model wi th both 
the observed X-ray luminosity and the inferred disk mass. 
M u l t i p h a s e Flovi^. We have assumed tha t gas flows into the galaxy at the centre of 
the halo at a fixed temperature and only cools once i t has settled in the galaxy 
disk. However, i t is conceivable that the gas could instead cool "in-situ" (i.e. at 
the location in the dark matter halo where i t originated) and then fal l into the 
galaxy as cold clouds (Thomas, Nulsen & Fabian 1987). I f this were indeed the 
case, then the bolometric X-ray luminosity emitted by the cooling gas would be 
2.5Mcooi^c (assuming that the gas cools at constant pressure). For typical values 
of rcool and roptical this is about equal to the luminosity predicted by eqn. (6.4). 
Furthermore, this luminosity would be emitted at a lower mean temperature than 
the vi r ia l temperature of the halo. Using the cooling flow model of Mushotzky 
& Szymkowiak (1988) we estimate that , for gas cooling f r o m 0.2 keV, 11% of the 
bolometric luminosity would be emitted in the 0.2-2.0 keV band after accounting for 
absorption. This is approximately half of the 24% tha t is emitted in this band for 
gas at a fixed temperature of 0.2 keV. Thus, in the multiphase model the predicted 
flux in the 0.2-2.0 keV band is lower by a factor of approximately 2 compared to 
our standard model. These models are thus less discrepant w i t h the observational 
upper l imi ts . 
I t should be noted, however, tha t even in this scenario the infall ing gas must still 
release both its thermal and gravitat ional energy somewhere. The discussion above 
accounts only for the thermal component, and this model only succeeds i f the grav-
i ta t ional component is radiated outside the ROSAT energy band. This not readily 
accomplished: i f the cold clouds fa l l ballistically towards the centre, the gravita-
t ional energy would be radiated as post-shock X-rays when they collide wi th the 
galaxy's gas disk. I t does not help i f the cold clouds are coupled to the hot gas by 
magnetic fields since although they could flow in more slowly by transferring their 
gravi tat ional energy to the hot component, this energy wi l l ul t imately be radiated 
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in the X-ray band. 
Support for a multiphase model may be provided by the high-velocity clouds recently 
detected by Bl i tz et al. (1999) i f these are indeed infal l ing onto the Mi lky Way. 
However, Bl i tz et al. estimate tha t the present day infal l rate of such clouds onto 
the M i l k y Way is around O.8M0 yr~^, and this is significantly lower than the rate 
predicted by the models we consider ( ~ 5-6 MQ y r ~ ^ ) . Thus, unless the observed 
clouds represent only a small fract ion of the to ta l cloud population, the simple 
multiphase model that we have considered seems to conflict w i th the inferred infall 
rate of cold gas onto the M i l k y Way. 
6.4 Conclusions 
We have searched for large-scale diffuse X-ray emission f r o m three nearby, high rotation 
velocity spiral galaxies. In each case, we find tha t the observed emission is almost an 
order of magnitude below tha t required to build the disk at a constant rate wi thin the 
age of the universe. The accretion rate is similarly discordant w i th theoretical estimates 
of the cooling rate of gas in an isothermal or NFW-prof i le halo. 
Al though extremely suggestive, our results are not definitive. The reasons for this are: 
• Strong constraints are derived only for the two nearer galaxies. We may, by chance, 
have selected two systems that have anomalous cooling rates. This is plausible for 
the bulge dominated N G C 4594 galaxy ('the Sombrero'). N G C 2841 appears to 
be more typical of spiral galaxies, but its proximi ty makes accurate background 
subtraction d i f f icu l t , and our results are dependent on the profile assumed for the 
X-ray emission. By contrast, the th i rd galaxy meeting our selection criteria is too 
distant for strong l imits on the X-ray flux to be set. We note, however, that the 
X-ray l imits estabfished for these galaxies are compatible w i t h the emission that is 
thought to occur in the halo of our own galaxy (e.g. Moore & Davis 1994, Wolfire 
et al. 1995). 
• There are a number of parameters that have been assumed in order to predict 
the X-ray flux f r o m the properties of the halo. No parameter, or combination of 
parameters, can simultaneously give a low X-ray luminosity and build the observed 
disk. To reconcile the predictions w i t h the observed luminosities we must assume 
tha t either: (a) disks were buil t at high redshift; or, (b) accretion onto disks occurs 
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without radiating the binding energy of the gas at X-ray wavelengths (e.g. in a 
multiphase flow). 
Our results encourage further work. The current upper limits are set by our ability 
to subtract the background count-rate in the images. This is exacerbated in the ROSAT 
data because the flux level at which individual point sources may be subtracted varies 
across the image on scales comparable to the spiral galaxy halos. Future work requires 
large-scale imaging with a detector that has a near-uniform detection threshold, such as 
the EPIC camera aboard the XMM-Newton satellite (Lumb et al. 1996). Such a survey 
would need to target a greater fraction of the nearby galaxies, setting firmer limits on the 
diffuse X-ray emission and eliminating variations in galaxy properties as a major source 
of uncertainty. If such work continues to fail to make detections, then we may be forced 
to conclude that spiral disks are no longer growing at the present epoch. This would agree 
with traditional models of galaxy formation in which galaxies accrete their mass at early 
times and evolve as more or less closed systems to the present-day. Clearly, there is much 
to learn from future studies of the X-ray halos of spiral galaxies. 
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Chapter 7 






The properties of galaxies in the Universe are determined by the behaviour of both the 
dark matter and the baryonic material from which they are made. The dynamics of the 
dark matter, which are determined by gravity alone (unless "self-interacting", or colli-
sional dark matter is considered, see, for example, Moore et al. 2000), are now reasonably 
well understood. N-body simulations (e.g. Davis et al. 1985) provide an accurate descrip-
tion of the evolution of structure into the highly non-linear regime where dark matter halos 
form (see, for example, Jenkins et al. 1998, Colin et al. 1999). Analytically, the Press-
Schechter theory (Press & Schechter 1974) predicts to within ^ 50% the distribution of 
halo masses found in N-body simulations for a specified cosmology, whilst theoretically 
motivated fi t t ing functions do even better (Sheth & Tormen 1999, Sheth, Mo & Tormen 
1999, Jenkins et al. 2000). Extensions of this theory (Bond et al. 1991, Bower 1991, Lacey 
& Cole 1993) predict, with reasonable accuracy, the hierarchical build-up of halos through 
the mergers of smaller progenitors (see, for example, Lacey & Cole 1994, Somerville et 
al. 1998). The behaviour of the baryonic matter, on the other hand, is less well un-
derstood. The dynamics of the gas are not determined by gravity alone but also by 
hydrodynamical forces and radiative processes. Since gas must cool into dense lumps 
before i t can turn into stars, these processes are crucial for galaxy formation (see, for 
195 
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example, Binney 1977, Rees & Ostriker 1977, Silk 1977, White & Rees 1978). 
In this Chapter, we compare two widely used techniques for modelling the behaviour 
of gas as it forms into galaxies: semi-analytic modelling and direct simulation using 
smoothed particle hydrodynamics (SPH). Semi-analytic models applied to cold dark mat-
ter (CDM) cosmologies (Cole 1991, White & Frenk 1991, Lacey & Silk 1991, Kaulfmann, 
White & Guiderdoni 1993, Cole et al. 1994, Somerville & Primack 1999, Cole et al. 2000, 
Chapter 2) have met with considerable success in explaining many of the observed prop-
erties of the galaxy population, such as the luminosity function, the distributions of 
colour and morphological type, the counts as a function of magnitude and redshift (e.g. 
White & Frenk 1991, Lacey et al. 1993, Kauffmann, Guiderdoni & White 1994, Cole et 
al. 1994, Kauffmann 1995, Baugh, Cole & Frenk 1996a,b, Kauflfmann 1996a,b, KauflT-
mann & Chariot 1998a,b, Chapter 2), the properties of Lyman-break galaxies (Baugh 
et al. 1998b, Governato et al. 1998), and the clustering of galaxies (Kauffmann, Nusser 
k Steinmetz 1997, Kauflfmann et al. 1999a,b, Diaferio et al. 1999, Baugh et al. 1999, 
Chapters 3 & 4). 
The SPH technique (Lucy 1977, Gingold & Monaghan 1977) has been used by many 
authors to model galaxy formation (e.g. Katz & Gunn 1991, Katz, Hernquist & Weinberg 
1992, Navarro k White 1993, Evrard, Summers k Davis 1994, Steinmetz & Miiller 
1994,1995, Katz, Weinberg k Hernquist 1996, Frenk et al. 1996, Weil, Eke k Efstathiou 
1998, Navarro k Steinmetz 1999, Pearce et al. 1999). These simulations have been suc-
cessful in producing objects with approximately the mass of galaxies and, in cosmological 
simulations, with approximately the right abundance. However, to date no simulation has 
been able to produce a realistic, rapidly rotating spiral galaxy starting from cosmological 
initial conditions (e.g. Navarro k Steinmetz 1999). 
Both techniques require a number of simplifying assumptions in order to model the 
evolution of cooling gas. For example, semi-analytic models assume that dark matter 
halos and their associated gas component are spherically symmetric, and that gas is 
efficiently shock-heated when halos collapse. SPH, oh the other hand, assumes that gas is 
well represented by a set of discrete particles. The two methods have different strengths 
and limitations. Semi-analytic modelling can follow a large dynamic range of scales and 
is sufficiently flexible that the effects of varying assumptions and parameter values can be 
readily explored. SPH, on the other hand, does not impose any restrictions on geometry 
and solves directly the approximate evolution equations for gravitationally coupled dark 
matter and dissipative gas. Limited resolution, however, restricts the accessible dynamic 
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range and the expense of large simulations makes it impractical to carry out extensive 
parameter space explorations. In both approaches, a phenomenological model for star 
formation and feedback must be coupled to the evolution of dark matter and gas in order 
to calculate observable properties of galaxies. Generally, such models are more easily 
implemented in semi-analytic models than in SPH simulations in which the behaviour of 
the phenomenological model itself often depends on resolution. 
The main aim of this Chapter is to determine the extent to which the two techniques 
of semi-analytic modelling and SPH simulation produce consistent results for the evolu-
tion of cooling gas in the cosmological setting relevant to galaxy formation. There are 
several ways in which such a comparison might be carried out. In this Chapter, we adopt 
the statistical approach of comparing the properties of populations rather than of indi-
vidual objects. This comparison is motivated by two considerations. Firstly, we wish 
to understand how the different approximations inherent in the two techniques translate 
into differences in the average properties of the two models. Secondly, both techniques 
have been used (and continue to be used) to study statistical properties such as galaxy 
luminosity functions and spatial correlation functions. It is clearly important to test how 
reproducible these bulk properties are using these rather different modelling techniques. 
A complementary approach, well suited to future study, is to compare the properties of 
individual objects modelled using the two techniques. A secondary aim of this Chap-
ter is to assess how the neglect of sub-resolution processes in SPH simulations, i.e. star 
formation and feedback, can affect the properties of objects above the resolution limit. 
When differences between the results of the two modelling techniques do arise, i t is 
difficult to know which of the two, if either, is giving the "correct" answer. In some cases, 
however, we can explore the reasons for a disagreement by altering parameters in the 
semi-analytic model which describe a specific physical process, for example, the galaxy 
merger timescale. In this way, we can identify specific areas of disagreement in which 
further theoretical work is required. 
This Chapter is laid out as follows. In §7.2, we briefly describe the SPH and semi-
analytic models, and discuss in greater detail their specific implementation in this work. 
In §7.3, we compare several properties of the galaxies calculated using the two techniques, 
and uncover the reasons for some of the differences by varying key parameters in the semi-
analytic models. Finally, in §7.4, we present our conclusions. 
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7.2 The S P H Simulations and Semi-Analytic Models 
We now present the models of galaxy formation employed in this Chapter. The semi-
analytic model has been described in detail in Chapter 2. Since the SPH technique is 
described in detail elsewhere, we give only a brief overview here, referring the reader to 
the appropriate references for further details where applicable. 
7.2.1 S P H Simulations 
Techniques 
The SPH technique is a Lagrangian method in which the gaseous component of the 
universe is described by a set of tracer gas elements represented by particles within the 
simulation volume. Estimates of local gas properties (and their spatial derivatives) for 
each particle are derived by smoothing over the properties of the A^SPH nearest neighbour 
particles (see Monaghan (1992) for a review). For simulations of galaxy formation, the 
gas must also be able to cool radiatively. 
The simulation volume is initially populated with dark matter and gas particles, with 
a spatial distribution derived from a cosmological power spectrum. The equations of 
gravity and hydrodynamics are then solved over a succession of small timesteps in order 
to propagate the particle distribution forwards in time until the present day. 
Simulation Specifics 
Simulations were carried out for two of the cold dark matter cosmological models studied 
by Jenkins et al. (1998): ACDM (mean mass density parameter, QQ = 0.3; cosmological 
constant, AQ = 0.7; Hubble constant, h — 0.7; and rms linear fluctuation amplitude 
in Sh-^Mpc spheres, erg = 0.9), and SCDM (QQ = 1-0, AQ = 0, h = 0.5, ag = 0.6). 
The baryon fraction in each cosmology was set, from nucleosynthesis constraints, to be 
Q^h"^ = 0.015 (Copi, Schramm k Turner 1995). The simulations, which were carried out 
using the parallel AP3M-SPH code of Pearce k Couchman (1997), have 128^ particles 
of each species in boxes of side 70/i~^ Mpc and 50/i~^ Mpc in the ACDM and SCDM 
models respectively. The gas mass per particle is therefore 1.4x 10^ and 1.0 X lO^/i^^M© in 
the ACDM and SCDM cosmologies respectively. Since we adopt A^SPH = 32, the smallest 
resolved objects have a gas mass of 4.5 x 10^° and 3.2 x lQ^°h~^MQ in the two cosmologies. 
An unevolving gas metallicity of 0.3 times the Solar value was assumed, taking into 
account that gas cooling in objects above the resolution threshold will already have been 
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processed by several previous levels of the merger hierarchy. The SPH simulations use 
a cooling function which is a series of power-law fits to the results of Raymond, Cox & 
Smith (1976). If instead the tabulated cooling function of Sutherland & Dopita (1993) is 
used (this being the function used in the semi-analytic models) then around 10% more 
cold gas results by z = 0 (Kay et al. 1999). 
We employed a comoving /3-spline gravitational softening equivalent to a Plummer 
softening length of 35/i-^kpc for z > 2.5 in ACDM and 25/i-^kpc for z > 1.5 in SCDM. 
At lower redshifts, the softening remained fixed at 10/i~^kpc in physical coordinates, and 
the minimum SPH spatial resolution was also set to match this value. Approximately 
10,000 timesteps were used in each simulation to evolve from 2- = 50 to 2- = 0. With our 
chosen parameters, the simulations are able to follow the cooling of gas into galactic dark 
matter halos. The resulting "galaxies" typically have 50-1000 particles. 
Dark matter halos were identified at z = 0, 0.1, 0.2, 0.3, 0.5, 1, 2 and 3. Simulation 
outputs at higher redshifts were available, but so few galaxies have formed beyond 2 = 3 in 
these small volumes that no statistically meaningful comparison could be made at higher 
redshifts. Halos were found using the friends-of-friends (FOF) group finding algorithm 
(Davis et al. 1985) with a linking length ofb = 0.2 times the mean interparticle separation 
in SCDM. In ACDM, we assume halos form with the overdensity predicted by the model 
of Eke, Cole & Frenk (1996) and therefore use a linking length which grows from b = 0.164 
at 2 = 0.0 to b = 0.200 at 2 = 3. Consistent definitions of halo overdensities are adopted 
in the semi-analytic models considered. 
"Galaxies" were also found using this algorithm, but with a much smaller linking 
length of b = 0.0168. Galaxies are made of gas particles that have cooled below 12,000 K 
and represent overdensities of ^100,000. A complete description of the simulations and 
the properties of the simulated galaxies is given by Pearce et al. (2000). 
Assumptions and Limitations 
The key assumption of the SPH technique is that the evolution of gas may be approxi-
mated by the evolution of a set of particles. Each particle may be thought of as a packet 
of gas that "carries" with it the thermodynamical properties of the system. 
The smoothing inherent in the SPH technique introduces problems whenever gas prop--
erties vary discontinuously (or at least on scales much smaller than the smoothing scale). 
In the case of shocks, an artificial viscosity term is used to capture the shock and prevent 
it from being smoothed away by the SPH algorithm. Another example of this kind of 
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problem occurs in a multiphase gas (although see Ritchie k Thomas 2000), in which the 
sharp boundary between phases is smoothed over, causing the phases to diffuse into one 
another. This problem can lead to runaway cooling in the centres of dark matter halos, as 
happened, for example, in one of the simulations of Frenk et al. (1996). The simulations 
of Pearce et al. (1999) attempt to circumvent this problem by ignoring the contribution 
of cold {T < 12, OOOK) particles in the computation of the densities of hot ( r > lO^K) 
particles. (For a complete discussion of this approximation see Thacker et al. 1999) An 
important consequence of this approximation is that galaxies in the simulations match 
the shape of the observed galaxy luminosity function, a constraint used to fix several of 
the physical parameters in the semi-analytic models. 
A further limitation arises from the fact that the sizes of the galaxies that form in the 
simulations are determined primarily by the gravitational force softening length rather 
than by any real physical process. This raises the possibility of enhanced tidal disruption, 
drag, and merging within dark matter halos. Whilst the softening length is kept fixed in 
physical coordinates at low redshift, i t is fixed in comoving coordinates at high redshift, 
as described in §7.2.1. Thus for z > 1.5 the physical softening length in the ACDM 
simulation is larger than in the SCDM simulation and, as a result, non-physical eflFects 
due to softening may be expected to be more pronounced at early times in the ACDM 
simulation. 
Although a variety of prescriptions have been tried in attempts to model supernovae 
feedback in SPH simulations, usually by converting cold gas into "star particles" which 
then inject thermal and kinetic energy into the surrounding gas (e.g. Navarro k White 
1993, Steinmetz k Miiller 1995, Katz, Weinberg k Hernquist 1996), this process remains 
poorly understood. In cosmological SPH simulations, gas can only begin to cool efficiently 
in objects well above the minimum resolved halo mass, around several times 10^^h~^MQ 
in our case. Thus, resolution eflFects prevent all the gas from cooling in small halos at high 
redshift, a process that, in reality, is probably due to feedback from supernovae or other 
energetic sources. The resolution of our simulation was, in fact, chosen to ensure that the 
fraction of baryons that cools by the present in the SCDM model is comparable to the 
observed fraction of cold gas and stars in galaxies today. This was achieved by carrying 
out several test simulations with varying resolution until the desired cold gas fraction was 
obtained (Kay et al. 1999). 
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7.2.2 Semi-Analytic Models of Galaxy Formation 
Techniques 
We briefly review aspects of the semi-analytic model relevant to the present Chapter. A 
full description of the model was given in Chapter 2. 
In semi-analytic models, some of the processes involved in galaxy formation (e.g. the 
growth of dark matter halos by mergers of smaller halos) are followed using analytic so-
lutions and Monte-Carlo techniques. Other, more uncertain processes, such as feedback 
from supernovae are modelled by means of simple, physically motivated rules. Typically, 
each such rule contains one or two free parameters which are constrained using observa-
tions of galaxies in the local Universe. 
In semi-analytic models, the dynamics of the gas are strongly coupled to the evolution 
of dark matter halos and to the processes of star formation and feedback. Recall that the 
starting point for our own modelling is the set of dark matter halos at 2 = 0 drawn from 
the Press-Schechter mass function. A merging history for each halo is then constructed 
using the extended Press-Schechter formalism. Beginning with the earliest progenitor 
halo, our model assumes that gas (initially assumed to have zero metallicity) is shock-
heated to the virial temperature of the halo, after which i t begins to cool according to 
a specified cooling function. Any gas that does cool forms a galaxy at the centre of the 
halo within which stars begin to form at a specified rate, producing both metals and 
supernovae. Supernovae reheat some of the gas in the galaxy, ejecting it back out into the 
surrounding halo. (This gas is not allowed to cool again until the halo has merged to form 
part of a larger halo.) These processes continue until the halo mass has increased by a 
factor of two or more, either by merging with a larger halo, or by numerous accretions of 
smaller halos. Any leftover hot gas becomes part of the new halo, and the largest galaxy 
of the newly formed halo becomes the central galaxy, onto which further gas can cool. 
Any other galaxies become satellites in the new halo, and may eventually merge with the 
central galaxy due to energy loss by dynamical friction. The full model includes other 
processes such as stellar population synthesis and morphological evolution which are not 
directly relevant to the present work. 
As well as this "ful l" semi-analytic (FSA) model, for the purposes of this work we 
have constructed a "stripped-down" semi-analytic (SDSA) model which is designed to 
be directly comparable to the SPH simulations (in a statistical sense). In the SDSA 
model, we switch off star formation and the associated supernovae feedback and chemical 
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Figure 7.1: The mass function of dark matter halos at z = 2 which are progenitors of 
present-day halos of mass lO^^-lO^^/i'^M© (upper panels) and 10^^-10^'^H'^MQ (lower 
panels) in the SCDM (left-hand panels) and ACDM (right-hand panels) cosmologies. The 
dotted histograms are the mass functions in the SPH simulations. The thin solid lines 
show the mass functions obtained from the SDSA models using the standard definition of 
the extrapolated critical linear overdensity for collapse from the spherical collapse model 
(i.e. with the parameter fs^ = 1), whilst the dashed lines show the SDSA model result 
when fs^ is chosen to give a good match to the progenitor mass function in the SPH 
simulations (c.f. eqn. 7.1). Vertical dashed lines show the resolution limit imposed on the 
SDSA model merger trees. 
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enrichment, since these processes are not included in the SPH calculation. Instead, we 
assume a fixed metallicity of 0.3 times the Solar value, just as in the simulations. We 
also mimic the SPH resolution by truncating halo merger trees at A^gpH times the dark 
matter particle mass in the simulation, and by switching off gas cooling when the hot 
gas mass is less than A^sPH times the gas particle mass. The parameter A^sPH ^et to 
2 X A s^PH = 64, i.e. twice the number of particles in the SPH smoothing kernel. This value 
was chosen since it allows the SDSA model to match the position of the peak in the galaxy 
mass function in the SPH simulations (as will be shown in §7.3.2, see Fig. 7.7). The FSA 
model has no such truncation of merger trees and has eflFectively unlimited resolution (in 
practice, we resolve progenitor halos down to masses several hundred times smaller than 
in the SPH and SDSA models). 
To further emulate conditions in the SPH simulations in the SDSA model, we replace 
the Press-Schechter formula for the mass function of dark matter halos (which is commonly 
used in semi-analytic models, including our FSA model) with the formula proposed by 
Sheth, Mo & Tormen (1999) which provides a better match to the results of large N-body 
simulations (Jenkins et al. 2000). Although this ensures that the abundance of halos at 
z = 0 in the SDSA model is similar to that in the SPH simulations, i t does not guarantee 
that the distribution of progenitor halo masses will also be the same. In fact, as has 
been shown by Somerville et al. (1998), we find that at high redshifts the merger trees 
in our SDSA model underpredict the abundance of progenitor halos seen in the SPH 
simulations. We reconcile the progenitor distributions in the two models by adopting 
a simple, empirical correction. We scale the value of the extrapolated critical linear 
threshold for collapse from the spherical collapse model, ^c, by a redshift-independent 
factor, /^^, such that — fs^Sc . (Thus, in the standard form of the extended Press-
Schechter theory, fs^ = 1.) This approach is similar to that proposed by Tormen (1998). 
The factor fs^ is allowed to be a function of the 2 = 0 halo mass, Mhaio- We find that the 
following simple form for fs^ provides a reasonable fit to progenitor mass functions in the 
SPH simulations over the redshift range 0 to 3: 
^ I 1 + 0.09 [ log (Mhaio / / i - 'M0) - 16.56], SCDM 
[ 1-f 0.14 [ log (Mhaio / / i~^M0)-15 .64] , ACDM. 
This correction to the extended Press-Schechter theory is based purely on an empirical 
fit to our two simulations. It is designed to minimize differences in the statistical prop-
erties of the dark halos in the two models, so that we can focus on differences in their 
gas-dynamical properties. Given the limited statistics provided by our relatively small 
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simulation volumes, this correction should not be regarded as appropriate in a general 
sense and may not be accurate for larger volumes or for different power spectra to those 
considered here. In Fig. 7.1 we show the mass function of progenitor halos at 2 = 2 
for parent halos in the mass ranges lO^^-lO^^/i^^M© and lO^^-lO^^/i^^M©, defined so 
that (dA''(Mp)/d In Mp)d In Mp is the number of progenitors in the mass range In Mp to 
In Mp -|- d In Mp per parent halo. The dashed lines indicate the distribution from our 
SDSA model with the above correction, whilst the solid lines show the model without 
the correction. The correction succeeds in ensuring that the mass functions of progenitor 
halos are statistically similar in the SDSA and SPH models. 
Specifics 
The semi-analytic model of Chapter 2 was used to simulate galaxy formation in a large 
sample of dark matter halos spanning a wide range in mass. Specifically, for the SDSA 
model we simulated halos in 28 mass bins spaced uniformly in the logarithm of halo mass 
between 10^^ and lO^^/i^^M©. For each mass bin, 100 halos were simulated. In the FSA 
model the mass range was extended down to lO^°h~^MQ, and between 4 and 20 halos 
were simulated in each mass bin (fewer halos were simulated for the most massive bins 
as these are computationally more expensive). To study the clustering of galaxies in the 
semi-analytic models, we used the techniques of Chapter 3 and populated halos in the 
SPH simulations with "semi-analytic" galaxies. 
The cosmological parameters required as input into the semi-analytic model (QQI AQ, 
h, as, r^b) were set to the same values used in the SPH simulations. The remaining 
parameters of the FSA model were set equal to the values given in Table 2.1 (for SCDM 
we used the parameters of the r C D M model). Parameters were chosen so as to obtain a 
model which produces a reasonable match to the local B and K-band luminosity functions 
and other local data (as described in Chapter 2 ) . These parameters can be split into two 
classes: those that affect the results of the SDSA model and those that do not. The latter, 
however, are still important for specifying the behaviour of the FSA model. Parameters 
that do not aflFect the SDSA model are those which govern star formation, feedback from 
supernovae and the production of metals by stars. We do not discuss them in any detail 
here but refer the reader to Chapter 2 for a full description. 
The parameters which do affect the results of the SDSA model (and whose specific 
values tend to be inspired by the results of simulations) are the following: (i) / j f , the 
dynamical friction coefficient that determines the merger timescale for galaxies orbiting 
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in halos (see eqn. 2.35); (ii) the dark matter density profile; (iii) the gas density profile; 
(iv) the progenitor halo mass resolution; and (v) the critical mass for cooling ((iv) and 
(v) are both specified by N^py^). Unless otherwise stated, we set /df = 1, A^sPH = 
assume (a) that the dark matter density profile has the form proposed by Navarro, Frenk 
& White (1996,1997, hereafter NFW), namely, 
fr,(l + [ r f r . ] T 
where is a scale-length, and (b) that the gas density has an isothermal profile at large 
radii, and a constant density core of size r^, i.e. 
The core radius is initially set to some fraction of the NFW scale-length, rg, of the dark 
matter halo. Our standard choice for this fraction is 0.33, motivated by the results of 
hydrodynamical simulations of cluster formation (Navarro, Frenk & White 1995, Eke, 
Navarro & Frenk 1998). As explained in Chapter 2, the gas that is able to cool in a 
halo is the densest gas, which has the lowest entropy. When halos merge to form a new 
halo this low entropy gas, which would normally settle into the inner parts of the halo, is 
missing. We take this into account by increasing the core radius of later generations of 
halos so that the gas density at the virial radius is the same as it would have been if no gas 
had cooled in progenitors. The model also allows us the option of keeping the core radius 
fixed, which we explore below. The inclusion of a core in the hot gas profile prevents 
the formation of extremely bright galaxies in the centres of groups and clusters, which 
would otherwise lead to a disagreement with the shape of the bright end of the observed 
galaxy luminosity function. The reasons for choosing this particular profile are therefore 
identical in spirit to those for preventing runaway cooling in the SPH simulations (see 
§7.2.1). 
Assumptions and Limitations 
Semi-analytic models make several assumptions in the treatment of gas in order to obtain 
simple, analytic solutions to complex hydrodynamical processes. We have already men-
tioned the important assumptions of spherical symmetry and of the shock-heating of the 
gas to the virial temperature of its associated halo. The hot gas is then further assumed 
to settle into a distribution with a universal form. Finally, the amount of gas that is able 
to cool by time t after the formation of the halo is identified with the gas contained within 
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the radius at which the cooling time equals t. Once it has cooled, this gas is assumed to 
flow to the centre of the halo, where it is available for star formation, provided that the 
free-fall time for the gas is also less than t. We shall refer to this as the "cooling radius" 
prescription. 
7.3 Comparison of the Two Models 
In this section we compare several properties of the galaxy populations that form in our 
models and consider how this comparison is affected by varying certain assumptions and 
parameter values. 
7.3.1 Properties of Halo Gas 
We begin by comparing the most basic quantities calculated by each technique, namely 
the fraction of gas in the hot and cold phases, both globally and as a function of dark 
matter halo mass. For these purposes, we deflne a 'hot halo gas phase' as gas hotter than 
lO^K; a 'galaxy phase' represented by cool, dense gas in the SPH simulation and SDSA, 
and also including stars in disks and spheroids in the FSA; and an 'uncollapsed gas phase' 
consisting of everything else — i.e. gas outside hot, virialised halos. Note that for the 
galaxy phase, we consider only galaxies with a mass greater than A^gPH particles in 
the SPH and SDSA models, but include galaxies of all masses in the FSA model. 
In the Press-Schechter (or Sheth-Mo-Tormen) theory, all the matter in the universe 
is deemed to be in halos of some mass, and semi-analytic models assume that gas in 
halos is shock heated to the halo virial temperature. We can therefore determine the 
fraction of gas in the uncollapsed gas phase in the FSA model simply by integrating over 
the analytical mass function (Sheth, Mo k Tormen 1999) from zero mass to the mass 
corresponding to a virial temperature of lO^K. According to the spherical top-hat model 
of halo formation, the mass corresponding to lO^K is: 
= 3.5 X 10^°(1 + z)-'/'Q-'/' ( ^ ) / . -^Me, (7.4) 
where Ac(2^) is the overdensity of a newly formed, virialised dark matter halo at redshift 
z (e.g. Eke, Cole k Frenk 1996). Since some halos hotter than lO^K are not resolved 
in the SDSA model, the integration in this case is carried out from zero mass to MJOSK 
or to A^spH dark matter particle masses, whichever is largest. This estimate does not 
correspond exactly to the situation in the SPH simulation in which the largest halos are 
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Figure 7.2: The global fraction of gas in each of three phases (reading lines from top to 
bottom): uncoUapsed gas, hot halo gas and galaxy gas. Dotted lines correspond to the 
SPH simulation,dashed lines to the SDSA model, and solid lines to the FSA model. 
surrounded by gas at temperatures above lO^K which extends beyond the virial radius. 
Because of this, the SDSA model calculation will effectively overestimate the amount 
of uncollapsed gas relative to the SPH simulation. On the other hand, gas in the SPH 
simulation tends to be slightly more extended than assumed in the semi-analytic model 
(i.e. the simulated clusters tend to have a baryonic content slightly smaller than the 
universal baryon fraction within a radius enclosing an overdensity of 200 - see e.g. Frenk 
et al. 1999). These two effects counteract each other to some degree. 
The amount of gas in the hot and galaxy phases depends upon the rate at which 
gas cools. Therefore this comparison tests model assumptions relating to the process 
of gas cooling, such as spherical symmetry and the cooling radius prescription in the 
semi-analytic models or the effects of smoothing in SPH. This test will therefore be 
sensitive to the choice of gas density profile in the semi-analytic models and to A'^ sPH in 
the simulations. Since this comparison is concerned only with the total amount of gas in 
different phases, it is insensitive to the way in which the gas is apportioned into galaxies 
within a single halo, at least in the SPH and SDSA models. In the FSA model, some 
dependence on galaxy merger rates may exist, since merging can affect the star formation 
rate in a galaxy and thus alter the amount of gas reheated by feedback, as well as the rate 
of chemical evolution, which in turn alters the cooling rates in subsequent generations of 
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halos. 
Global Gas Fractions 
Figure 7.2 shows the fraction of gas in each of the three phases: hot halo, galaxy and 
uncollapsed, as a function of redshift. In both cosmologies, the uncollapsed gas fraction in 
the SDSA model is quite close to, although somewhat larger (by ;$0.1), than in the SPH 
simulation at low redshifts. At z = 0, the fractional difference is ;^30%. Given the caveats 
mentioned above, this level of agreement is pleasing. In the FSA model, the fraction of gas 
in the uncollapsed phase is significantly lower than in the SPH simulation and the SDSA 
models. The only differences between the FSA and SDSA models in this calculation is 
the numerical resolution and the use of the Press-Schecther mass function in the FSA 
model and the Sheth-Mo-Tormen in the SDSA model. I t turns out that these differences 
contribute about equally to the discrepancy in the fraction of uncollapsed gas in the two 
cases at 2 = 0. (The Press-Schechter mass function contains more low temperature halos 
than the Sheth-Mo-Tormen mass function.) At higher redshift, resolution effects are the 
dominant factor. The gas belonging to sub-resolution halos is classed as uncollapsed gas 
in the SDSA and SPH cases, but is accounted for as hot halo or galaxy gas in the FSA 
case. 
In the galaxy phase, which is the most interesting from the perspective of galaxy 
formation, the SDSA and SPH models again agree extremely well at all redshifts in both 
cosmologies. The fractional difference, defined as |MSDSA - MSPHI /^SPii, where MSDSA 
and MspH are the masses of galaxy gas in the SDSA and SPH models respectively, is 
close to 50% at 2 = 2 in the SCDM cosmology, but is much smaller in ACDM. Half of 
the z = 0 mass of galaxy gas has cooled hy z m 0.5 and z Ri 1.0 in SCDM and ACDM 
respectively. Below these redshifts, the fractional difference between the SDSA and SPH 
models is everywhere less than 25%. The agreement between the hot halo gas in the 
SDSA and SPH models is also very good. For ACDM, at 2 0, the two models differ 
by only 20%. This is a non-trivial result. One of the most uncertain assumptions of the 
semi-analytic technique is that gas is shock-heated to the virial temperature of the parent 
halo. I t is therefore reassuring that the amount of hot halo gas turns out to be similar to 
that seen in the SPH simulations. 
The FSA model predicts signiflcantly more galaxy gas than the SPH and SDSA mod-
els. Since the merger trees in this model have effectively no mass resolution limit, gas 
cools very efficiently at high redshifts in small halos. However, feedback reheats a signifi-
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Figure 7.3: The global fraction of gas in each of three phases (reading lines from top to 
bottom): uncollapsed gas, hot halo gas and galaxy gas. Results are shown for the ACDM 
cosmology with A s^PH = ^2. Dotted lines correspond to the SPH simulation, dashed lines 
to the SDSA model, and solid lines to the FSA model. 
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Figure 7.4: (continued on next page) 
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Figure 7.4: (continued) The mass of gas relative to the total (i.e. dark matter plus 
gas) halo mass at ^ = 0 in progenitor galaxies, as a function of present-day halo mass. 
(At z = 0 we include all galaxies in the halo, whilst at higher redshifts we include all 
galaxies in progenitors of this halo.) The ordinate shows this fraction multiplied by the 
universal baryon fraction. Only progenitor galaxies more massive than A^ sPH particles 
are considered. Results are shown at z = 0, 1 and 2 for SCDM (left-hand panels) and 
ACDM (right-hand panels). The solid lines show the median of the distribution in the 
FSA model, with errorbars indicating the 10 and 90 percentiles. The dotted lines show 
the corresponding fraction for galaxies in the SPH simulation, and the dashed lines for 
galaxies in the SDSA model. The long-dashed, vertical lines indicate the mass of those 
halos which, on average, contain a total gas mass (including the hot and cold components) 
equal to 64 times the SPH gas particle mass (assuming that the gas mass is Qb/Qo times 
the total halo mass). 
cant fraction of this gas, reducing the galaxy phase fraction. In SCDM, stronger feedback 
is required to match the observed galaxy luminosity function than in ACDM, and this is 
reflected in a smaller galaxy gas fraction. 
Since it is A g^pH that determines which halos are resolved in the SDSA model, this 
parameter affects the gas fractions in all three phases. For example, reducing A^ sPH ^^om 
64 to 32 worsens the agreement between the galaxy phase fractions in the SDSA and SPH 
models in the ACDM cosmology as shown in Fig. 7.3, although the two models are still 
reasonably close, differing only by approximately 15% at z = 0. The differences produced 
by this entirely plausible change in A^ gPH indicative of the degree of uncertainty 
inherent in these comparisons. 
Galaxy Gas Fractions in Halos 
Figure 7.4 shows the mass of "galaxy-phase" gas, expressed as a fraction of the total (i.e. 
dark matter plus gas) halo mass and scaled by the universal baryon fraction. At z > 0 
the quantity shown is the fraction of gas which exists in progenitors of the z — 0 halos 
in each mass bin. This is a bulk quantity for each halo and is independent of the way 
in which gas is divided among the galaxies that reside in each halo. The SDSA model 
predicts somewhat less galaxy gas than the SPH simulation, particularly in the ACDM 
cosmology. The difference is typically ~ 50%, except at low masses where the agreement 
is better. (We do not plot error bars for the largest mass bins in the SPH simulations 
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Figure 7.5: The mean mass of gas in the galaxy phase relative to the total (i.e. dark 
matter plus gas) mass of the z = 0 halo, scaled by the universal baryon fraction, as a 
function of redshift in progenitors of present-day halos of mass lO^^-lO^'*/i~^M0 (upper 
panel) and lO^'^-10^^h~^MQ (lower panel). Results are shown for the ACDM cosmology. 
Dashed lines show the SDSA models, dotted lines the SPH models and solid lines the 
FSA models. 
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Figure 7.6: The mass of gas relative to the total (i.e. dark matter plus gas) halo mass 
at 2 = 0 in progenitor galaxies, as a function of present-day halo mass in the ACDM 
cosmology. (At z = 0 we include all galaxies in the halo, whilst at higher redshifts we 
include all galaxies in progenitors of this halo.) The ordinate shows this fraction multiplied 
by the universal baryon fraction. The dotted line shows the median, and the errorbars 
the 10 and 90 percentiles of the distribution in the SPH simulation. The remaining lines 
show predictions calculated from the SDSA model for: standard parameters (short-dashed 
line); a hot gas core radius which is fixed at 0.33 times the NFW scale length (long-dashed 
line); and a critical mass for cooling equal to 32 times the SPH gas particle mass (dot-
dashed line). The long dashed, vertical line indicates the mass at which halos contain a 
total mass in gas (i.e. hot halo and galaxy gas) equal to 64 times the SPH gas particle 
mass (assuming that the gas mass is Ob/f^o times the total halo mass). Results are shown 
at 2 = 0, 1 and 2 as indicated in the panels. 
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because they contain only one or two halos.) We note that this is significantly more than 
the 10% change in cooled gas mass found by Kay et al. (1999) when the Sutherland & 
Dopita (1993) cooling function was used in SPH simulations (which, in any case, increased 
the amount of gas that cooled). At higher redshifts, the two model curves become closer, 
indicating different mean rates of gas cooling. At the smallest masses plotted, the SPH 
and SDSA curves turn over near the critical cooling mass (marked on the plot by the 
vertical long dashed line) because of resolution effects, while the FSA model turns over 
because of the effects of feedback which begin to become efficient at reheating cold galaxy 
gas in halos below ~ lO^^/i~^M0. 
As noted in §7.3.1, the FSA model cools much more gas into the galaxy phase than 
the SPH and SDSA models. Much of this gas cools at high redshift in low mass progenitor 
halos (which are unresolved in the SDSA and SPH models) as may be seen from the lower 
panels of Fig. 7.4. 
Differences in the cooling rates in the ACDM cosmology can be seen more clearly in 
Fig. 7.5, where we plot the mean fraction of cold gas in progenitor galaxies for two bins 
of present-day halo mass: 10^^-W^'^h~^MQ (upper panel) and lO^'^-lO^^/i'^M© (lower 
panel). At high redshifts, the SPH cooling rate is very similar to the cooling rate in the 
SDSA model, but it becomes faster at lower redshifts. Similar trends are seen in the SCDM 
cosmology, although the differences are smaller, leading to very similar present-day gas 
fractions in the two models. In ACDM, the SPH model ends up with 30-70% more cool gas 
(i.e. the gas mass in the SPH model is between 1.3 and 1.7 times that in the SDSA model). 
In both cosmologies, the net cooling rate in the FSA model is slower than in the SPH 
model (particularly in the lower range of halo mass), but comparable to that in the SDSA 
model. Whilst the FSA model resolves more progenitors, which speeds cooling, feedback 
reduces the effective cooling rate. However, since the FSA model contains progenitor 
halos at much higher redshifts than the other models (due to its greater resolution), more 
gas has already cooled in the FSA model hy z = 2 than in either the SPH or SDSA 
models. 
Since the amount of gas that can cool depends upon the density profile assumed for 
the hot halo and on the critical cooling mass, it is interesting to see how sensitive the 
agreement between the SDSA model and the SPH simulation is to variations in these 
parameters. We show the result of this test in Fig. 7.6 for the ACDM cosmology. (The 
trends are similar for SCDM.) Halving the critical mass required for gas coohng (i.e. 
reducing A^ g^p^  from 64 to 32) in the SDSA model has a small effect, marginally improving 
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the agreement with the SPH simulation. (Note that for N^p^ = 32, we plot results only 
for objects more massive than 64 gas particles in order to compare directly to the other 
curves.) The critical cooling mass is not, of course, a precise number, and this comparison 
suggests that we may have been too conservative in setting it equal to 2 x A s^PH- In any 
case, it appears that the agreement between the galaxy gas mass as a function of halo 
mass in the SDSA and SPH models is better than one might have expected. 
Keeping the gas core radius fixed at 0.33rs in all halos, rather than letting it grow as 
in our standard model, allows significantly more gas to cool in the SDSA model. This 
brings this model into excellent agreement with the SPH model at 2 = 0, as may be seen 
in Fig. 7.6, but at the expense of a slightly larger cooled gas mass at higher redshifts. 
Adopting a smaller core radius (e.g. Vc — O.lSfg) makes very little diflference. Finally, 
we note that assuming a gas profile which traces that of the dark matter leads to ~ 50% 
more cooling in the highest mass halos (note that this model is not shown in Fig. 7.6). 
7.3.2 Properties of Galaxies 
We now consider properties of the models that are sensitive to the way in which gas 
is apportioned amongst individual galaxies, rather than just the total amount of gas in 
a halo. In the SPH simulation, the number of galaxies that form in a given halo and 
their masses are determined by resolution effects, the gas cooling rate and the galaxy 
merger rate. In the semi-analytic models, the choice of density profile for the hot corona 
determines the cooling rate of the gas. We also expect the masses and numbers of galaxies 
to be affected by the choice of /^f , which controls the rate at which galaxies merge within a 
halo and, in the case of SDSA model, the choice of A'^ gpH' which determines the minimum 
halo mass in which galaxies can form. 
Galaxy Mass Function 
Figure 7.7 shows the differential galaxy mass functions in the models at 2 = 0, 1 and 
2. (Recall that, by definition, Mgaiaxy consists only of cold gas in the SPH and SDSA 
cases, but can also include stars in a disk and spheroid in the FSA case.) The agreement 
between the SPH and semi-analytic models is somewhat different in the two cosmologies. 
In the SCDM case, there is quite good agreement for large galaxy masses, but the SPH 
simulation produced about twice as many galaxies with mass of a few times lO^^M© than 
the SDSA model. In the ACDM case, the SPH simulation produced about 3-4 times as 
many galaxies as the SDSA model over most of the mass range above the critical cooling 
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Figure 7.7: The differential galaxy mass function in the SCDM (left-hand panels) and 
ACDM (right-hand panels) cosmologies at various epochs. The solid line corresponds 
to the FSA model, the dotted histogram to the SPH simulation and the dashed line to 
the SDSA model. The vertical dashed line indicates the critical mass for cooling in the 
SPH simulations (which is 64 times the gas particle mass), whilst the horizontal dashed 
fine indicates the abundance corresponding to one object in the entire SPH simulation 
volume. Results are shown at 2 = 0, 1 and 2 as indicated in each panel. 
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Figure 7.8: The differential galaxy mass function at z = 0 in the ACDM cosmology. The 
solid line corresponds to the FSA model, the dotted histogram to the SPH simulation 
and the dashed line to the SDSA model. The dot-dashed fine shows the results for 
the SDSA model using the standard Press-Schechter dark matter halo mass function 
and the standard extended Press-Schechter formalism (i.e. with fs^ = 1) for generating 
merger trees. The vertical dashed line indicates the critical mass for cooling in the SPH 
simulations (which is 64 times the gas particle mass), whilst the horizontal dashed line 
indicates the abundance corresponding to one object in the entire SPH simulation volume. 
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Figure 7.9: The mass function of galaxies which are progenitors of present-day galaxies 
with (cold gas plus stellar) masses I O ^ ^ ' ^ - I O ^ ^ / I ^ ^ M Q . Results are shown at 2 = 0.5 and 1 
for S C D M (left-hand panels) and A C D M (right-hand panels). The solid line corresponds 
to the F S A model, the dotted histogram to the S P H simulation and the dashed line to 
the S D S A model. The vertical dashed line indicates the mass corresponding to 64 S P H 
gas particles. 
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mass. If viewed as a difference in mass at fixed abundance, the discrepancy can be as 
large as a factor of almost 2. For a fixed mass-to-light ratio, this would lead to the bright 
end of the luminosity function being approximately 0.75 magnitudes brighter in the SPH 
simulation than in the SDSA model. The differences between SDSA and SPH models are 
similar at higher redshifts, whilst the FSA mass function evolves more rapidly. 
First, we note the interesting behaviour at the low mass end of the mass function. 
Below the critical cooling mass, 9.0 X 10^° and 6.4 x I O ^ ^ / I - ^ M Q in ACDM and SCDM 
respectively, the abundance of galaxies in the SDSA and SPH models drops very sharply, 
due to the effects of resolution. These prevent the formation of small halos and also inhibit 
the cooling of gas in marginally resolved halos. In the FSA model, on the other hand, the 
number of galaxies continues to rise towards small masses. Although feedback becomes 
gradually more efficient towards lower masses, this still allows many low mass galaxies to 
form. In both the SDSA and SPH models some galaxies do form with mass below the 
cooling limit. In the former case this can occur because cooling is prevented only in halos 
with a total hot gas mass lower than the limit. It is still possible for cooling in a more 
massive halo to create a galaxy below the mass threshold simply because there has not 
been enough time for the total hot gas mass of the halo to cool. The SPH simulations 
also contain galaxies below the mass limit because the cutoff is not sharp, but marks the 
point at which cooling becomes efficient. These objects represent young galaxies in the 
process of formation and, except at early times, they make up a small fraction of the total 
number of galaxies. In addition, in the SPH model there is a small contribution at low 
masses from galaxies that are being tidally disrupted in clusters. 
In Fig. 7.8 we show the effect on the SDSA galaxy mass function (in the ACDM 
cosmology) of using the standard Press-Schechter halo mass function and /^ c = 1, rather 
than the Sheth-Mo-Tormen halo mass function and fs^ as given by eqn. (7 .1 ) . Using 
the latter, more accurate, mass function produces somewhat more massive galaxies. The 
choice of fs^ alters the mass function of progenitors of the more massive galaxies, but has 
little effect elsewhere. 
Some insight into the origin of the differences between- the galaxy mass functions 
in the SPH and SDSA models may be obtained by considering the mass function of 
galaxy progenitors. For present-day galaxies with masses in the range lO^^-^-lO^^/i^^M©, 
Fig. 7.9 shows progenitor mass functions at 2 = 0.5 and 2 = 1. These are normalized 
to the present day abundance of galaxies (i.e. (dA'^(Mp)/d In Mp)d In Mp is the number 
of progenitors in the mass range In Mp to In Mp - f d In Mp per parent galaxy) so that 
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the differences in the 2 = 0 mass functions seen in Fig. 7.7 do not propagate through to 
this comparison. It is immediately obvious from this figure that the SDSA galaxies have 
fewer high-mass progenitors than the galaxies in the SPH simulation, particularly in the 
A C D M cosmology. 
The discrepancy between the SPH and semi-analytic galaxy mass functions seen in 
Figs. 7.7 and 7.9 could be due either to diiferences in the galaxy merger rates or in 
the gas cooling rates in the two models. We first consider the possibility that the SPH 
and SDSA galaxy merger rates may be diflFerent, leading to diflFerent numbers of galaxies 
forming in each halo. As we discussed in § 7 . 2 . 1 , merging in the SPH simulations may 
be artificially enhanced by non-physical effects introduced, for example, by the use of 
softened forces. The strength of these effects will depend in a non-trivial way on the 
formation epoch of each galaxy. Whilst we cannot attempt to mimic the details of such 
effects in the semi-analytic model, we can explore the consequences of a global change 
in the merger timescale. In the semi-analytic model, when a galaxy falls into a larger 
halo, it is assumed to sink to the centre in a time proportional to the dynamical friction 
timescale for an object orbiting in an isothermal halo. As shown in Appendix A.4, this 
may be written as: 
0.3722 M H 
ln(Acoulombj Msat 
where /df is a dimensionless parameter; M H is the mass of the halo in which the satellite 
orbits; Msat is the mass of the satellite galaxy including the mass of the dark matter 
halo in which it formed (not including the mass of the satellite's dark matter halo leads 
to an overestimate of the dynamical friction timescale as shown by Navarro, Frenk & 
White 1995) ; rdyn is the dynamical time of the large halo and the Coulomb logarithm is 
In(Acoulomb) = l n ( M H / M s a t ) - The variable ^orb contains the dependence of the merger 
timescale on the orbital parameters of the galaxy and is chosen from the distribution 
found in N-body simulations by Tormen ( 1997) , as described in § 2 . 4 . 1 . 
Cole et al. (2000) point out that the formula in eqn. ( 7 .5 ) has been derived on the basis 
of a number of assumptions, for example that the satellite galaxy may be treated as a point 
mass. Thus, whilst they recommend a default value of / ^ f = 1, they also allow themselves 
the freedom to choose a diflFerent value if required to produce a realistic model. Recently, 
Colpi, Mayer & Governato (1999) have examined the validity of eqn. (7 .5) in detail using 
both analytic and numerical techniques. On the basis of their investigations, they suggest 
small modifications to the formula, in particular a slightly different dependence of ^orb on 
the orbital eccentricity. They also find that the effects of tidal stripping produce / j f m 2.7 
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(for a specific model of the satellite's dark matter halo). Both of these changes act to 
increase Tmrg, and so reduce the merger rate. Since the SDSA model already contains 
too few high mass galaxies compared to the SPH simulations, a slower merger rate would 
merely increase the discrepancy. 
At the resolution of our SPH simulations, an infalling satellite galaxy will lose nearly 
all of its original dark matter halo shortly after entering the larger halo. On the other 
hand, in the SPH simulations, merging with the central object is driven not only by 
dynamical friction, but also by drag due to viscous effects as the satellite moves through 
the hot halo of the cluster (Frenk et al. 1996, Tittley, Couchman & Pearce 1999). These 
processes may drive the elfective / j f to a value less than unity. 
The smaller the value of / j f , the faster a galaxy will sink to the centre of its host 
halo. In Fig. 7.10 we show the effect of reducing the merging rate from the default value, 
/df = 1, to /df = 0.4 on the SDSA galaxy mass function in the ACDM model. This change 
improves the match between the SDSA and SPH models at 2 = 0, but only slightly, and 
mostly at high masses. Below lO^^/i^^M©, the two models still differ significantly. At 
higher redshift the improvement is slightly better, but the SDSA model still contains 
fewer high-mass objects than the SPH simulation. Thus, a change in the global merger 
timescale does not help to reconcile the two models. This is perhaps not too surprising 
since this simple alteration cannot mimic any redshift dependence of the merger timescales 
in the SPH simulation. Decreasing /df further produces more high mass galaxies, at the 
expense of depleting the number of lower mass galaxies, thereby worsening the agreement 
between the SDSA and SPH galaxy mass functions at the low mass end. 
A second possible explanation for the discrepancy between the galaxy mass functions 
is that the relative gas cooling rates in the SPH and SDSA models are different. We 
investigate the effects of changing the rate at which gas cools in the SDSA model, by 
keeping the core radius of the hot gas density profile equal to a fixed fraction of the 
NFW scale radius in the halo. This has the eflfect of allowing gas to cool more rapidly in 
any given halo. The galaxy mass function of the SDSA model for this case is shown by 
the dot-dashed line in Fig. 7.10. The agreement with the SPH simulation is now much 
improved. 
In the next section we will explore how changing merger and cooling rates affects the 
number of galaxies found in halos of a given mass and thus identify the underlying cause 
of the differences between the mass functions in the SDSA and SPH models. 
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Figure 7.10: The differential galaxy mass function at selected redshifts in the ACDM 
cosmology predicted by the SDSA model when (i) using a faster merging rate (long-dashed 
line) and (ii) keeping the core radius of the hot gas density profile fixed (dot-dashed line). 
For reference, the short-dashed line shows the standard SDSA model. Dotted histograms 
show the SPH simulation results. The vertical dashed lines indicate the critical mass 
for coofing in the SPH simulations (which is 64 times the gas particle mass), whilst the 
horizontal dashed fine indicates the abundance corresponding to one object in the entire 
SPH simulation volume. Results are shown at z = 0, 1 and 2, as indicated in each panel. 
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Number of Galaxies per Halo 
The redshift evolution of the mean number of progenitor galaxies per halo in the ACDM 
cosmology is shown in Fig. 7.11, for two ranges of present-day halo masses: 10^^-10^^/I~-^MQ 
(upper panel) and lO^'^-lO^^/i^^M© (lower panel). (Qualitatively similar results are ob-
tained for the SCDM cosmology.) In the SPH simulation there are 165 halos in the lower 
mass range and 12 in the higher mass range. Since the galaxy abundance is a steep func-
tion of galaxy mass (c.f. Fig. 7.7) the number of galaxies per halo above some particular 
mass cut is always dominated by galaxies close to the cutoff. As a result, the number 
of galaxies per halo more massive than 64 SPH particles may be affected by differences 
in the way in which the resolution limit works in SPH and SDSA models. Therefore, we 
plot results for galaxies more massive than 64 SPH gas particles (thin lines), but also for 
those more massive than 128 SPH gas particles (heavy lines) which are much less affected 
by resolution effects. 
The shape of the abundance curves in Fig. 7.11 is determined by the relative rates 
of galaxy formation and merging and has the same basic form in the SDSA and SPH 
models. The number of galaxies more massive than 64 SPH gas particles predicted by 
the SDSA model in halos of mass 10^^-10^'^h~^MQ at the present day agrees well with 
that found in the SPH simulation. The level of agreement, however, is less impressive at 
higher redshift and for higher mass halos. For the 128 particle selection the SDSA model 
contains fewer galaxies per halo than the SPH model in both ranges of halo mass and at 
all redshifts. 
In the preceeding subsection, we saw that increasing the merger rate in the ACDM 
SDSA model leads to slightly better agreement between its galaxy mass function and that 
of the SPH simulation. A faster merger rate, however, depletes the number of galaxies by 
combining them into larger galaxies. In Fig. 7.12, we show the effect of reducing / j f from 
1 to 0.4 on the evolution of the progenitor population in the SDSA model. For galaxies 
more massive than 64 SPH gas particles, the rate at which A'gai increases at high redshift 
is now slower than before and results in a lower value of A g^ai at the present day. The 
net effect is to bring the SDSA curve closer to the SPH results for the lO^^-lO^^/i~^M0 
halo sample, but to increase the discrepancy for the 10^^-10^'^h~^MQ halos. For galaxies 
more massive than 128 SPH gas particles, the already low galaxy numbers are depleted 
even further, exacerbating the discrepancy with the SPH results. We conclude that the 
discrepancies in the mass functions in the ACDM SDSA and SPH models are not due to 
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differences in the galaxy merger rates in the two models. 
The effects of altering the cooling rate in the SDSA model are also illustrated in 
Fig. 7.12 (dot-dashed lines). As before, we have varied the cooling rate simply by keeping 
the core radius of the hot gas density profile fixed. For galaxies more massive than 64 
SPH gas particles, the SDSA model now overpredicts the mean number of galaxies per 
halo at all redshifts, particularly in the most massive halos. The increase is driven by 
galaxies near the 64 particle cutoff whose mass increases due to the additional cooling of 
gas. (A similar behaviour occurs if the cooling rate is enhanced by reducing the threshold 
for cooling from A''spf^ = 64 to 32, rather than by changing the density profile of the gas.) 
A cleaner test can be made by looking at galaxies more massive than 128 SPH gas 
particles. In this regime, the SDSA model with enhanced cooling is in excellent agreement 
with the SPH simulation. As we saw earlier, such a modification of the SDSA model 
also produces a galaxy mass function (Fig. 7.10) and a distribution of cold gas in halos 
of different mass (Fig. 7.6) that are very similar to those in the SPH simulation. We 
conclude therefore that the main reason for the differences we have found between the 
SDSA model and the SPH simulation is that gas cools more efficiently in massive halos 
in the SPH simulation. This diflference, and the corresponding differences in the mass 
function, are larger in ACDM than in SCDM, presumably because of the larger time 
interval during which gas can cool in ACDM (as structures tend to form earlier in this 
cosmology). Increasing the cooling rate in the SDSA model slightly spoils the excellent 
agreement with the SPH simulation on the global phase fractions (Fig. 7.2). The effect, 
however, is small (a maximum difference of 50% as opposed to the original 25%) and of 
the same order as the effect of assuming a different resolution limit for the SDSA model 
(Fig. 7.3). 
7.3.3 Spatial Distribution of Galaxies 
As a final comparison, we consider the clustering of galaxies, as measured by the two-point 
correlation function. This is plotted in Fig. 7.13 for galaxies more massive than A^sPH 
particles. Note that this selection criterion (which picks out only rather massive galax-
ies) is very different from that considered in Chapter 3 and, as a result, the correlation 
functions plotted in Fig. 7.13 are quite different from those in Chapter 3. Note also that 
the relatively small volume of the simulations aflFects the determination of the correlation 
function for pair separations greater than a few Mpc. To compute the correlation function 
in the SDSA and FSA models, we make the further assumption that the galaxies trace 
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the mass w i t h i n each dark matter halo. 
The agreement of the correlation functions of all three models in both cosmologies is 
very good, except on scales below lh~^Mpc in the S C D M cosmology, where the semi-
analytic models have a lower amplitude than the SPH simulation. The good agreement 
is not completely unexpected as the mean number of galaxies per halo is similar in all 
models, but i t does demonstrate that the assumption that galaxies trace the mass within 
individual halos is a reasonable approximation, at least for studies of the galaxy correlation 
func t ion . In particular, all the models predict very similar evolution in the correlation 
func t ion , w i th galaxies becoming strongly biased at high redshifts. 
In Fig . 7.14 we show the effects of reducing the merger timescale in the A C D M cosmol-
ogy on the galaxy two-point correlation funct ion . The enhanced merger rate significantly 
lowers the SDSA correlation funct ion below that of the SPH model. Enhancing the cool-
ing rate of gas (by using a fixed gas core radius) in the SDSA model has a negligible effect 
on the correlation func t ion . This is fur ther evidence tha t the main diflFerence between 
the SDSA and SPH models is not a gross difference in galaxy merger rates, but rather a 
difference in the efficiency wi th which gas cools. 
7.4 Discussion and Conclusions 
In this Chapter we have explored the consistency of two very different techniques com-
monly used to study galaxy format ion , semi-analytic modelling and SPH simulations. For 
this purpose, we constructed a simplified or 'stripped-down' semi-analytic model (SDSA), 
designed to mimic the conditions of the SPH simulations as closely as possible. An ar t i -
ficial resolution l i m i t , similar to tha t in our SPH simulations, was imposed on the SDSA 
model and the standard star format ion and feedback prescriptions normally used in semi-
analytic modelling were stripped out. Furthermore, the dark matter halo mass function 
proposed by Sheth, M o & Tormen (1999) was used in the SDSA model instead of the 
standard Press-Schechter formula since the former provides a better match to the mass 
func t ion in N-body simulations. Similarly, we also modified the extended Press-Schechter 
theory in order to better match the distr ibut ion of progenitor halo masses obtained in the 
SPH simulations. In this way, we minimize differences in the evolution of dark matter 
halos and concentrate on the aspect of interest in this work: the evolution of the gas. 
In this Chapter, we have focussed on a statistical analysis of the differences between the 
SDSA and SPH models. As a secondary aim, we have also compared the outcome of the 
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Figure 7.11: The mean number of progenitor galaxies w i th mass greater than 64 SPH 
particles ( thin lines) and 128 particles (heavy lines) in the A C D M cosmology, as a func-
t ion of redshift, for halos of present-day mass H'^MQ (upper panel) and 10^''-
10^^h~^MQ (lower panel). Dashed, dotted and solid lines show results f r o m the SDSA, 
SPH and FSA models respectively. 
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Figure 7.12: The mean number of progenitor galaxies w i t h mass greater than 64 SPH 
particles ( th in lines) and 128 particles (heavy lines), as a funct ion of redshift in halos of 
present-day mass lO^^-lO^''/i~-^M0 (upper panel) and lO^''-lO^^/i~^M0 (lower panel) in 
the A C D M cosmology. The predictions of the SDSA model are shown in the cases where 
(i) a faster merger rate is used (dashed line) and (ii) the cooling rate is enhanced by 
keeping the core radius fixed in the hot gas density profile (dot-dashed line). The dotted 
line shows the results f r o m the SPH simulation. 
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SPH simulations w i t h a f u l l semi-analytic model, in which the star formation and feedback 
prescriptions are restored and no art if icial resolution l imi t is imposed. The motivation for 
this latter comparison is a desire to assess how the realism of a typical SPH simulation is 
likely to be compromised by the neglect, or very rough treatment, of star formation and 
feedback. 
For our main comparisons, we considered five properties of the gas distribution in 
two versions of the C D M cosmology ( S C D M and A C D M ) , over the redshift range 0 to 
2. In order of decreasing generality, these are: (i) the global fractions of gas in three 
dist inct phases - hot halo, galactic (i.e. cold and dense gas) and uncollapsed; (ii) the 
amount of cold galactic gas in halos of different mass; (iii) the abundance of objects as a 
funct ion of their cold gas mass; (iv) the number of "galaxies" as a funct ion of halo mass; 
and (v) the correlation funct ion of galaxies. The main conclusion of this Chapter is that 
the agreement between the SPH simulation and the stripped-down version of the semi-
analytic model is much better than a pessimist might have expected. The tests we have 
carried out generally show reasonable agreement between the two techniques, although we 
have found significant differences in the cold gas mass functions in the two models. Since 
in both approaches the gas physics are necessarily treated in an approximate fashion, 
i t seems to us inappropriate to regard one as 'correct' and the other as 'wrong, ' in the 
instances where discrepancies arise. 
Specifically, our main results may be summarized as follows: 
(i) Over the simulation volume as a whole, the global amounts of gas in the three 
main phases tha t develop (hot, cold galactic and uncollapsed) are very similar in the 
SDSA model and the SPH simulation. From z = 0.5 (the redshift by which about half 
the final amount of galaxy gas has cooled) to the present, the maximum difference is never 
larger than 25%. Perhaps surprisingly, the SDSA model produces slightly less hot gas 
than the SPH simulation at all epochs (although this difference may not be significant 
given the uncertainties inherent in this comparison). The dis t r ibut ion of cold gas in halos 
of different mass also agrees quite well (to wi th in ~ 50%) wi th the largest differences 
occurring in the most massive halos. These results apply to the SPH and SDSA models 
in their standard forms, i.e. w i t h parameters chosen independently of this comparison 
in order to match certain observational constraints. Thus, we conclude that in spite of 
its various approximations (e.g. spherical symmetry) , the simple model of gas coohng 
normally employed in semi-analytic models gives similar results, on average, to the SPH 
simulations. 
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(ii) Even though the to ta l amount of cold gas is similar in the SDSA model and the 
SPH simulations, the actual cold gas mass functions (i.e. the abundance of galaxies as 
a funct ion of cold gas mass) are different, particularly in the A C D M cosmology. In this 
case, the SPH simulation produced three to four times more high-mass galaxies than the 
SDSA model, or equivalently, at a fixed abundance, galaxies in the SPH simulation are, 
on average, twice as massive as their SDSA counterparts. We were able to discount a 
difference in galaxy merging rates as the dominant source of this discrepancy. Instead, we 
identified as the culpri t a difference in the efficiency of cooling in massive galaxies: more 
gas cools into these galaxies in the SPH simulation than in the standard SDSA model. 
Thus, ar t i f ic ial ly increasing the cooling rate of gas in the SDSA model (by assuming that 
the core radius of the gas density profile remains fixed rather than growing wi th time as 
in our standard model) leads to excellent agreement w i th the SPH galaxy mass functions 
and also w i t h the mass functions of galaxy progenitors. 
(ii i) The spatial dis t r ibut ion of galaxies, as characterised by the two-point correlation 
func t ion , is remarkably similar in the semi-analytic and SPH models. This is true not only 
of the present-day dis t r ibut ion, but also of the clustering at high redshift. This conclusion 
also holds even when the cooling rate is enhanced in the SDSA model as discussed in ( i i ) . 
The pr imary l imi ta t ion of current cosmological SPH simulations is the relatively poor 
resolution attainable even wi th the largest computers. By comparing our SPH or SDSA 
models to the f u l l semi-analytic model (FSA), we gain some idea of how important these 
resolution effects are in practice. Furthermore, since the FSA model includes prescriptions 
for star format ion and feedback tha t are not modelled at all in the SPH simulations we 
have considered, we can also assess how impor tant these processes are in determining the 
properties of hot and cold gas in the moderately large galaxies that fo rm in our SPH 
simulations. The to ta l amount of gas tha t can cool in an SPH simulation is determined 
by the resolution l i m i t . On the other hand, because of its intrinsically high resolution, 
the semi-analytic model traces the evolution of gas even in small halos which the SPH 
simulation assigns to the uncoUapsed phase. As a result, not only is the fraction of halo 
gas (hot and cold) larger in the FSA model than in the SPH simulation, but its cold gas 
mass funct ion extends to smaller masses tha t can be resolved in the SPH simulation. The 
FSA cold gas mass funct ion has a much sharper cut-off at the massive end than either 
the SDSA or SPH models. 
In summary, our comparisons demonstrate a higher level of consistency than was 
perhaps expected between the results of SPH simulations and the more idealized semi-
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Figure 7.13: Two-point galaxy correlation functions f r o m the SPH, FSA and SDSA models 
are shown as the dotted, solid and dashed lines respectively. The thick solid line shows 
the correlation funct ion of dark matter in the simulations. Galaxies f rom all the models 
are chosen to have a mass in cold gas plus stars greater than 64 times the SPH gas particle 
mass. S C D M and A C D M cosmologies are shown in left and right-hand panels respectively. 
Results are shown at z = 0, 0.5 and 1 as indicated in each panel. Downwards-pointing 
arrows are used where the lower errorbar drops below zero. 



















Figure 7.14: The A C D M galaxy two-point correlation funct ion in the SPH and SDSA 
models at z = 0. The SPH model is shown by the dotted line, whilst the standard SDSA 
model is indicated by the short-dashed line. The long-dashed line shows the SDSA model 
w i t h an enhanced merger rate ( / j f = 0.4), whilst the dot-dashed line shows the SDSA 
model w i t h a fixed gas core radius. The heavy solid line shows the correlation funct ion 
of dark matter. 
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analytic models. A particularly uncertain component of the semi-analytic treatment is 
the assumption tha t gas cools f r o m a quasi-equilibrium state established when the gas 
is shock-heated to the vir ia l temperature of a halo during collapse. Our comparisons do 
not test this assumption directly, only its net effect on the amount of gas that cools. 
Globally, this turns out to be very similar to the SPH result. However, the semi-analytic 
model tends to produce somewhat less cool gas in massive halos than the SPH simulation, 
part icularly in the A C D M cosmology. We stress tha t due to the l imited resolution of our 
SPH simulations, our conclusions are restricted to massive galaxies, w i th baryonic mass 
of ^IO^^MQ. I t wi l l be impor tant to check whether our results sti l l hold in higher 
resolution simulations. In this Chapter we have focussed on statistical properties of the 
galaxy population. Agreement at this level does not necessarily imply agreement on the 
properties of galaxies on a case-by-case basis. This should prove an interesting avenue for 
fu tu re work to investigate. Our present results, however, provide useful support for the 
reliabil i ty of current techniques for modelling galaxy format ion in a cosmological context. 
Chapter 8 
Conclusions 
In this Thesis we have studied galaxy format ion and clustering using a detailed and 
physically realistic model. Our aims were two-fold. First ly, we have examined in detail 
two aspects of galaxy format ion: the clustering properties of galaxies and the process of 
reionization. Secondly, we have made in i t ia l investigations aimed at determining just how 
realistic this physical model is. 
8.1 Applications of the Model 
We have used our semi-analytic model in this Thesis to study the problems of galaxy 
clustering and the reionization of the intergalactic medium by stars. 
8.1.1 Galaxy Clustering 
The application of our semi-analytic model to the problem of galaxy clustering in Chap-
ters 3 and 4 has shown tha t the physics of galaxy format ion are capable of creating a scale 
dependent bias between the distributions of galaxies and mass for pair separations less 
than about lh~^Mpc (i.e. on scales comparable to the sizes of dark matter halos). On 
small scales our model actually predicts an antibias (i.e. the galaxies are less strongly clus-
tered than the mass). This bias is successful at explaining the observed clustering pattern 
of galaxies in a particular cosmology. The same model helps to explain the low observed 
velocity dispersion of galaxies, predicting a pairwise velocity dispersion ~ 40% lower than 
tha t of the dark matter on Mpc scales and in reasonable agreement wi th the results of 
the Las Campanas Redshift Survey. The model can also reproduce clustering trends that 
depend on the internal properties of galaxies, w i th elliptical galaxies being more strongly 
clustered than spiral galaxies and w i t h the very brightest galaxies (those two magnitudes 
brighter than L*) having a correlation funct ion roughly three times greater than that of 
galaxies. 
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8.1.2 Reionization 
In Chapter 5 we studied cosmological reionization and demonstrated tha t whilst the model 
of galaxy format ion we consider may well be entirely consistent w i th the Gunn-Peterson 
constraint there are two large uncertainties which prevent a definitive statement being 
made, namely the degree of clumping in the I G M and the fract ion of ionizing photons 
tha t can escape f r o m the galaxies that produce them. In a A C D M cosmology and for 
a physical calculation of the escape fract ion, we have shown that reionization occurs by 
z ^ 6.1 if the I G M has uniform density, and by 2 « 4.5 for an I G M clumped similarly 
to the dark matter (in a r C D M cosmology reionization does not occur unti l z ^ 4.1 and 
z ^ 3.8 for the same two assumptions about gas clumping). Despite these unknowns we 
have shown tha t the impact of reionization on the cosmic microwave background can be 
robustly determined, and should be measurable w i t h , for example, the Atacama Large 
Mil l imeter Ar ray ( A L M A ) in the not too distant fu ture , providing strong constraints on 
galaxy format ion at high redshifts. 
8.2 Tests of the Model Ingredients 
Semi-analytic modelling possesses a number of unique strengths that make i t a particu-
larly powerful technique. Many of these strengths have been highlighted by the work of 
Chapters 3, 4 and 5. First ly, as demonstrated by our study of galaxy clustering in this 
Thesis, the models can be used to interpret observational results in a physical way. The 
second strength of the technique is the abili ty to model many aspects of galaxy formation 
consistently wi th in a single framework. This feature makes such models extremely flexible, 
allowing them to be applied to a wide range of studies, and also imposes important con-
straints on the modelling process. Finally, and perhaps most importantly, semi-analytic 
modelling techniques have demonstrated the importance of the various physical processes 
(i.e. gas cooling, feedback f r o m supernovae, galaxy merging etc.) which determine the 
properties of galaxies. 
8.2.1 The Growth of Galactic Disks 
Whils t these strengths and the previous successes of such models give hope that they 
wi l l have continued success in the fu ture we have attempted in this Thesis to explore the 
l imitat ions of these models. Only by finding where the models fa i l can we hope to improve 
both the model and our understanding of galaxy format ion . Specifically, in Chapter 6 we 
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have confronted one of the fundamental assumptions of such models (the growth of galactic 
disks by accretion of gas f r o m a surrounding hot halo) w i th the available observational 
data. The results show that the actual X-ray emission is roughly an order of magnitude 
less than theoretically expected. This problem suggests tha t either the assumption is 
incorrect or galaxies somehow manage to hide their gas accretion f rom us. In either case, 
fu r the r study wi l l be crucial to determine just how realistic this fundamental assumption 
is. 
8.2.2 Comparison to Simulations of Gas Hydrodynamics 
We have also compared the results of the semi-analytic technique wi th an alternative 
approach to galaxy format ion , namely direct hydrodynamical simulation, in Chapter 7. 
Here the results are broadly pleasing (although this is of course a matter of opinion), wi th 
the two models producing galaxies w i th similar properties and similar evolutionary trends. 
However, the differences between the models are st i l l often larger than the error bars on 
observational data which they are t ry ing to explain (e.g. the abundance of galaxies of a 
particular mass can differ by as much as a factor of four between the two models). Such 
a situation is far f r o m ideal. The study presented in this Thesis has uncovered possible 
reasons for the discrepancies between the two models, namely that the simple estimates 
of gas cooling rates in semi-analytic models may be systematically too low. 
8.3 Future Prospects 
As is the case w i t h any scientific study, the work in this Thesis has answered some 
impor tan t questions, but raised many more. The testing of the assumptions and ap-
proximations of the semi-analytic technique should now be repeated in far greater detail, 
and such testing should be made an ongoing process to ensure that such models remain 
accurate and their results well understood. Another impor tant advance would be to im-
prove the modelling of star format ion and feedback, perhaps adopting a scheme motivated 
by the physical structure of the interstellar medium (see, for example, Efstathiou 2000). 
This would allow constraints to be placed on I S M physics f r o m global galaxy formation 
considerations. 
I t has also become clear tha t such models face some strong tests in the near future, 
part icularly f r o m observational data reaching ever higher redshifts. In particular the Next 
Generation Space Telescope (NGST) promises to probe the very earliest stages of galaxy 
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fo rmat ion . Bui lding realistic and robust models to predict the properties of galaxies at 
z ^ 10 and greater w i l l be a key requirement to understanding NGST's results. This is 
not an easy goal, as at these high redshifts many physical processes previously ignored in 
such models may well be of great importance. 
W i t h i n the next five to ten years i t is also hoped tha t experiments such as M A P 
and Planck wi l l determine the cosmological parameters to high accuracy so these no 
longer need to be considered as free parameters of the model. A step in this direction has 
already been made by the Boomerang (de Bernardis et al. 2000) and Maxima experiments 
(Hanany et al. 2000). The new generation of galaxy surveys, such as 2dF and SDSS, 
wi l l provide the definitive measurement of key statistics (such as the galaxy luminosity 
funct ion) at low redshifts. These statistics are presently used to constrain the models, 
but are quite uncertain observationally, even at jus t one magnitude below L * . Once the 
luminosity funct ion is determined accurately and selection effects understood, all models 
w i l l have to reproduce these results before they can be considered to be realistic. 
Such tests are crucial to allow us to decide which aspects of galaxy formation we 
understand and what remains unknown. The present si tuation was nicely summarized by 
P. J . E . Peebles twenty years ago (Peebles 1980): 
The phenomenological basis of physical science can be indirect, and has to 
be part icularly so in the physics of the very early universe. The dread l imi t ing 
case is a picture of what happened in the remote past which seamlessly agrees 
wi th physical theory that is well motivated by the evidence f r o m the laboratory 
and extragalactic astronomy at low redshifts, but is tested by no empirical 
evidence except what went into its construction. Would this picture be a part 
of physical cosmology? Perhaps i t is for tunate tha t there is no need to decide, 
for the pictures now under construction are far f r o m seamless. Cosmology 
is in an exciting state because we have a rich and growing list of problems 
and a growing observational base that may allow us to find a few solutions. 
The historical record here and in other physical sciences suggests that as the 
puzzles and conundrums we know about are laid to rest, they wi l l be replaced 
by s t i l l more interesting ones. 
W h a t seems clear is that these models, in their present fo rm, are unlikely to describe 
completely the highly accurate observational data expected in the near future. This is of 
course the ideal si tuation for any scientific theory to be in , as i t is only then that we can 
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hope to learn something new. 
8. Conclusions 238 
Appendix A 
A Semi-Analytic Model 
of Galaxy Formation: 
Supporting Theory 
A . l Fundamental Cosmology 
The backbone of the semi-analytic model is the extended Press-Schechter theory, which 
describes both the abundance and merger histories of dark matter halos. This theory com-
bines two models of perturbat ion growth in an expanding universe: linear perturbation 
theory and the spherical collapse model. We wi l l describe these models in Appendix A. 1.2 
and Appendix A . 1.3 respectively. First , however, we describe some of the fundamental 
cosmology which wi l l be used in the derivations of these models. 
A. 1.1 The Evolution of a Homogeneous and Isotropic Universe 
The gravitat ional evolution of the universe is described by Einstein's General Theory of 
Relativity. Under the assumptions tha t the Universe is both homogeneous and isotropic 
(the so-called "Cosmological Principle") i t can be shown that the space-time metric must 
have the Friedmann-Robertson-Walker f o r m (e.g. Robertson 1935): 
ds^ = c^dt^ - a'{t) 
1 - A > 2 
( A . l ) 
where ds is the space-time separation of two events w i th coordinate separations dt 
(cosmic t ime, w i t h c being the speed of l ight ) , d r (comoving radial distance) and d f i = 
s'm6d6d(l) [6 and cj) being the usual spherical polar coordinates). The expansion factor 
a{t) describes the scale of the Universe as a funct ion of t ime and is conventionally set 
equal to 1 at the present day such that r measures proper distance at the present time. 
The constant K determines the curvature of the universe, 
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> 0; closed universe 
K I = 0; flat universe (A.2) 
< 0; open universe. 
The evolution of the scale parameter a{t) can be derived f r o m Einstein's field equa-
tions, and is specified by the Friedmann cosmological equations (Peebles 1980) 
a^ + Kc' = ^ G p { t ) a ' + ^ a ' (A.3) 
2 
- f G ( , W + 3 ? f ) « + ^ « , (A.4) 
where G is the gravitat ional constant, A is the cosmological constant, and p{t) and p{t) 
are the density and pressure respectively of matter and radiation in the Universe. Here 
we wi l l always be concerned w i t h a dust model in which the density and pressure due to 
radiation are negligible and in which the pressure due to matter is zero. Then eqns. (A.3) 
and (A.4) s impl i fy to 
H^{t) = Hi (noa-^ + Ao + ^Ka-^) , (A . 5 ) 
and 
d ^ - ^ G p { t ) a , (A . 6 ) 
where QQ — 8nGp{to)/3HQ (the density parameter), AQ = XC^/SHQ (the scaled cosmo-
logical constant, hereafter simply cosmological constant), QK = -K^^/HQ and H{t) = 
a{t)/a{t) (the Hubble func t ion) . Here a subscript 0 denotes the value of a quantity at 
the present day (t ime t = to) and ' denotes differentiation wi th respect to t. Note that 
+ Ao - f = 1 f r o m the above when t = to. 
Rewri t ing eqn. ( A . 5 ) in a more convenient f o r m , 
a = Ho ( f i o a - i + A Q G ' + QK) ^'^ • (A.7) 
Then, for example, when AQ = f^K = 0 (and therefore fio = 1) we have 
d = i^oa~^/^ (A.8) 
and so 
r a'^/^da'= Ho ['dt', (A . 9 ) 
Jo Jo 
and hence 
' 3 „ / 3 V'-^ 
a{t) = l^-Hotj . ( A . I O ) 
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For other cosmologies a(^) admits the following parametric solutions (e.g. Peebles 
1980, Coles k Lucchin 1995): 
fio<l,Ao = 0 <^  
2 ( l ^ ( c O s h 7 ? - l ) 
, ^(^) = 2So ( i -noW2(smh7? - r? ) , 
a{e) = ,rr^{l-cose) ( A . l l ) 
f^o> l ,Ao = 0 <^  ^ ' 2{ao-i)y > 
f^o + Ao = 1, a{t) = ( ^ ) ' / % i n h ^ / 3 [ ^ ( 1 - ^0)'^' • 
A.1 .2 L i n e a r G r o w t h of Perturbat ions 
Here we derive the equations governing the growth of perturbations in the Universe in 
the linear regime. In Newtonian theory the evolution of the cosmological fluid is governed 
by the continuity (mass conservation) equation, Euler's equation and Poisson's equation, 
which are, respectively, 
| ^ + V - ( H = 0, (A.12) 
p ^ = -Vp-pV^, (A.13) 
= 47rGp, (A.14) 
where u is the velocity of the fluid, $ is the gravitational potential, V denotes differenti-
ation with respect to position r and D/Dt denotes the Lagrangian derivative d/dt + u-V. 
These equations apply in physical coordinates, but for convenience we choose to express 
them in terms of comoving position, x = r/a, conformal time dr = dt/a and pecuUar 
velocity v = adx/dt — u - xda/df (here xda/df = (x/a)do/dr is the velocity due to the 
expansion of the Universe) and a density contrast 5 = [p - p)/p (where p is the mean 
density of the Universe). Eqn. (A.12) then becomes 
^ ( p [ l + <5]) + V(p [ l + ^][v + xda/di]) = 0, (A.15) 
where now ' and V are differentiation with respect to r and x respectively With no 
perturbations (i.e. 5 = 0, u = 0 and $ = 0) this reduces to 
p + 3pda/df = 0. (A.16) 
Subtracting eqn. (A.16) from eqn. (A.15) then gives 
<5 + 5 + + V [ ( l + 5)v] = 0. (A.17) 
\P at J 
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However, pjp + 3d^^/d^ = 0 from eqn. (A.16), so this becomes 
^ + V [ ( l + 5)v] = 0. (A.18) 
When moving to comoving coordinates we use the fact that the partial derivative of 
u[/:, r] at fixed r is given by 
at J J. \ o T J y. OT 
and so the operator D / D i — d/dt + n m physical coordinates becomes 
dr 
in comoving coordinates. Hence eqn. (A.13) becomes 
(A.19) 
(A.20) 
— + v - V 
dr 
(v + xd/a) = -a-^Vp - a ~ V ( l + ^ ) V $ . (A.21) 
The unperturbed solution is then 
^ X - 1 = 0. (A.22) 
Subtracting eqn. (A.22) from (A.21) leaves 
(1 + ^)(v + V V v + \a/a) = - V p / p - (1 + <5)V$, (A.23) 
where we have used the identity v • V x = v . Since J <C 1 in the linear regime this reduces 
to 
v + v - V v + vd/a = - V p / p - V $ . (A.24) 
Finally, eqn. (A.14) becomes 
= 47rGpa^5. (A.25) 
We now ignore any terms above first order in eqns. (A.18) and (A.24) to obtain 
(5 + V - v = 0 
= : > ^ + V - V = 0 (A.26) 
and 
V H—V — 
a 





- V $ 
- V 2 $ . (A.27) 
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Eliminating V - v between eqns. (A.26) and (A.27), V - v with eqn. (A.12) and eliminating 
$ using Poisson's equation (A.14) we find 
a p 2 \ a j 
For dust models the pressure is zero, so the above equation involves no spatial derivatives 
and hence can be solved by a separation of variables yielding solutions of the form 5{y., r ) — 
A ( x ) / ( r ) . The general solution to this second-order, linear differential equation is then 
of the form 
S{x, T) = A ( x ) / i ( r ) + 5 (x ) /2 (r ) . (A29) 
For example, in an Einstein-de Sitter cosmology we have a oc a t'^^^ and fi(r) = 1, 
hence 
6 + 25/T - QS/T^ = 0. (A.30) 
Solutions are of the form / ( r ) oc T" where a = 2 or -3 for the growing or decaying mode 
solution respectively. We will be interested here in the growing mode solutions. In the 
Einstein-de Sitter universe therefore perturbations grow as ^ oc a in the linear regime. 
For other cosmologies the equivalent relations are (Peebles 1980, Peebles 1984): 
1^ 0 < l ,Ao = 0; (5 a 3 sinh 77(sinh 7 / - 7? ) / ( cosh7?- 1)^ - 2 
IScx 6 „ , l-cosS 
fio> l ,Ao = 0; 
- ( S I ) ^ tan-(irfSf) -i,o<e <n 
-l,TT<e <2Tr l-cosfl 
Qo + Ao = l; SOC {x/{no' - iy^^){x^ + 1)1/2 ^ 3.3^6/5)-3/2 
a{x) = (0 -1 - l ) - i / 3 a ; . 
(A.31) 
The growth factor, D{a), is then defined as the ratio of the growing mode overdensity at 
expansion factor a to its amplitude at the present day (a = 1). 
A.1 .3 Spherica l Top-Hat Collapse 
Having determined the growth of perturbations in the linear regime we will now describe 
the simplest possible model for the non-linear growth of a density perturbation. We 
consider a spherical region in an otherwise homogeneous universe of mean density p which 
has radius r{t) and overdensity 5{t). In Newtonian physics the smoothly distributed 
matter outside of this region would have no influence on the evolution of the perturbation. 
A similar result, known as Birkhoff's theorem (Birkhoff 1923, p. 253), holds in General 
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Relativity. Therefore we can apply the standard Newtonian equations of motion to a test 
particle at the edge of the spherical region: 
S = - ^ = - ^ f * ) a + * K (A.32) 
where the mass of the perturbation is Af = 47rp(l + 6)r^/S. Note that the cosmological 
scale factor, a{t), evolves as (eqn. A.6) 
^ = - ^ P ( 0 « , (A.33) 
which has the same form as the previous equation. Hence the perturbation evolves in the 
same way as a universe of different density, but the same initial time and expansion rate. 
Multiplying eqn. (A.32) by dr/dt and integrating we find the energy equation 
/ — - r r d i = - G M / r-^—dt 
J dt dt^ J dt 
where E is the constant of integration. Note that the first term on the left is the kinetic 
energy per unit mass whilst the second term is the gravitational potential energy per unit 
mass. Hence the constant E is just the specific energy of the perturbation. Since we 
want to consider a perturbation which will collapse we choose E < 0 (i.e. a self-bound 
perturbation). Then 
- ^ i ^ — - 2 \ E \ ) , (A.35) 
r 
or, equivalently, 
= ^ d t . (A.36) 
{GM-\E\rf^^ 
To solve this differential equation let r = G M ( 1 - cos6 ')/2|£;| = GMcos2(6 ' /2)/ |£^| 
and hence dr = G M cos(6l/2) sin(6l/2)d6l. Eqn. (A.36) then becomes 
which simplifies to give 




( 2 | E | ) 3 / 2 ^ ^ - ^ ^ " ^ ) = * - ' ° - (^-^^^ 
Note that this solution is essentially identical to the expansion factor solution for a closed 
universe given in eqn. ( A . l l ) . 
A . A Semi-Analytic Model of Galaxy Formation: Supporting Theory 245 
We can therefore write 
r = rn , ( l - cos^ ) /2 , (A.40) 
where fm = G M / | £ ' | is the maximum radius of the perturbation (occurring at ^ = T T ) . 
When t = 0, r = 0 (i.e. ^ = 0) so evidently to = 0 and we can write 
t^{9 -sme)/n = t, (A.41) 
where t^ = GM/{2\E\)'^^'^ is the time at which the perturbation reaches its maximum 
radius. 
For later purposes we wish to match the early evolution of this perturbation to the 
equivalent linear theory solution. A relation between r and t when 6 is small can be 
derived by expanding eqns. (A.40) and (A.41) as a series in 6: 
4: 4 8 ^ ' " ' t^~n[~6~m 
Solving the second of these for 9 to first order gives 
6 — 
\ t m J 
Using this result in the second order expression 6^ = Qnt/tm + ^^/20 then gives 
(A.42) 
(A.43) 
Qnt I 1 
"^20 
6nt 2 / 3 \ 
2^ ^ r ^ y ^ ' f i + i f ^ 
\tmJ [ 30 [ ^m 
2 / 3 \ 
(A.44) 
where the second bracket has been expanded to first order in {<o'Kt/tmYl^. Substituting 
this last relation into the expansion for r gives 
4 V « m 7 
1 "67rr 2/3 2. •67ri' 2/3 
30 ~ 12 30 U „ J 
(A.45) 
Keeping only terms of order {6nt/tm)^^^ in the brackets gives 
4 U m / V 20 [t^ 
2 / 3 \ 
(A.46) 
V in, y \ 20 t„
At some early time t\ < t^ (such that < 1) let the perturbation radius be r j . Since 
the overdensity of the perturbation at this time was small we have 
M = 47rpirf/3. (A.47) 
At some later time t the mass is unchanged and hence the density of the sphere is 
. , 3 M 
P(0 = TTTT :^ = Pi 47rr(f)3 ^' \r{t) 
(A.48) 
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Dividing by the mean density at time t gives 
1 + 5{t) = (A.49) Pit) r3(^)• 
In an Einstein-de Sitter universe the mean density varies as p a oc from eqn. 
(A.10), so using eqn. (A.46) to eliminate r\ and r{t) (noting that n / rm fiJ {M\/t^)'^/^/4 
since ti < im) gives 
l + 5{t) = 1 -
20 
6nt 2/3^ 
3_ / 6 7 r i \ 2 / 3 
20 U m y 
(A.50) 
Since from eqns. (A.40) and (A.41) the sphere collapse to a singularity at time t = 2im 
the extrapolated linear overdensity at collapse is 
^c = ^ ( 2 U = ^ ( 1 2 7 r ) 2 / 3 « 1.686. (A.51) 
We will also be interested in the mean density of the collapsed region after it has 
reached virial equilibrium. At its radius of maximum expansion, r^, the perturbation has 
zero velocity, so from eqn. (A.34) its energy is purely gravitational and equal to 
G M 
E (A.52) 
After virialisation 2T + W — 0, where T is the internal energy of the perturbation and 
W its gravitational energy. Hence, E = T + W = W/2 and so 
G M G M 
2rH ?m 
= r^/2, (A.53) 
assuming that energy is conserved in the collapse. After virialisation the collapsed region 
has a radius equal to half its radius at maximum expansion. The ratio of the mean density 
of the collapsed region to the critical density, /3c(2im) = p(2^m)^^(2^m)~^ is 
_ f i ( 2 U 8 x 3 M _ Pi 
(A.54) 
where we have used eqn. (A.47). Using eqn. (A.46) to leading order and the facts that 
for an Einstein-de Sitter cosmology p{t) oc t~'^ and $7(r) = 1 this becomes 
Avir = A 
2trr 
1 /67r^i^2/3 
4 V in 
n3 
= 187r^  178. (A.55) 
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In other cosmologies both and Ayir depend upon redshift. For an OQ < l ,Ao = 0 
universe the relevant expressions have been derived by Lacey & Cole (1993): 
- 3 / 3 s i n h 7 ? ( s i n h 7 7 - 7 ? ) 
"^^ "^ ^ - 2 I ( c o s h 7 ? - l ) 2 ^ " ^ + 
27r 
sinh T] - T], 
2/3^ 
Avir(7?) STT^ 
(cosh 77 - 1)^ 
(A.56) 
(A.57) 
sinh 77(sinh rj — r]) 
In fio + Ao = 1 cosmologies solutions have been found by Eke, Cole & Frenk (1996) 
but these have no simple analytic form and must be calculated numerically. 
A.2 Halo Angular Momentum 
The angular momentum within the virial radius of a halo in which Frot is constant with 
radius is given by 
J{ru) = Vrotr'smep{ry^smed(j>dedr' 
Jo Jo Jo 
= Kot r ' V ( r ' ) dr'. (A.58) 
The total energy. En, of the halo is the sum of kinetic and potential energies, T h and 
Wu respectively. The gravitational self-binding energy of the material within rn is given 
by (Binney & Tremaine 1987) 
(A.59) 
where p{r) and ^ ( r ) are the density and gravitational potential respectively due to the 
matter within t h only (i.e. we ignore any exterior matter as we are interested only in the 
self-binding energy of the sphere). 
Using Poisson's equation, V^(f){r) = 47rGp(r), and (pV^<p = V • <pV(i) - \V<pf this 
becomes 
W{ru) = - ^ / |V<^( r ' ) |V2( i r ' - / (V • ^V(^) r'^dr' . (A.60) 
2G L^ o Jo J 
By use of the divergence theorem and the fact that the potential and its derivative 
fall to zero at infinity the second term in the above equation vanishes, leaving 
1 
(A.61) 
Finally using the fact that |V(?!>(r)| = GM{r)/r'^ (and noting that M ( r ) is constant for 
r > rpi) we find 
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The kinetic energy of material inside the virial radius is 
T(rH) = 27r H v\r') p{r') r'^ dr', (A.63) 
Jo 
where v{r) is the three dimensional velocity dispersion of dark matter at radius r. In 
terms of the mean one-dimensional velocity dispersion, a{r) = v { r ) / y / 3 , we have 
r(rH) = 67r a^{r') p{r') r'^ dr'. (AM) 
Jo 
Under the assumption that the velocity dispersion is isotropic the Jeans equation, 
d{pa^)/dr = -pGM{r)/r'^, can be used, in which case integrating the above equation by 
parts gives 
r(rH) = 27r[r^pirn)<j\ru) 
+ n GM(r ' ) p{r') r'dr'] (A.65) 
Jo J 
providing that r^p[r)(j'^[r) vanishes as r tends to 0. For the standard choice of NFW halo 
profiles the Jean's equation is integrated to r = oo to obtain <y{r), assuming that the NFW 
profile and hydrostatic equilibrium apply at all r. This is an approximation as beyond the 
virial radius material will still be infalling. However, a{r) derived in this way has been 
found to be in good agreement with N-body simulations (Cole & Lacey 1996). It should 
also be noted that these definitions of W and T do not satisfy 2r(rH) + W{rw) = 0 (the 
value being slightly greater than unity). If fH were extended to infinity then the virial 
theorem would be satisfied exactly by the NFW profile. A similar behaviour was found 
in N-body simulations by Cole & Lacey (1996). The above definitions are consistent with 
their definition of A h . 
Combining eqns (A.58), (A.62) and (A.65) with eqn. (2.22) we find 
Vrot = Ah ^ / r'^p{r')dr') l2w rlip{rn)a'irn)+ GM{r') p[r')r'dr' 





or, more simply, 
where 
A(aNFw) 






/ r'3p(r') dr' 27r r^ p(rH) ^ ^(rH) + / GM(r ' ) p(r') r ' dr' 
Jo / V L Jo 
Jo r'2 rn / 
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and V h = VGMu/ru. The value of A(aNFw) depends only rather weakly on aNPW as 
described by Cole et al. (2000). 
A similar relation holds for the case of a singular isothermal sphere halo potential, 
although here a slightly different approach must be adopted. If the kinetic energy is 
calculated by using the Jeans equation to derive cT(r), then 2TH(rH)/ |WH(rH)| is found to 
be significantly greater than unity. The large discrepancy arises because the density profile 
is extrapolated beyond the virial radius. This works reasonably well for an NFW profile, 
whose mass diverges only logarithmically with r (and for which the gravitational potential 
is a declining function of radius for large r ) , but fails for the isothermal sphere model where 
the mass does not rapidly converge ( M ( r ) oc r ) . For such profiles we adopt the approach 
of Mo, Mao & White (1998) and evaluate the binding energy using eqn. ( A . 6 2 ) , but then 
assume the virial relation 2rH(rH)/|WH(rvir)| = 1 in order to find the kinetic and total 
energies. Using the relations M ( r ) = V^r/G and p{r) = (MH/47rr^)(rH/r)^, which are 
valid for the isothermal halo, the binding energy can be found from eqn. ( A . 6 2 ) to be 
V K M = - ^ I + r q = - M „ V „ ^ (A.69) 
2ru [ Jo rui 
Thus the total energy is 
Euirn) = -MnVi/2. ( A . 7 0 ) 
The angular momentum of the halo can be evaluated from eqn. ( A . 5 8 ) , and is 
^H(rH) = jVrotru [""^^ IVrotruMu. ( A . 7 1 ) 
Inserting eqns. ( A . 7 0 ) and ( A . 7 1 ) into eqn. (2 .22) results in the expression 
Vrot = A A h F h , ( A . 7 2 ) 
where A = 8\/2/7r. For an isothermal sphere with a constant density core the value of A 
falls slowly as the core radius is increased. The value of A in this case is given by Cole et 
al. ( 2 0 0 0 ) . 
A.3 Gas Equations 
Under the assumption that both Mcool (the rate of accretion of gas by a galaxy from its 
surrounding hot halo) and Z^ot (the metallicity of that accreted gas) are approximately 
constant over a short time step the eqns. (2 .30) to (2 .34) can be solved straightforwardly 
as follows. In time t since the beginning of a time step the mass of gas accreted is 
A M a c c = Mcooii- ( A . 7 3 ) 
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Using eqn. (2.26) in eqn. (2.30) gives 
M ^ = (1 - it:)Mcoid/r* 
M ^ = (1 - R)Mcoid/r, - (1 - R)[Mcoo\ - i l - R + P)i^]/T,. (A.74) 
Eliminating ip from this last expression using eqn. (2.30) gives the second-order differential 
equation 
M . 1 - R Mcooi 
(A.75) 
Teff l - R + j3 T^ff ' 
where Teff = r ^ / ( l - R + P). This has a solution of the form M * = M ° -|- A M * , where M ° 
is the initial mass of stars and the increase in the mass of long-lived stars, A M * is 
A M * = M ° Id 
1-R 
l-R+P[ 
1 - exp 
Teff 
1 - ^ . ^ f t 
-McoolTeffI r 1 exp 
1- R + P [ Teff V Teff (A.76) 
where we have required M * = (1 - R)M^^^^/n at t = 0, with M°^ | j being the mass of 
cold gas at the start of the timestep, in accordance with eqn. (2.30). The changes in cold 
and hot gas masses can be found in terms of these quantities as follows: 
Mcoid = Mcool - ^ . ^t^M^ 
AMcoid 
1-R 
A M a c c - ^ ^ ^ ^ A M * , (A.77) 
and 
Mhot = -Mcoo l + 1-R 
A M h , ot - A M a c c + 
M * 
: A M * (A.78) 
The corresponding change in the mass of metals can be found similarly. Substituting eqn. 
(2.27) into eqn. (2.34) we find 
p { l - e ) . 1-R + P,.z 
Mcool-^hot + 
A M ^ . Id 
1 - i i ; 
1 - e)p 
- M * 
1-R 
AM^cc + T ^ r f ' ^ ^ * - ^ T ^ ^ ^ * ' 
(A.79) 
(A.80) 
where A M ^ c c = Mcooi^^hot^- For the metals in the hot gas using eqn. (2.27) in eqn. (2.34) 
gives 
ML = - Mcool-^hot + 
pe 
1-R 
M * + ^ : M ? 
1-R 
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The change in the mass of metals in stars can be found by substituting eqn. (2.27) into 
eqn. (2.33) and differentiating with respect to time to obtain 
Eliminating M"^^^^ from this equation using eqn. (A.80) yields 
p{l - e) 1 
(A.83) 
+ R 1-R + f3l-R + /3 \ r eff 
Mcool \ / t 
exp 
•^ eff / V 7"eff 
(A.84) 
w hich, after requiring that = (1 - i?)Zc°old^°old/'^* from eqn. (2.33), has the solution 
t . , , 7 1 — R 
AM^ = —-
1-R + P 
1 - exp -
(1 - e)p 






t f t 
1 exp 
T"eff V 7-eff 
1 + — exp -
Teff J V reff 
^ f t \ f t 
2 2+ — exp 
(A.85) 
For the case of no cooling gas supply, Mcool = 0, the above equations show that when 
i ~> Teff the mean metallicity of stars that have formed is 
A M ^ 
where 
- •^cold + 
Peff = 
(1 - e)p 
1~R + P 
(1 - e)p 
Zcold + Peff, (A.86) 
(A.87) 
( l - R + P) 
is the effective yield produced by the model of star formation and feedback. Note that 
Peff may depend on the potential well in which the galaxy forms through its dependence 
on /? and e. 
The net changes in masses and metal masses in each phase can then be evaluated over 
that time step. 
A.4 Dynamical Friction Timescale 
To derive the timescale on which a satellite's orbit decays we will assume a dark matter 
halo of mass M H with an isothermal density profile truncated at radius r^. The circular 
velocity of the halo is VQ = GMu/ru and is constant with radius. The density at radius 
r is pnir) = Vc/47rGr^. The gravitational potential at r' < TH is given by 
dr 
(A.88) 
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It will be convenient to express the equations of motion under the influence of dynam-
ical friction in terms of quantities relevant to a circular orbit. In such a circular orbit of 
radius rc the tangential velocity is given by vj = G M ( r c ) / r c = V^. The specific energy 
of this orbit is then, 
E = + ^(rc) = - \ V S (^ 1 - 2 In ^ ) , (A.89) 
where we have used the expression for the specific potential energy from eqn. (A.88). 
Consequently 
f E l \ 
rc{E) = rnexp + - . (A.90) 
Using eqn. (A.90) the angular momentum of the circular orbit can be written as follows: 
f E l \ 
Jc{E) = VcrciE)^Vcruexp + - . (A.91) 
In terms of these quantities the tangential, total and radial velocities of an orbit (not 
necessarily a circular one) with energy E and angular momentum J are 
V8 = eJc{E)/r, (A.92) 
= 2{E - (t>{r)) = 2 -iv<!(l-21nr5;)+V,= ( l - l „ i l ) 
2 V ruJ \ ruJ 




= - vl = v s ( l - ' ^ - 2 l n ^ ) , (A.94) 
where e = J/Jc{E). 
Under the action of dynamical friction (Chandrasekhar 1943b) the satellite galaxy will 
experience a force (Binney & Tremaine 1987, section 7.1) 
Fdf = -47rG2 In AcPHMiB{v/V2a) J (A.95) 
where In Ac ^ ln(ru^/GMs) is the Coulomb logarithm (treating the satellite as a point 
mass) and 
B(x) = erf(x) - - ^ e - ^ . (A.96) 
The resulting rates of change of the specific energy and angular momentum of the satellite 
are therefore 
E = v F d f / M s = v\Fdf\/Ms, (A.97) 
and 
j = |r A Fdf I /Ms = rvg\Fdi\/vMs, (A.98) 
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where Ms is the mass of the satellite and we have used the fact that |r A v| = rvve/v. 
Combining eqns. (A.90), (A.91), (A.92), (A.93), (A.94), (A.95), (A.97) and (A.98) we 
find 
and 
We now determine the average rate of change of angular momentum and energy 
throughout one orbit. To do this we average eqns. (A.99) and (A.100) over the or-
bital period, using the relation dt = dr/v,-, where t is time. Therefore the average of some 
quantity Q is given by 
/ /•'"max drA""*^ /•'•max Af 
(Q}={ f ) Q^, (A . io i ) 
vermin ^rJ Jr^;„ 
where rmin and r^ax are the minimum and maximum radius of the orbit found by solving 
eqn. (A.94) for = 0. The orbit averaged rates of change of energy and angular 
momentum are then 
. •, Jc{E). . GMs / r - - da; 
' ' [ L , „ xHl-2\nx)V^l-e^x^-2lnxf'')' ^^•'^'> 
and 
GMsFc, , / dx • sVc .
rliE) "VAm.„ il-e^x^-2\nx) 
" " l ^ y . ^ x^l-2\nxy/^l-e^x^-2\nx)'^'')' ^^'^^^^ 
where x = r/rc{E). We will now express these in terms of e and r'c using (J) = 
eVcrc{rc/rc + ^A) and E = —Vc^'c/'''c, where we have assumed that e and rc{E) 
are approximately constant over one orbit. In terms of these quantities eqns. (A.102) and 
(A.103) become 
rb _ GMs f /•^•"" da; ^ 
77 - "V^rgE)'' ( l - 6 2 a ; 2 - 2 1 n a ; ) . 
X ( r - Bi[l-2lnxrf^) \ 
[L,^ x^{l-2lnxy/^l-e^x^-2\nxf'')' ^""-''^^ 
and 
€ rc , . GMs / f'^^'' dx ^ ~^ 
- -I — - In Ac 
/•a^max 
^ " ^ " ' ' ^ V ^ a m , „ ( l - 6 2 a ; 2 - 2 1 n x - ) 
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\-'a;min X 
^ ( [ l - 2 l n : £ ] i / ^ ) ' 
2 ( l -21na : )3 /2 ( l_e2a .2_21na ; ) ^ 
Vcrl V y . . , ( l - e 2 a ; 2 - 2 1 n x ) 
fi([l-21n a;]i/2) In a; 
e , , 2GMs f f''^^- dx 
•2\ )) 
' " ^ -da; . (A.105) 
= - I n A c ^ ^ f r 
21na ; )3 /2 ( l -e22 .2_21nx) ' 
Note that if initially e = 1 then eqn. (A.105) implies that e = 0 (since a; = 1 and so 
Inx = 0 in this case). Hence a circular orbit will remain circular under the influence of 
dynamical friction. In the case of t = 1 the evolution of rc = r is solvable analytically 
since eqn. (A. 104) reduces to 
rc.i GMQ r° 
/ rcdrc = - — ^ l n A c S ( l ) / dt 
Jo Vc JT^, 
\rh = ^ l n A c B ( l ) T d f , (A.106) 
where rc,i is the initial radius of the orbit and Tdf is the time taken for the orbital radius 
to decay to zero. The dynamical friction timescale, Tdf, is therefore 
2G1^. 
or, using G M n / r H = VQ 
^-=2GMslZBiiy ^-'-'''^ 
Tdf = A — 77- 17- • (A.108) 
25(1) In Ac \ ruJ Wc J \MsJ 
In the more general case of non-circular orbits the evolution equations (A. 104) and 
(A.105) must be solved numerically, yielding a result for Tjf of the form (Lacey & Cole 
1993) 
0.3722/(6i) frcA'fnru\ (Mn\ , . 
where ej is the initial circularity, and we have used l/27ri?(l) 0.3722. Lacey & Cole 
(1993) find that for 10-^ < < 1 the function f{e\) is fitted to an accuracy of better 






B . l Calculation of the Escaping Fraction 
B . l . l E s c a p i n g Fract ion in the D S 9 4 Model: Stars in Mid-Plane 
In the model of Dove & Shull (1994, hereafter DS94), ionizing photons escape from galactic 
disks through "Hl l chimneys", which are holes in the neutral gas layer ionized by OB 
associations. The OB associations are assumed to lie in the disk mid-plane, and to have a 
distribution of ionizing luminosities dN/dS oc for 5 i < 5 < 52, (dA''/d5)d5 being the 
number of associations with luminosities in the range 5 to 5 -|- d5 (Kennicutt, Edgar & 
Hodge 1989). The gas is assumed to have a Gaussian vertical distribution with scaleheight 
/iz. The fraction of Lyc photons escaping through chimneys on both sides of the disk at 
radius r is (Dove & Shull 1994, eqn. 24) 
/esc,gas = < lnfe)+l( t)^ ' ' -^-4l / ln( t) 
if Sm > 52 
if 5 i < 5 „ < 52 
(B.l) 
where 5m is defined as 
5 m ( r ) = TT^/'nl exp ( -2 r / rd i sk) hla'^K (B.2) 
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B . Non-Uniform Reionization by Galaxies: Supporting Theory 256 
Here a^'' is the recombination coefficient for hydrogen for recombinations to all energy 
levels except the first, and we have assumed an exponential disk with radial scalelength 
''disk, so that the hydrogen gas density is 
n [r, z) = noexp(-r/rdisk - z^/2hl), (B.3) 
r and z being the usual cylindrical polar coordinates. 
Then, since 5m oc exp(-2r/rdisk) assuming hj, is constant with radius, we find from 
eqn. ( B . l ) , 
/esc,gas('') 
+ 2r fdisk + 9fSl\^/\-2r 
252*^  
m / 3 r d i . 
1 + 
if S^e-^'/'^-^ > S2 
if 5 i < 5 ° e-^ '-Z^di.k < 52 
Jf 50 g-2r/rai3k < 
(B.4) 
where 5 ^ is the value of 5m calculated for the density at the centre of the galaxy disk. 
Our model of galaxy formation calculates the radial scale length of each galaxy's disk and 
also the mass of cold gas present in that disk, and we assume that /iz/?'disk is constant. 
We can therefore determine no and the ratios 5 ^ / 5 2 and 5 m / 5 i . The escape fraction 
in eqn. (B.4) can be averaged over the galaxy disk if we assume the star formation rate 
(and hence OB association abundance) is proportional to the local gas surface density 
(Kennicutt 1989, Kennicutt 1997). This gives the fraction of all ionizing photons produced 
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by the galaxy which can escape into the IGM. The result is, 
/esc,gas 
{ i l - A ' " ( t ) } ( f ) " ' 
{ 352 _ ^1 /Sj_A W 225 15 ' " U S , y ' j V s° 
M K t ) - i i } ( 5 ° 
1 5 ° 
if 5 ° > 52 
if 5 i < 5 ° < 5 2 
1 + i { ( f ) " ' - ( f ) " l - A { f - f } ] / > " ( t ) «si<s,. 
(B.5) 
In Figure B . l we show this average escape fraction as a function of the ratio 5 ^ / 5 2 for 
S 2 / S 1 = 1000. 
B . l . 2 E s c a p i n g Fract ion in D S 9 4 Model: Stars Trac ing G a s 
In the DS94 model OB associations are assumed to lie in the midplane of the galaxy disk. 
If instead OB associations are spread throughout the gas layer, having the same vertical 
distribution as the cold gas, then the resulting escape fraction will be higher than that 
in the DS94 model. We assume the same density profile as before, given by eqn. (B.3). 
Consider an OB association emitting S ionizing photons per second, at position (r, z) in 
the disk. We make the assumption (as did DS94) that the radial variations in density can 
be ignored for calculating the escape fraction at radius r (which will be a valid assumption 
provided the size of the Hl l region formed is much less than rjigk). In order for any photons 
emitted into a cone of solid angle dQ which makes an angle 0 with the z-axis to escape the 
galaxy, the emission rate of photons into this cone must exceed the total recombination 
rate in the cone. This occurs for an ionizing luminosity 5req(^), where, 
(2 + /cos^)2^ 
Sreq{0)^ = nla\^'exp[-2 / /^exp 
47r V '"disk/ ^0 
d W O , (B.6) 
wf hich can be written as S^J6) = ±S^^^ / cos^ 0 ( 5 + is the solution for cos^ > 0 and 
5fgq is the solution for cos^ < 0), where 
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Figure B . l : The average escape fraction for a galactic disk in the DS94 model with OB 
associations in the disk mid-plane (solid line) and distributed as the cold gas (dashed 
line). Both models assume S2/S1 = 1000. The dotted line (visible just above the solid 
line at small values of 5 ^ / 5 2 ) shows the effects of accounting for radial variations in the 
gas density in the model where OB associations are distributed as the gas. This line only 
differs noticeably from the dashed line at the lowest values of 5 ^ / 5 2 -
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This defines two critical angles, cos ^^(5) = ±{S°^^/Sy^^, such that photons can escape 
the galaxy only if ^ < ^+(5) or ^ > ^ - ( 5 ) . 
cosefiS) 
'50 g-2r/rdi3k 
1 ± erf ( — 1 + 2^1 exp 
1 / 3 
(B.8) 
The total escaping fraction from this OB association is then given by, 




A S - S ^ M d(cose) 




5 - 5 - (^) d(cos^) 
3 /S're'"'"' 
fesc,ga.s{S) = -'- ~ ^ ^ 
1 / 3 Q / Q O . - X I / S C O , + C O , 
~ 4 i l ^ , 
(B.9) 
(B.IO) 
4 5 4 5 • 
Averaging this escape fraction over the assumed OB association luminosity function then 
gives a mean escape fraction of 
0 
i l n cO,+ cO,-*-'req '-'req + 
50,+ -'req 
1 / 3 
+ 
1 / 3 
- 2 
if 52 > 5 ° e d^isk 
if 5 i < 5 ° e d^isk < 52 
esc,gas cO,+ + 




5l I + 
oO,+ •^ req 
52 
50,+ 
5i + 52 
1. 
5"eq- ^ ' 
52 
5i 
s°- ^ ^ 
5i 
if 5 ° e d^bk < 5 i . 
( B . l l ) 
This expression is then averaged over the galaxy disk, assuming a star formation rate 
proportional to the local gas density, to derive the mean escaping fraction for the entire 
galaxy. This must be done numerically 
So far we have ignored radial variations in the density of the gas when computing 
the escaping fraction from a single OB association. This will cause us to underestimate 
/esc,gas at low values of 3 ^ / 8 2 where the size of the Hll region around an OB association 
may become comparable to or larger than the disk radial scale length. A more accurate 
estimate for /esc,gas can be obtained in this regime as follows. 
Consider photons being emitted by a source at position (ro, ^ o) into a small element 
of solid angle, d f i , along the direction {9, 4>) where 6 and (j) are the usual spherical polar 
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coordinates centred on (ro, ZQ) and with ^ = 0 coinciding with the z-axis. The total 
recombination rate in this cone is given by. 
dn req Jo 
(B.12) 
where / is measured along the line {0,(j)) and where = fg -f- Psm^O - 2lrosmdcos<f) 
and z = ZQ + I cos 9. An isotropically radiating source emitting 5 ionizing photons per 
second emits SdQ/iir photons per second into this cone. The minimum source luminosity 
required for some photons to escape, 5req, is therefore, 
4 5 ° 
5,eq(ro, zo, e, </>) = [n{r, z)/nof dx, (B.13) 
where x = //raisk- The fraction of ionizing photons escaping the galaxy from this position 
is therefore given simply by, 
/••^i dA^ / dA^ 
fesc{ro,zo,9,cP)= ( 5 _ 5 ) d 5 / / 5 — d 5 . (B.14) 
./max(5req,5i) d 5 / 751 d 5 
For the specific case of d n / d 5 oc S~'^ the escape fraction can be written as, 
/esc(»^0,^0,^' ,^) 
if 5req > 52 
52 
S2 
- 1 In ( ^ ) ] / I n (If) i f 5 i < 5 r e q < 5 2 (B.15) 
For this model fescifo, zo,9,<l>) must be evaluated numerically. The resulting function is 
then averaged over all 6, (p, TQ and Z Q , assuming that the star formation rate is proportional 
to the local gas density. The resulting escape fraction depends only upon 5 ^ / 5 2 for a 
given /ig. The average escape fraction for = 0.1 is shown in Fig. B . l . As can be seen 
the results dilfer from the case where radial density variations are ignored only for low 
5fJ,/52 as expected. 
B . l . 3 E s c a p i n g Fract ion in the D S G N 9 8 Mode l 
In the model of Devriendt et al. (1998, DSGN98) the stars producing the Lyman con-
tinuum photons are assumed to be uniformly mixed with the gas in the galaxy, which is 
distributed in an exponential disk. Al l of the hydrogen in the galaxy is assumed to be in 
the form of Hi , allowing the optical depth for ionizing photons to be calculated. 
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We have calculated the escaping fraction in this model exactly, using the density profile 
given by eqn. (B.3). As in the case of the DS94 model with stars mixed uniformly with 
the gas, we begin by finding the escaping fraction as a function of position (7-0,20) and 
line of sight {9,<f>). For the DSGN98 model we therefore find the total optical depth in 
neutral hydrogen along the line of sight, which is 
r(ro, 20,61, <?!>) = CTHi n(r ,2 )d/ , (B.16) 
where (THI = 6.3 X IQ-^^cm"-^ is the cross-section for hydrogen ionization at 912A. The 
quantity exp(—r) is then averaged over all ro, 20, 9 and (j), assuming that the star formation 
rate is proportional to the local gas density, to obtain the final escaping fraction. The 
average escape fraction for the entire galaxy depends only on the quantity TQ = nordisk<^H 
for a given value of h^/rd\sk, and is shown in Fig. B.2 for /iz/fdisk = 0.1. 
B . l . 4 Escap ing Fract ion in Starbursts 
In the case of a burst of star formation triggered by a major merger, we use the same 
/esc,gas as for quiesceut star formation in the the case where /esc.gas is assumed fixed, 
but in the DS94 and DSGN98 models we estimate the escape fraction by assuming the 
burst has an approximately spherical geometry, throughout which star formation proceeds 
uniformly. We assume a sphere of uniform hydrogen number density, n, given by 
n = 3 ' ^ ^ - , (B.17) 
where Mgas is the mass of cold gas in the burst, rburst is the radius of the region in which 
the burst occurs, and mn is the mass of a hydrogen atom. The factor of 1.4 accounts 
for the presence of helium in the gas. We assume also that photons escape only from an 
outer shell of thickness /, within which the optical depth is less than 1. Therefore, 
nlaui ^ 1, (B.18) 
where CTHI is the cross section for hydrogen ionization. The escape fraction is simply the 
fraction of the sphere's volume in this shell, i.e. 
(B.«) 
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Figure B.2: Mean escape fraction for a galaxy disk in the DSGN98 model as a function 
of TQ. 
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We take rturst to be equal to O.lrbuige where rtuige is the half-mass radius of the bulge 
formed by the merger. This choice is motivated by observational fact which shows that 
starburst activity is usually confined to the nuclear region, the size of which is much 
smaller than that of the galaxy as a whole (e.g. Sanders & Mirabel 1996, and references 
therein). Ricotti & Shull (1999) have carried out more elaborate calculations of escaping 
fractions from spherical galaxies. However, their results are applicable to gas in hydro-
static equilibrium with an NFW dark matter profile and so are not well suited to the case 
of starbursts. 
The star formation rate in the burst is assumed to decline exponentially, with an e-
folding time equal to fiy„ times the bulge dynamical time. Unless noted otherwise, we 
assume fdyn = 1 in all models. As the burst proceeds the mass of cold gas present, Mgas, 
declines as i t is turned into stars. The escape fraction, fescgas, therefore increases during 
the burst, reaching unity as the amount of gas present drops to zero. However, as the 
star formation rate is declining exponentially during the burst only a small fraction of 
photons are produced whilst /esc.gas is high. 
B.2 Calculation of Clumping Factor 
To estimate the clumping factor of the photoionized IGM, we make the simplifying as-
sumption that gas in the universe can be split into three components — that which 
has fallen into dark matter halos and is collisionally ionized or is part of a galaxy, that 
which has fallen into dark matter halos and is not collisionally ionized, and that which 
has remained outside halos and is smoothly distributed. The first component makes no 
contribution to the clumping factor. We define the clumping factor as 
jPiGu) _ (PIGM) 
PlGM flGUP^ 
f _ X P I G M /  N F I G M / CR o n 
Jclump — _2 ~ 1-2 x9 ' K'-'-^^) 
where picM is the IGM gas density at any point in the universe (i.e. it does not include 
contributions from collisionally ionized gas or galaxies), P I G M = flGMP is the mean density 
of gas in the IGM and p is the mean density of all gas in the universe (here / I G M is the 
fraction of the total mass of gas in the universe which resides in the IGM, as defined in 
§5.2.2). 
Let /m,clumped be the fraction of mass in halos above the Jeans halo mass, M j , (the 
mass below which halos are unable to retain photoionized gas) as calculated from the 
Press-Schechter mass function for example. These halos occupy a fraction of the volume 
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of the universe given by /v.dumped = /m,ciumped/Avir- Here, A^ir is the mean density 
within the virial radius of a halo in units of the mean density of the Universe. The smooth 
component of gas is assumed to uniformly fill the region outside halos with M > Mj, and 
so has density 
Psmooth — pfm,smooth/fv,smoothi (B.22) 
where /m,smooth = 1 - /m,clumped IS the mass fraction of gas in this smooth component, 
and /v,smooth = 1 - /v,clumped is the fraction of the volume of the universe that i t occupies. 
Consider next the non-collisionally ionized gas in a single dark matter halo. Averaging 
over the volume of this one halo we obtain 
(/'clumped) = / i n t ( l - / g a l ) ' ( l - Xu)'Al,,p\ (B.23) 
where /gai is the fraction of the baryons which have become part of galaxies within the 
halo, xu is the ionized fraction for the hydrogen in the halo gas assuming collisional 
ionization equilibrium (which we take from the calculations of Sutherland & Dopita 1993), 
and /int is a factor of order unity which depends on the shape of the halo gas density 
profile and is given by 
Here Tvir is the virial radius of the halo, p{r) is the density profile of the diffuse gas in 
the halo, and p-mt is the mean density of this gas within the virial radius. We ignore any 
dependence of the density profile of the gas in the halo on the fraction which has cooled 
to form galaxies. Our results should be insensitive to this assumption, as /gai C 1 in 
halos where xu is significantly less than unity. 
To find the contribution of gas in halos to the clumping factor, we integrate the above 
expression over all halos more massive than M j , weighting by the volume for each halo. 
Adding the contribution from the smooth component, we then obtain 
/clump = , + r ( ( l - /gai)^)( l - x n ) ' ^ ^ d M u . , o , (B.25) 
/v,smooth/iGM / i G M ^Mj Pc"0 uMhalo 
where we have used that fact that the comoving volume of a dark matter halo of mass 
Mhaio is Mhaio/(Avirf^o/3c) {Pc being the critical density of the universe at 2 = 0). Here 
((1 - /gal)^) is averaged over all halos of mass Mhaio in our model of galaxy formation. 
We determine M j by finding the mass of a dark matter halo which has a potential 
well deep enough that it can just hold onto reionized gas. This gives us the minimum 
mass halo within which gas collects. For the halo to just retain its gas, 
^ 'vir 
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where fvir is the virial radius of the halo and P is the gas pressure. We approximate this 
as 
(B.27) 
P_ ^ GMj^^^^^^^^ 
and using the ideal gas law this becomes 
keT G M j 47r^ 2 A . N3 
— « = — Gr2i^PcfioAvir(l + z f , 
fj.mu fvir 3 
(B.28) 
where we have used the relation M j = 47rpcf^o(l + z)^Avirrvir/3. The virial radius is 
therefore 
y ^ ^ l - ^ - z ) - 3 / ^ (B.29) ,47r G^mn/fc^^oA 
and the minimum halo mass in which gas is retained is 
M J = y p c ( l + z)^QoAvirrvir-




The simulations of galaxy clusters by Navarro, Frenk & White (1995) and Eke, Navarro 
& Frenk (1998) show that the gas density profile is well described by this form. For a 








Substituting the constant density core gas density profile in eqn. (B.24) we find 
1-2 rr^:^ ^2^^. 
2 r _ AvirMgas 
^vir / in - arctan 
''vii 
47r/9intr2 
Changing variables using r = Vc tan 6 this becomes, 
Avir/int = 





— arctan ''vir 
. 
-2 /•arctan rv i r / i ' c 
/ sin^ ede 
10 
AvirMgas 
87r^ gasr^  
''vir 
. 
— arctan '"vir 
rc . 
-2 /•arctan Tv ir /^c 






— arctan '^ vir 
rc . 
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Using the relation Mgas = 47r/)Avirryij./3, the above simplifies to 
" 6 U c 
3 r '"vir . ''vir 
arctan 
-2 '"vir '"vir / , , ''vir 
arctan 1 H j-
rc ''c V J 
(B.37) 
For a typical value of rvir/^c = 10, we therefore find /int = 3.14. 
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B.3 The Spectrum of C M B Secondary Anisotropies 
In Chapter 5, we concentrate on the kinematic Sunyaev-Zel'dovich effect which is induced 
by the peculiar motions (deviations from pure Hubble flow) of free electrons in ionized re-
gions (Sunyaev & Zel'dovich 1980, Vishniac 1987). There exist other secondary sources of 
CMB anisotropies. However, on angular scales smaller than a few arc-minutes, the kine-
matic Sunyaev-Zel'dovich effect is likely to provide a dominant contribution. For example, 
it is known that the temperature anisotropies caused by non-linear growth of density per-
turbations, which are often referred to as the Rees-Sciama effect or integrated Sachs-Wolfe 
effect, are of order 10~^ or less (Seljak & Zaldarriaga 1996). These anisotropies depend 
on the the baryon bulk physical peculiar velocity, v , and the number density of free elec-
trons, Ue- In our calculations of the anisotropies we assume that the v is equal to the 
bulk velocity of the dark matter and that Ue in ionized regions is proportional to the dark 
matter density. 
The temperature anisotropy 0 ( 7 ) = ^ observed in a given line of sight direction 7 
is (e.g. Hu 2000) 
e (7 , Vo) = - r TT^T.^^ fe^ , (B.38) 
where rj = f{l + z)dt is conformal time with its values at recombination and present 
denoted, respectively, by T/rec and rjo. In eqn. (B.38) we have assumed an optically thin 
universe. In an optically thick universe these temperature fluctuations are damped by 
a factor e~ ,^ where the optical depth is r = /dT?aTne/(l -|- 2) , where CTT is the cross 
section for Thomson scattering. If the universe became instantaneously fully ionized after 
some redshift 2;, the relation between the optical depth T{r]\,rio) and Zi is approximately 
obtained as z; = 100Qo{0-0^5/Qhhf^^r^^^- Therefore, i f the reionization takes place at 
2 < lOOfio (0.025/Ob/i)^''^, as is the case in our reionization model, then the damping 
factor can be neglected. 
The usual procedure to obtain the angular correlation function of temperature anisotropies 
in eqn. (B.38) is by means of Limber's equation in Fourier space (see for example Peebles 
1980). However, in Chapter 5, we work in real space since we have the two point correla-
tion functions of density and velocity fields directly measured in real space from N-body 
simulations. 
The temperature angular correlation C{9) can be written as 
C{9) = 4 / dri drj'ja'j < ^^ '(x, vy{^', V)^e(x, 7?)ne(x', 77') > , (B.39) 
J 7)rec Vitc 
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where 7 ,7" = cos^, and, x and x' refer, respectively, to comoving coordinates in the 
past light geodesies in the directions 7 and 7 ' at 77 and 77'. We write terms of density 
fluctuations S as 
7ie(x, 7?) = ne(r?)a:e(x, 7?) [1 + <5(x, 77)] , (B.40) 
where neiv) is the mean total (free and bound) electron number density at time 77, and 
a;e(x), the ionization fraction, is unity in ionized regions and zero otherwise. The corre-
lation lengths of velocity and density fields are small compared to the Hubble radius so 
that we can approximate rie(x', 77') = 'ie(x', rj) and similarly for the v, in eqn. (B.39). 
c = vios, (B.41) 
L(a."e(l + ^)) 
where vios — Jiv' is the velocity component in the direction 7 . Therefore C(^) can be 
written in terms of the velocity correlation function ^vviu) = < ^'los(x)uios(x-|-y) > and 
the density-velocity correlation function ^^((y) = < C(x)C(x + y) > , both evaluated for 
fields at the same 77. 
C[9) = 4 r r ^ n e ( ' ? ) n e ( 7 7 ' ) ( x e ( l + <5))Mecc(|x'-x|) + U ( | x ' - x | ) 
+(C(x)u,os(x') + C(x')t;ios(x))]. (B.42) 
The dominant contribution to C{9) is from the term involving The integration over 
yields to phase cancellation (Kaiser 1984b, Ostriker & Vishniac 1986, Vishniac 1987). 
The last term in the integrand also has negligible contribution*. We have checked that 
the dominant term produces at least an order of magnitude larger anisotropies than the 
other terms. 
In flat space we use the triangle relation, |x ' - x p = a;'^  - 2a;a;'cos^, we first 
carry out the integration of eqn. (B.42) in terms of 77' for fixed 77 and 6. We compute 
at an average redshift z given by 1/(1 -|- z) = (1/(1 + Z i ) + + Z 2 ) ) /2, which is an 
appropriate approximation if the correlation length is negligible relative to the horizon 
scale. It is straightforward to extend the calculation to an open geometry. 
From the temperature angular correlation C{0), we can obtain Ci as 
C'e = 2KP dcosePe{cos9)C{e), (B.43) 
where P^(cos^) is the Legendre polynomial. 
'It is interesting that the contribution from the integral over is still dominant even if we appro.ximate 
zzz ^si^vv, i e. if we ignore any correlations between the density and velocity fields 
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A p p e n d i x C 
Models for the X-ray 
Emission from Cooling 
Gas 
Following White & Frenk (1991, WF91), we assume that cooling occurs within a static 
potential, and that the cooling gas remains isothermal as i t flows to the halo centre. The 
assumption of isothermality allows considerable simplification in the determination of 
the X-ray luminosity of the flow since it is then directly related to the drop in potential 
energy (i.e. the internal energy of the gas remains constant). Detailed, fully self-consistent 
flow models, such as those of Bertschinger (1989) and Abadi, Bower & Navarro (2000), 
show that these assumptions are reasonable for the range of scales over which we wish to 
determine the flow solution. 
Consider a unit mass of gas inflowing with the cooling flow. In a Lagrangian frame 
we have. 
Art fioi f)ni P)A\ Plrk 
(C.l) 
dq _ du 
d i ^ ^ 
du 
dr' 
where q is the total energy, u is the internal (thermal) energy, (j) is the gravitational energy 
per unit mass of gas, and UR is the inflow velocity of the gas. We make the simplifying 
assumptions that both the hydrostatic cooling flow and the gravitational potential of the 
halo are constant in time. (This amounts to assuming that the inflowing gas has little 
effect on the halo potential and that any changes in the form of the cooling flow occur on 
timescales significantly longer than the time i t takes a mass of gas to flow in; neither is 
exactly true, but should suffice as reasonable approximations.) The two partial derivatives 
with respect to time then vanish leaving 
dq fdu d4>\ 
dt \dr or. 
(C.2) 
where /x is the X-ray luminosity emitted per unit mass of gas (n.b. the negative sign 
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appears because the gas is losing energy as i t emits X-rays). We now make the Important 
assumption that the cooling flow is isothermal. Assuming that the gas behaves as a perfect 
gas (an excellent approximation at these temperatures and pressures) the Internal energy 
per unit mass of gas is a function of temperature alone, namely 
where k is Boltzmann's constant, T is the gas temperature, / i is the mean molecular 
weight of the gas and 77^ H is the mass of the hydrogen atom. Since the temperature is 
assumed to be constant with radius, the internal energy of the gas per unit mass is also 
constant with radius. Therefore, 
h = -VK^. (C.4) 
To find the total energy emitted by this mass of gas as i t flows inwards we need to 
know the energy d^' it emits in moving from a radius r to r -|- dr. Since it takes the gas 
a time dt = d r / ? ;R ( r ) to do this we have 
J / ^x('") , d4> , . 
dq = yrdr = —dr. C.a 
VR{r) dr 
In models such as those of KauflFmann, White & Guiderdoni (1993) and Cole et al. (1994) 
gas is assumed to flow from the cooling radius towards the centre of the halo. No mass is 
assumed to fall out of the flow until it reaches the central galaxy. We wish to determine 
the total X-ray energy emitted by a unit mass of gas as it travels from the cooling radius 
to some final radius, which we chose to be the optical radius of the galaxy. Integrating 
from Tcool to Toptical wc find the total energy emitted by the mass of gas. 
/•''cool 
,' = / rrd,.. (C.6) 
•''•optical ^ ' 
I f we now make the assumption that the mass cooling rate, Mcooh is approximately 
constant over the time it takes the mass of gas to inflow, we can find the total luminosity 
of the cooling flow by multiplying q' by Mcool> i-e. using the fact that 
dj_ ^ GMjr) ^ Ylirl^ 
dr r'^ r ' 
where G is the gravitational constant, we find that 
/•'•cool V'^(r) 
Lx = Mcooll'-cooi) / ^ ^ d r . (C.8) 
J '"optical ^ 
If the cooling rate is not constant throughout the flow it becomes necessary to consider 
a weighted sum of g"s, i.e. we would need to integrate over dq'{r) weighting by the local 
C . Models for the X-ray Emission from Cooling Gas 271 
value of Mcool('')- This would require us to follow the evolution of the cooling flow in a 
self-consistent way. The relevant equation for the total luminosity is, however, easily seen 
to be, 
fcooi . /•'•cool . V'^(r) 
Lx= Mcooi(r)dg '= / M c o o l ( 0 - ^ d r . (C.9) 
•^'•optica! '''"optical ^ 
The correct solution would then be to use for Mcool('') the value Mcool('"cool(i - Uni)) 
where iinf is the time it has taken a mass element to flow from its initial position in the 
halo to its present position in the cooling flow. 
We can also derive this relation by considering the specific entropy of the gas in the 
cooling flow, 
a-g = Tds, (C.IO) 
where % is the specific energy flowing into the gas, T its temperature and ds the change 
in specific entropy. Then for an isothermal cooling flow, 
k = ' M r ) ^ ( C . l l ) 
h = -VR{r)T^. (C.12) 
The specific entropy is given by (Bower 1997) 
s = C v \ n ( ^ ) + s o , (C.13) 
where Cv = 3k/2/xmH and 7 = Cp/Cy = 5/3 for a monatomic ideal gas (here Cv and Cp 
are the specific heats at constant volume and pressure respectively). Hence eqn. (C.12) 
becomes, 
1 dpg(r)" 
/x = - m ( r ) ( 7 - l ) ^ ^ (C.14) /)g(r) dr 
Using the hydrostatic equilibrium equation simplifies this to, 
3 kT G M ( r ) ^imn ^ 
/X = - H ( r ) ( 7 - 1 ) 2 — ^ : ^ - 1 ^ (C.15) 
/X = - R ( r ) ^ , (C.16) 
which is equivalent to eqns. (C.4) and (C.7) as derived from energetics arguments. 
C . l Calculation of X-ray Luminosity in Specific Halo Po-
tentials 
We consider two possibilities for the structure of the dark matter halo. In §C.1.1 we 
consider an isothermal halo and in §C.1.3 we consider the dark matter profile described 
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by Navarro, Frenk & White (1997, hereafter NFW), in each case assuming that the gas 
initially traces the dark matter. In the case of the NFW halo also consider the effects of 
the central galaxy on the gravitational potential of the halo. 
C.1 .1 Cool ing in an Isothermal Halo 
We start by reviewing the simplest realistic halo model, the singular isothermal sphere 
(or just isothermal sphere for brevity). In this model, the dark matter density profile, 
p[r) oc r~2^ where r is radial distance in the halo. This is the halo model adopted by 
WF91 who calculated the rate at which gas cools and so determined its bolometric X-ray 
luminosity. 
The cooling radius, r c o o l , in the halo is defined as the radius at which the cooling time 
of the gas equals the age of the halo, which in the cases of interest here is approximately 
equal to the age of the Universe. That is, 
icool(''cool) = to, (C.17) 
where tcoo\{r) is the gas cooling time (i.e. the energy per unit volume of gas divided by 
the rate at which that gas is radiating energy) at radius r in the halo and to is the age of 
the Universe. 
Assuming a spherically symmetric halo in which the gas is initially distributed like 
the dark matter, the cooling time is given by (White & Frenk 1991) 
192;rQoGm2^r2 
' '^""'( '^ - 49/gQbA(/^mHKV21^)' ^ ' 
where fib is the baryon density in units of the critical density, A(r) is the cooling function 
of the gas, fg is the fraction of the initial baryon density remaining in gaseous form and 
Vc is the circular velocity of the halo. 
From eqns. (C.17) and (C.18), the cooHng radius is given by, 
_ f49fgQi,A{fimnV,y2k)to\ 
~ 1^  1927rfioGm2j ) ' 
Here we have assumed that the gas temperature is constant as a function of radius 
and equal to the virial temperature. This structure follows from the assumption that 
the gas density profile parallels that of the dark matter and is in approximate agreement 
with the results of cosmological hydrodynamical simulations of the formation of galaxy 
clusters (e.g. Frenk et al. 1999). 
3 k r v i r = ^ ^ - ' - ^ " " , (C.20) 
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where M^\^ and ryir are the vir ia l mass and radius of the halo respectively. 
The evolution of the cooling radius determines the mass of gas cooling per unit time: 
n V I 
Mcooi(rcool) = 4 7 r r 2 „ „ , p g ( r c o o l ) ^ ^ , (C.21) 
where Pg{r) is the gas density. W F 9 1 show that in a QQ = 1 universe, 
Mcoo.(rcoo,) = + .)3/2Vc^('-coo.)rcoo.(Vc,.ax.z)^ 
where we take rcool to be a funct ion of F^max, the maximum circular velocity in the halo. 
Whi l s t V'c(r) is constant for an isothermal halo, this is not the case for the N F W halos to 
be considered later. Defining rcool in this way avoids any ambiguities. Generalising this 
relation to an arbi t rary Friedman cosmology gives, 
'"coolj^cooll ^ c^,max) •2') nn\ 
Mcoo. (rcool) = 2 ^ ^ ^ . (C-23) 
where tQ{z) is the age of the universe at redshift z. 
I f we assume tha t the cooling rate of gas remains approximately constant throughout 
the cooling flow we can use eqn. (C.8) to estimate the to ta l X-ray luminosity of the halo. 
In the case of an isothermal halo for which is constant w i th radius we f ind , 
W = M c o o i ( r c o o l ) K ' l n f ^ ^ ) . (C .24) 
\ ^optical J 
Typical ly the cooling radius is an order of magnitude greater than the optical radius and 
so the logari thmic term in the above equation wi l l be ~ 2.5. This is then identical to the 
result used by W F 9 1 . 
Since the gravi tat ional potential steepens in the inner parts of the halo, that is where 
we would expect most of the X-ray emission to come f r o m i f the cooling flow actually 
extended to w i t h i n foptical- However, because of the logarithmic dependence on the in-
tegration l imits in eqn. ( C . 2 4 ) a cooling flow extending down to ropticai/2 would only 
increase the predicted luminosity by a factor ~ 2. Similarly a flow which terminated 
at 2roptical would reduce the luminosity by less than half. However, the exact form of 
eqn. ( C . 2 4 ) depends on the structure of the cooling flow. In §6.3, we considered what 
would happen i f the flow had a more complex, possibly multi-phase, structure. 
C.1.2 Gas with a Constant Density Core 
In the standard model just considered, the gas is ini t ia l ly assumed to follow the dark 
matter . We now study a model in which the gas has a constant density core wi th radius 
^core- The density profile adopted in this case is 
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' " T ' core 
which is the well-known "/?-model" w i th (3 = 2/3. Including such a core changes both 
the cooling radius (and hence Mcool) and also the potential through which the gas falls 
(which results f r o m the combined effect of the singular isothermal dark matter halo and 
the /3-model gas). Straightforward calculation leads to the following expressions 
rcool = Tzr^—fc— 1 + arctan 
1/2 
A(MmHV^/2k)<o 2 
Mcooi(rcool) = f 1 + ^ arctan 
Z\£0 Lrto \ Tvir L ' core J 
-1 
(C.27) 
Lx = Mcool (''cool) K 
fibV f rcool \ 
" 0 / \ropt ical / 
, J^b / , , Tcore , f r y \ v \ \ f r^pol \ 
+ — I 1 H arctan I 1 > < In 
\ ^core /J \ ^optical ^ Q.0 [ f v 
r'"cool/'"core d y 
+ / arctan (y) — 
•'''optical/''core V j 
(C.28) 
I f ^core < ^cool the X-ray luminosity predicted by the ^-model is very close to the predic-
tions of the model in which the gas traces the dark matter. 
C.1.3 Cooling in an NFW Halo 
N F W found a simple formula , the N F W halo profile, that f i t s the density profile of dark 
matter halos in N-body simulations of hierarchical clustering. This formula provides a 
good approximation to the density profile of halos of all masses over at least two orders 
of magnitude in radius and is independent of the values of the cosmological parameters. 
This profile is characterised by two parameters: Sc, a characteristic density and rg, a 
characteristic radial scale in the halo. N F W find tha t Sc and are correlated so that the 
N F W profile provides a universal, one-parameter model of the halo. 
The N F W profile is given by, 
= ( r / r j t { r / r . ) r 
In order to calculate X-ray luminosities in an N F W halo i t is necessary to obtain first 
the value of the parameter f s , or equivalently the concentration parameter, c, defined as 
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c = r2oo/rs (here r2oo is the radius in the halo which encloses an overdensity of 200), 
which is related to Sc as shown by N F W . The concentration, c, is related to 5c by: 
200 
^^  = X l n ( l + c ) - c / ( l + c)- ^^-^^^ 
To find the (virial) mass of the halo f r o m the observed circular velocity of the galaxy we 
must extrapolate f r o m that circular velocity to the circular velocity at the virial radius, 
K . v i r ' We assume that the measured circular velocity of the galaxy corresponds to the 
maximum in the N F W rotat ion curve. The extrapolation then depends upon on the value 
of c. However, c itself must be determined f r o m the vir ia l mass and redshift of the halo. 
The solution to this circular problem which we have adopted is to make an ini t ial guess 
for c which allows us to determine the mass of the halo (for the value of c chosen). We can 
then determine what value of c a halo of this mass should have according to the results of 
N-body simulations. This new value of c is then used to make a new estimate of the virial 
mass. The i terat ion continues unt i l c converges to a given accuracy. The concentrations 
so found are in agreement w i t h the results of Navarro, Frenk & Whi te (1996). 
The calculation of the vir ia l mass proceeds as follows. First ly, we find the critical 




where H{z) is as given in eqn. (A.5) . In an N F W halo the maximum circular velocity is 
related to the circular velocity at r2oo byi 
V - V 1 1 1 1 , 1 - r c ; - w v ^ - r w O O N 21n( l + c ) - c / ( l + c ) V / ' 
c In 3 - 2/3 
and so we are able to find r2oo f r o m the relation, 
' • ™ = ( 4 « ) ' ' ' ' ' ' - ™ - < ° - ^ ^ ' 
Now, i f pvir = ^virPc then the vir ia l radius f y i r is defined b y the relation, 
Ayr /"fvir 
- ^ P v i r r ^ i . = I Anpirydr (C.34) 
(C.35) 
A\r V I ] 1 + rv i r / r s 
Eqn. (C.35) can be solved numerically to find f v i r / ^ s which is then simply scaled by 1-200/c 
to find Tyir-
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The density wi th in the vir ia l radius depends on the cosmology and may be estimated 
f r o m the spherical top-hat model as described in §A.1.3 . Finally, the vir ial mass is found 
f r o m , 
M v i r = y 4^/>vir. (C.36) 
This mass can then be used to calculate c as described by Navarro, Frenk & White 
(1996). This calculation requires an assumption about the power spectrum of density 
fluctuations. For the purposes of Chapter 6 we assume the standard C D M form wi th 
amplitude as = 0.67, which approximately produces the observed present-day abundance 
of galaxy clusters (Whi te , Efstathiou & Frenk 1993). This value of c is then used to 
recalculate the vi r ia l mass, and this is used to find a new value of c. 
The circular velocity profile corresponding to the N F W profile has the fo rm, 
K (r) - K ('•^oo)- i n ( i + c ) - c / ( l + c) ' ^^ '^^^ 
where x = r/r2oo- Using the circular velocity profile of an N F W halo we can now follow 
through the calculation used above, noting that for an N F W profile the cooling radius is 
defined by the relation 
_ 1927r 1 Op Gmg,r,^ X^QQI 2 
0^ ~ ~lirr 1~ TT T T T ^ ^ U + ca^cooij 
49 / g f i b A ( r v i r ) Xyir 
X [ l n ( l + ca;vir) - cXy-J{l + ca^vir)]"^ • (C.38) 
The cooling rate is then 
Mcool (rcool) 
QQ Gto 
(1 - I - 3cXcool)(l + CXcool) 
x [ l n ( l - t - c ) - c / ( l + c ) r \ (C.39) 
where x — r/r2oo- We then obtain 
Lx = Mcool (rcool) K^(r2oo) 
; l n ( l - f c 3 : ) - cx/(l + cx) 
'^optical I n ( l - F c ) - c / ( l - h c ) 
where Xcool = rcool/r200 and 2;optical = ropticai/r200- This equation must be integrated 
numerically for any given c. 
ln(l + c ) - c (l + c) 
C.1.4 The Influence of the Central Galaxy 
So far we have considered cooling in gravitat ional potentials which are due entirely to 
dark matter. Since each of the halos we study contains a galaxy at its centre the baryonic 
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matter of the galaxy wi l l contribute to the gravitat ional potential, and furthermore wil l 
alter the dis t r ibut ion of dark matter in the halo. We include a central galaxy that grows 
slowly in the already collapsed dark matter halo. This allows the dark matter to respond 
adiabatically to the baryonic matter of the galaxy as described in §2.4.3. The mass of 
dark matter w i th in radius r after the galaxy has grown satisfies eqn. (2.41). W i t h the 
fu r the r assumption tha t shells of dark matter do not cross during this compression, this 
equation can be solved for the structure of the dark matter halo after the growth of the 
galaxy. I t is then simple to determine the rotat ion curve (and hence the gravitational 
potential) for the galaxy accounting for contributions f r o m dark matter plus the galactic 
disk and bulge. The cooling radius, rate and X-ray luminosity in a halo of this form can 
then be found (using eqns. (C.21) and (C.8) for the latter two) . These calculations must 
be carried out numerically as the resulting halo potential has no simple analytic fo rm. 
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