Ergodic properties of heterogeneous diffusion processes in a potential
  well by Wang, Xudong et al.
ar
X
iv
:1
90
1.
10
85
7v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
9 J
an
 20
19
Ergodic properties of heterogeneous diffusion processes in a potential well
Xudong Wang,1 Weihua Deng,1, a) and Yao Chen1
School of Mathematics and Statistics, Gansu Key Laboratory of Applied Mathematics and Complex Systems, Lanzhou University,
Lanzhou 730000, P.R. China
Heterogeneous diffusion processes can be well described by an overdamped Langevin equation with space-dependent
diffusivity D(x). We investigate the ergodic and non-ergodic behavior of these processes in an arbitrary potential well
U(x) in terms of the observable—occupation time. Since our main concern is the large-x behavior for long times,
the diffusivity and potential are, respectively, assumed as the power-law forms D(x) = D0|x|α and U(x) = U0|x|β
for simplicity. Based on the competition roles played by D(x) and U(x), three different cases, β > α , β = α , and
β < α , are discussed. The system is ergodic for the first case β > α , where the time average agrees with the ensemble
average, being both determined by the steady solution for long times. In contrast, the system is non-ergodic for β < α ,
where the relation between time average and ensemble average is uncovered by infinite-ergodic theory. For the middle
case β = α , the ergodic property, depending on the prefactors D0 and U0, becomes more delicate. The probability
density distribution of the time averaged occupation time for three different cases are also evaluated from Monte Carlo
simulations.
I. INTRODUCTION
The anomalous diffusion phenomena are ubiquitous in the
natural world, especially in numerous microscopic systems.
Over the last two decades, much effort has been devoted to
the study of anomalous diffusion phenomena1–3, character-
ized by nonlinear time dependence of mean squared displace-
ment (MSD)
〈x2(t)〉 ≃ 2Kγtγ , (1)
where γ 6= 1 is the anomalous diffusion exponent and Kγ is
the anomalous diffusion coefficient with physical dimension
[cm2/sγ ]; it is called subdiffusion for 0< γ < 1 and superdif-
fusion for γ > 1.
However, the MSD is not the only criterion to distinguish
the processes, i.e., some fundamentally different processes
may have the same MSD. For example, the subdiffusion
was first observed in amorphous semiconductors described by
continuous-time random walk (CTRW) models4, being Non-
Gaussian process, while it was also observed in the class of
viscoelastic system described by the generalized Langevin
equation with (tempered) power-law friction kernel5–9 and of
(tempered) fractional Brownian motion10–12, both of which
are Gaussian processes. There are also many different su-
perdiffusion processes, such as, Lévy flight13, Lévy walk14,
and those in the underdamped Langevin systems15,16. In re-
cent years, more and more dynamics in heterogeneous sys-
tems can be well described by the overdampedLangevin equa-
tion with space-dependent diffusivity17–19
dx
dt
=
√
2D(x)ξ (t), (2)
such as the Richardson diffusion in turbulence20, mesoscopic
approaches to transport in heterogenous porousmedia21,22 and
on random fractals23,24. The heterogeneous dynamical be-
havior is particularly remarkable in biological systems. The
a)Electronic mail: dengwh@lzu.edu.cn;
cytoplasm of biological cells is always crowded with vari-
ous obstacles, including proteins, nucleic acids, ribosomes,
the cytoskeleton, as well as internal membranes compartmen-
talizing the cell25,26. The nonuniform distribution of crow-
ders in the cytoplasm provides the heterogenous media for
tracer particles of different sizes in it. The motion of the
tracer particles might be imposed by the cage effects if the
size of the particle is comparable to the local mesh size in
the crowded environments27–29. This kind of heterogeneous
diffusion process also can be realized in the experiments on
eukaryotic cells30 and a local variation of the temperature in
thermophoresis experiments31,32.
Nowadays, single particle tracking has become a power-
ful tool to study transport processes in cellular membranes33
and probe the microrheology of the cytoplasm34,35. It can
be used to evaluate the time averaged observables in cells
through video microscopy of fluorescently labeled molecules.
The time average is equal to the ensemble average for an er-
godic system. But for anomalous diffusion, especially for the
molecules diffusing in living cells, the time average often be-
comes a random variable and irreproducible for the individ-
ual trajectories. For the heterogeneous diffusion process de-
scribed by Langevin equation (2) with the diffusivity D(x) in
the power-law form36,37:
D(x) = D0|x|α , α ≤ 2, (3)
it is subdiffusion for α < 0 and superdiffusion for α > 0; the
weak non-ergodic behavior has also been observed in17–19,
where the time averaged MSD remains linear in the lag time
and thus differs from the corresponding ensemble average.
Here we consider ergodic/non-ergodicproperties of the het-
erogeneous diffusion processes (2) in a potential well
U(x) =U0|x|β . (4)
The non-ergodic behavior of subdiffusive CTRW model in a
confined potential has been investigated in38. Even for the
ergodic system where normal (anomalous) diffusion modeled
by (fractional) Brownian motion and the (fractional) Langevin
equation is confined by a harmonic potential, the time aver-
aged MSDs behave differently from the ensemble averaged
2counterparts39. We here investigate the ergodic behavior in
terms of the occupation time TD(t) for a particle staying in
a certain domain D . It is found that the physical mecha-
nism of the heterogeneous diffusion process in (2) is differ-
ent from CTRW model and fractional Langevin equation, al-
though they may have the same anomalous diffusion expo-
nents defined in (1). If the potential well (4) is deep enough,
the system might reach a steady state and the ergodic hypoth-
esis is shown to be valid.
However, for a potential well that is not very deep, the
steady solution is found to be non-normalizable, implying
that the non-trival steady solution may not exist. Non-
normalizable steady solutions have been previously discussed
in the literature on physical issues, e.g., Lévy walk and
laser-cooled atoms40–43, the weakly-chaotic maps44,45, non-
linear oscillators46, the thermodynamics47, and multiplicative
noise48. From these discussions, one can note that the (non-
normalizable) steady solution is determined by the competi-
tion role played by the potentialU(x) and the space-dependent
diffusivity D(x) in our concerned model. A generalized form
of ergodicity, namely infinite-ergodic theory49–51, applies to
the non-normalizable case, which uncovers the relation be-
tween time averages and ensemble averages and helps to char-
acterize the distribution of time averages.
This paper is organized as follows. In Sec. II, we briefly
review the heterogeneous diffusion processes, especially their
probability density functions (PDFs), and then turn to their
steady solutions under an arbitrary potential well. In Sec.
III, the system with a deep potential (i.e., β > α) is explic-
itly discussed; in this case, the steady solution is normaliz-
able, and the distribution of time averaged occupation time is
a δ -function centered on the value of the ensemble average,
which is determined by the steady solution for long times. In
the case of comparable potential well (i.e., β = α) and weak
potential well (i.e., β < α), where the steady solution is non-
normalizable, the infinite-ergodic theory and the distribution
of the time averages are discussed in Sec. IV and Sec. V, re-
spectively. A summary of the key results is provided in Sec.
VI. In the appendices somemathematical details are collected.
II. HETEROGENEOUS DIFFUSION MODEL
A. No potential well
We firstly review the stochastic Langevin model in a het-
erogeneous medium with space-dependent diffusivity D(x),
namely,
dx
dt
=
√
2D(x)ξ (t), (5)
where ξ (t) is a Gaussian white noise with zero mean 〈ξ (t)〉=0
and δ -correlation 〈ξ (t)ξ (t ′)〉 = δ (t − t ′). Here the multi-
plicative noise term
√
2D(x) is interpreted in the Stratonovich
sense52. For a general stochastic differential equation, the
Stratonovich prescription has the advantage of ordinary chain
rule formulas under a transformation52,53 and of yielding
physically correct results especially for the noise with in-
finitely short correlation times54, while the Itô prescription
is mathematically and technically the most satisfactory36 and
easy for simulations.
During the analytical calculations, the specific form ofD(x)
in (3) is taken. It is actually regularized at x = 0 in phys-
ical systems and in simulations17. For α > 0, a modified
form D(x) = D0(A0+ |x|α) with a positive constant A0 is to
prevent the particles trapping at x = 0. For α < 0, we take
D(x)= D0A0
A0+|x|−α to avoid the divergences at x= 0. On the other
hand, the regularization at x= 0 makes it satisfy the Lipschitz
condition and the request α ≤ 2 ensures the growth condition
for existence and uniqueness of the solution of the Markovian
stochastic differential equation (5)53. By the substitution17
y=
∫ x 1√
2D(x′)
dx′
=
√
2/D0
2−α |x|
2−α
2 sign(x),
(6)
where y(t) is the standard Brownian motion52, the PDF and
ensemble averaged MSD of x(t) for α < 2 are obtained in17
p(x, t) =
|x|−α/2√
4piD0t
exp
(
− |x|
2−α
(2−α)2D0t
)
(7)
and
〈x2(t)〉 ∝ t2/(2−α), (8)
which is obviously superdiffusion for α > 0 and subdiffusion
for α < 0. For the critical value α = 2, by the same substitu-
tion (6), one can obtain the relation between y(t) and x(t):
y(t) = (2D0)
−1/2sign(x) ln |x|. (9)
Therefore, the PDF and ensemble averaged MSD of x(t) for
α = 2 are, respectively,
p(x, t) =
1√
4piD0t
|x|−1−
ln |x|
4D0t (10)
and
〈x2(t)〉 ∝ e4D0t , (11)
which grows exponentially and much faster than (8). The case
of α = 2 is common in applications; more often it emerges to-
gether with a harmonic potential. In this case, the Langevin
system can be interpreted as the model for a massless particle
connected to a spring with the spring coefficient varying ran-
domly in time55, which also is used to characterize the Lévy-
type stochastic processes in terms of continuous trajectories of
walker motion56. Note that the PDFs (7) and (10) decay faster
than any power-law form, implying that the condition α ≤ 2
indeed guarantees the existence of the solution of Langevin
equation (5).
3B. Steady solution in a potential well
We assume that the potential well U(x) = U0|x|β with
U0 > 0, in which the exponent β is usually positive; espe-
cially β = 2 is for the potential between the monomers in
a bead spring polymer chain57. Sometimes, the exponent β
might also be negative (e.g., the Lennard-Jones potential57,58
approximating the interaction between a pair of neutral atoms
or molecules) and in this case we regularize U(x) at the ori-
gin by the way similar to D(x). Then the force is f (x) =
−dU(x)/dx=−U0β |x|β−1sign(x) and the Langevin equation
for a particle in this potential well is presented as
dx
dt
= f (x)+
√
2D(x)ξ (t), (12)
the Fokker-Planck equation17,52 of which for the PDF p(x, t)
is
∂ p(x, t)
∂ t
= LFP p(x, t) (13)
with the Fokker-Planck operator
LFP =− ∂
∂x
f (x)+
∂
∂x
√
D(x)
∂
∂x
√
D(x). (14)
This equation can be represented through probability current
J(x, t) due to mass conservation52 as ∂t p(x, t) = −∂xJ(x, t)
with
J(x, t) = f (x)p(x, t)−
√
D(x)
∂
∂x
√
D(x)p(x, t). (15)
In many circumstances, the steady solution pst(x) of (12) can
be directly obtained by setting J(x, t) = 0, which yields
pst(x) =
N√
D(x)
exp
(∫ x f (x′)
D(x′)
dx′
)
, (16)
with N being the normalization constant. It can be seen that
the strengths of f (x) and D(x) dominate the shape of pst(x) in
(16). For different exponents of the power-law form of the po-
tential U(x) and diffusivity D(x), the solution pst(x) behaves
as
pst(x) =


N√
D0
|x|−α/2 exp
(
− U0β
D0(β−α) |x|
β−α
)
β 6= α
N√
D0
|x|−α/2−U0β/D0 β = α.
(17)
Here it should be emphasized that the real diffusivity D(x)
in (3) is regular at origin. So the PDF pst(x) should also be
regular at origin. What we pay attention to in this paper is the
large-x behavior of the solution pst(x) in (17).
For the case of β > α and β > 0, pst(x) decays exponen-
tially for large x and it can be normalized whatever other pa-
rameters are. After some calculations, the normalization con-
stant N can be obtained as
N =
√
D0(β −α)
2Γ(ρ)
(
U0β
D0(β −α)
)ρ
with ρ = (2−α)/(2(β −α)). For the other two cases β = α
and β < α , however, when α > 0, the PDF pst(x) decays
as power-law |x|−α/2−U0β/D0 and |x|−α/2, respectively, which
even can not be normalized for some parameters. The diver-
gence at infinity means that the steady state may not exist in
the usual sense and a time-dependent solution should be con-
sidered to measure some observables.
In the following, we will use the steady solution (17) to in-
vestigate the time and ensemble averages of some observables
as well as the ergodic properties of the Langevin system (12).
It has been shown that the steady solution is completely dif-
ferent for different magnitudes of β and α . For the first case
of β > α and β > 0, the steady solution can be normalized
even for α < 0. For the other two cases β = α and β < α ,
the condition α > 0 is assumed; otherwise, the steady solu-
tion grows with time for large x, which is impossible for a
PDF. We mainly explore the occupation time statistic TD (t) in
a given domain D for three different cases, respectively, and
thenmake some comparisons. The concept of occupation time
has been studied by probabilists for a long time59; in recent
years, it attracts interests of physicists together with some re-
lated observables, such as first-passage time60, persistence61,
and the area under Brownian and non-Brownian path62–64.
III. ERGODIC PHASE FOR β > α
In the case of β > α , we claim that for large t the PDF of
the occupation fraction
p¯D =
TD(t)
t
(18)
satisfying
f (p¯D ) = δ (p¯D −PstD), (19)
where Pst
D
=
∫
D
pst(x)dx is the ensemble average in the steady
state; this kind of phenomenon has been ever detected in38,
where the PDF of p¯D for a certain CTRW model is
fCT(p¯D ) =
sin(µpi)
pi
×
RD p¯
µ−1
D
(1− p¯D)µ−1
R2
D
(1− p¯D)2µ + p¯2µD + 2RD(1− p¯D)µ p¯µD cos(µpi)
(20)
with µ being the exponent of the power-law distributed wait-
ing times and
RD =
Pst
D
1−Pst
D
. (21)
When µ = 1, the PDF of p¯D in (20) reduces to the ergodic
phase (19).
Now we want to derive the PDF f (p¯D ) in (19) for our
model (in Langevin picture) based on the CTRW frame-
work in38. It was proposed by Fogedby65 that an over-
damped Langevin equation (with additive Gaussian noise)
coupled with a subordinator can describe the process defined
4by CTRW model, being the same one after taking scaling
limit. But it seems not very clear what the multiplicative
noise in our model (12) underlies in a CTRW model. Some
papers66–68 derived the generalized Fokker-Planck equation
from CTRW model with variable jumping rate, which shows
that the space-dependent diffusivity may come from space-
dependent distribution of waiting time. Here, we present
an alternative method to clarify a clear relation between the
space-dependent diffusivity in a Langevin equation and the
distribution of waiting times in CTRW framework (see the
detailed derivation in Appendix A). The multiplicative noise
term
√
2D(x) in (12) implies the exponential distributed wait-
ing time with rate 2D(x) in CTRW model. The bigger D(x)
is, the larger number of renewals per unit time gets and the
faster the diffusion becomes. Note that even the exponent of
the power-law form of D(x) decides the diffusion behavior
of the particle in (5) (superdiffusion for α > 0 and subdiffu-
sion for α < 0), the mechanism is, respectively, completely
different from the superdiffusive Lévy flight13 and subdiffu-
sive CTRW with power-law distributed waiting times1–3. For
the system (5), the second moment of the jump lengths and
the mean of waiting times are all finite, moreover the latter
is space-dependent; this interpretation from CTRW viewpoint
plays an important role in deriving and understanding the re-
sult (19), which will be shown immediately.
The distribution of the occupation time of a Brownian mo-
tion or non-Brownian motion can be derived by probabil-
ity theory69 or by backward Feynmann-Kac approach70–73.
The form of the PDF f (p¯D ) in (20) has been derived by
Lamperti59 based on the mathematical theory of occupation
times and rederived by Bel and Barkai38 in the statistical
physics community for a two-state process. Here, we also
consider a two-state process with the two states: the occupa-
tion times T+ and T− in the positive and negative half-space,
respectively. We take advantage of the method in38 and find
that for the PDF f (p¯D ), the dominant role is played by the
distributions of the sojourn times in the two states, denoted as
ψ+(τ) and ψ−(τ), respectively, for states in positive and neg-
ative half-spaces. As usual, we deal with the PDFs by using
the techniques of Laplace transform, defined as
ψˆ±(λ ) =
∫ ∞
0
e−λ tψ±(t)dt. (22)
According to the above discussions that the distribution of
waiting times is space-dependent exponential form, we know
that the mean of waiting time is finite and so is ψ±(t). There-
fore, the expansions of ψ±(t) for small λ are ψˆ±(λ ) = 1−
A±λ , where A± are their first moments, respectively. For the
occupation fraction p¯+ = T+/t, the result in
38 is
R+ =
A+
A−
(23)
in (20) and the PDF of p¯+ is
f (p¯+) = δ
(
p¯+− R+
1+R+
)
, (24)
a δ -function due to the finite mean of ψˆ±(λ ) (i.e., µ = 1 in
(20)).
A. Calculations of A+ and A−
The most important thing remaining is to calculate the two
values A+ and A−, i.e., the means of the sojourn times T±. We
will focus on the state in positive half-space while the case of
the negative one is similar. The sojourn time T+ in positive
half-space can be viewed as the first-passage time of a parti-
cle starting at the position ε > 0 and reaching the origin x= 0
for the first time. We eventually obtain the mean first-passage
time A+ by taking ε → 0. Intuitively, the value A+ must tend
to zero when ε → 0 since the particle has arrived at x = 0 at
initial time. This is completely right, but it could still pro-
vide us with a correct result of R+ in (23). This technique
has also been used to calculate the area under the Brownian
excursion63,71 and that under the Bessel excursion64,74.
Firstly, let us pay attention to the PDF P(x0,x, t) of finding
a particle at position x at time t starting from initial position
x0. It satisfies the backward Kolmogorov equation
52,75,
∂P(x0,x, t)
∂ t
= L ∗FP P(x0,x, t), (25)
where L ∗FP is the adjoint operator of LFP in (13), defined as
L
∗
FP = f (x0)
∂
∂x0
+
√
D(x0)
∂
∂x0
√
D(x0)
∂
∂x0
. (26)
Since the first-passage time that a particle starts at x0 = ε and
reaches x = 0 for the first time is considering, for (25) we set
the absorbing boundary condition at x = 0. With this bound-
ary condition, the survival probability S(x0,τ+), namely, the
probability that a particle starts at x0 and keeps in the positive
half-space before the time τ+, satisfies
36,76
Prob{t ≥ τ+}= S(x0,τ+) =
∫ ∞
0
P(x0,x,τ+)dx, (27)
where t is the exact time that the particle leaves the posi-
tive half-space. From the second equality in (27), we know
that S(x0,τ+) also satisfies the backward Kolmogorov equa-
tion (25) with the same boundary condition. From the first
equality in (27), one can obtain the relation between the PDF
of first-passage time Q(x0,τ+) and the survival probability
Q(x0,τ+) =− ∂
∂τ+
S(x0,τ+); (28)
thus Q(x0,τ+) also satisfies the backward Kolmogorov equa-
tion (25), i.e.,
∂Q(x0,τ+)
∂τ+
= L ∗FP Q(x0,τ+) (29)
with the normalization
∫ ∞
0 Q(x0,τ+)dτ+ = 1. Multiplying τ+
and integrating over τ+ in both sides of (29), we obtain the
equation for the first moment of first-passage time 〈τ+〉:
L
∗
FP 〈τ+〉=−1. (30)
The boundary condition of (30) is the same as those of
S(x0,τ+) (i.e., absorbing at x = 0), due to its relation with
the survival probability S(x0,τ+):
〈τ+〉=
∫ ∞
0
τ+Q(x0,τ+)dτ+ =
∫ ∞
0
S(x0,τ+)dτ+. (31)
5With the specified boundary condition, Eq. (30) has a unique
solution36,75
〈τ+〉(x0) =
∫ x0
0
W−1(y)
∫ ∞
y
W (x)
D(x)
dxdy, (32)
whereW (x) =
√
D(x)exp[
∫ x
f (x′)/D(x′)]dx′.
Now, we come back to the initial task of calculating A±:
the means of the sojourn time ψ±(t). For this, taking x0 = ε
in (32) and letting ε → 0 result in
A+ = lim
ε→0
〈τ+〉(ε)≃ ε ·W−1(0)
∫ ∞
0
W (x)
D(x)
dx. (33)
On the other hand, we calculate A− by assuming that the parti-
cle starts at x0 =−ε with the boundary condition absorbing at
x = 0. The mean first-passage time 〈τ−〉 for a particle reach-
ing x = 0 for the first time also satisfies (30) and its solution
is
〈τ−〉(x0) =
∫ 0
x0
W−1(y)
∫ y
−∞
W (x)
D(x)
dxdy. (34)
Being similar to (33), there exists
A− = lim
ε→0
〈τ−〉(−ε)≃ ε ·W−1(0)
∫ 0
−∞
W (x)
D(x)
dx, (35)
and then R+ in (23) is obtained as
R+ =
∫ ∞
0 W (x)/D(x)dx∫ 0
−∞W (x)/D(x)dx
=
∫ ∞
0 p
st(x)dx∫ 0
−∞ pst(x)dx
, (36)
where the steady solution is given in (16). Though A± → 0
as ε → 0, the quantity of R+ of interest only depends on the
speed of their tendencies to zero. Substituting this result into
(24) leads to the PDF of the occupation fraction in positive
half-space
f (p¯+) = δ (p¯+−Pst+), (37)
where Pst+ =
∫ ∞
0 p
st(x)dx is the ensemble average of the oc-
cupation time in positive half-space in the steady state. This
equation shows that the ergodic hypothesis is valid with re-
spect to the occupation fraction in positive half-space.
More generally, for any domain D , the result (19) is also
valid, such as a disconnected domain D = {|x| > a}. In this
case, the whole domain is divided into three sub-domains
D1 = {x < −a}, D2 = {−a ≤ x ≤ a}, and D3 = {x > a}.
The sojourn time in these three sub-domains are denoted
as ψ1(τ), ψ2(τ), ψ3(τ) with finite means A1, A2, A3, respec-
tively. Following the above discussions, the key is to calculate
(A1+A3)/A2. Taking advantage of the result (36) and consid-
ering the domains D1 and D2 as a whole, we have
A1+A2
A3
=
∫ a
−∞ p
st(x)dx∫ ∞
a p
st(x)dx
; (38)
similarly, considering the domains D2 and D3 as a whole,
there exists
A1
A2+A3
=
∫ −a
−∞ p
st(x)dx∫ ∞
−a pst(x)dx
. (39)
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FIG. 1. Steady solution pst(x) for β = 2 and α = 1. We use tra-
jectories up to 104 and measurement time up to T = 103. Other
parameters: U0 = 1/2, D0 = 1, and A0 = 0.01. The solid line de-
notes the theoretical result for long times and the markers are for the
simulation results.
Combining (38) and (39) results in
A1+A3
A2
=
∫−a
−∞ p
st(x)dx+
∫∞
a p
st(x)dx∫ a
−a pst(x)dx
. (40)
Substituting (40) into (24) leads to the PDF of the occupation
fraction p¯D in disconnected domains D1 and D3:
f (p¯D ) = δ (p¯D −Pstdis), (41)
where Pstdis =
∫
x>a p
st(x)dx. So, it implies that the ergodic hy-
pothesis is valid for the occupation fraction in any domain D .
B. Simulations
We first simulate the steady solution pst(x) in (17) for the
case of β >α . In Fig. 1, they are specified as β = 2 andα = 1.
In a regularized form, the space-dependent diffusivity and the
potential well are D(x) = |x|+A0 and U(x) = (|x|+A0)2/2,
respectively, where A0 = 0.01. Then the theoretical solution
is pst(x) ∝ (|x|+ A0)−1/2 exp(−|x|), which is confirmed by
the simulations in Fig. 1 with trajectories up to 104 and the
measurement time up to 103. In Fig. 2, we present the PDFs
of the occupation fraction in domain D = {x< a} with three
different values a = −0.5, 0, and 0.5, respectively. In simu-
lations, the same D(x) and U(x) are used as those in Fig. 1.
We use trajectories up to 103 and the measurement time up to
104. Similarly, we also simulate the PDFs of the occupation
fraction for the case of α < 0 in Fig. 3. In this case, we take
D(x) = 1/(1+ |x|2) andU(x) = |x| (i.e., β = 1 and α = −2).
The simulations in Fig. 3 are also consistent to the theoret-
ical result (19). The space-dependent diffusivity D(x) with
α = −2 is common in biological system, e.g., the small flu-
orescently labelled proteins in the cytoplasm of mammalian
NLFK and HeLa cells30.
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FIG. 2. PDF f ( p¯D ) of the occupation fraction in domain D = {x <
a} with three different values a =−0.5, 0, 0.5, respectively. We use
trajectories up to 103 and measurement time up to T = 104. Other
parameters: β = 2, α = 1, U0 = 1/2, D0 = 1, and A0 = 1. The
solid lines denote the theoretical results: δ -function centered at three
different values δ ( p¯D −0.2647), δ ( p¯D −0.5), and δ ( p¯D −0.7353)
for long times and the markers are for the simulation results.
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FIG. 3. PDF f ( p¯D ) of the occupation fraction in domain D = {x <
a} with three different values a=−0.5, 0, and 0.5, respectively. We
use trajectories up to 103 and measurement time up to T = 104. Other
parameters: β = 1, α = −2, U0 = 1, D0 = 1, and A0 = 1. The
solid lines denote the theoretical results: δ -function centered at three
different values δ ( p¯D − 0.2532), δ ( p¯D − 0.5), δ ( p¯D − 0.7468) for
long times and the markers are for the simulation results.
It deserves to be mentioned that the exponent α can be
bigger than 2 when reflecting boundary condition is applied.
Since, in some sense, the reflecting boundary condition at ±L
can be regarded as the potential well U(x) = |x/L|β/β with
β → ∞; for any given α , the condition β > α is always sat-
isfied and the result of the PDF of the occupation fraction is
also valid. In this case, the steady solution is pst(x) ∝ |x|−α/2
in (17), which only depends on the diffusivity D(x). The
steady solution in bounded domain varies for different pro-
cesses. Some interesting results have been found for Lévy
flight and Lévy walk77, fractional Brownian motion78 in a
bounded domain.
One specific example for the process driven by a Langevin
equation with multiplicative noise in a bounded domain has
been discussed in73, where the PDF of the occupation fraction
in positive half-space was derived to be a δ -function based
on the backward Feynman-Kac equation. The multiplicative
noise in73 was interpreted in the Itô sense, different from
the Stratonovich sense considered in this paper. The results
in this paper can be easily extended to other different inter-
pretations of the multiplicative noises, including Itô sense79
and Hänggi-Klimontovich sense80,81. For different interpre-
tations, one just needs to modify the external force term in
the Fokker-Planck equation (13) and obtain a similar steady
solution pst(x), which will not bring any difficulties for the
discussions in this paper.
IV. INFINITE ERGODIC THEORY FOR β = α
Now, we turn to the case of β = α > 0, where the steady
solution obtained in (17) is
pst(x) =
N√
D0
|x|−α/2−αU0/D0 . (42)
It can be seen that this PDF decays as power-law and its tail
now relies heavily on the magnitudes D0 in the diffusivity
D(x) andU0 in the potential wellU(x). The PDF (42) can be
normalized only when α/2+αU0/D0 > 1; under this condi-
tion, the ensemble average of the observable occupation frac-
tion in the positive half-space is finite, namely,
∫ ∞
0 p
st(x)dx <
∞ (note that pst(x) is regular at origin as mentioned in Sec. II).
But if the observable of interest is second moment, it is only
finite under a stronger request: α/2+αU0/D0 > 3, which
shows that a relatively stronger external potential well or a
larger radioU0/D0 is responsible for a finite higher-order mo-
ment with respect to the steady solution. What happens when
these requests are not satisfied? As we all know, the higher-
order moments mainly depend on the tail of the PDF. But the
steady solution pst(x) do not provide a quite correct informa-
tion at its tail when we measure the higher-order moments. In
turn, pst(x) is correct enough to calculate some suitable statis-
tics. For example, we can get the correct ensemble averaged
occupation fraction rather than second moment under the con-
dition 1< α/2+αU0/D0 < 3.
What about the ensemble averaged occupation fraction un-
der the condition α/2+αU0/D0 < 1? Since p
st(x) fails to
describe the information at its tail, instead, we consider a
time-dependent solution to obtain a correct decay rate. The
common methods to obtain the solution are the eigenfunction
expansion52,82 and scaling ansatz40,64 of the Fokker-Planck
equation (13). We will apply the latter to solve (13) with the
generalU(x) and D(x). Due to the complexity of the system
for any α < 2 (when α = 2, α/2+αU0/D0 < 1 does not
hold), we will simplify the problem firstly through the vari-
able substitution (6). Then, Eq. (12) reduces to the Langevin
7equation of y(t):
dy
dt
=−A
y
+ ξ (t), (43)
where
A=
α
2−α
U0
D0
<
1
2
. (44)
This system describes the motion of a Brownian particle in
a logarithmic potential, which has been discussed in detail
in83,84. The solution y(t) in (43) is also named as Bessel pro-
cess, being related to a free Brownian particle starting from
the origin in high dimensions. The exact form of its PDF
p(y, t) can be found in48,85–87. On the other hand, to avoid
complicated calculations, it is easy to do scaling ansatz for
Eq. (43), which has been mentioned in40, and we present the
details in Appendix B for completeness. For |y| ≪ t1/2, we
obtain the asymptotic behavior of the solution p(y, t) in (B7)
p(y, t)≃ NgtA− 12 |y|−2A (45)
with the normalization parameterNg = 2
A−1/2[Γ(1/2−A)]−1.
Considering the relation between y(t) and x(t) in (6), i.e.,
|y| =
√
2/D0
2−α |x|
2−α
2 , we obtain the asymptotic behavior of the
solution p(x, t): for |x| ≪ t1/(2−α),
p(x, t)≃ NxtA− 12 |x|−A(2−α)−α/2, (46)
where Nx = (2−α)2ADA−1/20 [2Γ(1/2−A)]−1. Note that the
exponent of x is consistent with the steady solution pst(x) in
(42), which shows the potential value of the non-normalized
steady solution. This consistency also explains why we con-
sider the asymptotic behavior in |x| ≪ t1/(2−α) (i.e., the small
z in scaling ansatz in Appendix B). Moreover, there is a rela-
tion between them
lim
t→∞ p(x, t)t
1
2−A = pst(x). (47)
From (47), the parameter N in (42) can be determined as N =
(2−α)2ADA0 [2Γ(1/2−A)]−1. It looks natural that pst(x) is
non-normalized, since the term t
1
2−A tends to infinity for A<
1/2. On the other hand, though pst(x) is non-normalized, it is
still useful since it only differs from the real p(x, t) by a known
term of t. With this relation, the infinite-ergodic theory can be
built up, uncovering the relation between the time average and
ensemble average of an observable.
Considering an observable O(x), its ensemble average is
defined as
〈O(x)〉=
∫ ∞
−∞
O(x)p(x, t)dx, (48)
which can be represented through the non-normalized steady
solution in (47) for long times
lim
t→∞〈O(x)〉= t
A− 12
∫ ∞
−∞
O(x)pst(x)dx, (49)
if the integral on the right-hand side exists. This condition
is not rigid for many observables, especially for those decay-
ing for large x which cure the non-integrability of pst(x) at
infinity. It also confirms the explanation that the steady solu-
tion pst(x) is valid except its tail-part. A common one is the
pulse function ΘD(x) with respect to a finite interval D (e.g.,
D = [−a,a] in the following), which is defined as ΘD(x) = 1
for x ∈D and ΘD(x) = 0 otherwise. So it vanishes at infinity
and it is integrable with respect to pst(x).
Now, we turn to the time average of the observable O(x),
which is defined as
O(x) =
1
t
∫ t
0
O(x(t ′))dt ′; (50)
and the corresponding ensemble-time average is
〈O(x)〉= 1
t
∫ t
0
〈O(x(t ′))〉dt ′. (51)
Taking the limit t→ ∞ and using Eq. (49), we obtain
lim
t→∞〈O(x)〉/〈O(x)〉=
2
2A+ 1
, (52)
where the constant factor 2/(2A+ 1) comes from the time-
integral of the term tA−1/2 in (49). Compared to the result
(19) in the case of β > α , where the normalized steady so-
lution pst(x) directly decides the equivalent time and ensem-
ble average, Eq. (52) shows that time and ensemble averages
are still related but only differ by a constant factor for long
times. In addition, the two kinds of averages are both found
to be dependent on the non-normalized steady state pst(x)
and decay as tA−
1
2 , which can be seen from equations (49)
and (52). It means that the number of the particles in the
finite domain D decays as tA−
1
2 and the diffusion behavior
goes on even for long times. In the case of A < 1/2, i.e.,
U0/D0 < (2−α)/(2α), the potential well is too weak, com-
pared with the space-dependent diffusivity, to suppress the
diffusion; more and more particles go to infinity and thus they
are not counted by the observable O(x).
A. PDF of the time averaged observable
The distribution of the time averaged occupation fraction
f (p¯D ) has been shown to be a δ -function in (19), implying
the ergodic phase for β > α; on the contrary, the distribution
for the case β = α becomes different, which will be shown to
be broad and asymmetric in the following. The scatter of the
amplitude of the time average for a set of individual trajecto-
ries is a useful indicator for the degree of non-ergodicity and
the classification of different processes88. We are interested in
the distribution of the time averaged observable O(x) around
its mean for long times, so we define the random variable of
dimensionless
η =
O(x)
〈O(x)〉 . (53)
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FIG. 4. Simple sketch map for the particles walking in two states.
The black vertical line is the division line of the two states: inside
or outside the domain D = [−a,a]. For simplicity, we only show
the positive half-space here due to symmetry. The left side (x < a)
denotes the state inside the domain D while the right side (x > a) is
for another state outside D . The maroon arrow on the top denotes
that the particles change from state inside D to state outside D , with
the average number 〈Ni(t)〉 ∼ t. The blue arrow on the bottom signi-
fies that the particles change from state outside D to state inside D ,
with the average number 〈No(t)〉 ∼ tκ . Therefore, the total number
in domain D decays as tκ−1.
Especially, we consider the observable O(x) to be the pulse
function ΘD(x) with D = [−a,a]. Then the time averaged ob-
servable O(x) becomes the occupation fraction pD in domain
D .
When β = α and A< 1/2 in (44), the diffusion of the par-
ticles cannot be controlled by the potential well. More and
more particles leave the bounded domain D and never come
back, resulting in the decay of the number of the particles inD
as tA−
1
2 . The trajectory of a particle can be described by two
states: leaving the domainD and returning to the domain. We
show a simple sketch map in Fig. 4, where the negative half-
space is omitted due to symmetry. The two states x < a and
x > a have completely different properties. The mean of the
sojourn time in the bounded domainD (on the left side x< a)
is finite, being similar to the case of β > α . But for the so-
journ time outside the domain D (on the right side x> a), its
PDF is heavy-tailed φ(τ)∼ τ−1−κ , 0< κ < 1 for large τ with
infinite mean value due to a large fluctuation. The events that
the particle outside (inside)D crosses the division point x= a
are recurrent. These events are not correlated and the PDF
of the number of renewals No(t)(Ni(t)) before time t can be
solved by renewal theory89. Importantly, the occupation time
TD(t) inside D is proportional to No(t) due to the finite mean
of the sojourn time insideD . Therefore, the distribution of the
random variable η is related to the distribution of No(t):
η =
pD
〈pD〉 =
TD(t)
〈TD (t)〉 =
No(t)
〈No(t)〉 . (54)
Now only the exponent κ in the heavy-tailed law φ(τ) re-
mains to be determined to obtain the PDF of No(t)/〈No(t)〉.
Actually, it only depends on the parameter A. Since the mean
of the sojourn time inside D is finite, the average number of
renewals is 〈Ni(t)〉 ∝ t. Similarly, considering the PDF of
the sojourn time outside the domain is heavy-tailed, we have
〈No(t)〉 ∝ tκ 89–91. Then the net number of the particles inside
D decays as tκ−1, which should be consistent to the result
previously obtained tA−1/2, and thus it leads to
κ = A+ 1/2. (55)
Then the PDF of η is known as the Mittag-Leffler
distribution49,92:
f (η) =
Γ1/κ(1+κ)
κη1+1/κ
Lκ
[
Γ1/κ(1+κ)
η1/κ
]
, (56)
where Lκ [·] is the one-sided Lévy density with order κ . Note
that f (η) in (56) is obtained for large t and it finally becomes
independent on t. Though the total time t in the renewal pro-
cess consists of two parts: the time particles spend inside and
outside D , the first part inside D can be statistically omitted
compared to the second part.
We have used A to characterize the radio between the
strength of the potential wellU(x) and space-dependent diffu-
sivity D(x) in (44), and then A determines the parameter κ in
(55) and the distribution of the time average f (η). It is known
that f (η) → δ (η − 1), returning to the ergodic phase when
κ → 1. On the contrary, when κ takes its minimum value 1/2,
the distribution f (η) becomes the broadest, implying the most
significant non-ergodic behavior. Therefore, for the value of
A turning from 0 to 1/2, κ is from 1/2 to 1, and the system
changes from non-ergodicity to the ergodic phrase.
B. Simulations
We first simulate the solution p(x, t) in Fig. 5 for the case
of β =α = 1. The regularized factor is taken to be A0 = 1 and
other parameters are specified as D0 = 1,U0 = 1/4, and then
A = 1/4 in (44). The theoretical solution in (46) is p(x, t) ≃
Nxt
−1/4|x|−3/4 for |x| ≪ t. The auxiliary solid line in Fig. 5
has the same slope as theoretical result Nx|x|−3/4, which is
also the non-normalized steady solution pst(x) in (42). The
prefactor of the auxiliary solid line is a little different from
Nx due to the regularized factor A0. As the time goes by, the
non-normalized solution pst(x) (solid line) is approached.
In the upper panel of Fig. 6, we demonstrate the result
of the radio 〈O(x)〉/〈O(x)〉 in (52); due to its dependence
on A, we choose parameters α = β = 1, A0 = 1, D0 = 1,
and different U0 (U0 = 1/6, 1/4) corresponding to different
A= 1/6, 1/4 and different theoretical radio 〈O(x)〉/〈O(x)〉=
3/2, 4/3 for long times. The observed domain is D =
[−0.5, 0.5], i.e., a = 0.5. The agreement between theoreti-
cal and simulated results can be seen in the upper panel with
the measurement time up to 105. In the lower panel, we verify
the PDF f (η) of the time averaged occupation time η with
the same parameters as above. So the theoretical PDF is the
Mittag-Leffler distributionwith order κ = 2/3 and 3/4 in (56),
respectively, which is shown as the solid line and consistent to
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FIG. 5. Scaled PDF p(x, t)t1/4 versus x in the positive half-space at
three different times t = 4, t = 20, and t = 100. 106 trajectories are
used. Other parameters are A0 = 1, D0 = 1, andU0 = 1/4. The solid
line is the theoretical result, i.e., the non-normalized steady solution
pst(x) ∝ x−3/4 for large x in (42). The markers are the simulation
results. As time goes on, the PDF of simulation approaches the non-
normalized solution pst(x).
the simulation results in the lower panel. This theoretical lines
can be obtained by numerical inverse Laplace transform, since
the one-sided Lévy density is Lκ(z) = L
−1
s→z[exp(−sκ)].
V. INFINITE ERGODIC THEORY FOR β < α
In the case of β < α and α > 0, the steady solution has
been given in (17) as
pst(x) =
N√
D0
|x|−α/2 exp
(
U0β
D0(α −β ) |x|
−(α−β )
)
, (57)
which can not be non-normalized for any parameters due to
its large-x behavior |x|−α/2. Similar to the case of β = α ,
we need to solve the Fokker-Planck equation (13) to obtain a
time-dependent solution. Since the potential wellU(x) in this
case is too weak to change the shape of the solution p(x, t) in
(7) for a free particle, we employ a different scaling ansatz for
the time-dependent solution, and obtain
lim
t→∞ p(x, t) =
1√
4piD0t
exp
(
− |x|
2−α
(2−α)2D0t
)
· pst(x)
≈Z (t) |x|−α/2,
(58)
for long times, where Z (t) = 1/
√
4piD0t. The details of the
derivation of (58) and N =
√
D0 in (57) are provided in Ap-
pendix C. Similar to (47), Eq. (58) shows the relation between
the non-normalized steady solution and the time-dependent
solution for long times. That the term Z (t) decays as t−1/2
shows the particles tend to accumulate at infinity. For some
0 2 4 6 8 10
t 104
0
0.5
1
1.5
2
2.5
A=1/6
A=1/4
0 1 2 3 4 5
0
0.2
0.4
0.6
0.8
p(
)
A=1/6
A=1/4
FIG. 6. Upper panel: The radio 〈O(x)〉/〈O(x)〉 versus time t for
β = α = 1. The total measurement time is T = 105 and the number
of trajectories is 106. Other parameters are a= 0.5, A0 = 1, D0 = 1,
U0 = 1/6 for red circle, and U0 = 1/4 for blue square. The black
solid lines are the theoretical results in (52). Lower panel: The dis-
tribution of the time averages η in (53) for β = α = 1. The total
measurement time is T = 104 and the number of trajectories is 106.
Other parameters are a = 0.5, A0 = 1, D0 = 1, U0 = 1/6 for red
circle, and U0 = 1/4 for blue square. The black solid lines are the
Mittag-Leffler distribution (56).
observableO(x), the relation between ensemble-time average
and ensemble average of the observable can be obtained
lim
t→∞〈O(x)〉/〈O(x)〉= 2, (59)
and they both decay as t−1/2. This result is consistent to the
case of A= 0 (κ = 1/2) in the previous section β = α , which
means that the minimum value of κ is 1/2 and the non-ergodic
behavior will not be stronger than the case of κ = 1/2. This
specific value 1/2 is associated with the Gaussian white noise
ξ (t). More precisely, the diffusion behavior of a free Brown-
ian particle is characterized by the scaling x ∼ t1/2, implying
that the number of the particles in a bounded domain decays
as t−1/2. Even in a heterogeneous media, where the parti-
cle undergoes subdiffusion or superdiffusion, the asymptotic
behavior of its PDF for large t is also t−1/2 in (7) and (10).
Similarly, we define the random variable η to characterize the
distribution of the time averaged observable, and obtain that
its PDF f (η) also obeys Mittag-Leffler distribution with the
order κ = 1/2.
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FIG. 7. Scaled PDF p(x, t)t1/2 versus x in the positive half-space at
three different times t = 4, t = 20, and t = 100. 106 trajectories are
used. Other parameters are A0 = 1, D0 = 1, and U0 = 2. The solid
line is the theoretical result, i.e., the non-normalized steady solution
pst(x) ∝ x−3/4 for large x in (57). The markers are the simulation
results. As the time goes on, the PDF of simulation approaches the
non-normalized solution pst(x).
A. Simulations
We first simulate the solution p(x, t) in Fig. 7 for the case of
α = 1.5 and β = 0.5 with other parameters specified asD0= 1
and U0 = 2. The theoretical solution is the non-normalized
steady solution in (57) pst(x) ∝ x−3/4 for large x, shown as the
solid line in Fig. 7. As the time goes by, the non-normalized
solution pst(x) (solid line) is approached.
In the upper and middle panels of Fig. 8, we demonstrate
the results of the radio 〈O(x)〉/〈O(x)〉 in (52) with two sets of
different parameters: α = 1.5, β = 0.3; and α = 1, β = 0.3.
Other parameters are D0 =U0 = 1. The observed domain is
D = [−0.5,0.5]. The agreement between theoretical and sim-
ulated results can be seen for total measurement time up to 104
in the upper panel and 105 in the middle panel. It implies that
for stronger diffusivity D(x) (larger α), the system displays a
more enhanced diffusion behavior and reaches the state (52)
using less time. In the lower panel, we verify the PDF f (η)
of the time averaged occupation time η with the same param-
eters as above and a set of new parameter with negative β :
α = 1,β = −5. For the three sets of different parameters, all
the theoretical PDFs are the Mittag-Leffler distribution with
order κ = 1/2 in (56), which is shown as the solid line, being
consistent to the simulation results in the lower panel.
VI. SUMMARY AND CONCLUSIONS
As a conclusion, we condense the main results for three dif-
ferent cases into a diagram presented in Fig. 9. The horizontal
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FIG. 8. Upper panel: The radio 〈O(x)〉/〈O(x)〉 versus time t for
α = 1.5 and β = 0.3. The total measurement time is T = 104 and the
number of trajectories is 106. Other parameters are a = 0.5, A0 = 1,
D0 = 1, and U0 = 1. The black solid lines are the theoretical results
in (52). Middle panel: The radio 〈O(x)〉/〈O(x)〉 versus time t for
α = 1 and β = 0.3. The total measurement time is T = 105 and the
number of trajectories is 106. Other parameters are a = 0.5, A0 = 1,
D0 = 1, andU0 = 1. The black solid lines are the theoretical results in
(52). Comparing the upper and middle panels, a larger measurement
time is needed for this system to reach the theoretical result (52)
with a smaller α . Lower panel: The distribution of the time averages
η in (53) for three sets of different parameters: α = 1.5,β = 0.3;
α = 1,β = 0.3; and α = 1,β = −5. The total measurement time
is T = 104 and the number of trajectories is 106. Other parameters
are a = 0.5, A0 = 1, D0 = 1, and U0 = 1. The black solid lines are
the Mittag-Leffler distribution with κ = 1/2 in (56). The simulation
results agree well with the theoretical results, even for β < 0.
and vertical axes are the parameters D0 and U0 in diffusivity
D(x) and potential well U(x), respectively. It has been fully
discussed that the competition role played by D0 and U0 for
α = β decides whether the system is ergodic or not in terms of
the observable—occupation time in Sec. IV. It can be noted
that the dividing line shown in Fig. 9 is
U0
D0
=
2−α
2α
(60)
from the condition A< 1/2 in (44). In the case of α = β , the
system is ergodic whenU0/D0 is larger than the critical value
(2−α)/(2α) and non-ergodic otherwise. The distribution of
the time averaged observable is a δ -function in ergodic phase,
i.e., κ = 1 in the Mittag-Leffler distribution. In non-ergodic
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FIG. 9. Ergodic properties: U0 versus D0 in the case of β = α . The
slope of the dividing line is (2−α)/(2α). In the upper domain of
this line, the system is ergodic with κ = 1 in the distribution of the
time averaged occupation time. But in the lower part of this line, this
system is non-ergodic with κ = A+1/2. Other two cases (β >α and
β < α) belong to ergodic phase and non-ergodic phase with κ = 1
and κ = 1/2, respectively, for any positiveU0 and D0.
phase, the time average is a random variable and its distribu-
tion is the Mittag-Leffler distribution with order κ depending
on U0, D0, and α , i.e., κ = A+ 1/2 with A defined in (44).
Compared to β = α , the results are relatively simple for an-
other two cases β > α and β < α in Sec. III and Sec. V,
respectively. For any positive U0 and D0, the former is er-
godic with κ = 1 and the latter is non-ergodic with κ = 1/2
as shown in Fig. 9.
For the case of β = α , there is an interesting phenomenon
with the dividing line in Fig. 9. Since α > 0 has been assumed
in this case, we consider two extreme values 0 and 2 for α . If
β = α → 2, the dividing line with slope (2−α)/(2α) ap-
proaches the horizontal line (D0-axis), implying the ergodic
phase for any value ofU0 6= 0. In contrast, for β = α → 0, the
dividing line approaches the vertical line (U0-axis), implying
the non-ergodic phase for any value of D0 6= 0. One exam-
ple of the latter is a free Brownian particle exhibiting normal
diffusion.
We take the potential wellU(x) and space-dependent diffu-
sivity D(x) to be the power-law form, due to its simple way
to analyze the large-x behavior. For general U(x) and D(x),
e.g., the asymmetric ones and the bistable potential, the meth-
ods used and the results obtained in this paper are still valid.
We find that a steady state can be reached when the poten-
tial well is stronger than diffusivity, i.e., β > α . Therefore,
a harmonic potential (β = 2) is strong enough to control the
enhanced diffusion for any α ≤ 2. In this case, the system is
ergodic in terms of the observable occupation fraction. But
for a more energetic particle, such as Lévy flight with diver-
gent MSD, a deeper potential well is needed93. If the poten-
tial well is not deep enough, the steady solution can not be
normalized; for some discussions on the observables of in-
terest, the time-dependent solution should be considered. In
addition, infinite-ergodic theorem helps us to find the relation
between time averages and ensemble averages, as well as the
distribution of time averages.
For the case of β = α , the Langevin equation with multi-
plicative noise is turned into a new Langevin equation with
additive noise (i.e., the Brownian particle in a logarithmic po-
tential) through the variable substitution. This way looks sim-
ilar to the treatment of a Langevin equation with multiplica-
tive noiseD(x) in non-Stratonovich sense (e.g., Itô or Hänggi-
Klimontovich sense) in a recent paper48. Compared to it, we
regularize D(x) at the origin and investigate the effects of the
large-x behavior of D(x) and U(x) on the ergodic dynamics.
For different cases: β = α and β < α , we use different kinds
of scaling ansatz to obtain the scaling properties of the time-
dependent solution p(x, t) and even an analytic solution.
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Appendix A: Relation between the space-dependent diffusivity
and the distribution of waiting time
We first consider the coupled Langevin equation
dx(s)
ds
= ξ (s),
dt(s)
ds
= η(s), (A1)
where ξ (t) and η(t) are independent; it can describe a spe-
cific CTRW model65, and the subordinator t(s) decides the
distribution of the waiting times of CTRW model, of which
the characteristic function is assumed to be
〈e−λ t(s)〉= e−sΦ(λ ). (A2)
By combining the two sub-equations in (A1)94, the subor-
dinated process y(t) := x(s(t)) can be rewritten as a new
Langevin equation (A4). In fact,
y(t) =
∫ s(t)
0
ξ (τ)dτ
=
∫ ∞
0
δ (s− s(t))
∫ s
0
ξ (τ)dτds
=
∫ ∞
0
− ∂
∂ s
Θ(t− t(s))
∫ s
0
ξ (τ)dτds
=
∫ ∞
0
Θ(t− t(s))ξ (s)ds,
(A3)
where we technically add the δ -function in the second line,
use a relation: Θ(s− s(t)) = 1−Θ(t− t(s)) between inverse
subordinator s(t) and subordinator t(s)95 in the third line, and
make integration by parts in the last line. Therefore, y(t) sat-
isfies
dy(t)
dt
= ξ¯ (t), ξ¯ (t) =
∫ ∞
0
ξ (s)δ (t− t(s))ds, (A4)
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where ξ¯ (t) can be regarded as a new noise of the subordinated
process y(t); and letting ξ (t) be white noise leads to the cor-
relation function of ξ¯ (t) as
〈ξ¯ (t1)ξ¯ (t2)〉=
∫ ∞
0
〈δ (t1− t(s))δ (t2− t(s))〉ds, (A5)
the concrete form of which can be obtained from its Laplace
transform (t1 → λ1, t2 → λ2) by using the characteristic func-
tion of t(s) in (A2), i.e.,
〈ξ¯ (λ1)ξ¯ (λ2)〉=
∫ ∞
0
e−sΦ(λ1+λ2)ds=
1
Φ(λ1+λ2)
. (A6)
Taking the inverse Laplace transform in the above equation,
when Φ(λ ) = λ/(2D(x)), we obtain the same form of the cor-
relation function of multiplicative white noise
〈ξ¯ (t1)ξ¯ (t2)〉= L −1[Φ(λ )−1]δ (t1− t2)
= 2D(x)δ (t1− t2).
(A7)
This specific Φ(λ ) in (A2) signifies that the waiting time in
the associated CTRW model obeys exponential distribution
with rate 2D(x), i.e.,
φ(τ) = 2D(x)e−2D(x)τ . (A8)
The space-dependent rate 2D(x) denotes the number of re-
newals per unit time, which means that for large D(x) the
mean of waiting time is small and thus the diffusion is en-
hanced and vice versa. Note that no external fields are consid-
ered here for simplicity, since we aim to derive the new noise
ξ¯ (t) in (A7) with the space-dependent correlation. Actually,
the Langevin equation (12) is equivalent to the first equation
in (A4) with an external field f (y).
Appendix B: Scaling ansatz for β = α
We employ the scaling ansatz with the scaling function g(z)
for p(y, t) of (43) as:
p(y, t) = t−γg(z), z= y/tγ . (B1)
The Fokker-Planck equation corresponding to the Langevin
equation of y(t) (43) is
∂ p(y, t)
∂ t
=
∂
∂y
A
y
p(y, t)+
1
2
∂ 2
∂y2
p(y, t). (B2)
Substituting (B1) into the Fokker-Planck equation (B2), we
get the equation of the scaling function g(z) after replacing
the variable y with z:
t−1−γ(−γg(z)− γzg′(z))
= t−3γ
[
1
2
g′′(z)+
A
z
g′(z)− A
z2
g(z)
]
.
(B3)
Comparing the terms with t, we find the scaling solution can
be obtained by eliminating the terms with t when γ = 1/2.
Then for small z the left-hand side of Eq. (B3) tends to zero
compared to the right-hand side, and it becomes
1
2
g′′(z)+
A
z
g′(z)− A
z2
g(z) = 0, (B4)
and the solution of (B4) is
g(z) ∝ |z|−2A and g(z) ∝ |z|. (B5)
The latter one is rejected since a PDF must decay at the infin-
ity. To obtain the concrete coefficient in front of |z|−2A, the
complete form of g(z) including the scaling for large z should
be derived firstly. For this, we assume g(z) = Ng|z|−2Ah(z),
and obtain
h′′(z)+ (z− 2A/z)h′(z)+ (1− 2A)h(z) = 0,
the solution of which is exp(−z2/2). Then the complete form
of g(z) is
g(z) = Ng|z|−2A exp(−z2/2) (B6)
with the normalized parameter Ng being
Ng = 2
A−1/2[Γ(1/2−A)]−1.
Substituting (B6) into (B1) yields
p(y, t) = Ngt
A− 12 |y|−2A exp(−y2/(2t))
≃ NgtA−
1
2 |y|−2A,
(B7)
when |y| ≪ t1/2.
Appendix C: Scaling ansatz for β < α
Considering the exact solution in (7) for a free particle in a
heterogeneous media, we use the scaling ansatz as
p(x, t) =
1√
4piD0t
exp
(
− |x|
2−α
(2−α)2D0t
)
· p0(x)
=: q(x, t) · p0(x)
(C1)
to keep the same shape of the solution in (7) for long times.
Note that we remain the terms depending on time t but hide the
term |x|−α/2 from (7) by putting it into the auxiliary function
p0(x). Substituting the p(x, t) (C1) into the Fokker-Planck
equation (13), we obtain
p0(x)
∂q
∂ t
=−q ∂
∂x
[ f (x)p0(x)]− f (x)p0(x) · ∂q
∂x
+
∂
∂x
[
D(x)p0(x)
∂q
∂x
]
+ q
∂
∂x
[√
D(x)
∂
∂x
√
D(x)p0(x)
]
+
√
D(x)
∂
∂x
[√
D(x)p0(x)
]
· ∂q
∂x
.
(C2)
13
For large t, the terms containing ∂q/∂ t and ∂q/∂x can be
omitted, compared with q. The leading terms remained form
the equation
− q ∂
∂x
[ f (x)p0(x)]+ q
∂
∂x
[√
D(x)
∂
∂x
√
D(x)p0(x)
]
= 0,
(C3)
the solution of which is exactly the steady solution in (57),
i.e.,
p0(x) = p
st(x). (C4)
So we finally get the time-dependent solution
lim
t→∞ p(x, t) =
1√
4piD0t
exp
(
− |x|
2−α
(2−α)2D0t
)
· pst(x). (C5)
Since for large x, Eq. (57) shows that
pst(x)≃ N√
D0
|x|−α/2, (C6)
the coefficient N can be determined through the normalization
of limt→∞ p(x, t) in (C5), and
N =
√
D0. (C7)
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