Abstract As an observational case study, we consider the origin of a prominent poleward surge of leading polarity, visible in the magnetic butterfly diagram during Solar Cycle 24. A new technique is developed for assimilating individual regions of strong magnetic flux into a surface flux transport model. By isolating the contribution of each of these regions, the model shows the surge to originate primarily in a single high-latitude activity group consisting of a bipolar active region present in Carrington Rotations
Introduction
The gradual transport of magnetic flux from decaying active regions on the Sun's surface toward the polar regions is essential for explaining the observed pattern of surface magnetic field (Babcock, 1961; Leighton, 1964; Wang, Nash, and Sheeley, 1989b; Mackay and Yeates, 2012; Petrie, Petrovay, and Schatten, 2014; . However, the net magnetic flux transported to the poles plays an even more significant role in the popular Babcock-Leighton solar cycle model (Babcock, 1961; Leighton, 1969) . In this picture, the average latitudinal offset between positive and negative active region polarities (known as Joy's law: Hale et al., 1919) leads to an imbalance between the overall poleward transport of positive and negative polarities in each hemisphere. This forms a net poloidal magnetic field, and differential rotation of this field in the underlying convection zone is believed to produce the azimuthal magnetic field driving the subsequent solar cycle of sunspot emergence. This viewpoint is supported by observed correlations between the polar field at solar minimum and the strength of the subsequent solar cycle (e.g. Muñoz-Jaramillo et al., 2013) . Unfortunately, our ability to predict future solar cycles remains limited by our ability to predict differences in the poloidal field production from one cycle to the next. This motivates continuing study of surface-flux transport on the Sun.
It has been recognised since the work of Howard and Labonte (1981) that the transport of magnetic flux from decaying active regions to the poles takes place not smoothly, but through episodic "surges". This is seen by inspecting the midlatitudes in Figure 1a , which shows the so-called butterfly diagram of longitudeaveraged radial magnetic field on the photosphere, for Solar Cycle 24. The data used here are radial-component [B r ] synoptic maps from the Global Oscillation Network Group (GONG, http://gong.nso.edu/data/magmap/). In particular, we focus in this article on a particular poleward surge of negative polarity in the northern hemisphere, labelled A in Figure 1a . This surge had the leading polarity for this hemisphere, meaning the polarity of (the majority of) equatorward spots in bipolar groups.
In Section 2, we describe the data-driven surface-flux transport model used to analyse the origin of surge A. The longitude-averaged B r for the simulation is shown in Figure 1b . In fact, polar surges were important in the historical development of the surface-flux transport model (Sheeley, 2005) , because they represent strong evidence for the presence of a poleward meridional flow. This was suggested by Howard and Labonte (1981) , and demonstrated conclusively by Wang, Nash, and Sheeley (1989a) , who used surface-flux transport simulations to model Solar Cycle 21. Their model reproduced surges only when they included a poleward meridional flow in addition to supergranular diffusion.
The timing of the poleward surges is dependent both on the flux-transport parameters and, of course, on fluctuations in the underlying pattern of flux emergence. For example, using both Kitt Peak and Mount Wilson Observatory magnetograms from 1974 to 2012, Petrie (2012) showed that the yearly averaged magnetic-field strength around 50
• latitude closely tracks a measure of total active region flux, provided that the latter is weighted by the latitudedifference between centroids of positive and negative flux. Zolotova and Ponyavin (2012) developed an earlier idea of Gnevyshev (1938) that the 11-year solar cycle consists of two or more superimposed activity impulses, different in each hemisphere. They suggested that these impulses produce poleward surges of trailing polarity in each hemisphere, while allowing waves of leading polarity (such as our surge A) to occur in the gaps between impulses. The impulses themselves may correspond to the complexes of activity studied by Gaizauskas et al. (1983) and Gaizauskas (2008) , which comprise multiple emerging active regions at the same location over three to six solar rotations. Observations suggest that these impulses are also evident in coronal extreme-ultraviolet and soft X-ray emission (Benevolenskaya, 2003) . In Section 3, we show that the leading-polarity surge A originated primarily from a single active region during Carrington Rotation 2107. It is better interpreted as falling between two successive impulses, rather than itself being associated with a long-lived complex of activity.
A common property of poleward surges is that they tend to occur in pairs of opposite polarity. This is clearly seen in Figure 8 of Ulrich and Tran (2013) , who plot dB r /dt from Mount Wilson Observatory measurements and see a pattern that they call "ripples". The successive arrival of alternating polarity surges causes significant short-term oscillations in the polar field. When the contribution of an individual active region is isolated (as we will illustrate in Section 4), it tends to contribute to a poleward surge of each polarity, typically offset in time. Later in the cycle, these contributions largely cancel one another (Wang, Nash, and Sheeley, 1989a) . As we will discuss further in Section 4, the long-term impact on the polar field then depends on the imbalance between these contributions, which is ultimately equivalent to the imbalance of net magnetic flux from the region in each hemisphere, which in turn results from cross-hemispheric flux transport and magnetic cancellation (Giovanelli, 1985; Durrant, Turner, and Wilson, 2004; Cameron et al., 2013) .
Data-driven Flux Transport Model
We model the global photospheric radial magnetic field, [B r (θ, φ, t)], during Solar Cycle 24 using a surface-flux transport model (Sheeley, 2005; Mackay and Yeates, 2012; . In particular, we write
in spherical polar coordinates (r, θ, φ), and evolve the vector potential [(A θ , A φ )] numerically on r = R ⊙ with a finite-difference method through the equations
The equations are solved in the Carrington frame, in which we take the angular velocity of differential rotation to be
The meridional circulation uses the Schüssler and Baumann (2006) form
where λ = π/2 − θ is latitude. In this article, we choose u 0 constant in time to give a peak flow speed of 11 m s −1 . We also choose a constant supergranular diffusivity of η = 500 km 2 s −1 . These values were chosen to optimize agreement between the simulated and observed butterfly diagrams (cf. Yeates, 2014) . For simplicity, we do not include any additional flux-decay term. The terms S θ (θ, φ, t) and S φ (θ, φ, t) in Equations (2) and (3) represent the emergence of new magnetic flux from beneath the photosphere. These terms are treated in a novel way, as described in Section 2.1 below.
For this article, we simulate the period between Carrington Rotations 2074 and 2154 (namely 30th August 2008 and 17th September 2014). The observational input data used to generate both the initial B r map and the source terms S θ (θ, φ, t), S φ (θ, φ, t) are radial-component synoptic maps from GONG. These were chosen because they provide continuous coverage with consistent calibration over our period of interest, at a suitable resolution (360 pixels in φ and 180 pixels in sin λ). For simplicity, we use a single synoptic map per Carrington rotation, with the most recent update at the end of the rotation. This time-resolution of input data is sufficient for present purposes. As already mentioned above, Figure 1 shows the resulting "butterfly diagram" of longitude-averaged B r on the photosphere, for both the observed magnetograms and the simulation.
Assimilation Technique
Our treatment of the emerging flux terms S θ (θ, φ, t) and S φ (θ, φ, t) in Equations (2) and (3) differs from previous models. Typically, new flux is added either in the form of discrete bipolar magnetic regions (e.g. Sheeley, DeVore, and Boris, 1985; Schrijver, De Rosa, and Title, 2002; Baumann, Schmitt, and Schüssler, 2006; Yeates, Mackay, and van Ballegooijen, 2007; Jiang et al., 2010a) or by assimilating observed magnetograms on the near-side of the Sun (Worden and Harvey, 2000; Schrijver, De Rosa, and Title, 2003; Durrant, Turner, and Wilson, 2004; Arge et al., 2010; Upton and Hathaway, 2014) . The latter leads to more realistic reproduction of the observed photospheric field, but makes it difficult to isolate the contribution of individual emerging regions, as is our goal in this article. On the other hand, previous models using bipolar magnetic regions have assumed an idealized form for the newly emerging regions that is limited in accuracy for complex active regions. As a result, we employ here a new technique for assimilating individual strong-flux regions into the simulation. The aim is to separate individual new regions, while maintaining their detailed structure from the observed magnetogram.
The assimilation algorithm is described in detail in Appendix A. To illustrate, Figure 2 shows the strong-flux regions identified by our numerical code for CR 2132. As can be seen, the algorithm identifies both isolated bipolar magnetic regions and multipolar complexes of activity. The regions are incorporated oneby-one into the simulation on their day of central-meridian crossing. There are two major advantages of this procedure over previous methods for assimilation of purely bipolar regions. Firstly, it is fully automated, giving consistency and objectivity in selection of new flux regions, as well as saving a considerable amount of time. Secondly, the new strong-flux regions replace the pre-existing simulated flux within those regions, rather than being superimposed. This is a major advantage because it allows the model to incorporate subsequent flux emergence observed over multiple solar rotations within existing activity complexes. In the bipole-based emergence model (e.g. Yeates, 2014) , this is very difficult to model realistically. Yet the structure of these activity groups plays a major role in the global distribution of magnetic flux on the Sun.
Grouping of New Regions
For the analysis in this article, we make the additional step of grouping together new regions when they emerge at the same location in space, separated in time by at most two Carrington rotations. This is necessary because the assimilation algorithm often modifies an already emerged region, if it still has strong flux in a subsequent rotation. Each group should therefore be considered together when assessing its contribution to a polar surge or the polar field. Of the 204 strongflux regions identified between CR 2074 and CR 2116, we identify 96 separate groups. The groups range in size from 1 to 15 regions, with a mean size of 2.125 regions, but large groups are rare and the median size is only 1 region.
Origin of Poleward Surge A
To determine which of the emerged-flux groups produced polar surge A, we repeated the flux-transport simulation omitting each of the groups in turn. We then quantify the effect of each group by cross-correlating the butterfly diagram from each run against that from the complete run, in a window from CR 2104 to CR 2117 and λ = 35
• to λ = 70
• . This window is chosen to pick out surge A. For example, Figure 3 shows the butterfly diagram when group 51 is omitted, compared to that from the complete run. The window cross-correlation between the complete run and the observed butterfly diagram (Figure 1a ) is r 0 = 0.864. This residual error must result from processes that are not fully accounted for in our simple flux-transport model. By contrast, the run with group 51 omitted has a lower cross-correlation, r = 0.682, indicating that group 51 has a significant effect on surge A.
In fact, the correlation analysis shows that group 51 is primarily responsible for surge A. To see this, Figure 4 shows the cross-correlation coefficient [r] for all groups (up to and including CR 2116). The colour and size of each symbol denote the average axial dipole moment of each group, to be discussed below. Focusing for now on the r-values, it is seen that omitting the majority of groups has no effect on the correlation in this window. Only groups 22, 40, 47, 51, and 52 cause r to differ from r 0 by more than 0.02, and only group 51 causes a difference of more than 0.05. For reference, the NOAA active-region numbers associated with these five groups are given in Table 1 .
Before considering group 51 in more detail, let us remark on the other five groups affecting our correlation window. Groups 22, 40, and 47 each consist of only a single bipolar region, tilted in accordance with Joy's law. These regions contribute to the cross-correlation primarily by strengthening the positive flux region in the top left of the correlation window, although their leading polarity flux does contribute to the negative surge A. Group 52 is notable in that omitting it actually increases r (i.e. improves the match with the observed butterfly diagram). This group is a large cluster of multiple bipolar regions, persisting over seven rotations (CR 2104 to CR 2111). It is responsible for much of the positive surge in the bottom-right of the correlation window. Compared to the observations, this surge is too strong; thus omitting group 52 actually improves 1 Illustrated in Figure 5 .
the correlation. This suggests that the processes in our flux-transport model may be overestimating the poleward spreading from large complexes such as group 52, perhaps because we neglect the effect of systematic inflows towards active regions (De Rosa and Schrijver, 2006; Basu and Antia, 2010; Jiang et al., 2010b) . The majority of the negative flux in the poleward surge clearly arises from group 51. This group consists of four individual strong-flux regions, determined from the synoptic maps for CR 2104, CR 2105, CR 2107, and CR 2108. These are 0. highlighted in the synoptic maps in Figure 5 , above the simulated field (at the end of the corresponding Carrington rotation). It is seen that group 51 consists of i) a bipolar active region appearing first in CR 2104, and still having strong flux in CR 2105, and ii) a multipolar region appearing first in CR 2107 and still visible in CR 2108. Both of these constituent regions appear to have a large tilt angle, which is understood as the angle between their positive and negative centroids with respect to the East-West line, although they are oppositely tilted. Since the later region is multipolar in nature, a better way to quantify this is the axial dipole moment of the region, defined as
The four strong-flux regions comprising group 51 have b 1,0 of 0.0120 G, 0.0182 G, −0.0546 G, and −0.0205 G respectively. Hence the group average is negative (−0.0112 G), as shown in Figure 4 . We argue that this relatively large and predominantly negative dipole moment of the later region in group 51 (opposite to the majority positive sign from Joy's law) is primarily responsible for surge A in the butterfly diagram. The effect is strengthened by the relatively high latitude at which this region emerges. However, there is also a smaller contribution from the leading polarity of the earlier bipolar region in the group, and to a lesser extent from groups 22, 40, and 47. 
Contribution to the Polar Field
It would be erroneous to suppose that, merely because group 51 causes a particularly prominent opposite-polarity polar surge in the butterfly diagram, it must make a particularly strong contribution to the net polar field. In fact, since group 51 is located at rather high latitude, the flux transport model predicts that its net polar field contribution at the end of Cycle 24 will be weak. The strong poleward surge A seen in the butterfly diagram is merely a transient phenomenon. This is well known from previous studies of surface-flux transport (Wang and Sheeley, 1991; Mackay, Priest, and Lockwood, 2002) , but it is interesting to illustrate this for our specific region 51. To see the relative effect of the different emerging groups on the polar field, we show in Figure 6 the change in the north polar flux
as each group is omitted from the simulation. It is seen that the largest changes of polar flux come from a relatively small number of emerging groups, and many of these are the groups with largest |b 1,0 |. (The others are groups with many constituent regions, but weak average dipole moment.) Additionally, the sign of the difference in Figure 6 is seen to correlate with the sign of b 1,0 for each group. The majority of groups have b 1,0 > 0 (in accordance with Joy's law for Cycle 24), and therefore contribute positively to Φ NP . Group 51 is conspicuous in its negative b 1,0 , and one of few groups to make a net negative contribution to Φ NP . A crucial observation in Figure 6 is that the polar-field contribution from many groups -including group 51 -appears to initially peak, then to decay in time. This is entirely typical: the initial peak is caused by the negative surge reaching the pole first, and then the decay is caused by the positive surge from the same region reaching the pole at a later time.
It is cleanest to illustrate this effect by simulating the evolution of a single region in isolation, without the surrounding field (e.g. Mackay, Priest, and Lockwood, 2002) . We choose the strong-flux region emerging in CR 2107 (i.e. in the third column of Figure 5 ). Figure 7 shows three butterfly diagrams obtained in such single region simulations, when the complex is placed i) at its observed latitude λ = λ 0 ≡ 24
• N, ii) at λ = λ 0 /2, and iii) at λ = 0. For the same three runs, Figure 8 shows both the polar flux [Φ NP (t)] and the axial dipole [b 1,0 (t)] as functions of time. The latter can be compared to Figure 6 of Jiang, Cameron, and Schüssler (2014) and Figure 4 of Wang and Sheeley (1991) .
From Figures 7 and 8 we see the following behaviour:
i) The polar flux does not (in general) decay to zero, but reaches an asymptotic steady state after about six years, which is symmetric between the two hemispheres. (This results from a balance between equatorward diffusive transport and poleward meridional flow; DeVore, Boris, and Sheeley, 1984) .
ii) Placing the emerging region nearer the Equator leads to a larger asymptotic value of the polar field. (The exact latitudinal dependence depends on the chosen meridional-flow profile and supergranular diffusivity).
iii) For the latitudes shown, the axial dipole moment does not show the turnover seen in the polar field for λ 0 and λ 0 /2. This is because it does not have to wait for flux to be transported to the pole to register the presence of the region. For the same reason, it tends to converge more rapidly to its asymptotic value than does the polar flux, although the asymptotic values of the two quantities are proportional.
It is clear that, despite its significant contribution to the transient poleward surge A, group 51 is likely to make a relatively small contribution to the polar field at the end of Cycle 24 owing to its high latitude of emergence. The key point is that a decaying active region will produce a net (asymptotic) polar field only if it leads to a net imbalance in magnetic flux in each hemisphere (Giovanelli, 1985; DeVore, 1986; Wang, Lean, and Sheeley, 2002) . This can only happen if net flux from the region either emerges on both sides of the Equator, or is transported across it. It follows that those active regions located near the Equator -and in particular straddling the Equator -are the most important for producing fluctuations in the polar-field production process (cf. Cameron et al., 2013) .
Conclusions
In summary, the activity group responsible for poleward surge A is a striking example of the statistically fluctuating nature of active-region flux emergence on the Sun. This group has a large axial dipole moment, opposite in sign to Joy's law. It is the primary source of the poleward surge A that is clearly seen in the magnetic butterfly diagram. From the viewpoint of the Babcock-Leighton model for the solar cycle, the importance of an individual emerging region lies in its net contribution to the polar field. Our modelling shows that this particular activity group, whilst causing a significant transient perturbation to the polar field, will not lead to a large long-term contribution. This is because it is located far from the Equator, and it is the cross-equatorial flux transport that controls the asymptotic polar field (as was first recognised by Giovanelli, 1985) . On the other hand, the transient perturbation does last for about six years. This suggests that higher-latitude regions emerging later in the cycle may still be significant contributors to polar field measurements taken at a fixed time late in the cycle. It is also not clear that the best surface indicator of underlying poloidal magnetic field in the convection zone will be the polar field alone (Wang and Sheeley, 1991) . The sub-surface decay of active-region flux at lower latitudes may well be an important factor in repairing the azimuthal field belts Yeates and Muñoz-Jaramillo, 2013) . In this case, the role of high-latitude active regions in the Babcock-Leighton process may be more significant than their polar-field contribution might suggest.
Finally, we have developed a new technique for data-assimilation in the flux transport model. This demonstrates the feasibility of a middle ground between inserting idealised bipolar regions and assimilating full magnetograms. In the future this could be combined with more sophisticated automated techniques for detecting and inserting active regions at higher time cadence (e.g. Higgins et al., 2011) . ephemeral regions (in the smoothed magnetogram), so that only flux at active latitudes is assimilated.
One must be aware that, in order to preserve the field distribution, the net flux in each identified region R i should be close to that existing beforehand in the simulation. For example, a region emerging in an empty area of the solar surface should have zero net flux. Otherwise, the flux correction will noticeably distort the observed field. This practical consideration requires σ to be sufficiently large and B 0 to be sufficiently small.
