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Abstract. Despite the early recognition of the potential of proton imaging to assist
proton therapy (Cormack 1963 J. Appl. Phys. 34 2722), the modality is still removed
from clinical practice, with various approaches in development. For proton-counting
radiography applications such as Computed Tomography (CT), the Water-Equivalent-
Path-Length (WEPL) that each proton has travelled through an imaged object must be
inferred. Typically, scintillator-based technology has been used in various energy/range
telescope designs. Here we propose a radical alternative using radiation-hard CMOS
Active Pixel Sensor (APS) technology. The ability of such a sensor to resolve the
passage of individual therapy protons has not been previously shown. Here, such
capability is demonstrated using a 36 MeV cyclotron beam (University of Birmingham
Cyclotron, Birmingham, UK) and a 200 MeV clinical radiotherapy beam (iThemba
LABS, Cape Town, SA). The feasibility of tracking individual protons through multiple
CMOS layers is also demonstrated for the rst time using a two-layer stack of sensors.
The chief advantages of this solution are the spatial discrimination of events intrinsic
to pixelated sensors, combined with the potential provision of information on both the
range and residual energy of a proton. The challenges in developing a practical system
are discussed.
PACS numbers: 8755-x, 8759bf, 8757nf
Submitted to: Phys. Med. Biol.
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1. Introduction
The potential of proton radiotherapy for improved treatment in comparison to photon
therapy, has been promised since its rst proposal (Wilson 1946). The fraction of
radiotherapy treatments that utilize proton therapy is still very small, but with a recent
surge in planned or in-construction proton therapy facilities this is likely to change
(Goethals and Zimmermann 2013). In any external beam radiotherapy treatment it
is critical to ensure that: (1) the patient is positioned correctly; (2) that the target
volume and organs-at-risk have not changed or deformed substantially; and (3) that the
properties and amount of overlying tissue is known accurately. The cost of failure in any
one of these factors is likely to be particularly high in proton therapy, due to the steep
dose fall-o at the end of the range and tendency to treat with few elds (Paganetti
2012).
A raft of image-guidance techniques is becoming available in conventional x-ray
radiotherapy to control the rst two issues (Evans 2008) and treatment planning using
x-ray Computed Tomography (CT) scans has the capability of dealing accurately with
the last (Yohannes et al 2012). While some of these techniques are applicable to proton
therapy the last factor is particularly problematic. X-ray planning CT scanners infer
material electron density, whereas proton stopping power is needed for proton therapy
planning. The conversion between the quantities introduces uncertainties which can
degrade the accuracy of a treatment plan (Yang et al 2012).
The idea of using radiography with protons instead of x-rays for image-guidance
and planning is not new. In the 1960s, Cormack considered the possibility of performing
CT with protons to reconstruct stopping-power (Cormack 1963). The rst proton
projection radiographs were obtained as early as the 1970s (Steward and Koehler 1973).
A fundamental diculty, however, is the quasi-continuous scattering of protons as they
travel through a material, due to Multiple Coulomb Scattering (MCS) (Hanson 1979).
This seriously limits the image resolution in any energy-integrating device that cannot
resolve individual protons.
There has been considerable recent interest in the possibilities for proton
radiography (Schneider et al 2004, Sadrozinski et al 2013, Civinini et al 2010, Amaldi
et al 2013, Rinaldi et al 2013). The true potential is only likely to be reached via
event-counting technology. A superior image can be generated through knowledge
of: (i) the number of protons hitting a detector and (ii) each proton's incident
position, direction and energy (or range). A variety of technologies have been proposed.
Those for measuring the position/direction of the protons have included Multi Wire
Proportional Chambers (Hanson 1979), Scintillating Fibre Hodoscopes (Schneider et al
2004), Gas Electron Multiplier detectors (Amaldi et al 2013) and Silicon Strip Detectors
(Sadrozinski et al 2013). Previous proposals for the technology determining the energy-
range of a proton have typically focused on the use of a scintillator-based calorimeter
(Sadrozinski et al 2013, Civinini et al 2010) or a range telescope consisting of stack
of scintillating slabs (Schneideret al 2004, Amaldi et al 2013). A limitation of both
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such approaches is the requirement of only one proton passing through an energy-range
detector per read-out cycle.
A very dierent approach is the use of a pixelated sensor. The pixelated read-out
provides the possibility of resolving multiple protons in a single image frame. A stack of
such sensors has the possibility of inferring range by determining the location where the
proton stopped. The information of the signal deposited in each layer has the potential
for further rening the estimate of proton incident energy. Tracking the trajectory of
a proton in the telescope further also opens up the possibility of inferring information
about the incident proton direction and hence reducing the confusion caused by MCS
(Schneider et al 2012). Such a pixelated detector would need to be a large-area sensor
with a sub-mm pixel size, a fast frame rate and a multiple-bit signal depth. This
paper explores the potential of Complementary Metal Oxide Semiconductor (CMOS)
Active Pixel Sensor (APS) technology in this application using the DynAMITe large-
area CMOS sensor (Esposito et al 2011).
The feasibility of using CMOS sensors to detect proton beams has been previously
demonstrated in medical applications. These examples, however, either involved
measurements at proton uxes where the signal in a pixel is typically integrated over
many incident protons (Seco and Depauw 2011), or the detection of relatively rare
(but high signal) induced nuclear reactions (Sanchez-Crespo et al 2004). However, the
capability for resolving the passage of individual protons in a therapy beam due to
their excitation/ionization energy-loss has not been previously shown with an imager
comparable to DynAMITe. Such a demonstration forms the core of this article. The
feasibility of tracking protons through multiple layers of this type of sensor is also
demonstrated. This work was carried out by members of the Proton Radiotherapy
Verication and Dosimetry Applications (PRaVDA) consortium (Wellcome Trust
Translation Award Scheme, Grant 098285). The results will inform the design of futures
CMOS arrays for proton radiography and CT applications.
2. Materials and method
2.1. Proton beam facilities
Two proton sources were used for the experiments: the University of Birmingham (UoB)
MC40 Cyclotron (Birmingham, UK) and the iThemba radiotherapy facility at iThemba
Laboratories (Cape Town, SA).
The UoB cyclotron is a non-therapeutic source with a maximum proton energy of
approximately 40 MeV. In this work 36 MeV protons were used. A wide-area beam
of maximum diameter approaching 50 mm is produced by defocusing of the cyclotron
beam using magnets. The resulting beam has a narrow energy distribution with a Full-
Width-Half-Maximum (FWHM)  0:1 MeV. The beam current (IUoB) is specied in
terms of the average current measured in a transmission ionization chamber at the exit
of the nozzle. This nominal beam current can be varied from a fraction of a pA up
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to tens of nA. The ratio of proton current to the ionization chamber beam current is
approximately 1=160.
The iThemba facility is a clinically-active proton therapy centre with a nominal
maximum proton energy of 200 MeV exiting the cyclotron. The beam at the patient
has a maximum diameter of 100 mm and is produced by a passive scattering mechanism.
The maximum energy treatment beam has a range in water of 240.0  0.4 mm (50% of
maximum dose on distal side of the Bragg peak) and a FWHM of 25.0  1.0 mm. The
wide-area beam is produced by a number of scattering and collimation components. The
lower-range beams at the facility are created, principally, by the insertion of a graphite
degrader of adjustable thickness. The change in nozzle set-up with beam range means
that there is not a xed relationship between nominal current from the cyclotron (IiTh)
and the proton current at the exit of the nozzle. The nominal cyclotron current can
be varied in the range 0.1 to 100 nA. At 1 nA and below, however, the instantaneous
current may vary substantially as the beam monitoring system no longer functions at
such low currents
In this work the beam currents will be specied in terms of nominal currents
IUoB and IiTh, for the UoB and iThemba facilities, respectively and their dierent
interpretations should be borne in mind.
2.2. The DynAMITe CMOS sensor
The detectors used for this study were DynAMITe CMOS APS devices developed by the
MI-3 Plus consortium (RC-UK EP/G037671/1 programme) for biomedical applications
(Esposito et al 2011). This is a wafer-scale radiation-hard sensor of total active area
12.8 cm x 12.8 cm. A picture of a sensor is shown in gure 1a. The sensitive region is a
12 m epitaxial, with a substrate layer of approximately 700 m (Esposito et al 2012)
mounted onto an aluminium backing. For transport and use, each DynAMITe sensor is
housed in an aluminium casing with a removable carbon-bre entrance window.
DynAMITe is essentially two imagers in one: a pixel (P) camera (high dynamic
range; 1260x1280 pixels; 100 m pitch) and a sub-pixel (SP) camera (low noise;
2520x2560 pixels; 50 m pitch) both with a digitization of 14-bit signal depth. Sensor
read-out occurs using a rolling-shutter in which rows are read-out in sequence to build up
a frame. Region-of-interest (ROI) read-out is possible with an increased frame-rate. For
example, although a full-frame read-out can be performed with a maximum frame-rate
of 6.5 Hz (SP-mode), 10 rows may be read out at approximately 1400 Hz.
For part of this work two DynAMITe devices were stacked to provide a two-layer
telescope in a \Double DynAMITe" conguration. The two devices were connected with
a SMB trigger cable and read-out was synchronized using a master clock. Corresponding
rows in the ROIs of two sensors were read-out simultaneously to provide synchronized
image frames. A picture of the Double DynAMITe arrangement at the UoB Cyclotron
is shown in gure 1b. The imaging planes of the upstream and downstream sensors were
physically separated by approximately 50 mm, with 0.7 mm of silicon (substrate) and
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2 mm of aluminium (sensor backing) as intermediate material.
(a) (b)
Figure 1: (a) The DynAMITe sensor and (b) The Double DynAMITe set-up.
2.3. Experiments
The SP-camera mode of DynAMITe was used in this work as the low-noise characteristics
provide the greater potential for resolving individual proton events. In all cases dark
images were obtained immediately before a series of measurements and subtracted from
the subsequent acquisitions to reduce xed-pattern noise. Some preliminary full-frame
images were acquired for testing, but the bulk of the work presented here was for low
beam currents and high-frame rates using ROI read-out. The experiments with the
DynAMITe sensor can be divided in to three main phases: (1) a demonstration of
proton-counting at UoB using a 36 MeV beam; (2) a demonstration of proton-counting
at iThemba with therapy beams and; (3) an investigation of proton tracking at UoB
using Double DynAMITe.
The rst experimental phase used a 10-row ROI with a frame integration time of
t = 0:717 ms. The nominal beam currents used ranged from IUoB = 5x10
 4 to 0.5 nA.
The proton energy was approximately 36 MeV at exit from the UoB Cyclotron nozzle
and a 50 mm diameter beam was used. The second experimental phase, at iThemba,
again used a 10-row ROI read-out (t = 0:717 ms) with a nominal beam current of IiTh =
0.1 to 1 nA and a 100 mm diameter beam. Proton beam ranges were selected from 30
to 240 mm in the second phase. In the UoB and iThemba experiments 100-500 frames
were collected in each acquisition.
The nal experimental phase used the Double DynAMITe conguration and the
UoB beam (IUoB  5x10 4 nA). A 200-row ROI (t = 12 ms) was selected to encompass
the potential extent of lateral scattering of the protons between sensors. A 2.3 mm
diameter pinhole collimator was used to collimate the beam prior to the upstream sensor.
The narrow collimation clustered the majority of protons towards the central rows of
the image in the rst sensor. Due to the nature of the rolling shutter read-out, there was
a nite chance of a particular proton in a frame appearing in the previous or following
frame in the downstream sensor. To reduce the incidences of this, 498 acquired frames
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were re-grouped into sets of three consecutive frames and the events in each set added
to produce 166 frame-averaged images.
2.4. Clustering algorithm
In order to quantitatively analyse the results of the proton counting experiments, it was
necessary to develop an algorithm that would identify clusters of pixels that constituted
an event and tag them as such. An automatic clustering algorithm was developed with
the following stages: (1) Subtraction. Residual pattern noise along the rows was removed
by applying a 10-pixel median lter along this direction and subtracting this from the
original image; (2) Binary segmentation. If the Digital Number (DN) of pixel-value was
 30 it was considered part of an event and segmented as such; (3) Expansion. A 5-pixel
2D maximum lter was applied to the binary image; (4) Denition. Contiguous pixels,
designated as event pixels, were assigned to the same event.
The threshold of 30 DN is equivalent to a collection charge of  1500 e , and,
assuming 3.6 eV per e-h pair, an energy deposition of 5.4 keV in a pixel. This threshold
empirically proved a satisfactory compromise between being large enough to exclude
the temporal noise ( not larger than 6 DN) and small enough to exclude only a small
fraction of genuine events. A lower threshold than 30 DN could be used however more
sophisticated techniques for rejecting false-positives may be necessary. The nal result
of the clustering algorithm was a set of masks covering the identied events.
2.5. Simulations
Monte Carlo simulations were conducted to support the analysis of the proton-counting
experiments. The objective was to determine if the frequency and characteristics
of observed candidate events was consistent with that expected for protons of the
corresponding energies. Simple simulations were conducted using the FLUKA Monte
Carlo program (Ferrari et al 2005) and the FLAIR interface (Vlachoudis 2009). No
detailed beam-modelling of the UoB and iThemba nozzle geometries was conducted.
The UoB beam was modelled as a 50 mm diameter parallel beam with a mono-
energetic proton energy close to the nominal 36 MeV. The precise energy was adjusted
to match the experimental results.
The 240 mm range iThemba beam was modelled by assuming a 100 mm diameter
parallel beam with the proton energy following a Gaussian distribution. A depth-dose
curve in water was simulated and the initial mean beam energy (Eb) and momentum
FWHM (p) were adjusted to produce a range in water of 240 mm and a FWHM of 25
mm. The values obtained were: Eb = 190:5 MeV and p = 3:5 MeV/c. A degraded
beam was created by inserting a thickness of graphite into the simulation. This thickness
was adjusted to match the experiment.
In all cases a simulation consisted of 105 primary protons. The detector was
modelled as a 712 m of silicon, with the energy deposited in the rst 12 m being
scored event by event using the EVENTBIN scoring card. The energy of the protons
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passing through this region was modulated by the insertion of varying thicknesses of
Polymethyl methacrylate (PMMA), to produce a Bragg curve.
The predicted signal (S in DN) in the CMOS was calculated using the simulated
energy deposited (E in eV), the known gain of the DynAMITe sensor (G = 50 e /DN)
(Esposito et al 2011) and the electron-hole pair creation energy of silicon (Ee h = 3:6
eV/pair) (Johnson et al 2003). Thus:
S =
E
Ee hG
: (1)
3. Results
As a preface to the demonstration of the capability of CMOS APS detectors for use
in proton-counting applications, a motivation for such a use will be illustrated with an
experimental image. Figure 2a shows a contrast-detail phantom manufactured from an
8 mm thick sheet of PMMA, with a number of holes of varying size and depth. A
section of the phantom (illustrated with a red circle in gure 2a) was imaged using
the DynAMITe sensor. Figure 2b shows a full-frame image acquired with the 100 mm
diameter iThemba beam (30 mm range beam; IiTh = 50 nA; t = 153:3 ms). Within the
beam, many protons contribute signal to each pixel. Although many of the features of
the phantom can be identied from this proton radiograph, the image is not a completely
faithful representation of the object. For example, protons that have passed through a
hole in the phantom will retain a higher energy and so deposit less energy in the detector.
However, there will also be scatter into this region from protons that have passed through
the phantom material in the surrounding regions. The net signal in a detector plane
depends on the interplay of energy-loss and uence and is therefore dependent on the
initial proton energy, the geometry and the object imaged. The observed blurring and
halo eects are the result. In a proton-counting telescope, however, the eects of scatter
and proton energy-loss on signal can potentially be distinguished, promising an improved
image.
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(a) (b)
Figure 2: (a) A PMMA contrast-detail phantom and (b) a proton radiograph of the
phantom using the DynAMITe sensor and an iThemba beam (30 mm range, IiTh = 50
nA).
With a low-enough beam current and a fast ROI read-out only a few protons
should be present in any image frame. Figure 3a shows a 300x10 pixel section of
an ROI frame (no phantom present) acquired with DynAMITe at the UoB Cyclotron
(IUoB = 0:05 nA; t = 0:717 ms). A few clusters of bright pixels can be observed for the
36 MeV protons. Figure 3b shows the result of running the frame through the clustering
algorithm, yielding 5 event masks.
If such above-identied events are due to individual protons being resolved, the
increase in event number should be initially linear with beam current, until at higher
currents substantial pile-up begins to occur. This can be observed in gure 4a, where a
linear region occurs up to IUoB  0.1 nA. This is equivalent to  100 protonscm 2 in
each frame within the beam-area. The degree of pile-up in general will depend on the
pixel size and to some extent on the clustering algorithm. Figure 4a shows a histogram
of integrated signal per event for an experimental acquisition (IUoB =0.05 nA) and the
prediction of a FLUKA simulation. The form of both histograms resembles a spread-out
Landau energy-loss curve (Leroy and Rancoita 2004) as expected for the energy-loss of
charge particles in thin absorbers. The spread of the experimental signal is, however,
larger than in the simulation. This is not unexpected, as charge collection and noise in
the sensor is not modelled in the simple simulation. The cause of the minor secondary
peak in the experimental histogram at low signal was not identied. However, the mean
event signal (230 DN) was close to that simulated (200 DN) strongly supporting the
idea that the events are indeed individual protons.
The addition of increasing thicknesses of PMMA was observed to decrease the event-
rate in the sensor. Figure 5a illustrates this for IUoB = 0.5 pA. The simulation curve
is the fall-o in uence calculated using FLUKA for 35.55 MeV protons, normalised
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to agree with experiment for 9.5 mm of PMMA degrader. The agreement over the
whole range of data is excellent. Figure 5b shows the experimental and simulated signal
per frame (the product of events per frame and mean event signal). The experimental
signal-depth curve resembles that of a Bragg peak as expected.
(a)
(b)
Figure 3: UoB Cyclotron. (a) ROI image and (b) the corresponding event masks from
the clustering algorithm.
(a) (b)
Figure 4: UoB Cyclotron. (a) Events per frame versus beam current and (b) histograms
of experimental and simulated event signal.
(a) (b)
Figure 5: UoB Cyclotron. (a) Event per frame versus thickness of PMMA degrader and
(b) signal in frame versus thickness of PMMA.
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The iThemba radiotherapy facility has a wide selection of proton energies available,
with proton range extending up to 240 mm. For the undegraded protons in this
maximum range beam, the protons passing through the sensor will possess an energy
lying on the energy plateau far away from the Bragg peak. Figure 6a shows a 300x10
pixel region of a DynAMITe image for an ROI acquisition with this beam at iThemba
(IiTh = 0.1 nA; t=0.717 ms) and gure 6b shows the events detected by the clustering
algorithm. Protons are still detectable, although, inevitably, there will be an increased
probability of missing an event due to it falling below the noise threshold; an analysis
of this is beyond the scope of the current work.
Figure 7a illustrates the fall-o of event-rate at iThemba with thickness of PMMA
degrader for a 30 mm range beam. The general form of the simulated range curve is
followed by the data. The 30 mm range beam was modelled as the 240 mm range beam
degraded by 139 mm of graphite. There are marked and erratic departures from the
simulated curve. However, this is likely to be due to the temporal beam instability at
iThemba for the low nominal current used (IiTh = 1 nA). A sigmoid t to the observed
events per bin is also shown:  (x) = 78:6(1+ exp[ 0:58(x  23:7)]) 1. Figure 7b shows
the corresponding Bragg curve with good overall agreement to the simple Monte Carlo
model. The experimental DN per frame plotted was corrected for uence uctuations:
it was calculated as the product of the sigmoid t and the experimental mean DN per
event. Note that gure 7a and gure 7b are much broader than the equivalent curves
for the UoB Cyclotron (gure 5a and gure 5b) due to the initial energy spread of the
cyclotron beam at iThemba and the subsequent straggling in degrading the beam to a
30 mm range.
(a)
(b)
Figure 6: iThemba. (a) ROI image and (b) the corresponding event masks from the
clustering algorithm.
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(a) (b)
Figure 7: iThemba. (a) Event per frame versus thickness of PMMA degrader and (b)
signal in frame versus thickness of PMMA.
A range telescope requires a stack of sensors and the ability to track individual
protons through the system. The purpose of the Double DynAMITe experiment at
the UoB was to demonstrate the feasibility of this. Figure 8a (upstream sensor) and 8b
(downstream sensor) show a 400x200 pixel region centred on the pinhole collimator, with
the event masks detected from all 166 re-grouped frames superimposed in each image.
The events are clustered relatively close to the centre of the image in the upstream
sensor due to the use of a pinhole collimator. In the downstream sensor, however, the
distribution of events is much broader due to the scattering between imaging planes.
Based on the beam-current and area and the size of the collimator hole, the expected
number of events was between 2 and 3 protons per re-grouped frame. The observed
numbers were consistent with this, with the counts in the second sensor being 78%
of that in the rst (2.1 versus 2.8 per frame). The event loss between upstream and
downstream sensors is likely to be primarily due to lateral scattering out of the ROI.
Figure 9a and 9b show an example corresponding upstream and downstream frame,
respectively. Two event masks were identied by the clustering algorithm in each. This
is suggestive of the ability to tracks individual protons through a stack of CMOS sensors.
However, a single incidence of a correspondence in event number in two planes does
not demonstrate tracking. A signicant correlation in event number over a sequence
of frames is necessary to rule out chance coincidence. Figure 10a shows the events per
frame for the upstream and downstream sensors for the 166 re-grouped frames. Visually
a correlation is apparent between sensors. This was conrmed by a high correlation
coecient: r = 0:854. A correlation less than unity is in line with expectations due
to the stochastic nature of event loss between sensors. To rule out the possibility of a
high correlation due to beam current uctuations, a 2 analysis was performed to test
whether there was evidence of a departure from a simple Poisson distribution. If the
mean current in the beam uctuated substantially in the course of the acquisition, the
variance in event number would be signicantly greater than the average event number
(2 > N) i.e. non-Poissonian. No evidence for a departure from simple Poisson was
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detected at the 5% level. The frequency distribution for the upstream and downstream
plots, and the corresponding Poisson models, are shown in 10b and 10c, respectively.
This suggests that when the number of events in the upstream detector is high, the
number of events in the downstream detector also tends to be high because the same
protons are being observed.
(a) (b)
Figure 8: UoB Cyclotron. Cumulated events in all 166 frames in (a) the upstream and
(b) the downstream sensor.
(a) (b)
Figure 9: Image frames for the (a) upstream and (b) downstream sensors.
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(a)
(b) (c)
Figure 10: (a) Events per frame versus frame number for both sensors, and (b) and
(c) the event number frequency distribution versus Poisson models, for upstream and
downstream sensors, respectively.
4. Discussion
The ability of the DynAMITe sensor to resolve individual proton events has been
unambiguously demonstrated. From the combined evidence presented in gure 4 and
gure 5 it is clear that the properties and frequencies of events match closely with
the expectations from simulations. Figure 6 and gure 7 demonstrate that this event-
counting is also possible with real treatment beams over a wide range of proton energies.
Figure 8 to gure 10 further demonstrate the principle of proton tracking and a range
telescope. Note that the further any two protons are spatially separated in a sequence
of layers the greater condence than can be obtained in associating particular events
in the layers to the particular protons. This requires further study in the context of a
pixelated multi-layer telescope.
There are many challenges that need addressing in order to make a practical CMOS
APS telescope. A large-area ( 10x10 cm2) sensor would need to be built with a fast
full-frame read-out at a rate comparable to the ROI read-out rate obtained in this work.
The ROI frame-rate using the DynAMITe sensor was between 83 Hz (200 rows) and
1400 Hz (10 rows). In order to provide a reasonable imaging time with full eld-of-
view imaging, a design specication of 1000 Hz has been set for full-frame readout for
future sensors designed for proton-radiography within the PRaVDA Consortium. While
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satisfying this requirement, several bits of signal read-out are also necessary to obtain
useful information on the energy of the proton. Pixel-size is also a consideration. The
larger the choice of pixel size (for a xed size sensor), the fewer the number of pixels,
and hence the easier it is to provide a given read-rate for a xed bit-depth. Yet, at
high-enough beam current, event pile-up will become a problem (see gure 4a). For
a larger pixel size, event pile-up will occur at a lower proton current. There is also
sizeable stochastic variation in signal from event to event (see gure 4b). It is currently
unclear to what degree this will obscure proton energy discrimination using the pixel
signal. This stochastic variation might be reduced, however, for example, by increasing
the epitaxial layer thickness (and hence the sensitive volume). The eects of detector
design on sensor radiation hardness are currently under investigation.
Additional considerations are necessary for the construction of a telescope itself
which include: the number of layers, material thickness between layers and physical layer
separation. The rst and second factors determine the range of proton energies that
can be stopped in the telescope. The second and third the degree of lateral scattering
between layers (and hence diculty of track reconstruction). The rejection of secondary
background events such as gamma emissions, energetic electrons and alpha particles is
also worth further attention. In a single detector plane, rejection could potentially be
based on event size (pixels) or event magnitude (signal). The very dierent (or lack of)
track structure through multiple planes may be a further basis for event association and
rejection.
These are amongst the challenges the PRaVDA Consortium are considering in
designing future CMOS APS devices for proton radiography applications.
5. Conclusion
The capability of CMOS APS technology for proton-counting and tracking applications
for therapy systems has been demonstrated. The ability to resolve the passage
of individual therapy protons in a large-area CMOS APS detector, due to their
ionisation/excitation events, has been clearly established. The proof-of-principle of the
tracking of protons through multiple layers of such sensors has also been shown for the
rst time.
With the advances in mainstream CMOS device design and fabrication, namely,
large-area, high-speed and radiation-hardness, it is realistic to consider CMOS APS
technology for the realisation of the necessary instrumentation to monitor and augment
proton therapy systems. The potential utility of such devices is in treatment setup
and concurrent validation, as well as providing either proton imaging as a stand-alone
modality or in fusion with more conventional x-ray CT images. The fundamental
advantages of proton therapy, namely very high doses in small volumes, demand the
use of such instrumentation.
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