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– Summary in Dutch –
Vooraleer GPS navigatiesystemen en online routeringsapplicaties gemeengoed wer-
den, waren papieren kaarten het enige hulpmiddel om de beste route tussen twee
locaties te vinden. Dit kon een heel tijdrovende bezigheid zijn. Om digitaal in een
heel korte tijd de beste route te bepalen, dienden een aantal snelle kortste pad algo-
ritmen voor transportnetwerken ontwikkeld te worden. Deze algoritmen gaan op
zoek naar de kortste, de snelste of de meest betrouwbare route, of naar een route
die tegelijkertijd kort, snel en betrouwbaar is. Dit betekent dat er meerdere kos-
tentypes zouden gemodelleerd moeten worden in het netwerk. Doordat sommige
transportmodi hun maximale capaciteit quasi bereikt hebben, wordt multimodaal
transport gezien als een waardevol alternatief om de bestemming te bereiken. Dit
wordt gedefinieerd als die vorm van transport waarbij meer dan e´e´n vervoersmid-
del gebruikt wordt tijdens eenzelfde trip.
Deze dissertatie stelt vernieuwend onderzoek voor over het zoeken naar kort-
ste paden in multimodale netwerken (voor zowel personen- als vrachtvervoer). Er
wordt hierbij op verschillende fronten gewerkt. Eerst wordt een flexibel multi-
modaal netwerkmodel ontwikkeld. Vervolgens kijken we naar de routeringsalgo-
ritmen. Er wordt onderzocht hoe een aantal van deze algoritmen versneld kunnen
worden. Daarnaast bestuderen we alternatieve kostenstructuren en worden er al-
goritmen ontwikkeld die hiermee overweg kunnen.
In het multimodale netwerkmodel van hoofdstuk 2, worden de netwerken van
iedere transportmodus voorgesteld door een aparte laag. Deze lagen zijn dan on-
derling verbonden door overslagtakken. Het voordeel van deze aanpak is de een-
voud waarmee een transportmodus toegevoegd of verwijderd kan worden. Wij
hebben ervoor geopteerd om in de graaf (d.i. het netwerk) enkel de locatieafhanke-
lijke informatie te verwerken en alle informatie over de kosten te modelleren als
kostobjecten die aan de takken toegevoegd worden, wat betekent dat het tijdsaf-
hankelijke netwerk model gebruikt wordt om tijdsafhankelijke informatie te mo-
deleren. Er worden meerdere kostenmodellen voorgesteld. Enkelvoudige kosten
zijn statische kosten met betrekking tot een enkel objectief, zoals bijvoorbeeld
de afstand. Sommige transportkosten zijn tijdsafhankelijk, zoals bijvoorbeeld de
varie¨rende reistijd op de snelweg. In dit onderzoek worden tijdsafhankelijke kosten
voorgesteld door (stuksgewijze lineaire) functies, die voorgesteld kunnen wor-
den door een eindig aantal waarden. Daarnaast hebben bepaalde objectieven in
transportnetwerken een inherente hoeveelheid onzekerheid. Bijvoorbeeld, reis-
xx SAMENVATTING
tijden kunnen varie¨ren door toevallige externe factoren (zoals het rijgedrag van
automobilisten en de weersomstandigheden). Deze stochastische kosten worden
voorgesteld door distributies, die in dit onderzoek vereenvoudigd worden tot een
aantal percentielwaarden. In sommige gevallen wil men niet optimaliseren naar
een enkel objectief, maar moeten meerdere objectieven tegelijkertijd geoptima-
liseerd worden. De kostobjecten bestaan dan uit meerdere enkelvoudige kosten.
Naast een multimodaal netwerkmodel waarin meerdere kostentypes gemodel-
leerd kunnen worden, ligt de nadruk van dit doctoraatsonderzoek op het ontwerp
van kortste pad algoritmes die ofwel performant zijn (d.i. ze hebben een korte
uitvoeringstijd), ofwel aangepast zijn aan specifieke kosten. In eerste instantie ligt
de nadruk op de performantie van de kortste pad algoritmen, waarbij er veronder-
steld wordt dat alle kosten enkelvoudig zijn. Twee nieuwe bestemmingsgerichte
algoritmen worden voorgesteld: het voorgangersalgoritme en het accountingalgo-
ritme. Het voorgangersalgoritme onderzoekt enkel de knopen waarvan de geschatte
afstand tot de bestemming kleiner of gelijk is aan de geschatte afstand van zijn
voorganger (d.i. de vorige knoop op het pad) tot de bestemming. Op die manier
worden enkel stappen in de richting van de bestemming toegestaan. Doordat kort-
ste paden in transportnetwerken veelal een (kleine) omweg maken om de bestem-
ming te bereiken, wordt een tolerantiefactor ingevoerd die ervoor zorgt dat er meer
paden gevonden worden. Daarenboven wordt er een verbetering voorgesteld die
de gebieden rondom de oorsprong en de bestemming volledig onderzoekt. Een
andere optimalisatie vergelijkt een knoop met zijn k-de voorganger in plaats van
met zijn directe voorganger. Dit zorgt ervoor dat er meer knopen onderzocht wor-
den en verhoogt aldus de kans om een pad te vinden. In het accountingalgoritme
wordt een geschiedenis van het pad bijgehouden waarin geregistreerd wordt ho-
eveel stappen dit pad reeds in de goede en/of de verkeerde richting zette. Op die
manier kan een pad meerdere malen de verkeerde richting uitgaan. Vervolgens
worden twee optimalisaties voorgesteld: queue-optimalisatie en de feedbacklus.
Bij queue-optimalisatie worden de berekeningen versneld door telkens een knoop
te vergelijken met de knoop die voordien onderzocht werd. Het feedbacklusme-
chanisme daarentegen garandeert dat er telkens een pad gevonden wordt door ite-
ratief de tolerantiefactor te verhogen.
In plaats van e´e´n enkel objectief dienen in transportnetwerken veelal meerdere
objectieven tegelijkertijd geoptimaliseerd te worden. Hiervoor ontwikkelde Mar-
tins een multi-objectiefalgoritme. Dit algoritme resulteert in een verzameling van
Pareto-optimale paden. Dit zijn paden die niet verder verbeterd kunnen worden in
e´e´n objectief zonder hierbij andere objectieven te benadelen. In deze dissertatie
wordt dit multi-objectiefalgoritme versneld, en dit op twee manieren. Het algo-
ritme van Martins berekent de Pareto-optimale paden van e´e´n enkele knoop naar
alle andere knopen in het netwerk. Aangezien we meestal enkel geı¨nteresseerd
zijn in de verzameling van Pareto-optimale paden tussen e´e´n enkele oorsprong
en bestemming, zouden de berekeningen kunnen afgebroken worden van zodra
deze verzameling gevonden is. In dit onderzoek wordt een nieuwe stopconditie
voorgesteld, die zegt dat de zoektocht gestaakt kan worden wanneer de vector met
de minimale waarden van de tijdelijke verzameling gedomineerd wordt door e´e´n
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van de labels van de bestemmingsknoop. Er wordt theoretisch bewezen dat wan-
neer deze stopconditie geldt, de verzameling van Pareto-optimale paden gevonden
is. Vervolgens stellen we een bidirectionele versie van het multi-objectiefalgoritme
voor, waarbij de nadruk opnieuw ligt op het definie¨ren van een strikte stopconditie.
Dit algoritme onderzoekt het netwerk simultaan vanuit de oorsprong en de bestem-
ming en telkens wanneer de twee zoektochten elkaar tegenkomen wordt een nieuw
kandidaatspad gevormd. De twee zoektochten kunnen afgebroken worden van zo-
dra de vector met de som van de minima van de tijdelijke verzamelingen gedom-
ineerd wordt door e´e´n van de resulterende paden. Er wordt theoretisch bewezen
dat dit algoritme altijd de verzameling van Pareto-optimale paden vindt.
Terwijl het voorgaande onderzoek toegepast kan worden op zowel unimodaal
als multimodaal transport met quasi alle mogelijke objectieven, focust het laat-
ste deel van het doctoraatsonderzoek zich op het optimaliseren van de reistijd in
multimodale transportnetwerken. Afhankelijk van de transportmodus kunnen deze
reistijden tijdsafhankelijk en/of stochastisch zijn. Terwijl deze in wandelnetwerken
meestal statisch en deterministisch zijn, zijn ze in een autonetwerk zowel tijdsaf-
hankelijk als stochastisch. De reistijden in een spoornetwerk worden in het alge-
meen gemodelleerd als tijdsafhankelijke en deterministische kosten, terwijl die in
een metronetwerk gezien worden als statisch en stochastisch. Om het kortste pad
in een multimodaal netwerk te bepalen, moet een nieuw algoritme ontwikkeld wor-
den dat in staat is om deze verschillende kosten te combineren. In deze dissertatie
wordt een casestudy voorgesteld van een multimodaal routeringssysteem. Boven-
dien wordt er een algoritme voorgesteld dat omgaat met de verschillende kosten-
types. Er wordt experimenteel aangetoond dat gebruik maken van tijdsafhankelijke
en stochastische informatie inderdaad resulteert in snellere en meer betrouwbare
routes. Daarenboven tonen we aan dat multimodaal reizen voordelen heeft ten
opzichte van reizen met de wagen.
Naast routeringsalgoritmen voor multimodaal transport, werden tijdens dit doc-
toraatsonderzoek nog een aantal algoritmen en datastructuren ontwikkeld in andere
toepassingsdomeinen. Deze onderwerpen worden voorgesteld in de bijgevoegde
hoofdstukken. Verder onderzoek werd uitgevoerd op het ant-colony-optimalisatie-
gebaseerde algoritme dat ontwikkeld werd voor het routeren van opdrachten in
optische gridnetwerken. Daarnaast werd onderzoek uitgevoerd in het gebied van
de bioinformatica. Er wordt een subgraph matching algoritme voorgesteld dat
motieven (d.z. patronen die vaker voorkomen dat verwacht) vindt in grote netwer-




Before GPS navigation systems and online routing applications became widely
available, the only way to determine the best route between two locations was to
seek for it manually on paper maps, which could be time-consuming. In order
for the digital routing systems to determine the best route in a very short time,
novel fast shortest path routing algorithms need to be designed for transportation
networks. These algorithms should calculate the shortest route, the fastest route,
the most reliable route, or route that is at the same time short, fast and reliable.
This means that different types of costs should be modeled in the transportation
network. Moreover, as some of the transport modes (e.g. the road) have become
congested, a shift was observed towards multimodal transportation. This is defined
as the form of transportation in which multiple transport modes are used during a
single trip.
In this dissertation, innovative research is presented on shortest path routing in
multimodal networks. Work was carried out on several fronts. Firstly, a flexible
multimodal network model is developed. Subsequently, we looked at routing al-
gorithms. It is investigated how some of the known algorithms can be accelerated.
Moreover, alternative cost structures are studied and algorithms are developed that
deal with these costs.
In the multimodal network model that is presented in chapter 2, each mode-
specific network is represented by a layer and these layers are interconnected by
trans-shipment links. The advantage of this approach is that adding or removing
a transport mode is not a complex operation. We opted to only model the loca-
tion specific information in the network graph and incorporate all cost information
in cost objects that are assigned to the links. This means that, to model time-
dependent information, the time-dependent network model was used. Different
cost models are proposed. Single value costs are static costs for a single objec-
tive, like for example the distance. Some transportation costs are time-dependent,
such as variable travel times on highways. In this research time-dependent costs
are modeled as (piecewise linear) functions that are represented by a finite number
of values. In transportation networks, objectives may have an inherent amount of
uncertainty. For example, travel times may vary due to random external factors
(e.g. other drivers behavior, weather conditions). Stochastic costs are represented
by stochastic distributions which are in this research abstracted to an array of per-
centile values. Instead of optimizing the shortest path for one single objective,
sometimes multiple objectives need to be optimized simultaneously. In this case,
cost objects consist of multiple singular costs.
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Next to a multimodal network model in which multiple types of costs can be
modeled, the focus of this research was on the design of shortest path algorithms,
which are either performant (w.r.t. the calculation times) or optimized for specific
cost types. We will first focus on the performance of the shortest path algorithms,
assuming that all costs are single values. Two novel goal-directed heuristics are
presented: the predecessor and the accounting algorithm. The predecessor algo-
rithm only investigates those nodes of which the estimated distance to the destina-
tion is less or equal than the estimated distance from its predecessor (i.e. the pre-
vious node on the path) to the destination. This way, only steps in the direction of
the destination are allowed. As in transportation networks, shortest paths usually
make some (small) detours in order to get to the destination, a tolerance factor was
introduced that enables more paths to be found. An optimization is presented in
which the areas around the origin and the destination are investigated completely.
Furthermore, instead of comparing a node to its predecessor, it may be compared
to its k-th predecessor. This also causes more nodes to be investigated, increasing
the probability of finding the shortest path. In the accounting algorithm, for each
path a history is stored that keeps track of the number of steps in the right and/or
wrong direction. More than one step in the wrong direction is allowed, but still this
number is limited. Next, two optimizations are presented: queue optimization and
the feedback loop. Queue optimization speeds up the calculations by comparing
nodes with the previously investigated nodes (instead of the previous nodes on the
path). The feedback loop procedure is guaranteed to always find a path between
the origin and the destination by iteratively increasing the tolerance factor.
Instead of one single objective, in transportation networks often multiple ob-
jectives need to be optimized simultaneously. For this, a multiple objective shortest
path algorithm was developed by Martins. This algorithm results in a set of Pareto
optimal paths, which are paths that cannot be optimized in one objective without
deteriorating one or more of the other objectives. In this dissertation, we aimed
at accelerating these multiple objective shortest path calculations. Two speedup
measures are presented. As the algorithm of Martins calculates the multiple objec-
tive shortest paths from a single node to all other nodes of the network and we are
often only interested in the set of Pareto optimal paths between a single origin and
destination, the calculations should be aborted as soon as this set has been found.
In this research, a novel stop condition is presented, which states that the search
can be aborted as soon as the vector with the minimum values in the temporary
set is dominated by one the destination labels. It is proven theoretically that, once
this stop condition holds, the set of Pareto optimal paths has been found. Next, a
bidirectional version of the multiple objective shortest path algorithm is presented.
Again, the focus is on the definition of a strict stop condition. This algorithm
searches the network from the origin and the destination simultaneously and ev-
ery time the two searches meet, a candidate shortest path is found. The search
processes can be aborted as soon as the vector with the sum of the minimum val-
ues of the temporary sets is dominated by one of the resulting costs. It is proven
theoretically that this algorithm always finds the Pareto optimal set of solutions.
While the previous research may be applied to both multimodal and unimodal
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networks with almost all possible objectives, the last part of this research focuses
on optimizing the travel time in multimodal transportation networks. Depend-
ing on the mode of transportation, these travel time costs may be time-dependent
and/or stochastic. While in a walking network they usually are static and deter-
ministic, in a car network they are both time-dependent and stochastic. The travel
times in a railroad network, on the other hand, are modeled as time-dependent
and deterministic, while those in a subway network may be considered static and
stochastic. To determine the shortest paths in these multimodal networks, a novel
algorithm needs to be designed that is able to combine these different types of
costs. In this dissertation, a case study is presented of a multimodal routing system.
Moreover, an algorithm is proposed that copes with these different types of costs.
It will be demonstrated experimentally that making use of the time-dependent and
the stochastic travel time information indeed results in faster and more reliable
routes. Moreover, it will be shown that traveling multimodally has its advantages
over traveling by car only.
Next to the routing algorithms in multimodal transportation networks, during
this PhD, a number of algorithms and data structures were designed for other ap-
plication domains. These topics are covered in the appended chapters. Further
research was performed on the ant colony optimization based algorithm designed
for the routing of jobs in optical grid networks. Moreover, research was carried
out in the field of bioinformatics. A subgraph matching algorithm is presented
that finds motifs (i.e. patterns that occur more often than expected by chance) in
large networks. This algorithm makes use of a number of custom designed data




“Logic will get you from A to B.
Imagination will take you everywhere.”
–Albert Einstein (1879 - 1955)
This chapter situates the conducted research work, introduces the most widely
known shortest path algorithms, summarizes the main contributions and outlines
the structure of this dissertation. It also provides an overview of the publications
that were authored during this research period.
1.1 Context
With the advent of high performing computing systems, routing manually with
paper maps becomes a thing of the past. Nowadays, all map information can be
stored digitally. Moreover, routing algorithms have been developed to find the
shortest paths in these maps [1]. This enables us to find the best route from one
location to another almost immediately on our PC, laptop, GPS, phone, etc. Con-
sequentially, online routing engines, such as Google Maps, Mappy, ViaMichelin
and Scotty, have become a very important player in the field of online applications.
During the past years the logistic world has observed a clear trend towards mul-
timodal transportation. This is defined as the form of transportation that makes use
of at least two transport modes (e.g. car, bike, train, ship, etc.). Figure 1.1 shows
examples of two multimodal routes, one for personal transport and one for freight
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transport. The key idea behind multimodal transportation is that by combining
multiple transport modes, each with their own advantages and disadvantages, the
disadvantages of certain modes can be avoided while benefiting from the advan-
tages of other modes. One of the reasons of this shift to multimodal transportation
is that some modes, such as the road transport, have become saturated, while there
is still free capacity in other modes. For example, a commuter between Ghent and
Brussels may prefer biking to the train station and taking the train over taking his
car and getting stuck in traffic almost every day.
Figure 1.1: Examples of multimodal routes (i.e. routes that use multiple modes of
transportation).
Multimodal transportation stems from the field of personal (public) transport.
When traveling with public transport modes, switching between different means
of transportation is nearly inevitable. People that are taking the train, often need a
bus, tram or subway to get to their final destination. Computing systems encourage
the use of public transportation and are able to find ‘next generation’ multimodal
routes. For example, the best route may be the one taking the car to a station and
continuing the route by train, as the roads to the destination may be blocked. Each
mode of personal transportation has its own advantages and disadvantages. While
driving a car, biking and walking gives access to almost all possible locations,
public transport modes (trains, trams, buses, etc.) are restricted to their stations
or stops. However, cars and bikes also have their limitations. Cars are not always
the cheapest option (considering the gas prices) and bikes can only travel short
distances. Personal multimodal route planners, such as Scotty, calculate a route
that best matches the user’s preferences, taking into account the characteristics of
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network |V | |E|
Belgium (OpenStreetMap) 349 810 468 888
Benelux (iMinds ICON MobiRoute project) 425 480 519 915
Europe (OpenStreetMap) 17 681 668 22 927 991
USA (9th DIMACS implementation challenge) 23 947 347 58 333 344
Table 1.1: Number of nodes and links for several road networks.
V represents the set of nodes (vertices) and E represents the set of links (edges).
All information concerning shapes was omitted here.
each of the transport modes.
In the ’80s, the term multimodal freight transport was coined for the first time,
but only in recent years it is being more commonly employed. Possible freight
transportation modes include trucks, trains, ships, planes, etc. Where in the early
days the infrastructure for all transport modes was owned by the company that
deployed multimodal transportation, nowadays this infrastructure may belong to
different companies. Multimodal transportation differs from personal transport in
the sense that it is not as flexible in the trans-shipment points. While persons may
change from one transport mode to another independently, goods need additional
infrastructure for their trans-shipments. Again, each mode of transportation has its
own advantages and disadvantages. Trucks can reach almost all locations, while
trains and ships are bound to stations and harbors. With respect to the energy
cost, the European Commission [2] stated ‘In terms of energy efficiency and the
weight of goods that can be moved one kilometer by one liter of fuel, the figure for
road haulage is 50 tonnes, for rail haulage 97 tonnes and for inland waterways
127 tonnes’ (p. 41). Routing multimodally comes down to finding a good balance
between the characteristics of each of the transport modes, benefiting from the
advantages, while trying to eliminate the disadvantages.
1.2 Challenges
With the advances in technology, more and more transportation network data be-
comes available. This results in larger networks. Table 1.1 shows the size of a
number of road networks. As the calculation time of most shortest path algorithms
is proportional to the size of the network (for example, the complexity of the algo-
rithm of Dijkstra is O(|E|+ |V |log|V |), with V the set of nodes and E the set of
links) and transportation networks are relatively large, the design of efficient data
structures and algorithms is of key importance. This is one of the main concerns
of the research presented here.
Multimodal transportation networks contain all network information of each of
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the transport modes. As each mode specific network may be extensive, multimodal
networks are even larger. Furthermore, multiple modes of transportation, each with
their own characteristics, need to be combined. This requires a uniform network
structure that allows each transport mode to incorporate its own characteristics.
Moreover, trans-shipments between the different modes need to be modeled. In
conclusion, the challenge is to develop an efficient network data structure that
incorporates all mode specific characteristics in a uniform way, together with the
trans-shipment information. This is tackled in chapter 2.
Once the network model has been developed, network costs need to be defined
to realize the objectives (for example, minimize the distance of the route between
the origin and the destination). Aside from fixed costs, a number of costs, such as
the travel time, may be time-dependent. Some current routing systems already use
this information for routing, but most of them only take into account the current
situation to calculate routes in the (near) future. This may result in non-optimal
routes. Suppose for example someone leaving in his car during rush hour. The
routing system will advise him to avoid the congested highways on his route. Nev-
ertheless, it is possible that some of the traffic jams are already dissolved by the
time the driver would arrive there. In this case, avoiding the highway may lead to a
longer route. So, instead of only taking into account the current situation, routing
engines should use predictions to calculate an optimal route in the (near) future.
These problems are dealt with in chapter 2 and chapter 5.
Furthermore, most current routing engines assume all costs to be deterministic
in nature. This means that taking the same route at the same time always leads
to the same arrival time. In real life this is not the case. For example, a route
engine may have calculated a route that would get you to the airport in time in
order to catch a flight. However, due to external factors, like reckless driving
or bad weather conditions, you still might miss your flight. Therefore, a more
reliable route should be calculated. To model this, the costs should be assumed
stochastic. This gives rise to a number of other questions, such as how to represent
this stochastic information and how to combine the stochastic distributions. This
is tackled in chapter 5.
The most important challenge for routing in multimodal transportation net-
works is the optimization of the shortest path algorithms. The user does not want
to wait too long for his route to be calculated. Moreover, online routing engines
have a large number of users and only a limited amount of resources. They require
the routes to be calculated as fast as possible. In chapters 3, 4 and 5, a number of
fast shortest path algorithms are presented.
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1.3 Point-to-Point Shortest Path Algorithms
A large part of this dissertation deals with the optimization of shortest path rout-
ing algorithms for transportation networks. In this section we would like to give an
overview of the most common point-to-point shortest path algorithms and speedup
techniques. After giving a short description of the algorithm of Dijkstra, the fun-
damental algorithm for shortest path calculations, a number of speedup techniques
and their corresponding algorithms are presented. It should be noted that some of
these techniques are heuristic and thus are not guaranteed to produce the optimal
solution.
1.3.1 Shortest Path Algorithm of Dijkstra
Route planning in transportation networks means finding the shortest path between
an origin and a destination. The most well-known algorithm that realizes this is
the algorithm of Dijkstra [3]. This label setting algorithm finds the shortest paths
from a single origin to all other nodes of the graph (i.e. network) and thus produces
a shortest path tree. It is also used to find the shortest path between a single origin
and a single destination, as the search process can be aborted once this single
shortest path has been found. It should be noted that the algorithm of Dijkstra
requires all link costs to be non-negative, which is true for almost all transportation
costs, such as distance, travel time, etc.
In this algorithm each node has assigned to it a label that indicates the best
distance found so far between the origin node and the node in question. At the
start of the algorithm all labels are set to infinity, except the one of the origin node
which is set to 0. Moreover, two sets of nodes are kept: a temporary set and a
permanent set. At the start of the algorithm the temporary set only contains the
origin node, while the permanent set is empty.
In each step of the algorithm the temporary node with the smallest label is
made permanent, i.e. removed from the temporary set and added to the permanent
set. Subsequently, the labels of the neighbors of this node are updated. This means
calculating for each neighbor a new label, which is the sum of the permanent label
and the link cost. If this new label is smaller than the current label of the neighbor,
the neighbor’s label is changed and the neighbor is added to the temporary set.
The algorithm terminates when the temporary set is empty or when the destination
node has been made permanent. This means that not the complete network needs
to be investigated, but only a part that is proportional to the distance between the
origin and the destination.
Below, the pseudo code of the algorithm of Dijkstra is presented which finds
the shortest path between the origin o and the destination d. The label of node v is
represented by l(v) and T and P are the temporary and the permanent set respec-
tively. The cost of the link between node u and node v is denoted by c(u,v).
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1 forall(v ∈ V)
2 l(v) := ∞;
3 l(o) := 0;
4 P := EMPTY SET;
5 T := {o};
6 while(!(T is empty) && !(d ∈ P)){
7 u := T.removeMin();
8 P.add(u);
9 forall(n : neighbor(u)){
10 l new := l(n) + c(u,n);
11 if(l new < l(n){





In the simplest implementation the execution time of the algorithm of Dijkstra
(i.e. calculating the shortest path tree) is of the orderO(|E|+|V |2) = O(|V |2) [1],
with E the set of links (edges) and V the set of nodes (vertices). By making use
of a well-designed data structure to implement the priority queue, which is used
to retrieve the node with the smallest label from the temporary set, this execution
time can be reduced. It is known that the use of a Fibonacci heap [4, 5] improves
the calculation time to O(|E|+ |V |log|V |).
1.3.2 Speeding up shortest path calculations
There are multiple ways to speed up the shortest path queries. Three major ap-
proaches can be distinguished [6]: limiting the search area, decomposing the
search problem or limiting the number of search links. Limiting the search area
means only investigating that part of the network that has a high chance of contain-
ing the shortest path, mostly the area between the two end points. Two algorithms
that exploit this are the branch pruning algorithm and the A* algorithm. Decom-
posing the search problem consists of dividing the search into a number of smaller
searches. One method, the bidirectional search, searches from the origin and the
destination simultaneously until the two searches meet in the middle. Another
method, the subgoal method, uses predefined intermediate points to split up the
problem in a number of shorter path searches. When limiting the number of links
searched, the network is extended with a number of bypass links in order to speed
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up the search process. This is often denoted with the term hierarchical routing. We
will now discuss a number of these speedup techniques, which have proven to be
advantageous for routing in transportation networks.
1.3.2.1 Goal-Directed Search
Goal-directed algorithms limit the search to the area around the origin and the
destination by ignoring the nodes which have a low probability of being part of the
shortest path. This is illustrated in figure 1.2. The two most popular goal-directed
algorithm are the branch pruning heuristic and the A* algorithm.
Figure 1.2: Basic principle of goal-directed algorithms.
The idea behind branch pruning [7, 8] is that all intermediate nodes that have
a low possibility of being on the shortest path are pruned or eliminated. This
requires a measure to indicate which nodes are favorable and which are not. In
Fu’s implementation [7] a node is only investigated if the sum of its label and an
estimate of the distance between the node and the destination is smaller than an
estimated upper bound of the distance between the origin and the destination. In
transportation networks, often the Euclidian distance (i.e. the beeline distance),
with or without an additional correction factor, is used to estimate the unknown
distances. It is shown that, by making use of the appropriate estimates, branch
pruning can save 40% to 60% on the calculation time [7, 9].
Branch pruning is a heuristic technique, as it is possible that nodes that are on
the shortest path are pruned, based on the estimates. The A* algorithm [10–12]
overcomes this problem by not eliminating the nodes that have a low probability
of being on the shortest path. Instead they are given a lower priority to be investi-
gated. This is accomplished by, instead of using the labels to determine the node to
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be investigated next, using the sum of the label and an estimate of the distance be-
tween that node and the destination. It has been proven [13] that the A* algorithm
can find the shortest path in O(|V |), with V the set of nodes.
For a more detailed description of goal-directed algorithms we would like to re-
fer to chapter 3 in which, next to branch pruning heuristic, two novel goal-directed
algorithms are presented.
1.3.2.2 Bidirectional Search
Most point-to-point shortest path algorithms search the network starting from the
origin node towards the destination node, i.e. unidirectionally. The bidirectional
search algorithm [14, 15] speeds up the calculations by splitting up the search pro-
cess into two separate search processes, that may be executed simultaneously. One
search starts from the origin and the other from the destination. This is illustrated
conceptually in figure 1.3. Two factors influence the efficiency of bidirectional
search algorithms: the alternation between the two search processes and the crite-
rion that decides when the algorithm can terminate.
Figure 1.3: Basic principle of bidirectional algorithms.
Alternating equally between the two searches is the most straightforward way
to divide the computation time between the two search processes, but has proven
not to be the most efficient method for a number of network configurations. A
more efficient method is to pick the search process that has the fewest nodes left
in its temporary set.
Determining the stopping criterion is the most crucial factor of the two, as
a badly defined criterion may lead to two complete network searches which can
be twice as slow as the unidirectional counterpart. Nicholson [15] decided that
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the search processes may be aborted as soon as the sum of the forward and the
backward label in one network node is less or equal to the sum of the minimum
labels of each of the temporary sets.
The strength of the bidirectional search method strongly depends upon the
network configuration. Examples [16, 17] exist of networks in which searching
bidirectionally is even slower than searching in only one direction.
Bidirectional methods are often used in hierarchical search procedures, as will
be demonstrated in the following subsection.
1.3.2.3 Hierarchical Search
The basic idea behind searching hierarchically in a transportation network is that
when drivers determine their route manually they will first determine which major
roads or highways they will take and subsequently find access routes to these major
roads [18]. Two approaches can be distinguished for hierarchical search. One is
to divide all network links in a number of (hierarchical) categories [19–21] and
make use of this category information when routing. The shortest path algorithms
[22, 23] then start their search in the lowest category until they encounter an entry
point to a higher category. Subsequently, the search is continued in this higher
category until a new entry point is found, and so on. This is illustrated in figure
1.4.
Figure 1.4: Searching the shortest path in a hierarchical network.
In the other approach, shortcut links are added to the network [24, 25]. The
most well-known efficient hierarchical method for road networks is a contraction
hierarchy [25]. Finding the shortest path in a contraction hierarchy comes down
to searching bidirectionally while only visiting the nodes that are higher in the
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hierarchy. It has been proven that this shortest path algorithm is guaranteed to
produce the optimal solution.
Hierarchical search has proven to be very efficient, especially in transportation
networks.
1.4 Outline & Research Contributions
The research presented in this dissertation is concerned with how to find the ‘short-
est’ routes in multimodal transportation networks efficiently.
First, a network model is determined that comprises all characteristics of these
mode specific networks and that is able to model the trans-shipments between the
modes. We opted for a layered network model in which each layer represents one
mode of transportation. Next, a generic cost model was developed to meet all
possible objectives (distance, travel time, financial cost, etc.). Some of these costs
may be time-dependent or stochastic and this may differ for the different transport
modes, depending on the available information. The multimodal network model,
together with the generic cost model, is presented in chapter 2.
The following three chapters focus on the optimization of point-to-point short-
est path algorithms in transportation networks. In chapter 3 we investigate a num-
ber of goal-directed algorithms. Two novel algorithms are presented, viz the pre-
decessor algorithm and the accounting algorithm. In this chapter it is assumed that
the link costs are single values.
Chapter 4 deals with optimizing multiple objectives simultaneously. The links
of the network now have multiple costs assigned to them. We present a bidirec-
tional speedup of a well-known multiple objective shortest path algorithm [26].
This algorithm finds a set of Pareto-optimal paths with respect to the different
objectives.
In chapter 5 we will look at a realistic multimodal transportation network in
which some of the costs are time-dependent and/or stochastic, while others are not.
A shortest path algorithm is presented that is able to cope with these different cost
models.
Chapter 6 finishes this dissertation with a number of conclusions and an out-
look on possible future research opportunities.
The two appendices present publications that present designs of efficient net-
work algorithms and data structures for other application domains. In the first
appendix, an ant colony optimization algorithm is presented that was optimized
for the routing of jobs in grid networks. This algorithm is inspired by the natural
phenomenon of ants foraging for food.
The second appendix is situated in the field of bioinformatics. Here, we present
a subgraph matching algorithm that finds all motifs (i.e. patterns that occur more
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often than expected by chance) in a network. The design of efficient data structures
was of key importance for the performance of the algorithm.
1.5 Publications
The research results obtained during this PhD research have been published in
scientific journals and presented at a series of international conferences. The fol-
lowing list provides an overview of the publications during my PhD research.
1.5.1 Publications in international journals
(listed in the Science Citation Index 1 )
1. Sofie Demeyer, Marc De Leenheer, Jurgen Baert, Mario Pickavet, and Piet
Demeester. Ant colony optimization for the routing of jobs in optical net-
works. Published in the Journal of Optical Networking (JON), 7:160 - 172,
2008.
2. Sofie Demeyer, Jan Goedgebeur, Pieter Audenaert, Mario Pickavet, and Piet
Demeester. Speeding up Martins’ algorithm for multiple objective shortest
path problems. Published online in A Quarterly Journal of Operations Re-
search (4OR), Feb. 2013.
3. Sofie Demeyer, Pieter Audenaert, Mario Pickavet, and Piet Demeester. Dy-
namic and Stochastic Routing for Multimodal Road-Rail Transportation
Systems. Accepted for publication in IET Intelligent Transport Systems
(ITS), Jan. 2013.
4. Sofie Demeyer, Tom Michoel, Jan Fostier, Pieter Audenaert, Mario Pick-
avet, and Piet Demeester. The Index-based Subgraph Matching Algo-
rithm (ISMA): fast subgraph enumeration in large networks using optimized
search trees.. Accepted for publication in PLoS One, Mar. 2013.
5. Maarten Houbraken, Sofie Demeyer, Dimitri Staessens, Pieter Audenaert,
Didier Colle, and Mario Pickavet. Fault tolerant network design inspired
by physarum polycephalum. Published online in Natural Computing, Aug.
2012.
1The publications listed are recognized as ‘A1 publications’, according to the following definition
used by Ghent University: A1 publications are articles listed in the Science Citation Index, the Social
Science Citation Index or the Arts and Humanities Citation Index of the ISI Web of Science, restricted
to contributions listed as article, review, letter, note or proceedings paper.
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6. Sofie Demeyer,Jan Goedgebeur, Pieter Audenaert, Didier Colle, Mario
Pickavet and Piet Demeester. The Predecessor and the Accounting Algo-
rithm: Experimental Study of Two Novel Goal-Directed Algorithms. Sub-
mitted to Algorithmica, Apr. 2013.
1.5.2 Publications in international conferences
1. Sofie Demeyer, Pieter Audenaert, Bart Slock, Mario Pickavet, and Piet De-
meester. Multimodal transport planning in a dynamic environment. Pub-
lished in Proceedings of Conference on Intelligent Public Transport Systems
(IPTS), pages 155–167, Amsterdam, the Netherlands, Apr. 2008.
2. Mario Pickavet, Willem Vereecken, Sofie Demeyer, Pieter Audenaert, Di-
dier Colle, Piet Demeester, and Bart Dhoedt. Energy footprint of ICT: future
outlook and challenges. Published in Proceedings of International ICT Sym-
posium, Brussels, Belgium, Oct. 2008.
3. Mario Pickavet, Ruth Van Caenegem, Sofie Demeyer, Pieter Audenaert,
Brecht Vermeulen, Didier Colle, Bart Dhoedt, and Piet Demeester. En-
ergy efficiency of ICT. Published in KEIO and Gent University G-COE Joint
Workshop for future network, pages 26, Ghent, Belgium, Mar. 2008.
4. Mario Pickavet, Ruth Van Caenegem, Sofie Demeyer, Pieter Audenaert,
Didier Colle, Piet Demeester, H. Foisel, M. Jaeger, R. Leppla, and A. Glad-
isch. Energy footprint of ICT. Published in Proceedings of Broadband Eu-
rope 2007, Antwerp, Belgium, Dec. 2007.
5. Mario Pickavet, Willem Vereecken, Sofie Demeyer, Pieter Audenaert, Brecht
Vermeulen, Chris Develder, Didier Colle, Bart Dhoedt, and Piet Demeester.
Worldwide energy needs for ICT: the rise of power aware networking. Pub-
lished in Proceedings of 2nd International Symposium on Advanced Net-
works and Telecommunication, Bombay, India, Dec. 2008.
6. Mario Pickavet, Willem Vereecken, Sofie Demeyer, Pieter Audenaert, Di-
dier Colle, Chris Develder, and Piet Demeester. Contribution and role of
network architectures in the footprint reduction of ICT. Published in Pro-
ceedings of European Conference on Networks an Optical Communications,
held in conjunction with the 4th Conference on Optical Cabling and Infras-
tructure, Valladolid, Spain, Jun. 2009.
7. Sofie Demeyer, Jan Goedgebeur, Pieter Audenaert, Mario Pickavet, and Piet
Demeester. The predecessor and the accounting algorithm speed up shortest
path calculations in traffic routing applications. Published in Proceedings
of 13th International IEEE Annual Conference on Intelligent Transportation
Systems (ITSC), Funchal, Madeira Island, Sept. 2010.
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8. Sofie Demeyer, Pieter Audenaert, and Mario Pickavet. Time-dependent
stochastic routing: A practical implementation. Published in Proceedings
of 21th International Symposium on Mathematical Programming (ISMP),
Berlin, Germany, Aug. 2012.
9. Sofie Demeyer, Pieter Audenaert, Steven Logghe, Mario Pickavet, and Piet
Demeester. Practical Time-Dependent and Stochastic Routing with Histor-
ical Measurements of Travel Times. Published in Proceedings of 15th In-
ternational IEEE Annual Conference on Intelligent Transportation Systems
(ITSC), Anchorage, Alaska USA, Sept. 2012.
1.5.3 Publications in national conferences
1. Sofie Demeyer, Pieter Audenaert, and Mario Pickavet. Innovative ICT so-
lutions for the routing and planning of multimodal transportation. Pub-
lished in UGent-FirW Phd Symposium, pages 162–163, Ghent, Belgium,
Dec. 2008.
2. Sofie Demeyer, Pieter Audenaert, and Mario Pickavet. Multple Objective
Shortest Path Algoirthms for Transportation Problems. Published in UGent-
FirW Phd Symposium, pages 72–73, Ghent, Belgium, Dec. 2009.
3. Sofie Demeyer, Pieter Audenaert, and Mario Pickavet. Multimodal Dy-
namic and Stochastic Routing. Published in UGent-FirW Phd Symposium,
pages 187, Ghent, Belgium, Dec. 2010.
4. Sofie Demeyer, Pieter Audenaert, Mario Pickavet, and Piet Demeester. Prac-
tical Heuristic Algorithm for Routing Backwards in dynamic Transportation
Networks. Published in ORBEL 2011, pages 124–125, Ghent, Belgium,
Feb. 2011.
5. Sofie Demeyer, Pieter Audenaert, and Mario Pickavet. On Determining
the Shortest Path through a Number of Intermediate Points. Published in
ORBEL 2012, pages 112–113, Brussels, Belgium, Feb. 2012.
6. Sofie Demeyer, Maarten Houbraken, Thijs Walcarius, Pieter Audenaert, Di-
dier Colle, Mario Pickavet, and Piet Demeester. Using Contraction Hierar-
chies to Find Dissimilar Paths in Transportation Networks. Published online
in ORBEL 2013, Kortrijk, Belgium, Feb. 2012.
7. Maarten Houbraken, Thijs Walcarius, Sofie Demeyer, Pieter Audenaert, Di-
dier Colle, Mario Pickavet, and Piet Demeester. An insertion-based heuristic
for the constrainedpickup and delivery problem. Published online in OR-
BEL 2013, Kortrijk, Belgium, Feb. 2012.
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This chapter deals with the modeling of multimodal transportation networks, with
the focus on two aspects of this modeling. Firstly, a uniform data structure needs to
be developed that captures the characteristics of each of the transportation modes,
together with the characteristics of the trans-shipments between the different modes.
Secondly, costs need to be assigned in this network. Transportation costs in-
clude distance, travel time, financial cost, etc. Some of these costs may be time-
dependent and/or stochastic, introducing new challenges. It should be noted that
these two aspects, network and cost modeling, cannot be treated independently as
the cost model may influence the network model and vice versa.
2.1 Introduction
Network modeling or developing an efficient data structure to store all network in-
formation is of key importance in transportation applications. We opted to model
the transportation network as a graph, a data structure developed to model relation-
ships between objects or nodes. Graph theory finds its foundations in the problem
‘Seven Bridges of Ko¨ningsberg’ addressed by Euler in 1736 [1]. Graph data struc-
tures (usually represented by G = (V,E)) consist of a set of nodes or vertices (V )
that are connected by a set of links or edges (E). The way transportation networks
are modeled as graphs may differ according to the mode of transportation and the
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costs that need to be taken into account.
Road networks, which form the basis for cars, bikes and pedestrians, are typ-
ically modeled as follows. Each intersection is represented by a single node and
two nodes are connected by a link if and only if there exists a feasible road between
the two corresponding intersections. According to the mode’s specific character-
istics, links may be directed or undirected. When considering for example cars
as the mode of transportation, the links should be directed in order to allow the
modeling of one-way roads. In a walking network, on the other hand, the links are
in most cases undirected, as walking is possible in both directions.
Public transport networks are modeled differently. Here, a node typically rep-
resents a stop (i.e. a bus stop, a train station, an airport, etc.) and links represent
the direct connections between these stops. Two major approaches can be dis-
tinguished with respect to the modeling of time-table information. In the first
approach the network is strictly location based and all time-table information is
modeled in the cost objects that are assigned to the links. In the second approach
the time-table information determines the network structure. Nodes represent both
locations and points of time and links are added for each trip (i.e. getting from one
stop to another at a certain point of time) separately.
For multimodal transport networks additional challenges arise. First of all, a
network model needs to be developed that incorporates all characteristics of each
of the different transport modes more or less uniformly. Next, trans-shipments be-
tween the different modes of transportations need to be modeled. One approach
is to model it as attributes of the (multimodal) nodes where trans-shipment is pos-
sible. Another approach is to add trans-shipment links between geographically
co-located (unimodal) nodes of different transport modes.
This chapter presents the network (and cost) model that is used in this disserta-
tion. Next to modeling the multimodal transportation network, the focus lies on the
modeling of the different costs that are encountered in transportation networks. In
the next section an elaborate overview is given of what can be found in literature
on this topic, more specifically on multimodal network models, time-dependent
cost models and stochastic cost models. The subsequent section then presents the
multimodal network model that was used in our research. We opted for a layered
model, as this conserves the mode-specific characteristics the best. Section 2.4
deals with the issue of modeling transportation costs. Different types of costs are
identified and it is described how they are incorporated in our network model. The
chapter finishes with a number of conclusions in section 2.5.
2.2 Literature Overview
In this section an overview is given of what can be found in literature on mul-
timodal transportation models and their corresponding cost models. Depending
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upon the objectives, different models have been proposed. In the first subsection
multimodal models, for both personal and freight transportation are described elab-
orately. Subsequently we will focus on the cost modeling. As for time-independent
deterministic costs, for both single and multiple objectives, this modeling is quite
straightforward, we will focus on time-dependent and stochastic costs. Time-
dependent costs may influence the network structure drastically, which will be
shown in subsection 2.2.2. Next, it will be investigated how stochastic trans-
portation costs have been modeled in literature. It should be noted that both the
time-dependent and the stochastic cost models were mostly developed to deal with
modeling of travel times.
2.2.1 Multimodal Transportation
There have been multiple multimodal network models proposed in literature. In
general, two major approaches can be distinguished: the flat network model and
the layered network model. This is illustrated in figure 2.1. While in the flat
network model every geographic location is represented by a single node and the
edges may have multiple transport modes assigned to them, in the layered network
each transport mode has its own network and the different networks are intercon-
nected by trans-shipment links between co-located nodes between which trans-
shipment is possible. In the flat model, trans-shipments are modeled as attributes
of the multimodal nodes. It should be noted that these two approaches are extreme
cases and that some of the presented models are a combination of the two.
Figure 2.1: Generic approaches for multimodal transportation network models.
This small example network has three modes of transportation: A,B and C.
While in the flat model the trans-shipment costs are modeled in the multimodal nodes, in
the layered network model these costs are assigned to the dedicated trans-shipment links.
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Firstly, we will look at models that were developed especially for multimodal
freight transportation. In these models transport means of the same mode (e.g.
small and large ships) are handled separately and hence can be presumed as dif-
ferent modes of transportation. In [2] Jourquin and Beuthe present the NODUS
software that was designed to build virtual networks for multimodal transporta-
tion. The concept of virtual networks was introduced earlier by Harker [3] and
Crainic et al. [4]. They start from the flat network model and duplicate the nodes
that are present in multiple transport modes. These duplicated nodes, called virtual
nodes, are then connected with the corresponding mode-specific links. Moreover,
virtual links are added to connect the co-located virtual nodes with each other and
with their master node. In this way, two kinds of virtual links exists. While the
links between the virtual nodes themselves represent actual trans-shipments, the
virtual links between the master node and the virtual nodes model the loading and
unloading of freight. Figure 2.2 shows the virtual network of the example network
that was presented in figure 2.1. It can be seen that virtual networks more or less
resembles the layered network model.
Figure 2.2: Example of a multimodal network modeled as a virtual network.
The virtual nodes and links are shown in gray.
Southworth [5] presents a pure layered network model for multimodal freight
transportation, in which each transport mode preserves its own network. Where
trans-shipments are possible, terminals are added and both terminal access/egress
links and within-terminal links are added. Dependent upon the characteristics
of the trans-shipments, one geographic location may have one or more terminals
that are used to interconnect the traffic from the different modes of transportation.
This resembles the layered network model of figure 2.1 with additional terminal
structures that are added between the layers. In this model all trans-shipments
pass through terminals, which is realistic in freight transportation networks where
goods often cannot be trans-shipped directly from one mode to another but have to
pass through intermediate warehouses.
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Next, we will look at the multimodal network models that were developed for
personal transporation. Most of these models make use of the flat model approach,
with some of them partly layered. Van Nes [6] proposes a network model in which
each mode specific network has a hierarchical structure. In this way, he deals with
the different scales in transportation networks, such as the urban scale (containing
only the networks of single cities) and the national scale (with links that connect
the different cities with each other). This hierarchical modeling is similar to the
ones of Jung and Pramanik [7], Jing et al. [8] and Mainguenaud and Simatic [9]. In
order to connect the different hierarchical networks, transfer nodes are identified,
i.e. nodes where trans-shipment is possible. In his dissertation, Van Nes states
that to model multimodal networks no significant restructuring of the transport
networks is needed. The different unimodal networks, if properly modeled, can be
reused and the only remaining concern is how to model the trans-shipments. As
he makes use of transfer nodes, his model can be categorized as a flat model.
In [10] a similar model is applied, but now more attention is given to the trans-
fer points, which are modeled as small networks themselves. This results in an
overall network model that lies somewhere between the layered approach (in the
transfer points, trans-shipment links are added) and the flat approach (on a higher
level trans-shipments are still modeled in the transfer nodes).
In [11], Booth et al. present a personal transportation network model in which
nodes represent unique geographic locations. Both the links and the nodes pos-
sess attributes that indicate their transport mode. Moreover, trans-shipments are
modeled in the nodes themselves. This is a clear example of a flat network model.
Next to models that were designed specifically for either personal or freight
transportation, a number of generic models were proposed that can be applied to
both varieties of transportation. Bielli et al. [12], similar to Van Nes’ approach,
make use of the hierarchical structure of transportation networks to distinguish
among the different scales in the network. The multimodal network is defined as
a transit network which is divided in a number of disjunct subgraphs. The concept
of a hypernetwork (containing hypernodes and hyperlinks) is introduced to model
the different levels of abstraction in the hierarchy. This model can be categorized
as layered in the lowest level of the hierarchy, while it is clearly flat in the highest
level.
Pajor [13] builds a multimodal network out of a set of unimodal networks by
applying two operations: merge and link. Merging comes down to building one
large network out of the different mode-specific networks and labeling all nodes
and links with their corresponding modes. In the linking operation the nodes of
different transport modes are connected by means of trans-shipment links. This
results in a layered network model.
In conclusion, two main approaches can be distinguished to model multi-
modal transportation networks: the flat and the layered network model. While
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most freight transport network models lean towards the layered approach, per-
sonal transport network models have a tendency for the flat network model. Both
approaches have been encountered in models that are independent of the nature
of the transport. The key difference between the two approaches is the way how
trans-shipments are modeled. So, determining the best multimodal network model
comes down to determining how to model the trans-shipments.
From an algorithmic point of view both approaches have their advantages and
disadvantages. The flat model usually results in smaller networks since links (e.g.
roads) can be reused in different modes of transportation. On the other hand,
calculating the cost of a path in a flat network is more complex than calculating it
in its layered counterpart. While in the latter one links have assigned to them single
cost objects, in the flat model multiple cost objects (of different transport modes)
may be assigned to a single link. Moreover, node costs (i.e. the trans-shipment
costs) need to be taken into account.
2.2.2 Time-Dependent Costs
Most research with respect to time-dependent costs originates from the modeling
of time table information for public transportation. Nevertheless, some of the pro-
posed models can also be used to model time-dependent information in private
transportation.
Two major approaches can be distinguished: the time-dependent network model
and the time-expanded network model [14]. Both approaches influence the net-
work model considerably. In the time-dependent model [15–18] every node repre-
sents a single geographic location and all time-dependent information is modeled
in the cost objects that are assigned to the links. In the time-expanded model
[19–22] nodes represent both a location and a time stamp, which together form
an event, and the links now model either waiting in one location or traveling from
one location to another. To reduce the number of links in these time-expanded
networks hypergraphs can be used [23]. In figure 2.3 both models are applied to a
small example.
Choosing between the time-dependent and the time-expanded network model
is a trade-off between the memory consumption and the performance of the routing
algorithms. While in the time-dependent model most memory is consumed by the
cost objects that are assigned to the links, in the time-expanded model the needed
memory space is determined by the number of nodes and links in the network.
In most cases, storing the travel time function in the cost object is less memory
consuming than creating a node for every possible event. With respect to the per-
formance, the routing algorithms applied in the time-dependent network are often
slower than when applied in the time-expanded counterpart. The reason for this
is that, despite of the fact that larger networks slow down the calculations, deter-
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Figure 2.3: The time-dependent and the time-expanded model applied to a small example.
In the time-dependent model a time table is assigned to every link with on the left the
departure times and on the right the travel times. In the time-expanded model a node
represents an event with both a location (here: 1, 2 or 3) and a time stamp. The travel time
(or waiting) costs of the links can be deduced from the difference between the time stamps
of the end points.
mining the exact travel time on a link is a relatively expensive operation, certainly
when working with generic travel time functions. Suppose for example that the
travel time function has q entries and the binary search algorithm is used to deter-
mine which entries are needed to calculate the exact travel time, then the lookup
operation has a complexity of O(log n). If, on the other hand, the data struc-
ture to represent time-dependent costs is optimized so that these lookup operations
are possible in constant time, the time-dependent network model is the best op-
tion again, as then the network size is the determinant for the performance of the
algorithm.
2.2.3 Stochastic Costs
Some costs, such as the travel time, may have an inherent amount of uncertainty.
This has been recognized in the literature for a long time [24]. However, valuable
practical research on how to model stochastic (travel time) costs and the operation
of the corresponding algorithms only appeared in recent years.
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A number of studies propose to fit stochastic travel time costs to one of the
generic probability distributions. Both Wardop [24] and Herman and Lam [25]
indicate that the travel times follow a skewed distribution. Moreover, the study of
the latter one indicates that only the 60% lower values fit well to a (symmetrical)
normal distribution, contradicting the assumption at that time that travel times are
normally distributed. From Polus’ empirical study [26] it is concluded that travel
times best fit the gamma distribution. Dandy and McBean [27] suggest to use
either a log-normal or a gamma distribution. Furthermore, there are many stud-
ies [28–32] which declare that the log-normal distribution is best suited to model
stochastic travel times.
Most of the studies that were referred to here, and certainly the older ones,
are only concerned with the type of probability distribution that best matches the
stochastic travel times and do not consider how these distributions may be used
in practical routing algorithms. Lomax et al. [33] assume the travel times to be
normally distributed in order to simplify the routing algorithm. Furthermore, Ka-
parias [32] presents a routing algorithm that makes use of log-normal distributions.
The main disadvantage of using predefined distributions to model the stochas-
tic information is that some of the important information, such as certain peaks,
may be lost.
Nie and Fan [34] make use of generic stochastic distributions and present the
SOTA (Stochastic On-Time Arrival) algorithm to route in stochastic transportation
networks. Unfortunately, this algorithm only performs adequately in relatively
small networks as calculations with continuous distributions require vast amounts
of calculation time.
Samaranayake et al. [35] propose a novel algorithm to solve the stochastic
on-time arrival problem in which they, similar to [34], assume that the stochastic
distributions are continuous and may take any form. However, in the experiments
only the first two moments (i.e. the mean and the variance) are used. Since the
distributions are represented by only two values, valuable information might be
lost.
It should be noted that modeling stochastic travel times with predefined distri-
butions is only useful when the correlations between the different links are taken
into account. However, calculating the correlations between all links and taking
them into account when routing is remarkably time-consuming. Therefor, in prac-
tical stochastic routing systems assumptions are made about these distributions
and their correlations (see chapter 5).
2.3 The Multimodal Network Model
In this section we present the multimodal network model that was developed du-
ring this PhD. The network model should be straightforward, so that it can be used
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in practical routing systems. Moreover, the model should be able to incorporate the
networks of different modes of transportation uniformly, which results in one large
network in which the generic shortest path algorithms can be applied with only
minor modifications. Furthermore, it should be possible to model the costs of each
mode of transportation differently. The travel time of walking is time-independent
and deterministic, while the travel times in a car network may be time-dependent
and stochastic. As we aimed at uniformly incorporating the networks of each
mode while restricting the memory usage, we opted for a layered time-dependent
network model. This model is similar to the model that was presented in [36].
In this model each layer represents the network of one mode of transportation, in
which the unimodal nodes represent geographic locations and all time-dependent
information is modeled in the cost objects of the links. Trans-shipments between
the different modes are modeled as inter-layer links between the geographically
co-located nodes of the different modes. Furthermore, we will assume that all
links are directed. This allows us to model direction-specific structures, such as
one-way roads, while undirected links still can be represented by two anti-parallel
links.
In this section we are only concerned with the network modeling. The model-
ing of the costs, that are assigned to the links in these networks, will be treated in
the following section.
Mathematically, the network model can be described as follows. Let us con-
sider a multimodal transport network with n transport modes. To each of these
modes we assign a layer
Li = (Vi, Ei), i = 1, . . . , n (2.1)
with Vi a set of nodes (vertices) andEi = {(u, v)|u, v ∈ Vi} a set of directed links
(edges) in layer Li.
Subsequently these transportation networks (layers) are interconnected by means
of trans-shipment links, i.e. links between geographically co-located nodes of dif-
ferent transport modes. This can be represented by an equivalence relation R con-
taining all pairs of vertices with the same geographic coordinates:
R = {(u, v)|u ∈ Vi; v ∈ Vj ; i 6= j; 1 ≤ i, j ≤ n; geo(u) = geo(v)} (2.2)
with geo(v) the geographic coordinates of node v. It can be seen that the elements
of R represent the trans-shipment links between the different transport modes. If
no trans-shipment infrastructure between two modes is present at a specific lo-
cation the cost of this link is set to infinity. Alternatively, these links could be
removed from the networks, which would consume less memory.
The different transportation layers, together with the trans-shipment links, are
a good representation of the multimodal transport network. However, in many
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situations we want to determine the shortest route between two locations indepen-
dently of the transport mode of the origin and the destination, which is not possible
in the model as presented above. To enable this, an additional layer is introduced:
the access layer. This layer contains a node for every possible geographic location
in the multimodal network and no links. So, this layer can be defined as







E0 = ∅ (2.5)
V0 represents a partitioning in the union of all mode-specific nodes using the
equivalence relation R. In this way, each node in the access layer (L0) in fact
symbolizes a set of nodes which all have the same geographic coordinates. Fur-
thermore, additional inter-layer edges are needed to connect each of the nodes of
L0 to the elements in its set. This can be represented by a relation RS0 , which is
the symmetric closure of
R0 = {(u, v)|u ∈ V0, v ∈ Vi, v ∈ u, 1 ≤ i ≤ n} (2.6)
i.e.
RS0 = R0 ∪ {(u, v)|(v, u) ∈ R0} (2.7)
We would like to remind that the nodes of the access layer (u ∈ V0) are sets of
nodes themselves, which makes the expression v ∈ u possible for v ∈ Vi.
Combining the above, the complete or aggregated layered network can be de-
fined as the graph















VL consists of all nodes from all transport layers, including the warehouse
layer. EL contains all links from the different transport layers, together with the
trans-shipment links and the access links (connecting the nodes of the access layer
to their elements).
This multimodal network model is illustrated in figure 2.4 for the case of
freight transport with three modes of transportation: truck, train and ship.
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Figure 2.4: The layered multimodal network model of a freight transportation network
with three transport modes: truck, train and ship. The trans-shipment links (light gray)
connect the geographically co-located nodes of the different transport modes. The access




Once the network model has been defined, costs need to be assigned to the net-
work links (and/or nodes). There are multiple objectives that may be optimized
when searching for the shortest path in transportation networks and each objective
requires different link costs. Some of these costs, such as the distance, the travel
time, the number of transfers, etc., may me represented by single values. Here,
only one objective is optimized when searching for the best route. Often, however,
multiple objectives need to be optimized simultaneously, which requires the links
to have cost objects that contain multiple values. Furthermore, some costs may
vary in time. The travel time on a road, for example, is dependent upon the traffic
situation and will thus be higher during rush hours. In this case, a time-dependent
cost model should be applied. Moreover, not all costs are deterministic by nature.
The time needed to get to a destination may be dependent upon a number of ran-
dom external factors, such as individual drivers behavior, weather conditions, etc.
To model this uncertainty, a stochastic cost model is used. In this section these
different cost models are presented.
For detailed examples of each of these cost models, we would like to refer to
section 5.2.2 of chapter 5, in which a case study is presented of a real-life multi-
modal routing system.
2.4.1 Single Value Costs
Most of the current data that has been made available for transportation networks
consists of single values for each of the links of the network. There are costs that
can indeed be represented as single values. The distance, for example, does not
change as time passes or when some external factors change. Moreover, frequently
more complex cost structures are simplified so that they can be represented by a
single value. For example, despite of the fact that travel times may change accord-
ing to the traffic situation, often the average travel times are used. The advantages
of having single value costs are the lower memory consumption and the fact that
most known shortest-path algorithms can be applied without any modifications.
Mathematically single value costs are defined as
c(u, v) (2.11)
where u and v indicate the link to which the cost is assigned ((u, v) ∈ E), and
c(u, v) represents a non-negative real number (c(u, v) ∈ R+). It should be noted
that, in this dissertation, we assume all costs to be non-negative. Moreover, the
network contains no loops with cost zero.
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2.4.2 Multiple Objective Costs
Often, there is no unambiguous objective when determining the ‘shortest’ path in
transportation networks. Some users are looking for the shortest path (distance),
while others might want the fastest path (travel time). Moreover, when travel-
ing with public transportation, one often also wants to minimize the number of
transfers. When it is clear which objective needs to be minimized, single value
costs can be used. In many cases however multiple objectives should be optimized
simultaneously. In public transportation, for example, users want to get to their
destination as fast as possible, but at the same time want to limit the number of
transfers. This means that now multiple costs should be assigned to the network
links, namely one for each objective. We opted to model this in the form of a
vector. Mathematically, cost objects are now described as
c(u, v) = [c1(u, v), c2(u, v), . . . , cn(u, v)] (2.12)
with n the number of objectives, u and v the end points of the link ((u, v) ∈ E)
and ci(u, v), 1 ≤ i ≤ n all non-negative real values (ci(u, v) ∈ R+).
2.4.3 Time-dependent Costs
Some costs may vary with time. For example, the travel time on a busy highway
will be much higher during the rush hours than outside these hours. This means
that a time-dependent cost model should be developed. In the generic case time-
dependent costs are often modeled as piecewise linear functions (see figure 2.5).
These functions can be described by a number of entries, each composed of a
time stamp and a cost value. Intermediate values can then be calculated by linear
interpolation of the neighboring entries.
Figure 2.5: Example of a piecewise linear travel time function.
As the information on the transportation networks, such as the travel time on
the links, is often measured regularly, we opted to divide the time window (for
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example one day) into a number of equal time slots. For each time slot one single
value is calculated, representing the cost value at a certain point in time inside this
time slot. Interpolation is used to calculate the costs between the different points
of time. The advantage of using equal time slots is the high performance of the
lookup operations, as the translation of a point of time to its index is now possible
in constant time. At the same time, a trade-off arises between the accuracy of the
travel time function and the memory consumption. Smaller time slots (e.g. one
minute) mean that more memory is needed to store the travel time function (e.g.
1440 values for one day). Larger time slots (e.g. one hour) consume less memory
(e.g. 24 values for one day), but this comes at the cost of losing accuracy of the
travel times. It is possible that during one hour the traffic may vary drastically.
A travel time function with only one value per hour may not have captured this
information.
Mathematically, the time-dependent cost model can be represented as
c(u, v) = [c1(u, v), c2(u, v), . . . , ck(u, v)] (2.13)
with k the number of time slots, (u, v) ∈ E and ci(u, v), 1 ≤ i ≤ k non-negative
real numbers (ci(u, v) ∈ R+). This is similar to the multiple objectives cost
model, but here all costs are of the same quantity and have a time stamp (derived
form the index) assigned to them.
This cost model is also applicable when dealing with time table information in
public transportation. Time slots then represent the smallest unit that is found in
the time table. For the time slots that represent the points in time where a vehicle
departs, the cost value represents the travel time to get to the next stop or station.
For all other time slots, the values are a combination of the waiting time (in the
station or at the stop) and the actual travel time of the vehicle. This is illustrated
in figure 2.6 and explained in further detail in chapter 5 where a travel time cost
model for the railroad network is presented.
The choice for this cost model for time dependent travel time information is
based on the characteristics of the available travel time data. For the road networks
we obtained travel time data that was measured for every quarter of an hour. With
respect to public transportation, we only had the time table information of the rail-
road network at our disposition. As the railroad network is relatively small, apply-
ing this cost model had no real impact on the memory consumption. When other
travel time data would be available and memory consumption becomes an issue,
other data structures may be more favorable. For example, the time table infor-
mation of a bus network could have a major impact on the memory consumption,
since these networks are relatively large. Here, it would be advisable to represent
a travel time function as a sorted list of entries, each with a departure and travel
time. While this consumes less memory, more time is needed to determine the
exact travel time (i.e. waiting and driving time). However, the data structure that
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Figure 2.6: Determining the time-dependent travel time of the link between stop A and
stop B making use of the time table information.
was presented in this section proves to perform well in practical routing systems
in which memory consumption is no real constraint.
2.4.4 Stochastic Costs
A number of costs, like the travel time, have an inherent amount of uncertainty, as
they may be influenced by random external factors. The travel time, for example,
may vary due to individual drivers behavior, weather conditions, etc. These uncer-
tainty characteristics can be incorporated in the cost model by assuming the costs
are stochastic and representing them with a stochastic distribution. As mentioned
earlier, these distributions may take a specific form, such as the log-normal distri-
bution, or be independent of any known distribution. In this research it is assumed
that the distributions may take any form. A new data structure was developed that
represents a generic distribution. In order to minimize the memory consumption
and simplify the calculations, we opted to define a stochastic distribution as a pre-
defined number m of percentiles. The x% percentile is defined as the value that
is higher than x% of all values of the distribution. The percentile values can be
deduced from the cumulative distribution as shown in figure 2.7. Stochastic costs
(i.e. distributions) can then be described mathematically as
c(u, v) = [cp1%, cp2%, . . . , cpm%] (2.14)
with cpi% the value of the pi% percentile and m the number of percentiles. This
number m determines how detailed the information is. A large number of m pro-
vides a very detailed description of the stochastic distribution, at the cost of more
memory consumption, while for lower values of m, which require less memory,
important information of the distribution may be lost. So, determining a good m
is a trade-off between memory consumption and accuracy of the information. For
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a more complete description of stochastic costs, we would like to refer to chapter
5.
Figure 2.7: Determining the percentile values from the cumulative distribution.
t = travel time, p = probability
2.4.5 Combining Different Types of Costs
The cost models that were presented in the previous subsections may be combined
in order to form new cost models. The travel time of cars in a road network, for
example, is in most cases both time-dependent and stochastic. The single values
of each time slot in the time-dependent cost model should then be replaced by
stochastic distributions. This results in a two-dimensional array to model the time-
dependent and stochastic travel times.
Furthermore, in multimodal transportation networks each mode of transporta-
tion may have a different cost model to represent the costs. For example, the travel
time cost for walking is a single value, while it is assumed time-dependent when
taking the train. To determine the best route in a network, the costs of the different
links need to be combined (mostly added). In order to combine costs with dif-
ferent cost models, the less detailed costs should be translated to fit into the most
detailed cost model. Single values can easily be translated to time-dependent costs
by assuming the same value for all time slots. Similarly, deterministic costs can
be translated to stochastic ones by assuming the same value for all percentiles. In




In this chapter a generic multimodal transportation network model was presented
that can be used for both personal and freight transportation. This layered network
model preserves the networks of each of the transport modes, which are then inter-
connected by means of trans-shipment links. An access layer was added in order to
make routing independent of the transport mode in the origin and the destination.
Furthermore, a number of cost models were presented. For time-independent
(i.e. static) and deterministic costs, models were proposed for both single and mul-
tiple objective costs. They are represented by a single value and a vector of values
respectively. In the time-dependent case, link costs are piecewise linear functions,
that are represented by a list of values, where it was assumed that all intervals are
of equal size. As some of the costs may be uncertain, a stochastic cost model was
developed. We opted for a compact representation of stochastic distributions, viz
by a predefined number of percentile values. Moreover, some insight was given on
how to combine these different cost models.
The aim of this research was to determine a network model that can be used
by different shortest path routing algorithms. The algorithms that are presented
in the following chapters indeed may be applied to networks of this model. As
no adequate multimodal data was available, the results in chapter 4 were gath-
ered from unimodal networks. Nevertheless, making use of the network model
presented here would make no difference. According to the objectives, different
cost models are used. In chapter 3 we will work with single objective determinis-
tic time-independent costs. Chapter 4 deals with multiple objective (deterministic
time-dependent) costs. In the following chapter the time-dependent and stochastic
character of the travel times will also be taken into account. Furthermore, in chap-
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Goal-directed algorithms guide the search towards the destination and neglect the
less interesting areas of the network. By a limited search in the most promising
area of the network, shortest path calculations can be sped up remarkably. In this
chapter we will investigate how well goal-directed algorithms perform in multi-
modal transportation networks. Moreover, two novel goal-directed heuristics are
presented: the predecessor and the accounting algorithm. While the predecessor
algorithm makes use of local information to guide the search towards the destina-
tion, the accounting algorithm additionally uses the path’s history. Moreover, these
two heuristic algorithms can be further improved by a number of adaptations. Ex-
periments were carried out to report on both the performance of the algorithms and
the accuracy of the results in a multimodal transportation network.
3.1 Introduction
In route planning applications, minimal execution times of the shortest path al-
gorithms are of uttermost importance. For one thing, these applications have a
large amount of users, each with a number of requests. Moreover, current intel-
ligent transportation systems usually react to occurring events on the route, like
traffic jams and accidents. For this, new routes need to be calculated in real time
to inform the drivers as soon as possible. This chapter focuses on goal-directed
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techniques to speed up the shortest path calculations.
3.1.1 Related Work
In section 1.3.2 an overview (based on [1]) was given of the most commonly used
speedup measures for shortest path calculations in transportation networks. These
speedup methods limit the search area by either restricting it to a specific part of
the network (e.g. the bidirectional search [2], the subgoal method [3] and the goal-
directed search) or by selecting which links to investigate (e.g. the hierarchical
search [4]).
This chapter focuses on goal-directed algorithms that limit the search area
around the origin, the destination and the area between them. Nodes which have
a low probability of being part of the shortest path between the origin and the
destination, are ignored. Fine-tuning the parameters, which determine the area of
interest, of these algorithms is a constant trade-off between the performance of the
algorithm and the accuracy of the results.
There are two major goal-directed algorithms that can be applied in almost all
networks and that do not require any preprocessing: the branch pruning and the A*
algorithm. While the branch pruning algorithm eliminates the nodes that have a
low probability of being on the shortest path, the A* algorithm gives them a lower
priority to be investigated.
A straightforward implementation of the branch pruning algorithm can be found
in [5]. In this implementation, nodes (n) for which the following inequality does
not hold, are pruned from further examination:
l(n) + e(n, d) ≤ E(o, d) (3.1)
with l(n) the label of node n, e(n, d) the estimated cost from node n to the des-
tination d, and E(o, d) an estimated upper bound of the cost of the path between
the origin and the destination node. For a complete and detailed description of this
implementation, we would like to refer to section 3.2.
There are multiple ways to determine which part of the network should be
investigated. In [6] a branch pruning algorithm is presented where the search is
limited to a rectangular area, called a window. Lysgaard [7] presents a two-phase
branch pruning algorithm where in the first phase an upper bound is determined
heuristically and in the second phase this upper bound is used to determine whether
or not to investigate a node.
The A* algorithm does not ignore the unfavorable parts of the network, but
makes it less likely that they will be investigated, by lowering their priority. These
priorities are calculated based on estimated ‘distances’. In [8], these are indicated
as potentials which are used together with the Dijkstra label to determine the pri-
ority of nodes to be processed. A higher value of the sum of the label and the
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potential means that the node has a lower priority. Moreover, an implementation
is presented in which the algorithm of Dijkstra may be applied directly. For this,
the original cost c(u, v) of a link (u, v) is replaced with
c′(u, v) = c(u, v) + (eod(v)− eod(u)) (3.2)
where eod(v) indicates the potential of node v with respect to the path between the
origin o and the destination d.
Different interpretations have been proposed to model potentials. The most
straightforward one makes use of the Euclidean distance [9], but other interpreta-
tions have been investigated too, like for example distances from graph condensa-
tion [10]. Other implementations of the A* algorithm [11–13] do not replace the
link costs but assign new labels to the nodes, taking into account the potentials.
These are then used to determine the best node to be investigated next (i.e. the
minimum of the temporary set).
Next to the branch pruning and the A* algorithm (also called geometric goal-
directed search), a number of goal-directed algorithms were developed specifically
for transportation networks [14]. In the edge labeling technique [8, 15], for each
edge in the networks a superset of nodes is (pre)computed which are situated on
the shortest paths that start with the edge in question. The most popular implemen-
tations [16–18] divide the network in k regions and assigns k flags to each link in-
dicating whether nodes of these regions are visited by shortest paths starting from
this link. The SHARC algorithm [19] is an extension of the edge flag approach that
incorporates hierarchical concepts. In the landmark A* (ALT) approach [20, 21]
the distances between the landmarks (i.e. nodes that are well distributed over the
far ends of the network) are precomputed and used to determine the shortest paths.
In [22], Maue et al. present the Precomputed Cluster Distances (PCD) algorithm.
The network is partitioned in clusters and the shortest connections are calculated
between all pairs of clusters. These yield lower and upper bounds for the distances
that can be used to prune the search.
The major disadvantage of all these goal-directed algorithms is that they re-
quire a preprocessing step on the network. In this chapter, we avoid preprocessing
in order to be able to cope with the dynamic character of transportation networks.
3.1.2 Setup of the Experiments
All algorithms that are addressed in this chapter were implemented in Java (version
1.6.0-18) on a machine with the following configuration: Intel R© Core TM 2 Duo
CPU P8600, 2.40 GHz and 4 GB of RAM.
In the experiments, a European multimodal freight network was used with
three modes of transportation: ship, train and truck. To this network, the model,
that was presented in chapter 2, was applied, resulting in an overall (directed) net-
work with 178 077 nodes and 475 188 nodes. Table 3.1 gives a detailed overview
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of the number of nodes and links in each of the layers of this network. It should
be noted that both the access layer nodes and the access links contribute remark-
ably to the order and the size of the network. Therefore, in practical shortest path
routing algorithms not all access links are actually added to the network, but only
those of the origin and the destination node. This means that, in our example, the
network would have only 6 actual access links, corresponding with the origin and
the destination.
# nodes # links
access layer 88430 -
ship layer 1 937 3 830
train layer 37 107 80 736
truck layer 50 603 132 972
access links - 179 294
trans-shipment ship-train - 268
trans-shipment ship -truck - 3 874
trans-shipment train-truck - 74 214
total 178 077 475 188
Table 3.1: European multimodal freight network with three modes of transportation: ship,
train and truck.
Each link of the transportation layers has a single static and deterministic cost
assigned to it, representing the actual length of the link in kilometers. Furthermore,
a fixed cost was assigned to all access and trans-shipment links.
The results presented in this chapter were gathered from 10 000 shortest path
calculations between random origin and destination nodes.
This chapter focuses on two characteristics of the goal-directed algorithms: the
performance (in terms of execution time) and the accuracy. In general, there is a
trade-off between these two. Fast algorithms produce less accurate results and vice
versa.
3.1.3 Outline
This chapter is organized as follows. In the next section, the branch pruning algo-
rithm is resumed. In order to better understand the remainder of this chapter, an
overview is given of our interpretation of this algorithm. Additionally, a compar-
ison is made between our implementation of this goal-directed algorithm and the
algorithm of Dijkstra with respect to the execution time and the optimality of the
solution. The following section focuses on the two novel goal-directed heuristics,
namely the predecessor algorithm and the accounting algorithm. While the prede-
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cessor algorithm makes use of local information to guide the search towards the
destination, the accounting algorithm additionally makes use of the history of the
path found so far. Moreover, a number of adaptations/optimizations are presented
that may be applied to either of these heuristics. After an elaborate theoretical
explanation of these algorithms and the optimizations, experimental results with
respect to the performance and accuracy are presented in the section 3.4. Finally,
in the last section, a conclusion is formulated.
3.2 Branch Pruning Algorithm
In order to better understand the remainder of this chapter, in this section we will
elaborate on one of the most common goal directed heuristics, the branch pruning
algorithm, as this algorithm resembles most the algorithms that will be presented
in the following section. It is based on the algorithm of Dijkstra [23] (see section
1.3.1 of chapter 1) with the difference that here only a fraction of the nodes is
investigated. As, in this chapter, the shortest paths are calculated in a transporta-
tion network and the distance is used as objective function, we opted to use the
Euclidean (i.e. beeline) distance as estimation function or potential. This can be
easily calculated as nodes in transportation networks represent geographic loca-
tions.
The branch pruning heuristic limits the search to the area between the origin
and the destination by only taking into account a part of the network and ignoring
the remainder. Nodes which are unlikely to be on the shortest path between the
origin and the destination are eliminated.
The basic idea behind branch pruning is similar to the one of the artificial intel-
ligence technique IDA* (Iteratively Deepening A*) [24], a depth-first tree search
algorithm in which a branch is cut off when its total cost exceeds a given threshold.
In the branch pruning algorithm only the nodes that have a high possibility of be-
ing on the shortest path will be investigated. The links (or branches) that connect
to nodes that are unlikely to be on the shortest path are pruned from the network.
To determine whether a node has a high possibility to be situated on the shortest
path, a condition needs to be determined. In our implementation (and most com-
mon implementations) a node n has a high probability of being on the shortest
path between an origin o and a destination d if and only if
l(n) + δ(n, d) ≤ E(o, d) = α.δ(o, d) (3.3)
Here l(n) indicates the label of node n (i.e. the exact distance between o and n),
while δ(u, v) denotes the estimated (Euclidean) distance between node u and node
v. E(o, d) represents an (upper bound) estimate of the length of the shortest path
between the origin and the destination. In our implementation, this is the estimated
distance between the origin and the destination multiplied by a correction factor
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α. In the branch pruning algorithm a node n will only be investigated if condition
3.3 holds.
As mentioned earlier, this algorithm is a heuristic, which means that, while
producing a result in a limited time, this algorithm does not guarantee to return the
optimal solution. The accuracy of the solution depends upon the value of the right
hand side of the inequality (in our case α). A higher value means that there is more
chance that the optimal solution will be found. On the other hand, a lower value
narrows the search space more which results in a faster algorithm, but less accurate
solutions are produced. So a trade-off is made between efficiency and accuracy.
In order to always find the optimal solution, a number of restrictions should be
taken into account when evaluating inequality 3.3. First of all, the right hand side
should be an upper bound of the actual length of the path between the origin and
the destination. Otherwise, the path shall never be found as the destination node
will never be permanent, since its label l(d) will always be higher than the right
hand side of the inequality. As stated before, the lower this upper bound is, the
faster the algorithm. If, on the other hand, this value is too high, too many nodes
will be investigated.
Moreover, the estimated distance from the current node to the destination
should be a lower bound of the actual distance. This can be demonstrated as fol-
lows. Suppose that the lowest possible bound (i.e. the actual length l(d) of the
shortest path) is used in the right hand side of the inequality and that we know that
a certain node n is situated on the shortest path between the origin o and the desti-
nation d. To determine whether to investigate this node n during the execution of
the algorithm, following inequality is evaluated:
l(n) + δ(n, d) ≤ l(d) (3.4)
or
δ(n, d) ≤ l(d)− l(n) (3.5)
Since node n is situated on the shortest path l(d)− l(n) represents the length of the
shortest path between the current node n and the destination d. This proves that
the estimated distance should be less or equal than the length of the actual shortest
path.
Unfortunately, it is impossible to optimally define the parameter and estimation
functions in inequality 3.3. The upper bound in the right hand side should be as
low as possible, in order to minimizes the number of nodes that are investigated
and thus the execution time. However, the optimal bound is different for each
origin-destination pair.
As stated previously, in our implementation, the Euclidean distance is used to
estimate the distance between nodes of the network and the right hand side of the
inequality 3.3 is defined as α times the estimated distance between the origin and
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the destination. This correction factor α has a major influence on both the per-
formance of the algorithm and the accuracy of the produced results. Experiments
were carried out on the network that was presented in section 3.1.2. Figure 3.1
shows the execution time of the branch pruning algorithm with different correc-
tion factors in function of the length of the shortest path. The execution time of
the algorithm of Dijkstra is also depicted for comparison. It can be seen that the
branch pruning algorithm performs better than the algorithm of Dijkstra. Further-
more, as mentioned earlier, the execution time of the branch pruning algorithm is
dependent upon the factor α: the higher this factor, the higher the execution time.
Figure 3.1: Execution time of the branch pruning algorithm with different values for α in
function of the shortest path length.
Secondly, the accuracy of the produced results was investigated. It should be
noted that, as this algorithm resembles closely the algorithm of Dijkstra, when
a path has been found, this path is almost always optimal (in more than 99% of
the cases). This means that only the amount of paths that were not found by the
algorithm (i.e. the loss rate) should be reported. Table 3.2 shows these loss rates for
the different values ofα. It is clear that an increasing value ofαmeans a decreasing
loss rate. Unfortunately, but as expected, the branch pruning algorithms with the
lowest loss rates also have execution times similar to those of the algorithm of
Dijkstra.
Next, we investigated the impact of the quality of the estimation function. In-
stead of the Euclidean distance, now the Euclidean distance divided by 2 was used.







Table 3.2: Loss rate of branch pruning algorithm in function of α
rable results. The execution times and loss rates are depicted in figure 3.2 and table
3.3 respectively. A worse estimation function also means higher calculation times
and slightly less paths that are found. In conclusion, defining a good estimation
function is of uttermost importance.
Figure 3.2: Execution time of the branch pruning algorithm with a lower (worse)
estimation function in function of the shortest path length.
3.3 Novel Heuristics
The algorithm that was addressed in the previous section uses both estimated and
exact (i.e. path lengths represented by labels) distances to determine whether or
not a node is favorable to be on the shortest path. This implies that, in order
for the algorithm to perform well, the estimates should be lower bounds of the






Table 3.3: Loss rate of branch pruning algorithm with a lower (worse) estimation function
for different values of α
actual shortest path lengths. The novel algorithms presented in this section avoid
this requirement by only using estimates to determine whether a node should be
investigated. This allows almost all estimation functions to be used, as long as they
are more or less proportional to the actual path lengths.
Two novel heuristics are presented: the predecessor and the accounting algo-
rithm. The predecessor algorithm makes use of local information to guide the
search towards the destination. In the accounting algorithm a history of the path so
far is taken into account to determine whether this path is worth investigating fur-
ther. Moreover, a number of optimizations are presented. In subsection 3.3.1, two
minor improvements are mentioned, namely full local search and the k-th prede-
cessor. While the latter can be applied to both the predecessor and the accounting
algorithm, the former is limited to the predecessor algorithm. Subsequently, in
subsection 3.3.3, two major optimizations are introduced that can be applied to
both heuristics: queue optimization and a feedback loop. A complete schematic
overview of these algorithms and improvements is depicted in figure 3.3.
Figure 3.3: Schematic overview of the heuristics and optimizations.
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Figure 3.4: Basic concept of predecessor algorithm. Node 3 will be investigated as it is
closer to the destination d than node 2. Node 4 will not be investigated since it is situated
further away from the destination.
3.3.1 The Predecessor Algorithm
Similarly to the branch pruning algorithm, the predecessor heuristic will eliminate
paths that do not evolve towards the destination. In the branch pruning algorithm
the sum of the exact distance between the origin and the current node and the
estimated distance from the current node to the destination is compared to the esti-
mated distance between the origin and the destination. The predecessor algorithm
avoids calculating this sum by comparing the estimated distance between a current
node and the destination with the estimated distance between its predecessor node
(on the path) and the destination. This way, it is determined whether adding the
current node causes the path to grow in the direction of the destination.
In the predecessor algorithm, when calculating the shortest path between an
origin o and a destination d, a node n is only investigated if and only if
δ(n, d) ≤ δ(prev(n), d) (3.6)
where δ(u, v) represents the estimated distance between node u and node v and
prev(n) denotes the previous node of n. This concept is illustrated in figure 3.4,
in which node 3 will be investigated as it is closer to node d than node 2, while
node 4 will not be investigated because the estimated distance between node 4 and
node d is longer than the estimated distance between node 2 and the destination d.
This algorithm is similar to the algorithm of Dijkstra (see section 1.3.1), with
the only difference that lines 9 to 15 (updating the neighbors of the current node
u) are only executed if the inequality 3.6 holds for the node u that was just made
permanent. This means that the following if-statement is added around the code
from line 8 to line 15:
if(δ(u, d) ≤ δ(prev(u), d)
Moreover, it should be noted that, to evaluate the condition 3.6, only one estimate
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(δ(n, d)) needs to be determined as δ(prev(n), d) was already determined in a
previous iteration.
Paths that are perceived as uninteresting by the algorithm (in this case paths
which do not lead directly towards the destination) are eliminated. Unfortunately,
a large number of paths (approximately 75%, see table 3.4) will not be found
by the predecessor algorithm. The reason for this is that most shortest paths in
transportation networks make a small detour to reach the destination. To overcome
this disadvantage a tolerance factor is introduced, which allows paths to make these
small detours. Now, to find the shortest path between an origin o and a destination
d, a node n is only investigated if and only if
δ(n, d) ≤ (1 + γ).δ(prev(n), d) (3.7)
where (1 + γ), γ ≥ 0 represents the tolerance factor. If γ = 0, this condition is
equal to condition 3.6. When the tolerance factor (1 + γ) has a value greater than
one, the predecessor algorithm allows the path to make (small) detours to get to
the destination. The higher this tolerance factor is, the larger are the detours that
are allowed.
In order to stimulate the algorithm to find more paths, two small optimizations
are proposed: full local search and using the k-th predecessor. When adopting
the full local search, the areas around the origin and the destination are inves-
tigated completely. This optimization stems from routing in transportation net-
works, where paths usually make detours close to the origin and the destination.
These areas around the origin and the destination are often denoted as the first and
the last mile respectively. We will assume that these first/last mile areas are cir-
cular with radius R. This radius may either be a constant or proportional to the
estimated distance between the origin and the destination.
To conclude, in this improved version of the predecessor algorithm a node n is
investigated if and only if one (or more) of the following conditions holds:
δ(o, n) ≤ R
δ(n, d) ≤ R
δ(n, d) ≤ (1 + γ).δ(prev(n), d)
(3.8)
with R the predefined radius of the area around the origin and the destination, and
all other parameters as defined before.
In the predecessor algorithm a value is calculated for the current node (i.e. the
estimated distance from this node to the destination), and this value is compared to
the value of the previous node on the path. Instead of using the previous node, in
the k-th predecessor algorithm the value of the current node is compared with the
value of the k-th predecessor on the path. By doing so, larger detours are allowed,
leading to more paths to be found. In contrast with a higher tolerance factor, this
has not huge impact on the calculation time (see results in section 3.4.1). So, in the
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k-th predecessor algorithm, to find the path between an origin o and a destination
d, a node n is only investigated if and only if
δ(n, d) ≤ (1 + γ).δ(prev(n, k), d) (3.9)
where prev(n, k) denotes the k-th predecessor of node n. For k = 1 this condition
equals the condition 3.7. In the case the number of hops in the current path is
smaller than k, the current node is compared to the origin node.
3.3.2 The Accounting Algorithm
While the predecessor algorithm makes use of local information, i.e. comparing
estimated distances from the current node and its predecessor, in the accounting
algorithm, additionally a memory is kept with information on the path found so far.
Every path has an account with an amount of credits, which can be used for making
detours. Each time a path is going in the wrong direction, a credit is taken away.
To determine whether a path is going into the right direction, the same condition
as in the predecessor algorithm is used. Thus, a credit is taken away from a path’s
account if and only if for the current node n on the path
δ(n, d) > (1 + γ).δ(prev(n), d) (3.10)
As we are routing from a single origin node (i.e. building the shortest path tree
from this node), these accounts can be implemented similarly to labels. Each node
n has assigned to it an additional value A(n) that represents the amount of credits
left in the account of the path on which the node is situated.
When searching for the shortest path, only the nodes on paths with positive ac-
counts are investigated. This means that an if-statement should be added around
line 8 to line 15 of the pseudo code of the Dijkstra algorithm. Moreover, if a new
label is added to a node, the account of the corresponding path should be updated.
The pseudo code of this algorithm is depicted below in which the lines that dif-
fer from the algorithm of Dijkstra are indicated by line numbers with additional
characters.
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1 forall(v ∈ V)
2 l(v) := ∞;
3 l(o) := 0;
3b A(o) := SB;
4 P := EMPTY SET;
5 T := {o};
6 while(!(T is empty) && !(d ∈ P)){
7 u := T.removeMin();
7a if(A(u)>0){
8 P.add(u);
9 forall(n : neighbor(u)){
10 l new := l(n)+c(u,n);
11 if(l new < l(n){
12 l(n) = l new;
13 T.add(n);
13a A(n) := A(u);
13b if(δ(n, d) ≤ (1 + γ).δ(prev(n), d))





It should be noted that at initialization only the origin node has an account
value (starting budget SB), representing the initial credit for all paths.
Now the question arises which amount of initial credits should be given to
these paths, as this starting budget determines the size of the detours. Determining
a good starting budget is a trade-off between accuracy and performance. A higher
amount of start credits causes the algorithm to visit more nodes, which slows down
the calculations but at the same time increases the chances to find a result. It
should be noted that the optimal starting budget is different for every network
configuration.
This problem of determining a good starting budget can be diminished by,
instead of only punishing paths by taking away credits when they go in the wrong
direction, also rewarding paths by giving them extra credits when they go in the
right direction. However, when the amount of credits that are taken away (when
a step is taken in the wrong direction), is equal to the amount of credits granted
(when a step is taken in the right direction), a path can take large detours, as is
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Figure 3.5: Shortcoming of accounting algorithm with awards and punishments (without
upper bound).
illustrated in figure 3.5. This may lead to long zig-zagging paths, mostly on a
local scale. To overcome this disadvantage, an upper bound needs to be set on
the account, i.e. every path can only have a limited amount of credits. This upper
bound (maximum budget MB) limits the size of the detours.
So, in this algorithm the level of the account of a path p at node n is
A(n) =

A(prev(n)) , A(prev(n)) = MB &
δ(n, d) ≤ (1 + γ)δ(prev(n), d)
A(prev(n)) + 1 , A(prev(n)) < MB &
δ(n, d) ≤ (1 + γ)δ(prev(n), d)
A(prev(n))− 1 , otherwise
(3.11)
where A(n) denotes the account level at node n and the other parameters are de-
fined as previously.
Similarly to the predecessor algorithm, this algorithm can be optimized by
taking into account the k-th predecessor instead of the direct predecessor. This
means that prev(n) is replaced by prev(n, k).
3.3.3 Further Optimizations
In the previous subsections goal-directed heuristics are presented that speed up
the shortest path calculations at the cost of losing the optimality guarantee. These
algorithms can be further improved by two other optimizations: queue optimiza-
tion and a feedback loop. While the former uses a different criterion to determine
whether the path is going into the right direction, the latter presents an iterative
version of the algorithms presented above.
3.3.3.1 Queue Optimization
In the predecessor and the accounting algorithm, to determine whether a path is
going into the right direction, the estimated distance from the current node was
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Figure 3.6: Queue Optimization. It should be noted that node n′ was investigated just
before node n. Node n will not be investigated here as it is situated further away from the
destination d than node n′, the previously investigated node. In the standard predecessor
algorithm node n would have been investigated as it is closer to d than node m, the
previous node on the path.
compared to the one from its previous node on the path. As will be shown in the
results section, a speedup can be realized by comparing this estimated distance
with the estimated distance from the previously investigated node. This is the
node that was handled in the previous iteration. This technique is denoted with
the term queue optimization (QO). If this is applied to the predecessor algorithm,
to determine a path between an origin o and a destination d a node n is only
investigated if and only if
δ(n, d) ≤ (1 + γ)δ(prevQ(n), d) (3.12)
where prevQ(n) represents the node which is investigated before node n and the
other variables are defined as previously. Queue optimization will cause more
nodes to be skipped and thus speed up the calculations. Figure 3.6 shows an ex-
ample of a node that will be skipped by the algorithm with queue optimization, but
that would have been investigated in the algorithm without queue optimization.
3.3.3.2 Feedback Loop
While queue optimization speeds up the calculations, the feedback loop technique
improves the accuracy of the produced results. To diminish the large amount of
paths that were not found by the predecessor (and accounting) algorithm, a tol-
erance factor (1 + γ) was introduced in section 3.3.1. This factor introduces a
trade-off between the performance of the algorithm and the accuracy of the re-
sults. A higher value for γ means that more nodes will be investigated, resulting in
higher execution times, but at the same time a higher chance of finding the optimal
path, and vice versa.
The feedback loop technique aims at always finding a path between the origin
and the destination by iteratively increasing the tolerance factor. Moreover, it lim-
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its the execution times by keeping the tolerance factor as small as possible. The
feedback loop technique starts with a small tolerance factor and in each iteration
this factor is increased, as long as no path has been found. Here, it should be noted
that all labels that were calculated during the previous iteration may be reused in
the following iteration. This way, the execution time of one iteration is limited to
only calculating the labels of the nodes that were ignored in the previous iteration.
There are multiple possibilities to model how the tolerance factor should be
increased in each iteration. For example, a fixed amount can be added or it can
be multiplied with a fixed factor. A small increase results in a large number of
iterations until a path is found, while a large increase results in no additional time
gain, as too much of the network is investigated early on.
The pseudo code of the feedback loop technique is given below, in which a
path between origin node o and destination node d is calculated.
1 γ := start value;
2 path := NULL;
3 while(path = NULL){
4 path := algorithm(γ).executeFurther(o,d);
5 γ := increase(γ);
6 }
In this code algorithm(γ) represents either the predecessor or the account-
ing algorithm in which the tolerance factor (1 + γ) is used. In each iteration, the
algorithm reuses the information that was calculated in the previous iteration.
3.4 Experimental Results
In the previous section two novel goal-directed heuristics were described, together
with a number of improvements. This section presents experimental results that
demonstrate the characteristics of these heuristics and the benefits of the improve-
ments. For these experiments, the setup of section 3.1.2 was used.
3.4.1 The Predecessor Algorithm
The predecessor heuristic makes use of local information, i.e. the previous node on
the path, to determine whether or not to handle the current node. A tolerance factor
(1 + γ) was introduced to allow more paths to be investigated. In this section we
will demonstrate how this tolerance factor influences both the performance of the
algorithm and the accuracy of the results. Moreover, this factor causes a trade-off
between these two. Figure 3.7 shows the average execution time of the predeces-
sor algorithm in function of the optimal shortest path length for different values of
γ. For comparison the average execution time of the algorithm of Dijkstra is also
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depicted. Similarly to the the branch pruning algorithm, an increasing tolerance
factor means higher execution times. The highest speedup is perceived for the
predecessor algorithm without a tolerance factor (γ = 0). This algorithm is on av-
erage 31.1 times faster than the algorithm of Dijkstra. If the tolerance factor is too
high, the predecessor algorithm realizes no speedup at all and may even be slower
than the algorithm of Dijkstra because of the additional estimation calculations.
Figure 3.7: Execution time of the predecessor algorithm with different values of γ in
function of the length of the optimal path.
While lower tolerance factors are more advantageous with respect to the per-
formance of the algorithm, the reverse is true for the accuracy of the results. Table
3.4 shows for different values of γ both the loss rate (i.e. the percentage of paths
that could not be found by the algorithm) and the average difference (∆) in the
case a path has been found. This latter one is defined as the percentage with which





with pf and popt the cost of the path found by the predecessor algorithm and the
optimal path respectively. From the table, it can be seen that the loss rate and the
average difference decrease as the tolerance factor increases. This means there is a
trade-off between the performance and the accuracy. Higher execution times mean
that more accurate results are produced, and vice versa.
As most of the ‘detours’ in transportation networks occur in the first and/or last
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Figure 3.8: Execution time of the predecessor algorithm with and without Full Local
Search (FLS) with different values of γ in function of the length of the optimal path.
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Predecessor Algorithm Predecessor Algorithm
with FLS
γ loss rate avg. ∆ loss rate avg. ∆
0 75.7% 7.01% 64.6% 6.68%
0,001 55.0% 4.02% 40.4% 3.40%
0,005 31.4% 2.84% 19.2% 1.47%
0,01 20.3% 2.81% 12.2% 1.28%
0,03 6.8% 1.96% 2.7% 0.62%
Table 3.4: Accuracy of predecessor algorithm and the predecessor algorithm with Full
Local Search (FLS)
mile, an adaptation to the predecessor algorithm was proposed in which the areas
around the origin and the destination are investigated completely. This is denoted
with the term full local search. Experiments have shown that this measure indeed
improves the predecessor algorithm. Figure 3.8 shows the execution times of the
predecessor algorithm with and without Full Local Search (FLS) for the differ-
ent values of γ. In these experiments, we opted to use an area radius R which is
dependent on the estimated distance between the origin and the destination node:
R = α.δ(o, d) with α = 0.05. From the figure, it can be seen that the predeces-
sor algorithm with full local search performs as good as the one without full local
search. Moreover, for the higher values of γ this algorithm is even faster, since no
expensive comparisons are needed in the areas around the origin and the destina-
tion. Full local search not only performs well with respect to the execution time,
but also produces more accurate results. On the right side of table 3.4, the loss
rates and average differences ∆ are given for the predecessor algorithm with full
local search. Compared to the algorithm without full local search, this algorithm
indeed finds more paths and these paths differ less from the optimal ones.
Next to full local search, another method was presented in section 3.3.1 to
increase the amount of paths found by the algorithm. Instead of comparing an
estimated value from the current node with the one from the previous node on the
path, it is now compared with the one from the k-th previous node. This algorithm
is called the k-th predecessor algorithm. We will demonstrate experimentally that
this algorithm improves both the performance of the calculations and the accuracy
of the results. In these experiments, we assumed γ = 0.005. Unless stated oth-
erwise, this is the tolerance value that will be used in all following experiments.
Figure 3.9 shows the execution time of this k-th predecessor algorithm for differ-
ent values of k. It can be seen that an increasing value of k indeed speeds up the
shortest path calculations of the longer paths. This time gain is the highest for
k = 3 and less remarkable for higher values of k. However, higher values of k
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Figure 3.9: Execution times of the k-th predecessor algorithm in function of the optimal
shortest path length for different values of k.
mean that more paths are found and that these paths differ less from the optimal
ones. This is illustrated in table 3.5.





Table 3.5: Accuracy of k-th predecessor algorithm for different values of k.
3.4.2 The Accounting Algorithm
The accounting algorithm is similar to the predecessor algorithm, but besides ig-
noring unfavorable nodes based on local information, a history is kept of the path
to allow more than one step in the wrong direction. In the basic version of the
algorithm an account is given to each path. At initialization the account of a path
contains a fixed amount of credits, called the starting budget (SB). This starting
budget determines the number of allowed steps in the wrong direction. Figure
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Figure 3.10: Execution times of the accounting algorithm in function of the optimal
shortest path length for different starting budgets (SB).
3.10 shows the average execution time of the accounting algorithm with differ-
ent starting budgets. Moreover, the execution times of the algorithm of Dijkstra
and the predecessor algorithm are depicted for comparison. In the accounting
and predecessor algorithm a tolerance factor with γ = 0.005 was used, as stated
previously. It can be observed that the accounting heuristic performs worse than
the predecessor heuristic, but nevertheless has lower execution times than the al-
gorithm of Dijkstra. Moreover, the execution time increases with an increasing
starting budget.
The main advantage of the accounting heuristic is the remarkable improvement
of the accuracy of the results. This is shown in table 3.6, where loss rates are
presented, together with the average difference (∆) with the optimal path in the
case that a path is found. It can be seen that the higher the starting budget is, the
lower is the loss rate and the average difference.
In section 3.3.2, an improved version of the accounting algorithm was pre-
sented, in which steps in the wrong direction are punished, while steps in the right
direction are rewarded. Furthermore, in order to avoid large detours a maximum
budget was introduced that limits the number of steps in the wrong direction. Fig-
ure 3.11 shows the execution times of the accounting algorithm with a fixed start-
ing budget of 5 (SB=5) and a variable maximum budget (MB). The accounting al-
gorithm without a maximum budget is the algorithm that only punishes the wrong
steps and does not reward right steps. These results show that the algorithm in
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loss rate avg. ∆
Predecessor 31.4 % 2.84%
Accounting [SB = 3] 10.9% 2.38%
Accounting [SB = 5] 4.5% 1.42%
Accounting [SB = 8] 1.5% 0.61%
Accounting [SB = 10] 1.3% 0.16%
Table 3.6: Accuracy of accounting algorithm
Figure 3.11: Execution times of the improved accounting algorithm (with SB=5) in
function of the optimal shortest path length for different maximum budgets (MB).
which steps in the right direction are rewarded, is slower than the original account-
ing algorithm, but still performs better than the algorithm of Dijkstra. Moreover,
it should be noted that increasing the maximum budget has no real impact on the
execution times.
Again, the major advantage is the accuracy of the produced results. Table 3.7
shows both the loss rates and the the average differences of the found paths with
the optimal ones for different starting and maximum budgets. It can be seen that
both the loss rate and the average difference are close to zero. If the maximum
budget is large enough this improved algorithm almost always finds the optimal
path.
To determine whether a path is going in the right direction the estimated dis-
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loss rate average difference (∆)
MB
SB 5 10 20
3 0.7% 0.2% 0.1%
5 0.2% 0.2% 0.1%
8 0.2% 0.1% 0.1%
10 0.2% 0.1% 0.1%
MB
SB 5 10 20
3 0.10% 0.05% 0.00%
5 0.06% 0.04% 0.00%
8 0.05% 0.02% 0.00%
10 0.03% 0.01% 0.00%
Table 3.7: Accuracy of the improved accounting algorithm
tance from the current mode may be compared to that from its k-th predecessor (in
stead of the first predecessor). This results in an accounting algorithm with similar
execution times as stated in this section. Moreover, an increasing k results in more
paths to be found which also differ less from the optimal ones. As these results are
similar to the results of the k-th predecessor algorithm, we will not discuss them
here in detail.
3.4.3 Further Optimizations
Two optimizations, queue optimization and the feedback loop, were presented in
section 3.3.3 that can be applied to both the predecessor and the accounting algo-
rithm. In this section we will demonstrate the advantages of these optimizations
applied to the predecessor algorithm. However, similar results are observed when
applying them to the accounting algorithm.
3.4.3.1 Queue Optimization
Queue optimization (QO) is a technique in which the estimated distance from the
current node (to the destination node) is compared to the estimated distance from
the node that was investigated in the previous iteration. Figure 3.12 shows the
average execution times for both the predecessor algorithm with and without queue
optimization. Here the same tolerance factors were used as in figure 3.7. It is clear
that queue optimization remarkably improves the performance of the algorithms
with execution times of only a couple of milliseconds. Unfortunately, this speedup
is accompanied with less accurate results. Table 3.8 shows that the predecessor
algorithm with queue optimization only finds a small fraction of the paths and that
most of these paths differ from the optimal ones. However, more accurate results
are produced when a higher tolerance factor is used. Now the question arises
whether using a (high) tolerance factor that produces accurate results, still has a
reasonable execution time.
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Figure 3.12: Execution time of the predecessor algorithm with and without queue
optimization (QO) in function of the shortest path length.






Table 3.8: Accuracy of the predecessor algorithm with queue optimization for different
values of γ.
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Figure 3.13: Execution time of the predecessor algorithm with queue optimization (QO)
and higher tolerance factors in function of the shortest path length.




Table 3.9: Accuracy of the predecessor algorithm with queue optimization for high values
of γ.
Figure 3.13 shows the execution time of the predecessor algorithm with queue
optimization in which the tolerance factors with γ = 0.25, γ = 0.5 and γ = 1 were
used. The execution time of the predecessor algorithm without queue optimization
and γ = 0.005 is also depicted for comparison. This demonstrates that high toler-
ance factors indeed still result in relatively low execution times. Moreover, more
accurate results are produced. This is illustrated in table 3.9. For comparison, the
predecessor algorithm without queue optimization and γ = 0.005 has a loss rate of
31.4% and the paths that are found differ averagely 2.84% from the optimal ones.
64 CHAPTER 3
Figure 3.14: Execution time of the predecessor algorithm (γ = 0.005) with and without
feedback loop in function of the shortest path length.
3.4.3.2 Feedback Loop
Next to queue optimization, the feedback loop technique was presented. In this op-
timization, the algorithm is repeated iteratively with an increasing tolerance factor,
until a path between the origin and the destination has been found. Figure 3.14
shows the execution time of the predecessor algorithm with and without feedback
loop in which a tolerance factor with γ = 0.005 was used. In these experiments,
we opted to multiply γ with 2 when no path was found in the previous iteration. As
expected, using the feedback loop technique results in slower algorithms. How-
ever, the execution time of the algorithm in which m iterations were executed, still
is lower thanm times the execution time of the algorithm without a feedback loop.
The reason for this is that in each iteration a large amount of the data can be reused.
The main advantage of the feedback loop technique is that the loss rates are
reduced to zero. It is guaranteed that the algorithm always finds a path between the
origin and the destination. However, these paths may differ from the optimal ones.
In our experiments, the paths found by the predecessor algorithm (γ = 0.005) with
feedback loop are on average 5.47% longer than the optimal ones. This is higher
than the percentage of the algorithm without feedback loop (see table 3.4) since
this is an average over the paths that were not lost and these paths were found using
the lowest possible tolerance factor. However, multiplying γ with a higher factor
results in more accurate results. This is illustrated in table 3.10. It should be noted
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that this has only a minor impact on the execution time, as this requires also less
iterations.





Table 3.10: Accuracy of the predecessor algorithm (γ = 0.005) with feedback loop for
different multiplication factors.
Next, the number of iterations needed in the feedback loop technique was in-
vestigated. As we applied a tolerance factor with γ = 0.005, in 31.4% of the
cases more than one iteration is needed (see table 3.4). Only then applying the
feedback loop is useful. We will thus limit our results to these cases. Table 3.11
shows for different multiplication factors the average number of iteration needed.
As expected, a higher multiplication factor results in a lower amount of iterations,
since with a higher tolerance factor the chance of finding a path is larger.





Table 3.11: Average number of iterations needed by the feedback loop in the case no path
was found in the first iteration.
3.5 Conclusions
In this chapter a number of novel goal-directed heuristics were presented, in order
to speed up shortest path calculations in large transportation networks. While the
predecessor algorithm uses local information to guide a path in the right direction,
the accounting heuristic additionally keeps a history of this path. The main ad-
vantage of these algorithms, in comparison with the branch pruning algorithm is
that they allow more freedom in the choice of the (distance) estimation function.
The reason for this is that the actual path distances and the estimates are no longer
combined and compared with each other.
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In the experiments it is demonstrated that these novel heuristics, with the ad-
justed parameters, indeed perform better than the algorithm of Dijkstra and the
branch pruning algorithm. Fine-tuning the parameters (e.g. the tolerance factor
(1 + γ), the value of k, the starting and maximum budget) is finding the correct
balance between the performance of the algorithm and the accuracy of the pro-
duced results. Faster algorithms usually produce less accurate results, and vice
versa.
A number of adaptations were presented in order to improve either the perfor-
mance, the accuracy or both. When in the predecessor algorithm the areas around
the origin and the destination nodes are investigated completely, the possible first
and/or last mile detours in transportation networks are taken into account. This
improves the accuracy of the produced results, while at the same time a slight
improvement in the performance of the algorithm is observed.
Instead of comparing the estimated distance from the current node (to the des-
tination) with the estimated distance from its predecessor, it may be compared to
the estimated distance from its k-th predecessor. This improves the accuracy of
the results, while maintaining the performance of the algorithm. This technique
can be applied in both the predecessor and the accounting algorithm.
In the accounting algorithm, instead of only punishing steps in the wrong di-
rection, also steps in the right direction may be rewarded. This results in slower
algorithms, but nearly optimal results.
Furthermore, a technique called queue optimization was introduced. In this
adaptation, nodes are not compared to their predecessors on the path, but to the
nodes that were investigated in the previous iteration. Queue optimization im-
proves the performance of the algorithms remarkably. Unfortunately, this comes
at the cost of less accurate results. However, this may be overcome by using higher
tolerance factors. This results in algorithms that produce more accurate results in
a small amount of execution time.
Finally, the feedback loop was presented, which is guaranteed to always find
a short path between the origin and the destination. By reusing the information
of the previous iterations, the execution time of these algorithm may be kept rel-
atively low. Both queue optimization and the feedback loop can be applied to the
predecessor algorithm as well as to the accounting algorithm.
It should be noted that determining which algorithm and adaptations should be
used, is dependent upon the desires of the users. If the user want to find a short path
quickly, but it is not important that it is the optimal one, a predecessor algorithm
with queue optimization should be applied. If the user, on the other hand wants
to find the (nearly) optimal shortest path in a reasonable amount of time, then the
best option is the accounting heuristic with a feedback loop.
To summarize this chapter, figure 3.15 gives a schematic overview of the strength
of the heuristics and the adaptations/optimizations that were presented in this chap-
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4
Speeding up Martins’ algorithm for
multiple objective shortest path
problems
Users of routing applications often do not only want to find the shortest route, but
also the fastest one and the one with the least transfers. These objectives may
contradict each other and a route that is optimal for one objective (e.g. travel time)
thus may not be optimal for another objective (e.g. number of transfers). This
chapter deals with optimizing multiple objectives simultaneously, leading to a set
of Pareto optimal solutions. The most widely known multiple objective shortest
path algorithm is the one of Martins, which is based on the algorithm of Dijkstra.
However, this algorithm tends to be too slow, especially in large networks such
as transportation networks. In this chapter a number of speedup measures are
investigated, resulting in new algorithms. It is shown that the calculation time
can be reduced considerably. Moreover, it is mathematically proven that these
algorithms still produce the Pareto optimal set of paths.
4.1 Introduction
This chapter presents two adaptations to a label setting algorithm, which was pre-
sented by Martins in 1984 [1], to solve the multiple objective shortest path prob-
lem. To date, this is still a reference work to solve the multiple objective shortest
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path problem making use of graph algorithms. This section starts with a descrip-
tion of the problem tackled by this algorithm. Then, an overview is given of what
can be found in literature about multiple objective shortest path problems and their
solutions. Finally, the contributions and objectives of this research are explained
in subsection 4.1.3.
4.1.1 Problem description
With the evolvement of GPS systems, routing in transportation networks gains
more attention. One of the main characteristics of these transportation networks
is that they tend to be large. For example the TIGER/Line network, covering the
USA, consists of approximately 24 million nodes and 29 million links and the PTV
Europe network contains approximately 19 million nodes and 23 million links [2].
In most applications, a preprocessing phase reduces the size of these networks, but
even then, they are still extensive. On the other hand, these networks tend to be
sparse with an average node degree between 2 and 3.
Moreover, in recent years, multimodal transportation (i.e. using multiple modes
of transportation) becomes a valuable alternative to avoid road traffic jams. Mul-
timodal networks are often represented by a layered network model in which each
modus has its own transportation network and trans-shipments between the modes
are modeled by trans-shipment links connecting nodes from different modes of
transportation [3]. This results in even more extensive networks than the unimodal
ones.
At the same time, logistic applications need to find the best route as soon as
possible while taking into account multiple objectives. The transport needs to be
both as fast, as cheap, as ecological, etc. as possible. The problem tackled in this
chapter is how to calculate in a very short time the multiple objective shortest
paths between an origin and a destination in a transportation network. As there are
multiple objectives that need to be optimized, there is no single optimal path, but
a set of paths that is called Pareto optimal. A path is called Pareto optimal if no
objective can be ameliorated without deteriorating another objective (see section
2.1 for a more formal definition).
For this, we will further improve the MOSP (multiple objective shortest path)
algorithm of Martins, which has proven to be an efficient way to find the com-
plete Pareto optimal set of paths [4], especially for lower density networks such as
transportation networks. Unfortunately, this algorithm, in its original form, has to
examine the whole network to find the Pareto optimal set of routes. This is quite
time consuming for large networks, such as (multimodal) transportation networks.
Therefore, we will attempt to limit the search area of the algorithm, namely by
formulating a stop condition to interrupt the search process and by searching the
network bidirectionally (i.e. simultaneously from the origin and the destination).
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In this chapter we assume that all objectives need to be minimized and all
concepts are defined according to this assumption. Moreover, it should be noted
that the research presented here assumes that all costs are non-negative and that
there are no cycles with cost 0.
4.1.2 Literature overview
Multiple objective shortest path problems, which are known to be NP-hard [5],
started to gain attention in the 70s and the beginning of the 80s with the works of
Vincke [6] and Hansen [7], in which they focused on the case with two objectives,
the bi-objective shortest path problem. Since then, several exact methods, for both
the general multi-objective and the bi-objective shortest path problem, have been
developed to find all Pareto optimal paths between two nodes in a network.
The most straightforward (and easiest) way to deal with multiple objectives is
by using single objective shortest path techniques with a weighted objective func-
tion. The shortest paths are optimized for a single objective that is the weighted
sum of the different objectives (α1c1+. . .+α2c2). Unfortunately, this method only
finds a subset of all Pareto-optimal paths. If we present all Pareto-optimal paths in
a decision space, the paths found by this algorithm are situated on the convex hull.
The other Pareto-optimal paths are situated in the so-called duality gaps. This is
illustrated in figure 4.1. References [8] and [9] provide a more detailed discussion
on this subject.
Exact methods to find the set of Pareto-optimal paths for the shortest path
problem with two objectives have been thoroughly studied. As we focus in this
article on the general multi-objective shortest path algorithm, we would just like
to refer to the works of Skriver [10] and Raith and Ehrgott [9] for an overview of
most of the bi-objective shortest path algorithms.
In [11], Clı´maco and Pascoal give an overview to solve the multi-objective
shortest path problems. According to the taxonomy presented in their article, the
research presented in this paper can be categorized in the class of multicriteria
path problems with additive metrics and a-posteriori aggregation of preferences
method. In this class, two major categories can be distinguished: ranking tech-
niques and labeling techniques.
Ranking techniques, like for example [12] and [13], use a ranking method for
listing the paths in a decreasing order according to one of the objectives. Sub-
sequently, from this list of paths a set of non-dominated paths is determined.
Three groups of path ranking methods can be determined: deletion algorithms
( [14], [15], [16]) in which at the start of each iteration the path found in the previ-
ous iteration is eliminated from the network, labeling algorithms ( [17], [18], [19])
in which nodes may contain K labels (for the K paths) and that resemble the K
shortest path algorithms, and deviation algorithms ( [20], [21], [22]) in which a
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Figure 4.1: The bi-objective shortest path costs calculated by the weighted Dijkstra
algorithm and by the multiple objective shortest path (MOSP) algorithm of Martins. This
experiment was carried out on the Belgian road network (Transport(B) in the table 4.2)
with random and completely uncorrelated objectives.
While the MOSP algorithm finds 363 unique paths, the weighted algorithm of Dijkstra only
finds 18. Furthermore, these paths are situated on the convex hull (i.e. the black line) of the
Pareto optimal paths.
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new path is considered to be a deviation from the previous path.
Labeling techniques are well known to solve the single objective shortest path
problem ( [23], [24]). Similar to the single objective case, two categories can be
distinguished: label-setting algorithms and label-correcting algorithms. An exact
label-setting algorithm for the bi-objective shortest path problem was proposed by
Hansen [7]. This work was then generalized by Martins for the multiple objective
shortest path problem [1]. To this date, this article is still a reference work for the
multi-objective shortest path algorithms.Next to label-setting algorithms, a num-
ber of label-correcting algorithms were presented. Similarly, this research started
with bicriteria shortest path problems ( [6], [25], [26]) and was then generalized
for multiple criteria [27]. Guerriero and Musmanno studied the impact of label
selection versus node selection in label-correcting algorithms [28]. For a detailed
theoretical study of the properties of label correcting and label setting algorithm to
solve the multi-objective shortest path problem, we would like to refer to [29].
Most of the research described above assumes that all objectives are additive,
but also other objective types can be used. One of the most popular is a combina-
tion of both additive objectives and objectives of the bottleneck type (i.e. minmax,
maxmin). Gandibleux et al. [30] generalized the algorithm of Martins to the case
in which one of the objectives is a bottleneck. In [31] and [32] an algorithm is
presented to solve the tricriteria shortest path problem in which at least two ob-
jectives are of the bottleneck type. A twofold extension to this latter research has
been proposed by Bornstein et al. [33]. As we will focus on additive objectives in
this research, we will not elaborate further on this.
Next to these exact methods, a number of well known heuristics have been
applied to the multi-objective shortest path problem. In [34], for example, evolu-
tionary algorithms are used to find a subset of the Pareto optimal paths.
A complete overview of multiple objective shortest path algorithms, both for
bicriteria and multicriteria problems can be found in [35]. In this chapter we will
focus on the exact label setting algorithm of Martins [1] with additive objectives,
and propose a number of adaptations to speed up the calculation in the case where
we want to find all non-dominated paths between a single origin node and a sin-
gle destination node. In the following subsection more details are given on the
objectives and the contributions that are made in this research.
4.1.3 Contributions and objectives
Our research focuses on exact and fast algorithms to solve multiple objective short-
est path problems with n objectives, which are all sum problems. This problem
can be described mathematically as
minp∈Po,d(z1(p), z2(p), ..., zn(p)) (4.1)
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in which Po,d represents the set of all paths between an origin node o and a destina-
tion node d, and zi(p) is the cost of path p with respect to objective i. While some
of the algorithms presented in literature are custom made for the bicriterion prob-
lem ( [10], [9]), we opted not to limit the number of objectives (like for example
in [28] and [27]). Moreover, we want to speed up the calculations without losing
the guarantee of finding all Pareto optimal paths, in contrast with for example the
heuristic search algorithm of [34].
This chapter focuses on two exact speedup techniques, namely a well-defined
stop condition and searching the network bidirectionally. It is shown (both theoret-
ically and experimentally) that the two proposed improvements achieve a consid-
erable speedup compared to other exact graph algorithms, while at the same time
maintaining the optimality of the solution.
In the first improvement a speedup is achieved by stopping the search as soon
as all Pareto optimal paths between the origin and the destination are found, instead
of searching the whole network. The second one searches the network from both
the origin and the destination simultaneously, resulting in a speedup factor of more
than 2 (where the bidirectional algorithm of Dijkstra achieves a speedup factor of
around 2). This is clarified experimentally in section 4.5.
It should be noted that the algorithm and the proposed improvements require
that all costs are non-negative and that the networks contain no zero cost cycles.
4.2 Unidirectional multiple objective shortest path
algorithm
In order to better understand the remainder of the chapter, the unidirectional algo-
rithm from which we started, is presented briefly in this section, together with a
well-defined stop condition that finishes the search process as soon as all Pareto
optimal paths are found. The first subsection discusses some basic (mathematical)
concepts that are used by the algorithm. Subsequently, in the second subsection,
the multiple objective shortest path algorithm is presented. In order to avoid inves-
tigating the whole network, as the basic version of this algorithm does, a speedup
can be achieved by making use of an efficient stop condition which is presented in
subsection 4.2.3, together with a proof of the correctness of this stop condition.
4.2.1 Basic concepts
A network is defined as a graph G(V,E) with V the set of nodes and E the set
of directed links. Each link (u, v), connecting node u and node v, has assigned
to it a number of values representing the costs for the different objectives, which
is depicted by the vector c(u, v) = [c1(u, v), c2(u, v), . . . , cn(u, v)] (see section
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2.4.2 of chapter 2). In this chapter we will assume that no parallel links are al-
lowed. Nevertheless, parallel links would have no impact on the operation of the
algorithms presented here.
A path or a route in a graph is defined as a vector with the costs of the path for
each objective together with an ordered list of nodes, for which holds that each pair
of consecutive nodes is connected by a link. It can be represented as [z(p), p] with
z(p) = [z1(p), z2(p), . . . , zn(p)] the cost vector and p = [v1, . . . , vk] the ordered
list of nodes with ∀i ∈ {1, . . . , k − 1} : (vi, vi+1) ∈ E. Here, the path contains k
nodes and thus k − 1 links.
Similarly to the algorithm of Dijkstra [23], the algorithms presented in this
chapter make use of labels to indicate the ‘distance’ to a certain node. A label con-
tains a cost value for every objective and a reference to a previous label. This way,
a label can be represented as l(v) = [c(v), P (l(v))] with v the node to which this
label is assigned, c(v) = [c1(v), c2(v), . . . , cn(v)] the value vector and P (l(v)) the
reference to the previous label. The reference to the previous label enables recon-
structing the path afterwards by a backtracking mechanism. It should be noticed
that, this way, from every label a path can be constructed. While in the algorithm
of Dijkstra paths are reconstructed by backtracking nodes, here this happens at
label level.
In order to compare labels with each other, two relationships need to be defined
on the cost vectors: dominance and ordering.
We will first define the dominance relationship between vectors in order to
come to a definition of Pareto optimality, as the result of the MOSP algorithm is a
Pareto optimal set.
Definition 1 (dominance)
The vector [a1, . . . , an] dominates the vector [b1, . . . , bn] if and only if
(∀i ∈ {1, . . . , n} : ai ≤ bi) ∧ (∃i ∈ {1, . . . , n} : ai < bi) (4.2)
A path P1 dominates another path P2 if and only if the cost vector of P1 dominates
the one of P2.
A label L1 dominates another label L2 if and only if the vector of L1 dominates
the one of L2.
Definition 2 (Pareto optimality)
A path is Pareto optimal if and only if there exists no feasible path which is better
in one of the objectives and not worse in all the other objectives.
A set of paths S is called Pareto optimal if and only if none of the elements of S
is dominated by another feasible path.
So, for example, if we have the paths A, B and C with cost vectors a¯ =
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Figure 4.2: Example of a lattice, in which all objectives are maximized.
The vectors at the same level form a Pareto optimal set.
For example, [9, 7, 5], [7, 8, 6] and [8, 6, 8] form a Pareto optimal set.
Moreover, the joins and the meets can be deduced from this lattice.
For example, a possible meet of [3, 5, 5] and [7, 6, 4] is the vector [7, 8, 6],
while [1, 2, 3] is a join.
[5, 9, 3], b¯ = [2, 1, 3] and c¯ = [5, 3, 2] respectively, then A is dominated by both B
and C. The paths B and C, on the other hand, form a set of Pareto optimal paths
within the set {A,B,C}.
This relationship (i.e. vector x dominates vector y) can be represented graph-
ically as a lattice where every element is dominated by all elements higher in the
lattice and dominates all elements lower. Elements at the same level in the lattice
form a Pareto optimal set. For every two elements in this tree there is a least upper
bound, called the join, and a least lower bound, called a meet, which means that
this relationship is a partial ordering. Furthermore, the dominance relationship is
transitive, but not reflexive nor symmetric or anti-symmetric. An example of a lat-
tice is given in figure 4.2. Not all dominance arrows are depicted, but they follow
from the transitive character of this relationship.
At certain points in the algorithm, the smallest/largest label needs to be deter-
mined, so an ordering needs to be defined. We opted for a lexicographical ordering
according to following definition.
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Definition 3 (lexicographic ordering)
The vector [a1, . . . , an] is lexicographically smaller than (denoted by <l) the vec-
tor [b1, . . . , bn] if and only if
∃k ∈ {1, . . . , n} : (∀i < k : ai = bi) ∧ (ak < bk) (4.3)
A label L1 is lexicographically smaller than a label L2 if and only if the vector of
L1 is lexicographically smaller than the one of L2
Now, if we want to order the vectors a, b and c, as presented previously, from
small to large then we get the sequence b <l c <l a.
This relationship is a total ordering relation, as it is reflexive, anti-symmetric
and transitive and two elements can always be compared to each other.
The lexicographic ordering is not the best ordering for multi-objective shortest
path algorithms. In [36] it is shown that a weighted sum aggregate ordering results
in a remarkable reduction of the calculation time. Nevertheless, we opted for a lex-
icographic ordering as it is easy to incorporate and the aggregate ordering requires
a normalization of the objectives (and according fine tuning of the parameters)
which may differ from network to network.
4.2.2 The basic algorithm
The basic algorithm is based on the multiple objective shortest path algorithm of
Martins [1], which is, in turn, based on the algorithm of Dijkstra [23]. Instead
of only one label, nodes will now contain a set of labels. Moreover, this set only
contains non-dominated labels. So, when adding a new label to a node, this label
is only added when it is not dominated by one of the existing labels. Moreover,
labels that are dominated by the new label are removed from the set. Below the
pseudo code of the algorithm is given, which calculates for every node of the net-
work the set of Pareto optimal paths from a specific origin o. An explanation of
the expressions used in the pseudo code is given afterwards.
Algorithm 1
1 forall(v ∈ V)
2 L(v) := EMPTY SET;
3 l(o) := [[0, ..., 0], NULL];
4 L(o).add(l(o));
5 T := {l(o)};
6 while(!(T is empty)){
7 l(u) := T.removeMinl();
8 forall(m: neighbor(u)){
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9 l new := [[ci(u)+ci(u,m)],l(u)];






Explanation of the pseudo code
• T: the set of temporary labels
• l(v) = [[c1(v),...,cn(v)],<label>]:
the label of node v represented by a vector of values and the previous label
• L(v): the set of labels of node v
• T.removeMinl():
removes the minimum label from T according to the lexicographic ordering
• getLinkBetween(<node1>,<node2>): returns the link from node1
to node2
• [ai+bi]: the pointwise sum of a and b.
This is a short notation for [a1 + b1, . . . , an + bn]
Two phases can be distinguished: the initialization and the search phase. At
initialization all nodes have empty label sets, except for the origin node which
contains the null label, i.e. a label containing the null vector and a null reference.
This label is added to the temporary set T , which now contains labels instead of
nodes. The algorithm runs until this temporary set is empty. In every iteration the
minimum label, according to the lexicographic ordering relationship, is determined
and new labels are constructed for the neighbors of its owner. Here, [ci(u) +
ci(u,m)] denotes a vector which represents the pointwise sum of the vector in the
label l(u) and the vector representing the cost of the link (u,m). If not dominated
by any other, these new labels are added to both the corresponding neighbor and
the temporary set. Adding a new label to a node means adding it to its set of labels
and removing from this set the labels that are dominated by this new label. The
pseudo code of this function (applied to a node v) is depicted below.
addLabel(l new)
1 forall(l(v) ∈ L(v)){
2 if(l new dominates l(v))
3 L(v).remove(l(v));
4 L(v).add(l new);
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The main difference of this algorithm with the algorithm of Dijkstra is that this
algorithm works at label level instead of node level. The temporary set contains
labels and instead of changing the label of a node, the Pareto optimal set of a node
is altered by adding the new label and removing the dominated ones. Moreover,
while in the algorithm of Dijkstra, to reconstruct the paths, labels have pointers to
the predecessor node on the path, in the multiple objective algorithm these pointers
point to other labels, as nodes may have more than one label.
4.2.3 Stop condition
The algorithm presented in section 4.2.2 investigates the whole network in order
to find a set of Pareto optimal paths from one node to all others. In this research,
we are interested in all Pareto optimal paths between a single origin and a single
destination node. Investigating the whole network then is superfluous as the Pareto
optimal set is often already found before the algorithm terminated. In this section
we present a stop condition, which is similar to the one in [37], [38] and [39],
also known as ‘dominance by early results’ or multi-objective A*. The basic idea
is that labels that are dominated by one of the labels of the destination node can
never lead to a Pareto optimal path, and thus are not worth investigating further.
This follows from the fact that all costs are non-negative and the objectives are of
the additive type.
In contrast with the multi-objective A* algorithm, we opted not to check this
condition for every label when removed from the temporary set, but to keep track
of the minimum values for each objective of all labels present in the temporary set
and check whether this vector is dominated by one of the destination labels. As the
vector with the minimum values only differs little in each iteration, the number of
comparison operations needed to check the dominance can be limited. This means
that labels which are dominated by one of the result labels (i.e. the labels of the
destination node) may still be investigated, but this does not outweigh the smaller
number of comparison operations.
If we assume that min(T ) = [mini(T )] represents the pointwise minimum of
every objective value of all labels in the temporary set T , this results in the vector
[min1(T ),min2(T ), . . . ,minn(T )]. It can be shown that once this minimum vec-
tor is dominated by any of the destination labels, the search can be finished.
Stop Condition 1 (unidirectional s-t algorithm)
The search process can be stopped as soon as [mini(T )] is dominated by at least
one of the destination labels l(d) ∈ L(destination).
This can be proven (by contradiction) as follows.
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Proof. Assume that, once the stop condition holds, there still exists a label l(v)
with vector [ci(v)] which is an element of the temporary set T and which is not
dominated by any of the destination labels. As this label is part of T :
ci(v) ≥ mini(T ),∀i (4.4)
The stop condition says that [min1(T ), . . . ,minn(T )] is dominated by at least
one of the destination labels l(d) = [[ci(d)], P (l(d))] ∈ L(destination), which
means that
mini(T ) ≥ ci(d),∀i (4.5)
with at least one j for which
minj(T ) > cj(d) (4.6)
This results in
ci(v) ≥ ci(d),∀i (4.7)
with at least one j for which
cj(v) > cj(d) (4.8)
According to the definition of dominance, this means that l(v) is dominated by
l(d), which means that our initial assumption is false and that there exist no non-
dominated labels in T .
Applying this stop condition to the basic algorithm can easily be done by sub-
stituting the line ‘while(!(T is empty))’ with ‘while(!(T is empty)
& (6 ∃ l(d) ∈ L(destination): l(d) dominates min(T)))’
4.3 Bidirectional multiple objective shortest path al-
gorithm
As searching the network bidirectionally has been proven useful to speed up al-
gorithms (see section 1.3.2.2 of chapter 1), in this section a bidirectional multiple
objective shortest path algorithm is presented, together with the proof that this
algorithm always returns the Pareto optimal set of paths.
4.3.1 The algorithm
Multiple possibilities exist to speed up shortest path queries [40], like goal-directed
search [41], bidirectional search [42], hierarchical search [43], etc. Some of them
have already been applied to the multi-objective shortest path problem, like for
example the goal-directed (A*) algorithm of [37]. We opted to investigate the
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bidirectional speedup technique, as, with a well defined stop condition, this tech-
nique is able to guarantee still finding the optimal path for single objective shortest
path problems. The basic idea of a bidirectional shortest path algorithm is that the
search procedure is divided into two separate procedures: a forward search starting
from the origin node and a backward search starting from the destination node.
There are two factors that influence the efficiency of bidirectional shortest path
algorithms, namely the alternation between the forward and the backward search
and the stop condition, of which the former is less critical than the latter. One can
decide to alternate equally between the two searches or to pick the search direction
with the smallest label. In this research we opted to alternate equally, but this can
easily be changed.
The stop condition determines when it is guaranteed that the optimal path has
been found, and thus when both searches can be aborted. For the single objective
shortest path search, it has been proven [42] that the shortest path is found once
the cost of the shortest path found so far (i.e. the minimum sum of the forward
and the backward label of the same node) is smaller than or equal to the sum of
the minimum labels of the forward and the backward temporary set. It should be
noted that the performance of the bidirectional shortest path algorithm (with the
stop condition as mentioned before) is dependent on the network configuration.
Examples exist of networks in which the two searches proceed in different direc-
tions, resulting in two nearly completely unidirectional search trees. Nevertheless,
for most planar and evenly distributed networks (i.e. networks in which the link
costs are of the same magnitude), like the networks we are using in our research,
a speedup of around 2 can be achieved.
The bidirectional multiple objective shortest path algorithm starts two search
processes simultaneously: one from the origin and one from the destination. These
search processes are similar to the search process of the unidirectional algorithm,
in which new labels are constructed for the neighbors of the owner of the investi-
gated label. These new labels are then added to the (forward or backward) label
set of the specific nodes, if not dominated by any of the existing labels. Moreover,
labels, which are dominated by this new label, are removed from this set. It should
be noted that a node v now contains two (Pareto optimal) label sets: one for the
forward search LF (v) and one for the backward search LB(v). When a new label
is added to one of the label sets of a node and the other label set is not empty (i.e.
this node has been visited in the other direction), this new label is combined with
all labels of the other label set in order to form paths between the origin and the
destination. These paths are then added to the temporary Pareto optimal solution
set L(result). It should be noted that a path is represented by a cost vector, to-
gether with a description of the path itself (i.e. a list of nodes/links). However, in
order to save memory space, in the implementation only the cost vector together
with the forward and the backward label, that were combined, are stored in the
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solution set. As each label contains a reference to its predecessor label, the path
can then be constructed from these two stored labels.
When all Pareto optimal paths are found both searches should be aborted.
Therefore, a stop condition needs to be defined which guarantees that all Pareto
optimal paths have been found. For this, we use the pointwise minima (defined
as in section 4.2.3) [mini(TF )] and [mini(TB)] of the forward and the backward
temporary set respectively. A new label will be constructed which contains the
pointwise sum of these minima [mini(TF ) + mini(TB)] and this label will be
compared to the paths of the solution set (p ∈ L(result)). In the next section, it
will be proven that the following stop condition guarantees that all feasible Pareto
optimal paths have been found.
Stop Condition 2 (bidirectional s-t algorithm)
The forward and the backward search can be aborted when
[mini(TF ) +mini(TB)] is dominated by any of the result paths p ∈ L(result)
Below, pseudo code of the bidirectional multiple objective algorithm is given.
Expressions which have not been used in algorithm 1 are explained afterwards.
Algorithm 2
1 forall(v ∈ V){
2 LF(v) := EMPTY SET;
3 LB(v) := EMPTY SET;
4 }
5 L(result) := EMPTY SET;
6 lF(o) := [[0, ..., 0], NULL];
7 LF(o).add(lF(o));
8 TF := {lF(o)};
6 lB(d) := [[0, ..., 0], NULL];
7 LB(d).add(lB(d));
8 TB := {lB(d)};
9 while(6 ∃ p ∈ L(result):
p dominates [mini(TF ) + mini(TB)]){
10 d := getDirection();
11 l(u) := Td.removeMin();
12 forall(m: neighbor(u)){
13 l new := l new := [[ci(u)+ci(u,m)],l(u)];
14 if( 6 ∃ ld(m) ∈ Ld(m): ld(m) dominates l new){
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15 m.addLabel(l new);
16 Td.add(l new);
17 if(!(Ld′(m) is empty)){






Explanation of the pseudo code
• Td: the set of temporary labels in direction d
• Ld(v): the set of labels of node v in direction d
• L(result): the set of Pareto optimal (result) paths
• getDirection(): determines in which direction the iteration of the al-
gorithm will take place
• d’: the opposite direction of d
• combine(<label>, <set of labels>): combines the label with
each of the elements of the set to form a set of paths
First, the forward and backward label sets of all nodes as well as the result set
L(result) are initialized with an empty set. These are all Pareto optimal sets,
which means that labels/paths can be added only if they are not dominated by any
of the existing labels/paths and that existing labels/paths which are dominated by
the newly added label/path have to be removed from the set. Subsequently, a null
label, i.e. a label containing the null vector and a null reference, is assigned to
both the origin and the destination node. The origin label is added to the forward
temporary set TF , while the destination label is added to the backward set TB . The
temporary sets are ordered according to the lexicographic ordering relationship,
similar to the unidirectional algorithm.
After initialization, the following steps are repeated until the stop condition
(i.e. stop condition 2) is met. First, a direction is determined. Multiple possibilities
exist to do this, like for example choosing the direction with the largest/smallest
temporary set or alternating between the forward and the backward search. We
opted for the latter one in order not to favor one of the directions. Then, the small-
est label (according to a lexicographic ordering) is taken from the temporary set of
the specific direction to be investigated. This means that all neighbors of the owner
of this label are determined and new labels are constructed from the investigated
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label and the cost vectors of the links between this owner and its neighbors. Every
new label is then added to the specific (forward/backward) label set of the specific
neighbor, if it is not dominated by any of the existing labels of this set. When
added successfully, all existing labels which are dominated by the new label are
removed from the set and the new label is added to the temporary set of the specific
direction. Similarly to the unidirectional algorithm this happens in the addLabel
function of which the pseudo code is depicted below. Here a label l new is added
to node v in the direction d.
addLabel(l new,d)
1 forall(ld(v) ∈ Ld(v)){
2 if(l new dominates ld(v))
3 Ld(v).remove(ld(v));
4 Ld(v).add(l new);
Moreover, if this neighbor contains labels in the other direction d′ (i.e.Ld′(m)),
this new label is combined with each of the labels of the label set of the other di-
rection in order to form new paths. These new paths are then added to the solution
set L(result). It should be noted that this solution set is Pareto optimal, mean-
ing that if the new paths are dominated by one of the existing paths, they will not
be added, and that, if they are added, all existing paths dominated by them will
be eliminated. The pseudo code of the addPaths function, applied the result set
L(result) is given below.
L(result).addPaths(paths)
1 forall(p ∈ paths){
2 if( 6 ∃ q ∈ L(result): q dominates p){
3 forall(r ∈ L(result)){





This is repeated until the stop condition is met, which means that the label
containing the pointwise sum of the pointwise minima of the temporary sets is
dominated by at least one of the resulting paths. These minima of the temporary
sets are updated every time a new label is added to the set and every time a label
is removed from it (when this label is investigated or when a temporary label is
removed from a label set of a node).
This algorithm is guaranteed to find all Pareto optimal paths between the origin
and the destination, as will be proven in the next section.
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4.3.2 Proof of the optimality
In this section we will prove the correctness of following theorem.
Theorem 1 (optimality bidirectional MOSP algorithm)
All Pareto optimal paths are found once the stop condition holds for the bidirec-
tional multiple objective shortest path algorithm.
Proof. The bidirectional algorithm searches the network simultaneously from the
origin and the destination, similar to the search process of the unidirectional algo-
rithm. When a node contains both forward and backward labels, these labels are
combined to form paths, which are then added to the solution set, if Pareto optimal.
Once the stop condition holds, all forward labels lF (v) ∈ LF (v) for which
∃i : cFi (v) < mini(TF ) (4.9)
and all backward labels lB(v) ∈ LB(v) for which
∃i : cBi (v) < mini(TB) (4.10)
have been investigated, i.e. they are permanent labels.
This means that for all forward labels lF (u) which have not been investigated yet
holds that
∀i : cFi (u) ≥ mini(TF ) (4.11)
and for all uninvestigated backward labels lB(u)
∀i : cBi (u) ≥ mini(TB) (4.12)
The stop condition says that the pointwise sum of the pointwise minima of the
temporary sets is dominated by at least one path p = [[pi], Pp] of the Pareto optimal
solution set L(result), or
(∀i : mini(TF ) +mini(TB) ≥ pi)∧ (∃i : mini(TF ) +mini(TB) > pi) (4.13)
Let us now assume that there still exists a path q = [[qi], Pq], which has not been
found yet, but should be an element of the solution set. This means that this path is
not dominated by any of the result paths p = [[pi], Pp], p ∈ L(result). According
to the dominance definition, this implies that
∃i : qi < pi (4.14)
From the operation of bidirectional algorithm we know that this path q is con-
structed by combining two labels of the same node w, namely qF (w) and qB(w),
thus
∀i : qi = qFi (w) + qBi (w) (4.15)
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Combining equations (4.13), (4.14) and (4.15) results in
∃i : qFi (w) + qBi (w) < pi ≤ mini(TF ) +mini(TB) (4.16)
or
∃i : qFi (w) + qBi (w) < mini(TF ) +mini(TB) (4.17)
We will now demonstrate that this path q does not exist or that all paths for
which condition (4.17) holds, have already been found by the algorithm. As path
q has not been found yet, this means that either ∀i : qFi (w) ≥ mini(TF ) or
∀i : qBi (w) ≥ mini(TB) or both. The latter case is in contradiction with compar-
ison (4.17) and thus can never lead to a non-dominated path of the Pareto optimal
solution set. Two possible situations remain, namely ∀i : cFi ≥ mini(TF ) ∧ (∃i :
cBi < mini(TB) ∨ ∀i : cBi = mini(TB)) and (∃i : cFi < mini(TF ) ∨ ∀i : cFi =
mini(TF ))∧∀i : cBi ≥ mini(TB). Due to the symmetric character of the bidirec-
tional algorithm we will only discuss one of these cases. The other one then can
be deduced analogously. Let us assume that
(∃i : cFi < mini(TF ) ∨ ∀i : cFi = mini(TF )) ∧ ∀i : cBi ≥ mini(TB) (4.18)
This means that the backward label has not been investigated yet, while the forward
label is already made permanent. The investigated forward label implies that all
neighboring labels are already present in the network (some of them permanent,
others not). If the path q has not been found yet by the algorithm, this means that
the label qB(w) is not yet present in the network.
We will now look at the predecessor label qB(w′) of this backward label
qB(w). Let w′ be the owner of this label qB(w′), while w denotes the owner
of the labels qF (w) and qB(w). Since qB(w) and qB(w′) are neighboring labels,
the nodes w and w′ are connected. Moreover, qF (w) is a permanent label, which
implies that its neighboring labels are already present in the network. From this,
we can deduce that w′ contains a forward label qF (w′) which has qF (w) as pre-
decessor label. All ‘labels’ can be divided into three subsets (areas) for both the
forward and the backward search: labels which have been investigated (i.e. per-
manent labels), labels which are added to a node but have not been investigated
yet (i.e. temporary labels) and labels which have not been found yet by the algo-
rithm. We know that qF (w′) is already present in the network, which means that
it is either permanent or temporary. Since label qB(w) has not been found yet
by the algorithm, label qB(w′) has not been investigated yet, which means that is
either a temporary label or a label which has not been found yet. This leads to four
cases for the position of w′ and thus qF (w′) and qB(w′) as illustrated in figure 4.3.
Case 1: qF (w′) is a permanent label and qB(w′) is a temporary label. This path
has been found by the algorithm as both the forward and the backward label are
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Figure 4.3: Part of the forward and the backward search area. The gray areas contain all
permanent labels, while the rings around these areas contain the labels of the temporary
sets. There are four possibilities for the position of the node w′.
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present in the network.
Case 2: qF (w′) is permanent and qB(w′) is not an element of the backward search
space (i.e has not been found yet). This means that
(∃i : c′Fi < mini(TF ) ∨ ∀i : c′Fi = mini(TF )) ∧ ∀i : c′Bi ≥ mini(TB) (4.19)
which can be reduced to the initial situation by translating w′ to w.
Case 3: Both qF (w′) and qB(w′) are temporary labels. Similar to case 1, this
path has been found since both the forward and the backward label are present in
the network.
Case 4: qF (w′) is an element of the forward temporary set and qB(w′) has not
been found yet. As the label qF (w′) is an element of the forward temporary set,
this means that ∀i : qFi (w′) ≥ mini(TF ). Moreover, the label qB(w′) is situated
outside the backward search area, which means that ∀i : qBi (w′) ≥ mini(TB).
Combining these labels will result in a path for which equation (4.17) does not
hold and which thus cannot be an element of the Pareto optimal set.
From this we can conclude that there exists no path which has not been found
yet, but which should be an element of the Pareto optimal solution. Once the stop
condition holds all Pareto optimal paths are found.
4.4 Theoretical analysis
In this section the complexity of the (bidirectional) multiple objective shortest path
algorithm will be estimated. Experiments have shown that most of the calculation
time goes to investigating the labels, i.e. removing the label from the temporary set
and updating the labels of its neighbors. So, the number of calculations is more or
less proportional to the number of handled (or investigated) nodes. This number
is dependent upon the size of the network, the density of the network and the
number of objectives. In this section an intuitive notion is given of the operation
of the multiple objective shortest path algorithms by means of experiments and
calculations.
First, a rough estimate of the upper bound of the number of handled labels is
made by maximizing the density, i.e. working with complete graphs. In the worst
case (and without the stop condition), when executing the algorithm, all possible
paths between the origin and all other nodes of the network are calculated. These
paths thus consist of the origin node followed by an arrangement of i nodes (with i
ranging from 0 to (N − 1)) from the remaining set of (N − 1) nodes. This follows
from the fact that we are considering complete (full mesh) graphs. The number
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of possible paths then is the sum over i (from 0 to (N − 1)) of the variations of i
elements out of a set of (N − 1) elements. Mathemathically, the number of paths





(N − 1− i)! (4.20)
It should be noted that for large values of N , this sum may be rounded to
#labels = e.(N − 1)! (4.21)
Table 4.1 shows these number for different values of N . It can be seen that the
number of labels increases tremendously as the size of the network increases.
N # labels N # labels
1 1 6 326
2 2 7 1957
3 5 8 13700
4 16 9 109601
5 65 10 986210
Table 4.1: Number of labels investigated in complete network of size n.
Next, we investigated the growth of the search areas. As depicted in figure
4.4, two areas can be distinguished: the permanent and the temporary area. The
permanent search area contains all nodes for which the stop condition 1 holds,
which means that for every node at least one label dominates the minima of the
temporary set [mini(T )]. The temporary search area contains all nodes with labels
which are not permanent yet.
As mentioned earlier, the execution time of the multiple objective shortest path
algorithm depends mostly upon the number of investigated labels. This number
was compared to the number of permanent nodes, i.e. the size of the permanent
search area, during the execution of the unidirectional algorithm. As can be seen in
figure 4.5, this number of investigated labels grows polynomially in function of the
number of permanent nodes. Here, the objectives were chosen to be independent of
each other. The functions in the figures were determined making use of the method
of least squares, where it should be noted that a function of the form y = α.xβ
fits best. Furthermore, the exponent β is dependent on the number of objectives
n: the more objectives, the larger this β is. For the (single objective) algorithm
of Dijkstra this function is more or less linear, which means that this exponent is
equal to 1. This implies that β is greater than 1 for all n > 1.




Figure 4.4: The permanent and the temporal search area
(of the single objective shortest path algorithm).
with x the number of permanent nodes and β the exponent which increases as the
number of objectives increases. The factor α is a constant scaling factor. The
number of permanent nodes x is an indication of the size of the permanent area.
For simplification, we will assume that this area is more or less circular. Further-
more, if all objectives are completely uncorrelated, the search area of the MOSP
algorithm with n objectives may be assumed (n + 1)-dimensional. While for the
algorithm of Dijkstra it is 2-dimensional (see figure 4.4), for the MOSP algorithm
with 2 objectives it is 3-dimensional. This means that the area of permanent labels
can be represented by x ≈ pi.r(n+1) with r the radius. So for a certain number
of objectives n the number of investigated labels in the unidirectional algorithm
approximates
#labelsuni ≈ α.(pi.r(n+1))β (4.23)
We will now determine theoretically how much faster the bidirectional algorithm is
in comparison to the unidirectional algorithm. The bidirectional multiple objective
shortest path algorithm investigates the network simultaneously from the origin
and the destination until both searches meet in the middle. We will now assume,
in consensus with the algorithm of Dijkstra, that the radii of both searches are
equal to r2 , with r the radius of the permanent area of the unidirectional algorithm,
which is an acceptable approximation. The number of nodes investigated by the
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Figure 4.5: The number of investigated labels in function of the size of the permanent
search area for two (top) and three (bottom) objectives.
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As β > 1 and n > 1 (and thus β(n + 1) − 1 > 1), this means that a time gain of
more than 2 can be achieved, which will also be verified in the experiments in the
next subsection.
4.5 Experimental results
In this section the experimental results are presented. First, an overview is given of
the setup of the experiments, together with a description of the networks in which
the algorithms were applied. Subsequently, in the next subsection, it is shown for
which networks applying the stop condition of section 4.2.3 in the unidirectional
s − t algorithm is really advantageous. Moreover, an analysis is made of the
execution time in one specific network and it is investigated how the number of
objectives influences the speedup factor. In the last subsection, we will look at
the bidirectional algorithm, more specifically at the speedup factors in different
network configurations, the execution time in one specific network and the impact
of an increasing number of objectives. Finally, the cardinality of the Pareto optimal
solution set is discussed briefly.
4.5.1 Setup of the experiments
All algorithms presented in this paper were implemented in Java (version 1.6.0-
18). We opted to represent the temporary set by a (lexicographically ordered) pri-
ority queue. Moreover, the label sets of the nodes were implemented as hashsets.
All experiments were executed on a machine with the following configuration:
Intel (R) Core(TM) 2 Duo CPU P8600, 2.40 GHz and 4 GB of RAM.
All graphs that are used in this research are assumed to be directed. Undirected
links were replaced by two inverse directed links. There are 4 network configura-
tions that are used: transportation, square grid, random and complete networks.
A number of transportation networks (Transport X) were provided by a Belgian
company who is a major industrial player in the field of traffic information. In
this research, we made use of a network representing the Belgian road network
(B). Moreover, the three transportation networks that were used in [9] and [39]
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were retrieved. These networks are road networks of the US, more specifically
those of Washington DC (DC), Rhode Island (RI) and New Jersey (NJ). Next to
the length of the links (i.e. streets, or part of streets), travel time information was
made available. For the experiments, the length (in meters) was utilized as first
objective and the travel time (in milliseconds) as second objective. Since we do
not have more data at hand, for the other objectives random values between 0 and
1000 were used.
In a square grid network (Square Grid N ) nodes are placed on a square grid
(N · N ) and all the direct (horizontal and vertical) neighbors are connected to
each other. This means that each node has at most 4 neighbors. This type of grid
network is often denoted with the term ‘Manhattan network’. The cost vectors
assigned to the links consist of n (assumed that there are n objectives) completely
uncorrelated random values between 0 and 1000.
A random network (Random N(d)) contains N nodes and (d ·N ) links. These
nodes are randomly connected to each other by the specified number of links,
where we made sure that the networks are connected. This means that the number
of links needs to be at least as big as the number of nodes (or d ≥ 1). Again,
(completely uncorrelated) random values between 0 and 1000 were used to repre-
sent the different costs of the links. Random networks have the advantage that the
number of nodes and the number of links can be changed easily. In this research
we will use the random networks to determine trends in the speedup factors in
function of the number of nodes in the networks and the average node degree in
the networks.
Finally, a complete (full dense or full mesh) network (Complete N ) is a net-
work with N nodes in which each node is connected to all other nodes. We again
used n completely uncorrelated random values (between 0 and 1000) to represent
the cost vectors of the links.
An overview of all networks that were used in the experiments is given in table
4.2.
All experiments were carried out for 1000 randomly selected origin-destination
pairs and the presented results are averages over these 1000 multiple objective
shortest path calculations. The execution times of the algorithms (without prepro-
cessing and postprocessing) were measured with a timer that has a precision of
nanoseconds and an accuracy of microseconds. For both presented speedup tech-
niques, speedup factors are reported. The speedup factor (SUF ) of algorithm A
over algorithm B is defined as:
SUF (A/B) =
avg. execution time algorithm B
avg. execution time algorithm A
(4.27)
A speedup factor higher than 1 means that algorithm A is faster than algorithm B.
For clarity issues, we will denote the unidirectional MOSP algorithm without the
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network configuration # nodes # links average
outdegree
Transport (DC) 9 559 29 765 3.1
Transport (B) 23 080 50 364 2.2
Transport (RI) 53 658 138 083 2.6
Transport (NJ) 330 386 869 471 2.6
Complete 100 100 9 900 99
Complete 300 300 89 700 299
Square Grid 30 900 3 480 3.86
Square Grid 100 10 000 39 600 3.96
Random 10000(3) 10 000 30 000 3
Random 20000(3) 20 000 60 000 3
Random 100000(3) 100 000 300 000 3
Random 10000(4) 10 000 40 000 4
Random 10000(5) 10 000 50 000 5
Random 10000(6) 10 000 60 000 6
Table 4.2: Overview of all network configurations used for the experiments.
stop condition with U , the unidirectional MOSP algorithm with the stop condition
with US and the bidirectional MOSP algorithm (with the stop condition) with B.
4.5.2 The unidirectional MOSP algorithm
In this section it will be demonstrated that using the stop condition (see section
4.2.3) indeed speeds up a number of unidirectional shortest path calculations in
some network configurations. In the first part, a comparison will be made of the
speedup factors for the different network configurations. Subsequently, we will
look at one specific configuration and see how the calculation time varies with a
varying ‘distance’ between the origin and the destination.
Table 4.3 shows the average execution time of the unidirectional MOSP algo-
rithm without the stop condition and the speedup achieved by using stop condition
1 (SUF(US/U)) for a number of network configurations, and this for both 2 and
3 objectives. One can see that the speedup factors for the transportation networks
are much higher than those for the other networks. The results for the three US
network (DC, RI and NJ) are comparable to the results of [39]. For the square grid
networks, on the other hand, slightly higher speedup factors are perceived. Apply-
ing the stop condition in a complete network does not result in smaller execution
times. At all times, the whole network needs to be investigated and the algorithm
with the stop condition is even slightly slower than the algorithm without the stop
condition, due to the overhead of checking the stop condition. Looking at the
random networks, two trends are perceived. When the number of nodes in the
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Transport (DC) 127 2.35 962 2.55
Transport (B) 443 3.35 47 657 3.41
Transport (RI) 1 914 2.39 156 494 2.86
Transport (NJ) 18 191 2.96 1 784 817 3.25
Complete 100 40 0.99 229 0.98
Complete 300 839 0.99 7 837 0.99
Square Grid 30 136 1.33 16 312 1.44
Square Grid 100 978 1.59 103 435 1.62
Random 10000(3) 96 1.25 102 1.41
Random 20000(3) 547 1.58 717 1.96
Random 100000(3) 2 155 2.00 6 124 2.69
Random 10000(4) 199 1.15 674 1.19
Random 10000(5) 314 1.02 1 225 1.01
Random 10000(6) 498 0.99 2 068 0.99
Table 4.3: The execution times of the unidirectional MOSP algorithm without the stop
condition and the speedup factors of the unidirectional algorithm with the stop condition
over the one without the stop condition (SUF(US/U)) in different network configurations.
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network increases, the speedup factor increases as well. The larger the network is,
the higher the chance that the origin and the destination node are ‘closer’ to each
other and that only a smaller part of the network needs to be investigated. If the
number of nodes in the network is kept constant and the average out degree of the
nodes is increased, the speedup factor decreases. For the highest out degrees, this
is similar to the results of the complete networks.
It is known that for the algorithm of Dijkstra interrupting the search process as
soon as the label of the destination node is permanent is only advantageous (with
respect to the calculation time) if the origin and the destination node are situated
not too far from each other. The calculation time increases monotonously in func-
tion of the distance (i.e. shortest path length with respect to the diameter of the
network) between the origin and the destination node. Now, we want to inves-
tigate the relationship between the calculation time of the unidirectional MOSP
algorithm and the ‘distance’ between the origin and the destination node. Since,
for multiple objective shortest path algorithms, there is no single value that indi-
cates the ‘distance’ between two nodes, an estimation needs to be used. We will
assume the minimum value of the first objective as an approximation of how far
apart two nodes are from each other.
As the speedup factors for the transportation networks are the highest, and the
concept of ’distance’ has more significance in these networks, we opted to exam-
ine this for transportation networks only. Here, we made use of the Transport (DC)
network. Figure 4.6 shows the execution times of the unidirectional algorithm with
and without stop condition in function of the ’distance’ (i.e. minimum value of the
first objective) between the origin and the destination node, for both 2 and 3 ob-
jectives. Moreover, the minimum and the maximum values of the execution times
are indicated. The execution times of the algorithm without the stop condition are
constant as each time the whole network is investigated. As expected, when the
stop condition is applied smaller execution times are perceived for the ‘shorter’
paths and for the ‘longer’ paths the execution times tilt to those of the algorithm
without the stop condition. The bars in the figures show that there is more vari-
ability in the execution times for the paths with medium ‘length’. The curve for
3 objectives reaches its upper limit sooner than the one for 2 objectives. When
dealing with 3 objectives, more of the network needs to be investigated, before the
search can be aborted.
In table 4.3 results are shown for both two and three objectives. The speedup
factors of the unidirectional algorithm with the stop condition over the one without
the stop condition are slightly higher for 3 objectives than for 2 objectives. We will
now investigate, for one particular case (the Transport (DC) network), whether this
trend continues with higher number of objectives. Results are shown in table 4.4.
It can be seen that indeed the speedup factor increases with an increasing number
of objectives. Nevertheless, these increases are relatively small.
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Figure 4.6: Calculation time of multiple objective shortest path algorithm with and











Table 4.4: Speedup factors (SUF) of the unidirectional MOSP algorithm for different
number of objectives in the Transport(DC) network.
4.5.3 The bidirectional MOSP algorithm
In this section it will be demonstrated how searching the network bidirectionally in
most cases indeed speeds up the calculations. Besides examining the speedup fac-
tors for the different network configurations, we will see how the speed up factor
reacts to an increasing number of objectives in transportation networks. Moreover,
it will be indicated for which paths searching bidirectionally is really advanta-
geous. Next to this, we will have a quick look at the cardinality of the solution
set.
Table 4.5 shows the speedup factors of the bidirectional MOSP algorithm over
the unidirectional algorithm with the stop condition (SUF (B/US)), for both 2
and 3 objectives. Clearly noticeable is the fact that the speedup factors in the
transportation networks are higher than those in the other network configurations.
Searching the network bidirectionally is certainly not a good choice when deal-
ing with complete networks. Here, the bidirectional algorithm is even slower
than its unidirectional counterpart. For square grid networks, only relatively small
speedups are achieved. Looking at the random networks, some trends can be iden-
tified. When the number of nodes in the network increases, the speedup factor
increases too. If, on the other hand, the number of nodes is constant and the av-
erage out degree of the nodes is increased, the speedup factor decreases. These
trends are similar to those observed for the speedup factor of the unidirectional
algorithm with the stop condition over the one without the stop condition.
Similar to the results of section 4.5.2 we looked at the calculation time of
the bidirectional MOSP algorithm in the Transport (DC) network in function of
the ‘distance’ (i.e. minimum value of the first objective) between the origin and
the destination node. This is shown in figure 4.7, together with the calculation
time of the unidirectional algorithm with the stop condition, which is the same
as in figure 4.6. One can see that the calculation times for the bidirectional algo-
rithm are indeed much smaller. The curves of the bidirectional algorithm increase
monotonously without reaching an upper limit, like the curves of the unidirectional
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Transport (DC) 54 5.76 377 12.47
Transport (B) 132 5.91 13 976 14.46
Transport (RI) 801 7.77 54 718 16.16
Transport (NJ) 6 146 10.08 549 174 21.43
Complete 100 40 0.60 305 0.50
Complete 300 847 0.58 7 916 0.37
Square Grid 30 102 1.49 11 328 1.57
Square Grid 100 615 1.79 63 849 1.96
Random 10000(3) 77 3.29 72 3.54
Random 20000(3) 346 3.99 66 3.99
Random 100000(3) 1 078 4.52 2 277 4.67
Random 10000(4) 173 2.75 566 2.51
Random 10000(5) 308 2.01 1 213 1.30
Random 10000(6) 503 1.04 289 0.53
Table 4.5: The average execution times of the unidirectional MOSP algorithm with the
stop condition and the speedup factors of the bidirectional algorithm over the











Table 4.6: Speedup factors (SUF) of the bidirectional MOSP algorithm over the
unidirectional algorithm for different number of objectives in the Transport(DC) network.
algorithms do. This means that the highest speedups are achieved for the medium
length paths. For the shortest paths the curves are nearly flat for both algorithms,
resulting in smaller speedup factors. When the ‘distance’ between the origin and
the destination node increases, the calculation time of the unidirectional algorithm
increases faster than that of the bidirectional algorithm. This results in higher
speedup factors. For the longest paths the unidirectional algorithm has reached its
upper limit, while the calculation time of the bidirectional algorithm still increases,
resulting in smaller speedup factors. The highest speedup factors are encountered
for the medium length paths.
Subsequently, we investigated the impact of the number of objectives on the
speedup factor. In table 4.5 results are shown for both 2 and 3 objectives, where
it can be seen that the speedup factors are in most cases higher when there are
3 objectives. For the complete networks, where it is not advantageous to search
bidirectionally, adding an objective increases the execution time of the bidirec-
tional algorithm. For the random networks with a higher average out degree of the
nodes, this is also the case.
We will now focus on the transportation networks and calculate the average
speedup of the bidirectional algorithm over the unidirectional algorithm (with stop
condition) for a different number of objectives. Results are shown in table 4.6.
It is shown that indeed the speedup factor increases with an increasing number of
objectives. There is a difference in the increase between 2 and 3 objectives and that
between a higher number of objectives. This can be explained by the fact that for
the first two objectives the actual distance and travel time information was used,
while for the other objectives random values were selected.
Besides this, we investigated the average cardinality of the solution set. Look-
ing at table 4.7 one can see that this cardinality is highly dependent on the network
configuration with the highest cardinalities for the square grid networks and the
lowest ones for the random networks. Moreover, the average cardinality is depen-
dent on both the number of nodes in the network and the average out degree of
the nodes. When the number of nodes in the network increases, the cardinality
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Figure 4.7: Comparison of unidirectional and bidirectional algorithm in function of the
number of hops in the shortest path.
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avg. # Lresult
2 OBJECTIVES 3 OBJECTIVES
Transport (DC) 14.97 32.67
Transport (B) 21.72 48.03
Transport (RI) 30.40 87.98
Transport (NJ) 83.23 151.15
Complete 100 12.83 58.79
Complete 300 17.98 120.29
Square Grid 30 23.52 242.49
Square Grid 100 173.64 502.37
Random 10000(3) 3.86 3.67
Random 20000(3) 3.94 7.87
Random 100000(3) 4.27 9.46
Random 10000(4) 4.89 10.98
Random 10000(5) 5.71 13.84
Random 10000(6) 6.56 17.11
Table 4.7: Average cardinality solution set for different network configurations.
of the solution set increases. Similarly, when the average out degree of the nodes
increases, the cardinality of the solution set does also. This is as expected.
4.6 Conclusion
In this chapter the main goal was to speed up the multiple objective shortest path
(MOSP) algorithm as presented by Martins [1], while still maintaining the gua-
rantee to find all Pareto optimal paths. The improvements prove to be very useful,
especially in large transportation networks.
First, a stop criterion for the unidirectional algorithm was introduced which
finishes the search process as soon as the destination node contains all its labels,
which can be translated to Pareto optimal paths. It has been proven that, once this
stop condition holds, all Pareto optimal paths are found. Experiments have shown
that a remarkable speedup can be achieved in transportation networks and that this
speedup is the largest if the origin and the destination node are ‘close’ to each
other. Moreover, the speedup factor increases when dealing with more objectives.
Secondly, a bidirectional MOSP algorithm was introduced, which searches the
network from the origin and the destination simultaneously. It is proven that this
algorithm always returns the complete Pareto optimal set of solutions. In the ex-
periments, it can be seen that the speedup achieved by searching the network bidi-
rectionally is dependent upon the network configuration, the number of nodes in
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the network, the average out degree of the nodes, the relative position of the origin
and the destination node, and the number of objectives.
From the experiments it can be concluded that the speedup measures presented
in this chapter are particularly well suited for (large) transportation networks. The
highest speedup is achieved by searching the network bidirectionally.
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In this chapter a case study is presented of a multimodal routing system that takes
into account both time-dependent and stochastic travel time information. This
routing system uses the multimodal network model that was presented in chapter 2,
in which it is possible to model the travel time information of each transport mode
differently. This travel time information can either be static (i.e. time-independent)
or time-dependent, and either deterministic or stochastic. Next to this, a Dijkstra-
based routing algorithm is presented that deals with this variety of travel time
information in a uniform way. This research focuses on a practical implementa-
tion of the system, which means that a number of assumptions were made, like,
for example, the modeling of the stochastic distributions (see also section 2.4.4),
comparing these distributions, etc. A trade-off had to be made between the perfor-
mance of the system and the accuracy of the results. Experiments have shown that
our system produces realistic routes in a short amount of time. It is demonstrated
that time-dependent routing indeed results in a travel time gain in comparison to
routing statically. By using the additional stochastic travel time information, even
better (i.e. faster) and more reliable routes can be calculated. Moreover, it is shown
that routing in the multimodal network may have its advantages over routing in a
unimodal network, especially during rush hours.
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5.1 Introduction
With the evolvement of GPS systems, novel routing algorithms for transportation
networks have emerged. In order to better predict the travel time of a route, time-
dependent travel time information should be taken into account. Furthermore,
more accurate travel time predictions can be made by making use of stochastic
information. This results in a route together with a stochastic distribution of its
travel time. With increasing traffic volumes, often resulting in congestion, using
multiple transportation modes (e.g. train, plane, ship, etc.) gains more interest.
This explains the appearance of multimodal routing algorithms that take into ac-
count multiple modes of transportation to determine the best route between two
locations.
In this chapter, a multimodal, time-dependent and stochastic routing system
is presented. This means that it takes into account both the time-dependency and
the uncertainty of the travel times. Moreover, multiple modes of transportation are
considered in order to find a better route between an origin and a destination. To
the best of our knowledge, routing systems incorporating all these characteristics
have never been realized before. Nevertheless, both unimodal as well as multi-
modal systems exist that take into account either the time-dependency of the travel
time or the uncertainty. In section 5.1.1 we will review some of these systems and
note the differences and/or similarities with the system described in this chapter.
5.1.1 Related Work
The most common (early) routing systems presume the travel time data to be static,
i.e. independent of the time of the day. In this setting, the well-known algorithm
of Dijkstra [1] can be applied in order to find the shortest (i.e. fastest) route be-
tween two locations. Since traffic is not a static matter, more accurate travel times
can be obtained by taking into account its time-dependent nature, i.e. the (travel
time) cost of a link is dependent on the time of the day this link is traversed. To
deal with time-dependent travel times, the concept of time-based graphs was in-
troduced in which two major approaches can be distinguished: the time-expanded
and the time-dependent approach [2]. While in the time-expanded approach a
node exists for every event at a location and links represent time lapses between
these events, in the time-dependent approach each geographic location is repre-
sented by a single node and all time-dependent travel time information is stored in
the links themselves. For a detailed description of these time-based graph models
we would like to refer to section 2.2.2 of chapter 2. Due to the large number of
possible events in a road network (cars can leave at any time), we opted for the
time-dependent approach.
In [3], it is shown that time-dependent shortest path computations indeed can
reduce the travel time significantly. Delling and Wagner [4] give an overview
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of the current state of time-dependent route planning together with a number of
speedup techniques. It includes some of the concepts we used in our research,
such as the modeling of time-dependent travel times, the augmented algorithm of
Dijkstra, etc. A number of speedup techniques for time-dependent shortest path
routing, such as hierarchical routing ( [5] and [6]) and bidirectional A* routing [7],
have been proposed. Nevertheless, since we are routing both time-dependently and
stochastically, these cannot be directly applied in our system.
Road travel times are not only time-dependent, but also contain an amount of
uncertainty. One can never be a hundred percent sure when to arrive at his/her
destination, as the travel time is influenced by random factors (individual driver’s
behavior, weather conditions, traffic accidents, etc.). We opted to model the travel
time by custom probability distributions (see section 2.4.4 of chapter 2) and de-
veloped a stochastic origin-destination shortest path algorithm. In the early days,
some of the basic problems encountered when developing stochastic shortest path
algorithms, were tackled ( [8], [9] and [10]). Ji [11] presents three kinds of stochas-
tic problems together with a genetic algorithm and adapted linear programming
methods to solve these problems. Unfortunately, these algorithms have only been
tested on small networks and are not scalable for very large (road) networks. A
promising time-dependent stochastic algorithm is presented by Azaron and Kian-
far [12]. They assume the travel times to have an exponential distribution, while
we focus on the more accurate custom distributions collected from actual travel
time measurements. Li et al. [13] take into account the stochastic properties of the
travel time and study whether a long term equilibrium exists. While we mainly
search for the earliest arrival time starting from a certain departure time, they opti-
mize the departure time for a preferred arrival time. Moreover, they do not assign
stochastic travel time distributions to the links, but look at a long term equilibrium.
A multicriteria A* shortest path algorithm was presented by Chen et al. [14]. They
assume the stochastic travel time of a link to be correlated with the travel times of
the neighboring links. Aside from the fact that this algorithm could only be tested
on small networks, they do not take into account the time-dependency of the travel
times. Samaranayake et al. [15] provide a theoretical basis for enabling tractable
solutions to the on-time arrival problem in a stochastic environment and present a
stochastic shortest path algorithm that performs well in road networks. While we
focus on a practical stochastic model, they approach it from a theoretical point of
view. Moreover, their main focus is on the time-independent case.
By making use of multiple modes of transportation [16], travel times can be
reduced. The main issue in multimodal transportation systems is the modeling
of the (different) information of the different transport modes in a more or less
uniform way. The most common solutions preserve the network of each mode and
interconnect these by means of trans-shipment links, as described in chapter 2. For
a complete overview of how multimodal networks can be modeled we would like
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to refer to section 2.2.1 of chapter 2. Furthermore, when routing multimodally,
other objectives gain importance [17], such as number of transfers, transfer cost,
waiting time, etc.
For more accurate routing, multicriteria algorithms should be used [18], simi-
lar to the algorithm that was presented in chapter 4. For simplicity, we opt to omit
these other objectives in this proof-of-concept and focus on the travel time, which
is usually the most important objective. Nevertheless, we incorporate the waiting
time as part of the total travel time. The multimodal system presented by Bielli et
al. [19] resembles the system presented in this article the most. It incorporates mul-
tiple modes of transportation and deals with the different travel time information
of each of these modes. Moreover, an origin-destination algorithm is presented to
find the fastest path between two locations. The main difference with the research
presented here is that Bielli et al. do not take into account the stochastic nature of
the travel time information.
In order to accurately predict the travel time between two locations, we made
use of both time table information and travel time data extracted from cellular
networks [20]. This data was provided by industrial companies within the IBBT
ICON project MobiRoute [21].
5.1.2 Context and Resources
To better understand this chapter, and appreciate the approach taken to tackle the
problems, it is necessary to describe in some detail the context of our work. Since
a few years, a major industrial player conquered the commercial field of traffic
information by providing up-to-date and real-time information on the current status
of traffic flow on the Belgian road network and provide a limited service of traffic
forecasting. An interesting way to achieve this has proven to be very successful
in measuring the actual throughput on any given moment of the day: they have a
business agreement with one of the major cellular phone providers in the country,
from which they receive real-time handover timings of cellular phones. This means
that all phone subscribers are continuously tracked (anonymously), allowing to
trace their routes and to measure the time it took to drive each road segment. This
is done by complex calculations involving triangulation and the mapping of the
signals on road maps. In practice, there are lots of phone users driving, which
provide timings on how long it takes to drive a certain segment of our road network.
This allows not only for knowledge about current traffic jams, but collecting all this
data provides an enormous amount of historical travel time data, which enables
accurate predictions for future jams.
The company contacted our research group, in order to develop a route planner
which takes into account the historical data, and provides accurate estimates on
the travel times together with uncertainty intervals. Indeed, it is observed that a
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large number of people using route planners are not interested in the shortest route
from A to B, but the fastest route, together with an uncertainty interval which
indicates the chances of delay. The company provided us with a road network
consisting of 53010 nodes and 96286 directed links between these nodes. Together
with this, a database of timing measurements was provided in the form of data
from 10 Tuesdays throughout the year. For every 15 minutes, an average of the
measurements was calculated. When measurements were missing (due to external
measurement system failures), the values were interpolated.
Next to this, time table information of the Belgian railroad network was pro-
vided. This way, a multimodal system can be built, making use of the time-
dependent and stochastic data of the road network and the time-dependent de-
terministic data of the railroad network.
The aim was to develop an industrial-strength (i.e. realistic and robust) com-
mercial platform for probabilistic multimodal routing. To that aim, we had to make
sure that the data structures and algorithms were both robust and scalable. If nec-
essary, a trade-off was made between theoretical issues and practical feasibility.
An overview of the system that was developed is given in figure 5.1. We start
from both the network data and the (historical) travel time data. After preprocess-
ing this travel time information in order to form practical cost objects (i.e. ‘data
processing’), a graph is built (i.e. ‘graph modeling’). This graph is modeled to
incorporate all modes of transportation more or less uniformly. Subsequently, a
routing algorithm (i.e. ‘routing algorithm’) was developed that finds the fastest
routes in this graph and is able to cope with the variety of the available travel time
information. Starting from an origin, a destination and a departure time, this algo-
rithm finds the ‘fastest’ route together with a stochastic distribution of the travel
time on this route.
Figure 5.1: Overview of the multimodal time-dependent and stochastic routing system.
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5.1.3 Outline
In this chapter we present a case study of a practical industrial-strength multimodal
routing system, which efficiently calculates the routes while taking into account the
characteristics of the travel time data, such as time-dependency and uncertainty. In
the next section the time-dependent multimodal network model is repeated briefly,
in which a lot of attention is given to the cost modeling as costs can either be static
or time-dependent and deterministic or stochastic. Subsequently (see section 5.3),
a novel time-dependent and stochastic shortest path algorithm is presented, which
is based on the algorithm of Dijkstra. In section 5.4 it is shown that indeed a time
gain can be realized by routing time-dependently, stochastically and multimodally.
Moreover, when the stochastic travel time information is used, more reliable paths
are calculated. It is demonstrated that, by making use of our data structures, these
paths (with additional stochastic information) can be calculated in an acceptable
time. Finally, this chapter is brought to an end with a number of conclusions. It
should be noted that the routing system presented here has been commercialized
and a stripped down (bi-modal) version for the Belgian (road-railroad) network
can be found online [22].
5.2 The Multimodal Time-Dependent and Stochas-
tic Network Model
To better understand the remainder of this chapter, this section briefly recapitulates
the multimodal network model that was presented in chapter 2. Moreover, a num-
ber of small practical changes are introduced. This network model results in one
large network that contains a number of mode-specific networks interconnected by
trans-shipment links. Each of these mode-specific networks is modeled in more or
less the same way and the differences between the different transportation modes
are modeled in the cost objects that are assigned to the links.
5.2.1 The Multimodal Network
As stated in chapter 2, we opted for a layered and time-dependent approach. The
layered network model preserves the mode-specific networks. These networks of
the different transportation modes are connected by means of trans-shipment links
between ‘geographically co-located’ nodes of different modes. Moreover, in the
time-dependent network model all travel time information is modeled in the cost
objects that are assigned to the links. This model allows to work with different cost
models for the different transportation modes as will be illustrated in the following
subsection.
Two minor adaptations have been added to the network model. Firstly, in order
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to model transfers in public (unimodal) transportation networks, extra nodes and
links were added that represent bus stops or stations and their platforms. One node
depicts the station (or bus stop) itself and dummy nodes are added for every service
(e.g a bus line) that stops at this location. Getting off and on the bus can then be
modeled as a link between the dummy node and the station node.
In reality, for example in a road network, the number of geographically co-
located nodes is small. Cars often cannot park in the stations themselves, but have
to use a nearby parking. Therefor, we opted to identify the trans-shipments differ-
ently. The nodes of every transportation mode are now connected to the m closest
nodes in the densest network (usually this is the road network), as in this network
almost all geographic locations are reachable. Trans-shipments between two dif-
ferent (non-road) transportation modes always pass through this (road) network,
which is close to reality. The trans-shipment links now represent walking from
the end point of one mode of transportation (e.g. a parking) to the begin point of
another mode (e.g. a train station). It should be noted that when the multimodal
network contains a walking mode, the original definition of trans-shipment links
can still be used.
In the end, one large multimodal network is constructed which consists of
all mode-specific networks connected together by trans-shipment links. Let us
consider a multimodal transport network with m modes of transportation. The
mode-specific network of mode i (i = 1, . . . ,m) then can be represented by
Gi = (Vi, Ei) with Vi a set of nodes and Ei a set of links (v, u) : v, u ∈ Vi. The
trans-shipment links are represented by an equivalence relation R = {(u, v)|u ∈
Vi; v ∈ Vj ; 1 ≤ i, j ≤ n;u close to v}. The complete multimodal network is
denoted by G = (V,E) with V =
⋃




R. In this case study
we opted to omit the access layer and assume that the transportation modes at the
origin and the destination node are known.
5.2.2 Cost Modeling
As mentioned before, all mode-specific information is modeled in the cost objects.
In this case study, costs represent travel times. These travel times can either be
static or time-dependent. If the time to traverse a link is not dependent on the hour
of the day, it is considered to be static and can be represented as a single value. If,
on the other hand, this cost is dependent on the hour of the day the specific link is
taken, it can no longer be modeled as a single value, but as a travel time function
representing the travel time cost in function of the hour of the day. Moreover,
some of the travel time information has an amount of uncertainty attached to it.
This leads to stochastic travel time information. Instead of a single value, a time
cost at a certain hour of the day now is represented by a stochastic distribution.
An overview of these different time costs is given in table 5.1, in which the two
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STATIC TIME-DEPENDENT
DETERMINISTIC single function ofvalue values
STOCHASTIC single function ofdistribution distributions
Table 5.1: Travel Time Costs
characteristics (static/time-dependent and deterministic/stochastic) are combined.
We will now discuss a practical example of each of these cases in more detail.
Trans-shipment costs are mostly considered both static and deterministic. It
always takes the same amount of time and this time is independent of the hour of
the day. Thus these costs can be represented by single values.
In the railroad network (and all other networks which are bound to time tables),
we consider the costs to be time-dependent and deterministic. The travel time,
which consists of both a waiting time in the station and a driving time, is dependent
on the hour of the day, but considered to be deterministic and thus independent of
external factors. Time tables can easily be translated to a travel time function as
indicated in figure 5.2 where the lowest points represent a train leaving the station
and the lines model the waiting in the station.
Figure 5.2: Travel Time Function in Railroad Network.
Since waiting times are proportional to the hour of the day, this function can
be represented by a number of departure times, together with their corresponding
driving time. Suppose the driving time at departure time T is f(T ), then the travel
time f(t) at time t between two known departure times T1 and T2(T1 < t < T2)
can be calculated as follows:
f(t) = f(T2) + (T2 − t) (5.1)
A binary search algorithm can be applied to find the neighboring departure times.
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If memory consumption is not an issue, a speedup can be realized by calculating
the travel time for every minute (i.e. the finest detail of the time table) and storing
it in an array which then can easily be accessed by translating the specific hour of
the day to the corresponding index. This leads to faster travel time calculations,
but has a major impact on the memory consumption. For a complete description
of this model we would like to refer to the second part of section 2.4.3 of chapter
2. Since the networks that are used in our proof-of-concept system are relatively
small, we can make use of these memory-intensive arrays to store the travel time
information, with the advantage of fast lookup operations.
In an underground network, subway trains leave the station every k minutes,
but are not bound to a specific time table. This introduces an amount of uncertainty
which leads to a stochastic and static (assumed day and night are equal) time cost.
Suppose for example, a subway train leaves every 6 minutes and driving to the
next station takes 2 minutes. Then the travel time of this link lies somewhere be-
tween 2 and 8 minutes depending on the time one arrives in the subway station.
We will make use of a cumulative distribution which contains for each probability
the maximum travel time. In the example we have a 100% chance to travel 8 min-
utes or less, while we have 50% chance of traveling less than 5 minutes. In order
to both save memory and simplify the calculations, we will represent a stochastic
distribution by m values, corresponding to m predefined percentiles. This num-
ber m results in a trade-off between accuracy and performance. More percentiles
increase the accuracy of the results, but the more storage space is needed. For a
complete description of the stochastic cost model we would like to refer to section
2.4.4 of chapter 2.
In a road network, travel time costs are both time-dependent and stochastic.
Due to possible traffic jams during rush hours, the travel time in a road network is
dependent on the hour of the day. Moreover, external factors (for example traffic
accidents) add even more uncertainty to the estimated time of arrival. The time-
dependent and stochastic travel time costs are modeled as a function of distribu-
tions. In our use case, travel time data was collected for every quarter of an hour
during multiple (similar) days. Stochastic distributions are constructed from this
data for each quarter of an hour for each day of the week (i.e. Monday, Tuesday,
. . . ). For the times between these quarters, linear interpolation is used between
the corresponding percentiles. The x-th percentile of the travel time distribution
F (x, t) at time t between two timestamps (i.e. quarters) T1 and T2(T1 < t < T2)
then can be calculated as follows:
F (x, t) = F (x, T1) +
F (x, T2)− F (x, T1)
T2 − T1 (t− T1) (5.2)
A more accurate travel time function can be obtained by adding more timestamps,
at the cost of more intensive memory usage.
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5.3 The Routing Algorithm
As indicated in the previous section, a multimodal graph consists of a set of nodes
V and a set of links E, which contains mode-specific links and trans-shipment
links. Each of these links has assigned to it a travel cost, which can either be a sin-
gle value (static deterministic), a function of values (time-dependent determinis-
tic), a distribution (static stochastic) or a function of distributions (time-dependent
stochastic).
In this section, we present a shortest path algorithm that is equipped to deal
with this variety of travel time information. As both static and deterministic in-
formation can easily be translated to time-dependent and stochastic functions re-
spectively (see section 2.4.5 of chapter 2), we have developed an algorithm which
assumes all travel time information to be time-dependent and stochastic. Further-
more, in this case study (with only two modes of transportation), we opted for
the so-called ’taxi-model’, in which it is assumed that a cab is present at any lo-
cation. This way, trans-shipment to the road network is always possible. There
are multiple possible solutions to model the availability of a car: making the net-
work dynamic and only adding trans-shipment links in the locations where a car is
present, modeling it in the routing algorithm, etc.
The problem that is addressed here can be described as follows. Given an
origin and destination node together with a departure time, find the path between
the origin and the destination that has the smallest distribution of the arrival time,
according to a comparison measure that will be defined further on. The network,
in which the routing happens, contains multiple modes of transportation and the
travel time costs can either be static or time-dependent, and either deterministic or
stochastic.
The algorithm presented here is based on the algorithm of Dijkstra (see sec-
tion 1.3.1), a label-setting algorithm with labels representing the shortest distance
between the origin and the specific node. During initialization the label of the ori-
gin node is set to zero and all other labels are set to infinity. The set T contains all
(non-permanent) nodes whose labels have been updated by the algorithm. In every
iteration the node with the lowest label is removed from T and made permanent.
Then, all labels of the neighboring nodes are updated. More specifically, if the sum
of the label of the investigated (permanent) node and the link cost is smaller than
the previous label of the neighboring node, then the label is changed to this sum.
This process is repeated until the destination node has been made permanent. The
algorithm of Dijkstra requires all link costs to be non-negative values, which is the
case as we are working with travel times here.
The algorithm described above needs to be altered in two ways. Firstly, the
time-dependent character of the links costs needs to be taken into account when
determining the travel time on a link. Secondly, labels are no longer single val-
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ues but distributions. We need to define how to combine and compare stochastic
distributions with each other.
In order to make this algorithm time-dependent, some small adaptations are
needed. Labels now represent the earliest time at which one can arrive in a specific
node starting at the origin node at a specific departure time. In the initialization
phase the origin label is set to this departure time. Furthermore, the travel time of
a link is dependent on the time at which this link is traversed. For a link (u, v) this
time is equal to the label of the start node l(u). The value of a tentative new label
can then be calculated as follows:
l′(v) = l(u) + c(u, v, l(u)) (5.3)
with c(u, v, l(u)) the travel time on link (u, v) at time l(u). When the algorithm
is finished, the label of the destination node represents the earliest arrival time,
starting at a predefined departure time in the origin node.
Making this algorithm stochastic introduces new challenges. Labels are no
longer single values, but probabilistic distributions of travel times, represented by
a number of percentiles. Two operations need to be defined: comparing labels
and updating labels. Deciding which of two labels is the best is no unambiguous
process. To simplify the calculations, we opted to compare a single percentile.
In most cases the 50% percentile suffices, but if the user is interested in a more
certain solution a higher percentile should be used, such as the 90% percentile. A
more accurate comparison would involve all percentiles and applying an algorithm
similar to the multi-objective one (see chapter 4), but this would require a higher
amount of computing power.
To define the sum of two labels we investigate two extreme cases, namely one
in which the distributions of the links are completely correlated and one in which
they are completely uncorrelated (and stochastically independent). While in the
former the pointwise sum can be used, the latter needs the convolution product to
combine two labels. In the stochastic case, the label of node v can be represented
as an array of m percentiles [lpi%(v)], i = 0, . . . ,m (note: in the remainder of this
article we will omit the boundaries of i and use square brackets to denote an array
over this index i). The pointwise sum of two labels [lpi%(v)] and [lpi%(w)] then
can be defined as:
[lpi%(v)] + [lpi%(w)] = [lpi%(v) + lpi%(w)] (5.4)
Calculating the convolution product is more complex. In calculus, the convo-
lution product of two functions f and g is defined as




When the distributions are represented as a number of percentiles, the convo-
lution product of two labels [lpi%(v)] and [lpi%(w)] can be determined as follows.
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For each i and j, sij = lpi%(v) + lpj%(w) is calculated. The requested percentiles
then can be extracted from the distribution of these sij values. It should be noted
that determining percentiles in large arrays can be sped up by making use of order
statistics [23]. The order statistic algorithm returns the x-th element of a sorted
array without sorting the complete array. This is illustrated in figure 5.3.
Figure 5.3: Example of the order statistic algorithm. Here, the 8-th element is determined
of an array that is sorted in increasing order. In every iteration a pivot element is identified
and the remaining elements of the part of the array that contains this searched element are
sorted partially around this pivot. In this way the area where the element is situated is
diminished.
In reality, some of the links are correlated with each other, while others are
not. For example, two consecutive sections on a highway are closely correlated. A
traffic jam in one of the sections increases the chance of a traffic jam in the other
section. On the other hand, a section on the highway has nearly no correlation
with a small road besides it. As determining all correlations between all links
of the network and subsequently combining the costs of these links appropriately
is very burdensome, we will work with these two extreme cases. The user then
can decide how much he wants to tempt his fate making use of these calculated
boundaries.
Below, the pseudocode of the algorithm as described above is given. It should
be noted that [p] represents a constant distribution with value p.
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FindBestPathBetween(o,d)
1 forall(v ∈ V)
2 l(v) := [∞];
3 l(o) := [departure time];
4 P := EMPTY SET;
5 T := {o};
6 while(!(T is empty) && !(d ∈ P)){
7 u := T.removeMin();
8 P.add(u);
9 for(n: neighbor(u)){
10 l new:= l(x)  translate(c(u,n,l(u)));
11 if(l new < l(n)){





The first three lines are the initialization phase. The label of the origin node is
set to a constant distribution of the departure time (line 3), while all other labels
are set to the infinity distribution (line 1-2). Subsequently, the temporary set is
initialized with a singleton containing the origin node (line 4). As long as the
destination node is not permanent and there are still elements in the temporary set
(line 6), the following instructions are executed. Firstly, the node with the smallest
label u is removed from the temporary set (line 7) and added to the permanent set
(line 8). For each neighbor n of this node, a new tentative label is determined by
combining the label of u with the time-dependent and stochastic cost of the link
between u and n (line 10). If the cost of the link is static or deterministic, it is
translated to a time-dependent and stochastic one. We assume the distributions
to be either completely correlated or completely uncorrelated, as described above.
The operator  can thus either represent a pointwise sum or a convolution product.
When this tentative label turns out to be smaller (w.r.t. the comparison operator as
described above) than the previous label of n, it is changed and the temporary set
is updated (line 11 to line 13). It should be noted that this algorithm is similar to
the algorithm of Dijkstra in which the labels are defined differently.
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5.4 Results
In this section it is shown that indeed a travel time gain can be realized by routing
time-dependently (in comparison to routing statically), stochastically (in compari-
son to deterministically) and multimodally (in comparison to unimodally). More-
over, when routing stochastically, additional information about the travel time is
provided to the user. After a general description of the setup of the system and the
experiments (see section 5.4.1), some light is shed on the execution times of the
different algorithms (see section 5.4.2). Subsequently, we will investigate the de-
terministic case and show how better (i.e. faster) routes can be calculated by mak-
ing use of time-dependent information (see section 5.4.3). Section 5.4.4 deals with
the core issue of our research, namely stochastic routing. It will be demonstrated
that, indeed, by making use of additional stochastic information, more reliable
routes can be calculated. Here, we will examine the two extreme cases, namely
assuming all links are completely correlated and assuming all links are completely
uncorrelated. In section 5.4.5, we will have a look at multimodal routing in com-
parison with unimodal routing. It will be shown that making use of multiple modes
of transportation may have its advantages in particular cases.
5.4.1 General Descriptions of Setup
The routing system as described in this article was implemented in Java (version
1.6.0-18) on a machine with the following specifications: Intel R© Core TM 2 Duo
CPU P8600, 2.40 GHz and 4 GB of RAM.
Currently, the network contains only two modes of transportation, namely road
and railroad, but we are gathering data of the other transport modes to further
expand it. For the experiments we made use of a Belgian network (as for this
network we have very detailed travel time information at our disposal) composed
of a road network of 53 010 nodes and 96 286 links and a railroad network of
551 nodes and 1 716 links. For each train station, three trans-shipment links were
added connecting it to the road network.
Stochastic distributions, represented as 5 percentiles (i.e. the 10%, 30%, 50%,
70% and 90% percentile) were calculated for the road links based on historical
measurements of travel times.
Railroad time tables were analyzed and translated to the data structure as pre-
sented in figure 2.6 of chapter 2. We opted for an array with a travel time for ev-
ery minute of the day, as there is sufficient memory available for these networks.
While for the railroad network a time-dependent granularity of 1 minute was used,
the road network employs a granularity of 15 minutes, due to the data restrictions
of the measurements. Interpolation, as shown in section 5.2, is applied for the
times in between timestamps.
In the experiments the different algorithms are compared to one another. To




static stochastic (correlated) 307
static stochastic (uncorrelated) 376
time-dependent stochastic (correlated) 433
time-dependent stochastic (uncorrelated) 489
Table 5.2: Average calculation times of the different algorithms
compare the (travel time) costs of the resulting paths, a difference measure was
defined. The amount of difference (∆), in percentage, of the cost of the path cal-






Both the average and the maximum values of this parameter will be reported.
All the experiments of the following subsections were executed on the multi-
modal network as described above, unless explicitly stated otherwise.
5.4.2 Calculation time
First and foremost, we investigated the performance of the algorithms. Table 5.2
shows the average calculation times (in milliseconds) of all algorithms that were
used during the experiments.
The static deterministic algorithm is in fact the standard Dijkstra algorithm in a
network where all travel time costs are assumed to be constant. When the link costs
are time-dependent travel times, we opted to use the values of a quiet timeslot (i.e.
a timeslot outside of the rush hours). This represents driving when there is little
traffic, such as driving at night. When the travel time information is stochastic, the
median values (i.e. 50% percentile) are used.
The time-dependent deterministic algorithm takes into account the time-depen-
dent travel time information but still assumes the travel times to be single values.
For links with stochastic distributions assigned to them, the median values were
used.
The static stochastic algorithm makes use of a single stochastic distribution
for each link. When the travel times are time-dependent, again we opted to use a
distribution of a timeslot in the night.
In the time-dependent stochastic algorithm, all available travel time informa-
tion was used to calculate the best (fastest) routes. The stochastic algorithms were
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executed for two extreme cases, namely assuming that the links are completely
correlated (using the pointwise sum) and assuming that they are completely uncor-
related (using the convolution product).
The results of table 5.2 are averages of 10 000 shortest path calculations with
randomly chosen origin-destination pairs and random departure times. The cal-
culation times where measured with a timer that has a precision of nanoseconds
and an accuracy of microseconds. It can be seen that taking into account the
time-dependent information slightly slows down the calculations (static vs. time-
dependent). Moreover, for the stochastic algorithms, assuming the links are com-
pletely uncorrelated consumes more calculation time than assuming that they are
completely correlated. This is as expected as the convolution product is a more
complex operation than the pointwise sum.
The results show that for these algorithms the two most crucial operations are
determining the travel time of a link at the time this link is traversed and combining
this travel time information. While in the static deterministic case the constant cost
values of the links can just be added up, in the time-dependent cases the exact travel
time needs to be determined by making use of the arrival time in the start node of
the link in question. For the stochastic algorithms combining the distributions even
adds more computational complexity to the problem. These calculation times are
acceptable, as they stay below 500 ms while providing better (i.e. faster) and more
reliable routes.
5.4.3 Deterministic Routing: time-dependent vs. static routes
In this section, it will be demonstrated how better (i.e. faster) routes can be calcu-
lated by making use of the time-dependent travel time information. We will start
with a small example to show that routing time-dependently indeed has its advan-
tages. In the unimodal road network a route was calculated from Ghent to Lie`ge
for different departure times. This route passes through Brussels which is a known
bottleneck of the Belgian road network. Parts of these routes, namely those around
Brussels, are depicted in figure 5.4, when leaving at 6 am, 7 am and 8 am. It can
be seen that, during rush hour, the ring road around Brussels is avoided. At 7 am,
the highway before Brussels is left earlier in order to avoid the first part of the ring
way. At 8 am, a road going through the center of Brussels proves to be faster than
waiting in the traffic jams on the ring road.
Table 5.3 shows the actual travel time gain realized by the time-dependent de-
terministic algorithm in comparison to the static deterministic algorithm. Here,
10 000 paths were calculated between random origin-destination pairs at a ran-
dom departure time with both the static and the time-dependent deterministic
algorithm. Subsequently, both the time-dependent deterministic and the time-
dependent stochastic costs of the resulting paths were calculated. For this, the
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Figure 5.4: Time-Dependent Routes in Belgian Road Network.
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travel time cost average ∆ (%)
time-dependent deterministic 14.25
10% 30% 50% 70% 90%
time-dependent stochastic
(correlated) -2.59 -0.42 1.19 3.24 3.68
time-dependent stochastic
(uncorrelated) 0.78 1.27 1.66 2.04 2.35
maximum ∆ (%)
time-dependent deterministic 56.96
10% 30% 50% 70% 90%
time-dependent stochastic
(correlated) 25.92 32.09 35.61 42.75 49.30
time-dependent stochastic
(uncorrelated) 34.31 34.53 34.65 35.91 36.93
Table 5.3: Comparison of the time-dependent travel times (both deterministic and
stochastic) of the paths calculated by the static deterministic algorithm (1) and the
time-dependent deterministic algorithm (2)
actual travel time costs were removed from the paths and recalculated assuming
that all links of the paths are time-dependent deterministic and time-dependent
stochastic respectively. The differences between these travel time costs (i.e. the
recalculated costs of the paths calculated by both algorithms) are reported in the
table.
First of all, the time-dependent deterministic travel time costs were compared.
The paths calculated by the time-dependent deterministic algorithm are on average
14.25% shorter than the paths of the static deterministic algorithm, with a maxi-
mum value of 56.96%. This proves that, indeed, making use of the time-dependent
travel time information in the routing algorithm has its benefits. In 85.12% of the
cases, a shorter route was found by the time-dependent deterministic algorithm. In
the other cases, the paths are equal to the ones calculated by the static algorithm.
Next, we looked at the stochastic costs, for both extreme cases, and compared
the corresponding percentile values with one another. Despite the fact that the av-
erage values are relatively small, if we look at the maximum values, a remarkable
travel time gain can be realized by routing time-dependently instead of statically.
Moreover, the amount of difference between the two algorithms is higher for the
higher percentile values. This means that for users who want more reliability,
routing time-dependently really pays off. For the lower percentiles, routing time-
dependently is on average even slightly worse than routing statically assuming the
links are completely correlated. If we compare the case in which it is assumed that
all links are completely correlated (using pointwise sum) and the case in which
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they are assumed to be completely uncorrelated (using convolution product), we
see that the difference between the lowest and the highest percentiles is larger
when using the pointwise sum. This is as expected, since in the pointwise sum, the
extreme values are combined with each other, while the convolution product takes
into account all values of the distributions, smoothing out the extreme values.
5.4.4 Stochastic Routing
This section deals with stochastic routing. We will demonstrate that by making
use of the additional stochastic travel time information, more intelligent routes can
be calculated. After an example that illustrates the difference between the two ex-
treme cases (i.e. the links are completely correlated vs. completely uncorrelated),
two aspects will be investigated. Firstly, we will compare the static stochastic al-
gorithm with the time-dependent stochastic algorithm and report on the travel time
gain that can be realized by routing time-dependently. Subsequently, a compar-
ison is made between the time-dependent deterministic algorithm and the time-
dependent stochastic algorithm to illustrate the strength of using the additional
stochastic information to produce more intelligent routes.
With respect to combining stochastic distributions, two extreme cases were in-
vestigated: completely correlated links (with the pointwise sum) and completely
uncorrelated links (with the convolution product). In figure 5.5 an example is given
of a day overview for one specific path in both scenarios. The time-dependent
stochastic shortest route was calculated for each time of the day in the unimodal
(road) network and the resulting percentiles were plotted. In this example distri-
butions were compared w.r.t. their 50% percentiles.
The rush hours can be readily observed, namely a major one in the morning
(from 7 am to 9 am) and a smaller one in the evening (from 4 pm to 6 pm). More-
over, it should be noted that the 50% percentile values are similar with only dif-
ferences of a couple of seconds. The main difference between the two calculation
methods lies in the other percentiles. While the standard deviation in the uncorre-
lated case is small, the percentiles of the correlated case are more scattered. This
can be explained intuitively as the convolution product takes into account all val-
ues of the distributions, resulting in extreme values being weakened by the others.
In the completely correlated case (pointwise sum) a high probability of congested
traffic on one link of the network results in a higher probability on all other links
following this link. Extreme percentile values have a direct influence on the corre-
sponding percentile of the resulting distribution.
As mentioned before, the percentiles of the actual distribution lie somewhere
between these two extremes. This means that for the percentiles under the 50%
percentiles (which is used here for comparison) the uncorrelated case is an upper
bound and the correlated case a lower bound. The opposite is true for the per-
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Figure 5.5: Stochastic Day Overview.
Top: correlated links (pointwise sum) - Bottom: uncorrelated links (convolution product)
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assuming links are . . . average ∆ (%)
10% 30% 50% 70% 90%
completely correlated 2.20 2.31 2.14 3.81 7.29
completely uncorrelated 1.23 1.59 1.85 2.04 2.31
maximum ∆ (%)
10% 30% 50% 70% 90%
completely correlated 35.90 36.02 37.16 39.44 50.39
completely uncorrelated 33.17 34.44 35.82 36.82 37.72
Table 5.4: Comparison of the travel times of the paths calculated by the static stochastic
algorithm (1) and the time-dependent stochastic algorithm (2)
centiles above the 50% percentile. If the user wants more certainty of its arrival
time, i.e. he wants to be sure to be at his destination at the latest at a certain chosen
time, the 90% percentile can be used to compare labels. In this case the pointwise
sum calculations always serve as a lower bound.
In the remainder of this section stochastic distributions will be compared by
their 90% percentile values.
5.4.4.1 Static Stochastic vs. Time-Dependent Stochastic
Table 5.4 shows the average and maximum amount of difference between the
travel times of the paths calculated by the static stochastic algorithm and the time-
dependent stochastic algorithm for the two extreme cases. These values were cal-
culated from 10 000 shortest path calculations between random origins and desti-
nations at random departure times. Similar to the statements made in section 4.3,
indeed a travel time gain can be realized by making use of the time-dependent
character of the travel time information. Despite the relatively low average values,
the maximum travel time gain is noteworthy. To compare labels with one another,
we made use of the 90% percentiles, so the resulting paths are optimized with re-
spect to this percentile. The results show that indeed the highest travel time gains
are realized for this percentile.
Next we looked at the amount of better paths (w.r.t. the 90% percentile val-
ues of the distributions) that were calculated by routing time-dependently. In the
situation that all links are assumed to be completely correlated, in 81.82% of the
cases a better path is found, while in the other situation (all links are completely
uncorrelated), this comes down to 65.06% of the cases. This proves that it is worth
routing time-dependently when the information is available.
In conclusion, for users who are interested in reliable routes (making use of
the 90% percentiles), by routing time-dependently instead of statically a travel
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assuming links are . . . average ∆ (%)
10% 30% 50% 70% 90%
completely correlated -1.36 -0.97 -0.71 -0.75 2.69
completely uncorrelated 0.88 0.80 0.74 0.66 0.75
maximum ∆ (%)
10% 30% 50% 70% 90%
completely correlated 22.78 18.94 14.27 18.36 81.32
completely uncorrelated 19.32 15.31 13.77 13.77 51.03
Table 5.5: Comparison of the travel times of the paths calculated by the time-dependent
deterministic algorithm (1) and the time-dependent stochastic algorithm (2)
time gain of up to 50% can be realized in the case all links are correlated, and
nearly 38% in the case the links are completely uncorrelated.
5.4.4.2 Time-Dependent Deterministic vs. Time-Dependent Stochastic
In this section we will investigate the advantages of using the stochastic travel
time information in the algorithm and compare the time-dependent deterministic
algorithm with the time-dependent stochastic one. Again the shortest paths were
calculated for 10 000 randomly chosen origin-destination pairs at random depar-
ture times. The stochastic travel time was then calculated for the resulting shortest
paths and all percentile values were compared to one another. The average and
maximum amounts of difference are shown in table 5.5.
The average values of table 5.5 are small, meaning that on average not that
much travel time gain can be realized by routing stochastically. In the case all
links are assumed to be correlated, for the lower percentiles the paths calculated by
the stochastic algorithm are even worse than those calculated by the deterministic
algorithm. However, the paths calculated by the stochastic algorithm are more
reliable than those calculated by the deterministic algorithm. Looking at the 90%
percentiles (for which these paths were optimized, i.e. minimized), we see that for
this percentile indeed a travel time gain is realized by the stochastic algorithm.
This means that more reliable paths are calculated.
If we look at the maximum difference of the 90% percentile values, we see that
travel time gains can be realized of up to 81.32% and 51.03% for the correlated
and the uncorrelated case respectively, which is quite remarkable. Users who are
interested in reliable routes can really benefit from routing stochastically.
Subsequently, for each origin-destination pair the 90% percentiles of the travel
time distributions of the paths found by both algorithms were compared with each
other. When it is assumed that all links are uncorrelated, 53.30% of the paths
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are actually better, while only 12.75% of the paths are worse. For the case that
all links are correlated, these numbers are 37.61% and 33.42% respectively. As
more reliable routes are produced, routing stochastically indeed is valuable. So,
in 87.25% (completely uncorrelated) and 66.57% (completely correlated) of the
cases the paths are as well as or better than the paths calculated by the determin-
istic algorithm. Moreover, the resulting routes are more reliable. This means that
making use of the stochastic travel time information when determining the shortest
path, indeed is valuable.
5.4.5 Multimodal vs. Unimodal Routing
The system presented here is multimodal in the sense that both roads and railroads
are taken into account. In this section we will determine whether traveling mul-
timodally indeed has advantages (with respect to the travel time) over traveling
unimodally. We start with a small example, which is similar to the example of sec-
tion 5.4.3, as it also concerns the bottleneck around Brussels in the Belgian road
network. In figure 5.6 the multimodal routes between Leuven (on the right) and
Ghent (on the left) are depicted for different departure times. These routes were
calculated with the time-dependent deterministic algorithm. While in the exam-
ple in section 5.4.3 the traffic jams around Brussels were avoided by taking other
routes in the road network, here the traffic jams are avoided by making use of an-
other mode of transportation, viz railroads. Outside the rush hour, for example at
6 am, the road is chosen to be the best mode of transportation. Nevertheless, when
traffic is jammed around Brussels (in the case of leaving at 7:30 am) the train be-
comes more favorable. Combinations of both transport modes are also possible.
For example, at 7 am the best route is the one leaving by car in Leuven and taking
the train in Brussels to continue to Ghent.
Next, a more systematic comparison was performed. Routes were calculated
between 10 000 random origin-destination pairs in both the unimodal (road) and
the multimodal network (making use of the time-dependent stochastic algorithm).
As the example indicates that during rush hours the multimodal network might
be more favorable than outside these rush hours, these two cases were examined
separately, namely departing at 7:30 am (during the rush hour) and departing at 2
pm (outside of the rush hour). Results are shown in table 5.6.
The average travel time gain by using the multimodal network is almost neg-
ligible outside of the rush hours. Moreover, in approximately 5% of the cases
(5.58% and 4.46% for the completely uncorrelated and correlated case respec-
tively) a better path is found in the multimodal network. During these hours,
taking the car is in most cases more advantageous than using multiple modes of
transportation. It should be noted that, if a unimodal path is the best option to get
from the origin to the destination, this path will be returned by the algorithm, even
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Figure 5.6: Multimodal Routes (Leuven-Ghent).
straight line = road - dotted line = railroad
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DURING RUSH HOUR (7:30 am)
assuming links are . . . average ∆ (%)
10% 30% 50% 70% 90%
completely correlated -1.32 -0.41 -0.09 1.50 1.69
completely uncorrelated 0.72 0.79 0.83 0.89 0.89
maximum ∆ (%)
10% 30% 50% 70% 90%
completely correlated 38.37 40.16 39.83 41.73 41.89
completely uncorrelated 41.31 41.28 41.02 41.51 41.86
OUTSIDE RUSH HOUR (2 pm)
assumed links are . . . average ∆ (%)
10% 30% 50% 70% 90%
completely correlated -0.23 -0.03 0.02 0.12 0.31
completely uncorrelated 0.16 0.17 0.18 0.19 0.19
maximum ∆ (%)
10% 30% 50% 70% 90%
completely correlated 4.20 6.33 7.14 19.77 24.33
completely uncorrelated 14.01 14.19 14.67 15.33 15.88
Table 5.6: Comparison of the travel times of the paths
in the unimodal network (1) and the multimodal network (2)
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when routing in a multimodal network. When traveling during the rush hours,
multimodal transportation may result in travel time gains of up to more than 40%.
Moreover, during the rush hours in approximately 15% of the cases (14.13% and
14.87% for the completely uncorrelated and correlated case respectively) a better
path (according to the 90% percentiles) is found in the multimodal network.
All multimodal paths were inspected more closely and it was observed that
the origin and/or destination of these routes are situated close to train stations, as
expected. If the origin and the destination are situated far from train station, a
multimodal route would consist of a rather long path from the origin to the closest
train station, followed by a train ride, followed by a rather long path from the last
train station to the destination. In most cases, this cannot compete with a direct
route by car.
Next, we investigated for which origin-destination pairs a better route was
found in the multimodal network. More specifically, it is determined whether
routing multimodally is more rewarding for short range routes or for long range
routes. For this, 10 000 paths (with random origin-destination pairs) were cal-
culated in both the unimodal and the multimodal network and both during and
outside the rush hour. In this experiment the time-dependent stochastic algorithm
was used. These paths were ordered according to their Dijkstra-rank (defined as
the number of nodes that have been made permanent when the algorithm finishes)
and divided into 10 categories. For each of these categories the percentage of paths
that are multimodal (i.e. paths that are better in the multimodal network compared
to unimodal ones) was then calculated. Results are shown in figure 5.7. Here we
assumed that all links are completely correlated. Similar results are obtained when
all links are uncorrelated. It is clear that routing multimodally has more advan-
tages for long range paths, and during the rush hours. When the origin and the
destination are situated further apart (i.e. a higher Dijkstra-rank), the percentage
of multimodal paths increases steadily. Outside the rush hour, this phenomenon
is not that prominent. Here, the main promoter for multimodal transportation is
whether the origin and the destination are situated close to train stations.
As the travel time gain of multimodal routing over unimodal routing differs
depending on the departure time, we want to investigate how this evolves during
the day. The fastest route was calculated between one origin (Ghent) and one
destination (Leuven) for a number of different departure times (with the time-
dependent stochastic algorithm, assuming all links are completely uncorrelated).
The 90% percentile values for these different departure times are depicted in fig-
ure 5.8. When the travel time in the multimodal network is equal to that in the
unimodal network, this means that the route in the multimodal network is in fact
unimodal as no travel time gain is realized by routing multimodally. Again, it is
seen that routing multimodally is most advantageous during the rush hours. So,
for commuters, taking the train is a good alternative.
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Figure 5.7: Percentage of multimodal paths in function of the Dijkstra-rank.
In conclusion, while in most cases the road network seems to be more reward-
ing, multimodal transportation (in this case study: taking the train) proves to be a
good alternative to travel between major cities (i.e. close to train stations) and long
distances during rush hours.
5.5 Conclusion
In this chapter a case study was presented of a novel practical multimodal routing
system. Next to the time-dependent travel times, additional information about the
(un)certainty of the results is calculated. A lot of attention was given to the design
of efficient data structures to store the needed travel time information.
Making use of these data structures an algorithm was developed to calculate the
shortest path between two locations, both time-dependently and stochastically. Ex-
periments have shown that by routing time-dependently, stochastically and multi-
modally indeed a travel time gain can be realized by avoiding the congested roads.
Moreover, in the case of stochastic routing, additional stochastic information is
provided, which gives the user an idea of the (un)certainty of the travel time of the
resulting route.
Two extreme cases, viz completely correlated links and completely uncorre-
lated links, were investigated, from which a more realistic estimation of the exact
stochastic distribution can be deduced, as the real stochastic distribution can be
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Figure 5.8: Comparison of travel times in unimodal and multimodal networks
(day overview)
found somewhere in between. A stripped down version of the system presented
in this chapter can be accessed online [22]. Moreover, the research presented here
has been commercialized as an industrial-strength routing engine.
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6
Conclusions and Future Perspectives
“The important thing is not to stop questioning.
Curiosity has its own reason for existing.”
–Albert Einstein (1879 - 1955)
6.1 Overall Conclusions
In the early 90s, the first personal GPS navigation system was launched on the mar-
ket. This caused the establishement of a number of specialized navigation com-
panies, like Garmin and TomTom, and online routing applications, such as Mappy
and Google Maps. It also had an impact on the scientific world as it gave rise to
a renewed interest in the design of fast and efficient shortest path algorithms for
transportation networks. Furthermore, today’s transportation (both personal and
freight) is not restricted to one mode of transportation. Multiple transport modes
may be used during a single trip. This is denoted with the term multimodal trans-
portation. One of the reasons for the rise of multimodal transportation is the fact
that the roads are getting more and more congested, forcing the drivers to consider
the other modes of transportation. In this PhD dissertation research was presented
on the planning and routing of multimodal transportation. Two challenges can be
distinguished: the modeling of multimodal transportation networks and the design
of efficient routing algorithms for these networks.
In chapter 2, a multimodal transportation network model was presented. This
model is flexible in the sense that transportation modes can easily be added or
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removed. Each mode-specific transportation network is represented by a single
layer. Trans-shipments are then modeled as links between geographically co-
located nodes of different layers. Furthermore, an access layer was added to find
routes independently from the transportation modes of the origin and the destina-
tion. Since all cost information is modeled as properties of the links, the common
shortest path routing algorithms can be applied directly in this model. Additional
flexibility was added to the costs, as in this network model, each link may have a
different cost model. To represent static and deterministic costs, single values are
assigned to the links. If the costs are time-dependent (and deterministic) the cost
objects represent functions. We assumed that these functions are piecewise lin-
ear, so that they can be represented by a finite number of values. This introduced
a trade-off between the memory consumption and the accuracy of the function.
If, on the other hand, the costs are (static) stochastic, a probability distribution
is needed. In this research, a stochastic distribution is represented by a number
of percentile values (i.e. values for which x% of the values of the distribution is
smaller). This simplifies both the representation and the calculations, but comes
again with a trade-off between the memory consumption and the accuracy of the
information. If the cost information is both time-dependent and stochastic, it is
represented by a (piecewise linear) function of distributions, which can be stored
in a two-dimensional array. Moreover, multiple objective cost objects, represented
by an array of objectives, may be assigned to the links. The major advantage of
this network model is the flexibility in both the number of transport modes and
the types of the link costs. This allows the use of common shortest path routing
algorithms with only minor modifications.
Besides the multimodal network model, a number of shortest path algorithms
were presented. Two challenges were tackled in this research: reducing the exe-
cution time of the algorithms and designing algorithms for the different types of
costs. In chapter 3, where it was assumed that all costs are single values, two novel
goal-directed algorithms were presented, together with a number of optimizations.
While the predecessor algorithm only uses local information to guide the search
towards the destination, in the accounting algorithm, an additional history of each
path is kept. The advantage of these algorithms is that they only use estimated dis-
tances to determine whether to investigate a node, posing less restrictions on the
estimation function. As the basic predecessor algorithm only finds a small fraction
of the paths, a tolerance factor was introduced. Fine-tuning this factor is a tradeoff
between the accuracy of the results and the performance of the algorithm. A lower
tolerance factor means lower execution times, but less accurate results, and vice
versa. By investigating the areas around the origin and the destination completely,
more accurate results can be found by the predecessor algorithm. This is also real-
ized by, instead of comparing a node with its predecessor, comparing it to its k-th
predecessor. By keeping track of the number of steps in the right/wrong direction,
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the accounting algorithm allows larger detours. This results in higher execution
times, but more accurate results. Furthermore, two optimizations were presented:
queue optimization and the feedback loop. Queue optimization (i.e. comparing a
node with the previously investigated node) results in very low execution times,
but this comes at the cost of less accurate results. However, when higher tolerance
factors are used, adequate results are produced in a limited amount of time. The
feedback loop mechanism, on the other hand, is guaranteed to always return a path
between the origin and the destination, while only limited additional execution
time is needed. We are convinced that these algorithms can compete with state-
of-the-art goal-directed algorithms, such as the branch pruning algorithm, and are
even a better alternative when no straightforward estimation function is available.
Subsequently, the case of optimizing multiple objectives simultaneously was
investigated. Two major contributions can be observed in this research. Firstly,
a stop condition was presented for the multiple objective shortest path algorithm
of Martins. It has been demonstrated experimentally that, while this latter algo-
rithm has a nearly constant execution time, applying the stop condition results in
lower execution times, especially for paths between nodes which are close to each
other. It is on average more than 2 times faster than the algorithm without the
stop condition. Moreover, higher speedups (up to 3 times faster) are realized with
an increasing number of objectives. Secondly, a bidirectional version of the algo-
rithm of Martins was presented, focusing on the definition of the stop condition.
Experiments demonstrate that routing bidirectionally indeed has its advantages
with respect to the execution time of the algorithm. For transportation networks
the bidirectional algorithms may be 10 times (for 2 objectives) or 20 times (for
3 objectives) faster than the unidirectional algorithm. Again, higher speedups are
perceived for a higher number of objectives. Besides experimental results, it has
been proven theoretically that once these stop conditions (for both the unidirec-
tional and the bidirectional algorithm) hold, the set of Pareto optimal solutions has
been found. The research presented in chapter 4 is a first step towards speeding
up multiple objective shortest path calculations. The next step is to investigate
whether other speed up techniques may be applied as well in these algorithms.
The last part of this PhD research focused on optimizing the travel time in
multimodal networks. Here, it was assumed that each mode of transportation may
have a different type of cost (static or time-dependent / deterministic or stochas-
tic). A Dijkstra-based algorithms was developed that copes with these multiple
cost types uniformly. Experiments were carried out for a case study on the Bel-
gian road-railroad network. While the time-dependent and stochastic algorithms
are slower than the basic algorithm of Dijkstra (with single value costs), more ac-
curate and more reliable results are produced. It is demonstrated that by making
use of the time-dependent information faster routes are calculated, especially dur-
ing rush hour when traffic jams can be avoided. Furthermore, with respect to the
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stochastic travel time information, two extreme cases were investigated, namely
assuming that all links are correlated and assuming they are not. In reality, some
of the links are correlated and some are not, but calculating all correlations and
taking them into account when routing is too time-consuming. Nevertheless, these
two extremes provide lower and upper bounds of the actual stochastic distribution
of the travel time on the route. As we opted to compare distributions by a single
percentile value, the shortest paths are optimized for this percentile. When using
the 90% percentile values, more reliable routes are thus calculated. Furthermore,
it was demonstrated experimentally that, indeed, using multiple modes of trans-
portation in one single trip has its advantages, especially during rush hours and
between locations that are not closeby. We are convinced that the additional in-
formation on the reliability of the travel times is a huge added value. However,
from a practical point of view an easy-to-interpret presentation format should be
developed in order for this system to be used in daily life environments.
6.2 Future Research Perspectives
There is a saying that research always gives rise to novel research possibilities.
This is certainly true for the research that was presented in this dissertation. This
section briefly describes some of the future research perspectives that arose when
finishing the research of the previous chapters.
In the network model of chapter 2, a number of assumptions were made to
simplify both the representation and the shortest path calculations. For instance,
no turn restrictions (e.g. no left turns on highways, no u-turns) were taken into
account. Adding these would result in a more realistic network. In chapter 3 of [1]
multiple solutions to model turn restrictions are presented. The most promising
technique is to split up the nodes for which turn restrictions hold and modeling
the restrictions in these subnetworks. The advantage of this approach is that no
additional information needs to be stored in the nodes and/or links, which allows
the known algorithms to be applied without any modifications.
Furthermore, in this network model it was assumed that all modes of trans-
portation are available at any point in time. For example, even if no car was avail-
able at the station, the road network still was considered to continue the trip, where
it was assumed that taxis were available. This could be overcome by making the
network dynamic and only adding the trans-shipment links from the other trans-
port modes to the car layer when there is actually a car available at that location.
Moreover, parking information should be provided. When switching from car to
the other transport modes, the possibility of parking the car should be investigated.
Unfortunately, this information was not available and thus was not added in the
current system.
The goal-directed shortest path algorithms, that were presented in chapter 3,
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can be further sped up by letting them investigate the network bidirectionally. First
experiments with the bidirectional versions of the predecessor and the accounting
heuristic show that, indeed the calculation time is diminished by searching the net-
work from the origin and the destination simultaneously, but that these algorithms
produce less accurate results. Further research is needed to find a good balance
between the performance of the algorithms and the accuracy of the results.
With respect to the multiple objective shortest path algorithms, one of the fu-
ture research possibilities is to investigate how the execution time of the algorithms
is influenced by the correlation between the different objectives. First experiments
have indicated that the calculation times are lower when the objectives are corre-
lated. It would be interesting to see how the correlation of the objectives really
affects the operation of the multiple objective shortest path algorithms.
Furthermore, a k shortest path algorithm was designed, based on the concepts
of the multiple objective shortest path algorithms. Each node may have k labels
and the algorithms searches the network until the k shortest paths to the destination
node have been found. Again, a bidirectional version of this algorithm could be
developed, speeding up the calculations.
In chapter 5, stochastic travel time costs were introduced. Recent research in
transportation networks only focuses on static and time-dependent travel times.
Very promising techniques precalculate additional network information and make
use of hierarchies to speed up the calculations [2, 3]. The most promising of these
techniques is the contraction hierarchy [3], of which a time-dependent approach
has already been proprosed [4]. The next step would be to develop stochastic con-
traction hierarchies. Other interesting research opportunities lie in incorporating
stochastic travel time information in other state-of-the-art algorithms, such as hub
labeling [5], transfer patterns [6], etc.
Finally, to enhance the research on routing algorithms for multimodal trans-
portation networks, more network data should be made available. Current re-
searchers are struggling to obtain qualitative and realistic data sets. Almost all
traffic is being monitored, but due to legislative restrictions, these measurements
are often shielded for public (and scientific) use. Open source solutions exist
(cfr. OpenStreetMap), but only have limited cost information. For example, time-
dependent and/or stochastic travel time information is mostly absent in these net-
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A
Ant colony optimization for the routing
of jobs in optical grid networks
This chapter focuses on the design of a number of anycast algorithms for the rout-
ing of jobs in optical grid networks, represented as graph structures. Generic
shortest path routing algorithms are used as a part of the anycast algorithms to
determine which resource and/or link should be selected.
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Abstract Grid networks provide users with a transparent way to access compu-
tational and storage resources. The introduction of (dense) wavelength division
multiplexing techniques have made optical networks the technology of choice for
data-intensive grid traffic. In a grid network scenario, users are generally more
interested in the successful completion of their jobs than in the location where the
actual processing occurs. Job routing and scheduling in current generation grid
networks are managed by resource brokers, which assign each job to a resource
and route the job in a unicast way. An anycast approach using grid-aware network
algorithms would bypass the need for a resource broker and increase scalability.
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We propose several anycast algorithms for job routing in optical grid networks,
based on the concept of ant colony optimization, which draws parallels between
the behavior of ants gathering food and the routing of packets inside a network.
Simulation results show an increased performance of our algorithms over more




In modern times the demand for more computational and storage resources contin-
ues to grow, while at the same time, a vast amount of resources remains underused.
Grid networks [1] attempt to provide an efficient way of using this excess capacity.
In 1998 Foster and Kesselman [2] defined the computational grid as “. . . a hard-
ware and software infrastructure that provides dependable, consistent, pervasive,
and inexpensive access to high-end computational capabilities.” In grid networks,
resources are geographically dispersed and shared among all clients. One of the
main advantages of grid networks is the ability to handle peak loads, since local
processing would require additional infrastructure, which is often financially un-
feasible. In a grid network, off-site resources with free capacity can take care of
the peak loads, without additional infrastructure costs (beyond the network cost).
An essential factor in the successful realization of grid networks is the transport
network. Optical networks can offer an effective solution to this problem, given
the high-performance (with respect to bandwidth, delay, and signal strength) and
low cost of current optical technology. For instance, (dense) wavelength division
multiplexing [(D)WDM] [3] allows multiple signals to be sent over a single link
by assigning a dedicated wavelength to each signal [4, 5].
Several studies on optical network infrastructure for grid networks have been
carried out [6–8]. Moreover, the emergence of optical grid projects such as the Eu-
ropean Phosphorus project [9] (which has set up an optical grid test bed to develop
multidomain, end-to-end connectivity) indicates the relevance of this research.
The scheduling of jobs in grids has been studied thoroughly [10]. Most of
this research focuses on resource brokering by a central component, which allows
highly optimized scheduling decisions but suffers from scalability issues. To over-
come this, we intend to route the jobs without the use of such a broker. Multiple
paradigms exist to route packets in a network: unicast, multicast, or anycast. In
unicast routing one source communicates with a single destination. Multicast rout-
ing has one source and multiple destinations, which all receive the messages from
the source. Anycast routing [11, 12] also sends the packets to multiple destina-
tions of which at least one, and preferably only one, should receive the message
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sent by the source. The source typically does not know anything about the possi-
ble destinations, as this is not important, as long as the packets it sends arrive in
one of the destinations. This idea can be extended to grid networks, since users
are generally more interested in the successful completion of their jobs than in the
location where the actual processing occurs. Indeed, as long as a job is executed
successfully while adhering to its predetermined requirements (e.g., meet a given
deadline), the decision of when and where to start a grid job is usually left to the
grids management functions. The routing and scheduling algorithms can conse-
quently exploit this flexibility to realize certain global objectives, such as minimal
blocking probability or maximization of the resource utilization. Since anycast
routing can send a packet to multiple destinations, the load can be balanced by
distributing it proportionally over the different destinations. The packets do not
need to be sent to all destinations, so there is no additional network overhead.
In general, two approaches exist to deal with anycast routing: network level
anycast and application level anycast [13]. The former makes use of the informa-
tion available in the routing tables, while the latter sends the request to a central
point that selects a destination. Application level anycasting in grid networks cor-
responds to the traditional approach of using a resource broker. As we intend to
avoid the use of these brokers, this paper will focus on the network level anycast
routing. Network level anycast routing algorithms exist [14, 15], but in general
they are not adapted to grid networks.
Anycast routing can be dealt with in several ways. In this paper, we will present
a set of algorithms based on the principles of ant colony optimization (ACO) [16–
19], a form of swarm intelligence that has proven its effectiveness in many business
and routing problems [20]. ACO is a technique inspired by the natural behavior of
ants in a colony. By leaving pheromone trails, ants are able to communicate the
shortest way to a food resource. Scouting ants explore the environment, and when
food is found they return to the base camp by following their own pheromone
trails. As subsequent ants are attracted to these pheromone trails and the shortest
path to the food will be visited most (shortest round-trip time), in the end only this
shortest path will remain. This is illustrated in figure A.1. The idea of ACO can
be translated to optical grid networks where an ant is a digital item that, while also
gathering information, leaves information in the routers on its path. Using this
information left by the ants, packets can be routed on the shortest path.
A.1.2 Contributions and Objectives
Grid networks offer a solution to overcome the resource shortage of single com-
puters. Since very large amounts of data need to be sent over a network in a
predictable way in grids, optical networks are the technology of choice. In this
paper, our attention goes to optical grid networks.
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Figure A.1: Ant Colony Optimization.
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A way to route packets in an optical grid network efficiently is presented, with-
out the use of a resource broker. Unicast algorithms are useless in grid networks
as packets have no fixed destination address since clients are not aware of the lo-
cations of the resources. Multicast algorithms can handle multiple dispersed des-
tinations, but this is accompanied by traffic overhead since every packet is sent to
all resources. As clients want their packets to be sent to one of the resources that
can process the job successfully, we will focus on anycast algorithms. As it is a
connectionless protocol, anycast routing eliminates the use of a resource broker.
We will demonstrate that this routing protocol performs load balancing of network
usage, resulting in a higher acceptance probability.
Grid networks have multiple dynamic properties such as varying resource and
link availability. System efficiency is consequently dependent on the ability of
algorithms to adapt to varying state parameters. This is where ACO shows its
potential, since ants are traveling continuously to explore and signal changing re-
source and network states. As we consider an optical grid scenario, the control
traffic (carrying the ants) will not harm the capacity of the links. In contrast to
Xuan et al. [14] and Jia et al. [15], the proposed ACO anycast algorithms will be
grid-aware through the information dispersed by the ants over the nodes. Finally,
note that ACO is heuristic; it provides no guarantees concerning the optimality
of the technique, although a discussion on complexity is presented. Moreover, we
will demonstrate that the ACO-based algorithms show increased performance over
traditional grid routing algorithms.
The remainder of this paper is structured as follows. Section A.2 presents the
model used in this paper, starting with the network model. Subsequently we will
discuss ants, which travel through the network to disperse the routing information.
Next, several algorithms to route jobs in an optical grid network are presented.
Two selection algorithms will be discussed: one for the resource selection and one
for the link selection. We will also explain how state updates from the resources
will be communicated to the routers in the network. Section A.3 is concluded by
a discussion on the complexity of the different proposed algorithms. Section A.4
presents simulation results of the algorithms in an optical grid network. Finally,
we present our conclusions.
A.2 Model
A.2.1 Network Model
In the network model a number of resources (where data can be stored, calculations
can be made, etc.) and clients (that generate jobs) are dispersed over the grid
network. At the core, the grid network consists of routers. All resources, clients,
and routers are connected by means of optical fibers.
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Figure A.2: Optical Grid Network.
Figure A.2 shows an optical grid network with the abstractions we made. A
resource has a certain amount of capacity (cR) to execute a number of jobs simul-
taneously, independently of the type of jobs. A client sends tasks into the network
at certain times. There are multiple distributions [f(x)] possible to generate these
jobs, such as deterministic, bursty, Poisson,. . . . The optical links have a number
of wavelengths (λ) available on which information can be sent. The time needed
for a packet to traverse a link is dependent upon the length of that link (propaga-
tion time) and the size of the packet (transmission time). The propagation time is
almost negligible compared to the transmission time, since bits are traveling at the
speed of light and the links to be traversed are relatively short. For the transmis-
sion time we assumed a synchronous digital hierarchy (SDH) network in which
information travels at 155 Mbytes/s (STM-1).
Besides resources, clients, and links we can also find internal nodes in the net-
work. These nodes act as routers. To route the packets from client to destination,
information needs to be stored about the resources and the possible routes to get
there. This can be seen in figure A.3. Every node knows the capacity of all nearby
resources, together with the amount of this capacity that is already occupied by
previous tasks. Since this information is dispersed by the resources themselves,
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Figure A.3: Router Table.
it is not always up to date, but it is an indication for the attractiveness of the re-
sources. Next to this resource information, the nodes contain information about
the passing ants. For every resource a table is maintained for every outgoing link
(associated with a port in the router) for the number of ants that have passed this
link to reach the specific resource. The information in these tables is updated by
the backward ants (see subsection A.2.2) and thus is always up to date.
A.2.2 Ants
In this subsection, the actual implementation of ACO, in which ants explore the
network, is discussed. In optical grid networks, ants are small packets that travel
from the clients to the resources and back and help to distribute the information
needed in the algorithms (see Section 3). We can distinguish two types of ants:
forward ants and backward ants.
A forward ant travels from a client to one of the resources. In the resource the
ant discovers first it will be transformed into a backward ant and return to its origin.
While foraging the network, a forward ant will execute the following pseudo code
in every node/router.
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5 if(routerTable = NOT empty){
6 p0 = random();
7 if(p0 < threshold){
8 link = algorithm();
9 }else{
10 link = random();
11 }
12 }else{





When the node is connected to a resource, the ant will visit the resource to
gather the needed information (lines 2 and 3). If the node is not connected to a
resource, the router table is investigated. In line 7 a random number is compared
to a threshold as a way of controlling the algorithms dynamics. A low threshold
will encourage the ants to discover new roads and not to follow the path indicated
by the router tables. This can be compared to the ants likelihood of following
existing pheromone tracks. The algorithm() function in line 8 uses one of the
algorithms described in section A.3 to route the ant, i.e., selecting which resource
to choose and which path to follow using the data mentioned. Before traveling to
the next link, the forward ant will gather information about the node and the next
link. This information will be stored in the ant and will be carried along (line 15).
When a forward ant has reached a resource and has gathered the needed in-
formation about the resource, it has accomplished its task and will be transformed
into a backward ant. A backward ant will return to the client on the same route of
the forward ant, and while on its way is updating the nodes router tables.
The following pseudo code explains what happens with a backward ant enter-
ing a node.
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1 if (!(local && (lifetime ≥ sizeNeighborhood))){









If the ant has reached the router connected to the client, it only has to update
the information in this router. If the backward ant is in an intermediary node, it
also has to determine on which link its forward ant traveled (line 6), which is stored
internally in the ant.
A.3 Algorithms
A.3.1 Selection Algorithms
In section A.2 we discussed how ants disperse information in grid networks. Here
we will explain how jobs sent by clients use this information to reach one of the
resources. To deal with changing network topologies, an ant travels along with
each job to update the information in the network.
In every router, two problems have to be solved: which resource will the packet
be sent to and which link to traverse first in order to reach the chosen resource.
An overview of these selection procedures is shown in figure A.4. The resource
selection mechanism is responsible for determining the best resource. This can
be the closest resource or the resource with the highest spare capacity. Once this
decision has been taken, one has to decide which link to traverse first in order to
reach the resource. As we want to introduce a load balancing mechanism, not
always the shortest path will be used to send the packets to a specific resource. For
both resource and link selection there are multiple options (figure A.4).
A.3.1.1 Resource Selection
We propose four alternatives for resource selection: using the algorithm of Dijk-
stra, using the information stored by the ants in the router tables, a weighted choice
with the information in the router tables and best link. The latter one is not really
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Figure A.4: Selection Algorithms.
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a resource selection procedure but determines the overall best link to reach one of
the resources.
When using the well-known algorithm of Dijkstra each node knows in ad-
vance which one is the closest resource, which thus will be selected. Here the
calculations to determine the closest resource only have to be executed when the
information in the router table is updated, more specifically when a new resource
is discovered or when a resource goes offline.
A resource can also be determined by the use of the router table (subsection
A.2.1), which keeps track of the free capacity of every resource and per resource
and per link the number of ants that choose that link to reach the resource. Ac-
cording to the ACO principle the closest resource is the one that has been reached
most, i.e., the resource with the highest number of ants independent of the path
they followed to reach the resource. Additionally, the resource with the highest
spare capacity can easily be deduced from the router table.
The previous selection procedures choose the resource unambiguously. In con-
trast, when using a weighted choice, a level of uncertainty is introduced. Again
the information in the router table is used to select a resource, but every resource
is now assigned a probability proportional to the information in the router table.










where pk is the probability that resource k is the closest resource. Ant(i, j) defines
the number of ants that traversed link j to reach resource i. So this probability is
equal to the number of ants that reached resource k divided by the total number of
ants that crossed the router. A unit interval is split according to these probabilities,
and the section in which the randomly chosen number is situated determines the
selected resource. An analog procedure can be used to select the “resource with the
most free capacity”, but instead of the number of ants the remaining free capacity
is used.
The last resource selection procedure determines the best link to traverse in
order to reach one of the resources, without explicitly selecting a single resource.
In fact this is a link selection algorithm, but since no resource selection is needed
in advance it is categorized here. The link that has been crossed the most will be
chosen. If we want to introduce a level of uncertainty this selection can happen in
a weighted manner, as explained previously.
A.3.1.2 Link Selection
Once a resource has been selected, we have to decide on which link the job has to
travel first to reach this resource. We examined two ways to perform this link se-
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lection. Internal nodes can calculate the shortest routes to the resources in advance
using the algorithm of Dijkstra. For each resource the node now knows which link
a job has to travel on to reach the resource as fast as possible. These links only
have to be recalculated if the network topology changes.
Another way makes use of the router table. By determining how many ants
crossed each link to reach the selected resource, the link that is most likely part of
the shortest path can be selected. To introduce a way of load balancing we opted
here for a weighted choice, according to the procedure discussed in subsection
A.3.1.1.
A.3.2 State Updates
When a job arrives in a resource and is executed the internal state of the resource
changes. The amount of free capacity diminishes (start execution) or increases
(end execution). This state update is communicated by the resources itself. This
can be done globally or locally. Local state updates reduce the amount of control
traffic and will prove their benefit in scalability studies. Globally dispersed infor-
mation induces better choice making as information about all resources is known,
but this is accompanied by a traffic overhead.
When the information is spread globally the information update will be flooded
to all nodes in the network. At any time, every node has the correct status of all
resources. When updates are local, only the nodes that are close to the resource
know about the exact status of the resource. The area that is updated is called the
environment.
Local algorithms have the advantage of scalability. When the network is really
big, every resource has a part of the network it has to notify. There is no message
overhead to notify nodes far away that probably never will be visited anyway. A
disadvantage of these local updates is a performance reduction. All nodes only
have local information and no global view of the network. So the network load
will not always be distributed equally. However the idea of local updates conforms
more to the idea of a decentralized algorithm in the grid network.
A.3.3 Complexity
In this subsection, we examine the additional overhead introduced by the novel
routing algorithms. We focus on two aspects: the amount of memory routers
needed to store the routing table and a quantitative analysis of the processing com-
plexity to execute the different routing algorithms.
The structure of the routing table (figure A.3) shows memory is required to
store two values for every resource that can be reached, together with a table con-
taining a number of entries consisting of two values. The maximum number of
entries in this table is the number of outgoing links (mi for resource i). Assuming
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Average LC 1 Number of Resources RT 2 (kB)
Ring network 2 200 4.80
Mesh network 4 200 8.00
Random network 6 200 11.20
Simulation network 3 5 0.16
1LC is the link connectivity.
2RT is the router table.
Table A.1: Router Table Memory Needs







where c represents the number of bits needed to represent a single value. If we
assume we are dealing with standard integers, c is 32 bits.
Table A.1 shows the amount of memory needed for four different network
topologies: a ring network, mesh network, random network, and the simulated
topology. As is clear from the table, for a considerable amount of resources in
the network, the amount of memory needed to store a single routing table remains
very reasonable. For a much larger number of resources, aggregation techniques
could prove useful to reduce the routing tables size at the expense of slightly less
accurate routing decisions.
In the simulations we used a software simulation model in which all informa-
tion is stored centrally. To save on memory space we opted for a smaller network
with only five resources and an average link connectivity of 3 (simulation network
in table A.1). In this way, less space is needed to store the router tables of all
routers.
Next we will examine the number of calculations needed for the different se-
lection procedures. This is presented in table A.2, where N represents the number
of resources in the network, while mi denotes the number of outgoing links in a
router. The first column indicates if the selection procedure concerns resources
(R) or links (L). Random denotes the number of calculations needed to determine
a random number and selection() denotes the number of calculations to pick the
maximum value (max) or the item that corresponds to the random number (rand).
For more information we refer to subsection A.3.1.
We see that the ACO selection procedures are more complex than the algorithm
of Dijkstra, in which, after primary calculations, only a table has to be consulted.
When using the algorithm of Dijkstra the shortest paths have to be calculated once





























































































































































































Table A.2: Number of Calculations in Selection Procedures
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Figure A.5: Network Topology (European optical network).
represents the set of vertices, E represents the set of edges). Once the closest re-
source is determined,and this is stored inside the router, no additional calculations
are needed to route a job. Only when the network topology changes drastically,
are new calculations needed. When using the ACO algorithms, calculations have
to be executed every time a job enters a router. Additionally ants are foraging the
network for initialization and at runtime.
A.4 Evaluation
A.4.1 Setup
To test the algorithms proposed in section A.3 we make use of a standard European
optical network topology that we transformed into a grid network by adding some
clients and resources. The links are modeled as SDH links with a capacity of
155.52 Mbytes/s. The network we used to gather most of the presented results is
shown in figure A.5, but multiple networks were used to test the algorithms.
The network in figure A.5 has 28 nodes and 41 links. There are five clients and
five resources dispersed randomly in the network. These nodes are fixed for all
tests. This network is intentionally kept small as simulations are performed on a
162 APPENDIX A
single machine, and we want to reduce the memory needed for the simulations. To
maintain a realistic distribution between the number of clients and resources and
the number of internal nodes, only five clients and resources are used. All other
aspects are modeled in a way that resembles a real-life network: realistic network
load, realistic acceptance rates, etc.
Moreover, the presented selection procedures make no assumptions about the
network properties (e.g., structure, topology, size,). Simulation on a small network
gives us the advantage that all aspects can be studied thoroughly. The results
for the network, depicted in figure A.5, present an accurate image of changes in
connectivity.
Even if the network would be large, ants forage the complete network, i.e.,
all possible nodes have been visited after a certain amount of time. The ACO
algorithm will always converge if no failures exist in the network. When a local
algorithm is used, the size of the neighborhood needs to be large enough so that
at least one resource can be reached from all routers. This can be implemented
by gradually increasing the size of the neighborhood when this condition is not
satisfied.
Clients generate jobs by a Poisson process. We chose a load factor so that
the network was not idle most of the time as well as not overloaded. We used an
interarrival time a little bigger than the time to send a job, so most of the jobs can
be sent and the network is not idle most of the time. Resources have enough buffer
space to execute most of the jobs arriving. Only when too many packets are sent
to the same resource will they be dropped.
There are two kinds of drops: packets can be dropped because all outgoing
links of a node are overloaded, or packets can be dropped because the buffer of the
resource they arrive in is full. Figure A.6 shows for some simulations the number
of drops in a network and in the resources for varying job sizes. The job size unit is
chosen in the way that if we consider only one single outgoing link it takes at least
the average interarrival time until the next job can be sent, if the job sent has size
one. If we denote the interarrival time by λ and the time to send a job by τ , i.e.,
the size of the job in bits divided by the capacity of the links (155.52 Mbytes/s),
the job unit can be represented by λ/τ . The figure shows that resources are not the
restricting factor since most of the packets are dropped on the links and not in the
resources.
To simulate the operation of the algorithms a discrete event simulator was used.
Events are executed one after each other while incrementing the time by discrete
hops. As the simulator never has to wait for events to happen (all events are stored
in the event list), discrete event simulations generally take less time than real-life
situations.
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Figure A.6: Types of Drops.
A.4.2 Results
This subsection presents the simulation results. First we consider the resource
and link selection algorithms. Next we will discuss the local versus the global
algorithms. Besides that, the number of unused links and the influence of the
network topology on the results are examined. In the results the job size unit is
generalized so that when a job has size one and is sent on a single outgoing link,
this link is free again after at least the average interarrival time by which jobs are
generated (τ/λ).
In figure A.7 the different resource selection procedures are compared when
the link selection procedure is fixed, i.e., a weighted link selection. These algo-
rithms are compared with the well-known algorithm of Dijkstra. We see that in
general the acceptance rate of the jobs diminishes as the jobs get bigger. The algo-
rithms that determine the closest resource perform better than those that determine
the resource with the most free capacity. The best link algorithm, where no sin-
gle resource is selected, performs as well as the algorithms that select the closest
resource. The figure shows that a weighted resource selection has a bigger accep-
tance rate than a selection procedure that determines the resource unambiguously
using the router table. The algorithm in which the closest resource is determined
using Dijkstra (and the link selected in weighted manner) outperforms all others.
We can conclude that all ACO algorithms perform better than the algorithm of
Dijkstra and that the best resource selection procedure is the one in which the
closest resource is determined by the algorithm of Dijkstra, when link selection
happens in a weighted manner.
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Figure A.7: Resource Selection.
After selecting a resource, the best link to reach this resource is determined.
Here the resource selection procedure is fixed, i.e., the closest resource making use
of the router table. We will examine two ways to perform the link selection: via
the algorithm of Dijkstra or in a weighted manner. Figure A.8 shows a comparison
of these algorithms. For comparison reasons the algorithm of Dijkstra is depicted
too. The figure shows that a weighted link selection performs better than one
using Dijkstra since this selection procedure is more dynamic. Just as before we
see that the ACO algorithms outperform the algorithm of Dijkstra. So the best
ACO algorithm with regard to the acceptance probability is the one in which the
closest resource is selected making use of the algorithm of Dijkstra, and the link
selection happens in a weighted manner.
Figure A.9 compares the update mechanisms: local versus global. Both re-
source and link selection happen in a weighted way as this best approaches the
idea of ACO. We see that the algorithms with local update perform better than
the ones with global update. The figure also shows that with local update the al-
gorithms that select the resource with the most free capacity perform better than
those looking for the nearest resource when jobs are small. This is due to the fact
that algorithms with local update will always choose a resource that is in the neigh-
borhood of the client. In this way these algorithms can be seen as a combination
of the closest and the largest resource.
Besides the acceptance probabilities, we looked at the number of unused links
in the different algorithms, which provides insight into the network utilization.
Table A.3 presents the number of unused links for some of the algorithms. The
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Figure A.8: Link Selection.
Figure A.9: Local versus Global.
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Number of Unused Average Number of
Links Hops
Algorithm of Dijkstra (closest) 31 1.56
Algorithm of Dijkstra (largest) 13 2.36
Closest resource (local) 5 2.50
Largest resource (local) 4 2.74
Closest resource (global) 4 2.55
Largest resource (global) 3 2.75
Best link 2 2.77
Table A.3: Number of Unused Links/Average Number of Hops
first two algorithms make use of the algorithm of Dijkstra to determine the shortest
path to the closest resource or to the one with the most spare capacity. All ACO
algorithms make use of weighted selection criteria. First of all we can see that
the ACO algorithms use more links than the known algorithm of Dijkstra. The
latter one has one predefined route to reach each resource, while in the former
one multiple possible routes exist. The local algorithms use fewer links than the
global ones, because jobs only travel to the resources in the neighborhood. The
algorithm in which the overall best link is chosen performs best with regard to
overall network usage. It will best disperse the load over the complete network.
Table A.3 also shows the average number of hops jobs have to travel to reach
a resource. Obviously, jobs looking for the closest resource do not travel as far as
jobs going to the resources with the highest free capacity. We can see that jobs
routed by one of the ACO algorithms remain in the network longer than the jobs
routed by the algorithm of Dijkstra. The small differences between the local and
the global algorithms are due to the fact that the network is quite small.
Finally we examined the influence of the network topology by running identi-
cal experiments on similar networks with a different connectivity. The additional
networks are based on the basic European network presented in figure A.5 (average
link connectivity: 3 links). One is less connected (ring network) with an average
link connectivity of 2.4 links, and the other one is more connected (triangular net-
work) with an average link connectivity of 4.4 links. Figure A.10 compares these
different network topologies. The algorithm selects the closest resource using the
router table and has a weighted link selection. We can see that the acceptance
probability increases according to an increasing level of connectivity, thanks to
the fact that more routes to the resources exist. The results presented earlier in
this subsection were verified in the triangular network. The overall observations
remain the same but the acceptance probabilities are shifted accordingly.
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Figure A.10: Influence of Network Topology.
A.5 Conclusion
In this paper we proposed several ACO-based algorithms for routing and job schedul-
ing in optical grids. A simulation analysis was used to demonstrate the efficiency
and scalability of the algorithms. Improvements in network usage (by load balanc-
ing) are shown, together with an increase in job acceptance probability when com-
pared to traditional shortest path routing. However, ACO-based algorithms exhibit
slightly increased travel times and have a higher complexity. To cope with the lat-
ter problem, we introduced the notion of locality in routing, which also addresses
issues of scalability. Overall, the improved performance of the ACO algorithms is
due to their ability to adapt to a dynamic grid network environment.
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The Index-based Subgraph Matching
Algorithm (ISMA): fast subgraph
enumeration in large networks using
optimized search trees.
This chapter presents research that was carried out in the field of bioinformatics.
A graph algorithm was developed that finds all predefined subgraphs in large (bi-
ological) networks. Besides the design of an efficient network structure and the
algorithm, a number of data structures proposed that speed up the calculations.
S. Demeyer, T. Michoel, J. Fostier, P. Audenaert, M. Pickavet, P.
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Abstract Subgraph matching algorithms are designed to find all instances of pre-
defined subgraphs in a large graph or network and play an important role in the
discovery and analysis of so-called network motifs, subgraph patterns which oc-
cur more often than expected by chance. We present the index-based subgraph
matching algorithm (ISMA), a novel tree-based algorithm. ISMA realizes a signif-
icant speedup compared to existing algorithms by carefully selecting the order in
which the nodes of a query subgraph are investigated. In order to achieve this, we
developed a number of data structures and maximally exploited symmetry char-
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acteristics of the subgraph. We compared ISMA to a naive recursive tree-based
algorithm and to a number of well-known subgraph matching algorithms. Our
algorithm significantly outperforms the other algorithms, especially on large net-
works and with large query subgraphs. An implementation of ISMA in Java is
freely available at https://sourcefourge.net/projects/isma.
B.1 Introduction
Over the last decade, network theory has come to play a central role in our under-
standing of complex systems in fields as diverse as molecular biology, sociology,
economics, the internet, and others [1]. The central question in all these fields is to
understand behavior at the level of the whole system from the topology of interac-
tions between its individual constituents. In this respect, the existence of network
motifs, small subgraph patterns which occur more often in a network than expected
by chance, has turned out to be one of the defining properties of real-world com-
plex networks, in particular biological networks [2]. Network motifs act as the
fundamental information processing units in cellular regulatory networks [3] and
they form the building blocks of larger functional modules (also known as net-
work communities) [4–6]. The discovery and analysis of network motifs crucially
depends on the ability to enumerate all instances of a given query subgraph in a
network or graph of interest, a classical problem in pattern recognition [7], that is
known to be NP complete [8].
Subgraph matching algorithms are usually classified as either exact algorithms,
which require a strict correspondence between the query graph (i.e. the subgraph)
and any match in the target graph, or inexact algorithms, where some deformation
of the query graph is allowed when searching for a match [7]. Here we are only
concerned with exact algorithms. Some of the most well-known algorithms that
realize this are the algorithm of Ullmann [9], the VF [10, 11] and the VF2 algo-
rithm [12, 13]. The algorithm of Ullmann uses the adjacency matrix representation
of the networks. A number of auxiliary matrices are defined to determine the set
of subgraph isomorphisms iteratively. In the VF algorithms, on the other hand, the
networks are represented by graphs. A state space representation is used in which
each state depicts a (partial) mapping between nodes of both networks. The algo-
rithm recursively builds a network of states by adding to the present states a pair of
nodes that can be mapped on each other. After computing a set of candidate pairs,
for each pair it is checked whether it meets the feasibility rules. Only then a new
state is created. The difference between the VF and the VF2 algorithm is that the
exploration of the search space has been improved in the VF2 algorithm to reduce
memory requirements. This means that it is faster and can also be applied in larger
graphs.
Most of the other exact algorithms typically find subgraph isomorphisms in a
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database of graphs. To realize the subgraph matching efficiently, a preprocessing
step on this database is introduced. Messmer and Bunke [14] proposed a method
consisting of building a decision tree from the database of graphs by a form of
indexing. This structure can then be used to find all subgraph instances. This
preprocessing step has been further optimized by Weber et al. [15]. Another al-
gorithm, the GraphGrep algorithm [16], uses hash-based fingerprinting to index
the database of graphs. GIndex [17] makes use of frequent substructures for its
indexing. The GADDI algorithm [18] on the other hand deals with larger graphs
and uses an indexing based on a neighborhood structure, similar to the TALE al-
gorithm [19]. Another way to deal with exact subgraph matching is to reformulate
it as a constraint satisfaction problem and solving it with constraint programming,
which is a good approach if there are other constraints that need to be taken into
account as well [20, 21].
Motivated by problems in biology, where it is necessary to find subgraph in-
stances in graphs with certain characteristics on the links, which define the type
of interaction between cellular components (e.g. protein-protein, protein-DNA or
protein phosphorylation, etc.) [6, 22, 23], we developed a novel exact subgraph
matching algorithm, which uses a search tree to find all instances of a query sub-
graph in an edge-colored graph without using an additional, usually time consum-
ing, preprocessing step. The algorithms that resemble our algorithm most are the
algorithm of Ullmann [9], the VF [10, 11] and the VF2 algorithm [12, 13]. Note
that our problem differs from for example the SAGA algorithm [24] in which the
nodes instead of the edges contain certain characteristics.
At the heart of our algorithm are custom designed data structures (for both the
network and the algorithm) which provide, at each step in the subgraph matching
procedure, rapid indexing of the candidate nodes for inclusion in a subgraph in-
stance. By carefully selecting the order in which the motif nodes (denoted by an
index) are investigated, these sets of candidate nodes are kept as small as possi-
ble. This allows to cut unfavorable branches in the search tree as soon as possible
and leads to a dramatic speedup compared to existing algorithms. In this paper,
we present a formal description of the Index-based Subgraph Matching Algorithm
(ISMA), the data structures and how symmetries in the query subgraph are dealt
with. This paper is organized as follows. After giving a general overview of the
problem, together with the definitions of the concepts that are used in this article,
a naive recursive algorithm is presented. The weaknesses of this algorithm are
then identified and an improved recursive ISMA algorithm is proposed. As itera-
tive algorithms may achieve a performance gain and require less stack space and
function call overhead, an iterative version of the ISMA algorithm is presented, for
which a number of custom data structures were designed. We also present com-
parisons to related subgraph matching algorithms using a variety of biological and
non-biological networks.
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Figure B.1: The motif adjacency matrix. In this article, motifs are denoted by a motif




In biological networks, the same set of nodes (typically genes or proteins) can
be connected in different ways, representing different physical interaction mecha-
nisms, which may be directed or not [25]. In order to find matches for so-called
composite motifs (subgraph patterns with more than one interaction type [22, 23]),
the ISMA algorithm is designed to find all occurrences of a given query subgraph
in graphsGt with annotated edges. More precisely,Gt = {V,E}with V the set of
vertices (or nodes) andE the set of edges (or links), where each link is represented
by a triplet (u, v, T ) with u and v the start and end node respectively, and T the
type of the link. Hence, in contrast to ordinary graphs, the links now also have a
type, which identifies a number of characteristics of the link such as whether it is
directed or undirected. It should be noted that parallel links are allowed in Gt if
and only if they are of a different type.
A motif or query subgraph M is defined as follows. It is a small graph of
k nodes with no (anti-)parallel links. This means that a motif has at most K =
k(k−1)
2 links. The assumptions of no (anti-)parallel links is not a strict condition
and the research presented here can easily be extended to motifs with (anti-)parallel
links. There are four possible configurations between two nodes n1 and n2: no
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link, a directed link from n1 to n2, a directed link from n2 to n1, or an undirected
link between n1 and n2. The motif nodes (ni) are ordered and can hence be re-
ferred to by a unique index i. In the remainder of this article, this index will be
used to refer to the motif nodes themselves. Motifs are specified by a list ofK link
types as follows:
[T (1, 2), T (1, 3), T (2, 3), T (1, 4), T (2, 4), . . . , T (k − 1, k)]
with T (i, j) the link type between the i-th and the j-th node of the motif. It is
defined that if no link exists between two nodes in a motif the corresponding link
type is set to null (or ’0’). This motif specification can easily be deduced from the
adjacency matrix of the graph as indicated in figure B.1.
Link types may be specified by upper case characters (A, B, etc.). In the case
the links are directed, the reverse of a link can be represented by the corresponding
lower case character. A number of examples of motifs and their specification are
given in figure B.2.
Figure B.2: Examples of motifs and their specifications. Here nodes are denoted by their
index. Look at for example the motif AAAB000B0A00BAA. Its motif specification can be
deduced as follows: a directed link of type A from node 1 to node 2, a directed link of type
A from node 1 to node 3, a directed link of type A from node 2 to node 3, a directed link of
type B from node 1 to node 4, no link between node 2 and node 4, no link between node 3
and node 4, no link between node 1 and node 5, a directed link of type B from node 2 to
node 5, no link between node 3 and node 5, a directed link of type A from node 4 to node
5, no link between node 1 and node 6, no link between node 2 and node 6, a directed link
of type B from node 3 to node 6, a directed link of type A from node 4 to node 6, a directed
link of type A from node 5 to node 6.
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B.2.2 The Naive Recursive Subgraph Matching Algorithm
(RSMA)
In this section, a naive recursive subgraph matching algorithm is described which
is implemented in a motif clustering software tool (Cyclus 3D) [26]. We describe
this algorithm in detail here, as it will form the basis for the ISMA algorithm. It is
a depth first tree search procedure in which the motif nodes are investigated in the
order in which they are listed in the specification. This means that the algorithm
will first map a network node on the first motif node, then on the second motif
node, and so on.
It should be noted that this algorithm resembles the VF2 algorithm. However,
it is not completely similar. In the VF2 algorithms first a set of candidate pairs
(i.e. a network node and a motif node on which this network node can be mapped)
is calculated and subsequently this set is filtered according to the feasibility rules.
One of these rules, for example, checks whether the links have the correct attributes
(i.e. link types). By a careful design of the network data structure in the ISMA
algorithm all candidate nodes are feasible nodes, which means that no additional
checking operation is needed.
The pseudocode of the recursive subgraph matching algorithm (RSMA) is
given below. The algorithm (i.e. the function findMotifs) takes 3 input pa-
rameters: a motif specification mspec, the motif instance instance that tracks
which network nodes have been mapped on the motif nodes, and the network Gt.
In each recursive call, it is first checked whether the instance is complete, i.e.
whether all motif nodes have network nodes mapped on them. If this is the case,
the motif instance is exported. Otherwise, the next motif node (specified by its
index) to be investigated is identified by the function next(). Here, next()
returns the smallest index that has not been investigated yet. Subsequently, a set
is determined of all network nodes that can be mapped on this motif node. This
set contains all network nodes that are connected to the network nodes that were
already mapped in the instance by links of the correct type (according to the motif
specification). For the first motif node, this set simply consists of all nodes of the
network Gt. One by one, the network nodes in this set are mapped onto the motif
node, after which the findMotifs routine is called recursively. This way, all
instances in Gt corresponding to the motif specification are enumerated.
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Recursive Subgraph Matching Algorithm
Abbreviations:
mn = motif node
nn = network node
1 findMotifs(mspec, instance, Gt){




6 mn = next();
7 set = determineSet(instance, mn, Gt);
8 forall(nodes nn in set){
9 instance.put(mn, nn);



















29 sets = EMPTY;
30 forall(nodes ni in instance){
31 motifIndex = instance.getIndex(ni);
32 linkType =
mspec.getLinkType(motifIndex, mn);







The RMSA algorithm has some efficiency issues. When the set of candidate
network nodes is determined for the first motif node, the complete set of network
nodes is returned (line 22). It is possible that a lot of these network nodes don’t
even have the correct links (according to the motif specification) departing from
them and thus are bad candidates to be mapped on the first motif node. This means
that the search tree is very broad near the root. It would be better to narrow this
down and determine a set of good candidate nodes by checking the types of the
links that are departing from the network nodes and only select those nodes that
have links of the same type as the links from the first motif node. Moreover, this
set of candidate nodes can be further reduced by selecting another motif node to be
investigated first. By changing the order in which the motif nodes are investigated
(in the next()-function), the sets of candidate network nodes can be kept as
small as possible. Smaller sets lead to less branches in the search tree and thus
faster calculation times.
B.2.3 Operation of the ISMA algorithm: an example
In this section, we will sketch the operation of the index-based subgraph matching
algorithm by means of an example. In the three following sections, the algorithm
is described in full detail.
Suppose we want to find all occurrences of the motif ABC (with link types A
and B directed, and link type C undirected) in the network depicted in figure B.3.
In the initialization phase, the best motif node to be investigated first is determined.
As we want to narrow down the search tree, this should be the motif node with the
least number of possible network nodes that can be mapped on it. These network
nodes are the nodes that have the same types of outgoing links as the motif node.
The set of possible network nodes for each motif node can then be determined by
calculating the intersection of the sets of start network nodes of the corresponding
link types. As calculating these intersections can be quite time-consuming, we
opted to calculate the number of start nodes for each link type of the motif and
select the motif node from which a link departs of the type with the lowest number
of start nodes. This is shown in table B.1. In practice, these sets of network (start)
nodes are retrieved in constant time since they are stored in the data structure of
the network itself (see section on data structures). It should be noted that if some
of the links are directed, the occurrences of the reverse links should also be taken
into account. In our example, this means that the sets of starting network nodes
from the link types a and b also need to be determined. The link type with the
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Figure B.3: Example motif and network. The motif (left) which is searched for in the
example network (right). Links of type A or B are directed; links of type C are undirected.
link type {nn} # nn link type {nn} # nn
A {1,2,5} 3 a {1,5,6} 3
B {1,2,4,5} 4 b {2,3,4} 3
C {2,3,4,5,6} 5
Table B.1: The initialization phase. For each link type the set of network nodes is depicted
together with its cardinality
lowest cardinality of its corresponding set determines the first motif node, namely
the motif node from which a link of this type departs.
If there are multiple link types with the same cardinality, there are two possi-
bilities: randomly picking one of these link types or actually calculating the sets
of possible network nodes that can be mapped on the motif nodes. Here, we will
apply the latter and calculate for the concerned motif nodes the intersection of the
sets of starting network nodes of the links of which the types are specified in the
motif. In our example, we encounter the same cardinality for the link types A, a
and b, which correspond to motif nodes 1 (for A), 2 (for a) and 3 (for b). For the
motif node 1, the set of possible network nodes is the intersection of the start sets
of link type A ({1,2,5}) and link type B ({1,2,4,5}), thus set {1,2,5}. Similarly, for
motif node 2 (link types a and C) and motif node 3 (link types b and C) this results
in {5,6} and {2,3,4} respectively. From this we can conclude that motif node 2 is
the best option to be investigated first as its set of candidate network nodes only
has 2 elements, namely network nodes 5 and 6.
We will map one of these nodes, network node 5, on motif node 2. Now it
needs to be determined which of the 2 remaining motif nodes (1 or 3) is the best
option to be investigated next. To do this, we determine the cardinality of the sets
of network nodes that are neighbors of network node 5 according to the correct
link types in order to be mapped on the specific motif nodes. For motif node 1
(connected to motif node 2 with link type a) this set of network nodes is {1,2},
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while for motif node 3 (connected to motif node 2 with link type C) this set is {4}.
As there is only one network node that can be mapped on motif node 3, we will
consider this motif node to be investigated next.
Network node 4 is mapped on motif node 3. Now, we need to determine which
network nodes can be mapped on the last motif node, namely node 1. This is the
intersection of the set of neighbors of network node 5 according to link type a
({1,2}) and the set of neighboring network nodes of node 4 according to link type
b ({1}). This results in singleton {1}. We now have a complete instance that can
be exported.
As there are no other network nodes that can be mapped on motif node 1
(all nodes of the set {1} have been mapped), and no other network nodes can
be mapped on motif node 3 (all nodes of the set {4} have been mapped), we will
map the next network node on motif node 2, namely node 6 (from the set {5,6}
determined at initialization). Again, it will be determined which of the remaining
motif nodes (1 or 3) will be investigated first. For motif node 1, the set of possible
network nodes (neighbors of network node 6 according to link type a) is {5}. For
motif node 3 (connected to motif node 2 with link type C) this set is {2,3}. Now
motif node 1 is the best option to be investigated first as there is only one network
node that can be mapped on it. Network node 5 is mapped on motif node 1. To
determine which network nodes can be mapped on the last motif node 3, the inter-
section is calculated between the set of neighbors of network node 6 according to
link type C ({2,3}) and the set of neighbors of network node 5 according to link
type B ({3}). This results in the singleton {3}. Network node 3 is mapped om
motif node 3 and the complete instance can be exported.
There are no more network nodes that can be mapped on motif node 3 (all
nodes of the set {3} have been mapped), and no more network nodes that can be
mapped on motif node 1 (all nodes of the set {5} have been mapped). Moreover,
we iterated over all network nodes that can be mapped on motif node 2 (all nodes
of the set {5,6} have been mapped). This means that the algorithm can terminate
and has found all instances of the motif ABC in the network. Two motif instances
have been found, one with the network nodes 1, 5 and 4 mapped on motif nodes 1,
2 and 3 respectively, and one with the network nodes 5, 6 and 3.
Similar to the naive recursive algorithm, this algorithm is also a depth-first
search algorithm. When m motif nodes have network nodes mapped on them, first
all possibilities for the remaining k −m nodes (assuming the motif has k nodes)
will be checked, before mapping the next network node on them-th motif node. As
mentioned before, in this algorithm motif nodes are not always investigated in the
same order. In the above example, in both instances motif node 2 was investigated
first, but for the first instance motif node 3 was the next to be investigated, while
for the second instance this was motif node 1. By carefully selecting the order
in which the motif nodes are investigated, the sets of network nodes that can be
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Figure B.4: Search tree. The search tree of the ISMA algorithm (left) and the standard
recursive algorithm (right) applied to the example network. A search tree indicates which
network nodes have been mapped on the motif nodes.
mapped on the motif nodes are kept as small as possible, reducing the number of
branches in the search tree.
The search trees of both the RSMA and the ISMA algorithm are depicted in
figure B.4. It can be seen that the ISMA algorithm indeed has a significantly
smaller search tree, namely 6 nodes instead of 12.
B.2.4 The Recursive Index-based Subgraph Matching Algorithm
Below, the pseudo code of the recursive index-based subgraph matching algorithm
is presented. One can see that the main algorithm (i.e. the findMotifs-function)
is similar to the one of the naive recursive algorithm. The determineSet-
function only differs in the case in which no network nodes have been mapped
on the motif nodes yet. Instead of returning the complete set of network nodes,
now a set of good candidate network nodes for this motif node is returned. These
are the networks nodes that have the same links (or more accurately link types)
departing from them as the specific motif node.
The next-function returns the best motif node to be investigated next. This is
the motif node that has the smallest set of candidate network nodes, as this leads
to a smaller search tree. In the case the motif instance is empty (i.e. no network
nodes have been mapped on the motif nodes), we will determine for each link type
the number of networks links of this type. The link type with the lowest cardinality
determines the best motif node. As stated in the previous section, when multiple
link types have the same cardinality (i.e. the boolean variable multiple is true),
there are two options: randomly selecting one of these link types or calculating the
sets of possible network nodes that can be mapped on the motif nodes. The code
depicts the latter one. For each motif node the set of candidate network nodes is
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determined. These are the network nodes with the same outgoing link types as the
motif node. The motif node with the smallest set of candidate nodes is the best
option to be investigated first. In the case where some of the motif nodes have net-
work nodes mapped on them, we will determine for each of the unmapped motif
nodes the number of neighbors of the mapped network nodes that can be mapped
on this motif node. The minimum number then determines which motif node will
be investigated next. By always selecting the motif node with the smallest set of
candidate network nodes, the number of branches in the search tree is kept as small
as possible, leading to faster calculations.
Recursive ISMA Algorithm
1 findMotifs(mspec, instance, Gt){




6 mn = next(instance, mspec);
7 set = determineSet(instance, mn, Gt, mspec);
8 forall(nodes nn in set){
9 instance.put(mn, nn);






16 min = LARGE NUMBER;
17 if(instance is empty){
18 multiple = FALSE;
19 linkTypes = mspec.getLinkTypes();
20 forall(types t in linkTypes){
21 #NBS = #{Gt.getStartNodesofType(t)};
22 if(#NBS<min){
23 min = #NBS;
24 i = t.getStartNode();
25 multiple = FALSE;
26 }else if(#NBS == min){
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31 forall(motif nodes mn){
32 #NBS = #{determineSet(instance,
mn, Gt, mspec)};
33 if(#NBS<min){
34 min = #NBS;





40 forall(unmapped motif nodes mn){
41 forall(mapped network nodes nn){
42 #NBS =number of neighbors of nn
that can be mapped on mn;
43 if(#NBS<min){
44 min = #NBS;








53 determineSet(instance, mn, Gt, mspec){
54 if(instance is empty){
55 linkTypes = mspec.getLinkTypesFrom(mn);
56 forall(types t in linkTypes){





62 sets = EMPTY;
63 forall(nodes ni in instance){











As shown in the example and the recursive ISMA algorithm, the execution time
of the recursive algorithm can be reduced by an intelligent choice of the order in
which the nodes of a motif are investigated. This way, unfavorable branches of
the search tree are pruned as soon as possible. Moreover, by an intelligent design
of the network data structure an additional speedup can be realized for both the
RSMA and the ISMA algorithm.
This section starts with an overview of the optimizations to the network data
structure which enable fast retrieval of the network nodes adjacent to links of a
certain type. Subsequently, a number of data structures are presented in order
to realize an iterative version of the ISMA algorithm (which is more efficient and
requires less stack space). The checklist keeps track of the order in which the motif
nodes are investigated. A motif iterator is a collection of iterators that iterate over
the possible network nodes for each of the motif nodes. The priority queue map is
used in the algorithm to determine which of the motif nodes is the most lucrative
to be investigated next. Investigating a motif node here means determining a set
of network nodes that can be mapped on it, and adding each of these nodes to the
instance one after the other.
To better understand the algorithm specific data structures, figure B.6 presents
an example in which the possible content of the data structures is given for one
instant during the execution of the algorithm.
B.2.5.1 Optimizations to the network data structure
The network data structure contains a network (i.e. graph). The main structure
consists of a list of nodes. Each of these nodes has a list of neighbors, together with
the links connecting them. The data structure has been optimized for two specific
operations in the ISMA algorithm: the retrieval of the start nodes of all links of a
specific type and the retrieval of all neighbors of a node that are connected to that
node with a link of a specific type. This has been accomplished by 2 changes:
• In the network structure a map is added with the link type as key and the set
of the start nodes of all links of this link type as value. As the number of
link types in a network is relatively small, finding the start nodes of all links
of a specific type now only requires a small amount of execution time.
However, this structure requires some additional memory. In a map, for each
link type a set of reference to nodes (i.e. start nodes of links of this type) is
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(a) (b)
(c) (d)
Figure B.5: Data Structures. (a) The checklist. In the ISMA algorithm, the circles
represent motif nodes (b) The motif iterator. (c) The priority queue map. (d) The priority
object. It is assumed that the motif has k nodes.
stored. Assuming that the network has |E| links and that there are |T | link
types, this means that the additional memory needed is equal to (|E|+ |T |)
references plus the memory overhead of one map and |T | sets.
• For every node a map is kept with the link types as keys and the sets of all
neighbors according to this link types as values. This speeds up the operation
of finding all neighbors that are connected with a link of a specific type.
As in ‘non-optimized’ networks nodes also contain references to their neigh-
bors, this structure only needs a small amount of additional memory, namely
|T | references to the link types plus the memory overhead of one map and
|T | sets.
B.2.5.2 Checklist
A checklist is a data structure that keeps track of the order in which elements
(motif nodes) are chosen from a collection. It contains an ordered list of the chosen
elements, together with the set of all elements that have not been chosen yet. It
should be noted that in the recursive algorithm, this information is kept in the stack.
The check list data structure is illustrated in figure B.5a.
In the example (see figure B.6b) first motif node 2 was removed from the rest




Figure B.6: Example of data structures. We are looking for a 4-node motif. In the motif
instance (a) network node 9 is mapped on motif node 2 and network node 5 is mapped on
motif node 4. These motif nodes were added (in the correct order) to the chosen list of the
checklist (b), while the other two motif nodes (1 and 3) remain in the rest set. The motif
iterator (c) contains two iterators that are of importance, namely the ones for the motif
nodes of the chosen list. These iterate over the possible network nodes that can be mapped
on the motif nodes. The priorityqueuemap (d) only contains valuable priority queues for
the motif nodes 1 and 3. Each priority queue contains a priorityobject for each network
node that is already mapped in the instance.
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rest set and added to the chosen list. Two nodes (1 and 3) remain in the rest set.
Following functions are defined on an checklist:
• numberChecked(): returns the number of chosen elements
• lastChecked(): returns the last element that has been chosen
• check(element): removes element from the rest-set and adds it to
the list of chosen elements
• uncheck(): removes the last element from the chosen-list and adds it
to the rest-set
• checked(): returns the list of checked (i.e. chosen) elements
• rest(): returns the rest-set
B.2.5.3 Motif iterator
The motif iterator contains an iterator for each of the motif nodes that iterates over
the possible network nodes that can be mapped on this motif node. Additionally,
in order to know the order in which the motif nodes have been investigated, it
contains a pointer to a checklist. When a motif node has not been investigated yet,
the corresponding iterator is set to null. This data structure is depicted graphically
in figure B.5b.
Whereas for the ‘first’ motif node the iterator stays the same during the com-
plete execution of the algorithm, the iterators for the other motif nodes will change.
Every time a motif node is determined as the best to be investigated next, a new
iterator (that iterates over the set of possible network nodes that can be mapped
on this motif node) is added to the motif iterator. The motif iterator will always
first iterate over the set of nodes that can be mapped on the motif node that was
last checked in the check list. Once it has iterated over all these network nodes, it
will iterate further on the set of network nodes that can be mapped on the previous
motif node according to the checklist. This explains the need of the checklist.
In the example the motif iterator (figure B.6c) has an iterator over the set (of
network nodes) {2, 10, 9, 7} for motif node 2 and an iterator over the set {12,
5, 3} for motif node 4. The other iterators are of no importance at this stage
in the algorithm. At this moment network node 9 is mapped on motif node 2,
which means that network nodes 2 and 10 were already mapped on motif node 2.
Similarly network node 5 is mapped on motif node 4 meaning that network node
12 was already mapped on this motif node. When the algorithm continues, after
finding network nodes that can be mapped on motif nodes 1 and 3, network node
3 will be mapped on motif node 3. When this iterator finishes, it is removed from
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the motif iterator and the search continues by mapping network node 7 on motif
node 2.
Following functions are defined on an index iterator:
• put(motifnode, iterator): adds the iterator to the correspond-
ing motifnode
• hasNext(): returns a boolean value indicating if any of the iterators has
a next element. It will first check the iterator of the
checklist.lastChecked(). If it is empty, it will check the iterator
of the previous motif node. And so on.
• next(): returns the next element of the index iterator. This is the next
element of the current motif node in the index list
B.2.5.4 Priorityqueuemap
The priorityqueuemap is an instrument to determine the best possible motif node
to be investigated next. It contains a priority queue for each motif node. Moreover,
in order to know which of the motif nodes have not been investigated yet, a pointer
to the checklist object is kept. This data structure is illustrated in figure B.5c. It
is similar to the motif iterator, but the iterators are substituted by priority queues
(PQ).
In order to keep the search tree as small as possible, we want to select the
(uninvestigated) motif node with the smallest set of possible network nodes that
can be mapped on it. This set is the intersection of all the neighbor sets (a neighbor
set is the set of all the network nodes that are connected to a mapped network
node according to a specific link type) of nodes that can be mapped on this motif
node. Since calculating this intersection can be time-consuming and the maximum
cardinality of this intersection is the cardinality of the smallest of these neighbor
sets, in the priority queues we will keep track of how many neighbors each mapped
network node has according to the types of each of its outgoing links (according
to the motif specification). By only taking into account the (cardinality of the)
sets of neighbors of the mapped network nodes and not the intersection of these
sets for one motif node, we do not produce the optimal (i.e. the smallest) search
tree, but it is a good compromise between efficiency (calculating the intersection
is time-consuming) and optimality.
The objects that are stored in the priority queues were designed specifically for
the ISMA algorithm. We opted to name them priority objects (see figure B.5d).
Priority objects consist of 4 fields: a network node, a motif start node, a motif end
node and the number of neighbors of the network node according to the type of
the link between the motif start node and end node. The network node is the node
of the current instance that has been mapped on the motif start node. A priority
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object contains 2 motif nodes, a start and an end node, from which the link type
can be deduced. It should be noted that for one priority queue all the ‘motif end
node’ fields are equal, and thus could be omitted. To determine the next best motif
node, for each of the priority queues of the motif nodes that have not been chosen
yet the minimum number of possible neighbors is retrieved. The overall minimum
determines which motif node will be chosen next, as the maximum cardinality of
the set of possible network nodes is minimal for this motif node.
In the example (see figure B.6d) priority objects are indicated by a list of 4 el-
ements ([network node, motif start node, motif end node, number of neighbors]).
Here only the priority queues of motif node 1 and 3 are of importance. Each pri-
ority queue contains 2 priority object, one for each of the mapped network nodes.
Motif node 3 would be selected as the best motif node to be investigated next,
since network node 5 has the least number of neighbors that can be mapped on it.
The following functions are defined on a priorityqueuemap:
• add(priorityqueueObject): adds the priorityqueueObject
to the correct priority queue according to its motif end node
• poll(): removes and returns the overall best element (i.e. priority object)
of the priority queues
B.2.6 The Index-based Subgraph Matching Algorithm (ISMA)
As mentioned previously, the recursive ISMA algorithm outperforms the naive
recursive algorithm by always selecting the motif node with the smallest set of
possible network nodes that can be mapped on it. In this way, the number of
branches in the search tree is minimized.
Moreover, iterative algorithms can improve the performance and consume less
stack space and function call overhead. In the previous section a number of data
structures were presented in order to realize an iterative version of the ISMA algo-
rithm. In this section the actual algorithm is discussed.
The pseudo code of the iterative ISMA algorithm is given below.
Index-based Subgraph Matching Algorithm (ISMA)
Abbreviations:
CL = checklist
MI = motif iterator
PQM = priorityqueuemap
PO = priority object
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1 findMotifs(mspec, Gt){
2 instance = EMPTY INSTANCE;
3 mn = determineFirstMotifNode();
4 CL.check(mn);





9 nn = MI.next();
10 backtrack();
11 instance.putNode(CL.lastChecked(), nn);
12 if(instance is complete){
13 export(instance);
14 continue on line 8;
15 }
16 forall(i in CL.rest()){
17 PQM.add(new PO(nn, CL.lastChecked(),
i, #NBS));
18 }
19 mn = PQM.poll().getEndNode();
20 CL.check(mn);




In the initialization phase (line 2-6) we will stipulate which of the motif nodes
is best suited to be handled first (line 3). To determine this, for each link type
present in the motif the number of occurrences in the network is counted. The
start (motif) node of the link of the type with the least instances in the network is
chosen to be the first motif node. If multiple motif nodes have an outgoing link of
this type or multiple link types have the same number of instances, there are two
options. One could randomly select one of these link types to determine the first
motif node fast, but at the risk of creating a unnecessary branches in the search
tree. The other option is to calculate the actual sets of candidate network nodes for
these motif nodes by intersecting the sets for each of the link types departing from
this motif node. Then the motif node with the smallest set of candidate network
nodes is selected. This comes down to calculating the following intersection value
(IV) for all motif nodes mn from which links of the specific types depart:
IV (mn) = #IS(mn) = #{
⋂
j|j∈M,j 6=mn
{k|(k, l, type(mn, j)) ∈ E}}
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This is in fact the cardinality of the intersection (IS) of all sets of network start
nodes of the links of the types that depart from mn. For mn all types of the
links departing from it are determined. For each of these link types the set of
starting nodes in the network is collected and the cardinality of the intersection
of all these sets is calculated. The minimal value (for the different motif nodes)
of this parameter then determines which motif node will be handled first. The
determination of the first motif node is heuristic in the sense that we want to find
a good first motif node as soon as possible, while we cannot guarantee that the
search tree we build is indeed the smallest one possible. Once it is known which
motif node is the first to be investigated, a start set of network nodes is calculated
(line 5). It consists of all network nodes that can be mapped onto this motif node. It
should be noted that the determineSet-function is identical to the one used in
the recursive ISMA algorithm. The chosen motif node is checked in the checklist
(line 4), and an iterator over the determined start set is added to the motif iterator
(line 6).
The main part of the algorithm executes the following as long as there are
network nodes in the motif iterator (line 8). It retrieves the next network node from
the motif iterator, and adds it to the instance on the position of the last checked
motif node (line 9 and 11). If the instance is complete (i.e. all motif nodes have
network nodes mapped on them), it is exported and the algorithm continues by
retrieving the following network node from the motif iterator (line 12-15). If this is
not the case, for all the motif nodes that have not been handled yet it is determined
how many neighbors of this network node can be mapped on them and the results
are added, in the form of a priority object, to the priorityqueuemap (line 16-18).
Subsequently, the next best motif node is determined by retrieving the best priority
object from the priorityqueuemap (line 19). This motif node is checked in the
checklist, and an iterator over a set of network nodes is added to the motif iterator
(line 20-22). This set is the result of the function determineSet that is identical
to the one used in the recursive ISMA algorithm. For a complete description of
this function we would like to refer to the section of the recursive algorithm.
The algorithm terminates when there are no more network nodes left in the
motif iterator. This means that there are no more network nodes that are good
candidates to be mapped on the motif nodes. All motif instances have thus been
found.
It should be noted that, when the next motif node is retrieved from the mo-
tif iterator (line 9), the data structures are updated to allow backtracking. This is
indicated by the backtrack-procedure (line 10). There are three possible situ-
ations. When a new iterator was added in the previous iteration, no updates are
needed, and the algorithm can continue. If the motif iterator retrieves a motif node
from the same iterator as in the previous iteration, both the motif instance and the
priorityqueuemap need to be updated. The network node that was mapped in the
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previous iteration needs to be removed from the instance, so that a new network
node can be mapped. Moreover, all priority objects that are associated with this
previous network node need to be removed from the priorityqueuemap. If, on
the other hand, the network node that is returned comes from an iterator that is
associated with a motif node that was handled previously, all data structures are
updated. In the checklist the motif nodes that have been investigated completely
(i.e. the algorithm has iterated through all network nodes that can be mapped on
them in the current situation) need to be unchecked. In the priorityqueuemap all
priority objects that have these motif nodes as start node are removed. Moreover,
all network nodes that are mapped on motif nodes of the rest-set of the checklist
are removed from the instance, as well as the network node that is mapped on the
current motif node (i.e. lastChecked()). The priority object associated with
this last network node are also removed from the priorityqueumap.
B.2.7 Dealing with Symmetry
In this section it will be explained how the ISMA algorithm can be further opti-
mized when dealing with symmetric motifs. A motif is called to be symmetric if
it is identical to a motif from which the nodes are permutated in a certain way.
The most common symmetries in motifs are reflections, rotations, translations and
combinations of these three. By making use of the symmetry characteristics of
a motif, the search tree of the (iterative) ISMA algorithm can be pruned further.
Once a network node has been mapped on a motif node that takes part in a symmet-
ric permutation, it should not be mapped again on the other nodes of this symmetry
if this would lead to the same motif instance. In this paper, we will focus on two
kind of symmetries, namely reflections (or mirror symmetry) and cyclic rotations,
as these can easily be exploited to speed up the calculations. In the future, we plan
to take into account all sorts of symmetries (like the algorithm of [27] does). At
this time, for all other symmetries, duplicate instances will be eliminated once they
have been found.
A motif contains a reflection symmetry if and only if two or more nodes can
be swapped without changing the motif’s configuration. For example, the motif
AAX in figure B.7 has a reflection symmetry between node 2 and node 3. A
cyclic rotation symmetry is a symmetry in which nodes can be moved in circles.
An example of a motif with this type of symmetry is AaA (figure B.7) where the
motif with nodes [1, 2, 3] is equal to the motif with nodes [2, 3, 1] and the one with
nodes [3, 1, 2].
The idea behind ‘dealing with symmetry’ is that once we have mapped one
network node on a motif node that is part of a symmetry, we do not want it mapped
again on another motif node of the symmetry. Suppose that we have a reflection
symmetry with smotif nodes and that there are t network nodes that can be mapped
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Figure B.7: Examples of reflection and cyclic rotation symmetries. The motif on the left
has a reflection symmetry between nodes 2 and 3. The motif on the right has a cyclic
rotation symmetry between the three nodes.
Figure B.8: Reflection symmetry. Enumeration of all possibilities to map 5 network nodes
on 2 reflection symmetric motif nodes. The squares represent motif nodes, the circles
represent network nodes. Once a network node has been mapped on a motif node that is
part of a reflection symmetry, it will never be mapped on one of the other nodes of the
symmetry.
on them, then mapping the network nodes on these symmetric motif nodes comes
down to choosing s distinct elements out of a set of t elements, not taking into
account the order of the elements, which is in fact a combination of s elements
out of a set of t elements. One way to enumerate all these combinations is by first
summing up all sets with the first element, then all sets with the second element
that have not been encountered yet, etc. This is illustrated in figure B.8. From this,
it can be seen that, once one network node is mapped on a symmetric motif node
(in the figure the first motif node), it will never be mapped again on one of the
other symmetric motif nodes that are investigated thereafter.
For cyclic rotation symmetries this is slightly different. Here one motif node
needs to be chosen as the ‘first’ node of the rotation and the idea is that once
a network node is mapped on this ‘first’ node, it cannot be mapped on one of
the other motif nodes in the symmetry, while a network node that is mapped on
the ‘second’ (or higher) motif node still could be mapped on the other nodes of
the symmetry. This is illustrated in figure B.9 where all possibilities are given
to map 5 network nodes on 3 motif nodes that form a cyclic rotation. Once a
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Figure B.9: Cyclic rotation symmetry. Enumeration of all possibilities to map 5 network
nodes on 3 motif nodes that are part of a cyclic rotation. The squares represent motif
nodes, the circles represent network nodes. Once a network node is mapped on the ‘first’
motif of the symmetry, it will never be mapped on the other nodes of the symmetry. For the
other motif nodes of the symmetry, all possibilities still need to be explored.
network node has been mapped on the ‘first’ motif node of the rotation, it will not
be mapped again on one of the other nodes in the rotation, while network nodes
that are mapped on the ‘second’ motif node, still can be mapped on the ‘third’
motif node later on.
In order to realize a speedup by making use of these symmetry characteristics,
some changes were made to the motif data structure and the algorithm. Additional
information is stored in the motif, namely for each motif node a list is kept of
the motif nodes with which it is symmetric. In the case of reflection symmetry, for
each node of the symmetry this list contains all other nodes of the symmetry. In the
case of cyclic rotations for the motif node, that has been chosen as the ‘first’ node,
this list contains all other symmetric nodes, while the lists of the other motif nodes
only contain one element, namely the ‘first’ motif node. Next to these changes in
the motif definition, a novel data structure, called symmetry sets, was developed.
For each symmetric motif node it contains a set of all possible network nodes that
have not been mapped on it yet. These sets are used to help determining the new set
of candidate network nodes (line 21 of the ISMA algorithm). If the motif node is
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symmetric, the (symmetry) sets of all nodes that are symmetric to it (according to
the symmetry structure that was added in the motif definition), are added to the set
of sets in the determineSet procedure. As these sets only contain the network
nodes that have not been mapped yet, they make sure that all network nodes that
have been mapped on symmetric motif nodes are eliminated when calculating the
intersection.
In order to deal with symmetry (reflection or cyclic rotation) and further speed
up the calculations, the ISMA algorithm is adapted in three ways:
• Every time it is determined which motif node will be investigated next (line
19), it is checked whether this node is part of a symmetry with motif nodes
that have not been investigated yet. If this is the case, the set of network
nodes that can be mapped on this motif node is added to the symmetry sets




• Every time a network node is retrieved from the motif iterator (line 9), the
symmetry sets are updated. This means that, if this network node is mapped
on a symmetric motif node, this network node is removed from the set asso-
ciated with this motif mode. In this way it will not be mapped on the other





• When the determineSet procedure is called, it is checked whether the
motif node (i.e. index) is symmetric to nodes that have been investigated
before. If this is the case, the corresponding (symmetry) sets are retrieved
from the symmetry sets data structure and added to the set of sets, from
which the intersection is calculated (line 55 of the recursive ISMA algo-
rithm). This is realized by adding following code after line 54 in the
determineSet-procedure.






As mentioned before, the above adaptations narrow down the search tree of
the ISMA algorithm by making use of the characteristics of the reflection and the
cyclic rotation symmetries. Besides this, for all other types of symmetry, every
time a new instance has been found, it will be checked whether it is symmetric to
a previously found instance. If this is the case, the instance will not be exported
(line 13). In order to check this, all motifs that are symmetric to this motif (ex-
cept for reflections and cyclic rotations) need to be identified. For a motif with k
nodes, all symmetric motifs can be found by enumerating all permutations of the k
motif nodes, connecting them according to the motif specification, and comparing
this newly formed motif to the original one. From this list of symmetric motifs,
the reflection and cyclic rotation symmetries are eliminated, as they are already
accounted for in the algorithm. By mapping the motif nodes of an instance to all
symmetric motifs, it can easily be checked whether the instance is symmetric to a
previous one.
In order to enumerate all permutations, a 17th century algorithm, called ‘plain
changes’ by the English bell ringers, was used. In computer science, it is known
as the Steinhaus-Johnson-Trotter algorithm [28–30], and it has been improved by
Even [31]. It is a powerful algorithm that generates an ordering of all permutations
and is able to find all n! permutations of n elements by swapping two adjacent
elements n!− 1 times. Due to the small differences between two consecutive per-
mutations, this algorithm can be implemented in a constant time per permutation.
B.3 Results and Discussion
This section starts with a description of the software that incorporates the index-
based subgraph matching algorithm. Subsequently, a number of results are pre-
sented that indicate the strength of the algorithm in comparison with other sub-
graph matching algorithms.
B.3.1 Software
A software implementation of the iterative ISMA algorithm is freely available at
https://sourceforge.net/projects/isma/. It is presented in the form of a Java .jar -file
(ISMA.jar) and can be used from a command line interface as follows:
java -jar "<directory>/ISMA.jar"
-folder "<folder of input files>"
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-linkfiles "<list of <typename u/d filename>
separated by spaces>"
-motif "<motif>"
-output "<reference to output file>"
The first two words indicate we want to execute a .jar-file. Subsequently, it
is indicated where the .jar-file in question is situated. The program takes four
arguments: folder, linkfiles, motif and output. The folder argument contains the
directory where all input files are situated. It avoids retyping it for every inputfile.
The linkfiles are the files that compose the network. Each linkfile contains all links
for one specific type. It is denoted in the command by three arguments: the name
of the link type (mostly an upper case character), a character indicating whether
the links are directed (d) or undirected (u) and the name of the file. The different
linkfiles are separated by spaces. The next argument is the motif. This is the motif
specification as defined previously in this article. The last argument determines
where the output should be stored.
The input files contain all links of one type. These links are represented by
the name of the start node and the name of the end node separated by a tab. Ev-
ery line contains one link. Example input files can be found online. The out-
put file has one line for every motif that has been exported. A motif is repre-
sented as follows: Motif [<motifspecification>]: [<node 1>,
<node 2>, ...].
As the above notation is quite complicated, we will explain it in more detail by
means of an example.
java -jar "ISMA/ISMA.jar"
-folder "ISMA/input/"




In this example ISMA.jar can be found in ISMA/. All input files are present
in the folder ISMA/input/. The network contains links of three types: directed
links of type A, directed links of type B and undirected links of type C. All these
links can be found in the files linksAtype.txt, linksBtype.txt and
linksCtype.txt respectively. The motif that is searched for is ABC, which
is the motif we used in the example (see figure B.3). The result of the ISMA al-
gorithm (i.e. a list of all motifs found) is written to the file results.txt in the
directory ISMA/output/.
In the ‘Files’ tab of this SourceForge project, all input (network) files that
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PGS network XYZ network
# nodes 1 255
# S links 667
# G links 8 102
# P links 3 688
# nodes 7 810
# X links 36 391
# Y links 40 630
# Z links 3 390
Table B.2: Network configurations of biological networks.
were used in the experiments are available. For a complete description of these
networks, we would like to refer to the following section.
B.3.2 Results
To demonstrate the strength of the ISMA algorithm, we compared it to the naive
recursive subgraph matching algorithm (RSMA) as well as the algorithm of Ull-
mann [9], the VF algorithm [10, 11] and the VF2 algorithm [12, 13], which are
state-of-the-art subgraph matching algorithms. We used two networks with mul-
tiple edge types as test networks. The first is an integrated network of physical
(P, undirected), genetic (G, undirected) and signaling (S, directed) interactions
between kinases and phosphatases in yeast [32, 33], also used in [26] (see left
panel of Table B.2 for basic network characteristics). The second consists of
protein-protein interactions in yeast (X, undirected, obtained from the BioGRID
[34] database), protein-protein interactions in human (Y, undirected, obtained from
the BioGRID [34] and STRING [35] databases), and orthology relations between
human and yeast proteins (Z, bipartite, from the InParanoid database [36]) (see
right panel of Table B.2 for basic network characteristics). Experiments were car-
ried out on a 64-bit machine with a processor of the type Intel(R) Core(TM) 2
Duo CPU P8600, 2.40 GHz and 4 GB of RAM. Both the Recursive Subgraph
Matching algorithm (RSMA) and the Index-based Subgraph Matching Algorithm
(ISMA) were implemented in Java (version 1.6.0 18). The Ullmann, VF and VF2
algorithms are all present in the VFlibrary, a (sub)graph matching library imple-
mented in C. These algorithms are known for finding subgraph isomorphisms in
Attributed Relational Graphs (ARGs) fast, which is exactly what we are dealing
with here.
We first searched for a number of three-node motifs in the PGS-network, that
are useful in the clustering algorithm of [26], and monitored the execution time for
each of the algorithms. In table B.3 an overview is given of these execution times
(in milliseconds). Here, it can be seen that there is a major difference between
the algorithms of the VFlibrary and the (naive) RSMA and (iterative) ISMA algo-
rithm. Despite the fact that they are implemented in C, which is a language with
less execution overhead, the VFlibrary algorithms are remarkably slower. One of
the decisive reasons for this discrepancy is the way how the network is stored in
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Figure B.10: Execution times. Comparison of the execution times (in ms) of the RSMA
and the ISMA algorithm for finding 3-node motifs in the PGS network.
memory. For the ISMA and RSMA algorithm, the network structure has been op-
timized for fast retrieval of all start nodes of a certain link type (see Data Structures
section). Looking at the RSMA and the ISMA algorithm separately (figure B.10),
we see that the ISMA algorithm indeed has lower execution times than the RSMA
algorithm.
Subsequently, we looked for a number of larger motifs in this network. Table
B.3 shows the execution times of the algorithms when searching for all 8-cliques
and 10-cliques (i.e. complete graphs of 8 and 10 nodes respectively). While for
the ISMA algorithm, the execution times are around 1 second, they run up to
more than two hours for the other algorithms. Here, the RSMA algorithm even
performs worse that the algorithms of the VFlibrary. It should be noted that the
difference between the ISMA algorithm and the other algorithms is most extreme
for ‘complete’ motifs (i.e. cliques). However, for sparser motifs still significant
speedups are realized, as will be shown in the experiments with the XYZ-network.
Moreover, we looked for a motif that is not present in the PGS-network, viz the
4-node motif PGSPGS. Results are shown in table B.3. While the execution times
are relatively low, the difference between the algorithms of the VFlibrary and the
RSMA and ISMA algorithms is not as remarkable as in the previous cases.
Next we searched in the XYZ-network for so-called interologs, 4-node sub-
graphs (with motif specification XZ00ZY) consisting of conserved protein-protein








































































































































































































































































































































Table B.3: The execution times (in milliseconds) for the different subgraph matching
algorithms. It should be noted that the experiments were interrupted after 2 hours.
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izing this concept, we also searched for conserved triangles (6 nodes, motif specifi-
cation XXXZ000Z0Y00ZYY). Despite of the fact that protein-protein interactions
are undirected, in the experiments we also assumed the links to be directed. The
directions were determined by the input files as the first and the second proteins
were considered tails and heads respectively. In this directed network, we looked
for the 6-node motif AAAZ000Z0B00ZBB. Here as well, we observe dramatic
reduction in execution times for ISMA (and to a lesser extent RSMA) compared
to the VF library algorithms, as these tend to be quite slow for larger motifs.
In conclusion, by an intelligent design of the network data structure a remark-
able speedup is realized for the RSMA and ISMA algorithm in comparison to the
VFlibrary algorithms. Moreover, this speedup is increased even more by care-
fully selecting the order in which the motif nodes are investigated (i.e. ISMA vs.
RSMA).
To quantify the relative speedup realized by the ISMA algorithm, we defined




For clarity reasons, in the remainder of this article we will use CTM(algorithm)
in stead of
CTMISMA(algorithm).
These calculation time multiplicators are given in table B.4. It shows that the
highest speedup factors are achieved for the motifs with an average number of oc-
currences. These figures show that the larger the motif, the larger the speedup that
can be realized (XZ00ZY vs. XXXZ000Z0Y00ZYY) and that these speedups are
higher when there are more occurrences in the network (XXXZ000Z0Y00ZYY vs.
AAAZ000Z0B00ZBB). In conclusion, 2 factors contribute in reducing the calcu-
lation type: the network data structure that has been optimized for fast retrieval of
all links of a certain type and the order in which the motif nodes are investigated
in order to reduce the search tree. While the former one explains the difference
between the VFlibrary algorithms and the RSMA and ISMA algorithm, the latter
one causes the execution time of the ISMA algorithm to be smaller than that of the
RSMA algorithm.
As explained in the Methods section, the ISMA algorithm achieves its speedup
compared to the RSMA algorithm by reducing the size of the search tree. We
counted the number of nodes in the search tree for both algorithms when searching
for 3-node motifs in the PGS-network (see figure B.11). On average, the search
trees of the ISMA algorithm are around 100 times smaller than the corresponding
search trees of the RSMA algorithm. It should be noted that the size of the search
tree (and the execution time) is dependent on both the motif configuration and the

































































































































































































































































































Table B.4: The calculation time multiplicators (CTM) of the ISMA algorithm compared to
other algorithms for a number of motif configurations.
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Figure B.11: Size search tree. Comparison of the number of nodes in the search tree of the
RSMA and the ISMA algorithm for finding 3-node motifs in the PGS network. The search
tree reduction factor is defined as the size of the search tree of RSMA divided by the size of
the search tree of ISMA.
network # nodes # links # motifs
Wiki-Vote 7115 103689 608389
p2p-Gnutella08 6301 20777 2383
p2p-Gnutella30 36682 88328 1590
CA-CondMat 23133 186936 173361
CA-HepTh 9877 51971 28339
Table B.5: Network configurations of the non-biological networks, together with the
number of 3-node cliques present in these networks.
Although the development of the ISMA algorithm was motivated by the prob-
lem of identifying composite motifs in biological networks with multiple inter-
action types, or more generally Attributed Relational Graphs, it can of course be
applied equally well to non-biological networks. We illustrate this by searching for
all 3-node cliques in a number of networks from the SNAP database1, where we
treated all networks as undirected. Assuming all link are of the type X, this means
the motif XXX is searched. Table B.5 shows the configurations of the networks
that were used in the experiments, together with the number of 3-node cliques that






























































































































Table B.6: The calculation time multiplicators (CTM) of the ISMA algorithm compared to
other algorithms for a number of non-biological networks. The last column shows the
search tree reduction factors (STRF), i.e. the ratio of the number of nodes in the search
tree of the RSMA algorithm to the search tree of the ISMA algorithm.
algorithm over the algorithms of the VFlibrary and over the recursive algorithm.
Moreover, the search tree reduction factors (i.e. the number of nodes in the search
tree of RSMA divided by the number of nodes in the search tree of ISMA) are
depicted. This table shows that, similar to the experiments on biological networks,
the execution times of the algorithm presented in this article are much lower that
those of the algorithms of the VFlibrary. Again, this can be explained by the
THE INDEX-BASED SUBGRAPH MATCHING ALGORITHM (ISMA) 205
network data structure that allows fast retrieval of all links of a certain type. If
we take into account the large numbers of (XXX) motifs that are present in these
networks, the CTM’s are relatively small in comparison to those in biological net-
works. This is also confirmed in the search tree reduction factors. Here the search
tree reduction factors are on average around 20, which is small in comparison with
the average search tree reduction factor of around 100 for the biological networks.
The reason for this is that here, when determining the set of network nodes that
can be mapped on a motif node, all neighbors of the mapped network nodes need
to be taken into account in stead of only the neighbors according to one specific
link type.
B.4 Conclusion
Motivated by problems in the analysis of biological networks composed of mul-
tiple directed and undirected interaction types, we have developed a novel ex-
act subgraph matching algorithm that is optimized for graphs with specific link
characteristics. By carefully selecting the order in which the nodes of a network
motif are investigated and by designing appropriate data structures, a remarkable
speedup can be realized. In each iteration of the algorithm, sets of network nodes
are determined that can be mapped on the remaining motif nodes. Always se-
lecting the motif node with the smallest corresponding set of network nodes leads
to less branches closer to the root of the search tree and consequently a reduced
search tree.
In order to realize an iterative version of this algorithm, a number of data struc-
tures were developed: a checklist that keeps track of the order in which the motif
nodes are investigated, a motif iterator to iterate over all the network nodes that
can be mapped on a motif node, and a priorityqueuemap in order to select the best
motif node to be investigated next.
Incorporating motif symmetries can lead to further increases in computational
efficiency. When present, ISMA explicitly takes into account two specific symme-
tries, namely the reflections and cyclic rotations, to further speed up the algorithm.
For all other motif symmetries, duplicate instances are eliminated once they have
been created. In future versions of ISMA, we plan to take into account additional
types of symmetries to prune the search tree.
Applications on real network data from the biological as well as non-biological
domain, showed that the ISMA algorithm indeed leads to dramatic speedups com-
pared to existing exact subgraph matching algorithms for attributed relational graphs.
A comparison with a naive recursive tree-based subgraph matching algorithm shows
that to a large extent, this speedup is indeed due to tree-pruning strategy imple-
mented in ISMA, with search trees in ISMA being on average 100 times smaller
than those of the recursive algorithm in our experiments on biological networks
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and on average 20 times smaller in our experiments on non-biological networks.
Taken together, we believe ISMA is an interesting new exact subgraph match-
ing algorithm which will be important for the discovery and analysis of small and
large network motifs in ever growing biological networks, with potential applica-
tions in other domains as well.
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