Introduction
In [4] it was shown that the distribution of a random walk, with an absorbing barrier at 0, when conditioned to non-absorption, converges to a Markov chain. In this work we prove that this also occurs for any birth-death chain for which the limiting conditional distribution (l.c.d.) exists. The result for random walks then follows from the existence of the l.c.d. for these chains, which was first established in [10] . For continuous-time birthdeath chains, a necessary and sufficient condition for the existence of the l.c.d. has been given in [11] , but this condition is not easy to verify.
Recently Kesten [5] has proved that the l.c.d. exists for a wide class of absorbed Markov chains, see conditions (K1)-(K4) below. For this class of chains the limit law of the process when conditioned to non-absorption is obtained directly from the computations made in [5] , see the end of this section.
For continuous-time non-explosive birth and death chains, by using monotonic properties it was recently shown by Roberts and Jacka [8] that the non-absorbed conditioned process is a Markov process with homogenous transition rates.
We study the conditioned process for discrete-time birth-death chains. Our main results are Theorems 5 and 7. In the former we state the equivalence between the existence of the limiting conditional measure and the limit distribution when con-26 SERVET MARTINEZ AND MARIA EULALIA VARES ditioned to non-absorption. In the latter we prove that if.the limiting conditional distribution exists then the non-absorbed conditioned process is a Markov chain with transition probabilities given by the stochastic matrix associated with the minimal quasi-stationary distribution. A technical point is that birth-death chains are of period 2. In fact at the end of Section 2 we show that Theorem 7 is easily shown for aperiodic reversed chains.
Let us introduce the general framework. We consider a Markov chain X(n) taking values on N= (0, 1, 2,... } with 0 an absorbing state. We denote by P=((px,y = x, y EN) its transition matrix; we have po,o = 1. We assume that there exists some x EN* = N \ (0} such that px,o> 0 and that the substochastic matrix P* =(px,y:
x, yE N*) is irreducible.
We denote by z = inf(n:X(n)= 0} the time of first absorption of the chain. Moreover P{X,X = x I > n} = #(x) Vx EN*, V n EN*; so # is invariant for the evolution conditioned to the fact that the process is not absorbed. In [3] it is shown that for Markov chains such that Px {z < n } x -o 0 for any finite n, a necessary and sufficient condition for the existence of a q.s.d. is geometric absorption: Ex(r ') < oo for some r > 1 (for birth-death chains this equivalence was proved in [ Due to the fact that birth-death chains are of period 2 the l.c.d. is not a q.s.d.  Let us make the relation precise. If # is a q.s.d. we have y, = 1 -p1q, and by adding 
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