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Interacting quantum systems illustrate complex
phenomena including phase transitions to novel
ordered phases. The universal nature of criti-
cal phenomena reduces their description to deter-
mining only the transition temperature and the
critical exponents. Numerically calculating these
results for systems in new universality classes is
complicated due to critical slowing down, requir-
ing increasing resources near the critical point.
An alternative approach analytically continues
the calculation onto the complex plane and deter-
mines the partition function via its zeros. Here
we show how to robustly perform this analysis
on noisy intermediate scale trapped ion quantum
computers in a scalable manner, using the XXZ
model as a prototype. We illustrate the transi-
tion from XY-like behavior to Ising-like behavior
as a function of the anisotropy. While quantum
computers cannot yet scale to the thermodynamic
limit, our work provides a pathway to do so as
hardware improves, allowing the determination
of critical phenomena for systems that cannot be
solved otherwise.
Partition functions are ubiquitous in physics. They are
important in determining the thermodynamic properties
of many-body systems, and in understanding their phase
transitions. The partition function is real and positive;
nevertheless, its zeros can be found but only by analyt-
ically continuing the partition function to the complex
plane via the introduction of complex parameters. Lee
and Yang [1] studied the partition function zeros of Ising-
like systems in the complex plane of the magnetic field
h, and found that at the critical temperature (and in the
thermodynamic limit) the loci of zeros pinch to the real
axis. Alternatively, Fisher [2] studied the partition func-
tion zeros by making the inverse temperature β complex.
Partition function zeros have been widely employed [3, 4]
in the analysis of thermodynamic phase transitions, dy-
namical phase transitions [5, 6], and critical exponents
[7]. The divergence of the free energy near the phase
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transition is intimately connected to the location of the
partition function zero closest to the real axis [8, 9], and
the critical scaling relations may be found from the den-
sity of zeros around a phase transition [10]. Whenever
the analytic continuation yields an analytic function in
the complex plane (no poles or branch cuts), the partition
function (and thus the free energy) can be reconstructed
from the location of the zeros; this is typical because the
partition function is a finite sum of exponentials for finite
systems.
Since the zeros arise from generalizing real physical
parameters to their having complex values, they were
initially limited to just being useful mathematical con-
structs, determined either exactly for solvable systems
[4, 11–13] (of which there are few), or through numeri-
cal methods [6, 14], which are limited by Hilbert space
size in exact diagonalization or sampling issues in Monte
Carlo methods.
One notable exception was in an experimental study of
the two-dimensional Ising ferromagnet, where the density
of zeros was measured [15]. More recently, Liu and Wei
[11] proposed an experiment to measure the zeros of the
Ising model using the decoherence of a probe spin cou-
pled to the Ising system; this was executed in a liquid
of trimethylphosphite molecules using NMR [16]. While
this beautifully demonstrates the technique, it is clearly
not scalable as it is difficult to design molecules for every
envisioned situation.
In this article, we employ the probe spin concept
[11] to calculate the partition function zeros on a
universal quantum computer, overcoming the difficulties
in numerics. In this manner we can handle system sizes
up to the number of available qubits. We develop a
quantum circuit which evolves a thermal state [17, 18]
under a Hamiltonian consisting of an interaction with
the probe spin designed to represent the action of the
complex field or temperature. Using this, we measure
the zeros of the partition function of the XXZ model
on quantum simulators as well as trapped-ion quantum
computers as it is tuned from Ising-like to XY-like. The
locus of zeros undergoes clear qualitative changes, thus
enabling the identification of a phase transition even on
Noisy Intermediate Scale Quantum (NISQ) hardware.
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2With the design of the circuit being independent of
a particular model, our approach goes beyond recent
studies of the Ising model [19].
Partition Function Zeros. Our method applies to
both Fisher and Lee-Yang zeros, which are zeros in the
complex plane of inverse temperature β and a complex
Hamiltonian field, respectively. First, we focus on the lat-
ter Lee-Yang case. We consider an arbitrary spin Hamil-
tonian Hs in the presence of an external magnetic field
given by HˆB = h
∑
i σˆ
z
i . As in the original work by
Lee and Yang[1], the external magnetic field is complex:
h = hr + ihi. The partition function is then
Z(β, h) = Tr exp
(
−βH0 − iβhi
∑
i
σzi
)
, (1)
where H0 = Hs + Re(HB). This expectation value is
similar to that of a Loschmidt echo—the system is ini-
tially prepared in a thermal state of H0 and then “time-
evolved” with respect to Im(HB). This form suggests a
direct measurement
L(h) =
1
Z0 Tr exp (−βH0 − iβHI), (2)
where Z0 = Tr e−βH0 , and HI = Im(HB). The zeros
of L(h) correspond to the Lee-Yang zeros {h0} of the
partition function. For a finite system of N spins, we
can reconstruct Z from its Lee-Yang zeros through the
fundamental theorem of algebra, because the partition
function is a polynomial in z˜ = exp (2βh). Hence,
Z(β, z˜) = P ΠNj=1 (z˜ − z˜j) , (3)
where P is a numerical constant, independent of z˜.
As was discovered by Wei[11], the quantity L(h) can be
measured by coupling the system to an ancilla. Alternate
proposals include measuring two-spin entanglement, but
these have not yet been realized [20, 21]. In the simplest
case, when H0 and HI commute, the coupling Hamilto-
nian is given by
H′ = 1
2
(σzanc ⊗ βHI) ; (4)
for non-commuting Hamiltonians a more complex H′
must be constructed [22]. With the ancilla initialized in
a superposition state |+〉 and the system in its thermal
state, the initial density matrix is
ρ(0) = (|+〉 〈+|)⊗ e
−βH0
Z0 . (5)
After evolution with HI and tracing out the system
qubits, the off-diagonal element of the ancilla density ma-
trix is L(h).
Fisher zeros are measured using an analogous pro-
cedure; since in this case β is complex; the evolution
is with respect to the Hamiltonian H0, which always
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FIG. 1. Top: Positions of the Lee-Yang zeros for 100-site
Ising/XY models at β = 1) in the complex planes of h (left)
and z˜ = e2βh (right). For both Ising/XY models, the zeros in
h occur away from the real axis. Bottom: Circuit for obtain-
ing partition function zeros. The thermofield double state is
prepared using a variational quantum circuit. The thermal
density matrix in subsystem A is subsequently evolved un-
der a Hamiltonian coupling it to an ancilla spin. The ancilla
coherence reflects the complex partition function. The mea-
surement operation here represents the characterization of the
real/imaginary parts of the coherences (off-diagonals) of the
ancilla density matrix. We achieve this through measurement
in both the x and y basis (see Methods for details).
commutes with itself, and hence Eq. (4) always applies.
Model. We apply the above method to the one-
dimensional periodic XXZ model — an interacting spin
model that adjusts the anisotropy between spin ex-
change in the x-y-plane versus spin exchange along the
z-direction — whose Hamiltonian is given by
Hs = J
∑
i
(σxi σ
x
i+1 + σ
y
i σ
y
i+1) + Jz
∑
i
σzi σ
z
i+1. (6)
We will work within the ferromagnetic Ising regime, i.e.
Jz = −|Jz|. The model may be tuned between an Ising-
like regime (|Jz|  |J |) and an XY-like regime (|Jz| 
|J |); see Fig. 1. To obtain the Lee-Yang zeros, we employ
a magnetic field HB along the z axis.
The Lee-Yang zeros of the ferromagnetic Ising model
are well known to be purely imaginary in h, or to lie on
the complex unit circle in z˜ = exp (2βh) [11, 23]. Fig. 1
shows the position of the zeros in the complex planes of
h and z˜ for a 100-site chain. On the other end, i.e. the
XY model, the Lee-Yang zeros are qualitatively different.
3FIG. 2. Phase transition from Ising to XY at β = 10 as demonstrated by the nature of the Lee-Yang zeros. Top: False color
plots of log |L(h)| in complex h space. The line in the color plot shows the h values we are probing through the quantum
circuit to find L(h). The location of the zeros are marked in the top panels with a red cross. Bottom: Real and imaginary
parts of L(h) along the cut indicated in the top row. Experimental results from the trapped ion quantum computer are shown
with error bars connected with dotted lines . Around J ≈ |Jz|, the nature of the zeros changes qualitatively from Ising-like to
XY-like.
The zeros (in h) have a constant imaginary component
2βhi = (2n+ 1)pi, and their real part is given by
the dispersion of the model after diagonalization via
Jordan-Wigner transformation hr = −2J cos(k) [24] (in
the quantum circuit, any finite hr must be included in
the thermal state preparation). In between these limits,
the zeros transition from one type to the other; we
denote the character of the zeros as Ising-like or XY-like
for the two cases, respectively. For zero temperature, the
ground state abruptly changes from Ising-like to XY-like
at J = |Jz|, but for finite temperatures this becomes a
gradual change.
Quantum Circuit. The circuit is constructed in two
parts. First, a thermal state corresponding to the XXZ
model at finite temperature needs to be produced.
For this, we prepare a thermofield double (TFD) state
[17, 18] which is a purification of the thermal Gibbs
state; it involves a doubling of the number of system
qubits, half of which are then discarded to produce the
thermal density matrix (see Fig. 1). Several methods to
prepare TFD states exist [18, 25, 26]. Here we prepare
the TFD state by a variational procedure reminiscent
of the Quantum Approximate Optimization Algorithm
[27], consisting of the application of alternating Hamil-
tonians within and between the subsystems of the TFD
state. The parameters (angles) are optimized classically
(see SI). Next, we perform evolution under the coupling
Hamiltonian HI , which is straightforwardly implemented
as controlled rotations on the ancilla. Finally, the off-
diagonal elements of the ancilla are measured. For
implementation on the trapped-ion hardware, UAA, UAB
and UTE are broken down into native XX gates (see
Methods and SI) and parameterized via the gate angles.
Implementation on Trapped-Ion Hardware. Fig. 2
shows the results on the 2-site XXZ model, where we fo-
cus on the behavior of the zeros around the phase tran-
sition at J ≈ |Jz|; we use β = 10 and Jz = −1. The
figure shows the magnitude and real/imaginary parts of
the ancilla coherence L(h) in the top and bottom pan-
els, respectively. The Lee-Yang zeros are found where
both the real and imaginary parts of L(h) vanish. When
J < |Jz|, the zeros have no real part, in agreement with
the general results for Ising-like zeros (c.f. Fig. 1), and for
2 sites we expect two zeros, symmetric about βhi = pi/2;
these are shown in the top panel plot of |L(h)|. The bot-
tom panel presents the real and imaginary parts of L(h)
as a function of βhi (a cut along constant hr as indi-
cated in the top panel), comparing the exact result and
the experimental results from the trapped-ion quantum
computer. Although the exact position of the zeros is
slightly different in the experiment, the qualitative be-
havior is clearly the same; L(h) is entirely real, starts at
unity, and changes sign once in between βhi values of 0
and pi/2. As J is increased towards the transition, the
minimum in the real part of L(h) gets shallow.
At the phase transition, the character of the zeros
changes: βhi becomes fixed at pi/2, and the real part
hr becomes nonzero. We track hr by including it in the
TFD state preparation part of the circuit, and continue
to sweep βhi (indicated by horizontal lines in the top pan-
els). This transition occurs in between J/|Jz| values 1.03
and 1.06. On the XY-like side of the phase transition,
the real part of L(h) only touches zero at βhi = pi/2, and
L(h) acquires a non-zero imaginary part. This behavior
is also captured correctly by the quantum computer; the
experimental data is shown in the rightmost panel.
These data demonstrate that even with current gener-
ation NISQ hardware, a phase transition can be identi-
fied via the qualitative character of the Lee-Yang zeros
and the ancilla coherence. This is an advantage of this
method; rather than relying on a precise measurement
of a quantity (such as the position of the zeros), a quali-
tative difference is sufficient to distinguish the Ising-like
from the XY-like regime of the model. Understanding
the effect of the noise in the quantum computer on the
results can further help to predict the accuracy of the
locations of the zeros as the system size grows larger (see
SI).
4FIG. 3. Lee-Yang zeros for the 8-site XXZ model. The color plots (top) show log |L(h)| in complex h space. The bottom panels
show cuts along the lines indicated in the corresponding top panel; note that for J > |Jz| the cuts are vertical.
Although here we have chosen to continue to sweep
along βhi and fix hr, to avoid having to know an ex-
act value of hr, a sweep along constant hi could be per-
formed. More generally, if nothing is known about the
position of the zeros, a full scan of complex h is possible
- although time consuming, the effort does not increase
with system size.
Our approach scales readily to larger systems. In Fig. 3
we show the results when the method is applied to an 8-
site system. Due to hardware limitations (this calculation
would require 17 qubits and a similarly larger number of
gates for the TFD state preparation), only simulator data
is available.
The number of zeros is now larger, and they exhibit a
more complex pattern, in particular around the phase
transition. However, the overall qualitative difference
between the two states remains clear—the zeros obtain a
real part and shift to lie purely along the line βhi = pi/2.
Fisher Zeros. The approach above can be equally ap-
plied to finding zeros in complex β = T−1. In this case,
the interaction Hamiltonian for the “time evolution” por-
tion of the circuit is simply H′ = 12 (σzanc ⊗H0), and this
amounts to the application of a controlled unitary. When
H0 is simple, this may be implemented without approxi-
mation, but for larger or more complex systems a Trotter
FIG. 4. Fisher zeros for the two limiting cases of a 4-site XXZ
model.
decomposition of exp(−iH0βi) may be necessary.
For the two limiting cases under consideration—the
XY model and the Ising model— the Fisher zeros also
show a qualitative transition. Fig. 4 shows the location
of the zeros for the two limits. The Ising model Fisher
zeros lie parallel to the real axis[12] (similar to the XY
Lee-Yang zeros), and the XY model Fisher zeros lie di-
rectly on the imaginary axis. In between, the features are
more complex than the Lee-Yang zeros are, and depend
heavily on the choice of boundary conditions (see SI);
here we have chosen the boundary conditions that make
the system amenable to a Jordan-Wigner transformation.
Discussion. Our results show that the zeros of the parti-
tion function may be obtained by time evolution of a suit-
ably prepared thermal state under a Hamiltonian corre-
sponding to either an external field (in the Lee-Yang case)
or under the Hamiltonian (in the Fisher case). At this
point, a question arises: aside from identifying phases,
what else can be done with this information?
One obvious path is to reconstruct the free energy,
given that the polynomial expansion of the partition
function is known. Although in principle this involves
the evaluation of an infinite sum, when a closed form
can be obtained the full thermodynamics are determined.
Here this is accomplished by considering the polynomial
in z˜ ≡ exp(2βhi) instead of hi (this is because the energy
spacing of the initial spin model is uniform). From the
results shown in Fig. 2, we can extract the set of Lee-
Yang zeros {h0}, or equivalently {z˜0} once the prefactor
P in the polynomial expansion is determined (see SI).
From the partition function, we compute the free energy
F = −(1/β) lnZ(β, h = 0), shown in Fig. 2. In the ex-
perimental data L(h) is never precisely zero; instead, we
find the value of hi corresponding to the smallest value
of |L(h)| by linear interpolation between the data points
(hr is assumed to be known from the input to the TFD).
The reconstructed free energy is shown in Fig. 5. The re-
sults from the quantum simulator reproduce the correct
values; the free energy obtained from the experimental
results exhibits some deviations.
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FIG. 5. Free energy of the 2 site XXZ model at β = 10
reconstructed from the Lee-Yang zeros. Green circles indicate
F as reconstructed from the quantum simulator; open circles
indicates values for which experimental data is available and
solid ones for simulated data only. Red squares indicate F
constructed using the experimental data. We have used the
post selected data (Method 1, see SI) to compute the free
energy.
Beyond exactly reconstructing the partition function,
the zeros also yield information regarding the thermody-
namic properties near the phase transition. The parti-
tion function zeros lead to divergences in the free energy;
moreover, in the limit as N →∞ the zeros form a branch
cut ending in an edge singularity. It is known from com-
plex analysis that the knowledge of a function around its
branch cuts is sufficient to determine the entire function.
Furthermore, even if only the first zero (or edge singu-
larity) is known, the temperature and field dependence
of thermodynamic functions is dominated by its position
[8, 9]: in the expansion of a complex function near a sin-
gularity, the terms after some order n are determined by
the properties of the singularity. And finally, Abe [10]
showed that the dependence of density of zeros on the
system size (i.e. finite size scaling) can be used to deter-
mine critical exponents of a phase transition. The limit-
ing density of zeros may also be used to characterise the
phase transition [28]. Hence, calculations on a quantum
computer, focusing on zeros near the transition temper-
ature, can efficiently determine much of the critical phe-
nomena at the transition, perhaps easier than any other
methodology. In this work, we have outlined how parti-
tion function zeros may be obtained, and demonstrated
that this is feasible even on NISQ hardware. Thus, as im-
provements to quantum computers enable ever growing
complex calculations, partition function zeros can play
a broadly applicable role in the simulation of physics at
zero and finite temperatures. They may be evaluated
with relative ease given a model Hamiltonian or exter-
nal field, and yield a wealth of information regarding the
thermodynamics of the system under study.
ACKNOWLEDGMENTS
We would like to acknowledge V. Skokov for enlighten-
ing discussions regarding partition function zeros and K.
Klymko for comments. This work was supported by the
Department of Energy, Office of Basic Energy Sciences,
Division of Materials Sciences and Engineering under
Grant No. DE-SC0019469. J.K.F. was also supported by
the McDevitt bequest at Georgetown. C.H.A. acknowl-
edges financial support from CONACYT doctoral grant
No. 455378. N.M.L. acknowledges financial support from
the NSF grant no. PHY-1430094 to the PFC@JQI. We
acknowledge the use of Qiskit for simulations[29], and ac-
knowledge the use of IBMQ via the IBM Q Hub at NC
State for this work. The views expressed are those of the
authors and do not reflect the official policy or position
of the IBM Q Hub at NC State, IBM or the IBM Q team.
AUTHOR CONTRIBUTIONS
A.F.K. conceptualized the project. A.F., A.F.K, and
S.J. designed and optimized the circuit, and executed
simulations. D.Z., C.H.A. and N.M.L. performed the ex-
perimental trapped-ion measurements. A.F., S.J., and
D.Z. analyzed simulator and experimental data. X.X.
provided valuable context to the discussion. All authors
discussed the results and contributed to the development
of the manuscript.
METHODS
We use a re-configurable digital quantum computer for
this study. The system is made of a chain of 171Yb+
ions trapped with radio frequency electric field [30]. The
pair of states in the hyperfine-split 2S1/2 ground level
of each ion, connected by a magnetic field insensitive
12.642821 GHz transition, is used as a physical qubit.
Optical pumping are used to initialize qubits to |0〉. The
read out on the other hand is implemented through state-
dependent fluorescence detection [31]. The complete set
of quantum gates is realized with a pair of Raman beams
derived from a single 355-nm mode-locked laser. Our
native single-qubit gates are rotations along arbitrary
axis of the Bloch sphere for arbitrary angles. This is
achieved by driving resonant Rabi-transitions between
the two qubit states. Our native Two-qubit gates are
XX (Ising) gate implemented using the phonon-mediated
Molmer-Sorensen interaction [32, 33]. To reach optimal
performance, our scheme utilizes multiple phonon modes,
which are disentangled from the qubits at the end of an
two-qubit gate operations via an amplitude modulation
scheme[34].Our single- and two-qubit gate fidelities are
typically around 99.5(2)% and 98 − 99%, respectively.
The residual entanglement between the qubit states and
the phonon state is the major factor limiting the fidelity
of each two-qubit gates. However, for circuits with more
6than 10 two-qubit gates, mode-heating of phonon modes
also plays a significant role.
Our native XX gate is defined as XX(θ) = e−iσ
(j)
x σ
(k)
x θ,
where j, k correspond to the two ions the gate is applied
on. We convert this XX gate to YY and ZZ gates, de-
fined as Y Y (θ) = e−iσ
(j)
y σ
(k)
y θ and ZZ(θ) = e−iσ
(j)
z σ
(k)
z θ,
respectively, by rotating the interaction axis through sin-
gle qubit rotations. Here, σ
(k)
α is the α-th Pauli matrix
applied to the k-th qubit.
The readout operations are simultaneously performed
on all the qubits. The measurements are, by default, in
the computational(z) basis. We append the circuit with
an additional Ry(−pi/2)(Rx(pi/2)) rotation to perform
measurements in x(y) basis.
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7Appendix A: Detailed formalism for Lee Yang Zeros
We consider an N site spin Hamiltonian Hs with an external field term HB = h
∑
i σ
z
i . Defining a variable
z˜ = exp(2βh), the partition function for N spins is written in terms of z˜
Z(β,Hs, h) = Tr[exp(−β(Hs +HB))]
= exp(−βNh)
N∑
k=0
pkz˜
k (A1)
where pk = Tr∑
i〈σzi 〉=N−2k exp(−βHs) is the partition function in a zero magnetic field when k spins are in the |↓〉
state. In order to get this expansion we have used the commutativity of Hs and HB . The partition function is
expressed as an N th order polynomial in terms of the variable z˜[23], which using the fundamental theorem of algebra
we can rewrite in terms of its N zeros (z˜j) as[1]
Z(β,Hs, h) = exp(−βNh)pN ΠNj=1 (z˜ − z˜j) , (A2)
The coefficients of the polynomial are all positive numbers, thus its zeros cannot lie on the positive real axis (where
the physical partition function exists), but must instead lie in the complex plane of h. Yet, if we can find the zeros,
we may reconstruct the partition function from them. Now lets see how we can find these zeros experimentally.
Returning to the definition of the partition function, with the magnetic field as complex quantity h = hr + ihi:
Z(β,H0, hi) = Tr exp
(
−βH0 − iβhi
n∑
i=1
σzi
)
(A3)
where H0 = Hs + Re(HB). At this point, the imaginary part resembles a time evolution by a Hamiltonian
∑n
i=1 σ
z
i
with the identification λt = βhi.
A measurable quantity L(t), proportional to the complex partition function Z can be found with the identification
λt = βhi as described in the main text.
L(t) =
1
Z0 Tr exp (−βH0 − iλt
n∑
i=1
σzi ), (A4)
where Z0 is the partition function Tr e−βH0 . In order to achieve this, a probe or an ancilla qubit is attached to the
system with the coupling Hamiltonian[22],
H′ = λ
2
(
σzprobe ⊗
n∑
i=1
σzi
)
. (A5)
The ancilla is initialised to be in the |+〉 state and the system in the thermal state, here |+〉 = 1√
2
[|0〉 + |1〉]. Thus
the initial density matrix of the total system is
ρ(0) = (|+〉 〈+|)⊗ e
−βH0
Z0 . (A6)
The time-evolved density matrix under the coupling Hamiltonian is,
ρ(t) = e−iH
′tρ(0)eiH
′t. (A7)
Since H0 commutes with HB , the density matrix becomes
ρ(t) =
1
2Z0
(|↑〉 〈↑| e−βH0 + |↓〉 〈↓| e−βH0)
+
1
2Z0
(
|↑〉 〈↓| e−βH0e−iλt
∑N
i=1 σ
z
i + h.c.
)
(A8)
8Now L(t) can be extracted from the off diagonal terms of the reduced density matrix of the ancilla. From the probe
spin’s perspective, the off-diagonal element of its density matrix (after tracing out the system) becomes
ρancilla↑↓ (t) =
1
2Z0
Trsys exp
(
−βH0 − iλt
N∑
i=1
σzi
)
=
1
2
L(t) (A9)
Thus the real part of L(t) can be extracted from the expectation value of σz of the ancilla after applying Hadamard gate
and similarly imaginary part of L(t) can be extracted after applying Rx(−pi/2)) gate. Note that for this procedure, H0
needs to commute with HB . Otherwise, we need a different coupling Hamiltonian and the implementation becomes
difficult[22].
The above described method can be summarised for the quantum simulation into the following three steps:
1. Prepare the system,including the probe in its initial state according to Eq. A6.
2. Time-evolve with the Hamiltonian Eq. A5, where the time evolution operator is U(t) = exp (−iH′t).
3. Measure the off-diagonal components of the ancilla density matrix to get L(t). Zeros of L(t) are the zeros of
the partition function Z
1. Lee-Yang Zeros for the Ising model
The one dimensional Ising Hamiltonian with periodic boundary condition for N sites is
H = −J
N∑
i=1
σzi σ
z
i+1 − h
N∑
i=1
σzi . (A10)
For the ferromagnetic case, where J > 0, the Lee-Yang zeros are purely imaginary in h and are given in terms of
z˜ = exp(−2βh) as
z˜ = −e−4βJ (1 + cos(kn)) + cos(kn)± i
√
(1− e−4βJ) [sin(kn)2 + e−4βJ(1 + cos(kn))2] (A11)
for kn =
pi(2n−1)
N , where N is the number of sites. This result may be obtained from a transfer matrix formalism. Since
the zeros are purely imaginary in h, z˜ = exp(−2βh) lies on the unit circle, as shown in Fig. S1. As the temperature
is increased, the distribution of zeros collapses to a point where 2βh = pi. At lower temperatures, the zeros complete
the circle, pinching the real axis at the critical temperature, corresponding to z˜crit = e
−2βcrith.
2. Lee-Yang Zeros for the XY model
We next consider the XY model, where the Hamiltonian is
H = J
∑
i
(σxi σ
x
i+1 + σ
y
i σ
y
i+1) + h
N∑
i=1
σzi . (A12)
This model can be diagonalised through a Jordan-Wigner transformation followed by Fourier transformation. The
Lee-Yang zeros in h are properly complex, with the imaginary part given by cos(2βhi) = −1 and the real part given
by hr = −2J cos(k), where k are the quasi-momenta used in the Fourier-basis representation of the chain [24].
3. Lee-Yang Zeros for the two site XXZ model
The two site XXZ Hamiltonian is
H = J(σx1σ
x
2 + σ
y
1σ
y
2 ) + Jz(σ
z
1σ
z
2) + h(σ
z
1 + σ
z
2). (A13)
Here, the Lee-Yang zeros occur at the values of h shown in Table I. We note that if h1 = hr + ihi corresponds to a
zero, then so does −h1. Thus if z˜1 = exp(2βh1) is one solution to the polynomial, then the other solution is given
by z˜2 = exp(−2βh1). We may also read off from the partition function that the constraints that Ising-type zeros are
found when cosh(2βJ) < exp(−2βJz), and vice versa for XY-type zeros.
91 0 1
Re exp( 2 h)
1
0
1
Im
 e
xp
(
2
h)
T=10.00J
1 0 1
Re exp( 2 h)
1
0
1
T=1.00J
1 0 1
Re exp( 2 h)
1
0
1
T=0.10J
FIG. S1. Lee-Yang zeros for the classical Ising model.
Type hr/hi hr/hi
Ising hr = 0 cos(2βhi) = − cosh(2βJ) exp(2βJz)
XY 2βhi = (2n+ 1)pi cosh(2βhr) = cosh(2βJ) exp(2βJz)
TABLE I. Real/imaginary parts of the complex magnetic field h where the zeros of the 2-site XXZ model occur.
Appendix B: Circuit for the preparation of the TFD state of the 2-site XXZ model
H •
XX(θ1) Y Y (θ1)
Z(θ2)
ZZ(θ3) XX(θ4)
H • Z(θ2) × ×
X
XX(θ1) Y Y (θ1)
Z(θ2) ×
ZZ(θ3) XX(θ4)
×
X Z(θ2)
XX(θ5) Y Y (θ5)
Z(θ6)
ZZ(θ7) XX(θ8)
Z(θ6) × ×
XX(θ5) Y Y (θ5)
Z(θ6) ×
ZZ(θ7) XX(θ7)
×
Z(θ6)
FIG. S2. Circuit to prepare a thermofield double state of the 2 site XXZ model with 8 parameters θ1, . . . θ8. Here XX(θ) =
exp (−iθσxσx), Y Y (θ) = exp (−iθσyσy), ZZ(θ) = exp (−iθσzσz), Z(θ) = exp (−i θ2σz)
For finding the location of the Lee Yang zeros of a system with Hamiltonian HA, we need to prepare a thermal
density matrix at a particular temperature, ρβ = Z−1e−βHA . This can be obtained by tracing out one subsystem
from a TFD state which is defined in an expanded Hilbert space that contains two copies of the system:
|TFD(β)〉 = 1√
Z
∑
n
e−βEn/2|n〉A|n〉B , (B1)
10
0
0
0
(a)
0
0
(b)
(c) (d)
Preparing the TFD states
'
'
'{
{
FIG. S3. Experimental realization of the full circuit. (a) Overview indicating the operative parts: TFD preparation via an
alternating operator ansatz, followed by time evolution under the interaction Hamiltonian. (b)-(d) Decomposition of the time
evolution and variational ansatz unitary operations into hardware native gates.
where HA|n〉A = En|n〉A. To prepare this TFD, a variational ansatz involving alternating time evolution under
Hamiltonians H
′
A, H
′
B , and HAB is constructed [17, 18] as shown in Fig. S2. H
′
A and H
′
B act identically on systems
A and B respectively and are close in structure to the Hamiltonian HA. HAB is an inter-system Hamiltonian which
entangles both systems. At the start, the system is prepared in a maximally entangled Bell state 1√
2
(|00〉 + |11〉),
which is the ground state of HAB . This ansatz starts from the correct thermal state at infinite temperature and if
enough time evolution layers are applied, could produce the ground state at zero temperature. In our case, H
′
A was
modified from HA with an additional parameter in order to shorten the circuit depth.
The optimisation for the parameters was performed classically; the resulting circuit parameters θ1 to θ8 are given
in the Table II. Fig. S3 shows the hardware implementation of the final circuit.
J −θ1 −θ2/2 −θ3 −θ4 −θ5 −θ6/2 −θ7 −θ8
0.9 0.409 0.785 0.480 1.660 0.395 0.785 0.739 1.178
0.96 1.178 0.392 0.555 1.427 1.092 0.392 0.694 -0.360
1.03 0.993 0.785 1.014 1.210 1.060 0.785 0.933 0.392
1.06 0.922 1.486 0.438 0.887 0.678 1.446 0.624 1.165
1.15 0.958 0.948 1.008 1.133 0.752 0.753 0.590 1.187
1.20 0.972 0.968 0.990 1.163 0.772 0.772 0.589 1.182
TABLE II. θ1 to θ8 parameters for two site XXZ TFD preparation.
Appendix C: Simulation of noise in experiment
On the ion trap quantum computer, the native two qubit gate used to implement entangling operations is ideally
defined as XXi,j(t) = exp (−itσxi σxj ). In practice, the physical operation deviates from the ideal unitary. Previously
the effect of random under or over rotations in the XX gate on the preparation of TFD states has been explored [18].
Here we study the effect of systematic shifts in the angle using a ’linear shift’ error model which assumes a modified
XX gate with two parameters a and b:
XXi,j(t)→ [Zi(bttrim)⊗ Zj(bttrim)] ·XXi,j(attrim) · (σx ⊗ σx)n, (C1)
where Z(θ) = exp (−i(θ/2)σz). Here ttrim is the angle trimmed from t by adding or substracting pi/2 ’n’ times so
that the trimmed angle is in the range (-pi/4,pi/4). This is in accordance with how the XX gates are implemented on
an ion-trap quantum computer. We performed a simulation in which all the XX gates in the circuit were replaced
by this modified gate[29]. The optimised value of a and b are obtained by minimising least square distance to data
11
points and are given in Table III. The corresponding plots are shown in Fig. S4. We see that the error is well modeled
by the simulation.
J a b
0.9 0.99121641 -0.47829858
0.96 1.12953451 0.042765
1.20 0.99011104 -0.36491532
TABLE III. Optimised values of the parameters for linear shift error model.
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FIG. S4. L(hi) obtained from the linear shift error model is compared with the actual data and exact values.
Appendix D: Post-Selecting Experimental Data
Two post-selection schemes can be applied at the end of the circuit for calculating Lee Yang Zeros after preparing
the TFD state corresponding to the XXZ model.
Method 1: For the XXZ model, H = J
∑
i(σ
x
i σ
x
i+1 + σ
y
i σ
y
i+1) + Jz
∑
i(σ
z
i σ
z
i+1) + h
∑
i σ
z
i ,
∑
i σ
z
i is a good quantum
number. Therefore, in the TFD state for this model,
|Ψ〉 = 1
Zβ
∑
j
e−βEj/2 |φj〉A |φj〉B , (D1)
we have
∑
i σ
z
i,A =
∑
i σ
z
i,B . Any runs of the circuit resulting in measurements that do not satisfy this condition
can be discarded.
Method 2: Measuring the real part of the LYZ curves involves putting the ancilla qubit in the (|0〉+ |1〉)/√2 state,
followed by the operation exp
( − i θ2σza∑i σzi ), where σza acts on the ancilla qubit and the sum is over the qubits in
subsystem A of the TFD state, and an Ry(−pi/2) on the ancilla before measurement. For the 2-site XXZ model, this
can be decomposed as:
|0〉 H • • Ry(−pi/2)
a1
Rz(−2θ) Rz(θ)
a2
Rz(−2θ) Rz(θ)
Now, if
∑
i σ
z
i,A = 0, that is, σ
z
a1 6= σza2 , the controlled rotations will cancel each other resulting in no phase
generated on the ancilla qubit. After the final Ry(−pi/2), the ancilla qubit will then return to 0 with probability 1.
Therefore, any runs of the circuit that result in a measurement in which the ancilla qubit is 1 but σza1 6= σza2 should
be discarded.
Fig. S5 shows the effect of the two post-selection schemes on the measured data.
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FIG. S5. Comparing different methods of data post selection shows that they only slightly improve the accuracy of the
experimental data.
Appendix E: Fisher Zeros
Following the study of Lee Yang zeros, Fisher looked into the partition function zeros in terms of complex tem-
perature [2]. We refer to Fisher zeros as zeros in terms of inverse temperature β. For the XXZ model, analytical
expressions are difficult to find. But for the two limiting cases, Ising and XY model analytical expressions are known.
For Ising model with Hamiltonian,
H = J
N∑
i
σzi σ
z
i+1, (E1)
Fisher zeros are found at [12]
β = − 1
4J
ln tan2[
pi
N
(k + 1/2)]± i pi
4J
(2m+ 1) (E2)
where k = {0, 1, ..., N − 1} and m is any integer. For the XY model diagonalisation is performed after mapping into a
fermionic space using a Jordan-Wigner transformation. In order to compare Fisher zeros to the analytical expression
we have considered the XY model with the boundary term which does not have any Jordan Wigner string.
H = J
N−1∑
i
(σxi σ
x
i+1 + σ
y
i σ
y
i+1) +Hb (E3)
Hb is the boundary term Hb = 2J [σ
1
+σz....σzσ
N
− + σ
1
−σz....σzσ
N
+ ], where σ± = (σx ± iσy)/2. This gives the fermionic
energies to be 4J cos( 2piN k) where k = {0, 1, ..., N − 1}. Hence equating partition function to zero, Fisher zeros are
found to be on the imaginary axis at
β = −i (2m+ 1)pi
4J cos( 2piN k)
(E4)
where m is an integer.
