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INTRODUCTION
The paper deals with strong solvability in Sobolev spaces W 2p of the
tangential oblique derivative problem for elliptic operators with Lipschitz
continuous coefﬁcients. More precisely, let  ⊂ n n ≥ 3, be a bounded
domain with reasonably smooth boundary ∂ and consider the problem
u ≡ aijxDiju = f x almost everywhere in 
u ≡ ∂u/∂+ σxu = ϕx in the trace sense on ∂
(∗)
where  is a uniformly elliptic operator. The boundary operator  is
prescribed in terms of directional derivative with respect to a unit vec-
tor ﬁeld x = 1x     nx 	x	 = 1, deﬁned on ∂. The famous
Shapiro–Lopatinskii complementary condition asserts that the problem ∗
is well posed (regular, non-degenerate, non-singular) if and only if the scalar
product γx = x · νx is nowhere zero on ∂ νx is the unit exterior
normal to ∂. A remarkable exception of this rule is the two-dimensional
case,  ⊂ 2, when the problem ∗ is always regular one; see [21]. If
γx = 0 on E, i.e., if the ﬁeld x becomes tangential to the boundary
at the points of some non-empty set E, then ∗ is a degenerate (singular)
boundary value problem (see [4, 11, 18]). In fact, reducing ∗ to a pseudod-
ifferential equation on the boundary, one obtains an equation of principal
type which is no longer elliptic.
The interest to problems of type ∗ is prompted by their importance
in the theory of stochastic processes. Precisely, the second order elliptic
operator  describes analytically a strong Markov process with continu-
ous paths in the interior of  such as Brownian motion. Concerning the
ﬁrst order Ventcel boundary operator , the term ∂u/∂ corresponds to
reﬂection phenomena at the points where  is transversal to ∂ and to dif-
fusion along the boundary where  becomes tangential to ∂, while σxu
describes absorption of the process on the boundary.
It turns out that, in general, either a kernel or a co-kernel of inﬁnite
dimension occurs for ∗ (cf. [5, 11, 16, 17]). Moreover, the solvability and
regularity properties of ∗ depend strongly on the way the function γx
changes or no its sign on the trajectories of  through the points of the
tangency set E. The new effect here in contrast to the non-degenerate
problems is that the solution “loses derivatives” with respect to the data
of ∗ (recall that in the non-degenerate case the solution u of ∗ gains
two derivatives from f x and one derivative from ϕx). That loss of reg-
ularity has been precisely studied through deriving exact sub-elliptic esti-
mates (cf. 4 7–10 12 14 15) and its dependence on the order of contact
between x and ∂ was shown. (We refer the reader to the monograph
[18] for details.)
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Regarding the admissible regularity of the principle coefﬁcients aij of 
when studying tangential (degenerate) problems ∗, we should mention
the papers by Winzell [23, 24] where classical solvability in Ho¨lder spaces
is proved for ∗ if aij ’s are C1 α smooth functions near the set E and the
integral curves of  on E are of ﬁnite length. Further, these assumptions
on aij were weakened by Guan and Sawyer [9, 10] who studied solvability
of ∗ in Sobolev spaces W 2 p, assuming aij ∈ Cα, but under the condition
of ﬁnite order of contact between  and ∂. In other words, the set of
tangency E can be at most a submanifold of ∂ of co-dimension one. It
is proved in [9, 10] also that the ﬁnite order of contact is a necessary and
sufﬁcient condition ensuring the solution u of ∗ to have a full gain of two
derivatives from f x both in Ho¨lder or Sobolev functional scales.
The general goal of the present paper is to study the strong W 2 p
solvability of the tangential problem ∗, weakening both the assumptions
of Winzell on C1+α-regularity of the principal coefﬁcients of  and these of
Guan and Sawyer on the ﬁnite type of x. Concerning the behaviour of 
near the set of tangency E, we suppose that the function γx does not
change its sign on ∂; i.e., the ﬁeld x is of neutral type (see [4, 18]).
Assuming aij to be uniformly Lipschitz continuous in  and that the set E
contains no integral curves of  of inﬁnite length, we are able to derive
strong solvability result for ∗ in the Sobolev space W 2 p p > n/2,
for any f ∈ W 1 p and ϕ ∈ W 2−1/pp∂ (Theorem 1.1). Let us note
that these higher differentiability requirements of f and ϕ imply, through
Theorem 2.1, that the solution of ∗ must belong to W 3 p if ∗ would
be a non-degenerate oblique derivative problem. However, the possibility 
to be tangential to ∂ at the points of the set E always leads to a loss of
regularity (u ∈ W 2 p!) for the solution to degenerate problem.
The basic tool in proving the solvability result (Theorem 1.1) consists
of elliptic regularization of ∗. Namely, taking ε =  + εν ε > 0, and
considering the problem
uε = f x a.e. in 
εuε ≡ ∂uε/∂ε + σxuε = ϕx on ∂
(∗ε)
instead of ∗, it follows by the neutral type of  that ε · ν ≥ ε > 0; i.e., ∗ε
is a regular oblique derivative problem for each ε > 0. On the other hand,
aij ’s belong to the Sarason class [19] of functions with vanishing mean oscil-
lation (VMO, aij ∈ C0 1 ⊂ VMO). This way, the Lp-theory of regular
oblique derivative problems for elliptic operators with VMO coefﬁcients
[3, 13] is applicable to ∗ε. In particular, ∗ε admits a unique solution
uε ∈ W 2 p for each p ∈ 1∞ and each f ∈ Lp, ϕ ∈ W 1−1/pp∂.
However, bearing in mind the fact that f and ϕ own higher weak differen-
tiability, it turns out that uε ∈ W 3 p (Theorem 2.1). Therefore, assum-
ing ε to be extended suitably in , it follows that the directional derivative
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∂uε/∂ε belongs to W 2 p and it solves in a strong sense the Dirichlet
problem for the operator  . At this stage we should remember that aij ∈
VMO which assures the possibility of applying the Lp-theory developed by
Chiarenza et al. [2]. Thus, representing uεx for x near the set of tangency
E by the values of uε away from E and these of ∂uε/∂ε in the intermedi-
ate region, we are able to estimate the norm uεW 2 p independently of
ε. Therefore, the weak compactness of bounded sets in W 2 p allows us
to let ε→ 0 in ∗ε and to obtain the strong solvability of ∗.
The uniqueness of the strong solution to ∗ in the case p > n follows
easily by the Aleksandrov–Bakel’man–Pucci maximum principle (cf. [22,
Theorem 2.6.2]) since one has u ∈ W 2 p ⊂ W 2 n ∩ C1.
We should point out that the Sobolev imbedding theorem and Morrey’s
lemma imply that the solution of ∗ belongs to the Ho¨lder space
C0 2−n/p if n/2 < p < n and to C1 1−n/p if p > n. Therefore,
our result in fact improves that of Winzell [23, 24] since the aij ’s are
merely Lipschitz continuous. In the special case of ﬁnite type vector ﬁeld ,
the result of Theorem 1.1 is weaker than what was proved by Guan and
Sawyer [9, 10] since we impose higher differentiability requirements of
aij f x, and ϕx. The price of this, however, is justiﬁed by the general
statement of Theorem 1.1 which allows x to have an arbitrary, even inﬁ-
nite, order of contact with ∂ and therefore the tangency set E can be a
massive subset of ∂ of positive measure.
1. STATEMENT OF THE PROBLEM AND MAIN RESULTS
Let  ⊂ n n ≥ 3, be a bounded domain with C2 1-smooth boundary.
Denote by νx = ν1x     νnx the unit outward normal to ∂ at
x ∈ ∂, and let x = 1x     nx be a unit vector ﬁeld deﬁned
on ∂. Without loss of generality, we may decompose x into
x = τx + γxνx ∀ x ∈ ∂
Here γx is a real-valued function and τx is the projection of x on
the tangential to ∂ hyperplane at the point x ∈ ∂. Denote
E = x ∈ ∂  γx = 0
Obviously, E is the subset of ∂ where the vector ﬁeld x becomes tan-
gential to the boundary.
The general goal of this paper will be to study the unique strong solv-
ability of the degenerate oblique derivative problem:
u ≡ aijxDiju = f x a.e. in 
∂u/∂+ σxu = ϕx on ∂
(1.1)
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(Hereafter the usual summation convention on repeated indices is adopted
and Dij ≡ ∂2/∂xi∂xj .) More precisely, we will be interested in func-
tions ux belonging to the Sobolev space W 2 p with an appropriate
p ∈ 1∞, which satisfy the equation in (1.1) almost everywhere in  and
the boundary condition holds in the trace sense on ∂.
Let us point out that we are going to study the degenerate (singular)
problem (1.1); i.e., the set E is supposed to be non-empty. Clearly, this
means that x can be tangential to ∂ at the points of E and therefore the
Shapiro–Lopatinskii complementary condition fails therein, which causes
(1.1) to be a singular boundary value problem.
Concerning the data of (1.1), we impose the following assumptions:
• uniform ellipticity of the operator : there exists a constant λ > 0
such that
λ−1	ξ	2 ≤ aijxξiξj ≤ λ	ξ	2 for a.a. x ∈  and all ξ ∈ n (1.2)
• regularity of the data:
aijx ∈ W 1∞ ≡ C0 1 (1.3)
ix σx ∈ C1 1∂ σx > 0
γx = x · νx ≥ 0 ∀ x ∈ ∂
(1.4)
(here Ck 1 means the space of functions having continuous derivatives up to
order k and these derivatives are Lipschitz continuous). Since γx equals
to the scalar product x · νx, the simple geometrical meaning of the
assumption γx ≥ 0 is that the ﬁeld x is either tangential to ∂ or
is directed outwards  at each point x ∈ ∂. According to the physical
interpretation of the problem (1.1) in the theory of Brownian motion, that
means that  is of neutral type on ∂ (cf. [4, 20]).
We are in a position now to state our main result.
Theorem 1.1. Suppose (1.2), (1.3), (1.4) and let the integral curves of the
ﬁeld x on the set E (i.e., the trajectories of τx) be non-closed and of ﬁnite
lengths. Assume further that f ∈ W 1 p and ϕ belongs to the Besov space
W 2−1/pp∂ (cf. [1]) for some p > n/2.
Then there exists a solution u ∈ W 2 p of the degenerate problem (1.1)
and there is a constant c = cnp λ aijW 1∞  σ such that
uW 2 p ≤ c
(
1+ fW 1 p + ϕW 2−1/pp∂
)
 (1.5)
To prove uniqueness for the problem (1.1), the Aleksandrov–Bakel’man–
Pucci maximum principle should be used and this is due to the strong
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character of solutions to (1.1). That is why the solution of (1.1) must
belong to at least W 2 nloc  ∩ C1. On the other hand, a careful look
at the statement of Theorem 1.1 shows that u ∈ W 2 p with p > n if
f ∈ W 1 p and ϕ ∈ W 2−1/pp∂ with p > n. Therefore, a combination
of Theorem 1.1, Sobolev’s imbedding theorem, and the maximum principle
(see Proposition 2.3 below) imply the following uniqueness result:
Theorem 1.2. In addition to the assumptions of Theorem 1.1 suppose
p > n.
Then the solution u ∈ W 2 p of the problem (1.1) is unique one.
Remark 1.1. It will be seen in Section 3 below that the statements
of Theorems 1.1 and 1.2 remain true for any f ∈ Lp and ϕ ∈
W 1−1/pp∂ which are W 1 p- and W 2−1/pp-regular, respectively, only
near the set E, if aij ∈ VMO i σ ∈ C0 1∂ and the higher regu-
larity assumptions (1.3) and (1.4) hold in a small neighbourhood of the
tangency set E.
2. PRELIMINARY RESULTS
We start this section with a result on higher weak differentiability of
the strong solutions to the non-degenerate oblique derivative problem. It
turns out, however, that the regularity requirements on aij ’s imposed in
(1.3) are much too restrictive in regard to non-singular problems. So let
Lx = L1x     Lnx be a unit vector ﬁeld on ∂ which is strictly
transversal to ∂. Consider the regular oblique derivative problem
u ≡ aijxDiju = f x a.e. in 
∂u/∂L+ σxu = 0 on ∂
(2.1)
and suppose, instead of (1.3), the next lower regularity of the principal
coefﬁcients,
aijx ∈ W 1r with r ≥ n (2.2)
and also
Lix σx ∈ C1 1∂ σx > 0
Lx · νx = Lixνix ≥ β > 0 on ∂
(2.3)
Theorem 2.1. Assume (1.2), (2.2), and (2.3). Let u ∈ W 2 p be a
strong solution to (2.1) with f ∈ W 1 p where p ∈ 1∞.
Then, u ∈ W 3 q and
uW 3 q ≤ c
(uLp + fW 1 p) (2.4)
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for some constant c = cn r p λβ aijW 1 r, where
q = p if p < r
q is any number < r if p ≥ r
Remark 2.1. (1) Since W 1 r ⊂ W 1 n, the principal coefﬁcients
aij of the operator  belong to the Sarason class of functions with vanishing
mean oscillations VMO (see [2, 19]). This way, all the results from [2, 3],
concerning respectively Dirichlet and non-singular oblique derivative prob-
lems, are available in our considerations. In particular, [3, Theorem 1.1]
implies the following result: Suppose (1.2), (2.2), and (2.3) and let ux be
a strong solution to (2.1) with f ∈ Lp, p ∈ 1∞. Then u ∈ W 2 p.
(2) The statement of Theorem 2.1 can be extended to cover also the
case r < n, assuming aijx ∈ VMO ∩ W 1 r instead of (2.2). In fact,
proceeding in the same manner as below, one can derive a bound of the
type (2.4) with
q = npr
rn− pr + np if p < n and npr > rn− pr + np
q is any number < r if p ≥ n
Note that nprrn−pr+np = p if r = n.
Proof. We will prove Theorem 2.1 in the case r = n. If r > n, the result
follows in a similar manner as below.
Suppose ﬁrst p < n. Then, f ∈ Lnp/n−p according to the Sobolev
imbedding theorem and u ∈ W 2 np/n−p in view of Remark 2.1.
Moreover,
uW 2 np/n−p ≤ c
(uLp + fLnp/n−p) ≤ c(uLp + fW 1 p)
Fix ek to be the unit coordinate vector in the xk-direction and deﬁne
%hkux =
ux+ hek − ux
h
for h = 0 small enough.
Let x ∈ ′′′ and h < dist′ ∂′′. Taking into account
Dij%
h
kux = %hkDijux, we obtain




and since the right-hand side belongs to Lp′′ (note q = p!), it follows
from [2, Theorem 4.1]
%hkDijuLp′ ≤ c
(%hkuLp′′ + %hkfLp′′
+ %hkaijDiju· + hekLp′′
)
 (2.5)
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To estimate the norms above, we make use of [2, Theorem 4.2; 6,
Lemma 7.23]. Thus,
%hkuLp′′ + %hkfLp′′ ≤ cnp ∂
(DuLp + DfLp)
≤ c(uLp + fW 1 p)











≤ c′(uLp + fW 1 p)
where the constant c′ depends on aijW 1 n also.
Therefore, (2.5) reads
%hkDijuLp′ ≤ c
(uLp + fW 1 p) (2.6)
with c = cnp λ dist′ ∂′′ aijW 1 n aijL∞.
The last bound implies, by virtue of [6, Lemma 7.24], that the weak
derivatives Dijku exist and satisfy DijkuLp′ ≤ K. Since ek can be each
of the coordinate vectors, we derive
Dijku ≡ D3u ∈ Lp′ for any i j k = 1     n ′
To derive higher boundary regularity, we take an arbitrary point x0 ∈ ∂
and suppose that ∂ is ﬂat in a neighbourhood of x0. Supposing that 
is contained in xn > 0, we denote by B+r a semiball of radius r > 0 and
centered at x0. Fixing the integer k ≤ n− 1, and proceeding as above, we
obtain the next problem for %hkux h < r/2,
aijxDij%hkux
= %hkf x − %hkaijxDijux+ hek a.e. in B+2r(
∂%hkux
)
/∂Lx + σx%hkux (2.7)
= −(%hkLix)Diux+ hek
− (%hkσx)ux+ hek on B2r ∩ xn = 0
Thus, having in mind [3, Theorem 1.1], we conclude
%hkDijuLpB+r  ≤ c
(uLpB+2r + fW 1 pB+2r
+ %hkLiDiu· + hekW 1−1/ppB2r∩xn=0
+ %hkσu· + hekW 1−1/ppB2r∩xn=0
)

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Indeed, the norms uLp and fW 1 p come from the second-order equation
in (2.7) as before. To estimate the remaining two terms, we replace the
Besov norms on B2r ∩ xn = 0 by the corresponding Sobolev norms
(cf. [1]), assuming previously that Lix and σx are extended to
C1 1-functions near ∂. Thus,
%hkLiDiu· + hekW 1−1/ppB2r∩xn=0




%hkσu·+hekW 1−1/ppB2r∩xn=0 ≤cσW 2∞∂
(uLp+fLp)
Here we have used the fact that Li σ ∈ C1 1 ≡ W 2∞ as says the
Rademacher theorem.
Therefore,
%hkDijuLpB+r  ≤ c
(uLp + fW 1 p) k = n (2.8)
which yields Dijku ∈ LpB+r  for 1 ≤ i j ≤ n and 1 ≤ k ≤ n− 1.











and taking into account the fact that the right-hand side above belongs to
W 1 pB+r , we conclude Dnnnu ∈ LpB+r .
To handle with the case p ≥ n, we have only to note that f ∈ W 1 p
yields f ∈ Ls for each s < ∞, and the considerations repeat what was
already done.
Our next goal will be to derive local a priori estimates of special type for
the strong solutions to Dirichlet problem.
Theorem 2.2. Suppose (2.2) and (2.3) and let 1 ⊂ 2 be two subsets
of  such that dist1 ∂2\ ≥ θ > 0. Assume further that u ∈ W 2 p
with an arbitrary p ∈ 1∞.
Then
D2uLp1 ≤ c′
(uLp2 + uW 2−1/pp∂2∩∂)
+ c′′θ(uW 1 p2 + uW 1−1/pp∂2∩∂) (2.9)
where c′ depends on np λ, and the VMO-modulus of the coefﬁcients aij ,
and c′′ depends on θ in addition.
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Proof. Let ηx ∈ C∞ be a cutoff function such that η ≡ 1 in 1,
suppη ⊂ 2max 	Dαη	 ≤ cθ−	α	. We have
ηu = ηu+ 2aijxDiηxDjux + uxη ≡ Fx a.e. in 
and [2, Theorem 4.2] and the choice of ηx yield
D2uLp1 = D2ηuLp1 ≤ D2ηuLp
≤ c(FLp + ηuW 2−1/pp∂) (2.10)
Further,
FLp ≤ ηuLp2 + 2aijDiηDjuLp2 + uηLp2
≤ uLp2 + c1θ−1DuLp2 + c2θ−2uLp2
In a similar manner,
ηuW 2−1/pp∂ ≤ c3uW 2−1/pp∂2∩∂ + c4θuW 1−1/pp∂2∩∂
Thus, a combination of the last two inequalities with (2.10) gives (2.9).
Now we will derive some useful properties of the ﬁeld x which follow
by the assumption on ﬁnite length of each τ-trajectory on the tangency
set E. These results were stated by Winzell in [24] in the case of more
regular data of (1.1). For the sake of completeness, we propose here the
respective statements according to our assumptions (1.4).
Proposition 2.1. Assume (1.4) and let the integral curves of the ﬁeld x
on the set E (respectively, the curves of the ﬁeld τx) be non-closed and of
ﬁnite lengths. Then:
(A) There exists a ﬁnite upper bound κ0 > 0 for the arclengths of
-integral curves lying on the set E.
(B) There exist extensions Lx of x and ν¯x of νx on , and a
C2 1-smooth domain 0 such that:
(a) Lx ∈ C1 1.
(b) Set Lε = L+ εν¯ for ε ∈ 0 ε0 ε0 = const. Then the ﬁeld Lε
is strictly transversal to ∂0 with a positive and independent of ε lower bound
for the angle between Lε and ∂0.
(c) Each point of ∂ can be reached from ∂0 along an Lε-
trajectory of length at most κ′ > κ0 and κ′ is independent of ε.
(d) Deﬁne the sets εt = 0 ∪ esLεx ∈   x ∈ 0 0 ≤ s ≤ t,
ε0 ≡ 0. Then εt t≥0 is a non-decreasing family for each ε. Moreover, for
each δ > 0 there is a θ = θδ > 0, not depending on ε and t, such that
distεt \εt+δ ≥ θ whenever \εt+δ = .
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(e) The ﬁeld Lε is strictly transversal to ∂εt \∂ uniformly in ε
and t.
Proof. We refer the reader to the proofs of [18, Proposition 3.2.4; 24,
Proposition 3.1] as they concern the assertion (A).
To construct the extensions Lx and ν¯x, we set dx = distx ∂ for
any x belonging to a sufﬁciently small neighbourhood ′ of ∂. Then, to
each x ∈ ′ there corresponds a closest point yx ∈ ∂. We set 0 = x ∈
  dx ≥ d0 with a d0 > 0 chosen so small to ensure \0 ⊂ ′. Then,
dx yx ∈ C1 1\0 (see [6]), and we set
ν¯x = νyx Lx = yx + dxν¯yx for each x ∈ \0
Further, employing a suitable cutoff function with a support near ∂, we
may suppose that Lx and ν¯x are extended to the whole .
The remaining part of the proof of Proposition 2.1 repeats the respective
arguments in [18, Proposition 3.2.4; 24, Proposition 3.1].
The next results provides a Gronwall-type inequality and its proof can be
found in [24] (see Proposition 4.1 therein).
Proposition 2.2. Let ζ 0∞ → 0∞ be a continuous and bounded
function. Suppose there exist positive constants δA, and C such that
ζt ≤ A+ C
∫ t
0





















For the reader convenience, let us recall the Aleksandrov–Bakel’man–
Pucci maximum principle as stated and proved in [22, Theorem 2.6.2].
Proposition 2.3. Let u ∈ W 2 nloc ∩C1 satisfy aijxDiju+ bixDiu+
cxu ≥ −f x for almost all x ∈  ∂u/∂x + σxu ≤ ϕx on ∂.
Suppose further that the matrix aij is positively deﬁned, cx ≤ 0 a.e. in








with a constant C = Cn diam sup∂ σ−1 b/detaij1/nLn.
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3. PROOF OF THEOREM 1.1
Theorem 1.1 will be proved by the method of elliptic regularization
perturbing the boundary condition by εν ε > 0, in order to obtain
a regular oblique derivative problem. For the sake of simplicity we will
consider only the case of homogeneous boundary condition. The non-
homogeneous problem (1.1) is to be treated in a similar manner as below.
Further, the letters Ci i = 1 2    stand for constants depending on
n r p λ κ′ κ0 d0 ε0 x σx, and aijW 1∞, but not on ε.
Thus, take an arbitrary ε ∈ 0 ε0 and let Lεx = Lx + εν¯x be the
vector ﬁeld constructed in Proposition 2.1. Consider the oblique derivative
problem
uε = f x a.e. in 
∂uε/∂Lε + σxuε = 0 on ∂
(3.1)
We have Lεx · νx = Lx · νx+ ε ≥ ε > 0 for each x ∈ ∂. Therefore,
(3.1) is a regular oblique derivative problem and the Lp-theory from [3] is
applicable to it (see Remark 2.1). In other words, there exists a unique
solution uε ∈ W 2 p of (3.1) for each ε ∈ 0 ε0. Moreover, applying
Theorem 2.1, we have uε ∈ W 3 p. In general, Theorem 2.1 provides
also a bound for the W 3 p-norm of uε, but that bound depends on ε.
Our strategy will be to derive an estimate for the W 2 p-norm of uε with
a constant, independent of ε.
To do this, we start with an estimate for uεL∞. Let us note that
Theorem 2.1 and p > n/2 show that uε ∈ W 2 s for some s > n. There-
fore, uε ∈ W 2 n ∩ C1 and the maximum principle (Proposition 2.3)
yields
uεL∞ ≤ C1fLn ≤ C2fW 1 p (3.2)
Now, if 0 is the domain from Proposition 2.1, we have
uεW 3 p0 ≤ C3
(
1+ fW 1 p
)
(3.3)
as consequence of the proof of Theorem 2.1 (see (2.6)) and (3.2). It is
important to note that the constant C3 in (3.3) is independent of ε because
of the interior character of (3.3).
To estimate the W 2 p-norm of uε in a neighbourhood of ∂, we will
use Proposition 2.1. Namely, being in its framework, let x ∈ \0 be an
arbitrary point. Denote by ψεt x the parameterization of the Lε-integral
curve passing through x. It is obvious that ψεt x owns the regularity
of Lε with respect to x; i.e., ψεt · ∈ C1 1\0. Further, for almost all
x ∈ \0 and for each t ∈ 0 κ′, we have





◦ ψεs − t xds (3.4)
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The last formula will play a key role in our later investigations. It allows
us to describe the values of uε in \0 by the corresponding values of uε
in 0 and these of ∂uε/∂Lε in the intermediate region.
Denote by 8 a sufﬁciently narrow neighbourhood of \0 contained
in , and let t ∈ 0 κ′ be an arbitrary number. Since for a.a. x ∈ εt ∩ 8
we have ψε−t x ∈ 0 and ψεs − t x ∈ εs ∩ 8 as s ∈ 0 t, direct
calculations based on the formula (3.4) and the Fubini theorem give












We should note that the weak derivatives D2∂uε/∂Lε exist in  and
belong to Lp as Theorem 2.1 shows. Moreover, the directional
derivative ∂uε/∂Lε is a strong solution to the Dirichlet problem
∂uε/∂Lε = ∂f/∂Lε − ∂aij/∂LεDijuε + 2aijxDkiuεDjLεk
+ aijxDkuεDijLεk ∈ Lp a.e. in 
∂uε/∂Lε = −σxuεx on ∂
(3.6)
Now, take an arbitrary s ∈ 0 κ′. In view of Proposition 2.1, for each
δ > 0 there exists a θ = θδ > 0 such that distεs \εs+δ ≥ θ whenever
\εs+δ = . Let
2 =
{
 ≡ εs+δ if \s+δ = 
x ∈   distxεs  < θ/2 otherwise.
We apply [2, Theorem 4.1] to the Dirichlet problem (3.6) if \s+δ = 


















where C5 and C6 are independent of ε and C5 does not depend on δ. Now,
making use of (1.3) and Lε ∈ C1 1 ≡ W 2∞, the terms on the right-hand
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(D2uεpLpεs+δ∩8 + uεpW 1 p)
Further on, having in mind the Gagliardo–Nirenberg interpolation
inequality [6, Theorem 7.28] and (3.6), we deduce
















where µ > 0 is a small constant to be chosen later. Similarly,
∂uε/∂LεpW 1−1/pp∂2∩∂ = σuε
p










uεpW 1 p ≤ C19
(





To express the norm ∂uε/∂LεW 2 p in terms of uεW 2 p, we use
once again the fact that ∂uε/∂Lε solves the Dirichlet problem (3.6). Thus,
[2, Theorem 4.1] implies
∂uε/∂LεpW 2 p ≤ C21
(fp
W 1 p + uε
p
Lp + uεpW 2 p
)










and C22 is independent of ε δ, and µ.




D2uεpLpεt ∩8 for t ∈ 0 κ
′,
D2uεpLp∩8 for t > κ′,




ζs + δds + C26θ
(
1+ fp





































as a consequence of (3.2).
To complete the proof of Theorem 1.1, we note that the weak compact-
ness of bounded sets in W 2 p implies existence of a subsequence of
uε, converging weakly to a function u ∈ W 2 p as ε→ 0 (see the cor-
responding arguments in the proof of [3, Theorem 2.1]). By virtue of the
deﬁnition of the ﬁeld Lε, the function u ∈ W 2p will be a strong solution
to the degenerate problem (1.1). The estimate (1.5) follows from (3.10).
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