It is well understood that an open-loop Lyapunov stable nonaffine-in-control nonlinear system can be asymptotically stabilized through feedback. But stabilizing an open-loop unstable nonaffine system remains an open research question. This paper derives the necessary conditions required to render a general open-loop unstable nonlinear system passive through static feedback. It is shown that this is possible only if the system under consideration has relative degree one and is weakly minimum phase through an appropriate output definition. Unlike feedback passivation for affine-incontrol nonlinear systems this result is not sufficient. The developments and the essential ideas of the paper are verified for a continuously stirred tank reactor.
Introduction.
This paper revisits the problem of stabilizing systems of the following form:
(1.1) Σ :ẋ = f (x, u) where x ∈ R n is the state, u ∈ R m is the control input and f : R n × R m → R n is sufficiently smooth. Throughout the paper it is assumed that a control Lyapunov function for (1.1) exists which sufficiently ensures that the dynamical model given in Σ is asymptotically controllable [1] . Balakrishnan [2] proved that any such controllable nonlinear system could be transformed into the following affine form (1.2)ẋ = f (x, u) ≡ f 1 (x) + f 2 (x)u, which inspired many of the of nonlinear control techniques that we know today such as feedback linearization, gain-scheduling, sliding-mode control, backstepping and more recently forwarding. However, it is difficult to find a change of coordinates that leads to the * This work was supported in part by the U. (1.2) . Moreover if such a transformation exists, the resultant set of coordinates may be abstract mathematical quantities and/or lead to discontinuous vector fields that are not desirable from a control standpoint.
Artstein [3] proved that a stabilizable control for continuous time-invariant nonaffine systems of the form (1.1) exists if and only if the Lyapunov function V (x) satisfies
The intuitive idea behind (1.3) is that there exists some sort of 'energy' measure of the states that diminishes along suitably chosen paths and the control input must be chosen to force the system to approach a minimal-energy configuration. This condition is a special case of the Hamilton-Jacobi-Bellman equation [4] [Ch.6, Sec.6.3] with time-invariant objective function. It is well-known that this partial differential equation may not always have a solution. Moreover, if a solution exists it may not be unique. This was discussed in Artstein's work and he suggested that nonaffine systems in general cannot be stabilized with continuous feedback. Motivated by Artstein's conclusions, Jayawardhana [5] used pulse-width modulated control signals to stabilize non-interacting mechanical systems.
The fact that discontinuous control cannot be employed for most physical systems has motivated several researchers to explore other feedback solution methods for nonaffine systems. Moulay [6] augmented convexity requirement on the argument of (1.3) to provide sufficiency conditions for the existence of stabilizing continuous controls and developed constructive control laws for a class of single-input second and third order polynomial systems. Lin [7] , [8] explored passivity-based methods for smooth open-loop Lyapunov stable nonaffine systems. The central idea of the passivity-based approach is to take advantage of the smoothness of the nonlinear vector field and represent it as a linear combination of affine and nonaffine parts. Upon doing so the controller is designed by assuming that the affine part dominates the closed-loop system stability, and the higherorder terms are always upper-bounded for all admissible states and control inputs.
The control design methods discussed so far pro-vide constructive forms for the control variable. But in order to consider higher-order unstable systems several approximation and numerical methods have been explored. The intuitive idea has been to indirectly stabilize the system by varying the control derivative. In order to do so the nonaffine problem given in (1.1) is augmented with the control input dynamics such that the resulting dynamicsẋ
become affine in the input vector ν. The time-constant τ is appropriately chosen such that the control input dynamics evolve faster than the dynamical system under consideration. Hovakimyan [9] designed the new input vector using dynamic inversion motivated by the observation that for a single-state single-input system the following input vector
globally asymptotically stabilizes the system. But (1.5) assumes non-singular control influence which is quite restrictive and not satisfied in general. Similar assumptions were also made in [10] , [11] and [12] . Motivated by Sontag's universal formula for affine systems [13] one is lead to the natural question: Assuming that a control Lyapunov function exists for the dynamic system given in (1.1). Can a constructive control law design procedure be formulated to asymptotically stabilize an unstable nonaffine system? In [14] the authors pursued this research problem and presented a control design procedure based on feedback passivation introduced in [15] for control-affine systems. The general concept was to use state-feedback to render the system passive and then employ well-established results for stabilizing passive systems. Reference [14] developed sufficiency conditions for passivity and presented a novel method for construction of control laws without making any assumptions about the nature of the control influence. In this paper, the important conditions under which the dynamical model given in (1.1) can be rendered passive through state-feedback are derived.
The paper is organized as follows. Section 2 presents the necessary mathematical preliminaries and conditions under which (1.1) can be rendered passive are derived in Section 3. A continuously stirred tank reactor example is studied in Section 4 and conclusions are presented in Section 5.
Preliminaries
Consider the following nonlinear dynamical system:
with state-space X = R n , set of input values U = R m and set of output values Y = R m . The set U of admissible inputs consists of all U -valued piecewise continuous functions defined on R. The functions f (.) and h(.) are continuously differentiable maps defined on the open subset O ⊂ R n . It is assumed that these vector fields are smooth mappings with at least one equilibrium. Without loss of generality, the origin is chosen as the equilibrium of Σ 1 , that is f (0, 0) = 0 and h(0, 0) = 0. Definition 2.1. A system Σ 1 is said to be passive if there exists a storage function V (x) that satisfies V (0) = 0 and for any u ∈ U, ∀t ≥ 0 and initial
If the storage function is C r times continuously differentiable with r ≥ 1 then differentiating both sides of (2.7) givesV
Definition 2.1 is the mathematical analog of stating that the amount of energy stored in a passive system is less than or equal to the energy being input. The next definition gives the necessary conditions for an input/output nonlinear system Σ 1 to be passive. For convenience, define the following vector fields
In the above definitions f 0 (x) represents the open-loop dynamics of the dynamical system Σ 1 while h 0 (x) is the output of Σ 1 at zero-input. Using these introduced notations and the fact that the vector fields in Σ 1 are smooth, the nonlinear dynamical system is equivalently represented asẋ
where the following identities have been used:
Hence the vector fields g(x, u) and j(x, u) capture the effect of the control input on the motion of the dynamical system states and the output. Recall, for controlaffine systems these vector fields are independent of the control input vector. Using smoothness of the vector g(x, u), (2.10a) can be further decomposed aṡ
The vector field g 0 i (x) defines the influence of input u i on the system about the origin and is collected for all inputs under the vector g 0 (x).
For convenience let V : R n → R be a C r (r ≥ 1) storage function and the expression
represent the Lie derivative of the functional V along the vector field f 0 (x). Definition 2.2.
[7].
Let
Necessary conditions for Σ 1 to be passive with a C 2 storage function V are
where f i (x, u) is the ith component of the vector function f (x, u).
If the storage function was positive-definite property (i) would be analogous to Lyapunov's conditionV ≤ 0 for bounded stability. The other conditions in Definition 2.2 follow directly from Definition 2.1 by noticing that the difference ∂V ∂x f (x, u) − h T (x, u)u attains its maximum at u = 0 on the set Ω 1 .
Feedback
Equivalence to a Passive System/Feedback Passivation In this section the conditions under which the following system (3.17)
is feedback equivalent to a passive system with positive definite storage function V (x) are derived. These conditions are developed to exploit the following interesting stabilizing property of passive systems. Assume that Σ 2 is passive and zero-state observable. This means that if the output h(x) = 0 is zero, then the state is identically zero. With this property the following theorem states that a passive system is globally stabilized purely by output feedback. The control in Theorem 3.1 has been formulated to ensure the passivity condition in Definition 2.1 holds globally. Then the zero-state observable property helps conclude that the origin is the largest invariant set and hence the global equilibrium of the closed-loop system. In order to use this powerful result for control design, conditions under which systems can be made passive need to be studied. The first result toward this end, studies the relative degree of a passive system. Relative degree of a system is the number of times the output must be differentiated for the input to appear explicitly. The following definition expresses this condition using Lie derivatives.
Definition 3.1. The system Σ 2 is said to have a relative degree (r 1 , r 2 , . . . , r m ) at a point (x 0 , u 0 ) if:
x in the neighbourhood of x 0 and all u in the neighbourhood of u 0 and all k < r i ,
Note the relative degree of a nonlinear system is a local concept defined about the point (x 0 , u 0 ) and also depends on the domain of control. This dependence is a result of the non-affinity of the system. Next a lemma is derived that will help determine the relative degree of Σ 2 .
Lemma 3.1. The origin belongs to the set Ω 1 given in Definition 2.2.
This indicates that the system is stable in the Lyapunov sense. By Lasalle's theorem [17] it is known that the state of this open-loop system will enter the set {x ∈ R n : L f0 V (x) = 0}. This is exactly the set Ω 1 in Definition 2.2. This result also can be shown by Barbalat's lemma [18] .
Further, the set Ω 1 contains the invariant sets of the system. Since origin is the fixed-point of the system Σ 1 , it is concluded that it belongs to the set Ω 1 . This completes the proof.
The next theorem analyzes the relative degree of the passive system Σ 2 . Proof. The relative degree of Σ 2 is one if
is m × m and non-singular. Hence conditions for which (3.18) holds true need to be determined. This is carried out in the following two steps. First, since Σ 2 is passive it satisfies the necessary conditions given in Definition 2.2. Further, property (ii) in Definition 2.2 is defined only for set Ω 1 . From Lemma 3.1 it is known that origin belongs to the set Ω 1 and hence
is satisfied at x = 0. Differentiating and using the fact that
The rest of the proof proceeds similar to Proposition 2.44 given in [19] . The Hessian
is symmetric positive definite by properties of the storage function and can be factored as R T R with some matrix R. Then,
is assumed to be full rank, Rg 0 (0) has full rank. Hence it is concluded that ∂h ∂x g 0 (0) is m × m and full rank. This completes the proof.
Remark 3.1. For an affine system, the conditions of Definition 2.2 are satisfied for all control inputs. Since the relative degree for an affine system does not depend on input, Theorem 3.2 consequently reduces to Proposition 2.44 [19] .
The next result examines the nature of the zero dynamics of Σ 2 . Theorem 3.3. Suppose Σ 2 is passive with a C 2 storage function V which is positive definite. If g 0 (0) and ∂h ∂x (0) have full rank, then zero dynamics of Σ 2 locally exist about (x = 0, u = 0) and is weakly minimum phase.
Proof. From Theorem 3.2, Σ 2 has a well-defined relative degree and local zero dynamics exist. Let the set Ω 2 = {x ∈ R n : h(x) = 0} define the points on the zerooutput manifold. By definition of Σ 2 this set contains the origin. By Lemma 3.1 origin is also contained in the set Ω 1 . Thus, in order to study the local nature of the zero dynamics about the origin, only those state trajectories that fall in the intersection set Ω 2 Ω 1 need to be considered. On these set of points properties (i) through (ii) of Definition 2.2 hold. Hence,
By Definition 2.1, for passive systemsV ≤ y T u. Furthermore, this condition becomesV ≤ 0 on the set Ω 2 Ω 1 . This inference along with condition (3.22) implies that the origin is Lyapunov stable and hence zero dynamics is weakly minimum phase. This completes the proof. Theorems 3.2 and 3.3 together give the necessary conditions for feedback equivalence to a passive system. This result is summarized by the following theorem. Proof. From Theorem 3.2 and Theorem 3.3 it is known that the resulting system will have relative degree (1, 1, . . .) with weakly minimum phase zero dynamics. Further, it is well understood that relative degree and zero dynamics are invariant under static feedback [20] [ Lemma 2.4] . Hence the conditions in the proof follow.
Theorem 3.4 extends the powerful feedback equivalence approach to general nonlinear systems. It provides necessary conditions for a system to be made passive by feedback under mild restrictions. The equivalent theorem for affine systems derived in [15] shows that Theorem 3.4 is also sufficient for feedback passivity. But the topological and nonlinear nature of nonaffine systems hinders this result to be sufficient.
Application to Continuously Stirred Tank Reactor
The purpose of this section is to show how conditions given by Theorem 3.4 can be applied to test whether or not a system can be rendered passive through staticfeedback. The nonaffine system under consideration is a constant volume reactor and the objective is to stabilize the system about its equilibrium by adjusting the coolant flow rate. The system [21] is represented aṡ
and where 0 < x 1 < 1 is the concentration of the tank in mol/l, x 2 > 350 is the temperature of the tank in • K and u ≥ 0 is the coolant flow rate in mol/min. The system parameters [21] are given in Table 1 . The control influence in (4.23) is nonlinear in the control and not monotonic in any variable. This trend is presented in Fig. 1 . Owing to this nonlinear behaviour previous studies have used neural-network based control designs to stabilize the concentration of the reactor [21] , [22] .
Test for Feedback Passivation
The first step is to cast the system into form of Σ 2 . However, The algebraic equation given in (4.25) has a unique root x 2 * = 549.01257025
• K. Using (4.24) the unique root for concentration is x 1 * = 0.001128849277mol/l. Define the states e 1 = x 1 − x 1 * and e 2 = x 2 − x 2 * to shift the equilibrium to origin. Routine calculation gives the following system: From Table 1 and properties of exponential function, it can be concluded that the internal dynamics given in (4.31) are exponentially stable and the continuously stirred tank reactor given in (4.23) can be rendered passive through feedback.
Conclusions
In this paper necessary conditions for analytical construction of control for unstable nonaffine systems were derived. This work extended the applicability of the well-established feedback passivation control law design procedures to unstable nonaffine systems. Furthermore, the results presented do not require the control influence to be non-singular throughout the domain of interest. These conditions along with results given in [8] can be employed for asymptotic stabilization of a general nonaffine system with static compensation unlike some of the switching schemes [23] that require immense off-line processing.
