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Abstract
Sample surveys are widely used to obtain information about totals, means, medians, and other pa-
rameters of finite populations. In many applications, similar information is desired for subpopulations
such as individuals in specific geographic areas and socio-demographic groups. When the surveys are
conducted at national or similarly high levels, a probability sampling can result in just a few sampling
units from many unplanned subpopulations at the design stage. Cost considerations may also lead
to low sample sizes from individual small areas. Estimating the parameters of these subpopulations
with satisfactory precision and evaluating their accuracy are serious challenges for statisticians. To
overcome the difficulties, statisticians resort to pooling information across the small areas via suit-
able model assumptions, administrative archives, and census data. In this paper, we develop an array
of small area quantile estimators. The novelty is the introduction of a semiparametric density ratio
model for the error distribution in the unit-level nested error regression model. In contrast, the existing
methods are usually most effective when the response values are jointly normal. We also propose a
resampling procedure for estimating the mean square errors of these estimators. Simulation results in-
dicate that the new methods have superior performance when the population distributions are skewed
and remain competitive otherwise.
1 Introduction
Sample surveys are widely used to obtain information about the totals, means, medians, and other pa-
rameters of finite populations. In many applications, the same information is desired for subpopulations
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such as individuals in specific geographic areas or in socio-demographic groups. The estimation of fi-
nite subpopulation parameters is referred to as the small area estimation problem (Rao 2003). While the
geographic areas may not be small, there may be a shortage of direct information from individual areas.
Often, the surveys are conducted at national or similarly high levels. The random nature of probabil-
ity sampling can result in just a few sampling units from many unplanned subpopulations that are not
considered at the design stage. Cost considerations can also lead to low sample sizes. Estimating the
parameters of these subpopulations with satisfactory precision and evaluating their accuracy are serious
challenges for statisticians.
Because of the scarcity of direct information from small areas, reliable estimates are possible only if
indirect information from other areas is available and effectively utilized. This leads to a common thread
of “borrowing strength.” Statisticians also seek auxiliary information from sources such as administrative
archives and census data on subpopulations to obtain indirect estimates for the subpopulation parameter.
These estimates may then be combined “optimally.”
The small area estimation problem has been intensively studied for many years. Early publications
covering foundational work include Fay and Herriot (1979), Battese, Harter, and Fuller (1988), Prasad
and Rao (1990), and Lahiri and Rao (1995). Successful applications can be found in Schaible (1993),
Tzavidis et al. (2008), and Kriegler and Berk (2010). Elbers, Lanjouw, and Lanjouw (2003) use a unit-
level model that combines census and survey data. The method has been employed by many to reveal
the spatial distribution of poverty and income inequality (Haslett and Jones 2005; Neri, Ballini, and Betti
2005; Ballini, Betti, Carrette, and Neri 2006; Tarozzi and Deaton 2009). There are many papers contain-
ing novel developments in theory and methodology; see You and Rao (2002), Jiang and Lahiri (2006),
Pfeffermann and Sverchkov (2007), Ghosh, Maiti, and Roy (2008), Jiang, Nguyen, and Rao (2010),
Chaudhuri and Ghosh (2011), Marchetti, Tzavidis, and Pratesi (2012), Jiongo, Haziza, and Duchesne
(2013), and Verret, Rao, and Hiridoglou (2015). We recommend Pfeffermann (2002, 2013), Rao (2003),
and Rao and Molina (2015) as additional references.
In this paper, we develop an array of new small area quantile estimators. The existing methods such
as that proposed by Molina and Rao (2010) utilize optimal prediction via the conditional expectation.
This computation is most convenient when the response values are jointly normal. There are many ways
to extend the approach to non-normal data, e.g., transforming the response to improve the fitness of
the normal model or employing a skewed normal distribution to compute the optimal predictions. The
novelty in our development is the introduction of a semiparametric density ratio model for the error
distribution in the unit-level nested error regression model. We avoid restrictive parametric assumptions
while “borrowing strength” between small areas. We also propose a resampling procedure to estimate
the mean square errors of these estimators. Our simulation results indicate that the new methods have
superior performance when the population distributions are skewed and remain competitive otherwise.
The paper is organized as follows. In Section 2, we review closely related developments. In Section
2
3, we introduce the new methods. In Section 4, we develop a resampling method for the estimation of
the mean square errors. In Section 5, we give some theoretical results, leaving the technical proofs to the
Appendix. In Section 6, we use simulation to reveal the properties of the new methods and compare them
with existing methods using artificial data sets and a real data set. We end the paper with a summary and
discussion.
2 Literature review
Let tpxk j, yk jq : k “ 0, . . . ,m; j “ 1, . . . , nku be a random sample from a finite population withm`1 small
areas where the kth area contains Nk sampling units. We use sk to denote the set of observed sampling
units in small area k. We refer to xk j as an auxiliary variable. In some applications, all the xk j values in the
population are available from a census or register. In other applications, these values are known only for
j P sk. Of course, the yk j are known only for j P sk. Estimation in both situations will be discussed. We
also assume that the finite population and the observed sampling units can both be regarded as samples
from a common probability model, i.e., the sampling plan is uninformative. The informative situation
needs more careful treatment (Guadarrama, Molina, and Rao 2016).
We are interested in predicting finite-population parameter values under some model assumptions.
Most finite-population parameters of interest have the following algebraic form:
Hk “ N´1k
Nkÿ
j“1
hpyk jq (1)
for some known function hp¨q. When h is chosen as hpyq “ y, Hk is the small area mean. When
hpyq “ 1py ď tq for some real value t, where 1p¨q is an indicator function, Hk is the small area cumulative
distribution function Fkptq at t. The small area quantile function is the inverse of Fkptq. We refer to Molina
and Rao (2010) for additional examples.
Under a probability model on the finite population, the minimum variance unbiased prediction (when
feasible) of Hk is given by
EpHk|sampled informationq “ N´1k
Nkÿ
j“1
Ethpyk jq|sampled informationu.
If the resulting conditional expectation contains unknown model parameters, the prediction will be con-
structed with the unknown parameters replaced by suitable estimates. This leads to the empirical best
predictor(s) (EBP) of Molina and Rao (2010):
Hˆk “ N´1k
 ÿ
j<sk
hˆk j `
ÿ
jPsk
hpyk jq
(
(2)
where hˆk j is the predicted value of hpyk jq.
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In applications, it can be difficult to identify sk from the finite population. Hence, we may use its
census version
Hˆck “ N´1k
Nkÿ
j“1
hˆk j. (3)
The EBP works well, but establishing its optimality can be a challenging task.
Once a concrete model is given, the abstract EBP becomes a practical solution. On the model front,
the nested-error (unit level) regression model (NER) of Battese, Harter, and Fuller (1988) is widely
adopted. Under this model,
yk j “ xτk jβ` νk ` εk j, (4)
where νk denotes an area-specific random effect and εk j is random error. The homogeneous NER model
assumptions include νk „ Np0, σ2vq, εk j „ Np0, σ2eq, and they are independent of each other and the
auxiliary variable xk j. Relaxing the homogeneity to a more flexible variance structure leads to the hetero-
geneous NER (HNER) of Jiang and Nguyen (2012). Relaxing the normality of the error distribution to a
skewed normal distribution is discussed by Diallo and Rao (2016). Recent extensions include replacing
xτ
k j
β with a spline (Opsomer et al. 2008; Ranalli, Breidt, and Opsomer 2016). One may also transform
yk j to make the normality assumption more appropriate (Molina and Rao 2010).
Under NER or HNER models, the regression coefficient β is common across the small areas. Samples
from all the areas contain its information. When the overall sample size n “ řmk“0 nk is large, a high
precision estimator βˆ is possible. Given the population means X¯k, we get an indirect estimator
ˆ¯Yk “ X¯τkβˆ.
It may be optimally combined with the regression estimator y¯k ` pX¯k ´ x¯kqβˆ in obvious notation to get
the so-called BLUP of small area mean Y¯k. The linear combination coefficient depends on whether the
NER or HNER model is assumed (Jiang and Lahiri 2006; Jiang and Nguyen 2012).
Another general approach is via calibration or generalized regression (Estevao and Sa´rndal 2006;
Pfeffermann 2013). Suppose hˆk j predicting hpyk jq is available for all the units in the finite population. A
calibration predictor of Hk is given by
Hˆk “ N´1k
Nkÿ
j“1
hˆk j ` N´1k
ÿ
jPsk
wk jthpyk jq ´ hˆk ju (5)
where the wk j are design weights to reduce the risk of bias caused by informative sampling plans, and sk
denotes the sample of units selected from area k. Under a simple random sample without replacement
plan or if the sampling plan is non-informative, we may use wk j “ Nk{nk. Specifically, under linear
models such as NER, hˆk j is generally chosen to be x
τ
k j
βˆ leading to the generalized regression estimator
(GREG); see Pfeffermann (2013). In this case, the calibration estimator improves the efficiency of sample
mean y¯k by calibrating the difference between x¯k and X¯k. In nonlinear situations, this approach needs
census information on x and calibrates only the difference between two averages: N´1
k
řNk
j“1 hˆk j and
N´1
k
ř
jPsk
wk jhˆk j. Hence, it is not a good choice for the estimation of quantiles.
4
Another choice of hˆk j is via the M-quantile (Breckling and Chambers 1988). A regression quantile
relates the response variable Y and some covariate x through the equation
PpY ď xτβq|X “ xq “ q
for each q P p0, 1q and a q-dependent βq; see Koenker and Bassett (1978). Let ρqptq “ q1pt ă 0q ` p1´
qq1pt ą 0q. Then βq is also a solution to
minEtρqpY ´ Xτβq|Xu.
By this statement, we have implicitly assumed that the solution to the above equation in β does not
depend on the value of X. When the model is valid, xτβq is the qth quantile of the conditional distribution
of Y given X “ x. Clearly, Xτβq is a robust description of the conditional distribution of Y . Breckling
and Chambers (1988) propose the use of a generic ρqp¨q function (say ψ) and call the resulting Xτβq the
M-quantile.
In the context of small area estimation, let βˆpqq “ βˆq be the fitted M-quantile given q P p0, 1q. Note
that it depends on q. For each unit k, j in the sample, one may find a q value such that
yk j “ xτk jβˆpqq.
An approximation may be used when an exact solution does not exist. Denote the solution as qk j. Cham-
bers and Tzavidis (2006) suggest that the average qk¨ “ n´1k
řnk
j“1 qk j reflects the general quantile in-
formation of area k. This leads to yˆk j “ xτk jβˆpqk¨q, the predicted area-specific cumulative distribution
function
Fˆkptq “ N´1k
“ÿ
jPsk
1pyk j ď tq `
ÿ
j<sk
1txτk jβˆpqk¨q ď tu
‰
,
and the resulting quantile predictions.
As pointed out by Tzavidis and Chambers (2005) and Tzavidis et al. (2008), from Fkptq to Fˆkptq
the difference between 1pxτ
k j
β ` ǫk j ď tq and 1pxτk jβ ď tq is ignored, which leads to a nondiminishing
error even when nk Ñ 8. To overcome this pitfall, a new estimator/predictor following the approach of
Chambers and Dunstan (1986) is proposed. Let ǫˆk j “ yk j´ yˆk j be the M-quantile residuals for j P sk over
k “ 0, 1, . . . ,m, where yˆk j “ xτk jβˆpqk¨q. For each small area, construct an empirical distribution
Gˆkptq “ n´1k
ÿ
jPsk
1pǫˆk j ď tq.
The revised estimate of Fk (Tzavidis et al. 2008) can be written
Fˆ
mq
k
ptq “ N´1
k
 ÿ
jPsk
1pyk j ď tq `
ÿ
j<sk
Gˆkpt ´ yˆk jq
(
. (6)
Note that we have written this estimator in the form of the EBP of Molina and Rao (2010). The approach
may also be made outlier-robust (Chambers et al., 2011).
This paper provides a new approach to the prediction of small area quantiles.
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3 The proposed approach
We assume the basic NER model structure (4) but allow a generic Gk for the distribution of ε, the expec-
tation of which is zero. Hence,
Et1pyk j ď yq|νk, xk ju “ Gkpy´ νk ´ xτk jβq.
Based on a random sample sk and when feasible, we predict Fkpyq by
F˜kpyq “ n´1k
ÿ
jPsk
Gkpy´ νk ´ xτk jβ´ δkq, (7)
with δk chosen to permit the shrinkage effect via random effect considerations.
When census information on x is available, we follow the principle of EBP (Molina and Rao 2010)
to predict Fkpyq by
F˜eb1k pyq “ N´1k
 ÿ
j<sk
Gkpy´ νk ´ xτk jβq `
ÿ
jPsk
1pyk j ď yq
(
.
If the identification of sk is difficult, then the following predictor is just as effective:
F˜eb2k pyq “ N´1k
Nkÿ
j“1
Gkpy´ νk ´ xτk jβq.
Since νk, β, and Gk are not known in applications in general, it is common practice to replace them in
the above expressions by their predictions/estimates. This leads to a variety of predictors. Let Fˆkpyq be a
generic predictor of the small area distribution. The corresponding small area quantiles predictor will be
defined as
ξˆk “ ξˆk,α “ infty : Fˆkpyq ě αu (8)
for any α P p0, 1q. The remaining tasks are to choose δk, estimate Gk, and predict the other quantities.
3.1 Estimation under the NER model
Under NER, we can estimate the unknown parameters via the maximum likelihood. Let σ˜2, σ˜2v , and β˜ be
the MLEs. An established small area mean estimate is the empirical BLUP (EBLUP) given by
˜¯Yk “ X¯τkβ˜` γ˜kpy¯k ´ x¯τkβ˜q “ X¯τkβ˜` γ˜kν˜k (9)
where γ˜k “ nkσ˜2v{pσ˜2 ` nkσ˜2vq and ν˜k “ y¯k ´ x¯τkβ˜. Note that the EBLUP has shrunk v˜k toward zero by
modeling vk as a random effect. Let δk “ ˜¯Yk ´ x¯τkβ˜ in (7); we then get a predictor as
Fˆnerk pyq “
1
nk
nkÿ
j“1
Φ
´
ty´ pxk j ´ x¯kqτβ˜´ ˜¯Yku{σ˜e
¯
. (10)
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The mean of the distribution Fˆner
k
pyq is exactly ˜¯Yk because of the choice of δk.
When the census x information is available, the EBP versions of Fˆner
k
pyq are given by
Fˆeb1k pyq “ N´1k
 ÿ
j<sk
Φpty´ ν˜k ´ xτk jβ˜u{σ˜eq `
ÿ
jPsk
1pyk j ď yq
(
(11)
and
Fˆeb2k pyq “ N´1k
Nkÿ
j“1
Φpty´ ν˜k ´ xτk jβ˜u{σ˜eq. (12)
3.2 Estimation under DRM
As pointed out by Diallo and Rao (2016), the normality assumption on the error distribution of ε can have
a marked influence on the estimation of Fk. To alleviate this concern, a skewed normal distribution can
be used. In this paper, we adopt a semiparametric density ratio model (DRM) for Gk (Anderson 1979):
logtdGkptq{dG0ptqu “ θτkqptq, (13)
with a prespecified d2-variate function qptq and area-specific tilting parameter θk. We require the first
element of qptq to be one so that the first element of θk is a normalization parameter. The baseline
distribution G0ptq is left unspecified, and there many potential choices of qptq. The nonparametric G0
has abundant flexibility while the parametric tilting factor θτkqptq enables effective “strength borrowing”
between small areas. Note also that any G j, not just G0, may be regarded as a baseline distribution
because
logtdGkptq{dG jptqu “ pθk ´ θ jqτqptq. (14)
DRM is flexible, as testified by its inclusion of the normal, Gamma, and many other distribution families.
Under this model assumption, we look for an estimate of Gk.
Estimating Gk under DRM.
Consider an artificial situation where we have m ` 1 samples tεk j : j “ 1, 2, . . . , nk; k “ 0, . . . ,mu
from a DRM. Following Owen (1988, 2001) or Qin and Lawless (1994), we confine the form of the
candidate G0 to G0ptq “
ř
k, j pk j1pεk j ď tq, and the summation
ř
k, j is short for
řm
k“0
řnk
j“1. The support
of G0 includes all εk j, not just those with k “ 0. This is part of the strength-borrowing strategy. In
this setting, pk j “ dG0pεk jq and dGkpεi jq “ pi j exptθτkqpεi jqu, k “ 0, 1, . . . ,m, where θk are d2-variate
unknown parameters, and
Gkptq “
ÿ
i, j
pi j exptθτkqpεi jqu1pεi j ď tq. (15)
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Clearly, θ0 “ 0 when G0 is chosen as the baseline. Because εk j follows Gkptq, it contributes to the
likelihood only through dGkpεk jq. This leads to the empirical likelihood (EL):
LnpG0,G1, . . . ,Gmq “
ź
k, j
dGkpεk jq “
`ź
k, j
pk j
˘ ¨ exp “
ÿ
k, j
tθτkqpεk jqu
‰
where the pk j’s satisfy pk j ě 0 and for all k “ 0, 1, . . . ,m,
ÿ
i, j
pi j exptθτkqpεi jqu “ 1. (16)
Let θτ “ pθτ1, . . . , θτmq. Maximizing the empirical log-likelihood
ℓnpθ,G0q “
ÿ
k, j
pk j `
ÿ
k, j
tθτkqpεk jqu
with respect to G0 under constraints (16) results in the fitted probabilities (Qin and Lawless 1994)
pˆk j “ n´1t1`
mÿ
l“1
λlrexptθτlqpεk jqu ´ 1su´1 (17)
and the profile EL, up to an additive constant,
ℓ˜npθq “ ´
ÿ
k, j
logt1`
mÿ
l“1
λlrexptθτlqpεk jqu ´ 1su `
ÿ
k, j
tθτkqpεk jqu
with pλ1, λ2, ..., λmq being the solution to
ÿ
i, j
exptθτkqpεi jqu ´ 1
1`řml“1 λlrexptθτl qpεi jqu ´ 1s
“ 0
for k “ 1, . . . ,m. The stationary points of ℓ˜npθq coincide with those of a dual form of the empirical
log-likelihood function (Keziou and Leoni-Aubin 2008)
ℓ˘npθq “ ´
ÿ
k, j
log
“ mÿ
r“0
ρr exptθτrqpεk jqu
‰`
ÿ
k, j
θτkqpεk jq, (18)
with ρr “ nr{n, r “ 0, 1, . . . ,m.
For point estimation, it is simpler to work with ℓ˘npθq, which is convex and free from constraints. Once
the values of εk j are provided, it is relatively simple to find its maximum point, which is the maximum
EL estimate of θ. We then use (17) to compute the fitted values with λl replaced by ρl. We subsequently
obtain Gˆk and the other parameters of interest via the invariance principle.
This line of approach first appeared in Qin and Zhang (1997), Qin (1998), Zhang (1997), and others.
In particular, the properties of the quantile estimators are discussed by Zhang (2000) and Chen and Liu
(2013). In the current application, we use εˆk j, given below in (20), for the computation.
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Parameter estimation with fitted residuals
Suppose we have a sample pyk j, xk jq for k “ 0, 1, . . . ,m and j “ 1, . . . , nk satisfying the NER with the
error distribution from the DRM. We first eliminate the random effect νk from the NER by centralizing
both sides of (4), which leads to
yk j ´ y¯ “ pxk j ´ x¯kqτβ` εk j ´ ε¯k,
where x¯k and y¯k are the sample means over small area k. The least squares estimator of β under the
centralized model is
βˆ “ t
ÿ
k, j
pxk j ´ x¯kqτpxk j ´ x¯kqu´1t
ÿ
k, j
pxk j ´ x¯kqτpyk j ´ y¯kqu. (19)
The residuals of this fit are given by
εˆk j “ yk j ´ y¯k ´ pxk j ´ x¯kqτβˆ. (20)
We then treat tεˆk j : j “ 1, 2, . . . , nku as samples from the DRM and apply the EL method of Section 3.2.
Let ℓnpθq denote the log EL function (18) with εk j replaced by εˆk j. We define the maximum EL
estimator of θ by θˆ “ argmaxℓnpθq and accordingly define the estimators
Gˆkptq “
ÿ
i, j
pˆi j exptθˆτkqpεˆi jqu1pεˆi j ă tq (21)
with θˆ0 “ 0 by convention and pˆi j “ n´1t1`
řm
l“1 ρlrexptθˆ
τ
l qpεˆi jqu´1su´1. Consequently, after targeting
the small area mean estimate in (10), we estimate Fkpyq by
Fˆelk pyq “
1
nk
nkÿ
j“1
Gˆk
´
y´ pxk j ´ x¯kqτβˆ´ ˜¯Yk
¯
(22)
where ˜¯Yk is given in (9). When the census x information is available, the EBP versions are
Fˆebel1k pyq “ N´1k
 ÿ
j<sk
Gˆkpy´ νˆk ´ xτk jβˆq `
ÿ
jPsk
1pyk j ď yq
(
(23)
where νˆk “ y¯k ´ x¯τkβˆ, and
Fˆebel2k pyq “ N´1k
Nkÿ
j“1
Gˆkpy´ νˆk ´ xτk jβˆq. (24)
The quantiles are estimated accordingly.
4 Variance/MSE estimation
When an estimator is assembled in many steps, its variance is often too complex to be analytically eval-
uated. Resampling the variance estimation becomes a good choice (Molina and Rao 2010). Based on
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whether or not census information is available and whether the error distribution is regarded as Np0, σ2eq
under the NER or Gk under the DRM, we have four distinct small area quantile estimators. We give a
detailed description of a resampling method for the case where census information is available and the
error distributions Gk satisfy the DRM. We then give a simple description of the changes needed for the
other three estimators.
Our resampling procedure is as follows:
1. Under the NER model, obtain the maximum likelihood estimates σ˜2v and σ˜
2
e , and compute
˜¯Yk.
2. Calculate βˆ and obtain θˆk and Gˆk as in (21) under DRM.
3. For b “ 1, . . . , B over k, j with B large, generate
ν
˚pbq
k
„ Np0, σ˜2vq and e˚pbqk j „ Gˆk.
4. Construct B (conditionally) independent and identically distributed (iid) bootstrap populations with
y
˚pbq
k j
“ xτk jβˆ` ν˚pbqk ` e˚pbqk j
for j “ 1, . . . ,Nk and k “ 0, 1, . . . ,m.
5. For each bootstrap sample, compute
F
˚pbq
k
ptq “ N´1
k
Nkÿ
j“1
1py˚pbq
k j
ď tq
and the corresponding Fˆ
˚pbq
k
ptq as in (24).
6. For any parameter that can be written in the form of HpFkq, compute the bootstrap mean square
error estimator of MSE(HpFˆkq) via
msepHpFˆkqq “ 1
B
Bÿ
b“1
tHpFˆ˚pbq
k
q ´ HpF˚pbq
k
qu2. (25)
Sampling from Gˆk can easily be done with existing R functions because it is a discrete distribution on ǫˆi j
with probabilities pˆi j exptθˆkqpεˆi jqu. Note that the support is over all the fitted residuals, not just those in
small area k.
Under the NER, we replace Gˆk in Step 3 by Np0, σ˜2eq. Under the DRM without census information,
we generate ǫk j in Step 3 only for j P sk and in Step 6 we use the sample variance of HpFˆ˚pbqk q´HpF˚pbqk q
instead of the squared average.
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5 Asymptotic properties
For each k, the covariates txk j, j “ 1, 2, . . . , nku are iid with finite mean and nonsingular and finite co-
variance matrix Vk; the error terms tεk j : j “ 1, 2, ¨ ¨ ¨ , nku are iid samples, independent of the covariates,
with conditional variance σ2
k
. The pure residuals εk j form m ` 1 samples from populations with the dis-
tribution function Gk satisfying (13). Let the total sample size n “
ř
k nk Ñ 8, and assume ρk “ nk{n
remains a constant (or within an n´1 range) as n increases. Let βˆ and θˆ be defined by (19) and the
subsequent steps.
Theorem 1. Assume the general setting presented in this subsection. Let Vx “
řm
k“0 ρkVk. As n Ñ
8, we have ?npβˆ ´ βq dÝÑ Np0,Σβq, where
dÝÑ denotes convergence in distribution and Σβ “
V´1x p
ř
k ρkVkσ
2
k
qV´1x .
For ease of exposition of the next theorem, we introduce some notation. For k “ 0, 1, . . . ,m, let
hpx; θq “
mÿ
k“0
ρk exptθτkqpxqu; hkpx; θq “ ρk exptθτkqpxqu{hpx; θq.
Clearly, 0 ă hk ă 1 for all k. Let hpx; θq “ th0px; θq, . . . , hmpx; θquτ and define an pm ` 1q ˆ pm ` 1q
matrix
Hpx; θq “ diagthpx; θqu ´ hpx; θqhτpx; θq.
We will use hpx; ‚xq and hpx;
‚
θq for the partial derivatives of h with respect to x and θ respectively.
When θ “ θ˚, the true value of θ, we may drop θ˚ in hpx; θ˚q and denote it as hpxq. Lastly, we use dG¯pxq
for hpx; θ˚qdG0pxq in the integrations.
Theorem 2. Assume the conditions of Theorem 1. Furthermore, assume the population distributions
Gk satisfy the DRM (13) with the true parameter value θ
˚, and
ş
hpt; θqdG0 ă 8 in a neighborhood
of θ˚. Assume the components of qptq are linearly independent with the first element being one, twice
differentiable, and that there exist a function ψptq and c0 ą 0 such that
sup
t:|t´u|ďc0
t}qptq}}qp‚‚t q} ` }qptq}}qp‚tq}2u ď ψpuq (26)
for all u with
ş
ψpuqdG¯puq ă 8. Then as n goes to infinity, ?npθˆ ´ θ˚q dÝÑ Np0,Ωq where Ω is given
in (A.10) in the supplementary material.
The assumption that
ş
hpt; θqdG0ptq ă 8 in a neighborhood of θ˚ implies the existence of the moment
generating function of qptq and therefore all its finite moments.
We next examine the asymptotic properties of the proposed small area quantile estimators, which we
call EL quantiles for short.
Theorem 3. Assume the conditions of Theorem 2. Suppose in addition that the Gkptq have smooth and
bounded density functions, and Fkpyq has positive density at ξk. Then the EL quantile (8) based on (22)
is root-n consistent. That is, ξˆk ´ ξk “ Oppn´1{2q.
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6 Simulation study
In this section, we investigate the performance of various small area quantile estimators and their vari-
ance estimates. In the simulation, we examine the 5%, 25%, 50%, 75%, and 95% small area quantile
estimations.
6.1 Simulation settings
The first task of the simulation is to create finite populations. We consider the following model for the
general structure of the population:
yk j “ xτk jβ` νk ` εk j. (27)
For authenticity, we use real survey data as a blueprint to design the following simulation populations:
1. For each k “ 0, 1, . . .19, generate Nk “ 1000 three-dimensional xk j “ pxk j1, xk j2, xk j3q values,
where xk j1 „ Up0, 50q, xk j2 “ 50zk j, zk j „ Betap0.6, 0.6q, and conditional xk j3|zk j „ Binomp12, 0.6`
0.1xk j2q.
2. Let βτ0 “ p0.019, 0.022, 0.074q.
3. Generate νk from Np8, 1q.
For the error distribution, we generate εk j from
(i) Np0, σ2eq with σ2e “ 2;
(ii) normal mixture 0.5Np´µk{6, 1q ` 0.5Npµk{6, 1q;
(iii) normal mixture 0.1Np´µk{2, 1q ` 0.9Npµk{18, 1q;
(iv) normal mixture 0.9Np´µk{18, 1q ` 0.1Npµk{2, 1q.
A single error distribution chosen from the above is applied to all the small areas. Each of them either (i)
satisfies the NER model assumption; (ii) is non-normal but symmetric; (iii) is skewed to the right; or (iv)
is skewed to the left.
We generate µk in (ii)–(iv) from the uniform distribution on the interval r4.5, 6s to determine the
impact of mildly different error distributions in different small areas.
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6.2 Predictors in the simulation
We study the performance of seven representative quantile predictors. Their corresponding area popula-
tion distribution predictors are as follows.
1. Direct Predictor (DIR): we compute the sample quantiles for small area k based on the sampled
response values yk j.
2. The NER-based predictor (NER): This predictor Fˆner
k
pyq is defined in (10) assuming that the error
distribution is normal. It uses only sampled x information and the known population mean X¯k for
each small area.
3. The EL-based predictor (EL): This predictor Fˆel
k
pyq is defined in (22). It uses only sampled x
information and the known subpopulation mean X¯k of each small area.
4. The NER-based census predictor (EB): This predictor Fˆeb2
k
pyq is defined in (12) assuming that the
error distribution is normal. The other predictor Fˆeb1
k
pyq leads to nearly identical performance for
the quantile estimation. To save space, Fˆeb1
k
pyq is not included in the simulation.
5. The proposed census predictor Fˆebel2
k
pyq (EBEL): This estimator is given in (24). It is an analog of
Fˆeb2
k
pyq except for using an EL-DRM-based estimate of the error distribution in the linear-model
setting.
6. The EBP of Molina and Rao (MR): This is the predictor specified in (2) under the NER model.
Additional implementation details are given below. The conditional distribution of yk j given sample
sk can be expressed as
yk j|s “ µk j|s ` uk ` ǫk j (28)
with the conditional mean µk j|s “ xk jβ ` γkpy¯k ´ xτkβq, area-specific conditional random effect
uk „ Np0, p1 ´ γiqσ2vq, and conditional residual error ǫk j „ Np0, σ2eq. The nonrandom constants
and unknown parameter values of γk, σ
2
v , σ
2
e are replaced by their estimated values (MLE in our
simulation) in the computation. With this preparation, we generate y
pℓq
k j
for each j < sk according
to (28) for ℓ “ 1, 2, . . . , L “ 100. The corresponding empirical distribution
Fˆk j|sptq “ L´1
Lÿ
ℓ“1
1pypℓq
k j
ď tq
is used to form the predictor
Fˆmrk ptq “ N´1k
 ÿ
j<sk
Fˆk j|sptq `
ÿ
jPsk
1pyk j ď tq
(
(29)
and the corresponding quantile predictions.
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7. The M-quantile predictor (MQ): this predictor is specified in (6), and it is also a census predictor.
Additional implementation details must be specified. We use
ψpu; qq “ q1pu ą 0q ´ p1´ qq1pu ď 0q
for q P p0, 1q. For each q “ t1, . . . , 199u{200 and small area k, we search for a solution in β to
ÿ
jPsk
ψpyk j ´ xτk jβ; qqxτk j “ 0.
Denote the solution as βˆkpqq. For each yk j P sk, we find a q-value in t1, . . . , 199u{200 that mini-
mizes |yk j ´ xk jβˆkpqq|, and this gives us qk j. The other numerical details have been given earlier.
We do not include the method of Elbers, Lanjouw, and Lanjouw (2003) because it is not designed
specifically for small area quantile estimation, and its properties have been well investigated by Molina
and Rao (2010). We exclude from the simulation some of the other predictors discussed in this paper.
Preliminary experiments indicated that they did not outperform the predictors that we have included.
One must specify qptq in the EL-DRM-based estimators (EL2, EBEL2). There are many reasonable
candidates, and after some experiments, we settled on qptq “ p1, sign-rootptqqτ. It is not uniformly the
best choice. To reduce the amount of computation, we included only this choice in our simulation. In
applications, mild model violation is unavoidable. This choice is motivated by its overall performance in
terms of “model robustness.”
The seven predictors listed above form two groups: the first group does not use census x information
and the second group does. Their performance will be judged in light of this difference.
6.3 Performance measures
Let ξˆ
p jq
k
and ξ
p jq
k
denote a generic quantile estimate in the jth repetition and the corresponding population
quantile. We report the average mean squared error (amse), defined to be:
amse “ tNpm ` 1qu´1
mÿ
k“0
Nÿ
j“1
pξˆp jq
k
´ ξp jq
k
q2.
This combines the loss of precision due to bias and variation; it is a convenient metric of the performance
of different estimation methods. We find that using both variance and bias does not lead to more detailed
performance information but makes the judgement burdensome.
6.4 Simulation results
We generate a new finite population for each simulation replication. The small area population quantiles
therefore vary from replication to replication, which is necessary for assessing the performance of the
model-based methods.
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We provide simulated amse values of all the methods for the populations generated with β “ 1.0β0, 1.25β0,
and 1.5β0. These choices set the signal-to-noise ratios to around 30%, 50%, and 70%, allowing us to
determine the impact of this ratio on the performance of the methods. We choose two sample sizes:
nk “ 30, 50 corresponding to the total sample size n “ 600, 1000 respectively.
Because the resampling method involves considerable computation, the amse estimates are calculated
only for β “ 1.5β0 in two cases: n “ 600, nk “ 30 with B “ 100 and 1000 repetitions; n “ 1000, nk “ 50
with B “ 100 and 500 repetitions. To ease the computational burden, the resampling is limited to DIR,
EL, MR, and EBEL; the other methods clearly have inferior performance in terms of amse. We report the
averages of the ratios of the estimated MSEs and the simulated MSEs across all the small areas except
those with the largest two and smallest two simulated MSEs. The closer the ratio to one, the better the
method.
Table 1 presents the amse values of the seven estimators when the data are generated from model (27)
with β “ 1.5β0, n “ 600, nk “ 30, and 1000 repetitions. The ratios of the resampling estimated and
simulated AMSEs are given in Table 2. We summarize the results as follows:
1. Under Scenarios (i) and (ii), where the error distributions are normal or close to normal, NER and
MR are the winners, with EB the runner-up, and EL and EBEL performing nearly as well. These
methods have small and ignorable biases.
2. Under Scenarios (iii) and (iv), where the violation of normality is from moderate to severe, EL
and EBEL are clearly the winners. They have much smaller AMSEs than the other methods,
particularly for the 5% and 95% quantiles.
3. EL has surprisingly good performance, although it does not use census information.
4. The bootstrap MSE estimates work well for the DIR quantile estimators in all scenarios, implying
that the resampling procedure is appropriate in general.
The bootstrap MSE estimates have satisfactory precision for EL and EBEL in general, but they
mildly under-estimate those of EL for the 5% quantile in Scenario (iii) and the 95% quantile in
Scenario (iv).
The bootstrap MSE estimates work well for MR in Scenarios (i) and (ii) but are less satisfactory
in Scenarios (iii) and (iv), where the error distributions are non-normal. This is understandable
because the version of MR used in our simulation is based on the normality assumption. This
problem should disappear when the model assumptions and the resampling procedure are in line.
The top portions of the plots in Figures 1 and 2 depict the area-specific MSEs of NER, EL, MR, EB,
and EBEL. DIR and MQ are not included because their MSEs are much larger; including them masks the
differences between the other methods. The lower portions of the plots give the ratios of the estimated
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and simulated AMSEs of EL, MR, and EBEL. The ratios of the other methods are not included because
they do not perform well. The five plots in the left column are for Scenario (i), and these in the right
column are for Scenario (iv). The results for Scenarios (ii) and (iii) are between those for (i) and (iv) and
are not shown. The plots provide quick visual summaries of the performance.
There are six combinations of the sample sizes and signal-to-noise ratios. We have presented just one
combination here. To save space, we include the results for the other five combinations in the supple-
mentary file.
6.5 Illustration
Finite populations created based on statistical models are inevitably artificial. Ideally, we should judge
new methods using real-world applications. This is not feasible, but we use a realistic example by down-
loading from the University of British Columbia library data centre the Survey of Labour and Income
Dynamics (SLID) data provided by Statistics Canada (2014). According to the read-me file, this survey
complements traditional survey data on labour market activity and income with an additional dimension:
the changes experienced by individuals over time.
We are grateful to Statistics Canada for making the data set available, but we do not address the
original goal of the survey here. Instead, we use it as a superpopulation to study the effectiveness of our
small area quantile estimator.
After some data preprocessing, including removing units containing missing values, we retain 35488
sampling units and 6 variables. The variables are ttin, gender, age, yrx, tweek, and edu, i.e., total
income, gender, age, years of experience, number of weeks employed, and education level. We transform
ttin into y “ logp2950`ttinq so that its distribution is closer to symmetric, where 2950 is the 5th percentile
of ttin. We ignore the sampling plan under which this data set was obtained. Instead, we examine how
well our small area quantile predictors perform if we sample from this “real” population. We create 10
age groups:
r0, 20q r20, 25q r25, 30q r30, 35q r35, 40q r40, 45q r45, 50q r50, 55q r55, 60q r60, 8q
Each age group is then divided into male and female subpopulations. This gives a finite population
with 20 small domains (the small areas) based on age–gender combinations. The sizes of these small
domains are as follows.
Male 1231 1525 1372 1337 1469 1536 1866 1890 1920 3089
Female 1200 1433 1449 1504 1497 1695 2053 2019 1944 3459
We first obtain the fitted values of the responses and residuals for all the units under the standard NER
model. In each simulation repetition, we create a shadow population which keeps covariate xk j unaltered
but assembles new response value
yk j “ yˆk j ` ǫˆk,πp jq,
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where πp¨q is random permutation of t1, . . . , nku. From this population, we sample nk “ 30 units from
area k and estimate the 5%, 25%, 50%, 75%, and 95% small area quantiles using NER, EL, MR, and
EBEL. For MR and EBEL, we assume that the values of xk j are available for all units in the population.
We omit the other methods because our simulation studies showed that they are less effective.
The population quantiles across the 10 age groups for both males and females are displayed in Figure
3. As expected, total income increases as age increases for all quantiles and both males and females. We
see that compared with the 95% quantiles, the 5% quantiles for both males and females are much farther
from the median. Hence, the small area population distributions of the response variable in all the small
areas are skewed to the left. It is harder to obtain accurate estimates for the lower quantiles than for the
upper quantiles.
We set the number of simulation repetitions to 500. The simulated amse values and the ratio averages
of the bootstrap and simulated MSEs are given in Table 3. The proposed EL and EBEL quantile esti-
mators clearly have the best accuracy in terms of amse. Again, EL has surprisingly good performance,
although it does not use census information. The performance of the bootstrap MSE estimates for EL
and EBEL is satisfactory except for the 5% quantiles. This is likely due to the left skewness of the small
area population distribution. The bootstrap MSE estimates work better for DIR than for MR.
7 Conclusions and discussions
We have proposed two general small area quantile estimation methods under a nested error linear model:
the NER under a normal assumption on the error distribution and the EL under a DRM assumption on
the error distribution. They are applicable whether or not census information on auxiliary variables is
available. Simulation shows that when the error distribution is not normal, the DRM-based EL quantiles
have superior performance. The proposed resampling amse estimates work reasonably well for quantiles
in the middle range.
Supplementary material
The supplementary material contains proofs of Theorems 1–3 and some additional simulation results.
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Table 1: amse of small area quantile estimators under model (27)
Sample size n “ 600, number of repetitions 1000, β “ 1.5β0
AMSE
Scenario α 5% 25% 50% 75% 95%
(i) DIR 0.4242 0.1490 0.1244 0.1499 0.4324
NER 0.0806 0.0659 0.0633 0.0656 0.0802
EL 0.0878 0.0709 0.0682 0.0705 0.0875
MQ 0.1926 0.0920 0.0764 0.0929 0.2021
MR 0.0774 0.0657 0.0634 0.0650 0.0765
EB 0.0797 0.0680 0.0660 0.0676 0.0789
EBEL 0.0861 0.0729 0.0709 0.0724 0.0852
(ii) DIR 0.3234 0.1404 0.1236 0.1405 0.3130
NER 0.0753 0.0620 0.0569 0.0615 0.0741
EL 0.0841 0.0695 0.0667 0.0690 0.0829
MQ 0.1376 0.0819 0.0747 0.0823 0.1402
MR 0.0708 0.0603 0.0571 0.0600 0.0704
EB 0.0729 0.0629 0.0590 0.0628 0.0722
EBEL 0.0805 0.0711 0.0691 0.0709 0.0799
(iii) DIR 0.7323 0.1634 0.0977 0.1025 0.2597
NER 0.2034 0.0821 0.0712 0.0576 0.1118
EL 0.1303 0.0573 0.0521 0.0540 0.0681
MQ 0.4028 0.1162 0.0567 0.0641 0.1607
MR 0.1756 0.0852 0.0699 0.0560 0.1206
EB 0.1950 0.0848 0.0737 0.0594 0.1146
EBEL 0.1284 0.0572 0.0539 0.0549 0.0633
(iv) DIR 0.2621 0.1028 0.0975 0.1627 0.7385
NER 0.1138 0.0589 0.0720 0.0835 0.2060
EL 0.0684 0.0551 0.0529 0.0584 0.1313
MQ 0.0983 0.0518 0.0534 0.1020 0.4117
MR 0.1228 0.0572 0.0708 0.0870 0.1774
EB 0.1169 0.0606 0.0746 0.0866 0.1970
EBEL 0.0636 0.0560 0.0549 0.0586 0.1291
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Table 2: Average ratios of estimated and simulated MSEs under model (27)
Sample size n “ 600, B “ 100, β “ 1.5β0, number of repetitions 1000
Scenario α 5% 25% 50% 75% 95%
(i) DIR 0.9693 0.9835 0.9892 0.9780 0.9535
EL 0.9307 0.9536 0.9607 0.9546 0.9322
MR 0.9784 0.9823 0.9901 0.9904 0.9906
EBEL 0.9574 0.9686 0.9732 0.9716 0.9686
(ii) DIR 0.9819 0.9663 0.9683 0.9774 0.9939
EL 0.8830 0.9150 0.9411 0.9296 0.9016
MR 0.9525 0.9503 0.9769 0.9586 0.9637
EBEL 0.9143 0.9310 0.9503 0.9381 0.9243
(iii) DIR 0.9564 0.9463 0.9915 0.9977 0.9845
EL 0.7006 0.9769 0.9787 0.9739 0.9585
MR 0.3874 0.6753 0.8014 1.0265 0.5598
EBEL 0.7430 0.9830 0.9817 0.9800 0.9757
(iv) DIR 0.9723 0.9938 0.9918 0.9505 0.9541
EL 0.9549 0.9466 0.9523 0.9568 0.6942
MR 0.5508 1.0016 0.7882 0.6631 0.3841
EBEL 0.9733 0.9563 0.9564 0.9538 0.7399
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Figure 1: Area-specific MSEs (upper half of each plot) and ratios of bootstrap and simulated MSEs (lower half of
each plot) for Scenarios (i) and (iv). In this setting, sample size n “ 600, number of bootstrap repetitions B “ 100,
and β “ 1.5β0.
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Figure 2: (continued) Area-specific MSEs (upper half of each plot) and ratios of bootstrap and simulated MSEs
(lower half of each plot) for Scenarios (i) and (iv). In this setting, sample size n “ 600, number of bootstrap
repetitions B “ 100, and β “ 1.5β0.
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Figure 3: Small area population quantiles for SLID data. Lines a-d stand for area-specific 5%, 25%,
50%, 75% and 95% quantiles, respectively.
Table 3: Simulation results of small area quantile estimators based on SLID data
Sample size n “ 600, B “ 100 for bootstrap, number of repetitions 500.
AMSE
α 5% 25% 50% 75% 95%
DIR 0.1903 0.0455 0.0208 0.0201 0.0882
NER 0.0709 0.0259 0.0205 0.0165 0.0419
EL 0.0712 0.0153 0.0136 0.0141 0.0205
MQ 0.1144 0.0347 0.0141 0.0259 0.1011
MR 0.0573 0.0258 0.0197 0.0157 0.0438
EB 0.0689 0.0246 0.0188 0.0160 0.0430
EBEL 0.0712 0.0150 0.0131 0.0140 0.0212
Ratio of bootstrapped and simulated MSEs
α 5% 25% 50% 75% 95%
DIR 1.1722 0.8961 1.1356 1.1552 1.1412
EL 0.4501 0.9066 0.9202 0.9966 0.8805
MR 0.4063 0.5612 0.6694 1.0420 0.4576
EBEL 0.3462 0.8469 0.9143 0.9544 0.8115
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