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ABSTRACT
J.L. W ywiał. On construction of control card in the case when the variable under study has skewed probabi­
lity distribution. Folia O econom ica C racoviensia 2013, 54: 107-116.
T he p ro b lem  of statistical qua lity  con tro l is tak e n  in to  account. A n e w  p ro p o sitio n  of con tro l card  
co n stru c tio n  is p ro p o sed . T he p rob lem  is co n sid ered  as te s tin g  statistical h y p o th es is  o n  expected  
va lu e  of th e  variab le  u n d e r  s tu d y  (d iagnostic  variable) u n d e r  th e  a ssu m p tio n  th a t th e  variable  has 
skew ed  probability. T he p ro p o se d  test statistic is co n stru c ted  o n  th e  ra th e r  w ell k n o w n  fo llow ing 
p ro p e rty  th a t  th e  covariance  b e tw e e n  sam ple  v ariance  a n d  sam p le  m e a n  is p ro p o rtio n a l to the  
th ird  cen tra l m o m e n t of a variable. This p ro p e rty  is ap p lied  to co n stru c tio n  of test statistic based  
o n  th e  reg ression  estim ator. T he lim it d is trib u tio n  of th e  test statistic is norm al.
STRESZCZENIE
W  m niejszej p racy  ro zw ażan o  p o w szech n ie  u ż y w a n ą  w  sta tystycznej kon tro li jakości p ro ced u rę  
k a r t  k o n tro ln y c h  lecz p rz y  zało żen iu , że  z m ien n a  d iag n o s ty czn a  m a  n iekon ieczn ie  ro zk ład  sy­
1 Niniejsza praca ma stanowić p rzyczynek do  m etodologii statystycznej stosowanej w  kontroli 
jakości i jest dedykow ana jej w ybitnem u znawcy, k tórym  był Profesor Andrzej Iwasiewicz. Pozwolę 
sobie napisać, iż m iałem  wielokrotnie zaszczyt rozm awiać z Profesorem  na tem aty statystyki m ate ­
matycznej i jej zastosowań i to nie tylko w  kontroli jakości. Profesor, jako praw dziw y statystyk, miał 
um iejętność kojarzenia pozornie na  pierw szy rzu t oka nie zw iązanych ze sobą faktów. W szczególno­
ści podkreślał, że metodologia stosowana w  kontroli jakości jest podobna do tej, którą posługujem y się 
w  m etodzie reprezentacyjnej lub audycie finansowym , poniew aż ich główne problem y sprow adzają się 
do testow ania odpow iednio  sform ułow anych hipotez statystycznych. Ponadto, Profesor jasno uśw iado­
mił m i jaka jest najistotniejsza różnica m iędzy form ułow aniem  problem u testow ania odpow iednich h i­
potez statystycznych w  kontroli jakości i audycie statystycznych. Stwierdził, że w  statystycznej kontroli 
jakości główną wagę kładzie się n a  praw dopodobieństw o popełnienia b łędu  pierw szego rodzaju, czyli 
poziom  istotności, a w  audycie finansowym  n a  praw dopodobieństw o popełnienia b łędu  drugiego ro ­
dzaju. To jest jedna z inspiracji, którą zaw dzięczam  Profesorowi.
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m etryczny . A nalizo w an y  p rob lem  sp ro w ad z o n o  d o  zag ad n ien ia  w eryfikacji h ip o tezy  o w artości 
oczekiw anej tej zm ien n ej d iagnostycznej, p rz y  czym  zak ład a  się, że ta zm ien n a  m a  ro zk ład  asy ­
m etryczny . Z n an ą  w łasność w y s tęp o w an ia  korelacji m ięd zy  śred n ią  i w arianc ją  z tej sam ej p ró b y  
w y k o rzy stan o  do  konstrukc ji sp ra w d z ian u  testu. W ykazano, że  te n  sp ra w d z ian  m a  gran iczn ie  ro z ­
k ład  norm alny . P rzy  sp e łn ien iu  p ew n y c h  d o d a tk o w y ch  w a ru n k ó w  tes t w ykorzystu jący  p ro p o n o ­
w a n y  sp ra w d z ian  m o że  m ieć w iększą  m oc o d  te s tu , k tó reg o  sp raw d z ian em  jes t zw yk ła  średn ia  
a ry tm e ty czn a  z p ró b y  prostej.
KEY W O R D S  —  SŁ O W A  K L U C Z O W E  
con tro l card , test statistic, reg ression  estim ator, asym m etric  d is trib u tio n , lim it th eo rem
k arty  k o n tro ln e , test statystyczny , e sty m ato r regresyjny, rozk ład  asym etryczny , 
tw ie rd zen ie  g ran iczne
1. W PROW ADZENIE
Tekst niniejszej pracy dotyczy powszechnie używanej w  statystycznej kontroli 
jakości tzw. procedury kart kontrolnych. Klasyczna wersja tej procedury jest 
używana przy założeniu, że zmienna diagnostyczna ma rozkład symetryczny, 
zwykle normalny. Szerokie rozważania na ten temat prowadzą m.in. Iwasiewicz
(1999) i Kończak (2007). To założenie jest wygodne z metodologicznego punktu 
widzenia, jakkolwiek w praktyce nie można wykluczyć pojawiania się asyme­
trycznych rozkładów zmiennej diagnostycznej. W związku z tym w pracach 
z zakresu statystycznej kontroli jakości ukazują się prace dotyczące procedur 
konstrukcji kart kontrolnych przy nieklasycznych założeniach, czym m.in. zaj­
muje się Kończak (2007).
W niniejszej pracy będziemy zakładać, iż rozkład zmiennej losowej diagno­
stycznej jest asymetryczny, oraz że jego m omenty do czwartego rzędu włącznie 
istnieją. W celu uproszczenia prowadzonych rozważań, co nie umniejsza ogól­
ności uzyskanych wyników, analizowany problem sprowadzamy do zagadnienia 
testowania hipotez statystycznych. Zakładamy, że odchylenie od wartości pożą­
danej nadziei matematycznej zmiennej diagnostycznej świadczy o rozregulowa­
niu się procesu produkcyjnego. Sprowadza się to, jak wiadomo, do weryfikacji 
hipotezy o wartości oczekiwanej tej zmiennej. Ponadto, będziemy zakładać, że 
zmienna diagnostyczna ma rozkład asymetryczny. Proponowany w pracy spraw­
dzian testu jest wynikiem wykorzystania własności zależności między średnią 
i wariancją z tej samej próby. Okazuje się, że kowariancja tych param etrów jest 
równa trzeciemu momentowi centralnemu zmiennej losowej, z której rozkładu 
pochodzi próba. Tą własność Wywiał (2009) wykorzystał do podniesienia do ­
kładności estymatora wartości średniej w  domenie populacji, który tutaj wyko­
rzystamy do testowania hipotezy statystycznej o zmiennej diagnostycznej dalej 
oznaczanej przez zmienną losową Y.




- 1  < k < 1 (3)
jest unorm ow anym  współczynnikiem asymetrii (skośności) zmiennej losowej. 
Jeśli rozkład zmiennej jest symetryczny, to k = 0. Gdy rozkład zmiennej losowej 
jest prawostronnie (lewostronnie) asymetryczny, to k > 0 (k < 0). Wywiał (1981, 
1983) zauważa, że współczynnik k jest współczynnikiem korelacji pary zmien­
nych losowych Y  i (Y -  E(Y))2. Przykładowo, można pokazać, że gdy zmienna
losowa ma rozkład wykładniczy, to k  = —j= » 0,7071, por. Wywiał (2009).
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2. WERYFIKACJA HIPOTEZ
Proces kontroli jakości formułujemy w następujący sposób. W kolejnych okre­
sach czasu są pobierane z partii (populacji) wyprodukowanych wyrobów próby, 
w  których są obserwowane wartości zmiennej diagnostycznej, którą oznaczyli­
śmy przez Y, a jej wartość oczekiwaną przez m = E(Y). Dla ustalenia uwagi za­
łóżmy, że duże dodatnie odchylenie od wartości średniej zmiennej diagnostycz­
nej świadczy o wystąpieniu wybrakowanych produktów, co jest zwykle efektem 
rozregulowania się procesu wytwórczego. Z formalnego punktu widzenia mamy 
więc do czynienia z weryfikacją hipotezy sprawdzanej:
H0: m = m0 (4)
względem alternatywnej
Hi: m > m0 , (5)
przy czym przez m0 oznaczono wartość oczekiwaną zmiennej diagnostycznej 
przy założeniu, że proces produkcyjny przebiega prawidłowo.
1.1. P r z y p a d e k  z n a n e j  w a r i a n c j i  z m i e n n e j  d i a g n o s t y c z n e j
W pewnych sytuacjach wartości zmiennej diagnostycznej zależą tylko od stop­
nia dokładności przyrządu pomiarowego, którym są obserwowane. W związku 
z tym fabrycznie określony stopień dokładności pom iarów przyrządu można 
użyć jako wielkości proporcjonalnej do odchylenia standardowego zm ien­
nej diagnostycznej. Dalej założymy, że to odchylenie standardowe jest właśnie 
równe param etrowi dokładności pom iarów określającemu fabrycznie. Niech 
s = (Y1, Y2, ..., Yn) będzie próbą prostą z rozkładu prawdopodobieństwa zmiennej 
losowej Y .
k -
2 (V 4 -  V 2 )
V
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Wówczas do testowania hipotezy H0 można użyć następującego tzw. estyma­
tora regresyjnego:
Wywiał (2009) wykazał, że jeśli rozmiar próby n^-x>, to zapisana statystyka
W związku z tym sprawdzian sformułowanej hipotezy H0 można określić wzo­
rem:
Na podstawie znanych twierdzeń o granicznym rozkładzie funkcji m omen­
tów z próby, por. np. Cramer (1945) lub Rao (1965), można wykazać, że jeśli roz­
miar próby n^x>  oraz hipoteza H0 jest prawdziwa, to rozkładem granicznym 
prawdopodobieństwa zmiennej losowej Zs jest standardowy rozkład normalny 
zmiennej losowej Z~N(0,1). To już pozwala na wyznaczenie wartości krytycznej 
testu. Zatem, przy poziomie istotności a, wartość krytyczna za testu wynika z wy­




ma rozkład Y s ~ N (//, D2 (Y, s )), gdzie
Do estymacji tej wariancji można użyć statystyki
(7)
gdzie:




Jeśli zs > za, co jest równoważne nierówności y 1,s > ya, to odrzucamy hipotezę 
H0 z praw dopodobieństwem  popełnienia błędnej decyzji równym  a. Innymi 
słowy, w  tym przypadku z prawdopodobieństwem  pomyłki równym  a  twier­
dzimy, ze proces produkcyjny rozregulował się.
1.2. P r z y p a d e k  n i e z n a n e j  w a r t o ś  ci  w a r i a n c j i  z m i e n n e j
d i a g n o s t y c z n e j
Zakładamy, że w  kolejnych okresach czasu t = 1, ..., D + 1 są przeprowadzane 
pomiary zmiennej diagnostycznej na produktach wylosowanych do kolejnych 
prób. Zmienną diagnostyczną w t-tym  okresie czasu oznaczamy przez Yt, jej 
wartość oczekiwaną przez E(Yt) = mt. Zakładamy, że wariancje D2(Yt) = v2, dla 
t = 1, . . . ,D + 1. Pozostałe m omenty centralne oznaczamy przez vrj  = E(Yt-mt)r, 
r = 3, 4, ...
Niech st = (Yt1, Yt2, ..., Yt,n)  będzie próbą prostą, w  której są obserwowane 
wartości zmiennej diagnostycznej Yt, czyli w  t-tym okresie czasu wylosowaną 
z rozkładu t-tej zmiennej diagnostycznej. Łączną próbę obserwowaną w D-okre- 
sach czasu oznaczamy przez s = s1 u  s2 u  ... u  sD . Rozmiar próby st wynosi nt,
D
a wiec rozmiar próby s wynosi n = ^ nk. Wariancja v2 może być szacowana za 
pomocą statystyk: t=i
^  = - ^ r  Z  (Y -  Y )2, Y = -  ̂  Y, t=i,...,D+i,





Nas interesuje weryfikacja hipotezy o wartości oczekiwanej zmiennej dia­
gnostycznej w  okresie D + 1, czyli:
H0: mD+ 1  = m0. (10)
względem alternatywnej hipotezy
H1: mD+1 > m0. (11)
Do tego celu wykorzystamy dane o rozkładzie prawdopodobieństwa zmien­
nej diagnostycznej gromadzone w próbach z wcześniejszych okresów czasu. Sta-
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W celu weryfikacji określonej wyrażeniem (7) hipotezy konstruujemy nastę­
pującą statystykę testową:
Podobnie jak w  uprzednim  punkcie, można wykazać, że jeśli rozmiary prób 
nt^ x )  dla t = 1, ..., D + 1 oraz hipoteza H0 jest prawdziwa, to rozkładem granicz­
nym  prawdopodobieństwa zmiennej losowej Us jest standardowy rozkład nor­
malny zmiennej losowej U~N(0,1). Zatem, przy poziomie istotności a, wartość 
krytyczna ua testu jest wyznaczana z wyrażenia P(U > ua \H0) = a. Stąd wynika, 
że górna linia karty kontrolnej ma postać:
Jeśli us > ua, co jest równoważne nierówności y1s > ya , to odrzucamy hipotezę H0 
z prawdopodobieństwem  popełnienia błędnej decyzji równym  a. Oznacza to, 
iż z prawdopodobieństwem  pomyłki równym  a  twierdzimy, że proces produk­
cyjny rozregulował się.
Przedstawiona procedura wyznaczania karty z pojedynczą linią kontrolną 
da się natychmiastowo uogólnić na przypadek dwóch takich linii. Wiąże się to 
tylko ze zmianą sposobu specyfikacji alternatywnej hipotezy, określonej w zo­
rami (5) lub (11), które należy zastąpić odpowiednio następującymi H1:/w ̂  m0 
lub H1: mD+1 ̂ m0. Wówczas mamy do czynienia z dw ustronnym  obszarem kry­
tycznym testu. Zatem np. wartości krytyczne u1a/2 i u2,a/2 testu rozważanego 
w punkcie 2.2 wyznaczamy odpowiednio z wyrażeń P(U<u1a/2\H0) = a/2
Przedstawiona procedura konstrukcji kart kontrolnych dla asymetrycznej 
zmiennej diagnostycznej nie wymaga szczegółowych założeń o postaci roz­
kładu prawdopodobieństwa zmiennej diagnostycznej. Wymaga się jedynie aby 
istniały m omenty centralne rozkładu tej zmiennej co najmniej czwartego rzędu. 
Z drugiej jednak strony zaproponowana procedura wymagać będzie losowania 
prób o znacznych rozmiarach. Zwykle zakłada się, że rozkłady funkcji m omen­
tów centralnych z próby są zbieżne do rozkładu normalnego dla prób o rozmia­




3. UWAGI KOŃCOW E
i P(U >u,a/2 \Ho) = a/2.
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Duże rozmiary prób powiększają koszty kontroli jakości. Po to by je obni­
żyć można rozważyć użycie innych statystyk testowych, których dystrybuantę 
rozkładu można już przybliżać przy mniejszym rozmiarze próby. Wiadomo, że 
ciągi rozkładów symetrycznych są zwykle szybciej zbieżne do rozkładu normal­
nego. Zatem w szczególności logarytmowanie wartości zmiennej diagnostycznej 
powinno spowodować szybszą zbieżność rozkładu statystyk testowych określo­
nych wzorami (8) i (15) do rozkładu normalnego. W tej sytuacji trzeba jeszcze 
pamiętać, że formalnie nie mamy już do czynienia z weryfikacją hipotezy staty­
stycznej o wartości oczekiwanej zmiennej diagnostycznej Y, lecz z testowaniem 
hipotezy o nadziei matematycznej jej logarytmu, czyli E(ln(Y)). Zarysowana 
właśnie procedura umożliwi wyznaczenie wartości krytycznych rozważanych 
testów już przy mniejszym rozmiarze próby. Wspomnijmy jeszcze, iż w  litera­
turze statystycznej rozważa się także inne transformacje symetryzujące roz­
kłady zmiennych losowych, por. np. Carroll i Ruppert (1988) lub Yeo i Johnson
(2000).
Z założenia o stabilności wariancji zmiennej diagnostycznej wynika, że wa­
riancja użytego do konstrukcji sprawdzianu testu estymatora regresyjnego śred­
niej zmiennej diagnostycznej będzie malała wraz z biegiem czasu, czyli gdy 
liczba branych pod uwagę okresów czasu D będzie rosła, co skutkuje wzrostem 
liczebności łącznej próby, którą oznaczono przez n . Można wykazać, że to auto­
matycznie spowoduje wzrost mocy proponowanego testu statystycznego, czyli 
zwiększa prawdopodobieństwo niepopełnienia błędu drugiego rodzaju. Innymi 
słowy to prowadzi do zmniejszenia ryzyka, mierzonego prawdopodobieństwem 
popełnienia błędu II rodzaju, czyli akceptacji nieprawidłowo przebiegającego 
procesu produkcyjnego. Jednak bardziej konkretne wyniki w tym zakresie będą 
możliwe po przeprowadzeniu odpowiednio zaplanowanego i wykonanego ba­
dania symulacyjnego mocy proponowanego testu.
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