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Fast, high-fidelity single and two-qubit gates are essential to building a viable quantum information
processor, but achieving both in the same system has proved challenging for spin qubits. We propose
and analyze an approach to perform a long-distance two-qubit controlled phase (CPHASE) gate
between two singlet-triplet qubits using an electromagnetic resonator to mediate their interaction.
The qubits couple longitudinally to the resonator, and by driving the qubits near the resonator’s
frequency they can be made to acquire a state-dependent geometric phase that leads to a CPHASE
gate independent of the initial state of the resonator. Using high impedance resonators enables gate
times of order 10 ns while maintaining long coherence times. Simulations show average gate fidelities
of over 96% using currently achievable experimental parameters and over 99% using state-of-the-art
resonator technology. After optimizing the gate fidelity in terms of parameters tuneable in-situ, we
find it takes a simple power-law form in terms of the resonator’s impedance and quality and the
qubits’ noise bath.
I. INTRODUCTION
Spin qubits with gateable charge-like states have many
desirable features for quantum computing, and have been
pursued through a range of qubit implementations in-
cluding singlet-triplet (S-T0) and hybrid qubits in a dou-
ble quantum dot (DQD) as well as exchange-only qubits
in triple dots1–5. Coupling to charge speeds up many
crucial operations, including single and two-qubit opera-
tions and measurement, compared with a solely magnetic
control, but they retain coherence times that are orders
of magnitude above those of pure charge qubits. For in-
stance, implementations of S-T0 qubits in GaAs boast
> 98% fidelity single gate operations up to several GHz
as well as 98% measurement fidelity in 1 µs6–8. However,
the spin-like nature of these qubits typically leads two-
qubit gates to be much slower than single-qubit gates and
to have speeds that fall off sharply with distance, making
scaling to more than two qubits challenging8. One way
to remedy both of these issues is to couple two distant
qubits using a resonator9–12. We consider electric cou-
pling between the resonator field and a charge-like state
of a spin qubit, focusing on the S-T0 qubit, although we
note that it is possible to use any of the spin qubits with
gateable charge-like states.
The S-T0 qubit’s logical subspace consists of the
hyperfine-degenerate singlet and triplet states of two elec-
trons in a tunnel coupled DQD. While electrons in the
singlet state are hybridized between the two dots in the
ground state, with a distribution determined by the dots’
relative energies and their tunnel coupling, the electrons
in the triplet state are Pauli-blockaded with one elec-
tron in each dot. The S-T0 energy splitting, J , is thus
controlled by the difference in chemical potentials of the
two dots, , which can be tuned by proximal RF gates
on nanosecond timescales. A magnetic field gradient be-
tween the dots drives rotations around σx, but will be
neglected for the remainder.
The qubit’s electric dipole operator is diagonal in the
energy basis, so the qubit-resonator coupling is a lon-
gitudinal interaction13–19. The resulting gate that we
describe in this paper has a number of advantages over
transverse-coupled gates. It is not necessary to bring the
qubits into resonance with one another or the resonator,
making the gate quite simple; it relies on applying a single
tone near the resonator’s frequency to each of the qubits,
with no direct control of the resonator required. More-
over, this makes it compatible with remaining at sweet
spots for enhanced dephasing time. The gate speed is
a linear function of the drive, so it can be turned com-
pletely off and does not require high powers for fast gates.
Furthermore, there is no Purcell effect and no dispersive
approximation is necessary, so the drive frequency can be
near the resonator’s frequency and the drive amplitude is
unconstrained, enabling faster gates. Another advantage
is that the gate is independent of the resonator’s initial
state, and only depends on its dynamics (e.g., its decay
rate). As a result, cross-talk to the resonator and ele-
vated temperatures are not barriers to implementing the
gate.
II. GEOMETRIC PHASE GATE
We begin by outlining the essential physics underly-
ing the two-qubit gate. By driving  of the first qubit
near the resonator’s frequency, we cause electrons in
the singlet state to oscillate between the two quantum
dots while electrons in the triplet state remain station-
ary due to Pauli blockade. The resonator is thereby ex-
cited in a qubit-state-dependent manner, which in turn
acts to drive  in the far qubit. When the two qubits are
driven at the same frequency, the interaction with the
resonator has a non-zero average, and the qubits accrue
a resonator-dependent geometric phase that lets us per-
form a CPHASE gate. We can now consider the main
noise processes of this interaction. Driving the qubits
closer to the resonator’s frequency excites the resonator
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Figure 1. a, Schematic of the two-qubit-resonator device.
A double quantum dot is placed at either end of a high-
impedance resonator. A nanowire resonator is shown, but
other types have similar dimensions; the resonator can be
further meandered to reduce its footprint, or straightened to
transport information over larger distances. b-c, Proposed
designs for Si-SiGe quantum-dot-resonator devices. Accumu-
lation gates are shaded pale blue, depletion gates gold, and
the resonator gray. In b, the resonator replaces one of the
accumulation gates, so it is separated by an additional 50 nm
oxide, cr = 0.02. In c, the resonator is at the depletion gates
layer, cr = 0.25. d, A circuit schematic of a qubit resonator
system (the left qubit is not shown, but is identical to the
right qubit). The left and right quantum dots, QL and QR,
have capacitance Ci,r to the resonator and total capacitance
Ci = Ci,r + Ci,p, i = {L,R}. The resonator has inductance
L and capacitance C.
more, which makes the gate faster, but causes more pho-
tons to be lost from the resonator. For similar coupling
mechanisms in other systems with a far larger resonator
decay rate than qubit dephasing rate, fidelity can be opti-
mized by driving at a frequency that equalizes dephasing
through the qubits and the resonator15,20,21. However,
in the case of an S-T0 qubit coupled to a superconduct-
ing resonator, the resonator decay rate is comparable to
the qubit dephasing rate. In this regime of large qubit
dephasing, noise from the resonator is relatively unim-
portant, and it is essential to perform the gate as fast
as possible. The maximum fidelity is achieved when the
detuning is set so that the CPHASE gate is performed in
a small, integral number of oscillations. This approach is
known as a geometric phase gate22–24.
We quantify the strength of the qubit-resonator cou-
pling by analyzing the effect of the resonator on the
qubit’s splitting. The voltage along a high-impedance
resonator is much larger than for a conventional 50 Ω
resonator25,26; the voltage at the resonator’s antinode
due to a single photon is V0 =
√
~Zrωr, where ωr is the
resonator’s frequency and Zr its impedance. Quantum-
dot-based qubits are compatible with high impedance
resonators because they have only tens of attofarads of
capacitance and thus have little parasitic effect on the
impedance, Zr =
√
L/C, where L and C are the total in-
ductance and capacitance in the system, respectively. We
consider exciting the resonator near its fundamental fre-
quency, i.e., a half-wave resonator, and place qubits at its
antinodes (Fig. 1a). The voltage at each antinode can be
written Vr = V0(a+a
†). This voltage shifts the chemical
potentials of the quantum dots, which are characterized
by a capacitance matrix describing the interactions be-
tween each dot and its electrostatic environment27. De-
noting the DC contributions to this chemical potential
by 0, we can write  = 0 + ecgVg + ecrVr, where e is an
electron charge, and cg and cr represent the lever arms
between the double quantum dot and the RF gate and
resonator, respectively, and which determine the shift in
chemical potential of the DQD caused by a voltage shift
on those gates. We define the drive on the RF gate as
eVgcg = d cosωdt. We then expand J around 0 to sec-
ond order:
J() ≈ J(0) + dJ
d
∣∣∣
0
(
crV0(a+ a
†) + d cosωdt
)
+
1
2
d2J
d2
∣∣∣
0
(
crV0(a+ a
†) + d cosωdt
)2
+ . . . (1)
The Hamiltonian for a qubit-resonator system is
HQR = ~ωra†a + 12J()σz. We move to an interaction
picture with respect to H0 = ~ωda†a + 12 J˜(0)σz, where
J˜ = J(0) +
1
2
d2J
d2
∣∣∣
1
(
c2rV
2
0 + 
2
d/2) includes second-order
corrections to the DC value of J . Considering the first
two orders of expansion and averaging over oscillating
terms yields:
Hint = ~∆a†a+
1
4
d2J
d2
∣∣∣
0
(
crV0d(a+ a
†) + 2c2rV
2
0 a
†a
)
σz
= ~∆a†a+ 12g(a+ a
†)σz + 12χa
†aσz, (2)
where ∆ = ωr − ωd is the detuning, and g =
1
2
d2J
d2
∣∣
0
crV0d and χ =
d2J
d2
∣∣
0
c2rV
2
0 are coupling
strengths. The second coupling χ is smaller than g by
a factor of crV0/d  1 for the optimal drive that we
will consider, and so we will ignore it for the remainder.
Higher order terms do not add additional terms to the
equation, they only change their relative magnitude.
To create a two-qubit coupling, we now add a sec-
ond qubit to the model at the opposite antinode of
the resonator, and drive it at the same frequency ωd
and 180◦ out of phase as the first qubit, giving the
two-qubit Hamiltonian H2 = ~∆a†a + g12 (a + a
†)σz1 +
g2
2 (a + a
†)σz2. The technique of driving two qubits two
qubits in resonance to enlarge the longitudinal coupling
to the resonator and in turn one another is also em-
ployed in 19. Following Roos et al.24, it can be shown
that H2 generates a time-dependent phase space dis-
placement U(t) = exp[−i∆ · ta†a]Dˆ[α(t)] exp[Φ12σz1σz2],
where Dˆ is a qubit-dependent displacement operator,
α(t) = (1 − ei∆·t)(g1σz1 + g2σz2)/(2~∆), and Φ12(t) =
3g1g2
2~2∆2 (∆ · t − sin ∆ · t). When α(t) = 0, the resonator
disentangles from the qubits. A CPHASE gate occurs
on the qubits when Φ12 = pi/4. Together, this re-
quires that ∆ · tg = 2pin and g1g22~2∆ tg = pi/4, where n
is a positive integer. This yields a requirement on the
detuning ~∆ = 2√ng1g2, and a CPHASE gate time
tg = pi~
√
n/(g1g2). While n = 1, corresponding to a
single oscillation of the resonator, yields the fastest gate,
we will also consider n > 1 gates to allow compatibility
with dynamical decoupling, described below.
We now turn to an analysis of the main decoherence
processes of this gate. There are two main sources of loss
in the system: dephasing of the qubits and loss of photons
from the resonator. A master equation that governs the
time evolution of the total system is:
ρ˙ = −i[H2, ρ]+2κD[a]ρ+γφ,1D[σz1]ρ/2+γφ,2D[σz2]ρ/2,
(3)
where κ = ωr/(2Q) is the cavity decay rate, γφ,i = 1/T2,i
is the dephasing rate of qubit i, and D[c]ρ = cρc† −
c†cρ/2− ρc†c/2 is the usual damping superoperator. We
neglect T1 effects because T1 exceeds T2 by several orders
of magnitude in most S-T0 systems. We note that, while
T2 is limited by charge noise with a 1/f spectrum, the
damping superoperator implements white noise. As a
result, we expect the fidelities from solving this master
equation to be slightly lower than in an exact simulation
based on 1/f noise.
In this master equation, it is straightforward to analyt-
ically solve the dephasing of the qubits because all terms
in the Hamiltonian commute with σz. Each qubit there-
fore dephases at the rate γφ,i throughout the gate. For
dephasing due to loss of photons from the resonator, it is
illustrative to solve the master equation analytically us-
ing a quantum trajectory approach. We make the simpli-
fying assumption that g1 = g2 = g and γφ,1 = γφ,2 = γφ.
In general, if the qubits differ, we can replace g and γφ in
equations below with the geometric mean of the terms in
the different qubits. The resulting dephasing process on
the two qubits can be viewed as a stochastic process de-
pending on whether an even or odd number of photons
are lost from the cavity. Odd numbers of lost photons
result in a random pi phase shift of one of the qubits,
whereas even numbers of lost photons result in a corre-
lated pi phase shift of both qubits. The full analytical
derivation of the system’s evolution is provided in Ap-
pendix B.
III. AVERAGE GATE FIDELITY
We can use the analytical derivation of the density
matrix at the conclusion of the gate to find the average
gate fidelity. The average gate fidelity F¯g, as defined
in Refs. 28 and 29, is used as a measure to assess the
performance of a noisy quantum gate compared with an
ideal (unitary) gate. It can be related to the fidelity of
entanglement Fe, which is a simpler quantity to directly
calculate, through the relation F¯g =
dFe+1
d+1 , where d is
the dimension of the Hilbert space (d = 4 in the case of
a two-qubit gate).
We define a map to represent the action of our noisy
CPHASE gate on a density matrix of two qubits as
ρ′ = Ng[ρ]. This map can be expressed as a matrix
that acts on the space of density operators for 2 qubits.
To calculate the fidelity of entanglement for this two-
qubit gate, we consider a maximally entangled state of
four qubits, with two of the qubits acted on by the
gate. Let |Ψ〉 = 12
∑
i,j=0,1 |ij, ij〉 be the maximally en-
tangled state of four qubits, with density matrix given
by ρΨ = |Ψ〉〈Ψ| = 14
∑
i,j,k,l=0,1 |ij, ij〉〈kl, kl|. Then
ρ′Ψ = (Ng ⊗ I)[ρΨ ] is a 4-qubit density matrix where
the map Ng has been applied to qubits 1 and 2, and
nothing has been done to qubits 3 and 4. We define
|Ψ′〉 = (Ug ⊗ I)|Ψ〉 as the state of the system after it has
evolved under the ideal gate, so the fidelity of entangle-
ment is
Fe = 〈Ψ′|(Ntg ⊗ I)[ρΨ ]|Ψ′〉 = 〈Ψ|(N ′tg ⊗ I)[ρΨ ]|Ψ〉 , (4)
where we have defined N ′tg = U−1g ◦ Ntg with U−1g being
the inverse ideal gate. That is, N ′tg describes only the
noise in the gate.
This expression for the fidelity of entanglement can be
made more explicit by using a trace-orthonormal basis
of 2-qubit operators, such as the 2-qubit Pauli operators,
to resolve the inner product of Eq. (4). Let {ρµ, µ =
1, . . . , 16} be such a basis. Then
Fe =
1
16
∑
µ
Tr
[
ρ†µ
(N ′tg (ρµ))] , (5)
We can then analytically calculate the gate fidelity using
the basis of 2-qubit operators ρµ as initial states ρ(0) in
the solution of Eq. (B21). Note that, for our numeri-
cal simulations, we use physical density matrices ρk con-
structed from all two-qubit combinations of single qubit
states |0〉, |1〉, 1√
2
(|0〉+ |1〉), 1√
2
(|0〉+ i|1〉) states, which
can easily be shown to form an orthonormal basis of the
operator space.
Given the analytical expression for the noisy CPHASE
gate given in Eq. (B21), and including qubit dephasing as
described by Eq. (B55), we can analytically calculate the
average gate fidelity. Specifically, the terms in Eq. (B21)
corresponding to zero, odd, and even numbers of lost
photons provide Kraus operators for an operator prod-
uct expansion of the map Ntg . The average gate fidelity
evaluates to
F¯g =
1
10
(4 + 4b(tg)e
−γφtg + (b(tg)4 + 1)e−2γφtg ) , (6)
where b(tg) represents the effect of photons lost from the
resonator during the gate and remaining in the resonator
at its completion and is defined in (B25) If we take the
first order Taylor expansion of this around κtg and γφtg,
we find:
1− F¯g ≈ 45 (γφtg + κtg/(2n)). (7)
4In the limit of small dephasing, the optimal gate time
is tg =
√
npi~/g, and the corresponding gate fidelity F¯g
becomes
1−F¯g ≈ 4
√
npi
5g
(γφ+κ/(2n)) =
8
√
npi20
5crJ
√
~Zrωrd
(γφ+
ωr
4nQ
) .
(8)
This simple expression for the fidelity enables us to find
the optimal values of J and d, giving a clearer picture
of how the fidelity of the gate depends on the resonator’s
parameters and charge noise in the system.
IV. EFFECT OF CHARGE NOISE ON
OPTIMAL DRIVE AND FIDELITY
To optimize the parameters for driving the qubits with
respect to their noise baths, we consider how spin qubits
dephase under the influence of charge noise30,31. Charge
noise has a power spectrum described by S(f) = S/f
β ,
where β is between 0.6 and 1.4 for a “1/f” spectrum32.
In the singlet-triplet qubit, we find that the noise is best
understood as fluctuating charges affecting the chemical
potentials of the quantum dots, which can be quantified
by S, a function of the substrate, the dots’ geometry and
the qubit’s wave function. To understand how this cou-
ples to the qubits’ splitting, we perform a Taylor expan-
sion similar to that in 1, but we include an error term, δ,
that is time-dependent but negligible at the resonator’s
frequency due to the 1/f nature of charge noise. Retain-
ing terms linear in δ in the third-order expansion and
setting terms oscillating at the resonator frequency, we
find:
δJ ≈ δ
( dJ
d
∣∣∣∣
0
+
1
4
d3J
d3
∣∣∣∣
0
2d
)
. (9)
We can then find SJ using the relation SJ = 1/2(
δJ
δ )
2S.
Empirical studies show that J is an exponential of
, J() ≈ J0 exp(/a), where J0 and a are tuning-
dependent but can be treated as constants throughout
multiple experiments where tuning is not substantially
changed.
We consider the possibility of employing dynamical
decoupling pulses, despite the added complexity and
requirement to perform the gate during multiple res-
onator oscillations, as they dramatically improve coher-
ence times. Most gains come from a single echo, ap-
plied half-way through the gate time, which increases
coherence times by about a factor of 3030. For this rea-
son, previous implementations of two-qubit gates in this
system7,8 have employed a Hahn echo or rotary echo.
Both gates rely on the same σz ⊗ σz interaction, so by
performing simultaneous echoes on the qubits, we cancel
noise but not the coupling. We intend to use the same
technique in performing this gate, but to do this without
affecting the CPHASE gate requires more care when the
qubits are entangling with a resonator. One must per-
form echo pi pulses when the qubit is fully disentangled
with the resonator, which can be achieved by performing
the gate over multiple oscillations of the resonator.
To understand how T2 varies with J , we consider pre-
vious work studying the effect of dynamical decoupling
for colored noise31. If we implement dynamical decou-
pling with Gaussian charge noise, the resultant decay of
qubit coherence takes the form A(t) ∝ exp(−(t/T2)1+β).
In general, T2 = m
β/(ηS
1/(β+1)
 ), where η is a constant
of order 1 and m is the number of pulses performed. For
certain pulse types, η can be solved for analytically; for
instance, for a Hahn echo, η = 1(2pi) (2
1−β − 1)Γ(−1 −
β) sin(piβ2 ). Combining the equations above, we find
1/T2 =
(
ηS
J2
2a
(
1 +
2d
42a
)2) 1β+1
≡ γφ,0
(
1 +
2d
42a
) 2
β+1
,
(10)
where we’ve defined the term γφ,0 to represent the de-
phasing rate at a given value of J with no drive applied.
For the values of S and β used in simulations for this pa-
per, and with no drive applied, T2(J) takes on the same
set of values as in Ref 30. We optimize d assuming exact
1/f noise to simplify the solution and from numerical so-
lutions we find that this gives an accurate result, with the
infidelity about 2% lower when the exact form is used.
Using the model of the spectrum for charge noise
with β < 1, we can find optimal values d,opt and Jopt
for the drive : d,opt = 2a
√
1 + κ2nγφ,0 and Jopt =
( β2n(1−β)κ)
(1+β)/2 a√
Sη
. The value Jopt has a strong de-
pendence on β, going to ∞ for true 1/f noise and 0
for white noise. Because J is limited to between about
50 MHz, where it becomes too small to drive effectively,
and tens of GHz, we will not always be able to achieve
the optimal value, but for values of β ≈ 0.7 that have
been measured previously, those limits are not reached30.
Upon substituting in the optimal values d,opt and Jopt,
we find that
1− F¯g ≈
4/5pi
(
23n
β
)β/2
(1− β)(1−β)/2√Sη
√
~ZrcrQ(1−β)/2ω(1+β)/2r
. (11)
We note that (11) does not apply for n = 1, because
there S takes on a much larger, low-frequency value.
V. EXPECTED GATE PERFORMANCE
To estimate the gate time and fidelity, we now look
at the range of possible values taken by the parame-
ters in the above expressions. We first consider the
impedance of the resonator. While transmission lines
relying on magnetic inductance are limited to approxi-
mately the impedance of free space, Z ≈ 377 Ω, kinetic
inductance has no such physical limitation. Kinetic in-
ductance, which arises from the inertia of electrons, can
510 -2
10 -1
1 
- F
id
el
ity
10 3 10 4 10 5 106
Quality
10 0
10 2
G
at
e 
Ti
m
e 
(n
s)
0.04
0.06
0.08
0.1
0.12
1 
- F
id
el
ity
10 0
d
/
d,opt
10 1
10 2
G
at
e 
Ti
m
e 
(n
s)
a
b
c
d
50,0
00 Ω
5000
 Ω
500 
Ω
50 Ω
50,000 Ω
5000 Ω
5000 Ω
50 Ω
Figure 2. a, Average gate fidelity simulated by a numeric so-
lution of the master equation with optimal values of J and d
as a function of resonator quality for resonator impedances of
50 Ω (standard), 500 Ω (maximum for magnetic impedance),
5000 Ω (typical nanowire), 50,000 Ω (SQUID array). b,
CPHASE gate time for the same parameters as in a. c and
d, Average gate fidelity and gate time as d is varied around
its optimal value with Zr = 5000 Ω and Q = 20, 000. As
quality increases, the gate time for the maximum fidelity gate
increases as well, but by adjusting the drive, faster gate times
can be achieved with minor loss of fidelity.
be found in several types of superconducting devices, in-
cluding nanowires formed from type II superconductors
and chains of SQUIDs. Using superconducting nanowires
has yielded impedances up to 4000 Ω with quality 200,000
and chains of SQUIDs up to 50,000 Ω26,33. Such large
impedances preclude addressing or measuring the qubit
using the resonator. The qubits we consider, however,
allow for universal control and 98% measurement fidelity
independent of the resonator, and this has the added
benefit of not requiring additional high frequency lines
for resonators. High-impedance nanowires are typically
much more compact than traditional resonators: for in-
stance, a 5 GHz nanowire is of order 1 mm in length,
but because it is only 100 nm wide, it can be folded so
that it occupies a (20µm)2 area, or it can be extended to
transport information over longer distances. Because S-
T0 qubits are typically a few µm
2 in size, this retains the
small size of a quantum dot based quantum processor,
necessary for scaling to large numbers on chip.
We next turn to the qubit-resonator coupling. Because
the S-T0 qubit has a dipole-like charge distribution, to
generate a large coupling, we must maximize the coupling
to one of the dots comprising the qubit while minimizing
the coupling to the other dot. This is quantified by the
lever arm, cr = CR,r/CR − CL,r/CL, with Ci,r the ca-
pacitance between the resonator and each dot and Ci the
total capacitance of each dot. COMSOL simulations pre-
dict its value can range from 0 to 0.3, with cr = 0.05 for
previously measured functioning S-T0 qubits in GaAs. In
Fig. 1b-c, we show two proposals for resonator and qubit
geometries in silicon-silicon germanium (Si-SiGe) quan-
tum well devices. In Fig. 1c, the resonator is at the same
layer as the depletion gates and laterally adjacent to the
near quantum dot, for which we predict cr to be 0.25.
This large coupling relies on precise knowledge of the lo-
cation of the dot, as a small shift would substantially
reduce the coupling. In Fig. 1b, we replace one of the ac-
cumulation mode gates, which are vertically separated by
an additional oxide layer, with the resonator, for which
we predict cr to be 0.02. An ideal coupler would be as
large as the gate in Fig. 1b, making it robust to different
quantum dot locations, but would need to be separated
by a much thinner layer of oxide, as has been used in
recent experiments with aluminum gates separated with
alumina34.
We perform simulations of the density matrix to pre-
dict the expected average gate fidelity and gate time, as
well as to confirm the power law behavior in Eq. (11).
To solve the differential equation for the density matrix
of the system, we use a 4th order Runge-Kutta equa-
tion. The resonator can be populated up to 5 photons;
the 5th level has a population of lower than 10−4 for all
simulations. We use time spacing of 20 ps unless this
gives more than 10,000 or under 200 time steps, in which
case we use those limiting values. We use parameters
S = 1.4 × 10−16 eV2/Hz1−β , β = 0.67, cr = 0.18, the
lever arm for devices that have been measured in GaAs,
wr/(2pi) = 6.5 GHz and η = 0.086, which corresponds
to a Hahn echo pulse. The value of S was measured
in a GaAs device, as it has not available for any silicon
devices at this time.
In Fig. 2a-b, we plot the simulated fidelity as a func-
tion of resonator quality and impedance. Fidelity ranges
from 96% to 99.3%, an improvement of a factor of 5 to
25 compared to the maximum Bell state fidelity of 72%
achieved for the static capacitive gate reported in Ref. 8.
The dephasing experienced by the qubit increases by a
factor of close to 3; dephasing through the resonator in-
creases the total rate by only about 50%, however driving
J doubles the total noise. Gate times near 10 ns are read-
ily achievable, as can be seen by inspection of Fig. 2b,d.
The dependence of d,opt and Jopt on the resonator’s qual-
ity and the qubits’ noise bath acts to equalize the effec-
tive noise from the two noise sources, the qubits and the
resonator, for whatever the absolute values of noise may
be. For instance, an increase in S requires that we de-
crease J and d to keep the total noise originating with
the qubit constant. As a result, the optimal gate time in-
creases with quality, as that dictates a reduction of Jopt
and d,opt. We can decrease the gate time at the cost
of fidelity, as is shown in Fig. 2c-d. Here, we sweep d
while keeping all other parameters constant, and see that
gate time has an inverse linear dependence on it, while
the infidelity has a quadratic relationship on it, so the
gate time can be substantially decreased without a corre-
sponding excessive decrease in the fidelity. We note that
the values of g we find are generally larger than those
in recent experimental works10–12, which we attribute to
increased coupling to charge in the singlet-triplet qubit
6and the ability to increase g by driving the qubit in our
model.
While our focus has been on the coupling between two
qubits, it is straightforward to include more qubits. Be-
cause the resonator does not require additional wiring,
incorporating a resonator for each qubit pair does not
impose scaling challenges. Another benefit of using res-
onators for two-qubit gates arises from the relative ease
of fabricating and characterizing resonators compared to
spin qubits. Improving the static capacitive gate’s fi-
delity requires reducing charge noise in the system, which
remains poorly understood and is challenging and time-
consuming to measure. By comparison, resonator fabri-
cation is an area of extremely active research, and dozens
of resonators can be made and tested at once. High-
impedance resonators will enable entangling gates to be
performed in noisier samples than the pristine GaAs het-
erostructures that have been used in the past, an asset
in the endeavor to scale to larger numbers of qubits.
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Di Wei. This work was supported by the Army Research
Office grants W911NF-15-1-0203 and W911NF-17-1-024,
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Appendix A: Lever Arms
For singlet-triplet qubits, it is common to define  =
VL−VR
2 , with VL and VR the voltages on the RF gates di-
rectly over the left and right quantum dots, because that
can be directly set. Here, we have defined  = µL − µR,
the difference in chemical potential between the left and
right dots. Two terms are affected by this change of defi-
nition: dJd and S. To convert these values, we first define
V =
VL−VR
2 . Then
dJ
d =
dJ
dV
dV
d and S = SV(
d
dV
)2.
We define Ci, i = {L,R}, to be the total capacitance of
the left and right quantum dot, and Ci,j , i, j = {L,R}
to be the capacitance between dot i and gate j. Then
d
dV
= e
(
CLL−CLR
CL
− CRL−CRRCR
)
, where e is an electron
charge. To find these capacitances, we perform a COM-
SOL simulation using a CAD file of the device, which
allows us to extract a capacitance matrix for the system.
We find that for the device in30, with which S was mea-
sured, ddV = 0.182e, which allows us to transform the
power spectrum given in the paper, in terms of voltages
on the gates, to the power spectrum of the dots’ chemical
potentials.
Appendix B: Geometric Phase Gate
1. Ideal gate operation
The ideal operation of our phase gate has been widely
discussed in the ion trapping literature24,35. We now give
a brief outline of these results so that the discussion here
is self-contained and to establish notation. This discus-
sion follows 24 closely.
Consider first a driven oscillator of oscillation fre-
quency ωr. For our purposes it will be convenient to work
in an interaction picture at the oscillator frequency. In
this picture, there will only be a linear drive of the os-
cillator, which makes it easier to find the explicit time-
evolution operator. A linear drive of the oscillator takes
the general form
Hint = −i[E∗(t)a− E(t)a†], (B1)
where E(t) is a complex amplitude describing the linear
drive.
The resulting time-evolution operator generated by
this Hamiltonian satisfies the differential equation
d
dt
U(t) = −iHint(t)U(t)/~. (B2)
There is a particularly straightforward solution to this
equation using Glauber’s displacement operators, D[α] =
exp
(
αa† − α∗a). The time-evolution operator for Hint is
U(t) = D[α(t)] exp[Φ(t)], (B3)
where
α(t) =
∫ t
0
dt′E(t′)/~ (B4)
Φ(t) = Im
∫ t
0
dt′E(t′)
∫ t′
0
dt′′E∗(t′′)/~2. (B5)
This can be checked using standard facts about displace-
ment operators. The phase factor Φ can be interpreted as
the area enclosed in phase space by the oscillator dynam-
ics; this can be seen by modifying the arguments at the
end of the supplementary material of 23 and is discussed
in 35.
We are interested in a system of two qubits longitudi-
nally coupled to a single oscillator, in which case the in-
teraction picture Hamiltonian involves only qubit-state-
dependent forces on the oscillator and can be written
Hint = −i[E∗1 (t)σz1 + E∗2 (t)σz2]a+ h.c. (B6)
As noted in 24, because σzi is a constant of the motion
and commutes with a and a†, we can obtain the solution
for the full unitary by replacing the drive amplitude E(t)
by the qubit operator E1(t)σz1 + E2(t)σz2 everywhere
in the solution. Realistically, there would also be some
direct drive of the oscillator of the form given by equation
(B1), but we defer consideration of this to a later section.
The resulting time-evolution operator generated by this
Hamiltonian is
U(t) = Dˆ[α1(t)σz1+α2(t)σz2] exp[Φ12(t)σz1σz2] exp[Φ0(t)],
(B7)
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αj(t) =
∫ t
0
dt′Ej(t′)/~ (B8)
Φ0 =Im
(∫ t
0
dt′E1(t′)
∫ t′
0
dt′′E∗1 (t
′′)
+
∫ t
0
dt′E2(t′)
∫ t′
0
E∗2 (t
′′)
)
/~2, (B9)
Φ12 =Im(
∫ t
0
dt′E1(t′)
∫ t′
0
dt′′E∗2 (t
′′)
+
∫ t
0
dt′E2(t′)
∫ t′
0
E∗1 (t
′′))/~2. (B10)
We have introduced the notation
Dˆ[α1σz1 + α2σz2] = exp
[
(α1σz1 + α2σz2)a
†
−(α∗1σz1 + α∗2σz2)a] . (B11)
Dˆ is a qubit-state-dependent displacement of the oscil-
lator, so it is an entangling operation that acts on both
qubits as well as the oscillator. We reserve the notation
D[α] for the usual displacement operators that act non-
trivially on the oscillator alone.
In the main text, we worked in an interaction picture
with respect to the drive frequency ωd, which has the
Hamiltonian described by (2). When we move to the
interaction picture used above, we find that the resulting
interaction picture Hamiltonian is a special case of the
one in (B6):
Hint = − i
2
[
g1e
−i∆tσz1 + g2(t)e−i∆tσz2
]
a+ h.c. (B12)
Thus for the purposes of the main text we are interested
in the case where Ej = gje
i∆t/2. In this case,
αj(t) = i
gj
2~∆
(
1− ei∆t) (B13)
Φ12 =
g1g2
2~2∆2
(∆t− sin ∆t) , (B14)
and we want to choose a gate time such that |∆|tg = 2pin,
for which αj = 0 and the gate acts only on the qubits
with Φ12 = ±ng1g2/2~2∆2, as stated in the main text.
Ultimately, we are interested in the time evolution op-
erator generated by the Hamiltonian H2 in the original
interaction picture. This is straightforward to find from
the textbook discussion of the interaction picture:
U(t) = exp[−i∆ta†a]Dˆ[α1(t)σz1 + α2(t)σz2]
exp[Φ12(t)σz1σz2] exp[Φ0(t)]. (B15)
2. Dephasing due to cavity decay
We now consider the effects of dephasing on the two-
qubit gate. It is illustrative to first study the effect of the
decay of photons from the resonator on its own and how
this decay affects the geometric phase acquired. Qubit
dephasing is straightforward to incorporate later because
it commutes with the gate. The restricted master equa-
tion is:
ρ˙ = −i[Hint, ρ] + 2κD[a]ρ . (B16)
We first write the solution of this master equation for
the oscillator initially in its ground state and the pair of
qubits in an initial state ρq, so that the initial state of
the system is ρ(0) = |0〉〈0| ⊗ ρq. At the conclusion of
the gate, we average (trace) over the state of the cavity.
Initial coherent and thermal states of the cavity are also
tractable and will be discussed in a later section. We will
restrict attention to the case where E1(t) = E2(t); one
could write analogous expressions with different driving
on the two qubits, but certain simplifications would not
occur.
We begin by defining α(t) so that it satisfies
α˙ = −κα+ E(t)/~ , (B17)
describing the amplitude of the oscillator subject to the
decay rate κ. Associated with this differential equation
we define a phase, analogous to the two-qubit phase ac-
quired in the lossless case,
Φ12(t) = 2Im
∫ t
0
dt′E(t′)α∗(t′)/~. (B18)
Continuing the analogy, we define a two-qubit gate per-
formed at time tg,
Ug = exp[iΦ12(tg)σz1σz2]. (B19)
It can be shown that state of the qubits after evolving
according to the master equation (B16) and averaging
over the oscillator is then
ρq(tg) = UgE [ρq(0)]U†g , (B20)
where E is a correlated dephasing process associated with
residual excitations in the oscillator at the end of the
gate and the excitations lost from the oscillator during
the gate. The dephasing process E commutes with the
action of the unitary gate Ug so the order of operations
in equation (B20) can be changed as required.
The correlated dephasing process can be described as
E [ρq(0)] = ρ0 + ρodd + ρeven. (B21)
The three contributions correspond to, respectively, zero
photons, an odd number of photons, and an even number
of photons either lost from the cavity or remaining in it
at the end of the pulse. They are defined as follows:
ρ0 = [(1 + b)I − (1− b)σz1σz2]
ρq(0)[(1 + b)I − (1− b)σz1σz2]/4 , (B22)
ρodd =
1
2
(
1− b4) [σz1 + σz2]ρq(0)[σz1 + σz2]/4 , (B23)
ρeven =
1
2
(
1− b2)2 [I + σz1σz2]ρq(0)[I + σz1σz2]/4 ,
(B24)
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b(tg) = exp
(
−4κ
∫ tg
0
dt′|α(t′)|2 − 2|α(tg)|2
)
. (B25)
Together, the equations (B29-B31) provide a Kraus op-
erator expansion for E .
As in the ideal case, we are most interested in the
specific drive where E = gei∆t/2. In this case we find
α(t) = − g
2~
1
i∆ + κ
(e−κt − ei∆t). (B26)
Substituting this into (B25) yields
b(tg) = exp
[ −κtgg2
~2(∆2 + κ2)
+
g2(∆2 − κ2)
~2(∆2 + κ2)2
(cos ∆tge
−κtg − 1)
+
2g2e−κtgκ∆
~2(∆2 + κ2)2
sin ∆tg
]
. (B27)
At tg = pi
√
n~/g and ~∆ = 2
√
ng, this simplifies to
b(tg) = exp(−pi~κ/(2g
√
n)) when κ ∆.
3. Explicit solution to the master equation
In this subsection we will justify the expression for the
state of the qubits at the conclusion of the gate (B20).
Recall that this arises from solving the dynamics accord-
ing to the master equation (B16) with the initial state
ρ(0) = |0〉〈0| ⊗ ρq and then averaging over the state of
the oscillator. The correlated dephasing of the qubits
described by (B21) arises from both the operation of the
gate and the entanglement of the qubits with the oscilla-
tor at the conclusion of the gate. These two contributions
can be seen in the two terms in the exponent on the right
hand side of equation (B25).
Our approach in this section will be to first state the
solution ρ(t) to the master equation (B16) with the initial
condition given above. We will then outline an argument
that verifies that this proposed solution satisfies the mas-
ter equation (although we originally found the solution
by solving the master equation explicitly, the details are
unnecessarily complicated to repeat here). In the second
step of the calculation, we will average over the oscillator
to obtain the reduced density matrix ρq for the qubits
alone, recovering the claimed solution (B21). Readers
willing to trust this solution may wish to skip the rest of
this subsection.
It will be simpler to write various intermediate expres-
sions as members of a one-parameter family of correlated
dephasing processes Eb that we define as follows:
Eb[ρq(0)] = ρ0 + ρodd + ρeven. (B28)
The terms on the right hand side are defined as
ρ0 = [(1 + b)I − (1− b)σz1σz2]
× ρq(0)[(1 + b)I − (1− b)σz1σz2]/4 , (B29)
ρodd =
1
2
(
1− b4) [σz1 + σz2]ρq(0)[σz1 + σz2]/4 , (B30)
ρeven =
1
2
(
1− b2)2 [I + σz1σz2]ρq(0)[I + σz1σz2]/4 ,
(B31)
For this to be a valid quantum operation, the param-
eter b needs to satisfy 0 ≤ b ≤ 1. This definition has the
useful property that
Eb1 [Eb2 [ρ]] = Eb1b2 [ρ]. (B32)
The value of b for the solution is given in (B25).
Given that notation, the solution to the master equa-
tion with our desired initial state is
ρ(t) = UgDˆ[α(σz1+σz2)]
(|0〉〈0|⊗Ebl [ρq])Dˆ†[α(σz1+σz2)]U†g ,
(B33)
where α, and Ug are defined above in equations (B17),
and (B19) respectively and bl, which represents the con-
tribution to qubit dephasing arising from the loss of ex-
citations from the oscillator during the operation of the
gate, is defined as
bl(t) = exp
(
−4κ
∫ t
0
dt′|α(t′)|2
)
. (B34)
There are several ways to establish this solution. In
our original approach we found analytical solutions to the
quantum trajectory equations that describe the dynam-
ics of the system as the oscillator emits excitations into
the bath36,37 and then summed over the number of emis-
sions and averaged over the various emission times. In
this solution, ρ0 is associated with trajectories in which
no emissions occur, ρodd with an odd number of emis-
sions, and ρeven with an even number of emissions. While
this calculation gives a nice physical picture, the details
are tedious and to verify the solution we just need to
check that it satisfies the master equation and has the
appropriate initial condition as we do in the following.
We begin by performing the well-known polaron trans-
form, often used to analyze the master equations for lon-
gitudinal coupling of qubits to oscillators21. This trans-
formation simplifies the dynamics by essentially decou-
pling the qubits and the oscillator. The “polaron picture”
density matrix is defined as follows:
ρ˜(t) = Dˆ[−α(σz1 + σz2)]ρ(t)Dˆ†[−α(σz1 + σz2)]. (B35)
Since α(0) = 0, the initial condition for this master equa-
tion is ρ˜ = |0〉〈0|⊗ρq(0). Our proposed solution for ρ˜(t),
from (B33), is
ρ˜(t) = |0〉〈0| ⊗ (UgEbl [ρq]U†g) . (B36)
In the polaron picture, the oscillator remains in the
ground state at all times.
The master equation for ρ˜ is
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dt
ρ˜ =
(
d
dt
Dˆ[−α(σz1 + σz2)]
)
ρDˆ†[−α(σz1 + σz2)] + Dˆ[−α(σz1 + σz2)]ρ
(
d
dt
Dˆ[−α(σz1 + σz2)]
)†
+ Dˆ[−α(σz1 + σz2)]
(
d
dt
ρ(t)
)
Dˆ†[−α(σz1 + σz2)].(B37)
Standard techniques can be used to show that
d
dt
Dˆ[−α(σz1 + σz2)] = [(α˙∗a− α˙a†)(σz1 + σz2) + (α˙α∗ − α˙∗α)(σz1σz2 + I)]Dˆ[−α(σz1 + σz2)]. (B38)
After some calculations relying on the fact that the os-
cillator remains in its ground state, we find
˙˜ρ = −i[H˜int, ρ˜] + 2κ|α(t)|2D[σz1 + σz2]ρ˜, (B39)
where
H˜int = −i[E(t)α∗(t)− E∗(t)α(t)]σz1σz2 (B40)
and α(t) is a solution to equation (B17).
It is easy to check that ρ˜(t) as given in (B36) satisfies
the polaron picture master equation by substituting ρ˜
into the left and right hand side of (B39) and checking
that they match. This therefore shows that ρ(t) is the
correct solution of the original master equation.
The final step to find the state of the qubits ρq(t) is to
average over the oscillator by taking the partial trace
ρq(t) =UgTrcav
[
Dˆ[α(σz1 + σz2)]
× (|0〉〈0| ⊗ ρ′q)Dˆ†[α(σz1 + σz2)]]U†g , (B41)
where ρ′q = Ebl [ρq]. To facilitate the calculation of the
partial trace note that
Dˆ[α(σz1 + σz2)] =D[2α]⊗ |00〉〈00|+ I ⊗ |01〉〈01|
+ I ⊗ |10〉〈10|+D[−2α]⊗ |11〉〈11|.
(B42)
We can make use of the following identity for a pair of
coherent states,
Tr[|α〉〈β|] = 〈β|α〉 = e−|α|2/2−|β|2/2+β∗α. (B43)
It is then straightforward to verify that
Trcav
[
Dˆ[α1σz1 + α2σz2]
(|0〉〈0| ⊗ ρ′q)
× Dˆ†[α1σz1 + α2σz2]
]
= Ebe [ρ′q], (B44)
where we have defined
be(t) = exp
(−2κ|α(t)|2) . (B45)
be is the contribution to the dephasing of the qubits aris-
ing from the entanglement of the qubits with the oscilla-
tor at the conclusion of the gate.
Therefore, using (B32), we obtain the desired result
ρq(tg) = UgEb[ρq]U†g , (B46)
with b(t) = bl(t)be(t) given by equation (B25).
4. Effect of direct oscillator drive and non-vacuum
initial state
It may seem overly restrictive to restrict the initial os-
cillator state to the ground state. In practice, we would
like to understand the behavior of the gate for both initial
coherent and initial thermal states of the oscillator. Like-
wise, in practice the longitudinal coupling of the qubits
to the oscillator will involve some direct drive of the os-
cillator, and we would like to model this effect. In this
section, we explain how to extend the solution to these
cases.
We consider an interaction picture Hamiltonian of the
form
Hint = −i[E∗c (t) + E∗(t)σz1 + E∗(t)σz2]a+ h.c. (B47)
which includes a direct cavity drive Ec. We consider
initial states of the form ρ(0) = |β〉〈β| ⊗ ρq, where |β〉
is a coherent state. Finding the solution for an initial
coherent state also allows us to model thermal states by
averaging over a Gaussian probability distribution for β.
In the limiting case where the longitudinal coupling is
negligible, it is straightforward to show that the solution
is ρ(t) = |αc(t)〉〈αc(t)| ⊗ ρq where αc(t) satisfies
α˙c = −καc + Ec/~, (B48)
and αc(0) = β. Following the approach used in the pre-
vious section, we define
ρ˜(t) = D[−αc]ρ(t)D†[−αc], (B49)
so that ρ˜(t) = |0〉〈0| ⊗ ρq at all times for negligible lon-
gitudinal coupling.
Working with a master equation for ρ˜, we have
˙˜ρ =D˙[−αc]ρD†[−αc] +D[−αc]ρ
(
D˙[−αc]
)†
+D[−αc]ρ˙(t)D†[−αc]. (B50)
We find
˙˜ρ =− (α˙∗ca+ α˙ca†)ρ˜− ρ˜(α˙ca† + α˙∗ca)− i[−iE∗c a+ iEca†, ρ˜]
− i[Hint, ρ˜] + 2κD[a+ αc]ρ˜ (B51)
=− i[H˜int, ρ˜] + 2κD[a]ρ˜, (B52)
where
H˜int =− i[E∗c (t)a− Ec(t)a†](σz1 + σz2)
− i[α∗c(t)E∗c (t)− αc(t)Ec(t)](σz1 + σz2). (B53)
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We see that the coherent state in the oscillator can be
handled by adding a classical drive that affects only the
qubits. Since this drive term commutes with the terms
that couple the qubits and the cavity, we can infer the
solution to this master equation from the solution with
no extra drive by adding an appropriate local unitary U1q
at the end of the calculation.
Again, we are interested in the reduced state of the
qubits at the conclusion of the gate, which is given by
ρq(tg) = Trcav[ρ(tg)]. Because the displacement is a uni-
tary that acts only on the oscillator, it does not affect the
partial trace, so ρq(tg) = Trcav[ρ˜(tg)] and we can work
entirely in this displaced picture to calculate the quality
of the gate. We find as before
ρq(tg) = U1qUgEb[ρq]U†gU†1q, (B54)
with b(t) given by equation (B25).
5. Adding qubit dephasing
The above analysis considered only the restricted mas-
ter equation that describes dephasing due to cavity decay.
As we noted above, it is straightforward to include qubit
dephasing because all of the dephasing terms commute
with one another. That is, the effect of intrinsic dephas-
ing on each qubit can be described as a noise map on
the input density matrix that acts independently of, and
commutes with, the noise resulting from cavity decay.
As discussed in the main text, qubit dephasing for two
qubits is described by a contribution to the master equa-
tion ρ˙ = γφ,1D[σz1]ρ+γφ,2D[σz2]ρ, and in the absence of
coupling to the oscillator (g = 0), this has the following
solution:
ρq(t) =Eq[ρq(0)] = (1− p1)(1− p2)ρq(0)
+ p1(1− p2)σz1ρq(0)σz1 + p2(1− p1)σz2ρq(0)σz2
+ p1p2σz1σz2ρq(0)σz1σz2, (B55)
where pj =
1
2 (1 − e−γφ,jt). This intrinsic dephasing of
the qubits is independent of the coupling to the cavity be-
cause all terms commute with σz1 and σz2, so the overall
solution is
ρq(tg) = UgE [Eq[ρq(0)]]U†g . (B56)
The structure of this solution would be unchanged if
the intrinsic qubit dephasing were non-Markovian and
therefore not described by a master equation. The effect
of the dephasing would still be described by some single
qubit dephasing process of the same form as (B55) with
some values of p1 and p2, so (B56) holds.
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