We introduce an inversion algorithm for tomographic images of layered media. The algorithm is based on a multiscattering series expansion of the Green's function that, unlike the Born series, converges unconditionally. Our inversion algorithm obtains images of the medium that improve iteratively, as we use more and more terms in the multiscattering series. We present the derivation of the multiscattering series, formulate the inversion algorithm and demonstrate its performance through numerical experiments.
A Calculation of the probability of the re ected paths in a medium with one interface 23 
Introduction
We consider the inverse problem of imaging the electrical conductivity of a layered medium occupying the half space = f(x; y; z) j z = 0g. The data are the applied electric currents and the measured electric voltages on the boundary surface S = f(x; y; z) j z = 0g. This work is motivated by problems arising in Geophysical prospecting, where, in many situations, it is reasonable to approximate the Earth by a layered medium in the half space . The upper half space is assumed to be composed of dry air with negligible electrical conductivity. where is the electrical conductivity which depends only on depth and j is the given normal current at the boundary. For problem (1.1) to be well posed, we must have Z S j(x; y)dxdy = 0: (1.
3)
The conductivity is a real, positive function and the current j is a function in the space H ? 1 2 (S). We overspecify the problem by requiring that (x; y; 0) = v(x; y) on S; (1.4) where v is the measured voltage. The inverse problem is to nd (z) for z < 0 from the Neumann to Dirichlet map ? : j ! v; where ? : H ? 1 2 (S) ! H 1 2 (S): (1.5) In practice, j and v are not known over the whole boundary S but rather at discrete locations con ned in a bounded subdomain M S. Thus, the imaging of (z) is to be done with only partial knowledge of the Neumann to Dirichlet map (1.5).
We assume a discrete layered medium as shown in gure 1.1. The case of a continuous (z) can be viewed as the limit of the discrete case, where the width of the layers is in nitesimally small. Under the assumption of a discontinuous electrical conductivity, suppose that we have N and, unlike the Born series, converges for all contrasts. The series expansion of the kernel R is obtained through a calculation of the Green's function of (1.1) via path integration 16, 20, 28, 32] . In section 2 we explain the derivation of the multiscattering series via path integration. In section 3 we introduce the inversion algorithm. Numerical results are presented in section 4.
2 Derivation of the multiscattering series (2.1) However, we explain later how to reduce the domain to the half space , by introducing a special extension of (x) for z > 0. Suppose that we discretize (2.1) by reducing the space to a cubic in nite lattice of spacing h. The discretization of equation (2.1) leads to an algebraic system of equations:
where is the set of indices of the nodes in the lattice, u b = G(x b ; x 0 ) and f a = (x a ? x 0 ). (2.4) where N(a) = fb 2 j jx b ? x a j = hg is the set of neighbors of the node a and a = (x a ). For a node a 2 that belongs to an interface I between two layers ( see gure 2.1), the discretization of (2.1) is which are given the interpretation of transition probability from node a to node b in the lattice. Next, we solve the linear system (2.2) with Jacobi's iterative method: In (2.9), g n (x; x 0 ) is the transition probability from point x 0 to point x in n steps, given by is the probability of a path that starts at x 0 and ends at x after n steps. Thus, the Green's function has a path integral representation given by (2.9)-(2.11). Furthermore, problem (2.1) has been reduced to a random walk in I R 3 .
Isotropic, homogeneous media
In isotropic, homogeneous media, the transition probabilities can be modeled by a Gaussian 10] We calculate the Green's function corresponding to this medium with the path-integral method described in sections 2.1 and 2.2. Let us de ne + = f(x; y; z) j z > g and ? = f(x; y; z) j z < g and suppose that x and x 0 2 + . From the result (2.14) we deduce that there are two classical paths that connect x 0 and x in n steps. There is the direct path that has the probability g (d) n (x; x 0 ) given by (2.15) , where = + . The second path reaches x after a re ection at the interface and it has the probability g (r)
n (x; x 0 ) = D Furthermore, the path that has the largest contribution in the evaluation of g (r) n (x; x 0 ) satis es Snell's law of re ection that says that the angle of incidence equals the angle of re ection. The calculation of the Green's function is completed by using equation ( The term G 2 in (2.25) accounts for the contribution of paths such as shown in gure 2.4. Note that the other three possibilities due to the perfectly re ecting top surface must be included. Finally, we show the diagrams in gure 2.5 which illustrate the paths that contribute to the term G 3 in (2.25). Again, the additional possibilities due to the perfectly re ecting top surface must be included. The construction can be done, in principle, for any r. For each path in the diagram, we calculate its amplitude as the product of the coe cients of re ection and transmission through the interfaces.
Note that the amplitude of each path belongs to the interval ?1; 1]. Furthermore, each term in the expression of G r (x; x 0 ) is proportional to the product of r coe cients of re ection D j , where
Thus, if the contrast is high, the re ection coe cients are close to 1 and the convergence of the series is slow. However, for moderate contrast, we expect a fast convergence. Note also that the contribution to the Green's function of each path is inverse proportional to the length of the path. Thus, the higher r is, the longer the paths and the smaller the terms in the expression of G r . This is of big importance in the convergence of the series as we show in section 3.
Discussion
The multiscattering series expansion (2.25) of the Green's function can also be obtained directly from equation ( and the kernel R is calculated iteratively as given by (1.8) and (1.9). One can expand the right handside of the equation (2.28) into a power series of coe cients D j = j ? j+1 j + j+1 and obtain (2.25). Our approach, based on path integration, gives a physical interpretation of the derivation of (2.25). We show that the problem can be regarded as a random walk in an in nite lattice, where the transition probability from one node to another depends on the electrical conductivity of the continuum. Furthermore, of all possible paths in such a random walk, we distinguish the preferred or classical paths that give the largest contribution to the Green's function. The classical paths, like rays in geometrical optics, re ect at interfaces according to Snell's law of re ection (see equation (2.19) ). However, the transmitted paths remain straight and so they do not satisfy Snell's law of refraction. Furthermore, after each re ection and transmission through a layer, the amplitude of the paths decreases as given by the re ection and transmission coe cients de ned in (2.6). Thus, (2.25) is very similar to the Bremmer series obtained by Bremmer 7, 8] and by H. B. Keller and J. B. Keller in studies of wave propagation in layered media. However, there are some di erences between the Bremmer series and (2.25). First, the re ection and transmission coe cients do not depend on the angle of incidence and, as explained above, the transmitted paths remain straight while passing through an interface between two layers of di erent conductivity. The second di erence is that each term in (2.25) is exponentially decaying with the length of the path. There is no concept of time of arrival at the surface (as for waves) and all the paths contribute simultaneously to the response at the boundary.
Finally, we mention that equations (2.9) and (2.10) hold for any function (x) and so, the path integration approach introduced in this section might be useful in deriving approximations of the Green's function in media that are more general than the layered ones. In future research, we concentrate on extending the ideas in this section to such media. One example, encountered in mine detection applications, is a medium with a few conducting or insulating inclusions in a uniform background. where by O(D 3 ) we mean the contribution of the terms G r , r 3 in the multiscattering series (2.25). The series expansion (3.6) of the voltagev(k) is convergent because of the decaying exponentials.
Indeed, the higher the terms in the series, the longer the paths associated and the smaller the exponentials. Furthermore, all the exponentials are multiplied by the amplitude associated with each path and each amplitude has a magnitude of at most one. For moderate contrasts, the re ection coe cients are small and we expect that it is su cient to consider only the rst few terms in (3.6).
In our numerical experiments, the domain M S of measurements is a square of length L, over which we place electrodes on a uniform mesh with N E nodes on each side. The number of frequencies that give independent equations such as ( In general, is is easy to get the conductivity on the surface, so we assume that we know 1 . The inversion algorithm proceeds to reconstruct the re ection coe cients step by step. The rst step takes into account only single re ections in the interior of and terms in ( We solve (3.13) with Newton's method, where the initial guess is the solution of (3.9). Next, we take in (3.6) terms of order D 3 that account for at most three re ections inside . The least-squares problem to solve is: This can be done for higher and higher terms in the series (3.6). For each step, we have a nonlinear least-squares problem that we solve with Newton's method, where the initial guess is the solution of the previous step. If the vector D does not change much from one step to another, we accept it as the solution of the inverse problem and calculate the conductivity distribution from (3.12). In summary, the inversion algorithm introduced in this section consists of a sequence of leastsquares problems. The rst problem (3.8) is linear and all the others, like (3.13) and (3.14), are nonlinear. In each least-squares problem, we consider an additional term G r in the series expansion (2.25) of the Green's function. As shown by (2.25) and (3.6), each term G r has a strength proportional to the r th power of the re ection coe cients D j . For a nite contrast in , jD j j < 1 for all j = 1; : : :N and so jG r j is expected to be smaller than jG r?1 j. Furthermore, G r contains longer paths than G r?1 , and, due to the exponentially decaying factors in (3.6), is less important than G r?1 in the approximation of the Green's function. Thus, for an intermediate contrast, the solution of the least-squares problem that uses G(x; x 0 ) r?1 X i=0 G i (x; x 0 ) is expected to be a reasonable approximation of the conductivity function (x) and so a good initial guess for the next nonlinear least-squares problem that uses the additional term G r (x; x 0 ) in the approximation of the Green's function. Having a good initial guess, each nonlinear least-squares problem is solved easily, in just a few iterations.
Comparison with the Born series
In this section we compare the multiscattering series (3.6) with the popular Born series that is based on the linearization of the equations about a reference conductivity. For simplicity, we make the comparison for a medium with two layers, as shown in gure 3.1: (3.18) which is exactly the multiscattering series (3.6). Next, we write the Born series for imaging the conductivity (3.15). In an iterative Born method, the potential is given by 13]
Z r x 0 (n) (x 0 ) r x 0G 0 (x; x 0 )dx 0 ; x 2 ; n = 1; 2; : : :
where is the solution of the homogeneous problem (3.4) and G 0 is the Green's function associated with it and given by (2.26). Integration by parts gives the rst step approximation of the electric potential as (1) The calculations of (2) , (3) and so on are similar to the above and the iterative Born method gives the Fourier coe cient of the potential at the surface: is clearly di erent than the rst step of the Born algorithm.
Discretization, penetration and resolution
In inversion, both the values of the conductivity in the layers and the location of the layers are unknown. To solve the inverse problem, we discretize the medium by de ning a mesh along the z direction, for z 0: The mesh can be uniform or nonuniform and between two mesh points z = ?H j?1 and z = ?H j we assume that the electric conductivity is a constant = j . In this section we explain how to choose the discretization of the layered medium, or, equivalently, how to de ne H j , j = 1; : : :N.
The rst question to address is the depth penetration of each Fourier mode. Let us consider a medium with one layer that has the electrical conductivity We compare the response of the medium with conductivity de ned by (3.25) to the response of a homogeneous medium of conductivity 1 : (3.27) The discontinuity at z = ?H in the conductivity can be felt at the surface if the ratio in (3.27) is larger than the noise level ". Otherwise, the Fourier mode with frequency k does not see the layer. Based on this result, we de ne the depth of penetration of the Fourier mode with frequency k as the depth H(k) for which the upper bound in (3.27) is equal to the noise level ":
The result (3.22) shows that the high frequency modes explore only the top layers and attenuate quickly with depth. Furthermore, (3.22) gives insight into the question of optimal currents 13, 19, The re ection coe cients D j are not known so cannot be calculated apriori. However, from (3.28) it is clear that to image the conductivity at depths larger than H, the current j must have nonzero Fourier coe cients with frequency jkj 1
2H ln 2 " :
The next question that is relevant to the choice of the discretization of the medium is the resolution. To study resolution, we consider the layered medium shown in gure 3.2 with electrical conductivity: = where H < H(k) de ned by (3.28) . Thus, the high frequency modes give a better resolution than the low frequency ones. Our discretization in z of the domain takes into consideration the noise level ", the penetration depths (3.28) and the resolution widths (3.34). For example, suppose that we de ned the depths where k max is the highest available frequency that penetrates to depths larger than H p and d min is the minimum, user de ned, width of the layers. Then, we calculate H p+1 and repeat the process until we reach the maximum depth given by (3.28) for the lowest available frequency. This algorithm de nes a nonuniform, adaptive discretization that is shown in the next section to give better results than a uniform discretization that does not take into account the resolution and depth of penetration issues.
4 Numerical results In this section we present the numerical results obtained with the inversion algorithm described in section 3. In all the experiments we used synthetic data generated by the formula (1.7) to which we added noise. In 27], the authors discuss the issue of measurement accuracy in real data gathering experiments. The level of noise expected in real data, given the present modern equipment is approximately 1%. Thus, the noise considered in this section is in this range. However, the number 1% is probably not always accurate and it may be site dependent. In the next section, we test our algorithm for much noisier data. Indeed, in section 5 we consider conductivity functions that are not perfectly layered. This leads to a voltage response on the surface that is di erent (by as much as 50% at some points) than that of a perfectly layered medium. In the rst experiment we image a medium with two layers and conductivity The data contain 1% multiplicative noise so the maximum penetration is H max = 8:4325: In gure 4.1 we show the image obtained after the rst , second and third steps of the inversion algorithm. After the third step, the image remains basically unchanged so the algorithm converged. Thus, for a contrast of 200% it is su cient to consider terms of order at most D 3 (three inner re ections) in the multiscattering series (3.6). Furthermore, from one step of the algorithm to the next, the initial guess for Newton's method in the solution of the nonlinear least-squares problems (3.13) and (3.14) is quite close to the solution. Thus, Newton's method converges in very few steps.
The second experiment tests the e ect of the discretization of the medium. We reconstruct the conductivity (z) =
( 1 for ? 0:5 < z 0 2 for z ?0:5; (4.3) from noisy data, with 1% multiplicative noise. First, we use a uniform mesh in the vertical direction, with spacing z = 0:12. The result is shown in gure (4.2) with the dotted line. Next, we reconstruct the conductivity with an adaptive mesh de ned as in section 3.3, equation (3.35) , where the minimum spacing is d min = 0:12. The result is shown in gure (4.2) with the full line. Thus, the image given by the adaptive mesh is superior to the image obtained with the uniform mesh. Near the surface, the uniform mesh spacing is in agreement with the resolution limit de ned by (3.34). However, deeper inside the medium, where the high frequency modes cannot penetrate, z is too small for the large frequencies to resolve and we obtain the oscillations shown in gure 4.2.
In the third experiment we image a medium with three layers and conductivity In gures 4.6 and 4.7 we show the reconstruction of di erent conductivity distributions of media with ve layers. The noise level is 0:5:%. Finally, we show in gure 4.8 the reconstruction of a multilayered, low contrast medium. The data contain 0:5% noise. The image is quite accurate and the algorithm converges in two steps due to the low contrast. In fact, one can see that after the rst step of the inversion algorithm, the image (dotted line in gure 4.8), is very close to the nal answer.
In summary, the numerical experiments presented in this section show that our inversion algorithm is successful in recovering conductivities of layered media. We have tested the algorithm in various situations of intermediate contrast and have shown that we can obtain a good quality image in just a few iterations. The algorithm solves at each step a nonlinear least-squares problem and it converges rapidly because we start with a good initial guess that is the solution of the previous iteration. Thus, the performance of our algorithm is similar to that of any nonlinear output least-squares inversion algorithm that starts with a good initial guess 33, 23, 24, 31] . However, it is di cult in general to obtain a good initial guess of the conductivity function. Our algorithm addresses this question, by calculating a sequence of initial guesses of , one for each iteration, based on better and better approximations of the Green's function. Furthermore, our algorithm is expected to perform better than any inversion algorithm that linearizes the problem, as in a Born approximation 13, 3, 2] . This is due to the fact that, as shown in section 3.2, the Born series will converge only if the constrast in is low, typically less than 15%, whereas the series (2.25) is unconditionally convergent. Our algorithm proved to be successful in reconstructing images with contrast as high as 500%. However, as the contrast increases even higher than this, our algorithm will be slower or it could fail. In such situations, we need more and more terms in the series (2.25) to get a good enough approximation of the Green's function and so the solution of the rst step (3.8) could be very far from the actual . Thus, the following nonlinear least-squares problems might not give any improvements to the image, due to the poor initial guesses given by the previous iterations.
Imaging of almost layered media
In this section we address the question of sensitivity of our algorithm to the assumption that the medium is perfectly layered. For this purpose, let us consider the conductivity function Thus, for small perturbations of the conductivity about the perfectly layered (z), we use our algorithm to reconstruct (z). The data is the current j and the voltage = 0 + on the top surface. The voltage , due to the perturbation in the electrical conductivity, is noise in the imaging process of (z). After (z) is approximately found, we can improve the image of with a typical Born inversion algorithm 13, 3, 2] . This can be done by using, for example, the integral equation Green's function G(x; x 0 ) corresponds to the layered medium with electrical conductivity (z).
Born inversion has been the topic of many studies (see for example 13, 3, 2] ). In this section we address only the reconstruction of (z). maximum relative error max x2S j (x) 0 (x) j is 34.5% for = 0:1 and 59.2% for = 0:25, respectively. We repeated the experiment of imaging the layered part of the conductivity, for various perturbations and di erent models of (z). All the experiments show that, if the perturbation (x) ? (z) is small, our algorithm obtains a good quality image of (z). This is also expected to hold for media with layers that are not perfectly horizontal, but have a small dip.
Summary
We have introduced an inversion algorithm for tomographic imaging of one-dimensional media. The algorithm is based on a multiscattering series expansion of the Green's function of the layered media. The multiscattering series has a probabilistic interpretation in terms of random walks in the medium. Each term in the series is interpreted as the contribution of paths that re ect multiple times at interfaces separating various layers in the medium. Furthermore, the multiscattering series can be seen as an expansion of the Green's function in powers of the re ection coe cients D j that are related to the conductivity of the layered medium through D j = j ? j+1 j + j+1 : The Born series, that is known to converge only for small contrasts, is shown to be inferior to the multiscattering series that converges unconditionally. In inversion, we estimate the re ection coe cients D j of the layers iteratively, from the multiscattering series, where at each step we consider terms with higher powers of the unknown D j . The estimation of the re ection coe cients at each step is done by solving a nonlinear least-squares problem via Newton's method, where the initial guess is the solution obtained at the previous step. In the rst step, the problem is linear and we solve it with singular value decomposition.
The location of the layers of constant conductivity is unknown in inversion, but a discretization in depth must be done for numerical computations. Thus, we introduce an apriori, nonuniform discretization of the medium, that takes into account the noise level, the limited resolution and depth of penetration associated with each frequency in the data. For this discretization, we assume to be constant between two mesh points. The performance of the inversion algorithm is illustrated through numerical experiments. The images identify correctly the location of the discontinuities in even when the mesh points of the apriori discretization in depth do not coincide with the location of the layers of the true conductivity. The images also give a good estimate of the value of the conductivity in the medium. Furthermore, the algorithm is shown to be stable and give good images even for noisy data.
Our numerical experiments consider media with contrasts ranging from low to intermediate. We show that the algorithm can resolve correctly media with contrasts as high as 300% in just three steps (ie. the rst three terms in the multiscattering series). Furthermore, Newton's iteration used to solve the nonlinear least-squares problem at each step of the algorithm converges very fast due to the good initial guess provided by the solution of the least-squares problem at the previous step. For low contrasts of about 15% we show that the algorithm converges in one iteration. However, as the contrast increases, one has to use more and more terms in the multiscattering series (multiple re ections at the interfaces in the medium) and the calculations can become quite complicated. Furthermore, the rst step of the algorithm that takes into account only paths that re ect once at some interface, might give an answer that is a poor guess for Newton's method required to solve the nonlinear least-squares problems at later steps. Thus, as expected, the problem becomes more di cult if the contrast is very high but is easily solved for intermediate and low contrasts.
