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Metastatic cancer cells detect the direction of lymphatic flow by self-communication: they secrete
and detect a chemical which, due to the flow, returns to the cell surface anisotropically. The secretion
rate is low, meaning detection noise may play an important role, but the sensory precision of this
mechanism has not been explored. Here we derive the precision of flow sensing for two ubiquitous
detection methods: absorption vs. reversible binding to surface receptors. We find that binding
is more precise due to the fact that absorption distorts the signal that the cell aims to detect.
Comparing to experiments, our results suggest that the cancer cells operate remarkably close to the
physical detection limit. Our prediction that cells should bind the chemical reversibly, not absorb
it, is supported by endocytosis data for this ligand-receptor pair.
Metastasis is the process of cancer cells spreading from
the primary tumor to other parts of the body. A major
route for spreading is the lymphatic system, a network
of vessels that carry fluid to the heart. Particular cancer
cells detect the drainage of lymphatic fluid toward the
vessels and move in that direction [1]. Experiments have
shown that the detection occurs by self-communication:
the cells secrete diffusible molecules (CCL19 and CCL21)
that they detect with receptors (CCR7) on their sur-
face [2]. The flow affects the distribution of detected
molecules thereby provides information about the flow
direction. This flow detection mechanism, termed ‘au-
tologous chemotaxis,’ has been observed for breast can-
cer [2], melanoma [2], and glioma cell lines [3], as well
as endothelial cells [4], and has been studied using fluid
dynamics models [2, 5, 6].
The flow is slow. Lymphatic drainage speeds near
tumors are typically v0 = 0.1−1 µm/s [7, 8], and the
speed decreases further with proximity to the cell surface
due to the laminar nature of low-Reynolds-number flow.
In contrast, a secreted molecule diffuses with coefficient
D = 130−160 µm2/s [5], covering a distance equivalent
to the cell radius (a ≈ 10 µm [2]) in a typical time of
a2/D and giving a “velocity” of D/a = 13−16 µm/s.
The ratio of these velocities  ≡ v0a/D = 0.006−0.08,
called the Pe´clet number, is small, indicating that diffu-
sion dominates over flow in this process.
Also, the secretion rate is low. Cells secrete 0.7−2.3×
10−15 g of CCL19/21 ligand in a 24-hour period (Fig.
3F in [2]), which given the molecular weights of these
ligands (11 and 14.6 kDa, respectively [9]), corresponds
to a secretion rate of ν = 1200−5200 molecules per hour.
Yet, cells begin migrating in a matter of hours [2].
The slow flow and low secretion rate raise the question
of whether autologous chemotaxis is a physically plau-
sible mechanism for these cells. Is a couple thousand
molecules, biased by such a weak flow field, enough to
determine the flow direction? If so, with what preci-
sion? Although this mechanism has been modeled at the
continuum level, the question of sensory precision has
remained unexplored.
At the same time, the question of sensory precision has
been heavily explored for other cellular processes, begin-
ning with the early work of Berg and Purcell [10], and
extending to more modern works on concentration sens-
ing [11–18], gradient sensing [19–23], and related sensory
tasks [24–27]. Yet, the mechanism of autologous chemo-
taxis has thus far evaded this list, despite its importance
to cancer biology and its potential for interesting physics.
Here we combine stochastic techniques from sensory
biophysics with perturbation techniques from fluid dy-
namics to derive the fundamental limit to the precision
of flow sensing by self-communication. We consider two
ubiquitous methods of molecule detection: absorption vs.
reversible binding to receptors (Fig. 1). For both, we find
a Berg-Purcell-like expression that is ultimately limited
by the Pe´clet number, the secretion rate, and the inte-
gration time. Comparing to the experiments, this ex-
pression places a stringent limit on the level of precision
that is possible for these cells, suggesting that they de-
tect the flow direction near-optimally given the physical
constraints. Finally, we predict that reversible binding is
more precise than absorption due to the fact that absorp-
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FIG. 1: Flow sensing by self-communication. (a) A cell
isotropically secretes molecules (red) that diffuse and drift
along laminar flow lines (blue). The cell detects the molecules
by (b) absorption or (c) reversible binding to receptors.
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2tion necessarily reduces the anisotropy in the detected
signal, a prediction that we test with endocytosis data
on the CCL19/21-CCR7 ligand-receptor pair.
Consider a spherical cell with radius a that secretes
molecules isotropically with rate β ≡ ν/4pia2 per unit
area, in the presence of a fluid flowing with velocity v0
(Fig. 1). At low Reynolds number and high environmen-
tal permeability, laminar flow lines obeying Stokes’ equa-
tion [10] form around the cell [Fig. 1(a), blue]. However,
in the tumor environment and in experiments, the per-
meability K is low (κ ≡ √K/a ∼ 10−3 [2]), and the flow
lines obey the more general Brinkman’s equation [28].
For a sphere at steady state they are given by [29]
~v(r, θ, φ) = v0 cos θ
[
1− ζ
ρ3
+
3κ
ρ2
(
1 +
κ
ρ
)
e−(ρ−1)/κ
]
rˆ
− v0 sin θ
1 + ζ
2ρ3
− 3
2ρ
(
1 +
κ
ρ
+
κ2
ρ2
)
e−(ρ−1)/κ
 θˆ.
(1)
Here, ρ ≡ r/a and ζ ≡ 1 + 3κ + 3κ2, the flow is in the
zˆ direction (θ = 0), rˆ and θˆ are the radial and polar
unit vectors, and ~v is independent of φ by symmetry. In
the limit κ → ∞, Eq. 1 reduces to Stokes flow; we are
interested in the opposite limit. Note that ~v = 0 at the
cell surface r = a.
The molecules diffuse with coefficient D and drift along
the flow lines [Fig. 1(a), red]. This process creates
a stochastically evolving concentration field c(r, θ, φ, t)
with a mean distribution c¯(r, θ, φ, t), where the bar rep-
resents the ensemble average over many independent re-
alizations of the system. The mean follows the diffusion-
drift equation, which at steady state reads
0 =
∂c¯
∂t
= D∇2c¯− ~v · ~∇c¯. (2)
We consider two cases for molecule detection at the
cell surface: absorption [Fig. 1(b)] or reversible recep-
tor binding [Fig. 1(c)]. In the former, there exists a flux
boundary condition at the cell surface,
−D ∂c¯(r, θ)
∂r
∣∣∣∣
a
= β − αc¯(a, θ), (3)
where α is the absorption rate per unit area, and c¯(r, θ)
is independent of φ and t by symmetry and the system
being in steady state, respectively. We also require that
the concentration vanish at infinity.
We define the dimensionless concentration χ ≡ c¯a3 and
velocity ~u ≡ ~v/v0. In terms of the dimensionless radial
distance ρ and the Pe´clet number , Eq. 2 at steady state
becomes 0 = ∇2ρχ − ~u · ~∇ρχ. Because  is small, we
use a perturbative solution χ = χ0 + χ1. However, in
problems with diffusion and background flow, a single
perturbative expansion cannot simultaneously satisfy the
boundary conditions at r = a (Eq. 3) and r →∞ (c¯→ 0)
due to the particular spatial nonuniformity of ~u [30]. The
resolution is to split the solution into an inner part χ(ρ, θ)
that satisfies the boundary condition at the cell surface
and holds when ρ is order one, and an outer part X(s, θ)
that satisfies the boundary condition at infinity and holds
when s = ρ is order one. We match χ andX by requiring
them to be equal at each order in  as ρ→∞ and s→ 0,
respectively.
To zeroth order, the inner solution satisfies Laplace’s
equation, 0 = ∇2ρχ0, the general solution to which con-
sists of spherical harmonics and powers of ρ [31]. For the
outer solution, we write Eq. 2 in terms of s and X, which
reads 0 = ∇2sX−~u · ~∇sX. One can define a perturbative
expansion for X, but we show [31] that only the leading
terms of X and ~u matter. The latter is ~u = zˆ, corre-
sponding to the uniform flow far from the cell where X
applies. The solution to this equation satisfying X → 0
as s→∞ consists of modified Bessel functions and spher-
ical harmonics [31].
We find that the matching condition requires all but
one term in χ0 and X to vanish [31], yielding
χ0 =
γ
ρ
, X =
γ
s
e−s(1−cos θ)/2, (4)
where γ ≡ β˜/(1 + α˜), and β˜ ≡ βa4/D and α˜ ≡ αa/D
are dimensionless secretion and absorption rates, respec-
tively. We see that to leading order, the concentration
falls off with distance, and far from the cell it is largest
in the flow direction (θ = 0).
To obtain the anisotropy near the cell, which is essen-
tial for the flow sensing problem, we must go to the next
order. χ1 satisfies 0 = ∇2ρχ1 − ~u · ~∇ρχ0, which is the
Poisson equation with ~u (Eq. 1) and χ0 (Eq. 4) provid-
ing the source term. This equation can be solved using
a Green’s function, with coefficients determined by Eq. 3
and matching to X in Eq. 4 [31]. The result is
χ1 =
γ
2
{
α˜
(1 + α˜)ρ
− 1 + cos θ
4
[
(1− α˜)w
(2 + α˜)ρ2
+ f(ρ, κ)
]}
,
(5)
where w ≡ 1+κ−1−κ−2e1/κE1(κ−1) is a monotonic func-
tion that limits to 2 (κ 1) and 1 (κ 1), f(ρ, κ) is an
α-independent function [31], and E1(x) ≡
∫∞
1
dt e−tx/t.
We see that χ1 acquires a cos θ anisotropy largest in the
flow direction (θ = 0). We have checked by numerical
solution of Eq. 2 that for  ≤ 0.1, Eq. 5 is accurate to
within 0.4% at the cell surface [31, 32].
Information about the anisotropy, and thus the flow
direction, comes from the front-back asymmetry in the
absorptive flux of molecules αc at the cell surface over a
time T , which is captured by weighing each absorption
event by its location represented as cos θ. Normalizing
this by the mean number of absorbed molecules, we de-
3fine the anisotropy measure [19, 23]
A ≡
∫ T
0
dt
∫
a2dΩ αc(a, θ, φ, t) cos θ
T
∫
a2dΩ′ αc¯(a, θ′)
, (6)
where dΩ = dφ dθ sin θ, and the cosine extracts the asym-
metry between the front (θ = 0) and back (θ = pi). Us-
ing the solution for χ in Eqs. 4 and 5 and the fact that
f(1, κ) = w, the mean evaluates to [31]
A¯ =
w
8(2 + α˜)
(7)
to leading order in .
Eq. 7 gives the mean anisotropy but ignores the
counting noise due to diffusive molecule arrival. The
equivalent expression to Eq. 6 that accounts for dis-
crete molecule arrival is [19] A = N¯−1
∑N
i=1 cos θi,
where θi is the arrival angle of the ith molecule, and
N =
∫ T
0
dt
∫
a2dΩ αc(a, θ, φ, t) is the total number of
molecules absorbed in time T . The mean of this expres-
sion is given by Eq. 7 [31]. The variance is calculated by
recognizing that molecule arrivals are statistically inde-
pendent and that N is Poissonian [19] (which we have
checked even with flow using particle-based simulations
[31, 32]). The result is [31]
σ2A =
1
N¯
=
1
νT
(
1 + α˜
α˜
)
(8)
to leading order in . This expression includes (as does
Eq. 14 below) a factor of 3 that arises from each direc-
tionally independent component of the variance. We see
that the variance in the anisotropy scales inversely with
the mean number of absorbed molecules.
Combining Eqs. 7 and 8, we obtain a relative error of
σ2A
A¯2
=
64(1 + α˜)(2 + α˜)2
w22νT α˜
& 282
2νT
. (9)
In the second step, we have set w to its maximal value of 2
for κ 1 (as in the experiments [2]) and recognized that
the expression has a minimum at α˜∗ = (
√
17 − 1)/4 ≈
0.78. The minimum arises from the following trade-
off: strong absorption maximizes the number of detected
molecules and therefore reduces noise (Eq. 8); but it also
causes molecules to be absorbed immediately after re-
lease, preventing them from interacting with the nonzero
flow away from the cell surface and therefore reducing
the mean (Eq. 7). Eq. 9 sets the fundamental limit to the
precision of flow sensing by molecule absorption, depen-
dent only on the Pe´clet number  and the total number
of secreted molecules νT .
We now consider the case of reversible receptor binding
[Fig. 1(c)]. Calling b(θ, φ, t) the surface concentration of
bound receptors, we have
∂c
∂t
= D∇2c− ~v · ~∇c+ ηD +
(
−∂b
∂t
+ β + ηβ
)
δ(r − a),
∂b
∂t
= λc(a, θ, φ, t)− µb+ ηb, (10)
where the term proportional to the delta function con-
tains the boundary condition at the surface. Here λ ≡
ka(R/4pia
2 − b) ≈ kaR/4pia2 and µ are the binding and
unbinding rates, respectively, where ka is the intrinsic
ligand-receptor association rate, and R is the number of
receptors per cell. Because binding is reversible, there
are correlations between the bound receptor concentra-
tions at different regions of the cell surface. Therefore,
we cannot use the Poisson counting technique (Eq. 8) to
calculate the noise. Instead, we include Langevin noise
terms in Eq. 10 to account for these correlations. These
terms have zero mean, are uncorrelated with each other,
and satisfy [18, 23, 33, 34]
〈ηD(~r, t)ηD(~r ′, t′)〉 = 2Dδ(t− t′)~∇r · ~∇r′ [c¯(~r)δ(~r − ~r ′)],
〈ηβ(Ω, t)ηβ(Ω′, t′)〉 = βδ(Ω− Ω′)δ(t− t′), (11)
〈ηb(Ω, t)ηb(Ω′, t′)〉 = 2µb¯ δ(Ω− Ω′)δ(t− t′),
where c¯(r, θ) and b¯(θ) = λc¯(a, θ)/µ are the mean concen-
trations in steady state. Binding and unbinding equili-
brate in steady state, such that c¯(r, θ) is given by the
previous solution (Eqs. 4 and 5) but with α = 0. The
approximation in the definition of λ above neglects re-
ceptor saturation, which is valid because c¯(a)/Kd =
ν/4piaDKd ∼ 10−4, where we have used the isotropic
approximation for c¯(a) (Eq. 4, α = 0) and a dissociation
constant of Kd = µ/ka ∼ 1 nM for the CCL19/21-CCR7
ligand-receptor pair [35, 36].
In the reversible binding case, the anisotropy is defined
as the average of the cosine over the angular distribution
of bound receptors and the integration time T ,
A ≡
∫ T
0
dt
∫
a2dΩ b(θ, φ, t) cos θ
T
∫
a2dΩ′ b¯(θ′)
. (12)
Because b¯(θ) = λc¯(a, θ)/µ, the means of Eqs. 6 and 12
take equivalent forms. Therefore, to leading order in ,
the mean of Eq. 12 is simply Eq. 7 with α = 0,
A¯ =
w
16
. (13)
To solve Eqs. 10-12 for the variance, we Fourier transform
them in space and time, calculate the power spectrum of
A, and recognize that σ2AT is given by its low-frequency
limit [11, 18, 22, 23]. The result is [31]
σ2A =
1
νT
(
7
9
+
2
λ˜
)
(14)
to leading order in , where λ˜ ≡ λa/D. The two
terms are from noise due to (i) secretion and diffu-
sion, and (ii) binding and unbinding, respectively. The
derivation of Eq. 14 assumes that T  {τ1, τ2}, where
τ1 ≡ a2/D ∼ 1 s is the characteristic time for a ligand
molecule to diffuse across the cell, and τ2 ≡ (1 + λ˜)/µ ≈
λ˜/µ = R/4piaDKd ∼ 1−10 s is the receptor equilibration
4timescale [18]. For τ2 we take R ∼ 104−105 CCR7 re-
ceptors per cell [35, 37] and λ˜ 1, which corresponds to
diffusion-limited binding as further discussed below. Be-
cause cells migrate over hours, we see that T  {τ1, τ2}
should indeed be valid.
Combining Eqs. 13 and 14, we obtain the relative error
σ2A
A¯2
=
1792
9w22νT
(
1 +
18
7λ˜
)
& 50
2νT
. (15)
In the second step, we again take w = 2 and λ˜  1.
Comparing Eqs. 9 and 15, we see that reversible binding
achieves
√
282/50 ≈ 2.4 times lower error than absorp-
tion. The reason is that absorption (Eq. 7), but not
binding (Eq. 13), reduces the anisotropy. Absorption is
an active modifier of the signal created by secretion and
flow, whereas reversible binding is a passive monitor.
How do our results compare to the experiments on
metastatic cancer cells? The inequality in Eq. 15 pro-
vides the fundamental detection limit. We plot this ex-
pression as a function of T in Fig. 2 using the maximal
experimental values of  = 0.08 and ν = 5200/hr [2]
to obtain the minimum possible error. We see that low
errors are not possible in a few hours; even 10% error
would take over 150 hours to achieve. Yet, the cells are
observed to migrate over a 15 hour period [2]. In this
time frame, it is not possible to achieve less than 30% er-
ror (Fig. 2). The situation is likely worse, given that the
cells presumably begin migrating well before the 15-hour
mark, and given that we have neglected any internal sig-
naling noise. Thus, we see that the sensory performance
is severely limited by the experimental parameters and
the physics of the detection process. We conclude that
these cells operate remarkably close to the fundamental
detection limit.
We find that absorption is less precise than reversible
binding (Eqs. 9 and 15). A ubiquitous mechanism of lig-
and absorption is endocytosis, wherein bound receptors
are internalized into the cell. Therefore, we predict that
the degree of CCR7 endocytosis in response to CCL19/21
binding is low. This prediction can be tested with endo-
cytosis data on this ligand-receptor pair. Specifically, to
achieve optimal absorption in Eq. 9 (α˜∗ ≈ 0.78), ab-
sorption would need to occur at a rate of 4pia2α∗c¯(a) =
να˜∗/(1 + α˜∗) ∼ 25 min−1, where we have used the
isotropic approximation for c¯(a) (Eq. 4). However, the
rate of CCR7 endocytosis in response to CCL19/21 bind-
ing is many times slower at about 1 min−1 [38]. Thus,
the degree of endocytosis is much lower than required for
the absorption mechanism, as predicted.
We also find that reversible binding is most precise
when the parameter λ˜ = Rka/4piaD is large (Eq. 15).
Writing this parameter as λ˜ = (ka/4pi`D)(R`/a), where
` is the receptor lengthscale, we see that the first factor is
the ratio that determines whether ligand-receptor bind-
ing is diffusion-limited (ka  4pi`D) or reaction-limited
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FIG. 2: Fundamental limit to the precision of flow sensing.
Maximum experimental values  = 0.08 and ν = 5200/hr [2]
are used for minimum error (solid line). Cells migrate within
15 hours [2] (dashed line). Lowest possible error is 30%.
(ka  4pi`D). With the known values of R and a and
a typical receptor lengthscale of ` ∼ 10 nm, the second
factor evaluates to 10−100. Therefore, the requirement
that λ˜  1 is equivalent to the statement that bind-
ing is either diffusion-limited or weakly reaction-limited.
Given the high sensory performance implied by Fig. 2 and
the low degree of endocytosis found above, we thus pre-
dict that CCL19/21 binding to CCR7 is either diffusion-
limited or weakly reaction-limited. We are not aware of
kinetics data that would test this prediction.
Our finding that reversible binding is more precise than
absorption is the opposite of what was found for the de-
tection of an externally established concentration gradi-
ent [19]. The reason is that in our problem absorption
removes molecules at the source, whereas in that prob-
lem molecules are replenished by a source at infinity. De-
pletion at the source prevents interactions with the flow
and therefore weakens the anisotropy. Additionally, our
models do not include any additional noise sources from
processes internal to the cell such as protein signaling or
gene expression. Because any such process would simply
add a fixed amount of noise, our finding is unaffected by
the inclusion of internal dynamics, and Eq. 15 remains a
theoretical minimum to the error in flow sensing.
The severity of the limit in Fig. 2 raises the question
of whether metastatic cancer cells benefit from additional
sensory mechanisms not accounted for in our modeling.
The precision of flow sensing may be affected by geo-
metric properties of the cell such as a nonuniform distri-
bution of receptors or aspherical morphology. We find
that receptor clustering has a negligible effect on the
anisotropy but that an ellipsoidal cell [39, 40] can de-
crease its sensory error by elongating in the direction
of the flow [31, 32]. Further investigation of the effects
of cell geometry would be an interesting topic for fu-
ture work. Some chemoattractants including CCL21 are
5known to bind to extracellular matrix fibers and be sub-
sequently released by proteases [41–44]. This effect has
been shown in continuum models of autologous chemo-
taxis to substantially increase the anisotropy [4, 5], al-
though the impact on the noise is unknown. It is also
important to recognize that these cells do not perform
flow sensing in isolation. Indeed, studies have shown
that their migration is (i) increased in the presence of
another cell type (fibroblasts) [45], (ii) decreased at high
cell densities [46], and (iii) reversed at even higher cell
densities (although reversal is attributed to a separate
pressure-sensing mechanism) [46]. The extension of our
work to multiple cells remains to be explored. Finally, re-
cent work has highlighted the benefit of on-the-fly sensing
[25, 47], where an agent makes (and continually updates)
its decision during the integration time, instead of after-
ward as assumed here. On-the-fly sensing may play an
important role for these cells.
We have derived the fundamental limit to flow sensing
by self-communication and shown that it strongly con-
strains the performance of metastatic cancer cells. Our
work elucidates the physics behind a fascinating detec-
tion process and provides quantitative insights into a crit-
ical step in cancer progression.
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SUPPLEMENTAL MATERIAL
DERIVATION OF EQ. 4
In this section, we derive the lowest order terms in the expansion for the inner and outer solution (Eq. 4 of the
main text). We recall the non-dimensionalized variables and parameters
χ = c¯a3, ρ =
r
a
, β˜ =
βa4
D
,
α˜ =
αa
D
,  =
v0a
D
, κ =
√K
a
.
(16)
7It will be convenient to describe the flow profile with the functions
ur(ρ) = 1− 1 + 3κ+ 3κ
2
ρ3
+
3κ
ρ2
(
1 +
κ
ρ
)
e
1−ρ
κ ,
uθ(ρ) = 1 +
1 + 3κ+ 3κ2
2ρ3
− 3
2ρ
(
1 +
κ
ρ
+
κ2
ρ2
)
e
1−ρ
κ
(17)
With these, the dimensionless flow profile (Eq. 1 of the main text) is
~u(ρ, θ) =
~v(ρ, θ)
v0
= ur(ρ) cos θρˆ− uθ(ρ) sin θθˆ. (18)
We solve the drift-diffusion equation (Eq. 2 of the main text) with these flow lines through the method of matched
asymptotic expansions. To do this, we introduce two expansions: an inner and an outer one. The inner one satisfies
the boundary condition at the cell surface, while the outer one satisfies the condition at infinity. We obtain the full
solution and remaining coefficients by matching the functional forms on a common overlap region: s = ρ→ 0 for the
outer expansion and ρ→∞ for the inner expansion.
We assume that the inner expansion has the standard form
χ(ρ, θ, ) =
∞∑
n=0
nχn(ρ, θ). (19)
This is a solution to the problem
0 = ∇2ρχ(ρ, θ)− ~u(ρ, θ) · ∇ρχ(ρ, θ), −
∂χ(ρ, θ)
∂ρ
∣∣∣
ρ=1
= β˜ − α˜χ(1, θ), (20)
where χ’s  dependence has been suppressed. Collecting powers of , the equations for χn become
0 = ∇2ρχn − ~u · ∇ρχn−1, −
∂χn
∂ρ
∣∣∣
ρ=1
= β˜δn,0 − α˜χn(1). (21)
This assumes that the flow is small, which is valid close to the surface of the cell.
For the outer expansion, we introduce the re-scaled distance
s = ρ. (22)
We make the standard choice
X(s, θ, ) =
∞∑
n=0
Fn()Xn(s, θ), (23)
where
lim
→0
Fn+1()
Fn()
= 0. (24)
In the derivation of Eq. 5 of the main text (next section), we will show that using only the lowest order term
F0()X0(s, θ) gives a consistent solution sufficient for our purposes. The full expansion solves the problem
0 = ∇2sX(s, θ)− ~u
(
s

, θ
)
· ∇sX(s, θ), lim
s→∞Xn(s, θ) = 0. (25)
For the outer expansion, we neglect the exponential terms in ~u, as these have −s/ in the exponent, which is smaller
than any power of  and cannot be captured by a Taylor series. This means that we work with
ur
(
s

)
∼ 1− ζ
3
s3
, uθ
(
s

)
∼ 1 + 2ζ
3
s3
, (26)
where ζ = 1 + 3κ + 3κ2. For the lowest order terms (order 0−2), only the constant terms in the ~u affect the PDE,
and the flow is just the flow at infinity, zˆ.
8Inner Expansion
For the zero-order term, we have
∇2ρχ0 = 0, −
∂χ0
∂ρ
∣∣∣∣
ρ=1
= β˜ − α˜χ0(1). (27)
Using azimuthal symmetry, the general solution to the PDE is
χ0 =
∞∑
`=0
(
A0,`ρ
` +
B0,`
ρ`+1
)
Y 0` (θ), (28)
where A0,` and B0,` are undetermined coefficients, and Y
m
` are spherical harmonics. We plug this into the boundary
condition in Eq. 27. Since the spherical harmonics are linearly independent, we have the system
− (`A0,` − (`+ 1)B0,`) =
√
4piβ˜δ0,` − α˜(A0,` +B0,`), (29)
where the factor of
√
4pi arises from Y 00 = (4pi)
−1/2 and factoring off a spherical harmonic from both sides of the
equation. We will use this result shortly, as it will simplify substantially after using the matching condition.
Outer Expansion
The equation for X0 follows from Eq. 25,
0 = ∇2sX0 − cos θ
∂X0
∂s
+
sin θ
s
∂X0
∂θ
, (30)
where as discussed we use ~u = zˆ and we have written the gradient in spherical coordinates. We can eliminate the
θ-dependence and replace it with a cos θ-dependence using
sin θ
∂
∂θ
= −(1− cos2 θ) ∂
∂(cos θ)
, (31)
with which Eq. 30 becomes
0 = ∇2sX0 − cos θ
∂X0
∂s
− (1− cos
2 θ)
s
∂X0
∂(cos θ)
. (32)
If we make the subsitution X0(s, θ) = G(s, θ) exp(s cos(θ)/2), the equation simplifies because the operator becomes
∇2sX0 − cos θ
∂X0
∂s
− (1− cos
2 θ)
s
∂X0
∂(cos θ)
= e
s
2 cos θ
[
∇2s −
1
4
]
G(s, θ). (33)
Since the exponential factor never vanishes, the PDE becomes
∇2sG(s, θ)−
1
4
G(s, θ) = 0. (34)
To move forward, we write G as a linear combination of spherical harmonics and use azimuthal symmetry
G(s, θ) =
∞∑
`=0
H`(s/2)√
s
Y 0` (θ), (35)
where the H` are to be determined. Substitution and isolating the independent spherical harmonics give the ODEs
0 = s−5/2
(s
2
)2 d2H`( s2 )
d( s2 )
2
+
s
2
dH`(
s
2 )
d( s2 )
−
((
s
2
)2
+
(
`+
1
2
)2)
H`
(
s
2
) . (36)
9The term in square brackets must vanish, and this is just the modified Bessel differential equation in s/2 of order
`+ 1/2. This means that the general solution for H` is
H`(s/2) = C0,`K`+1/2(s/2) +D0,`I`+1/2(s/2), (37)
where the Is and Ks are modified Bessel functions of the first and second kind, respectively, and C0,` and D0,` are
undetermined coefficients. Substituting this back into X gives
X0(s, θ) =
e
s
2 cos θ√
s
∞∑
`=0
[
C0,`K`+1/2(s/2) +D0,`I`+1/2(s/2)
]
Y 0` (θ). (38)
Since X0 must vanish at infinity, we must have D0,` = 0 for all ` so
X0(s, θ) =
e
s
2 cos θ√
s
∞∑
`=0
C0,`K`+1/2(s/2)Y
0
` (θ). (39)
For positive half-integer orders, the Bessel Ks are exponentially decaying functions with decaying power laws. The
exponentially decaying factor is exp(−s/2), so the combination of the two exponentials is decreasing for all θ values
except θ = 0, where the factor is constant.
Asymptotic Matching
Now we match the functional forms of the two solutions. We look at the inner expansion first (Eq. 28). Each term
in the outer expansion decreases as s increases, so we cannot have the positive powers of ρ in the inner expansion.
This implies that A0,` = 0 for ` ≥ 1. Since α˜ ≥ 0, applying the surface boundary condition in Eq. 29 also gives
B0,` = 0 for ` ≥ 1. This means that, to lowest order in 
χ0 = Y
0
0
(
A0,0 +
B0,0
ρ
)
. (40)
Now we turn to the outer expansion. Note that the modified Bessel functions of the second kind K have the
following asymptotics
K`+1/2(s/2) = O(s−(`+1/2)), s→ 0. (41)
Including the overall factor of s−1/2, we see that the ` term diverges like s−`−1. This means that all terms with
` > 0 diverge faster than the inner solution, so the coefficients for these terms must be zero, because they cannot be
matched. This means
X0(s, θ) =
e
s
2 cos θ√
s
C0,0K1/2(s/2)Y
0
0 =
√
piC0,0
e
s
2 (cos θ−1)
s
Y 00 . (42)
and therefore to lowest order in  we have
X = F0()
√
piC0,0
e
s
2 (cos θ−1)
s
Y 00 . (43)
So far, we have used matching to argue which terms should vanish. Now we will find the values for the non-zero
coefficients. To do this, we recognize that because s = ρ in Eq. 43, in order to match this with Eq. 40 in powers of
, we must take
F0() = , A0,0 = 0. (44)
Using the boundary condition at the surface from Eq. 29 gives
B0,0 =
√
4pi
β˜
1 + α˜
=
√
4piγ, (45)
where we define γ = β˜/(1 + α˜). Matching Eq. 43 to the ρ−1 term in Eq. 40 then gives
C0,0 = 2γ. (46)
Using the values determined in this section, Eqs. 40 and 43 become
χ0 =
γ
ρ
, X =
γ
s
e−s(1−cos θ)/2, (47)
as in Eq. 4 of the main text.
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DERIVATION OF EQ. 5
In this section, we will calculate the first-order term in the inner expansion and show that we just need the lowest
order term in the outer expansion.
Inner Expansion
The first-order term in the inner expansion solves the PDE
0 = ∇2ρχ1 − ~u · ∇ρχ0, −
∂χ1
∂ρ
∣∣∣∣
ρ=1
= −α˜χ1(1). (48)
Using the zero-order solution χ0 gives
∇2ρχ1 = ~u · ∇ρχ0 = ur(ρ) cos(θ)
(
− γ
ρ2
)
= −
√
4pi
3
γ
ρ2
ur(ρ)Y
0
1 (θ). (49)
The general solution to this is the solution to the homogeneous equation (Laplace’s equation) plus an inhomogeneous
term arising from the presence of a source (the particular solution). We proceed by using the Green’s function for
Laplace’s equation
∇ρG(~ρ, ~ρ ′) = δ3(~ρ− ~ρ ′) =⇒ G(~ρ, ~ρ ′) = − 1
4pi|~ρ− ~ρ ′| . (50)
The particular solution is the convolution of this with the source term,
χ1 (~ρ) =
∫
ρ′≥1
d3ρ′G
(
~ρ, ~ρ′
)(−√4pi
3
γ
ρ′2
ur
(
ρ′
)
Y 01
(
θ′
))
. (51)
We expand the Green’s function in terms of Legendre polynomials P`
1
|~ρ− ~ρ ′| =
1
ρ>
∞∑
`=0
(
ρ<
ρ>
)`
P`(ρˆ · ρˆ′), (52)
where ρ< = min(ρ, ρ
′) and ρ> = max(ρ, ρ′). The Legendre polynomials are related to the spherical harmonics via
P`(ρˆ · ρˆ′) = 4pi
2`+ 1
∑`
m=−`
Y m` (ρˆ)Y
m
` (ρˆ
′)∗. (53)
By orthogonality, only the term with ` = 1 and m = 0 will make a non-vanishing contribution to the convolution.
To evaluate the convolution, we use the orthogonality of spherical harmonics to simplify the angular integrals and
break the integral over ρ′ into regions where ρ′ < ρ and ρ′ > ρ. Specifically, combining Eqs. 50-53 allows the angular
portion of the integral to be easily performed,
χ1 (~ρ) =
∫
ρ′≥1
d3ρ′
∑
`,m
ρ`<
ρ`+1> (2`+ 1)
Y m` (ρˆ)Y
m∗
`
(
ρˆ′
)(√4pi
3
γ
ρ′2
ur
(
ρ′
)
Y 01
(
θ′
))
=
γ
3
√
4pi
3
Y 01 (θ)
[∫ ρ
1
dρ′
ρ′
ρ2
ur
(
ρ′
)
+
∫ ∞
ρ
dρ′
ρ
ρ′2
ur
(
ρ′
)]
. (54)
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Inserting the expression for ur (Eq. 17) with ζ = 1 + 3κ+ 3κ
2 into Eq. 54 then yields
χ1 (~ρ) =
γ
3
√
4pi
3
Y 01 (θ)
∫ ρ
1
dρ′
ρ′
ρ2
(
1− ζ
ρ′3
+
3κ
ρ′2
(
1 +
κ
ρ′
)
e
1−ρ′
κ
)
+
∫ ∞
ρ
dρ′
ρ
ρ′2
(
1− ζ
ρ′3
+
3κ
ρ′2
(
1 +
κ
ρ′
)
e
1−ρ′
κ
)
=
γ
3
√
4pi
3
Y 01 (θ)
3
2
− 2ζ + 1
2ρ2
+
3ζ
4ρ3
+
∫ ∞
1
dρ′
3κ
ρ2ρ′
(
1 +
κ
ρ′
)
e
1−ρ′
κ +
∫ ∞
ρ
dρ′
3κ
ρ′2
(
ρ
ρ′2
− ρ
′
ρ2
)(
1 +
κ
ρ′
)
e
1−ρ′
κ

=
γ
2
√
4pi
3
Y 01 (θ)
1− 2ζ + 1
3ρ2
+
ζ
2ρ3
+
2κ
ρ2
e
1
κ
(
E1
(
1
κ
)
+ κE2
(
1
κ
))
+
2κ
ρ2
e
1
κ
(
E4
(
ρ
κ
)
− E1
(
ρ
κ
)
+
κ
ρ
E5
(
ρ
κ
)
− κ
ρ
E2
(
ρ
κ
)) , (55)
where
En (x) =
∫ ∞
1
dt
e−tx
tn
. (56)
Eq. 55 can be simplified slightly using the recursion relation
En (x) =
1
n− 1
(
e−x − xEn−1 (x)
)
, (57)
which is valid for x > 0. For integer values of n > 1, this relation can be repeated to produce
En (x) =
1
(n− 1)!
(−x)n−1E1 (x) + e−x n−2∑
i=0
(
(n− 2− i)!) (−x)i
 . (58)
Applying these relations to the En functions seen in Eq. 55 allows for the simplifications
E1
(
1
κ
)
+ κE2
(
1
κ
)
= E1
(
1
κ
)
+ κ
(
e−
1
κ − 1
κ
E1
(
1
κ
))
= κe−
1
κ , (59)
and
E4
(
ρ
κ
)
− E1
(
ρ
κ
)
+
κ
ρ
E5
(
ρ
κ
)
− κ
ρ
E2
(
ρ
κ
)
=
1
6
(2− ρ
κ
+
ρ2
κ2
)
e−
ρ
κ − ρ
3
κ3
E1
(
ρ
κ
)
− E1
(
ρ
κ
)
− κ
ρ
(
e−
ρ
κ − ρ
κ
E1
(
ρ
κ
))
+
κ
24ρ
(6− 2ρ
κ
+
ρ2
κ2
− ρ
3
κ3
)
e−
ρ
κ +
ρ4
κ4
E1
(
ρ
κ
)
=
κ
8ρ
(
ρ3
κ3
− ρ
2
κ2
+
2ρ
κ
− 6
)
e−
ρ
κ − ρ
3
8κ3
E1
(
ρ
κ
)
. (60)
Inserting Eqs. 59 and 60 into Eq. 55 and adding in the general solution to Laplace’s equation then yields
χ1 =
γ
2
√
4pi
3
Y 01
 κ2
4ρ3
e1/κ
(ρ3
κ3
− ρ
2
κ2
+
2ρ
κ
− 6
)
e−ρ/κ − ρ
4
κ4
E1
(
ρ
κ
)+ 1− 2κ+ 1
ρ2
+
1 + 3κ+ 3κ2
2ρ3

+ γ
∑
`≥0
(
A1,`ρ
` +
B1,`
ρ`+1
)
Y 0` .
(61)
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It will be convenient to introduce a constant
w = 1 + κ−1 + κ−2e1/κE1(κ−1). (62)
The boundary condition from Eq. 48 translates to√
4pi
3
w
8
δ`,1 + `A1,` − (`+ 1)B1,` = α˜
[√
4pi
3
w
8
δ`,1 +A1,` +B1,`
]
. (63)
Asymptotic Matching
We attempt to match the first-order solution for χ to the lowest order solution for X. We will see that this leads
to a consistent matching condition, confirming that we may only work with the lowest order term in X.
As before, none of the terms in X diverges at large s, so we need A1,` = 0 for ` ≥ 1. The boundary condition for
the surface for χ1 in Eq. 63 implies that B1,` = 0 for ` ≥ 2. Because A1,1 = 0, we set ` = 1 in Eq. 63 to find
B1,1 =
w
8
√
4pi
3
1− α˜
2 + α˜
. (64)
We expand X (Eq. 47 with s = ρ) to first order in , giving
X =
√
4pi
γ
ρ
Y 00 +
γ
2
(√
4pi
3
Y 01 −
√
4piY 00
)
, (65)
where again we have used Y 01 =
√
4pi/3 cos θ. Our form for B1,1 is fine, since there is no term in X proportional to
ρ−2 to this order and we are matching the large ρ behavior of χ to X. Since the O(0) term in X was matched by
χ0, we must match χ1 to the O() term in X. The Y 01 term in X must be matched by the inhomogeneous term in
χ1, as the terms in the homogeneous solution do not have a constant times Y
0
1 . Specifically, we need the bracketed
term in Eq. 61 to tend to 1 as ρ → ∞. We have no parameters to tune, so if this fails, we will have to go to higher
order. However, the limit is one, so this is consistent. We find A1,0 from matching to the last term in X,
A1,0 = −
√
pi. (66)
Solving for B1,0 using the boundary condition at the surface gives
B1,0 =
α˜
√
pi
1 + α˜
. (67)
These matching conditions are consistently satisfied, confirming that we may only work with the lowest order term
in X. Using the values of the coefficients and the spherical harmonics to simplify Eq. 61 gives
χ1 =
γ
2
{
α˜
(1 + α˜)ρ
− 1 + cos θ
4
[
(1− α˜)w
(2 + α˜)ρ2
+ f(ρ, κ)
]}
, (68)
as in Eq. 5 of the main text, where the auxiliary function is
f(ρ, κ) = 4− 4(2κ+ 1)
ρ2
+
2(1 + 3κ+ 3κ2)
ρ3
+
κ2e1/κ
ρ3
(ρ3
κ3
− ρ
2
κ2
+
2ρ
κ
− 6
)
e−ρ/κ − ρ
4E1(ρ/κ)
κ4
 . (69)
Note that f(1, κ) = w.
NUMERICAL VALIDATION OF EQ. 5
Here we verify that our perturbative solution is valid in the regime of interest for the Pe´clet number,  ≤ 0.1. Using
Mathematica’s NDSolve routine, we numerically solve the non-dimensionalized PDE
0 = ∇2χnum(ρ, θ)− ~u(ρ, θ) · ∇χnum(ρ, θ) (70)
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with non-dimensionalized Brinkman flow lines ~u(ρ, θ) from Eq. 18, subject to the boundary conditions at the cell
surface ρ = 1 and outer radius ρ = ρmax
− ∂χnum(ρ, θ)
∂ρ
∣∣∣
ρ=1
= β˜ − α˜χnum(1, θ), and χnum(ρmax, θ) = 0. (71)
The solution to this problem converges to the solution of our problem in the limit ρmax →∞.
We take β˜ = βa4/D = 0.05 and κ = 10−3, corresponding to the typical experimental values listed in the main text,
as well as α = 0 and ρmax = 10
3. The left panel of Fig. 3 shows that for  = 0.1, the numerical solution χnum(1, θ)
and the perturbative solution χ0(1) + χ1(1, θ) have close agreement at the surface of the cell.
FIG. 3: Left: Numerical (solid) and perturbative (dashed) solutions evaluated at the surface of the cell ρ = 1 for  = 1. Right:
Approximation error between numerical and perturbative solutions (Eq. 72). In both panels, β˜ = 0.05, κ = 10−3, α = 0, and
ρmax = 10
3.
We quantify the approximation error by
Error =
1
4pi
∫ ∣∣∣∣χnum(1, θ)− (χ0(1) + χ1(1, θ))χnum(1, θ)
∣∣∣∣ dΩ. (72)
We calculate the error for 100 different  values uniformly log-spaced between 10−2 and 1. The results are shown in
the right panel Fig. 3. We see that the error is less than 0.4% when  ≤ 0.1, a bound that encompasses our range of
interest in . We have checked that the results in Fig. 3 remain unchanged for ρmax & 750, and therefore that our
choice of ρmax = 10
3 is sufficiently large to avoid finite size effects.
DERIVATION OF EQ. 7
The anisotropy in the absorption case (Eq. 6 of the main text) is
A ≡
∫ T
0
dt
∫
a2dΩ αc(a, θ, φ, t) cos θ
T
∫
a2dΩ′ αc¯(a, θ′)
. (73)
The mean of this expression is
A¯ =
∫
dΩ c¯(a, θ) cos θ∫
dΩ′ c¯(a, θ′)
, (74)
where we have canceled the T , α, and a2. We evaluate these integrals using c¯(a, θ) = [χ0(1, θ) + χ1(1, θ)]/a
3, where
χ0 and χ1 are given by Eqs. 47 and 68, respectively. In the numerator of Eq. 74, the χ0 term vanishes because cos θ
integrates to zero. For the same reason, the only non-vanishing part of the χ1 term is the cos θ term in Eq. 68, as
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the integral of cos2 θ is nonzero. Here we also recall that f(1, κ) = w. In the denominator of Eq. 74, the χ0 term is
nonzero, and therefore we do not need the χ1 term to leading order. Altogether, Eq. 74 evaluates to
A¯ =
w
8(2 + α˜)
, (75)
as in Eq. 7 of the main text.
The equivalent expression to Eq. 155 that accounts for discrete molecule arrival, as stated in the main text, is
A =
1
N¯
N∑
i=1
cos θi, (76)
where θi is the arrival angle of the ith molecule, and
N =
∫ T
0
dt
∫
a2dΩ αc(a, θ, φ, t) (77)
is the total number of molecules absorbed in time T . Here we will show that the mean of Eq. 76 also evaluates to Eq.
75. The mean of Eq. 76 is
A¯ =
1
N¯
〈
N∑
i=1
cos θi
〉
, (78)
where the overbar and angle brackets are used interchangeably. Because the N absorption events are statistically
independent, the angle-bracketed term in Eq. 78 simply amounts to N¯ copies of 〈cos θ〉. Thus,
A¯ = 〈cos θ〉 . (79)
The averaging is performed over the distribution defined by the mean surface concentration c¯(a, θ). Explicitly,
A¯ =
∫
dΩ c¯(a, θ) cos θ∫
dΩ′ c¯(a, θ′)
. (80)
This expression is equivalent to Eq. 74 and therefore evaluates to Eq. 75.
Note that the definition of A implicitly assumes that the cell “knows” the true direction of the flow to be θ = 0. In
reality this is untrue. Instead, the migration direction of the cell is a three-dimensional vector that can be decomposed
into three components along the xˆ, yˆ, and zˆ (θ = 0) directions. However, the means of the components in the xˆ and
yˆ directions involve averages of sin θ cosφ and sin θ sinφ, which are zero due to the azimuthal symmetry. Therefore,
the result in Eq. 7 holds even when accounting for all three components.
DERIVATION OF EQ. 8
To compute the variance of Eq. 76, we use the fact that the number of molecules absorbed in a patch on the cell
surface is a Poisson variable (confirmed with simulations in the next section). Letting θi denote the value of θ at
which particle i is absorbed, the second moment of the sum of cosines is〈 N∑
i=1
cos θi
2〉 = 〈 N∑
i=1
cos2 θi
〉
+
〈∑
i 6=j
cos θi cos θj
〉
= 〈N〉 〈cos2 θ〉+ 〈N(N − 1)〉 〈cos θ〉2 , (81)
where again the second step follows from the fact that the absorption events are statistically independent. For a
Poisson random variable
〈N〉 = σ2N = 〈N2〉 − 〈N〉2 =⇒ 〈N(N − 1)〉 = 〈N〉2 . (82)
Inserting this result into Eq. 81, we see that the last term becomes the square of the mean and will thus cancel when
using Eq. 81 to calculate the variance. Additionally, we will need to multiply the variance by a factor of three. The
reason is that cos2 θ is an even function, and therefore the angular average, to lowest order in , will be over only
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the uniform part of the solution (χ0). It will therefore have the same contributions from the xˆ and yˆ directions.
Altogether, this allows us to write the variance as
σ2A =
3
N¯2
Var
 N∑
i=1
cos θi
 = 3
N¯2
N¯ 〈cos2 θ〉 = 3
N¯
〈cos2 θ〉 . (83)
The leading order terms in the averages of both N (Eq. 77) and cos2 θ come only from the uniform χ0 (Eq. 47).
Specifically,
N¯ =
∫ T
0
dt
∫
a2dΩ αc¯(a, θ) = a2αT
∫
dΩ
γ
a3
=
4piαγT
a
=
νT α˜
1 + α˜
, (84)
and the average of cos2 θ over the uniform sphere is
〈cos2 θ〉 = 1
4pi
∫
dΩ cos2 θ =
1
3
. (85)
Together these results produce Eq. 8 in the main text.
VERIFICATION OF POISSON STATISTICS WITH PARTICLE-BASED SIMULATIONS
To verify the assumption that molecule absorption events at the surface of the cell follow a Poisson distribution,
we use particle-based simulation. After non-dimensionalizing the problem and Brinkman flow equations, particles
are pseudorandomly initialized between two spherical boundaries at ρ = 1 and ρ = ρmax = 10. Throughout the
simulation, particles are generated at a random position on the cell surface with rate β˜ = 10 (this value is larger than
that estimated from experiments in order to generate good statistics in a reasonable computational time). Diffusion
is discrete in time and continuous in space: in a dimensionless time step ∆τ , for each particle, we draw three samples
from a normal distribution with mean zero and variance 2∆τ (corresponding to a variance of 2D∆t in real units) for
each spatial component. The absorption propensity α˜ = 0.75 is used to determine absorption or reflection events for
particles found within ρ < 1 + `/a, with `/a = 0.01 interpreted as a maximal receptor height. For recording, the
cell surface is split into 100 ring-shaped patches over θ ∈ [0, pi], uniform in cos θ. Particles are deleted whenever they
diffuse past the outer boundary.
The four timescales in the system are the birth, diffusive, drift, and absorption timescales, which are 1/4pia2β,
(a∆ρ)2/D, a/v0, and `/α, respectively, where ∆ρ = (ρmax − 1)/100. In dimensionless units these timescales read
1/4piβ˜, (∆ρ)2, 1/, and `/α˜a, respectively. The time step is set to be smaller than all four timescales, at ∆τ = 0.001.
The simulation is run for 2× 105 time steps.
The number of molecules n absorbed at a particular patch (θ = pi/3) with  = 1 across an ensemble of 1000 trials
is shown in Fig. 4 (left). We see that the distribution of n is in excellent agreement with a Poisson distribution of the
same mean. We repeat this measurement for all patches and with different values of the Pe´clet number  in Fig. 4
(right). We see that, consistent with Poisson statistics, the data fall along the line for which the variance equals the
mean, even up to a Pe´clet number of  = 100.
DERIVATION OF EQ. 14
As in the absorption case, we non-dimensionalize the system in Eq. 11 of the main text for the binding case. We
use the same parameters from Eq. 16 where relevant and introduce the new parameters
ψ = a2b, λ˜ =
λa
D
, µ˜ =
µa2
D
, τ =
tD
a2
,
ξD =
a5
D
ηD, ξβ =
a4
D
ηβ , ξb =
a4
D
ηb.
(86)
The non-dimensionalized versions of Eqs. 11 and 12 of the main text are then
∂χ
∂τ
= ∇2ρχ− ~u · ~∇ρχ+ ξD +
(
−∂ψ
∂τ
+ β˜ + ξβ
)
δ(ρ− 1)
∂ψ
∂τ
= λ˜χ(1, Ωˆ)− µ˜ψ + ξb.
(87)
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FIG. 4: Left: An example of the distribution of n over 1000 trials at a particular patch (θ = pi/3) for Pe´clet number  = 1,
plotted against a Poisson distribution with equal sample mean. Right: The sample variances σ2n from all patches of the cell
(data points) lie close to the sample mean n for multiple values of the Pe´clet number .
and 〈
ξD
(
~ρ ′, τ ′
)
ξD(~ρ, τ)
〉
= 2δ
(
τ − τ ′) ~∇ρ · ~∇ρ′ [χ¯(~ρ)δ3(~ρ− ~ρ ′)] ,〈
ξβ
(
Ωˆ′, τ ′
)
ξβ(Ωˆ, τ)
〉
= β˜δ
(
τ − τ ′) δ2 (Ωˆ− Ωˆ′) ,〈
ξb
(
Ωˆ′, τ ′
)
ξb(Ωˆ, τ)
〉
= 2µ˜ψ¯δ
(
τ − τ ′) δ2 (Ωˆ− Ωˆ′) ,
(88)
where we use Ωˆ to denote the solid angle (θ, φ). In general below, we will use a hat to denote the angular components
of a vector.
We will find the variance in the signal by using the Wiener-Khinchin theorem and noting that the zero frequency
limit of the power spectrum gives the long time behavior of the variance. We start by linearizing Eq. 87 using
δχ = χ− χ, δψ = ψ − ψ. (89)
We then Fourier transform δχ and δψ as
δ˜χ
(
~k, ω
)
=
∫
d3ρdτ ei
~k·~ρeiωτδχ (~ρ, τ) ,
δ˜ψ
m
` (ω) =
∫
dΩdτ Y m`
(
Ωˆ
)
eiωτδψ
(
Ωˆ, τ
)
.
(90)
Linearizing and transforming χ and ψ in these ways have two important effects on Eq. 87. First, the linearization
eliminates the β˜ term, and second, the Fourier transformation allows for derivatives with respect to ~ρ and τ to be
written in Fourier space as −i~k and −iω respectively. In addition, we make the approximation  = 0 as that is the
lowest order term in the variance of each dynamic variable. These effects transform Eq. 87 into
−iωδ˜χ = −k2δ˜χ+ ξ˜D +
∫
d3ρ ei
~k·~ρδ (ρ− 1)
∑
`,m
Y m∗` (ρˆ)
(
iωδ˜ψ
m
` + ξ˜
m
β`
)
= −k2δ˜χ+ ξ˜D + 4pi
∑
`,m
i`j` (k)Y
m∗
`
(
kˆ
)(
iωδ˜ψ
m
` + ξ˜
m
β`
)
, (91)
and
−iωδ˜ψm` = λ˜
∫
dΩ Y m`
(
Ωˆ
)∫ d3k
(2pi)
3 e
−iΩˆ·~k δ˜χ
(
~k, ω
)
− µ˜δ˜ψm` + ξ˜mb`
= 4piλ˜
∫
d3k
(2pi)
3 (−i)` j` (k)Y m`
(
kˆ
)
δ˜χ
(
~k, ω
)
− µ˜δ˜ψm` + ξ˜mb` , (92)
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where Eqs. 91 and 92 have been simplified using the plane wave expansion
ei~x·~y = 4pi
∑
`,m
i`j` (xy)Y
m
` (xˆ)Y
m∗
` (yˆ) , (93)
and j` denotes a spherical Bessel function of the first kind.
From here we set ω = 0 to obtain the long time dynamics. Making this substitution along with solving Eq. 91 for
δ˜χ and substituting that solution into Eq. 92 produces the relation
0 = 4pi (−i)` λ˜
∫
d3k
(2pi)
3
1
k2
j` (k)Y
m
`
(
kˆ
)
ξ˜D +
λ˜
2`+ 1
ξ˜mβ` − µ˜δ˜ψ
m
` + ξ˜
m
b` , (94)
where the orthonormality of spherical harmonics and the known properties of spherical Bessel functions have been
used to simplify the result. Solving Eq. 94 for δ˜ψ
m
` and using the fact that each ξ term is independent of the others
then yields 〈
δ˜ψ
m′∗
`′ δ˜ψ
m
`
〉
=
λ˜2
µ˜2 (2`+ 1) (2`′ + 1)
〈
ξ˜m
′∗
β`′ ξ˜
m
β`
〉
+
1
µ˜2
〈
ξ˜m
′∗
b`′ ξ˜
m
b`
〉
+
i`
′−`λ˜2
4pi4µ˜2
∫
d3kd3k′
j` (k) j`′
(
k′
)
k2k′2
Y m`
(
kˆ
)
Y m
′∗
`′
(
kˆ′
)〈
ξ˜∗D
(
~k′
)
ξ˜D
(
~k
)〉
. (95)
Taking the Fourier transform for the diffusive noise covariance in Eq. 88 and integrating the gradient terms by parts
gives 〈
ξ˜∗D
(
~k′, ω′
)
ξ˜D
(
~k, ω
)〉
= 2
(
2piδ
(
ω − ω′))~k · ~k′ ∫ d3ρ χ¯ (~ρ) ei~ρ·(~k−~k′). (96)
The covariances for the binding-unbinding and production reactions are〈
ξ˜m
′∗
β`′
(
ω′
)
ξ˜mβ` (ω)
〉
= β˜δ``′δmm′
(
2piδ
(
ω − ω′)) ,〈
ξ˜m
′∗
b`′
(
ω′
)
ξ˜mb` (ω)
〉
= 2β˜λ˜δ``′δmm′
(
2piδ
(
ω − ω′)) . (97)
where the  = 0 approximation with α = 0 has been applied to Eq. 47 to write ψ¯ = λ˜χ¯0(1, Ωˆ)/µ˜ = λ˜γ/µ˜ = λ˜β˜/µ˜.
If x is some real, stationary, ergodic process, we define its power spectrum through
〈x˜(ω)x˜∗(ω′)〉 = 2piS(ω)δ(ω − ω′), (98)
where x˜(ω) is the Fourier transform of x(t) using the same sign and normalization convention as in Eq. 90. The long
time behavior of the variance in the time average of x(t) is
σ2(T ) =
S(0)
T
. (99)
Eqs. 96 and 97 all have factors of 2piδ(ω − ω′), so we can obtain the power spectrum for the components of ψ by
neglecting these factors. Doing so while inserting Eqs. 96 and 97 into Eq. 95 then yields the cross-spectrum between
the (`,m) and (`′,m′) components of ψ at ω = 0
S
(ψ)
``′mm′(0) =
β˜λ˜2
µ˜2
(
i`
′−`I``′mm′ +
(
1
(2`+ 1) (2`′ + 1)
+
2
λ˜
)
δ``′δmm′
)
, (100)
where
I``′mm′ =
1
2pi4β˜
∫
d3kd3k′d3ρ
j` (k) j`′
(
k′
)
k2k′2
Y m`
(
kˆ
)
Y m
′∗
`′
(
kˆ′
)
~k · ~k′χ¯ (~ρ) ei~ρ·
(
~k−~k′
)
. (101)
From here, I``′mm′ needs to be simplified. To do so, we will first apply the  = 0 approximation and α = 0 to Eq.
47 to write χ¯ = β˜/ρ. This will also restrict the ρ integral to be only over the space where ρ ≥ 1 as molecules are
considered to not exist inside the cell. Additionally, the exponential piece can be expanded via Eq. 93. Eq. 53 can
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be used to simplify kˆ · kˆ′ = P1(kˆ · kˆ′). Performing these expansions and using orthogonality of spherical harmonics
allows I``′mm′ to be simplified into
I``′mm′ =
16
√
(2`+ 1) (2`′ + 1)
pi2
∞∑
`′′=0
`′′∑
m′′=−`′′
1∑
m′′′=−1
∫ ∞
1
dρ
∫ ∞
0
dkdk′
× (2`′′ + 1) ρkk′j` (k) j`′ (k′) j`′′ (ρk) j`′′ (ρk′) (102)
×
(
` 1 `′′
0 0 0
)(
` 1 `′′
m m′′′ m′′
)(
`′ 1 `′′
0 0 0
)(
`′ 1 `′′
m′ m′′′ m′′
)
.
where the final line contains Wigner 3-j symbols.
Before continuing to simplify I``′mm′ , we first consider A (Eq. 12 in the main text),
A ≡
∫ T
0
dt
∫
a2dΩ b(θ, φ, t) cos θ
T
∫
a2dΩ′ b¯(θ′)
. (103)
We write this equation as A = T−1
∫ T
0
dt B(t), where
B ≡
∫
a2dΩ b(θ, φ, t) cos θ∫
a2dΩ′ b¯(θ′)
. (104)
Here, A is the time average of B. Therefore, from Eq. 99, the variance of A in the long-time limit will be given by the
power spectrum of B at zero frequency divided by the integration time T . We apply a similar series of linearization
and Fourier transformation along with the approximation  = 0 to B to yield
˜δB (ω) =
a2
D
∫
dτ eiωτ
∫
dΩ cos (θ) δψ
(
Ωˆ, τ
)
∫
dΩ′ ψ¯ (θ′)
=
µ˜a2√
12piλ˜β˜D
δ˜ψ
0
1 (ω) . (105)
Given that ˜δB depends only on δ˜ψ
0
1, this is the only moment we need to solve for. Due to the selection rules of Wigner
3-j symbols, in the case where ` = `′ = 1 and m = m′ = 0 the summations in Eq. 102 only have four surviving terms:
the `′′ = m′′ = m′′′ = 0 term and the three `′′ = 2, m′′ = −m′′′ terms. These terms can be solved individually using
the relations ∫ ∞
0
dk kj1 (k) j0 (ρk) = 0,∫ ∞
1
dρ ρ
(∫ ∞
0
dk kj1 (k) j2 (ρk)
)2
=
∫ ∞
1
dρ
pi2
4ρ5
=
pi2
16
,
1∑
m′′′=−1
(
1 1 2
0 0 0
)2(
1 1 2
0 m′′′ −m′′′
)2
=
2
45
.
(106)
Inserting these values and ` = `′ = 1 and m = m′ = 0 into Eq. 102 yields
I1100 =
48
pi2
· 5 · pi
2
16
· 2
45
=
2
3
. (107)
Inserting this into Eq. 100 then yields
S
(ψ)
1100(0) =
β˜λ˜2
µ˜2
(
7
9
+
2
λ˜
)
, (108)
which when combined with Eq. 105 produces
S(B)(0) =
µ˜2a2
12piβ˜2λ˜2D
S
(ψ)
1100(0) =
a2
12piβ˜D
(
7
9
+
2
λ˜
)
. (109)
Finally, we use Eq. 99 to write
σ2A =
3S(B)(0)
T
=
a2
4piβ˜DT
(
7
9
+
2
λ˜
)
=
1
νT
(
7
9
+
2
λ˜
)
, (110)
as in Eq. 14 of the main text, where the factor of 3 accounts for the equivalent variance in the sin θ cosφ and sin θ sinφ
components, and the last step recalls β˜ = βa4/D and ν = 4pia2β.
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EFFECT OF RECEPTOR CLUSTERING
To test the robustness of the sensing mechanism to a nonuniform distribution of receptors on the surface of the cell,
we performed a numerical analysis for the absorbing model. We consider the convection-diffusion equation, Eq. 2 in
the main text, subject to a different boundary condition at the surface of the cell,
− D∂c¯(r, θ, φ)
∂r
∣∣∣∣
r=a
= β − αm` (θ, φ)c¯(a, θ, φ), (111)
where the absorption rate αm` (θ, φ) is no longer a constant, but a function proportional to the real part of the spherical
harmonic Y m` (θ, φ) defined on the surface of the cell. Along with the condition that the concentration c¯(r, θ, φ) vanishes
for large r, these equations constitute a well-posed problem that describes the case in which receptors “cluster” on
the surface of the cell. This clustering phenomenon is parametrized by the spherical harmonic numbers ` and m.
Specifically, after non-dimensionalizing the problem as in the main text, we define the dimensionless absorption
rate
α˜m` (θ, φ) = 2α˜
(
< [Y m` (θ, φ)]−minθ,φ< [Y m` (θ, φ)]
maxθ,φ<
[
Y m` (θ, φ)
]−minθ,φ< [Y m` (θ, φ)]
)
for ` > 0, (112)
where α˜ is the constant dimensionless absorption rate used in the main text, equivalent to the ` = m = 0 case here.
This choice of α˜m` guarantees non-negativity as well as a spatial average equal to α˜ for any choice of ` and m. Fig.
5A shows plots of α˜m` /α˜ over the cell surface for various choices of ` and m. We see that receptors are arranged in
striped patterns for m = 0 and |m| = ` (the “backbone” and “sides” of the triangle) but that receptors are arranged in
patches for other values of m and ` (the “bulk” of the triangle). The latter case is more relevant to receptor clustering.
We solve the convection-diffusion equation for the ligand concentration c¯ using Mathematica’s NDSolve routine as
in Section III. We evaluate the mean anisotropy measure A¯m` (Eq. 6 of the main text) from the absorptive flux α˜
m
` c¯.
We compute a signed, normalized difference measure from the uniform case (` = m = 0),
Fractional difference in mean anisotropy =
A¯m` − A¯00
A¯00
.
Fig. 5B shows this difference measure as a function of ` and m. We see that in the bulk of the triangle, the measure
shows a clear convergence toward zero as ` and m become large. In fact, we see that for ` & 5, the difference is less
than a percent. Receptor clusters usually occur on lengthscales much smaller than the cell size, corresponding to `
and |m| values much larger than those shown. We conclude that receptor clustering has a negligible effect on our
results.
EFFECT OF NON-SPHERICAL CELL GEOMETRY
Cells polarize and stretch in the direction of motion as they move. In this section, we investigate the effect that
stretching has on the ability of the cell to sense the direction of the fluid flow. For simplicity, we incorporate stretching
(or compressing) by investigating an ellipsoidal cell. We also ignore the effect of impermeability of the medium and
simply use Stokes’ flow. For a spherical cell, we find in the main text that the impermeability halves the error (taking
w from 1 to 2) but does not change the overall scaling, and we expect the effect to be similar here. We also focus
only on the absorbing case, where the deterministic convection-diffusion equation suffices to determine the statistics
of the anisotropy measure.
Ellipsoidal coordinate system
We will find it useful to adapt our coordinates to the shape of the cell surface in order to state the boundary
condition for the convection-diffusion equation. Therefore, we first introduce a new coordinate system that we will
call “ellipsoidal” for simplicity. Our new coordinates are not the same as the standard confocal ellipsoidal coordinates
or the prolate or oblate spheroidal coordinates. They are also non-orthogonal, and therefore they give rise to off-
diagonal terms in definitions such as the Laplacian, as we derive using differential geometry in a later section below.
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FIG. 5: Results are robust to receptor clustering. (A) Normalized dimensionless absorption rate α˜m` /α˜ as a function of θ and
φ (see inset), constructed from spherical harmonics, which models an inhomogeneous receptor density. (B) Signed, fractional
difference in average anisotropy measure. We see that difference is less than a percent for the “patchy” receptor configurations.
Here α˜ = α˜∗ = (
√
17− 1)/4 ≈ 0.78, β˜ = 0.05,  = 0.01, and ρmax = 100.
Nonetheless, they are a continuous deformation of spherical coordinates and are useful for specifying the boundary
and visualizing the system.
The ellipsoidal coordinates are related to the cartesian ones via
x = req
−1/3 sin θe cosφe,
y = req
−1/3 sin θe sinφe,
z = req
2/3 cos θe,
(113)
where the angular variables (θe, φe) have the same ranges as the spherical angles (θ, φ): θe ∈ (0, pi) and φe ∈ (0, 2pi).
Ellipsoids are surfaces of constant re. q > 0 is a parameter characterizing the deformation: the z-axis is compressed
for q < 1, and the z-axis is stretched for q > 1, as illustrated in 6A. The ellipsoidal coordinates reduce to spherical
coordinates when q = 1.
More generally, the relationship between the ellipsoidal and spherical coordinates is obtained by comparing Eq. 113
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FIG. 6: Elongating in the flow direction can reduce sensory error. (A) We consider an ellipsoidal cell, where q determines the
elongation or compression while volume is conserved. (B) Sensory error relative to the spherical case (Eq. 163). Here α˜ = 0.74,
β˜ = 0.04,  = 0.01, and re,max/a = 100.
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with the standard spherical-cartesian relations,
x = r sin θ cosφ,
y = r sin θ sinφ,
z = r cos θ,
(114)
as follows. First, Eq. 113 implies that re = q
1/3
√
x2 + y2 + q−2z2. Inserting Eq. 114 for x, y, and z then yields
re = rq
1/3
√
1 + (q−2 − 1) cos2 θ. Second, Eq. 113 implies cos θe = z/req2/3. Inserting Eq. 114 for z and the previous
result for re gives cos θe = q
−1 cos θ/
√
1 + (q−2 − 1) cos2 θ. Third, by considering the ratio y/x in both Eq. 113 and
Eq. 114, one sees that tanφe = tanφ, or φe = φ. In summary,
re = rq
1/3
√
1 + (q−2 − 1) cos2 θ,
cos θe =
q−1 cos θ√
1 + (q−2 − 1) cos2 θ ,
φe = φ.
(115)
Eq. 115 gives the ellipsoidal coordinates in terms of spherical coordinates. The inverse is
r = req
−1/3√1 + (q2 − 1) cos2 θe,
cos θ =
q cos θe√
1 + (q2 − 1) cos2 θe
,
φ = φe.
(116)
The parametrization in Eq. 113 explicitly conserves the volume of the ellipsoid. To see this fact, we recall that if
the x, y, and z semi-axis lengths are A, B, and C respectively, then the volume of the ellipsoid is
V =
4pi
3
ABC. (117)
Taking A = B = req
−1/3 and C = req2/3, we see that the ellipsoid has the same volume as a sphere of radius re > 0,
independent of q. Note that q is the ratio of axis lengths, as q = C/A.
Although the volume is conserved, the surface area is not. This means that α and β should change with q in order
to keep the total number of receptors on the surface and the rate of secretion constant, respectively. To account for
this, we need the area element. A point on the surface of an ellipse in cartesian components is
~r = req
−1/3 〈sin θe cosφe, sin θe sinφe, q cos θe〉 . (118)
The area element may be computed as the cross-product
dSre = ||∂θe~r × ∂φe~r||dθedφe = r2eq1/3 sin θe
√
1 + (q−2 − 1) cos2 θe dθedφe. (119)
Letting Sre denote the integral of dSre over the full ranges of the angular variables, we take
αe =
4pia2α
Sa
, βe =
4pia2β
Sa
. (120)
We perform the integral Sa numerically.
Flow lines
Next we find the laminar flow lines around the ellipsoid, where the flow points along the stretched/compressed axis
(Fig. 6A). We do so following Ref. [46] of the main text, which specifies a numerical method for calculating flow
lines in the laminar limit of the incompressible Navier-Stokes equations around an object with azimuthal symmetry.
We report the solution of Ref. [46] here in spherical coordinates, and then exploit our ellipsoidal coordinates when
imposing the boundary conditions.
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The flow velocity can be written
~v = ∇×
(
ψ(r, θ)φˆ
r sin θ
)
, (121)
or in terms of its components,
~v · rˆ = ∂θψ
r2 sin θ
, ~v · θˆ = − ∂rψ
r sin θ
, ~v · φˆ = 0, (122)
where ψ is the so-called stream function, and the last expression reflects the azimuthal symmetry. The general solution
for ψ given in Ref. [46] is
ψ(r, θ) =
∞∑
n=2
(
anr
−n+1 + bnr−n+3 + cnrn + dnrn+2
)
C(−1/2)n (cos θ), (123)
where the C
(µ)
n are Gegenbauer polynomials.
We solve for the coefficients by imposing the boundary conditions. The flow at spatial infinity should point in the
zˆ direction
lim
r→∞~v = v0zˆ = v0(cos θrˆ − sin θθˆ). (124)
Considering Eq. 122, we see that this holds if we have the asymptotic relation for large r
ψ ∼ v0r
2
2
sin2 θ =
v0r
2
2
(1− cos2 θ). (125)
Aside from the factor v0r
2, the final expression is exactly C
(−1/2)
2 (cos θ). This can be used to solve for the cn and dn
coefficients:
cn = v0δn,2, dn = 0. (126)
The general solution now takes the form
ψ(r, θ) =
v0r
2
2
(1− cos2 θ) +
∞∑
n=2
(
anr
−n+1 + bnr−n+3
)
C(−1/2)n (cos θ). (127)
The remaining coefficients are determined by requiring the fluid velocity to vanish at the surface of the cell, which
implies
∂ψ
∂r
= 0,
∂ψ
∂(cos θ)
= 0 (128)
there. The relationship between r and θ on the surface of the cell is given by the first line of Eq. 115 with re = a,
r =
a
q1/3
√
1 + (q−2 − 1) cos2 θ . (129)
We use Eq. 129 to solve for the coefficients an and bn in Eq. 127 using the following sampling procedure from Ref.
[46]. We sample m points uniform randomly in cos θ on the surface of the ellipsoid. For each point, we have two
equations that result from inserting Eq. 127 into the two boundary conditions (Eq. 128) with r written in terms of
cos θ according to Eq. 129. This gives 2m equations. We truncate the sum in Eq. 127 at nmax = m+ 1. This gives 2m
unknowns (the coefficients {an}m+12 and {bn}m+12 ). The resulting linear system in the coefficients is solved by matrix
inversion. Numerically, the matrix may be singular, and therefore we use the singular value decomposition. Once we
solve for an and bn, the flow lines follow from Eq. 122.
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Convection-diffusion equation
Given the flow lines ~v, we numerically solve the convection-diffusion equation (Eq. 2 of the main text),
0 = D∇2c¯− ~v · ~∇c¯. (130)
This equation is subject to the secretion/absorption boundary condition at the ellipsoidal cell surface (analogous to
Eq. 3 of the main text),
−Dnˆ · ~∇c¯|re=a = βe − αec¯|re=a, (131)
where nˆ is the outward-pointing unit vector orthogonal to ellipsoid, and αe and βe are given in Eq. 120. To solve Eq.
130 subject to the ellipsoidal boundary condition, we derive the forms of the Laplacian ∇2c¯ and convective term ~v · ~∇c¯
in ellipsoidal coordinates. Because the coordinates are non-orthogonal, it is most convenient to use the language of
differential geometry (see Ref. [47] of the main text) to derive these forms.
Laplacian in ellipsoidal coordinates
Suppose that we change from one set of coordinates {xµ} to another {yµ′}. A vector that transforms covariantly
transforms like the chain rule for derivatives
V ′µ′ =
∂xµ
∂yµ′
Vµ. (132)
In the usual cartesian coordinates, we may write the derivative of a scalar in the direction of ~v as ∇v = V µ∂µ, where
the V µ transform contravariantly
V ′µ
′
=
∂yµ
′
∂xµ
V µ (133)
under a change of coordinates. A tensor is an object with multiple indices, where each index transforms covariantly or
contravariantly independently. The basis vectors on a manifold can change from point to point, so one must specify a
curve to transport vectors and covectors along to define derivatives. This method of using transport to differentiate
is called the covariant derivative, and its components for a general tensor take the form
∇µT {α}{β} = ∂µT {α}{β} +
∑
αi∈{α}
ΓαiρµT
{α|αi→ρ}
{β} −
∑
βi∈{β}
ΓρβiµT
{α}
{β|βi→ρ}, (134)
where {α|αi → ρ} means that the i-th index has been changed to ρ and summed over, ∂µ is ordinary differentiation
with respect to the coordinates, and the Γρµν are the Christoffel symbols. The Christoffel symbols are not tensorial
and are defined in terms of derivatives of the metric tensor gµν
Γρµν =
gρα
2
(
∂νgµα + ∂µgνα − ∂αgµν
)
. (135)
The metric tensor gµν is defined in terms of the differential arc length d` of curves
(d`)2 = gµνdx
µdxν . (136)
The metric tensor gµν may be used to lower indices, converting a contravariant vector to a covariant one. The inverse
metric gµν may raise indices and perform the inverse conversion. When thought of as matrices, the inverse metric
may be computed as the inverse of the metric.
We know that the metric in cartesian coordinates gcart,µν is the identity matrix. It is often easier to compute the
matrix of partial derivatives ∂xµ/∂yν , where xµ = (x, y, z) denotes cartesian coordinates and yµ denotes any new
coordinates. We can use this to compute the metric
gnew,µν =
∂xµ
′
∂yµ
∂xν
′
∂yν
gcart,µ′ν′ . (137)
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Letting yµ = (re, θe, φe) be the ellipsoidal coordinates, the metric tensor in ellipsoidal coordinates is
ge,µν =

q
4
3 cos2 θe + q
− 23 sin2 θe re sin θe cos θe
(
q−
2
3 − q 43
)
0
re sin θe cos θe
(
q−
2
3 − q 43
)
r2e
(
q
4
3 sin2 θe + q
− 23 cos2 θe
)
0
0 0 q−
2
3 r2e sin
2 θe
 . (138)
Inverting this gives the inverse metric
gµνe =

q
2
3 sin2 θe + q
− 43 cos2 θe 1re sin θe cos θe
(
q
2
3 − q− 43
)
0
1
re
sin θe cos θe
(
q
2
3 − q− 43
)
1
r2e
(
q
2
3 cos2 θe + q
− 43 sin2 θe
)
0
0 0 q
2
3
r2e sin
2 θe
 . (139)
With the metric and inverse metric, we may compute the Christoffel symbols
Γ1e,µν =
0 0 00 −re 0
0 0 −re sin2 θe
 , Γ2e,µν =
 0 1re 01re 0 0
0 0 − sin θe cos θe
 ,
Γ3e,µν =
 0 0
1
re
0 0 cos θesin θe
1
re
cos θe
sin θe
0
 .
(140)
We can use this to find the gradient and Laplacian of a scalar in the new coordinates. The gradient describes the
components of the covariant derivative, which is just the ordinary derivative, as scalars are invariant under changes
of coordinates
∇µf = ∂µf. (141)
The scalar Laplacian is the divergence of the gradient, which is
∇2f = gµνe ∇µ∇νf = gµνe
(
∂µ∂νf − Γρe,µν∂ρf
)
. (142)
Using the expressions derived above, we find
∇2f = q 23
[(
sin2 θe + q
−2 cos2 θe
) ∂2f
∂r2e
+
1
re
(
1 + cos2 θe + q
−2 sin2 θe
) ∂f
∂re
+
1
r2e
(
cos2 θe + q
−2 sin2 θe
) ∂2f
∂θ2e
+
1
r2e
(
cos θe
sin θe
− 2
(
1− q−2
)
sin θe cos θe
)
∂f
∂θe
+
1
r2e sin
2 θe
∂2f
∂φ2e
+
2
re
(
1− q−2
)
sin θe cos θe
∂2f
∂re∂θe
]
. (143)
This is the Laplacian in ellipsoidal coordinates.
Convective term in ellipsoidal coordinates
The convective term can be written in contravariant form as
~v · ~∇c¯ = V µ∂µc¯. (144)
The gradient vector ∂µ = (∂re , ∂θe , ∂φe) is straightforward to write in ellipsoidal coordinates, but for the velocity
vector it is easiest to transform to spherical coordinates,
~v · ~∇c¯ = ∂y
µ
∂xν
V νsph∂µc¯, (145)
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and then write ∂yµ/∂xν and V νsph in terms of re, θe, and φe. The former is obtained by differentiating Eq. 115, and
then inserting Eq. 116 into the results,
∂yµ
∂xν
=
∂(re, θe, φe)
∂(r, θ, φ)
=

q1/3√
1+(q2−1) cos2 θe
req
−1(q2 − 1) sin θe cos θe 0
0 12q
−1 [1 + q2 + (q2 − 1) cos(2θe)] 0
0 0 1
 . (146)
The latter is obtained by writing the curl (Eq. 121) in tensor notation,
V α = αβγ∂βΨγ , (147)
where ~Ψ = ψφˆ/r sin θ and αβγ is the Levi-Civita tensor. For orthogonal coordinate systems, like spherical coordinates,
the Levi-Civita tensor may be written in terms of the Levi-Civita symbol ˜
αβγ =
√
det(gµν)˜αβγ , (148)
where ˜ is +1 for even permutations of (1, 2, 3), −1 for odd permutations, and 0 for repeated indices. The metric in
spherical coordinates is well-known (and may be obtained from our ellipsoidal metric by taking q → 1),
gµνsph =

1 0 0
0
1
r2
0
0 0
1
r2 sin2 θ
 , (149)
which implies that √
det(gµνsph) =
1
r2 sin θ
. (150)
However, the basis vectors that are commonly used in differential geometry are not normalized like φˆ. To find the
basis vectors, we will start from the usual cartesian basis vectors, which are normalized and take the familiar form,
and transform them. We expect φˆ to be proportional to ~e 3sph. We need the inverse Jacobian
∂xµ
∂yν
=
∂(x, y, z)
∂(r, θ, φ)
=
sin θ cosφ r cos θ cosφ −r sin θ sinφsin θ sinφ r cos θ sinφ r sin θ cosφ
cos θ −r sin θ 0
 . (151)
We compute ~e 3sph
~e 3sph = g
3µ
sph
∂xν
∂yµ
~ecar,ν = g
33
sph
∂xν
∂y3
~ecar,ν =
r sin θ(− sinφ~ecar,1 + cosφ~ecar,2)
r2 sin2 θ
,
=
− sinφ~ecar,1 + cosφ~ecar,2
r sin θ
=
φˆ
r sin θ
.
(152)
We find the covariant components of ~Ψ in spherical coordinates by writing ~Ψ = Ψµ~e
µ
sph, which implies
Ψ1 = 0, Ψ2 = 0, Ψ3 = ψ. (153)
Using this to evaluate Eq. 147 gives
V 1sph =
∂θψ
r2 sin θ
, V 2sph = −
∂rψ
r2 sin θ
, V 3sph = 0. (154)
Note that these are not the same as the components of ~v along the unit vectors in spherical coordinates (Eq. 122).
They are slightly different because they are the components along the covariant basis vectors in spherical coordinates.
Thus, the convective term in ellipsoidal coordinates is given by Eq. 145, with ∂yµ/∂xν given by Eq. 146 and V νsph
given by Eq. 154. In Eq. 154, ψ is given by Eq. 127, and r and θ are converted to ellipsoidal coordinates via Eq. 116.
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Relative error
Finally, after obtaining the concentration c¯ from Eq. 130, we calculate the mean and variance of the anisotropy
measure. The anisotropy measure is defined analogously to Eq. 6 of the main text, as
Ae =
1
N¯
∫ T
0
dt
∫
dSaαec(a, θe, φe, t) cos θ, (155)
where
N¯ = T
∫
dSaαec¯(a, θe) (156)
is the mean number of absorbed molecules in time T . The mean of Eq. 155 is
A¯e =
T
N¯
∫
dSaαec¯(a, θe) cos θ. (157)
Eqs. 156 and 157 are evaluated numerically using c¯, where we write cos θ in terms of cos θe according to Eq. 116.
The variance of Eq. 155 is 1/N¯ , just as in Eq. 8 of the main text. To prove this fact, we use a generalization of the
argument in Section V above. Specifically, Eq. 81 still holds for the statistics in the zˆ direction, and Eq. 82 still holds
for the Poissonian N in general. However, the variance of Ae is no longer the variance in the zˆ direction multiplied by
a factor of three (Eq. 83) because the ellipsoid breaks the spherical symmetry. Instead, we must write the components
from the xˆ, yˆ, and zˆ directions explicitly,
σ2Ae =
1
N¯2
Var
 N∑
i=1
sin θi cosφi
+ Var
 N∑
i=1
sin θi cosφi
+ Var
 N∑
i=1
cos θi

 . (158)
Nonetheless, we can still write the analogs of Eq. 81 explicitly for the xˆ, yˆ, and zˆ directions,
〈 N∑
i=1
sin θi cosφi
2〉 = 〈 N∑
i=1
sin2 θi cos
2 φi
〉
+
〈∑
i 6=j
sin θi cosφi sin θj cosφj
〉
= 〈N〉 〈sin2 θ cos2 φ〉+ 〈N(N − 1)〉 〈sin θ cosφ〉2 , (159)〈 N∑
i=1
sin θi sinφi
2〉 = 〈 N∑
i=1
sin2 θi sin
2 φi
〉
+
〈∑
i 6=j
sin θi sinφi sin θj sinφj
〉
= 〈N〉 〈sin2 θ sin2 φ〉+ 〈N(N − 1)〉 〈sin θ sinφ〉2 , (160)〈 N∑
i=1
cos θi
2〉 = 〈 N∑
i=1
cos2 θi
〉
+
〈∑
i 6=j
cos θi cos θj
〉
= 〈N〉 〈cos2 θ〉+ 〈N(N − 1)〉 〈cos θ〉2 . (161)
Due to Eq. 82, the final terms in Eqs. 159-161 are still the squares of the means. Therefore, Eq. 158 becomes
σ2Ae =
1
N¯2
[
N¯ 〈sin2 θ cos2 φ〉+ N¯ 〈sin2 θ sin2 φ〉+ N¯ 〈cos2 θ〉
]
=
1
N¯
, (162)
as we sought to prove.
Results
For a given value of the ellipsoidal scale factor q, we compute the flow lines according to section B using m = 50
points, and we solve the convection-diffusion equation for c¯ according to section C. The ellipsoidal boundary condition
in Eq. 131 is implemented in Mathematica using the “NeumannValue” function. We also use an ellipsoid at re = re,max
27
for the outer boundary, where we impose c¯|re=re,max = 0. We compute the error σAe/A¯e, relative to the spherical case
σA/A¯, as
Rq =
σAe/A¯e
σA/A¯
, (163)
where σA/A¯ is also computed numerically.
Fig. 6B shows the ratio Rq over the range where q deviates from 1 by as much as 20%. We see that elongating
in the flow direction (q > 1) decreases the sensory error, whereas compressing in the flow direction (q < 1) increases
the sensory error. Going beyond this range in q requires prohibitively large computational runtime, as more than
m = 50 terms are required in the flow lines for numerical accuracy, which significantly increases the runtime of the
numerical routine for solving the convection-diffusion equation. Nonetheless, we can extrapolate out to q = 2, which
corresponds to a cell that is twice as long as it is wide, for a rough idea of the effect. Treating the result in Fig. 6B
as a line (although it is slightly concave up) indicates that elongation to this extent would reduce the sensory error
by about 30%. Thus, we conclude that elongation in the flow direction can lead to a moderate improvement in the
precision of flow sensing.
