Sparse and redundant representations -an emerging and powerful model for signals -suggests that a data source could be described as a linear combination of few atoms from a pre-specified and over-complete dictionary. This model has drawn a considerable attention in the past decade, due to its appealing theoretical foundations, and promising practical results it leads to. Many of the applications that use this model are formulated as a mixture of 2 -p (p ≤ 1) optimization expressions. Iterated Shrinkage algorithms are a new family of highly effective numerical techniques for handling these optimization tasks, surpassing traditional optimization techniques. In this paper we aim to give a broad view of this group of methods, motivate their need, present their derivation, show their comparative performance, and most important of all, discuss their potential in various applications.
INTRODUCTION
Among the many ways to mathematically model signals, a recent and appealing approach employs sparse and redundant representations. 6 In this model, a signal x ∈ IR n is assumed to be composed as a linear combination of few atoms from a pre-specified and redundant dictionary D ∈ IR n×m , i.e.
where α ∈ IR m is expected to be sparse † , α 0 n. Various encouraging theoretical results on the uniqueness of sparse enough solutions, and an equivalence between the sparsest solution and the shortest one in 1 , suggest that finding the signal representation α is a computationally feasible task.
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On the practical front, a sequence of works employed successfully this model to different applications, such as denoising, inpainting, deblurring, image enhancement in general, compression, and more, all leading to stateof-the-art results. 2, 23, 24, 27, 28, 40, 41, [48] [49] [50] Interestingly, at their core, many of the applications that use this model lead to an optimization task that mixes 2 
In this notation, f is a function of the vector α, parameterized by x and D. In the various considered applications, we desire to minimize § f (α) with respect to α, assuming that D and x are given.
Until recently, these problems were traditionally treated using various classic iterative optimization algorithms ranging from steepest-descent and conjugate gradient to more involved interior-point algorithms. 6, 32 However, all these general purpose methods are often found inefficient, requiring too many iterations and too many computations to reach their destination. This is especially the case for high-dimensional problems, as often encountered in image processing.
Another alternative solver, suitable for p = 0 is a greedy algorithm, such as the Orthogonal Matching Pursuit (OMP). 5, 9, 10, 42 This method seeks a sparse minimizer for (2) one entry at a time. However, this method too is impractical for high dimensions, when the number of non-zeros is relatively high. Also, this algorithm often tends towards a wrong solution due to its greedy nature.
In recent years, a new and alternative family of numerical algorithms is gradually built, addressing the above optimization problems very effectively. 8, 22, 25, 28-30, 34, 36, 37 This family is the Iterated Shrinkage algorithms, that extend the classical Donoho-Johnston shrinkage method for signal denoising. 13, 18, 43, 47 Roughly speaking, in these iterative methods each iteration comprises of a multiplication by D and its adjoint, along with a scalar shrinkage step on the obtained α. Despite their simple structure, these algorithms are shown to be very effective in minimizing f (α) in Equation (2) . A thorough theoretical analysis proves the convergence of these techniques, guarantees that the solution is the global minimizer for convex f (for p = 1), and studies the rate of convergence these algorithms exhibit. 8, 25, 34 There are various Iterated Shrinkage methods, with variations between them. These algorithms are shown to emerge from very different considerations, such as the Expectation-Maximization (EM) algorithm in statistical estimation theory, 28 proximal point and surrogate-functions, 8, 29 the use of the fixed-point strategy, 1 employment of a parallel coordinate-descent algorithm, 22 variations on greedy methods, 20 and more. This exposes the wealth with which one could design a solver for the above-described optimization task. In this paper we aim to give a broad view of this group of methods, their derivation, their comparative performance, and most important of all, their potential in many applications.
In Section 2 we describe how various applications that rely on sparse and redundant representations lead to a problem structure similar to the one posed in Equation (2) . This forms the motivation for developing effective solvers for this optimization task. Section 3 discusses classical means for solving Equation (2) , and presents the special case where D is a unitary matrix, leading to a closed form shrinkage solution. This stands as a motivating fact in the quest for effective shrinkage algorithms that will handle the more general case. Section 4 describes several ways to develop Iterated Shrinkage algorithms, based on the methods described above. In Section 5 we present several simulation results that compare the above-discussed methods. We also provide results in deblurring of images in order to demonstrate these algorithms in action. Section 6 concludes this paper, with a discussion on open problems in this arena.
THE NEED: SPARSE & REDUNDANT REPRESENTATIONS
Suppose we accept the fundamental assumptions of the sparse and redundant representation model, implying that we expect the signal x to emerge from the multiplication x = Dα with a very ¶ sparse α. We now show that this model assumption implies clear and constructive methods for various applications.
Denoising: Consider a noisy version of x, obtained by the addition of a zero-mean unit variance white and i.i.d Gaussian vector v ∈ IR n . I.e., we measure y = x + v and we would like to recover x from it. Assuming a generalized Gaussian distribution of α, P (α) ∼ exp{−λ α p p }, the Maximum-A-posteriori-Probability (MAP) estimation 6, 32 leads this denoising task to optimization problem
and the result is obtained byx = Dα. For a sparse enough solutionα, the result is robust with respect to the choice of p, and thus we prefer to use p = 1 rather than p = 0 to get convexity. As we can see, the objective function we face is f (α; y, D) in terms of Equation (2) .
General (Linear) Inverse Problems: Similar to the above, assume that the original signal x went through a linear degradation operation H and then additive noise as above. This means that we measure y = Hx+v, and aim to recover x. MAP estimation leads to the expression
and the estimated result isx = Dα, as before. This time, we obtained the objective function f (α; y, HD) in terms of Equation (2) . This structure could serve various tasks, such as denoising (where H = I), deblurring (where H stands for a blur operator), inverse-Radon transform in tomography (where H stands for the set of parallel projections), signal interpolation (demosaicing, inpainting) 41 (where H represents the various sampling/blurring masks), and more.
Signal Separation: Assume that we are given a mixture signal y = x 1 + x 2 + v, where v is an additive noise, x 1 emerges from a model that uses the dictionary D 1 , and similarly x 2 refers to a model that uses D 2 . We desire to separate the signal to its three ingredients. MAP is used again to obtain 26, 50
The estimated pieces are obtained byx 1 = D 1α1 andx 2 = D 2α2 . The above problem, known as Morphological Component Analysis (MCA), fits again the general structure described in (2), using the function
Compression: Given a signal x, we aim to compress it by allowing some pre-specified 2 error . This implies that we consider its representationα that solves
Instead of solving this problem, we could solve the problem described in Equation (2), while seeking λ that satisfies the above constraint with near-equality. The actual compression is done by quantizing the non-zeros in the vectorα and transmitting these values, along with their indices. Again we find ourselves handling the same format as in Equation (2).
Compressed-Sensing:
Suppose that we aim to sample the signal x while compressing it. Compressed-sensing suggests that we sense the vector y = Qx, where Q ∈ IR q×n contains a set of q n projection directions onto which the signal is projected. 4, 14, 53 Reconstruction of the signal from its samples is obtained by solvingα
and again we resort to the need to handle Equation (2) with f (α; y, QD).
The bottom line to the above discussion is that the structure described in Equation (2) is fundamental to all these (and other) applications, and thus we are strongly encouraged to handle this optimization problem with efficient algorithms. In the next section we present the classical (and less effective) techniques that may seen as natural choices for use, and then turn in the section to follow to describe the better performing, Iterated Shrinkage, algorithms.
MOTIVATION AND INSPIRATION
We now turn to describe several classical optimization techniques that could be (and have been!) used for minimizing the function in Equation (2) . Then we will turn to discuss an inspiring case of this function where D is a unitary matrix, showing that a closed form solution can be obtained. All this stands as motivating evidence for the development of the Iterated Shrinkage algorithms that comes in the next section.
Poorly Performing Classical Solvers
By now, we have built a clear need for the effective minimization of functions of the form
and the question we face is how to do this. The immediate and natural answer that seems appropriate is to suggest general purpose optimization software packages/algorithms that cover this function as a special case. As we argue in this paper, this would be a wrong step to take, as those general purpose tools are ineffective for the problem at hand, due to the sparsity of the desired solution; In fact, far more efficient algorithms could be designed for this specific structure, exploiting this additional knowledge.
One of the most simple algorithms for minimizing f (α; x, D) is the steepest descent, suggesting an update formula of the form:
where the step-size parameter µ could be found by a line search (1D numerical optimization). Gradient Descent may not work well for non-smooth functions, and smoothing is thus often practiced. This method is known to converge with an asymptotic rate proportional to (κ − 1)/(κ + 1), where κ is the condition number of the Hessian of f (α).
An improved algorithm is the conjugate gradient method, which merges the current gradient and the previous update direction, using a pre-specified formula (based on the quadratic case). This new direction is then used as in Equation (8) to update the solution, with µ found by a line search. The asymptotic rate of convergence in this case is better, being (
Turning from first order to second order techniques, a Newton iterative algorithm could be proposed, where the Hessian and the gradient of the function around the current solution form a linear set of equations to be solved. The dimension of this linear system, m, implies that for high dimensions a direct solution (m × m matrix inversion) is impossible, and thus a conjugate gradient iterative solver for this system is employed in each iteration. This is known as the truncated Newton algorithm, when we restrict the number of CG steps.
An interesting and presumably better line of algorithms for handling the minimization of f (α) are interiorpoint techniques. For the case p = 1, our minimization could be replaced by the following quadratic programming task 6 :
arg min
In this conversion of the problem format, the representation α is separated to its positive and negative parts, being the first and second pieces in the vector z ∈ IR 2m . The vector δ stands for the deviation of x from Dα.
There are various interior point algorithms that solve (9) . Common to all is the concept of iterating from within the feasible solution set towards its boundaries, where the solution is known to reside. An effective algorithm could also exploit the ability to work on both the original problem in Equation (9) and its dual (i.e., primal-dual algorithms), thereby using the duality gap as an indication of convergence. The core ingredient in interior-point methods is a Newton iteration, as mentioned above, where the positivity constraint is converted to a barrier (e.g., log) function. This means that each iteration requires a solver for an m × m linear set of equations (at least), and this governs the complexity of such algorithms. For very large m, this implies that these techniques are no longer practical, unless they employ the truncated Newton method mentioned above, and this impairs their efficiency.
The Unitary Case -A Source of Inspiration
If D is unitary, the minimization of f (α) can be manipulated in a sequence of simple steps and turned into a set of m independent and identical one-dimensional optimization tasks, that are easily handled. Starting from Equation (2) , and using the identity DD T = I, we get
Exploiting the fact that 2 -norm is unitary-invariant, we can remove the multiplication by D in the first term.
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The minimization of the scalar function g(x; x 0 ) = 0.5(x 0 − x) 2 + λ|x| p with respect to x requires that the sub-gradient of g contains the zero, 0 ∈ ∂g(x, x 0 ), implying that we solve the equation
and this can be solved (analytically in some cases, or empirically in others -this is done once and off-line), leading to the expressionx opt = S p,λ (x 0 ) that finds the global minimizer of the scalar objective function g(x; x 0 ) described above. Note that for the case of p < 1, Equation (12) has several solutions, one of them being x = 0. Thus, all solutions must be found and compared by the value of the function. The obtained Shrinkage function is a curve that maps an input value x 0 to the desired output valuex opt . This function maps values near the origin to zero (S p,λ (x 0 ) = 0 for |x 0 | ≤ T ), and those outside this interval are "shrinked", thus the name of this operator. The threshold T and the shrinkage effects are both functions of the parameters p and λ.
Back to our original problem, we have found a closed-form solution to the minimizer of f (α), based on the following two steps: (i) Compute α 0 = D T x; and (ii) Apply the operator S p,λ on the entries of α 0 and obtain the desiredα. Note that even if the original function is non-convex, the found solution is globally optimal if S p,λ was designed properly.
The natural question raised by the above discussion is: when turning from a unitary matrix D to a nonunitary (and perhaps non-square) one, must we loose all this simplicity? As we show in the next section, one could handle the general problem using similar shrinkage tools, but will be required to perform a sequence of them to obtain the desired result.
THE NEW MEANS: ITERATED SHRINKAGE ALGORITHMS
There are various ways to develop Iterated Shrinkage algorithms. To the best of our knowledge, the first to explicitly propose such an algorithm were Kingsbury and Reeves 37 in the context of using the complex wavelets. However, their construction is done without a clear connection to the objective function in (2) . We choose to start our discussion with the proximal (or surrogate) functions that were used by Daubechies, Defrise and De-Mol in their construction. As we show, this is also the foundation for the EM and the Bound-Optimization algorithm, as proposed by Figueiredo and Nowak. Then we turn to describe two entirely different constructions: the first, by Adeyemi and Davies, is based on the fixed-point method in optimization, coupled with the IRLS algorithm.
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The second method uses a parallel coordinate descent algorithm 22 . Finally, we will discuss the StOMP method by Donoho, Drori, Stark, and Tsaig, that develops an Iterated Shrinkage method based on the matching pursuit method.
Surrogate Functions and the Proximal-Point Method
The discussion below is based on the work of Daubechies, Defrise, and De-Mol. 8 Considering the original function in Equation (2),
let us add to it the following term
The parameter c will be chosen such that the function Ψ is strictly convex, implying that we require its Hessian to be positive definite,
is the surrogate function that will be used in the proposed algorithm. As we shall see next, the fact that the term Dα 2 2 drops in the new function, turns the minimization task into a much simpler and effective one. Opening the various terms in Equation (13) and re-organizing it, we obtain a new expression of the form
The constant in the above expression contains all the terms that are dependent on x and α 0 alone. Zeroing the derivative of this function with respect to α leads to the equation
At this stage, one might be tempted to believe that since this equation to too complex, we better use the above gradient within an iterative scheme of some sort. However, it turns out that this equation is simple and leads to a closed-form solution. In order to show a resemblance between this equation and the analysis in Equation (12), we re-write it as
where we use the term
This set of m equations is decoupled, enabling us to handle each separately, very similar to the way it was done in Equations (11) and (12), and leading to the same shrinkage operation as before. Thus, the derivative is nulled for the choice
and this is a global minimizer of the functionf (α; x, α 0 , D) in Equation (13) .
So far we managed to convert the original function f to a new functionf , for which we are able to get a closed form expression for its global minimizer. This change of the objective function depends on the choice of the vector α 0 . The core idea of using the surrogate function is that we minimize the function f iteratively, producing the sequence of results {α i } i , where at the i+1-th iteration we minimizef with the assignment α 0 = α i . Perhaps the more surprising of all is the fact that the sequence of solutions {α i } i is proven to converge to the (local) minimizer of the original function f . Thus, the proposed algorithm is simply an iterated application of Equation (19) in the form
We shall refer hereafter to this algorithm as the Separable Surrogate Functionals (SSF) method.
The above approach can be interpreted as the proximal-point algorithm, 45 which is well known in optimization theory 25 . The function Ψ(α; α i−1 , D) is a distance measure to the previous solution. When added to the original function at the i-th iteration, it promotes proximity between subsequent estimates of the iterative process. Surprisingly, while this is expected to have an effect of slowing down the algorithm, in the case discussed here it is actually leading to a substantial speed-up.
Expectation-Maximization and Bound-Optimization Approaches
The discussion above could be replaced with a different set of considerations, and yet, one that leads to the very same algorithm. This new perspective is taken from the work of Figueiredo, Nowak, and Bioucas-Dias, that uses the Expectation-Maximization (EM) estimator, or better-yet, its alternative deterministic optimization foundation -the Bound-Optimization method .
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Starting from the function f (α) in Equation (2), which is hard to minimize, the bound-optimization method suggests to use a related function Q(α, α 0 ) that has the following properties:
Such a function necessarily exists if the Hessian of the original function is bounded, because then one can propose a bounding quadratic function, satisfying these conditions exactly. Using this function, the sequence of solutions generated by the recurrent formula
is guaranteed to converge to a local minimum of the original function f (α). 11, 25, 35, 38 As can be easily verified, the choice from the previous sub-section,
satisfies all these three conditions, and as such, leads to the desired optimization algorithm. Note that beyond the above three conditions, we need to make sure that minimization of Q is easier, as indeed happens, due to its separability. Also, the value f (α i ) is necessarily decreasing since
In the above inequality, the relation min α Q(α, α i ) ≤ Q(α i , α i ) is guaranteed to give a strong decrease in the function's value due to the second property * * .
An IRLS-Based Algorithm
One of the more popular algorithms for minimization of f (α) in Equation (2) 
Assume that we hold a current solution α 0 , and we aim to update it. This is done in two stages. The first updates α assuming a fixed W. This requires a minimization of simple quadratic function, leading to the linear system
This technique is also known as the Majorization-Maximization method. * * By the Tailor expansion, it is easily verified that being tangent to the original function f at αi implies a descent of at least ∇f (αi)
T H −1 ∇f (αi), where H is an upper bound on the original function's Hessian.
Thus, inversion of the matrix D T D + 2λW −1 , either directly (for low-dimensional problems) or iteratively (several CG steps) leads to the desired update. Once found, we update W based on the new values of the found solution. This is the IRLS core as proposed in 32 , and its performance parallels those of the techniques mentioned in Section 2 (specifically, the truncated Newton method).
An interesting twist over the above algorithm is proposed in 1 , leading to yet another Iterated Shrinkage algorithm. Consider Equation (22) , and write it slightly different, by adding and subtracting cα. The constant c ≥ 1 is a relaxation constant, whose role is to be discovered soon. Thus,
A well-known technique in optimization, known as the fixed-point iteration method, suggests a way to construct iterative algorithms by assigning (wisely!) iteration counter to the appearance of α in the equation. In our case, the proposed assignment is
leading to the iterative equation
where we have defined the diagonal matrix
This matrix plays the role of shrinkage of the entries in the vector
as it is done in Equation (19) . Indeed, every entry is multiplied by the scalar value (27) such that for large values of |α i [k]| this factor is nearly 1, whereas for small values of |α i [k]| this value tends to zero, just as shrinkage does. Note that this algorithm cannot be initialized with zeros, as in previous methods; in our tests we use a vector with a constant (0.001) in all its entries. Interestingly, once an entry in the solution becomes zero, it can never be "revived", implying that this algorithm may get stuck, avoiding the near-by local minimum.
The constant c is crucial for the convergence of this algorithm, and its choice is similar to the one in the SSF algorithm. The iterative algorithm in Equation (25) applies the matrix S · (
sequentially. For convergence, we must require that the spectral radius of this matrix is below 1. Since S 2 ≤ 1, this implies that c should be chosen to be larger than ρ(D T D)/2, which is twice more tolerant, compared to the the choice made in the SSF algorithm.
The Parallel Coordinate Descent (PCD) Algorithm
We now turn to describe the PCD algorithm 22, 25 . The construction below starts from a simple coordinate descent algorithm, but then merges a set of such descent steps into one easier joint step, leading to the Parallel Coordinate Descent (PCD) Iterated Shrinkage method. The rationale practiced here should remind the reader of the BCR algorithm by Sardy, Bruce, and Tseng, 46 that handles a special case of D being a union of unitary matrices.
Returning to f (α) in Equation (2), we start by proposing a Coordinate Descent (CD) algorithm that updates one entry at a time in α while keeping the rest untouched. A sequence of such rounds of m steps (addressing each of the entries in α ∈ IR m ) is necessarily converging. Interestingly, as we are about to show, each of these steps is obtained via shrinkage, similar to the process described in Equation (12) .
Assuming that the current solution is α 0 , we desire to update the k-th entry around its current value α 0 [k]. This leads to a 1D function of the form
The vector d k is the k-th column in D. The term d k (z − α 0 [k]) removes the effect of the old value and adds the new one. Zeroing the derivative of this function w.r.t. z leads to
A re-organization of the last expression gives
implying a shrinkage operation, just as in Equation (12), of the form
While this algorithm may work well in low-dimensional cases, it is impractical in the general high-dimension cases, where the matrix D is not held explicitly, and only multiplications by it and its adjoint are possible. This is because its use requires the extraction of columns from D, one at a time.
Thus, we consider a modification of the above method. We rely on the following property: When minimizing a function, if there are several descent directions, then any non-negative combination of them is also a descent direction. Thus, we propose a simple linear combination of the set of all the above m steps in Equation (30) . Since each of these steps handles one entry in the destination vector, we can write this sum as
. . .
In the above expression, e k is the trivial m-dimensional vector with zeros in all entries and 1 in the k-th one. Rewriting of this expression leads to the following simpler formula
The term diag(D T D) consists of the norms of the columns of the dictionary D. These are used both for the weighting of the back-projected error D T (x − Dα 0 ), and for the shrinkage operator. This set of weights can be computed off-line, before the algorithm starts, and there are fast ways to approximate these weights † † . Notice that the obtained formula does not call for an extraction of columns from D as in (30) , and the operations required are a direct multiplication of D and its adjoint by vectors, and in Equation (19) . † † A stochastic algorithm proposed in 25 works as follows: for a white Gaussian vector u ∼ N(0, I) ∈ IR n , the multiplication D T u has a covariance matrix D T D. Thus, by choosing a set of such random vectors and computing their multiplication by D T , the variance of each entry is an approximation of the required norms.
While each of the CD directions is guaranteed to descend, their linear combination is not necessarily descending without a proper scaling. Thus, as proposed in, 22 we consider this direction and perform a line search along it. This means that the actual iterative algorithm is of the form
with µ chosen by a line-search algorithm of some sort. This means that we are required to perform 1D optimization of the function
which requires only two more multiplications of D by v i and α i . This overall process will be referred to hereafter as the PCD algorithm.
As we can see, compared to the SSF algorithm in Equation (19) , the one derived here is different in two ways: (i) the norms of the atoms in D play an important role in weighting the back-projected error, whereas the previous algorithm uses a constant; and (ii) the new algorithm requires a line-search to obtain a descent. We will return to discuss these differences towards the end of this section, in an attempt to bridge between the two methods.
StOMP: A Variation on Greedy Methods
The last algorithm we describe within this family of Iterated Shrinkage methods is the Stage-wise Orthogonal Matching Pursuit (StOMP). 20, 27 As opposed to the previous methods, its construction does not emerge from an attempt to minimize f (α) in Equation (2), although it could be attributed to the minimization of this function with p = 0. Instead, the creators of StOMP embark from the Orthogonal Matching Pursuit (OMP) and the Least-Angle Regression (LARS) algorithms. 5, 9, 10, 21, 42 We should also mention that the StOMP algorithm was especially tailored for cases where the matrix D is random, such as in compressed-sensing, although it can be used in other cases quite successfully. 27 We now turn to describe both OMP and its variant -the StOMP.
We initialize the process by fixing the solution to be zero, α 0 = 0, and thus the residual vector is r 0 = x − Dα 0 = x. We also define the support of the found solution and set it to be empty, I 0 = φ. Turning to the first iteration and beyond (i ≥ 1), the following steps are performed: . If the threshold is chosen such that |J i | = 1, we get the OMP, as only one entry is found and updated.
Union of Supports:
We update the support of the desired solution to be I i = I i−1 ∪ J i . Thus, this support is incrementally growing.
Restricted Least-Squares: Given the support and assuming that |I i | < n, we solve the least-squares problem arg min
where P ∈ IR m×|Ii| is an operator that chooses the |I i | entries from the vector α that are permitted to be non-zeros. This minimization is done using a sequence of K 0 Conjugate-Gradient (CG) iterations, where each iteration multiplies by DP and its adjoint.
Update of the Residual:
Having found the updated vector α i , we compute the residual to be r i = x − Dα i .
As said above, when the thresholding step chooses one entry at a time, this is exactly the OMP method. The above process should be iterated several times (the authors recommend 10 iterations, as each iteration can potentially add many elements to the support), leading to the desired sparse solution of the approximated linear system x ≈ Dα.
StOMP comes with a thorough theoretical analysis that considers the case of random dictionaries. 20, 27 In such a case, the values in b i could be interpreted as a sparse noisy vector, where the noise can be reliably assumed to be white zero mean Gaussian. Thus, a thresholding step that follows is nothing but a denoiser algorithm. In such a scenario, the creators of StOMP show an interesting phase transition from success to failure. However, despite this thorough analysis, when considering the original objective f (α) in Equation (2) with a general value of p, it is unclear whether StOMP is a still a minimizer of this function and whether convergence to a local minima point is guaranteed. Note that a simple change of the hard-thresholding by a soft one is meaningless, because the thresholding step in StOMP is used only for detecting additional atoms to be added to the support, and thus the magnitudes in b i are never used.
We add the following observation that will be important in comparing the various algorithms. Every iteration of StOMP parallels in complexity to K 0 iterations of the SSF, IRLS-based, and the PCD algorithms. In that respect, this structure should remind the reader with the interior-point and the truncated Newton algorithms' inner solver, as described in Section 2.
Acceleration using Sequential Subspace Optimization (SESOP)
All the above algorithms apart from StOMP can be further accelerated in several ways. First, the idea of performing a line search, as described in the PCD is relevant to the SSF and the IRLS-based algorithms. All that is required is to use Equations (19) or (25) to compute a temporary result α temp , and then define the solution as α i+1 = α i + µ(α temp − α i ), optimizing f (α i+1 ) with respect to the scalar µ. Unfortunately, this cannot be implemented with StOMP, because it is not clear which objective function this algorithm aims to minimize.
A second, and much more effective speed-up option for the SSF, IRLS-based, and PCD algorithms is the deployment of the Sequential Subspace Optimization (SESOP) method 25, 44 . We describe it briefly here, referring the interested reader to the above references for more details. The original SESOP algorithm proposes to obtain the next iterate α i+1 via optimization of function f over an affine subspace spanned by the set of q recent steps
k=0 , and the current gradient. This q + 1-dimensional optimization task can be addressed using a Newton algorithm. The main computational burden in this process is the need to multiply these directions by D, but these q multiplications can be stored in previous iterations, thus enabling the SESOP speed-up algorithm with hardly any additional cost.
In the simple quadratic optimization case, SESOP algorithm with q ≥ 1 amounts to regular CG. The q = 0 case is equivalent to a line-search. Preconditioning, like multiplication of the current gradient by inverse of the Hessian diagonal, may significantly accelerate the method.
In the context of the current paper, one can use the direction (α temp − α i ), provided by SSF, IRLS-based or PCD algorithm instead of the gradient used in the standard SESOP. 25 We shall demonstrate this approach in the next section and show how effective it is. Figure 1 presents the four Iterated Shrinkage algorithms described above as block diagrams. As can be seen, although different from each other in various ways, all rely on the same main computational stages, such as the term x − Dα, its back projection by multiplication by D T , and a threshodling/shrinkage step.
Bottom Line -Iterated Shrinkage Algorithms
In this paper we deliberately avoided discussing in depth the theoretical study of the algorithms presented here. Nevertheless, we should state the following few facts: the SSF and the PCD algorithms are guaranteed to converge to a local minimizer of the function in Equation (2) . 3, 8, 25 For p = 1, where this objective function becomes convex, a convergence to the global minimizer is guaranteed, making these algorithms exact solvers of the basis pursuit denoising problem. The work in 34 considers the p = 0 and shows that the sparsest solution is recoverable if it is sparse enough, depending on properties of D, implying that in such a case we get the global minimizer as well. A similar claim appears also for StOMP 20 . . 20, 27 Note that the 4 block-diagrams seems to be very similar, but there are delicate differences between them in various locations.
Among the four core algorithms described, the SSF, the IRLS-based, and the PCD are closer to each other. Which of these is faster? Recall that the constant c in SSF must satisfy c > ρ(D T D), and in the IRLS method half this value. On the other hand, the PCD uses a scaling of the same term using the weight matrix diag(D T D) −1 . As an example, for a dictionary built as a union of N unitary matrices, we require c > N, implying a weight of 1/N in Equation (19) . In the PCD algorithm, the weight matrix is simply identity due to the normalized columns in D. Thus, PCD gives O(N ) times stronger effect to the term D T (x − Dα i ), and because of that we expect it to perform better. We shall verify this assumption in the next section, where we conduct a series of comparative experiments. We should remind the reader that the convergence speed is also expected to improve dramatically due to the SESOP and line search accelerations.
With all the above methods, their theoretical analysis, and the speed-up techniques that are added on top, one might get the impression that this field has covered all bases, with no open problems for future work. This, in fact, would be a very wrong conclusion. While we do know a lot more today on Iterated Shrinkage algorithms, there are various important questions, yet to be explored. We mention here few of these open questions:
Constrained Problem: In many cases, one wants to solve a variant of the above minimization problem, where the penalty Dα − x 2 2 is replaced by a constraint, demanding that this error goes below a threshold 2 . While it is true that for a specific value of λ the two problems are equivalent, this value of λ is dependent on x, implying that we need to solve a sequence of the above optimization procedures, and sweep through values of λ to satisfy the constraint. Could we propose a direct method that avoids this complication? It appears that the answer is positive -see 3 for a variant of the SSF algorithm that does the opposite (fixing the sparsity as constraint and minimizing the representation error).
Global Minimization:
We mentioned several times throughout this paper that for 0 ≤ p < 1 a convergence to a local minimum solution is guaranteed. On the other hand, we are aware of results that guarantee global minimum solution for the case p = 0, when the solution is sparse enough. Thus, we believe that a similar global convergence could be guaranteed for the case 0 ≤ p < 1 in some cases.
A Closer Look at StOMP: What can be claimed about StOMP for the p > 0 case? better yet, how should we modify StOMP to serve these cases better? How can StOMP be speeded-up using a SESOP-like method? All these topics are yet to be studied.
Truncated Iteration Effect:
Since the proposed algorithms are obviously implemented with finite and very small number of iterations, it is worth studying the theoretical and empirical behavior of such truncated iterative processes. 
Choice of Sparsity

SOME RESULTS: AN EXPERIMENTAL STUDY
In this section we present two sets of experiments; The first are synthetic ones aiming to study the convergence behavior of the various algorithms; The second target a specific application in image processing -image deblurring -using Iterated Shrinkage algorithms.
Part 1: A Synthetic Comparative Study
In order to compare the various algorithms's rate of convergence, we define one problem on which all are tested. We target the minimization of the function
where D is a 2D un-decimated separable wavelet transform of size 128 2 × 128 2 · 4 (i.e., with 4 : 1 redundancy), that operates on an image of size 128 × 128, with 2 levels and using the Daubechies 4-taps mother wavelet, as used in 30 ‡ ‡ . The function ρ was chosen to be a smoothed version of 1 , as defined and used in 25 . The image x was created synthetically, by drawing a random sparse vector of size 128 2 with 66 non-zeros, α * , multiplying it by D, and adding to this a white Gaussian noise. The noise power was set such that the Signal to Noise Ratio Dα * 2 / x − Dα * 2 is 10. The parameter λ was set to λ = 0.008, so as to give good denoising performance, when seeking the minimizer of the above function.
The algorithms we compared herein are the following: Figure 2 presents graphs showing the value of the objective as a function of the iteration for the above algorithms. In all these graphs, the value is shown after a substraction of the minimal value (found empirically, after sufficient number of iterations). The graphs start by presenting the classical techniques, choosing the best of them (PRE-SESOP-1), and comparing against a new group with the SSF algorithms. These comparisons proceed with the PCD and finally with the IRLS, using the same technique of comparing against the best so far.
Similarly, since the minimization of f (α; x, D) can be interpreted as a denoising method with Dα i as the denoised estimate, Figure 3 presents the improvement in SNR obtained as a function of the iteration, for these algorithms. ISNR is defined as
where Dα * is the original image we aim to estimate.
In these graphs we do not present all methods, and concentrate on the main differences. We found that CG and SESOP-1 perform very closely and thus SESOP-1 was omitted. Similarly, the truncated Newton method was found to perform very poorly (in fact, it is the worst among all methods tested, and this sheds some light on hih complexity of the PDCO interior-point algorithm, as will be shown hereafter), due to the complexity of each iteration, and thus it was omitted too. We do not present the SESOP-8 versions of the Iterated-Shrinkage algorithms here as all of them were found to perform comparable to SESOP-5.
There are many conclusions one can draw from these figures; we list here the main of them:
• Generally speaking, Iterated Shrinkage algorithms perform much better than the general purpose optimization techniques. This is true both for the minimization of the function and for denoising purposes;
• Among the various Iterated Shrinkage methods, the one that seems to converge the fastest (without speedup) in the first few iterations is the PCD. When accelerated with SESOP, the fastest method is the IRLS, but it get stuck, as predicted, missing the global minimum of the function.
• SESOP acceleration improves all the methods it is coupled with. The best performing algorithm is the PCD-SESOP combination.
• In terms of ISNR, the best techniques are the PCD-SESOP and SSF-SESOP (1-5), surpassing all others.
Before ending this part of the experiments, we report of yet another test, this time running two algorithms implemented in the Sparselab software package 19 -StOMP and PDCO. Since these are external software functions beyond our control, we concentrate on the number of activations of the transform (or its adjoint), and the ISNR reached for this computational effort.
While we cannot consider StOMP as a minimizer of the function in equation (2), it is still expected to perform well as a denoising algorithm. Thus, we use the same settings, and apply StOMP for denoising of x. The stopping rule for this algorithm is the noise power posed as a threshold to the residual error. The rest of the parameters governing the run of StOMP are taken from the Sparselab package 19 , and manually optimized from there in order to get better ISNR.
In this test StOMP leads to an ISNR of 9.87dB, obtained after applying 202 activations of the transform or its adjoint. PCD-SESOP uses less operations (≈ 160 transforms), getting an ISNR of 12.1dB. The reason for the inferior behavior of StOMP might be its tendency to provide a support for the solution that is much denser than required. In this test we get 658 non-zeros, implying that least-squares fits the noise to these wide set of atoms. As a side note we mention that if the support (66 non-zeros) would have been perfectly found by the algorithm, a least-squares estimator over these items would have led to ISNR=25.1dB. This means that while PCD does perform better, both algorithms have a wide range for further improvement. Note that if we re-run PCD with p < 1 and initialize with its previous (p = 1) solution, we may get a much improved denoising effect. The test with PDCO leads to 930 required transforms, that are part of 18 overall iterations. These lead to an ISNR of 10.6dB, implying that this algorithm is much slower than all of the tested methods described above. 
Part 2: Applications -Image Deblurring
In order to demonstrate the applicative side of the above-discussed algorithms, we present here one application -image deblurring. Following the explanations given in Section 2, we assume that the original signal x went through a known blur operation H, followed by an additive zero-mean white Gaussian noise with known variance σ 2 . Thus, we measure y = Hx + v, and aim to recover x, with the assumption that x could be described as Dα with a known dictionary D and a sparse vector Dα. MAP estimation leads to the need to minimizê α = arg min In the coming experiments we address the above penalty function with the following details:
• Dictionary: We use the redundant wavelet transform as in the previous section, using Daubechies' 2-taps filter (Haar), and 3 layers of resolution, leading to a redundancy factor of 7 : 1.
• Blur Kernel: Following the tests in, 29 we consider a 15 × 15 kernel with values being 1/(i 2 + j 2 + 1) for −7 ≤ i, j ≤ 7, normalized to have a unit sum.
• Noise Properties: We test for two noise powers, σ 2 = 8, and σ 2 = 2.
• Algorithms Tested: Two algorithms are considered -the StOMP with a stoping rule based on the noise power, and PCD-SESOP0 as in the previous experiment. We do not proceed with the complete comparison as in the previous section, and consider only one relatively simple Iterated Shrinkage algorithm that is known to perform relatively well. In this paper we do not aim to compete with the existing work on image deblurring, and restrict our view to the problem of optimization involved. Better results could be obtained by optimizing the various parameters of the above experiments, introducing weights to the sparse coefficients, replacing the dictionary with a better one, considering pre-denoising step, changing the sparsity measure function, and more. Nevertheless, as we show herein, the results obtained are close to the best known ones in the literature, demonstrating the effectiveness and relevance of Iterated Shrinkage methods. Table 1 summarizes the results we get, and compares them to those found in. 29 Similar to the conclusions drawn in previous set of synthetic experiments, StOMP is found to be inferior to PCD, even when this algorithm is not activated with it's fastest versions. This inferiority is exhibited both on the final quality and the computational requirements. Finally, we observe that the results reported in 29 are better than those we achieve here, implying that our tests are not an exact replica of theirs, and there is still room for further improvements. As one can see, the results still suffer from ringing artifacts, but the sharpness of the images surpasses that of the measurements.
CONCLUSIONS
When considering the minimization of 2 -p mixture penalty function with sparse solutions, Iterated-Shrinkage algorithms pose an appealing family of techniques, that surpass classical tools. In this paper we reviewed some of the activity in this field, describing several such algorithms, and their comparative performance. This work is far from done, as there are new methods that we did not cover here, and interesting applications that could benefit a lot from these tools, which we have not explored. We hope that this paper (and hopefully a longer version of it to appear in a journal) will stimulate activity on these topics and widespread these algorithm's use in practice.
