every time one assigns elements v 1 ∈ V 4 , v 2 ∈ V 2 , v 3 ∈ V 3 , and v 4 ∈ V 1 to the "empty boxes" 1, 2, 3, and 4, there is associated, in a multilinear and natural way, an element of V 4 . The grading of the V n 's is given by half the number of strings attached to the boundary of the box. Various algebra and other structures are given by particular planar ways of combining elements. It is shown in [J2] that under appropriate positivity conditions on V (summed up by saying that V is a subfactor planar algebra), there is a subfactor N ⊂ M having V n as its higher relative commutant N ∩ M n−1 . Any subset S of V then generates a planar subalgebra as the smallest graded vector space containing S and closed under planar operations. From this point of view, the simplest subfactors are those whose planar algebra is generated by the smallest sets S, while the index may be arbitrarily large. If S is empty, we obtain the Temperley-Lieb algebra. In [J2] , planar algebras generated by elements of V 1 are determined. The next case to examine is that of planar algebras generated by a single element of V 2 . The problem is well posed and may even be tractable (while the problem of determining all finitely generated planar algebras certainly is not; see [J2] ). In this paper, we take a first step in this program by classifying all subfactor planar algebras generated by a single element of V 2 , for which dim V 2 is as small as possible, that is, 3, and dim V 3 is at most 12. In fact, the classification for dim V 3 ≤ 15 appears to be possible, based on the techniques of [BiWe] and [Mu] , but that is as yet beyond our calculations.
In the course of our solution, we actually obtained a significantly stronger result, easiest stated in classical subfactor language. Namely, if N ⊂ M is a subfactor and the relative commutant N ∩ M 2 is abelian modulo the ideal generated by e 2 (the projection from M 1 onto M), then there is an intermediate subfactor P , N ⊂ P ⊂ M. The stronger result implies the classification, since the projection from M to P is in N ∩ M 1 (= V 2 ) and generates a planar subalgebra completely analyzed in [BJ1] called the Fuss-Catalan algebra (or briefly FC algebra) . We see that any subfactor planar algebra satisfying our hypothesis is thus a Fuss-Catalan algebra. (In fact there is one exception, when the index is 3, where the subfactor in question is the fixed point algebra for an outer Z 3 -action.)
Our first attempt at classification used the Ocneanu connection approach, and while successful, it involved many special cases and pages of opaque 3 × 3 matrix calculations. The more powerful result was inaccessible because of a large number of undetermined trace parameters. In this paper we adopt, for the first time in subfactor theory, a fully diagrammatic approach, where the "rotation" (a certain map on the higher relative commutants discussed in Section 3) plays a crucial role. Since these calculations are unfamiliar to experts, we translate several of the first diagrammatic arguments into algebraic ones, including a proof of the periodicity of the rotation in the special case of N ∩ M 2 (which is all that is needed in this paper). Finally, we show that our more powerful result applies to more than just the FC algebras by exhibiting a subfactor N ⊂ M (a free composition of two others; see [BH] and [BJ1] ) with dim N ∩ M 1 = 3, N ∩ M 2 abelian modulo the ideal generated by e 2 , and dim N ∩ M 2 = 14. It is obtained as the free composition of two subfactors with principal graph E 6 .
Planar algebras and diagrams.
The concept of a planar algebra was introduced in [J2] , and it is shown there that the standard invariant of an extremal subfactor with finite index is a planar algebra satisfying certain positivity conditions. The proofs of our main results, described in Section 2, are motivated by the planar algebra point of view of the system of higher relative commutants associated to a subfactor, and we use planar algebra technology in the proofs. In particular, elements in the higher relative commutants and certain operators on the higher relative commutants can be described diagrammatically, and we explain this formalism carefully in the next three sections. We would like to point out that all the computations in this paper which involve diagrams can also be done by replacing the diagrams with the operators they represent, and we explain to the reader in most places how to do the computations either way. We hope, however, to convince the reader that computing with diagrams leads to the desired result in a more efficient and intuitive way than manipulating traditional formulas on a purely algebraic level.
Recall that a general planar algebra (see [J2] ) is a filtered algebra P = k≥0 P k together with a homomorphism of filtered algebras :
(where the zero-boxes are just planar networks). An element in ᏼ k (L) or P k is depicted as a k-box, as in Figure 1 , R Figure 1 where the orientations of the k vertical strings on the top and bottom of the box are alternating up-down-up-down and R is a label in L k . The homomorphism must be such that Ker is invariant under the action of Ꮽ(L), the set of all isotopy classes of labelled annular j -k tangles, for all j and k. (See [J2] for details and other equivalent definitions using operads.) If dim P 0 = 1, we say that P is connected. (In fact, the definition of connectedness of a planar algebra is slightly more subtle; see [J2] for the precise definition). If P is a connected, general planar algebra with presenting map : ᏼ(L) → P as above, then applied to a labelled network ᏺ ∈ ᏼ 0 (L) gives rise to a scalar, which we denote by Z (ᏺ). (More precisely, if the unbounded region of ᏺ is positively oriented, then (ᏺ) = Z (ᏺ) · 1 ∈ P 0 defines the scalar Z (ᏺ). If the unbounded region is negatively oriented, add a vertical string to the left and take the partition function of the resulting tangle.) Z (ᏺ) is called the partition function of ᏼ, and it is an isotopy invariant of labelled planar networks. A connected, general planar algebra is then called a planar algebra if there is a presenting map such that the partition function Z is multiplicative on connected components. We require the parameters δ 1 = Z ( ) and δ 2 = Z ( ) to be not equal to zero. It turns out that δ 1 , δ 2 , and the multiplicativity of Z do not depend on the presenting map . Observe that the notion of planar algebra is algebraic and topological, but we are mostly interested in certain subclasses of planar algebras that have certain positivity properties, the so-called C * -planar algebras, which we explain next. Suppose we are given an involution R ∈ L → R * ∈ L on the label set L. ᏼ(L) then becomes a * -algebra in the obvious way. We call a * -algebra P a (general) planar * -algebra if it is a (general) planar algebra and if it is presented by on a ᏼ(L), L with an involution * in such a way that is a filtered * -homomorphism. Note that the partition function Z is a sesquilinear form if P is connected.
Given a connected, planar algebra P = k≥0 P k with partition function Z, one can define two traces tr L and tr R by tr L R = Z R and tr R R = Z R , with
> 0 whenever x = 0 (this holds if and only if tr R (x * x) > 0, for all x = 0), then P is called nondegenerate. If dim P k < ∞, for all k ≥ 0, then we say that P is finite-dimensional. If P = k≥0 P k is a finite-dimensional, nondegenerate, connected, planar * -algebra with positive partition function, we can make each P k into a C * -algebra. P is then called a C * -planar algebra. A (connected) planar algebra is called spherical if its partition function is an invariant of planar networks on the 2-sphere S 2 . Note that in this case tr L = tr R and δ 1 = δ 2 def = δ. Spherical C * -planar algebras (or subfactor planar algebras) are precisely the standard invariants of extremal subfactors with finite index (see [Po3] and [J2] ).
We next describe how the diagram formalism applies to the analysis of the system of higher relative commutants associated to a subfactor. Let N ⊂ M be an (extremal) inclusion of II 1 factors with finite index, and denote by
⊂ M 3 ⊂ · · · the associated tower of II 1 factors constructed from N ⊂ M by iterating the basic construction (see [J1] ). We denote as usual by J : 
which is called the system of higher relative commutants, or the standard lattice (see [Po3] ), or the standard invariant (see [Po2] ), or the Popa system (see [BJ1] ), associated to the subfactor N ⊂ M (see also [GHaJ] ). Since spherical C * -planar algebras are precisely the standard invariants of extremal subfactors with finite index (see [J2] ), we can think of an element R ∈ N ∩ M k as being depicted by a labelled (k+1)-box as in Figure 1 (with k+1 vertical strings on the top and bottom of the box and orientations alternating up-down-up-down). We usually omit the orientation of the vertical strings and simply write R for R ∈ N ∩ M k . The (unital) embedding R ∈ N ∩M k → N ∩M k+1 is given by adding to a (k +1)-box R a vertical string at the right end of the box (with the appropriate orientation) so that we get R .
Note that it is not hard to see that a spherical C * -planar algebra gives rise to a Popa system (see [J2] ), and hence, by a theorem of Popa, is the system of higher relative commutants of an extremal subfactor (which is not necessarily hyperfinite); see [Po3] . Conversely, it can be shown that a system of higher relative commutants of an extremal subfactor gives rise to a spherical C * -planar algebra (see [J2] ). This requires a bit more work, and we do not need to use the result in this paper.
We follow the convention of multiplying diagrams from bottom to top, which is also the convention used in [BJ1] .) As is well known, the special ( Figure 2 , play an important role in the theory. (The diagram in Figure 2 has k + 1 vertical strings, and the arcs connect hook j and j + 1 on the top and bottom lines of the box.) Figure 2 We denote as above the parameter associated to a closed loop by δ, and we recall that δ = [M : N ] 1/2 (see, for instance, [J1] , [BJ1] , and [GHaJ] ). The projections e j = (1/δ)E j , 1 ≤ j ≤ k, generate the Temperley-Lieb algebra, if δ > 2 (see, for instance, [GHaJ] , [BJ1] ). The projection e k+1 implements the trace-preserving conditional expectation
⊂ M be one step in the downward basic construction (see [J1] ), then e 0 implements the tr M -preserving conditional ex-
is not extremal, e 0 implements the tr N -preserving conditional expectation (see also [B2, Proposition 2.7] ). These conditional expectations can be written diagrammatically as follows: Let R ∈ N ∩ M k be an arbitrary element depicted as R . Then Figure 3 Note that the * -operation on N ∩ M k is obtained by replacing the label R in a (k + 1)-box by the label R * . Other important operations on the higher relative commutants are presented in Section 3.
We use in Section 4 a natural (linear) basis of N ∩ M 1 and of a certain direct
, which we call the basic construction ideal in N ∩ M k+1 . It is the ideal generated by e k+1 and is isomorphic to the basic construction for
, where e 1 , q, and 1 − e 1 − q are the minimal (central) projections in N ∩ M 1 . We depict q by Q and E 1 = δe 1 by or briefly by as usual (where δ = [M : N] 1/2 ). Later, we also use the projection p = e 1 + q, which is depicted by P . The identity in N ∩ M 1 is depicted by or briefly by . Clearly, ,
, and Q or , , and P form a (linear) basis of N ∩ M 1 . Thus the nine diagrams in Figure 4 are a basis of
These diagrams, of course, are just the elements
Later, we also extensively use the elements δ 3 E M ∩M 2 (qe 2 e 1 ) and δ 3 E M ∩M 2 (e 1 e 2 q) depicted in Figure 5 .
Q Q
Figure 5 Note that these are elements in M ∩ M 2 , so that the orientation of the vertical strings is down-up (from left to right).
The main theorems.
We describe in this section the main results of this paper. Let us start with the main theorem.
Note that if [M : N] = 3 and dim N ∩ M 1 = 3, then the subfactor is given as the fixed point algebra for an outer Z 3 action; that is, it is of the form N = M Z 3 , and the associated planar algebra (or equivalently the associated Popa system) is determined by the group Z 3 and its representation theory. Furthermore, observe that the condition dim N ∩ M 1 = 3 implies that N ⊂ M is irreducible and, hence, extremal. We give a proof of Theorem 2.1 in Section 4.
Let us point out that the conditions in Theorem 2.1 are very simple conditions on the shape of the principal graph for the tower of inclusions
Theorem 2.1 says that if the principal graph of N ⊂ M is of the form shown in Figure 6 , then N ⊂ M must have an intermediate subfactor.
Theorem 2.1 allows us to classify all spherical C * -planar algebras V = ∞ k=0 V k , which are generated (as spherical C * -planar algebras) by a single 2-box, subject to the conditions dim V 2 = 3 (which implies dim V 0 = dim V 1 = 1) and dim V 3 ≤ 12. Note that it is shown in [J2] , using a theorem of Popa (see [Po3] ), that every spherical C * -planar algebra gives rise to an extremal subfactor
In fact, every Popa system coming from an extremal subfactor is a spherical C * -planar algebra (and therefore called a subfactor planar algebra), so that one can go freely between subfactor and planar algebra language (see [J2] ). * Figure 6 We call the system of higher relative commutants associated to a subfactor N = M Z 3 ⊂ M the Z 3 -planar algebra. Note that it is completely determined by the commuting square
where is the algebra of diagonal matrices in
where Z 3 = {1, a, a 2 }, with dual groupẐ 3 = {1, σ, σ 2 }. Its description in terms of planar diagrams can be found in [J2] .
Similarly, we call the system of higher relative commutants of a subfactor N ⊂ M, with principal graphs (D ∞ , D ∞ ), the D ∞ -planar algebra. (Recall that both graphs are automatically D ∞ if one is.) It is again uniquely determined by a commuting square (this time an infinite one); see, for instance, [Po3] and [H] . Recall that this system can be obtained as the Popa system of a free composition (see [BH] and [BJ1] ) of the form N = P Z 2 ⊂ P ⊂ P Z 2 , where the group G = Z 2 , Z 2 , generated by two copies of Z 2 in the outer automorphism group of the II 1 factor P , is the infinite dihedral group Z 2 * Z 2 . This system is therefore a special case of the Fuss-Catalan (FC) planar algebras, discovered in [BJ1] , which can be viewed as the Popa system of a subfactor obtained from the free composition of the Popa system of a subfactor with principal graphs (A n , A n ) and that of a subfactor with principal graphs (A m , A m ), n, m = 3, 4, . . . , ∞. The FC planar algebras can be described as colored generalizations of the Temperley-Lieb algebras, and an explicit description as planar algebras can be found in [BJ1] (see also [J2] ). These colored generalizations of the Temperley-Lieb algebras turn out to be the minimal system of algebras appearing whenever an intermediate subfactor is present. We recall that their tower of inclusions is given by the Fibonacci graph F (see Figure 7 ) in the generic case (i.e., the case of free composition of two subfactors with principal graphs A ∞ ) and certain subgraphs of F , of which D ∞ is a special case, in the nongeneric case. We refer the reader to [BJ1] for details. Theorem 2.1 implies the following classification result.
Theorem 2.2. If V is a spherical C * -planar algebra generated by a threedimensional V 2 , subject to the condition dim V 3 ≤ 12, then it must be one of the following:
, it is one of the FC planar algebras in [BJ1] .
Proof. Observe that if dim V 2 = 3, then dim V 0 = dim V 1 = 1 and we are investigating spherical C * -planar algebras generated by a single (nontrivial) 2-box such that dim V 3 ≤ 12.
Let N ⊂ M be a subfactor whose system of higher relative commutants is given by V . If dim V 3 = 9, then [M : N] = 3 and we are in case (a). If 10 ≤ dim V 3 ≤ 12, Theorem 2.1 implies that N ⊂ M must have an intermediate subfactor. On the other hand, it was shown in [BJ1] that the FC planar algebra (i.e., the system of algebras FC n (a, b) in the notation of [BJ1] ) must be contained in the system of higher relative commutants of any subfactor that has an intermediate subfactor. Since by assumption no other conditions on the 2-box are assumed to hold, the spherical C * -planar algebras generated by a single 2-box must be precisely the ones listed in the theorem.
Some useful results.
We prove in this section several results that are needed to prove the main theorem. We also include some results about Popa systems and intermediate subfactors that are of interest in their own right. Furthermore, we show the reader how to use the diagrammatic description of elements in the higher relative commutants, and we explain how complicated formulas become simple when rewritten by using diagrams. We start with a lemma. (ii) Let N ⊂ M be an extremal inclusion of II 1 factors with finite index, and let
Proof. Let us first show (i). Since xe k+1 = ye k+1 for a unique y ∈ M k (see [PiPo1] ), namely, y = [M : N]E M k (xe k+1 ), the result follows.
To prove (ii), we let {m i } i∈I be an orthonormal basis of M over N with m 1 = 1 (see [PiPo1] 
The following proposition establishes that certain higher relative commutants are isometric, although not isomorphic in general (see [B2] and [Oc2] Proof. Fix a k ≥ 0, and let ψ = ψ k and φ = φ k . Set v k = e k e k−1 · · · e 2 e 1 , k ≥ 1, and
where we used Lemma 3.1(i) in the third equality and extremality in the last one. Thus φ is indeed an isometry. The calculation for ψ is similar. Let x, y ∈ N ∩ M k ; then
where we used Lemma 3.1(ii) in the second equality. Thus ψ is an isometry as well.
Let us finally show that the two maps are inverses of each other. Let x ∈ M ∩M k+1 ; then
Note that again we used Lemma 3.1 in both calculations.
The maps φ k and ψ k are usually referred to as Fourier transforms (see [B2, Section 2] , [Oc1] and [Oc2] ).
Let us describe how φ 1 and ψ 1 act on 2-boxes. If an arbitrary element R ∈ N ∩M 1 is represented by R , then
Using the diagrams, it is now easy to verify that the two maps are inverse to each other.
We next give a diagrammatic description of the map
× e k+2 e k+1 · · · e 2 · · · e 2k · · · e k e 2k+1 · · · e k+1 (see [PiPo2] ). Thus, if E 2k+1 k is given by the diagram in Figure 8 Figure 8 ((k + 1) arcs at the top and bottom), then e [B2, Proposition 2.7] ). Hence, if N ⊂ M is extremal, we have the following diagrams. Suppose an arbitrary element R ∈ N ∩ M 2k+1 is depicted as a (2k + 2)-box R with 2k +2 vertical strings on top and bottom. Then Rf 2k+1 f k is given by Figure 9 (up to the scalar δ 2k+2 ). Figure 9 Hence i∈I m i Rf 2k+1 f k m * i is depicted as Figure 10 and therefore f 2k+1 f k i∈I m i Rf 2k+1 f k m * i is given by Figure 11 (up to a scalar multiple):
; keeping track of the scalars, we get that J k R * J k is depicted as R Figure 12 We have therefore proved the following proposition. We changed the notation in Proposition 3.4 slightly, denoting an inclusion of II 1 factors by A ⊂ B. Clearly, if we let A = N and B = M k , we get a statement about
Note that the right-hand side of the formulas for J x * J in Proposition 3.4 make sense even for a nonstandard system of finite-dimensional algebras, as in [Po3] . Hence multiplicativity of the formula is an obstruction for the system to be standard, that is, to come from a subfactor. More precisely, we must have [B : A] 3 (E B 1 (E B ∩B 2 (e 1 e 2 x) e 1 e 2 )) 2 = E B 1 (E B ∩B 2 (e 1 e 2 x 2 )e 1 e 2 ), x ∈ A ∩ B 1 , in this case.
We next mention a useful result regarding the normalizer of a subfactor, which can be found in [PiPo1] . Recall that if N ⊂ M is a subfactor, then the normalizer ᏺ(N ) is defined as ᏺ(N ) = {u ∈ ᐁ(M) | uNu * = N}. Clearly, all unitaries u ∈ N are contained in ᏺ(N ), and we call ᏺ(N ) nontrivial if it contains a unitary in M not contained in N .
Proposition 3.5. Let N ⊂ M be an irreducible inclusion of II 1 factors with finite index, and suppose there is a projection p ∈ N ∩M 1 that is equivalent to e 1 (in M 1 ), p = e 1 . Then N has a nontrivial normalizer.
Proof. The proof is very simple. By assumption, there is a unitary u ∈ M 1 such that ue 1 u * = p. By [PiPo1] , there is a unique v ∈ M with ue 1 = ve 1 . Thus ve 1 v * = ue 1 u * = p, and hence
Hence v ∈ M is a unitary. Clearly v / ∈ N , since otherwise p = ve 1 v * = e 1 vv * = e 1 , which is a contradiction. Moreover, v normalizes N:
Observe that the von Neumann algebra generated by ᏺ(N ) is an intermediate subfactor of N ⊂ M (which is assumed to be irreducible). Proposition 3.5 can therefore be useful to show the existence of intermediate subfactors.
We continue our collection of useful facts with a diagrammatic way of deciding whether a projection in N ∩ M 1 comes from an intermediate subfactor. The next proposition is a reformulation of [B1, Theorem 3.2] . (See also [La] for applications of similar types of relations as the ones in Proposition 3.6(iii) to planar algebras.) Figure 13 (ii) e 1 ≤ p, or diagrammatically Proof. We use the abstract characterization of intermediate subfactors in [B1] . Conditions (i) and (ii) are obviously necessary and are satisfied if p is the orthogonal projection onto an intermediate subfactor.
an irreducible inclusion of II 1 factors with finite index. Let p ∈ N ∩ M 1 be an operator depicted by P . Then p is the orthogonal projection onto an intermediate subfactor if and only if
Suppose N ⊂ M has an intermediate subfactor P , and let
⊂ M 2 be the first few steps in the tower of II 1 factors associated to N ⊂ P ⊂ M (see [B1] and [BJ1] ). In particular, p 2 is the projection obtained from the basic construction for P 1 ⊂ M 1 , and p = p 1 is the orthogonal projection e M P from M onto P . Let α = [P : N] −1 = tr(p 2 ), β = [M : P ] −1 = tr(p 1 ). Then p 1 e 2 e 1 = βp 2 e 1 (see [B1] ), and hence p 2 = α −1 β −2 E M ∩M 2 (p 1 e 2 e 1 ) and
Thus p 2 is depicted as P Figure 16 (up to a scalar, i.e., the diagram in Figure 16 Let us show how the proof proceeds, using diagrams. We multiply the equation in Proposition 3.6(iii) with the diagram E 2 and get P = P P P Since P = β , P = β , we get condition (iii ) after expecting onto M 1 , Figure 17 for a nonzero scalar c. Thus, by applying the Fourier transform (Proposition 3.2), we get Figure 18 which says that P is a scalar multiple of an idempotent. We leave it to the reader to give the diagrammatic argument for selfadjointness of P . Observe that we have actually shown that condition (iii) in Proposition 3.6 and condition (iii ) depicted in Figure 17 for some nonzero scalar c plus selfadjointness of P are equivalent. Indeed, we showed that (iii) implies (iii ). Conversely, if (iii ) holds, then P is a multiple of a projection and hence, by [B1] , is (up to a scalar) the projection p 2 coming from an intermediate subfactor (notation is as in the first part of the proof of Proposition 3.6). But then p 1 p 2 = p 2 p 1 ; that is, condition (iii) holds.
If a projection p ∈ N ∩M 1 satisfies (i), (ii), and (iii) (or (iii )), we call it a biprojection. Thus the biprojections are precisely those orthogonal projections in N ∩M 1 that project onto an intermediate subfactor
The next part is probably the most important result in this section. Consider the maps ψ k : We would like to point out that the fact that the map r k acts on the higher relative commutants of a subfactor is one of the key features of such a system of finitedimensional algebras. It is to a large extent "responsible" for the planar structure of the higher relative commutants (see [J2] ).
The next theorem justifies Definition 3.7.
Theorem 3.8. Let N ⊂ M be an extremal inclusion of II 1 factors with finite index, and let r k :
In this paper, we only use the maps r 1 and r 2 . Observe that the case k = 1 has already been shown in Proposition 3.3, and we give a proof in the case k = 2 below. For the general case, see [J2] , where a different proof is presented. Observe that since
is a commuting square, we have r k (x) = [M : N] k+2 E N ∩M k (e k+1 e k · · · e 2 e 1 E M ∩M k+1 (xe k+1 e k · · · e 2 e 1 )). We proceed with the proof of Theorem 3.8 for k = 2. 
for all x ∈ N ∩ M 2 . The equality ( * ) holds if and only if 
e 2 e 1 e 3 e 2 m i e 1 m j x e 2 e 1 e 3 e 2 m * j e 1 m * i
e 2 e 1 e 3 m i e 2 e 1 m j x e 2 e 1 m * j e 3 e 2 e 1 m * i ,
denotes, as usual, the modular conjugation. We compare this result with ( * * ). Since N ⊂ M is extremal, the left-hand side of ( * * ) equals Let y ∈ M 1 be an arbitrary operator, then tr(yE 
we have proved that the equality ( * * ) holds.
We now discuss the diagrammatic interpretation of the rotations r 1 and r 2 . The map r 1 is the rotation by 90 degrees, and the diagram for r 1 (R), where R ∈ N ∩ M 1 is depicted by a 2-box, is given in Proposition 3.3 (case k = 0, see Figure 12 ).
If an element R ∈ N ∩ M 2 is given by the 3-box R , then r 2 (R) is given by R R = Figure 19 Note that all orientations of the vertical strings are up-down-up (from left to right), so that the right-hand side of Figure 19 is indeed an element of N ∩M 2 . It is now very easy to verify that r 3 2 (R) = R, using the diagram for the rotation given by Figure 19 . Let us also mention that the identity ( * * ) in the proof of Theorem 3.8 is depicted as This identity obviously holds true, since both sides are equal to R (which is precisely J 1 R * J 1 ). Note that the diagrams in Figure 20 depict elements in M ∩ M 3 ; the orientation of the vertical strings is down-up-down (from left to right).
We next discuss another natural operation on the higher relative commutants, which is inspired by Proposition 3.6 and its reformulation given in Figure 19 . Namely, given two elements of two higher relative commutants, there is a natural "comultiplication," which in the depth-2 case is the actual comultiplication of Hopf algebras (using the canonical duality induced by the trace). For instance, given two 2-boxes R and Q in N ∩ M 1 , we can form another 2-box, the coproduct of R and Q as depicted in Figure 21 . Figure 21 If R, Q ∈ N ∩ M 1 are represented by 2-boxes in the usual way, then the element in Figure 21 is given by the formula (e 1 e 2 Q) ). Observe that comultiplication is associative. To see this, we need to check that
R Q
, which is equal to the right-hand side of ( * * * ), again by Lemma 3.1(i). Diagrammatically, associativity of the comultiplication is obvious; both sides of the identity ( * * * ) are given by Figure 22 .
R Q L
Figure 22 Clearly, the operation "comultiplication" generalizes in several ways to other higher relative commutants as indicated in Figure 23 .
We will discuss these maps in another paper.
Proofs of the main results.
We give in this section the proof of Theorem 2.1, as the proof of Theorem 4.1, and we present an example of a principal graph satisfying the conditions of the theorem, which is not covered by Theorem 2.2. Let us state again Theorem 2.1 for the convenience of the reader. We first prove that under the above conditions, J · J has to be trivial on N ∩ M 1 . Since dim N ∩M 1 = 3, we can write N ∩M 1 = Ce 1 ⊕Cq ⊕C(1−e 1 −q), where e 1 , q, and 1−e 1 −q are the minimal projections of N ∩M 1 . We then have the following obvious lemma. (1) 
Furthermore, if R = R * , then by taking adjoints, we map the orbit in (1) to the orbit in (2) and the orbit in (3) to the orbit in (4).
Proof. Apply the rotation given in Figure 20 to the elements in (1), (2) Proof. Since N ∩ M 2 is abelian modulo the basic construction ideal, we have 
Orthogonality of the projections q and e 1 is expressed diagrammatically by = Q Q = 0. Furthermore, let β ∈ R be such that tr(q) = (β/δ 2 ) (tr denotes the normalized trace as usual). Then e 2 qe 2 = E N ∩M (q)e 2 = (β/δ 2 )e 2 , so that diagram-
Applying the conditional expectation E M 1 to both sides of (1), multiplying (1) by the diagram E 1 from above (i.e., multiplying (1 ) by the projection e 1 from the right) and multiplying (1) by E 1 from the bottom (i.e., multiplying (1 ) by e 1 from the left), gives the following three equations:
Figure 25 The above equations, of course, can be rewritten by using formulas; we do this here. Note that E M 1 (E M ∩M 2 (qe 2 e 1 )) = tr(qe 2 e 1 ) = tr(e 1 qe 2 ) = 0. Thus applying E M 1 to equation (1 ) gives
which is precisely equation (2) 
which is precisely equation (3) after multiplying by δ 4 . Similarly, one obtains equation (4) from (1 ).
Since the diagrams occurring in equations (2) and (3) are linearly independent, we obtain A = B = C = D = 0. It follows from (4) that F +H δ = 0 if J ·J is nontrivial and F + H δ + 1 = 0 otherwise. Thus
We proceed by contradiction. Let us suppose that J · J is nontrivial, so that
We work with diagrams, leaving it to the reader to translate the diagrams into formulas. Multiply (5) with Q from below (i.e., with J qJ from the left). This gives
Similarly, multiplying (5) with Q from above gives
We have seen in Section 3, Figure 23 , that we can comultiply a 3-box
(Observe that all orientations of the vertical strings at the top and bottom of the boxes match.) Thus comultiplying equation (6) with Q and equation (7) with Q gives the following two equations:
We have to consider two cases. First, suppose that Thus we get F = 0 and E = 1, which in turn implies G = 0 by (3), H = 0 by (4), and α = −1 by (2). Therefore equation (5) reduces to
Applying the conditional expectation E M ∩M 2 to equation (10) and observing that 
Then equation (7) implies E = 0, and hence α = 0 by (2), G = (1/δ) by (3), and H = 0 by (4). Thus equation (5) becomes
Applying again the conditional expectation E M ∩M 2 to both sides of equation (12), we get
which is impossible since Q = 0. Thus we have shown that the two above diagrams are indeed nonzero elements in the higher relative commutant N ∩ M 2 .
Comultiplying equation (6) 
Applying again E M ∩M 2 to equation (13) leads to
Multiplying equation (14) with from above gives
, that is, β(β + 2 − δ 2 ) = 0, and hence β = 0 or β = δ 2 − 2. Since 0 = tr(q) = (β/δ 2 ), we get tr(q) = 1 − (2/δ 2 ). Since J qJ = 1−e 1 −q by assumption (nontriviality of J ·J ), we get 1−(2/δ 2 ) = tr(q) = tr(J qJ )
We can now proceed with the proof of the main theorem.
Proof of Theorem 4.1. We use the same notation as in the proof of the previous proposition. We have shown in Proposition 4.3 that the map J ·J is necessarily trivial on N ∩ M 1 . Therefore Q Q = , and we just write for this minimal projection in N ∩ M 1 (reducing the box Q to a point). Similarly, we have Equation (20) is the same as
Note that equation (21) is written in M ∩ M 2 . Suppose now that α = 0, so that
Multiplying equation (22) with the diagram E 2 from above yields 0 = µ 2 −µδ + µ δ
so that µ = δ − (1/δ). But the normalized trace of = Q is µ/δ; that is, tr(q) = 1 − (1/δ 2 ) = tr(1 − e 1 ). But q(1 − e 1 ) = q, and hence q = 1 − e 1 by nondegeneracy of the (positive) trace. This is a contradiction to dim N ∩ M 1 = 3. Thus we must have α = 0, and therefore G = −H and E = −F . Since G = −(E/δ), equation (16) simplifies to
We want to comultiply equation (24) 
Thus comultiplying equation (24) with
Recall that = , which implies 
Next, we calculate
and
Hence, using equation (24) with E = 1, we obtain
and thus = . The last identity says that = 1−q is a biprojection, and hence we are done by again applying Proposition 3.6.
Examples of subfactors whose higher relative commutants satisfy the conditions of Theorem 4.1 can be constructed via free composition of two subfactors (see [BJ1] and [BJ2] ; see also [Gn] ). For instance, one can construct a spherical C * -planar algebra (or a Popa system) as a free composition of two Popa systems associated to subfactors with principal graph E 6 , and using Popa's theorem (see [Po3] ), one obtains in this way a subfactor N ⊂ M with principal graph given by Figure 26 . * Figure 26 Observe that dim N ∩ M 2 = 14 > 12 and that N ∩ M 2 modulo the basic construction ideal is (isomorphic to) C⊕C⊕C⊕C⊕C. Free compositions (or free products) of planar algebras will be discussed in [BJ2] ; see also [BJ1] .
