Abstract. We study a continuous matrix-valued Anderson-type model. Both leading Lyapunov exponents of this model are proved to be positive and distinct for all energies in (2, +∞) except those in a discrete set, which leads to absence of absolutely continuous spectrum in (2, +∞). This result is an improvement of a previous result with Stolz. The methods, based upon a result by Breuillard and Gelander on dense subgroups in semisimple Lie groups, and a criterion by Goldsheid and Margulis, allow for singular Bernoulli distributions.
Introduction
We will study the question of separability of Lyapunov exponents for a continuous matrix-valued Anderson-Bernoulli model of the form:
acting on L 2 (R) ⊗ C 2 . This question is coming from a more general problem on Anderson-Bernoulli models. Indeed, localization for Anderson models in dimension d ≥ 2 is still an open problem if one look for arbitrary disorder, especially for Bernoulli randomness. A possible approach to try to understand localization for d = 2 is to discretize one direction. It leads to consider one-dimensional continuous Schrödinger operators, no longer scalar-valued, but now N × N matrix-valued. Before trying to understand how to handle with N × N matrix-valued continuous Schrödinger operators, we start with the model (1) corresponding to N = 2. What is already well understood is the case of dimension one scalarvalued continuous Schrödinger operators with arbitrary randomness including Bernoulli distributions (see [6] ) and discrete matrix-valued Schrödinger operators also including the Bernoulli case (see [7] and [10] ). We aim at combining existing techniques for these cases to prove that for our model (1) , the Lyapunov exponents are all positive and distinct for all energies outside a discrete set, at least for energies in (2, +∞) (see Theorem 3) .
It is already proved in [3] that for model (1) , the Lyapunov exponents are separable for all energies except those in a countable set, the critical energies. But the techniques used in [3] didn't allow us to avoid the case of an everywhere dense countable set of critical energies. Due to Kotani's theory (see [11] ) this result will imply absence of absolutely continuous spectrum in the interval (2, +∞). But we keep in mind that we want to be able to use our result to prove Anderson localization and not only the absence of absolutely continuous spectrum. The separability of Lyapunov exponents can be view as a first step in order to follow a multiscale analysis scheme. The next step would be to prove some regularity on the integrated density of states, like local Hölder-continuity and then to prove a Wegner estimate and an Initial Length Scale estimate to start the multiscale analysis (see [13] ). To prove the local Hölder-continuity of the integrated density of states, we need to have the separability of the Lyapunov exponents on intervals (see [5] or [6] ). But, if like in [3] we can get an everywhere dense countable set of critical energies, we will not be able to prove local Hölder-continuity of the integrated density of states. That is why we need to improve the result of [3] .
Our approach of the separability of Lyapunov exponents is based upon an abstract criterion in terms of the group generated by the random transfer matrices. This criterion has been provided by Gol'dsheid and Margulis in [7] . It is exactly this criterion which allowed to prove Anderson localization for discrete strips (see [10] ). This criterion is also interesting because it allows for singularly distributed random parameters, including Bernoulli distributions.
We had the same approach in [3] ; what changes here is the way to apply the criterion of Gol'dsheid and Margulis. To apply this criterion we have to prove that a certain group is Zariski-dense in the symplectic group Sp 2 (R). In [3] we were constructing explicitly a family of ten matrices linearly independent in the Lie algebra sp 2 (R) of Sp 2 (R). This construction was only possible by considering an everywhere dense countable set of critical energies. By using a result of group theory by Breuillard and Gelander (see [4] ), we are here able to prove that the group involved in Gol'dsheid-Margulis' criterion is dense in Sp 2 (R) for all energies in (2, +∞), except those in a discrete subset.
We start at Section 2 with a presentation of the necessary background on products of i.i.d. symplectic matrices and with a statement of the criterion of Gol'dsheid and Margulis. We also present the result of Breuillard and Gelander in this section. Then, in Section 3 we make precise the assumptions made on the model (1) and we explicit the transfer matrices associated to this model. In Section 4 we give the proof of our main result, Theorem 3 by following the steps given by the assumptions of Theorem 2 by Breuillard and Gelander.
We finish by mentioning that different methods have been used to prove localization properties for random operators on strips in [9] . They are based upon the use of spectral averaging techniques which did not allow to handle with singular distributions of the random parameters. So even if the methods used in [9] (which only considers discrete strips) have potential to be applicable to continuous models, one difference between these methods and the ones used here is that, like in [3] , we handle singular distributions, in particular Bernoulli distributions.
Criterion of separability of Lyapunov exponents
We will first review some results about Lyapunov exponents and how to prove their separability. These results hold for general sequences of i.i.d. random symplectic matrices. Even if we will only use them for symplectic matrices in M 4 (R), we will write these results for symplectic matrices in M 2N (R) for arbitrary N .
Let N be a positive integer. Let Sp N (R) denote the group of 2N × 2N real symplectic matrices, i.e.:
Here, I = I N is the N × N identity matrix.
Definition 1 (Lyapunov exponents). Let (A ω n ) n∈N be a sequence of i.i.d. random matrices in Sp N (R) with
Here ∧ p (A ω n . . . A ω 1 ) denotes the p-th exterior power of the matrix (A ω n . . . A ω 1 ), acting on the p-th exterior power of R 2N . For more details about these p-th exterior powers, see [2] .
One has γ 1 ≥ . . . ≥ γ 2N . Moreover, the random matrices (A n ) n∈N being symplectic, we have the symmetry property γ 2N −i+1 = −γ i , for i = 1, . . . , N (see [2] , Proposition 3.2).
We say that the Lyapunov exponents of a sequence (A ω n ) n∈N of i.i.d. random matrices are separable when they are all distinct:
We can now give a criterion of separability of the Lyapunov exponents. For the definitions of L p -strong irreducibility and p-contractivity we refer to [2] , Definitions A.IV.3.3 and A.IV.1.1, respectively.
Let µ be a probability measure on Sp N (R). We denote by G µ the smallest closed subgroup of Sp N (R) which contains the topological support of µ, supp µ. Now we can set forth the main result on separability of Lyapunov exponents, which is a generalization of Furstenberg's theorem to the case N > 1. 
Proof. See [2] , Proposition 3.4.
Proof. Use Proposition 1 and the symmetry property of Lyapunov exponents.
For explicit models like (1), it can be quite difficult to check the pcontractivity and the L p -strong irreducibility for all p. To avoid this difficulty, we will use the Gol'dsheid-Margulis theory presented in [7] which gives an algebraic criterion to check these assumptions. The idea is the following: if the group G µ is large enough in an algebraic sense then G µ is p-contractive and L p -strongly irreducible for all p.
We first recall the definition of the Zariski topology on M 2N (R). We identify M 2N (R) to R (2N ) 2 by viewing a matrix as the list of its entries. Then for S ⊂ R[X 1 , . . . , X (2N ) 2 ], we set:
So, V (S) is the set of common zeros of the polynomials of S. These sets V (S) are the closed sets of the Zariski topology on R (2N ) 2 . Then, on any subset of M 2N (R) we can define the Zariski topology as the topology induced by the Zariski topology on M 2N (R). In particular we define in this way the Zariski topology on Sp N (R). We can now define the Zariski closure of a subset G of Sp N (R). It is the smallest closed subset for the Zariski topology that contains G. We denote it by Cl Z (G). In other words, if G is a subset of Sp N (R), its Zariski closure Cl Z (G) is the set of zeros of polynomials vanishing on G.
Being Zariski-dense is the meaning of being large enough for a subgroup of Sp N (R) to be p-contractive and L p -strongly irreducible for all p. More precisely, from the results of Gol'dsheid and Margulis one gets:
Proof. It is explained in [3] how to get that criterion from the results of Gol'dhseid and Margulis stated in [7] .
As we can see in [3] , it is not easy to check directly that the group G µ E introduced there is Zariski-dense. In fact, in [3] we were reconstructing explicitly the Zariski closure of G µ E . But this construction was possible only for energies not in a dense countable subset of R. We will now give a way to prove more systematically the Zariski-density of a subgroup of Sp N (R). It is based on the following result of Breuillard and Gelander:
Theorem 2 (Breuillard, Gelander [4] ). Let G be a real, connected, semisimple Lie group, whose Lie algebra is g.
Then there is a neighborhood O of 1 in G, on which log = exp −1 is a well defined diffeomorphism, such that g 1 , . . . , g m ∈ O generate a dense subgroup whenever log g 1 , . . . , log g m generate g.
We will use this theorem in the sequel to prove that the subgroup generated by the transfer matrices associated to our operator is dense, hence Zariski-dense, in Sp N (R).
In the next section we will make precise the assumptions on model (1) and give the statement of our main result.
A matrix-valued continuous Anderson model
• V 0 is the constant-coefficient multiplication operator by 0 1 1 0 ,
2 ) n∈Z are two independent sequences of i.i.d. random variables with common distribution ν such that {0, 1} ⊂ supp ν.
This operator is a bounded perturbation of
For the operator H AB (ω) defined by (2) we have the following result:
Theorem 3. Let γ 1 (E) and γ 2 (E) be the positive Lyapunov exponents associated to H AB (ω).
There exists a discrete set
Corollary 2. H AB (ω) has no absolutely continuous spectrum in the interval (2, +∞).
We will first specify some notations. We consider the differential system:
For a solution u = (u 1 , u 2 ) of this system we define the transfer matrix
The sequence {A ω (n) n (E)} n∈Z is a sequence of i.i.d. random matrices in the symplectic group Sp 2 (R). This sequence will determine the Lyapunov exponents at energy E. In order to use Proposition 1, it is necessary to define a measure on Sp 2 (R) adapted to the sequence (A ω (n) n (E)) n∈Z . The distribution µ E is given by:
for any Borel subset ∆ ⊂ Sp 2 (R). The distribution µ E is defined by A ω (0) 0 (E) alone because the random matrices A ω (n) n (E) are i.i.d. We then consider G µ E the smallest closed subgroup of Sp 2 (R) generated by the support of µ E . Since {0, 1} ⊂ supp ν, we also have:
We want to work with explicit forms of these four transfer matrices. First, we set:
We begin by writing A ω (0) 0 (E) as an exponential. To do this we associate to the second order differential system (3) the following first order differential system:
. Solving (5), we get:
To compute this exponential, we have to compute the successive powers of M ω (0) . To do this, we diagonalize the real symmetric matrix M ω (0) by an orthogonal matrix S ω (0) :
We can compute these eigenvalues and the corresponding matrices S ω (0) for the different values of
We also define the block matrices:
Let E > 2 be larger than all eigenvalues of all M ω (0) . With the abbreviation
the transfer matrices become
Proof of Theorem 3
We will show in the last part of this section that Theorem 3 can be easily deduced from the following proposition:
To prove this proposition, we will follow Theorem 2 for G = Sp 2 (R). Let O be a neighborhood of the identity in G = Sp 2 (R) as in Theorem 2.
Elements of
To apply Theorem 2 we need to work with elements in the neighborhood O of the identity. We will work with the four matrices A (0,0) 0
(E) which are in G µ E . We will prove that by taking a suitable power of each of these matrices we find four matrices in G µ E which lies in an arbitrary small neighborhood of the identity and thus in O. For this we will use a simultaneous diophantine approximation result.
Theorem 4 (Dirichlet [12] ). Let α 1 , . . . , α N be real numbers and let M > 1 be an integer. There exist integers y, x 1 , . . . , x N in Z such that 1 ≤ y ≤ M and
From this theorem we deduce the proposition:
Proof. We fix ω (0) ∈ {0, 1} 2 . Let M > 1 be an integer. Apply Theorem 4 with α 1 = r 1 2π and α 2 = r 2 2π . Then there exist y, x 1 , x 2 ∈ Z, such that 1 ≤ y ≤ M and r 1 2π
which be can be written as:
by 2π-periodicity of sinus and cosinus. Let ε > 0. If we choose M large enough, M − 1 2 will be small enough to get:
The matrices S ω (0) being orthogonal, so are also the matrices R ω (0) . Then conjugating by R ω (0) does not change the norm:
As O depends only on the semisimple group Sp 2 (R), we can choose ε such that B(I 4 , ε) ⊂ O. So if we set y = m ω (E), we have 1 ≤ m ω (E) ≤ M and:
Remark 1. It is important to note that the neighborhood O does not depend neither on E nor on ω (0) . So the integer M > 1 also does not depend neither on E nor on ω (0) . It will be important in a next step of the proof to be able to say that even if the integer m ω (E) depends on E and ω (0) , it belongs always to an interval of integers {1, . . . , M } independent of E and ω (0) .
To apply Theorem 2, we need to show that the logarithms of the matrices A ω (0) 0 (E) mω (E) generate the Lie algebra sp 2 (R) of Sp 2 (R). A first difficulty is to compute the logarithm of A ω (0) 0 (E) mω (E) which belongs to log O.
Computation of the logarithm of
. We fix ω (0) ∈ {0, 1} 2 . We assume E > 2. Let ϑ i = m ω (E)r i , i = 1, 2. To compute the logarithm of A ω 0 (E) mω (E) , we start from its expression:
We can always permute the vectors of the orthonormal basis defined by the columns of R ω (0) . So there exists a permutation matrix P ω (0) (thus orthogonal) such that:
Recall that we can choose m ω (E) such that A ω 0 (E) mω (E) is arbitrarily close to the identity in Sp 2 (R). Particularly we can assume that:
So we can use the power series of the logarithm:
To simplify our computations we will also use the complex forms of sinus and cosinus. We set:
Hence:
Then we have:
So by using (9) we only have to compute:
Let Ln be the main determination of the complex logarithm defined on C \ R − . We want to write, for l = 1, 2:
To do this, we have to assume that r l = E − λ ω (0) l / ∈ π + 2πZ. So we introduce the discrete set
If we choose E > 2, E / ∈ S 1 we can write:
So we are left with computing Ln κ ± l . We do this for l = 1, the computation will be the same for l = 2. We have:
where ⌊ · ⌋ in (11) denotes the integer part. We recall that by (8) , m ω (E)r 1 can be chosen arbitrarily close to 2πZ, i.e. we can assume that
is arbitrarily close to an even integer. It suffices to choose M such that 2M
even and more precisely equal to 2x 1 . Thus (11) becomes:
We have the corresponding equation for the conjugate logarithm:
We have:
By (12) and (13) we have:
and, for all x ∈ R:
We can assume that
is arbitrarily close to an even number, hence we can assume that for l = 1, 2,
does not belong to 
Let, for l = 1, 2:
Putting (15) and (16) into (14), and doing the same for the block corresponding to r 2 , we get:
We set:
We can summarize the computations we have done in this section. For all E > 2, E / ∈ S 1 :
We have now to prove that the four matrices LA ω (0) , for ω (0) ∈ {0, 1} 2 , generate the whole Lie algebra sp 2 (R).
4.3. The Lie algebra la 2 (E). For E ∈ (2, +∞) \ S 1 , we denote by la 2 (E) the Lie subalgebra of sp 2 (R) generated by the LA ω (0) for ω (0) ∈ {0, 1} 2 . We will use the expressions of λ ω(0) i and S ω computed in Section 3.
4.3.1. Notations. We set:
We denote by M [i, j] the (i, j) entry of a matrix M . We also set: and finally we set:
To prove that la 2 (E) = sp 2 (R), we will find a family of 10 matrices linearly independent in la 2 (E). First we will consider the subspace generated by the Lie brackets [LA ω (0) , LAω(0)].
The subspace
for some A ∈ M 2 (R). Let V 1 be the 4-dimensional subspace of sp 2 (R) of matrices of the form (19). We will show that outside a discrete set of energies E, the four Lie brackets
We give the expressions of the entries. By (19) it suffices to give the entries corresponding to the first diagonal 2× 2 block. Expression of Υ 3 = [LA (1, 0) , LA (1, 1) ]. We have: ,1) , LA (1,1) ]. We have: To prove that la 2 (E) = sp 2 (R), we will build a family of 10 matrices linearly independent in la 2 (E). First we will consider the subspace generated by the Lie brackets [LA ω (0) , LAω(0)]. We can then consider the determinant of these entries:
Indeed, the determinant (20) is a rational function in the r jk i which are analytic functions in E not vanishing on the interval (2, +∞).
Note that all coefficients a 1 , . . . , d 2 , m 00 , . . . , m 11 depend also on E and are not analytic in E. Hence f 1 is a priori not analytic in E. We will now explain how to avoid this difficulty.
We recall that for all E and ω, 1 ≤ m ω (E) ≤ M with M independent of E and ω. Thus m ω (E) only take a finite number of values in the set {1, . . . , M }.
Then we consider the sequence of intervals I 2 = (2, 3], I 3 = [3, 4] , and for all k ≥ 3, I k = [k, k + 1]. These intervals cover (2, +∞). We fix k ≥ 2 and we assume that E ∈ I k . Then the integers
are bounded by a constant depending only on M and I k . Indeed, the eigenvalues λ ω i are all in the fixed interval [−2, 2], m ω (E) take its values in {1, . . . , M } and E ∈ I k . So the integers x ω i (E) take only a finite number of values in a set {0, . . . , N k }.
To study the zeros of the function f 1 on I k , we have only to study the zeros of a finite number of analytic functions: 1 (p 1 , . . . , p 8 , l 1 , . . . , l 4 , E) for p i ∈ {0, . . . , N k } and l j ∈ {1, . . . , M }. We have to show that the functions f 1,p,l do not vanish identically on I k . In fact, the only bad case is when all the x ω i are zero. Indeed,f 1 (0, . . . , 0, X 9 , . . . , X 12 , Y ) is identically zero. But if we look at the values of x ω i for E > 2 and m ω (E) ≥ 1, we get that a 2 ≥ 1. We can compute the term of the determinant (20) involving only a 2 . We get:
By observing all entries of (20), this term is the only one involving E only by this power of E + 1 = (r 00 2 ) 2 and no other power of the r kl j . So this term cannot be cancelled uniformly in E by another term of the development of the determinant (20), whatever values taken by the integers a 1 , b 1 , . . . , d 2 and m 00 , . . . , m 11 . So the only case wheref 1,p,l could identically vanish does not happen. We set:
Then, as (a 1 , . . . , m 11 ) ∈ J 1 the set of zeros of f 1 in I k is included in the following finite union of discrete sets:
Thus this set is also discrete in I k . We finally get that:
is discrete in (2, +∞). We set:
As the determinant (20) is not zero, it follows that the four matrices Υ 1 , . . . , Υ 4 are linearly independent in the subspace V 1 ⊂ sp 2 (R) of dimension 4. Thus, they generate V 1 . We deduce that:
We now have to find another family of six matrices linearly independent in a complement of V 1 in sp 2 (R).
4.3.3.
The orthogonal V 2 of V 1 in sp 2 (R). We begin by giving the expressions of the three matrices (22) LA ( Looking at the form of LA ω (0) given by (18) we already know that all these differences are of the form:
for (a, b, c, e, f, g) ∈ R 6 Let V 2 ⊂ sp 2 (R) be the 6-dimensional subspace of matrices of the form (23). We have sp 2 (R) = V 1 ⊕ V 2 . By (23) it suffices to compute the [3, 1] , [3, 2] , [4, 2] , [1, 3] , [1, 4] and [2, 4] entries of the three matrices (22).
. We have: Now we assume that E ∈ (2, +∞) \ (S 1 ∪ S 2 ). Then V 1 ⊂ la 2 (E) and in particular the following matrices are in la 2 (E): So we can consider the three matrices of la 2 (E):
We can check that in general the Lie bracket of an element of V 1 and an element of V 2 is still in V 2 . So, to write this three matrices we will only have to give explicitly six of their entries. the integers x 10 1 and x 10 1 . And of course m 10 and 2m 10 cannot be both equal to m 11 .
The term we just computed is the only one in the development of the determinant (24) involving exactly those powers of E and E + 1 in the numerator and in the denominator. So this term cannot be cancelled uniformly in E by another term of the development of the determinant (24). As before, the functionsf 2,p,l do not vanish identically on I k whenever (p, l) ∈ J 2 with: {(p 1 , . . . , p 8 , l 1 , . . . , l 4 ) | 0 ≤ p 1 , p 3 , . . . , p 8 ≤ N k , 1 ≤ p 2 ≤ N k , 1 ≤ l j ≤ M, l 3 = l 4 }.
As we have justified that (a 1 , . . . , m 11 ) ∈ J 2 , we have:
{E ∈ I k |f 2,p,l (E) = 0}.
So the set of zeros of f 2 is a discrete subset in (2, +∞). If we set:
S 3 is discrete, and for E > 2, E / ∈ S 1 ∪ S 2 ∪ S 3 ), then f 2 (E) = 0. So for these energies, the matrices are linearly independent in the 6-dimensional subspace V 2 . So, for all E > 2, E / ∈ S 1 ∪ S 2 ∪ S 3 , we have V 2 ⊂ la 2 (E).
Finally, we set S B = S 1 ∪ S 2 ∪ S 3 .. We fix E > 2, E / ∈ S B . We have V 1 ⊂ la 2 (E) and V 2 ⊂ la 2 (E). As V 1 ⊕ V 2 = sp 2 (R), we get:
for all E > 2, E / ∈ S B , sp 2 (R) ⊂ la 2 (E)
We have proven:
for all E > 2, E / ∈ S B , sp 2 (R) = la 2 (E).
This ends our study of the Lie algebra la 2 (E). We have proven that for E > 2, E / ∈ S B , we can apply Theorem 2 to the four matrices Indeed, they are all in O and their logarithms generate the whole Lie algebra sp 2 (R). So this achieves the proof of Proposition 2.
4.4.
End of the proof of Theorem 3. We have to explain how we deduce Theorem 3 from Proposition 2. Let E > 2, E / ∈ S B be fixed. By Proposition 2, G µ E is dense, therefore Zariski-dense, in Sp 2 (R). So, applying Theorem 1, we get that G µ E is p-contractive and L p -strongly irreducible for all p. Then applying Corollary 1 we get the separability of the Lyapunov exponents of the operator H AB (ω) and the positivity of the two leading exponents. Thus we obtain Theorem 3: for all E > 2, E / ∈ S B , we have
4.5. Proof of Corollary 2. Corollary 2 says that H AB (ω) has no absolutely continuous spectrum in (2, +∞). For this we refer to Kotani's theory in [11] . Note that [11] considers R-ergodic systems, while our model is Z-ergodic. But we can use the suspension method provided in [8] to extend the Kotani's theory to Z-ergodic operators. So, non-vanishing of all Lyapunov exponents for all energies except those in a discrete set allows to show the absence of absolutely continuous spectrum via Theorem 7.2 of [11] .
