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SOME DIFFERENTIAL SYSTEMS DRIVEN BY A FBM WITH
HURST PARAMETER GREATER THAN 1/4
SAMY TINDEL AND IVÁN TORRECILLA
Abstrat. This note is devoted to show how to push forward the algebrai integration
setting in order to treat dierential systems driven by a noisy input with Hölder regularity
greater than 1/4. After realling how to treat the ase of ordinary stohasti dierential
equations, we mainly fous on the ase of delay equations. A areful analysis is then
performed in order to show that a frational Brownian motion with Hurst parameter
H > 1/4 fullls the assumptions of our abstrat theorems.
1. Introdution
A dierential equation driven by a d-dimensional frational Brownian motion B =
(B1, . . . , Bd) is generially written as:
yt = a+
∫ t
0
σ(ys) dBs, t ∈ [0, T ], (1)
where a is an initial ondition in Rn, σ : Rn → Rn,d is a smooth enough funtion, and T is
an arbitrary positive onstant. The reent developments in rough paths analysis [4, 13, 8℄
have allowed to solve this kind of dierential equation when the Hurst parameter H of the
frational Brownian motion is greater than 1/4, by rst giving a natural meaning to the
integral
∫ t
0
σ(ys) dBs above. It should also be stressed that a great amount of information
has been obtained about these systems, ranging from support theorems [7℄ to the existene
of a density for the law of yt at a xed instant t (see [2, 3℄).
In a parallel but somewhat dierent diretion, the algebrai integration theory (in-
trodued in [9℄), is meant as an alternative and omplementary method of generalized
integration with respet to a rough path. It relies on some more elementary and expliit
formulae, and its main advantage is that it allows to develop rather easily an intuition
about the way to handle dierential systems beyond the diusion ase given by (1). This
fat is illustrated by the study of delay [16℄ and Volterra [5℄ type equations, as well as
an attempt to handle partial dierential equations driven by a rough path [11℄. In eah
of those ases, the main underlying idea onsists in hanging slightly the basi strutures
allowing a generalized integration theory (disrete dierential operator δ, sewing map Λ,
ontrolled proesses) in order to adapt them to the ontext under onsideration. While
the tehnial details might be long and tedious, let us insist on the fat that the hanges in
the strutures we have alluded to are always natural and (almost) straightforward. Some
twisted Lévy areas also enter into the game in a natural manner.
However, all the results ontained in the referenes mentioned above onern a frational
Brownian motion B with Hurst parameter H > 1/3, while the usual rough path theory
enables to handle any H > 1/4 (see [4℄ for the expliit appliation to fBm). The urrent
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paper an then be seen as a step in order to ll this gap, and we shall deal mainly with two
kind of systems: rst of all, we will show how to solve equation (1) when 1/4 < H ≤ 1/3,
thanks to the algebrai integration theory. The results we will obtain are not new, and
the algebrai integration formalism has been extended to a muh broader ontext in [10℄
by means of a tree-based expansion (let us mention again that the ase H > 1/4 is also
overed by the usual rough path theory). This study is thus inluded here as a preliminary
step, where the hanges in the strutures (new denition of a ontrolled path, introdution
of a Lévy volume) an be exhibited in a simple enough manner.
Then, in a seond part of the paper, we show how to adapt our formalism in order to
deal with delay equations of the form:{
dyt = σ(yt, yt−r1, . . . , yt−rq) dBt t ∈ [0, T ],
yt = ξt, t ∈ [−rq, 0],
(2)
where y is a Rn-valued ontinuous proess, q is a positive integer, σ : Rn,q+1 → Rn,d is
a smooth enough funtion, B is a d-dimensional frational Brownian motion with Hurst
parameter H > 1/4 and T is an arbitrary positive onstant. The delay in our equation
is represented by the family 0 < r1 < . . . < rq < ∞, and the initial ondition ξ is taken
as a regular enough deterministi funtion on [−rq, 0]. Though this kind of system is
impliitly onsidered in [12℄ in the usual Brownian ase, and in [6℄ for a Hurst parameter
H > 1/2, the rough paths tehniques have only been used in this ontext (to the best of
our knowledge) in [16℄, where a delay equation driven by a frational Brownian motion
with Hurst parameter H > 1/3 is onsidered. Our paper is thus an extension of this last
result, and we shall obtain an existene and uniqueness theorem for equation (2) in the
ase H > 1/4, under reasonable regularity onditions on σ and ξ.
From our point of view the example of delay equations, whih is interesting in its own
right beause of its potential physial appliations, is also worth studying in order to see
the kind of algebraial strutures whih pop out when hanging the type of rough dieren-
tial system we are trying to handle. In ase of a delay equation driven by a rough path of
order 3 like ours, we shall introdue the notion of doubly delayed ontrolled proesses, and
have to assume a priori the existene of some doubly delayed elements of area and volume
assoiated to B. This rih struture indues some umbersome omputations when one
deides to expand all the alulations expliitly like we did. However, in the end, one also
gets the satisfation to see that the algebrai integration setting is exible enough to be
adapted naturally to many situations. Let us also mention that the innite dimensional
setting of [14℄ is avoided here, and that all our onsiderations only involve paths taking
values in a nite dimensional spae.
Let us also mention that, as in other examples of frational dierential systems, an
important part of our work onsists in verifying that the frational Brownian motion
satises the assumptions of our abstrat theorems. The main available tools we are
aware of for this kind of task are based on Russo-Vallois approximations [19℄, analyti
approximations of the fBm (like we did in [5℄) or Malliavin alulus. We have hosen
here to work under this latter framework, sine it leads to reasonably short alulations,
and also beause it allows us to build on the previous results obtained in [16℄, where this
formalism was also adopted.
Here is how our artile is strutured: Setion 2 is devoted to reall the basi ingredients
of the algebrai integration setting. The diusion ase is treated at Setion 3, and the
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bulk of the omputations onerning delay systems an be found at Setion 4. Finally,
the appliation to frational Brownian motion is given at Setion 5.
2. Inrements
To begin with, let us present the very basi algebrai strutures whih will allow to
dene a pathwise integral with respet to irregular funtions.
2.1. Basi notions of algebrai integration. For an arbitrary real number T > 0, a
vetor spae V and an integer k ≥ 1 we denote by Ck(V ) the set of funtions g : [0, T ]k →
V , g(t1, . . . , tk) = gt1...tk suh that gt1···tk = 0 whenever ti = ti+1 for some 1 ≤ i ≤ k − 1.
Suh a funtion will be alled a (k − 1)-inrement, and we will set C∗(V ) = ∪k≥1Ck(V ).
On Ck(V ) we introdue the operator δ dened as follows:
δ : Ck(V )→ Ck+1(V ), (δg)t1···tk+1 =
k+1∑
i=1
(−1)k−igt1···tˆi···tk+1 , (3)
where tˆi means that this partiular argument is omitted. A fundamental property of δ,
whih is easily veried, is that δ ◦ δ = 0. We will denote ZCk(V ) = Ck(V ) ∩ Kerδ and
BCk(V ) = Ck(V ) ∩ Imδ.
Throughout the paper we will mainly deal with ations of δ on Ci, i = 1, 2. That is,
onsider g ∈ C1 and h ∈ C2. Then, for any s, u, t ∈ [0, T ], we have
(δg)st = gt − gs, and (δh)sut = hst − hsu − hut. (4)
Furthermore, it is easily heked that ZCk+1(V ) = BCk(V ) for any k ≥ 1. In partiular,
we have the following property:
Lemma 2.1. Let k ≥ 1 and h ∈ ZCk+1(V ). There exists a (non unique) f ∈ Ck(V ) suh
that h = δf .
Lemma 2.1 implies that all the elements h ∈ C2(V ) suh that δh = 0 an be written
as h = δf for some (non unique) f ∈ C1(V ). Thus we have a heuristi interpretation of
δ|C2(V ) as a measure of how muh a given 1-inrement is far from being an exat inrement
of a funtion, i.e., a nite dierene.
Remark 2.1. Here is a rst elementary but important link between these algebrai stru-
tures and integration theory. Let f and g be two smooth real valued funtions on [0, T ].
Dene I ∈ C2 by
Ist =
∫ t
s
(∫ v
s
dgw
)
dfv, for s, t ∈ [0, T ].
Then, (δI)sut = [gu − gs][ft − fu] = (δg)su(δf)ut. Hene we see that the operator δ
transforms iterated integrals into produts of inrements, and we will be able to take
advantage of both regularities of f and g in these produts of the form δg δf .
Let us onentrate now on the ase V = Rd, and notie that our future disussions
will mainly rely on k-inrements with k ≤ 2, for whih we will use some analytial
assumptions. Namely, we measure the size of these inrements by Hölder-type norms
dened in the following way. For f ∈ C2(V ) and µ ∈ (0,∞), let
‖f‖µ = sup
s,t∈[0,T ]
|fst|
|t− s|µ
, (5)
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and set Cµ2 (V ) = {f ∈ C2(V ); ‖f‖µ <∞}.
The usual Hölder spaes Cµ1 (V ) will be determined in the following way. For a ontinuous
funtion g ∈ C1(V ), we simply set
‖g‖µ = ‖δg‖µ, (6)
where the right-hand side of this equality is dened after (5); we will say that g ∈ Cµ1 (V )
i ‖g‖µ is nite. Notie that ‖·‖µ is only a semi-norm on C1(V ). However we will generally
work on spaes of the type
Cµ1,a(V ) = {g : [0, T ]→ V ; g0 = a, ‖g‖µ <∞} ,
for a given a ∈ V , on whih ‖g‖µ then beomes a norm. For h ∈ C3(V ) we set
‖h‖γ,ρ = sup
s,u,t∈[0,T ]
|hsut|
|u− s|γ|t− u|ρ
‖h‖µ = inf
{∑
i
‖hi‖ρi,µ−ρi ; h =
∑
i
hi, 0 < ρi < µ
}
,
where the last inmum is taken over all sequenes {hi ∈ C3(V )} suh that h =
∑
i hi.
Then ‖ · ‖µ is easily seen to be a norm on C3(V ), and we set
Cµ3 (V ) := {h ∈ C3(V ); ‖h‖µ <∞} .
Eventually, let C1+j (V ) = ∪µ>1C
µ
j (V ), j = 1, 2, 3, and remark that the same kind of norms
an be onsidered on the spaes ZC3(V ), leading to the denition of some spaes ZC
µ
3 (V )
and ZC1+3 (V ).
With these notations in mind, the ruial point in our approah to pathwise integration
of irregular proesses is that, under mild smoothness onditions, the operator δ an be
inverted. This inverse is alled Λ, and is dened in the following proposition, whose proof
an be found in [9, 11℄:
Proposition 2.2. There exists a unique linear map Λ : ZC1+3 (V )→ C
1+
2 (V ) suh that
δΛ = IdZC1+3 (V ) and Λδ = IdC
1+
2 (V )
.
In other words, for any h ∈ C1+3 (V ) suh that δh = 0 there exists a unique g = Λ(h) ∈
C1+2 (V ) suh that δg = h. Furthermore, for any µ > 1, the map Λ is ontinuous from
ZCµ3 (V ) to C
µ
2 (V ) and we have
‖Λh‖µ ≤
1
2µ − 2
‖h‖µ, h ∈ ZC
µ
3 (V ).
It is worth mentioning at this point that Λ gives raise to a kind of generalized Young
integral, whih is a seond link between the algebrai strutures introdued so far and a
theory of generalized integration:
Corollary 2.3. For any 1-inrement g ∈ C2(V ) suh that δg ∈ C
1+
3 ,
(Id− Λδ)g = lim
|Πst|→0
n∑
i=0
gti ti+1 ,
where the limit is over any partition Πst = {t0 = s, . . . , tn = t} of [s, t], whose mesh tends
to zero. Thus by setting δf = (Id− Λδ)g, the 1-inrement δf is the indenite integral of
the 1-inrement g.
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We an now explain heuristially how our generalized integral will be dened.
Remark 2.2. Let f and g be two real valued smooth funtions, and dene I ∈ C2 like in
Remark 2.1. Thanks to this remark and Proposition 2.2, the following deomposition-
reomposition for I =
∫
df
∫
dg holds true:∫
dg
∫
df
δ
−→ (δg) (δf)
Λ
−→
∫
dg
∫
df ,
where for the seond step of this onstrution, we have only used the fat that the produt
of inrements (δg) (δf), onsidered as an element of ZC3, is smooth enough. This simple
proedure allows then to extend the notion of iterated integral to a non-smooth situation,
by just applying the operator Λ to (δg) (δf) whenever we are allowed to do it.
2.2. Some further notations. We summarize in this setion some of the notation whih
will be used throughout the paper.
A multilinear operator A of order l, from Rd1× . . .×Rdl to Rn, is denoted as an element
A ∈ Rn,d1,...,dl. In order to avoid triky matrix notations, we have deided to expand all our
omputations in oordinates, and use Einstein's onvention on summations over repeated
indies. Notie that we will also use the notation A ∈ Rd1,d2,d3,d4 for a linear operator
from R
d3,d4
to R
d1,d2
. We hope that this onvention won't lead to any ambiguity. The
transposed of a matrix M ∈ Rd1,d2 is written as M∗.
For a funtion ϕ : (Rn)q+1 → R, we denote by ∂jiϕ(w0, w1, . . . , wq) the derivative of ϕ
with respet to the ith omponent of wj, for i ≤ n and j = 0, . . . , q.
We shall meet two kind of produts of inrements: rst, for g ∈ Cn(Rl,d) and h ∈ Cm(Rd)
we set gh for the element of Cn+m−1(R
l) dened by
(gh)t1,...,tm+n−1 = gt1,...,tnhtn,...,tm+n−1 , t1, . . . , tm+n−1 ∈ [0, T ]. (7)
If now g ∈ Cn(Rl,d) and h ∈ Cn(Rd) we set g · h for the element of Cn(Rl) dened by
(g · h)t1,...,tn = gt1,...,tnht1,...,tn , t1, . . . , tn ∈ [0, T ]. (8)
In order to avoid ambiguities, we shall denote by N [f ; Cκj ] the κ-Hölder norm on the
spae Cj , for j = 1, 2, 3. For ζ ∈ C1(V ), we also set N [ζ ; C∞1 (V )] = sup0≤s≤T |ζ
i|V .
The integral of a real valued funtion f with respet to another real valued funtion g,
when properly dened, is written indistintly as
∫
fdg or J (fdg).
3. The diffusion ase
In this setion, we will reall the basi steps whih allow to dene rigorously and solve
an equation of the form:
yt = a+
∫ t
0
σ(ys) dxs, t ∈ [0, T ], (9)
where a is an initial ondition in Rn, σ : Rn → Rn,d is a smooth enough funtion, T is
an arbitrary positive onstant, and x is a generi d-dimensional noisy input with Hölder
regularity γ > 1/4. In the algebrai integration setting [9, 10℄, this task amounts to
perform the following steps:
(1) Denition of an inremental operator δ and its inverse Λ.
(2) Denition of a suitable notion of ontrolled proesses, and integration of those
proesses with respet to x.
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(3) Resolution of the equation thanks to a xed point proedure in the spae of on-
trolled proesses.
Having dealt with the rst of those points at Setion 2.1, we turn now to the seond one,
that is a denition of a useful notion of ontrolled proesses.
3.1. Weakly ontrolled proesses. Before giving the formal denition of a weakly
ontrolled proess in the ontext of equation (9), let us reall that when the regularity
of the noise is γ > 1/4, the rough path setting relies on the a priori existene of an area
(resp. volume) element x
2
(resp. x
3
) satisfying the so-alled Chen's relations:
Hypothesis 3.1. The path R
d
-valued x is γ-Hölder ontinuous with γ > 1/4, and admits
a Lévy area and a volume element, that is two inrements x
2 ∈ C2γ2 (R
d,d) and x3 ∈
C3γ2 (R
d,d,d) (whih represent respetively J (dxdx) and J (dxdxdx), with the onventions
of Setion 2.2) satisfying:
δx2 = δx⊗ δx, i.e. (δ(x2)ij)sut = (δx
i)su(δx
j)ut
δx3 = x2 ⊗ δx+ δx⊗ x2, i.e. (δ(x3)ijk)sut = (x
2
su)
ij(δxk)ut + (δx
i)su(x
2
ut)
jk,
for any s, u, t ∈ [0, T ], and any i, j, k ∈ {1, . . . , d}.
The geometrial assumption for rough paths (whih is satised by the frational Brow-
nian motion in the Stratonovih setting) also states that produts of inrements should
be expressed in terms of iterated integrals:
Hypothesis 3.2. Let x
2
be the area proess dened at Hypothesis 3.1, and denote by
x
2,s
the symmetri part of x
2
, i.e. x
2,s = 1
2
(x2 + (x2)∗). Then we suppose that for
0 ≤ s < t ≤ T we have:
x
2,s
st =
1
2
(δx)st ⊗ (δx)st.
With these hypotheses in mind, the natural lass of proesses whih will be integrated
against x are proesses whose inrements an be expressed simply enough in terms of the
inrements of x:
Denition 3.1. Let z be a proess in Cκ1 (R
l) with κ ≤ γ and 3κ + γ > 1, suh that
z0 = a ∈ Rl. We say that z is a weakly ontrolled path based on x if δz ∈ Cκ2 (R
l) an be
deomposed into
δzi = (ζ1)ijδxj+(ζ2)ijk(x2)kj+ ri, i.e. (δzi)st = (ζ
1
s )
ij(δxj)st+(ζ
2
s )
ijk(x2st)
kj+ rist, (10)
for any 1 ≤ i ≤ l, 1 ≤ j, k ≤ d. In the previous deomposition, we further assume that
ζ1 ∈ Cκ1 (R
l,d) is a path with a given initial ondition ζ10 = b ∈ R
l,d
, suh that δζ1 ∈ Cκ2 (R
l,d)
an be deomposed itself into:
δ(ζ1)ij = (ζ2)ijkδxk + ρij , i.e. (δ(ζ1)ij)st = (ζ
2
s )
ijk(δxk)st + ρ
ij
st,
for all s, t ∈ [0, T ], where ζ2 is a given path in Cκ1 (R
l,d,d). Notie also that in the previous
equations, r and ρ are understood as regular remainders, suh that r ∈ C3κ2 (R
l) and
ρ ∈ C2κ2 (R
l,d).
The spae of weakly ontrolled paths will be denoted by Qκ,a,b(Rl), and a proess z ∈
Qκ,a,b(Rl) an be onsidered in fat as a triple (z, ζ1, ζ2). The natural semi-norm on
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Qκ,a,b(Rl) is given by
N [z;Qκ,a,b(R
l)] = N [z; Cκ1 (R
l)] +N [ζ1; C∞1 (R
l,d)] +N [ζ1; Cκ1 (R
l,d)]
+N [ζ2; C∞1 (R
l,d,d)] +N [ζ2; Cκ1 (R
l,d,d)]
+N [ρ; C2κ2 (R
l,d)] +N [r; C3κ2 (R
l)],
where the notations N [g; Cκ1 (V )] and N [ζ ; C
∞
1 (V )] have been introdued at Setion 2.2.
Remark 3.1. With respet to the ase γ > 1/3, the link between ζ1 and ζ2 in the denition
of ontrolled proesses is new. This asade relation between z, ζ1 and ζ2 is reminisent of
the Heinsenberg group struture of Lyons' theory, and is really natural for omputational
purposes.
We an now study the stability of ontrolled proesses by omposition with a regular
funtion.
3.2. Composition of ontrolled proesses. The results of this setion an be summa-
rized into the following:
Proposition 3.1. Assume Hypothesis 3.2 holds true. Let z ∈ Qκ,a,b(Rl) with deom-
position (10), onsider a regular funtion ϕ ∈ C3b (R
l;R) and set zˆ = ϕ(z), aˆ = ϕ(a),
bˆ = ∂iϕ(a)b
i
. Then zˆ ∈ Qκ,aˆ,bˆ(R), and this latter path admits the deomposition
δzˆ = (ζˆ1)jδxj + (ζˆ2)jk(x2)kj + rˆ, (11)
with
(ζˆ1)j = [∂iϕ(z) · (ζ
1)ij], (ζˆ2)jk = [∂iϕ(z) · (ζ
2)ijk] + [∂i1i2ϕ(z) · (ζ
1)i1j · (ζ1)i2k],
and where rˆ an be further deomposed into rˆ = rˆ1 + rˆ2 + rˆ3, with:
rˆ1 = ∂iϕ(z)r
i,
rˆ2 =
1
2
[∂i1i2ϕ(z) · (ζ
2)i1j1k1 · (ζ2)i2j2k2][(x2)k1j1 · (x2)k2j2] +
1
2
∂i1i2ϕ(z)[r
i1 · ri2 ]
+ [∂i1i2ϕ(z) · (ζ
1)i1j1 · (ζ2)i2jk][δxj1 · (x2)kj]
+ [∂i1i2ϕ(z) · (ζ
1)i1j][δxj · ri2 ] + [∂i1i2ϕ(z) · (ζ
2)i1jk][(x2)kj · ri2],
rˆ3 = δϕ(z)− ∂iϕ(z)δz
i −
1
2
∂ijϕ(z)[δz
i · δzj ].
As far as (ζˆ1)j is onerned, for 1 ≤ j ≤ d, it an be deomposed into
δ(ζˆ1)j = (ζˆ2)jkδxk + ρˆj (12)
where the remainder ρˆj an be expressed as ρˆj = (ρˆ1)j + (ρˆ2)j, with:
(ρˆ1)j = ∂iϕ(z)ρ
ij + [δ[∂iϕ(z)] · δ(ζ
1)ij ]
+ [∂i1i2ϕ(z) · (ζ
1)i1j · (ζ2)i2j2k2 ](x2)k2j2 + [∂i1i2ϕ(z) · (ζ
1)i1j]ri2 ,
(ρˆ2)j = (ζ1)i1jδ[∂i1ϕ(z)]− [(ζ
1)i1j · ∂i1i2ϕ(z)]δz
i2 .
Finally, the following ubial bound holds true for the norm of zˆ:
N [zˆ;Qκ,aˆ,bˆ(R)] ≤ cϕ,x,T (1 +N
3[z;Qκ,a,b(R
l)]). (13)
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Proof. This proof is a matter of long and tedious Taylor expansions, and we shall omit
most of the details. Let us just mention that we start from the relation:
(δzˆ)st = ϕ(zt)− ϕ(zs) = ∂iϕ(zs)(δz
i)st +
1
2
∂i1i2ϕ(zs)(δz
i1)st(δz
i2)st
+ ϕ(zt)− ϕ(zs)− ∂iϕ(zs)(δz
i)st −
1
2
∂i1i2ϕ(zs)(δz
i1)st(δz
i2)st.
The desired deomposition (11) is then obtained by plugging relation (10) into the last
identity, and expanding further. It should also be notied that some anellations our
due to Hypothesis 3.2. Relation (12) is obtained in the same manner, and our bound (13)
is a matter of standard omputations one the expressions (11) and (12) are known.

3.3. Integration of ontrolled paths. It is of ourse of fundamental importane for
our purposes to be able to integrate a ontrolled proess with respet to the driving signal
x. This is ahieved in the following proposition:
Proposition 3.2. For a given γ > 1/4 and κ ≤ γ, let x be a proess satisfying Hypothesis
3.1. Let also m ∈ Qκ,b,c(R1,d) with deomposition m0 = b ∈ R1,d and
(δmi)st = (µ
1
s)
ij(δxj)st + (µ
2
s)
ijk(x2st)
kj + rist, 1 ≤ i ≤ d, (14)
where µ1 ∈ Cκ1 (R
d,d), µ10 = c ∈ R
d,d
, and where δµ1 ∈ Cκ2 (R
d,d) an be deomposed into
(δ(µ1)ij)st = (µ
2
s)
ijk(δxk)st + ρ
ij
st, (15)
with µ2 ∈ Cκ1 (R
d,d,d), ρ ∈ C2κ2 (R
d,d), r ∈ C3κ2 (R
1,d). Dene then z by z0 = a ∈ R and
δz = miδxi + (µ1)ij(x2)ji + (µ2)ijk(x3)kji + Λ
(
riδxi + ρij(x2)ji + δ(µ2)ijk(x3)kji
)
. (16)
Finally, set
J (midxi) = δz. (17)
Then,
(i) z is well-dened as an element of Qκ,a,b(R), and J (midxi) oinides with a Rie-
mann integral in ase of some smooth proesses m and x.
(ii) The semi-norm of z in Qκ,a,b(R) an be estimated as
N [z;Qκ,a,b(R)] ≤ cx,T{1 + |b|R1,d + T
γ−κ(|b|R1,d +N [m;Qκ,b,c(R
1,d)])}. (18)
Furthermore, we obtain
‖δz‖κ ≤ cT,xT
γ−κ(|b|R1,d +N [m;Qκ,b,c(R
1,d)]). (19)
(iii) It holds
Jst(m
idxi)
= lim
|Πst→0|
n∑
q=0
[mitq (δx
i)tq ,tq+1 + (µ
1
tq)
ij(x2tq ,tq+1)
ji + (µ2tq)
ijk(x3tq ,tq+1)
kji] (20)
for any 0 ≤ s < t ≤ T , where the limit is taken over all partitions Πst = {t0 =
s, . . . , tn = t} of [s, t], as the mesh of the partition goes to zero.
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Proof. Here again, the proof is long and umbersome, and we prefer to avoid most of the
tehnial details for sake of oniseness. Let us just try to justify the seond part of the
rst assertion (about Riemann integrals).
Let us suppose then that x is a smooth funtion and that m ∈ C∞1 (R
1,d) admits the
deomposition (14) with µ1 ∈ C∞1 (R
d,d), µ2 ∈ C∞1 (R
d,d,d), ρ ∈ C∞2 (R
d,d) and r ∈ C∞2 (R
1,d).
Then J (midxi) is well-dened, and we have∫ t
s
miudx
i
u = m
i
s[x
i
t − x
i
s] +
∫ t
s
[miu −m
i
s]dx
i
u
for s < t, whih an also be read as:
J (midxi) = miδxi + J (δmidxi). (21)
Let us now plug the deomposition (14) into the expression (21). This yields
J (midxi) = miδxi + J ([(µ1)ijδxj ]dxi) + J ([(µ2)ijk(x2)kj]dxi) + J (ridxi)
= miδxi + (µ1)ij(x2)ji + (µ2)ijk(x3)kji + J (ridxi), (22)
and observe that the terms miδxi, (µ1)ij(x2)ji and (µ2)ijk(x3)kji in (22) are well-dened
provided that x, x2 and x3 are dened themselves. To push forward our analysis to the
rough ase, we still need to handle the term J (ridxi). Owing to (22) we an write
J (ridxi) = J (midxi)−miδxi − (µ1)ij(x2)ji − (µ2)ijk(x3)kji, (23)
and let us analyze this relation by applying δ to both sides of the last identity. Invoking
standard rules on the operator δ, and the fat that x satises Hypothesis 3.1, we end up
with:
δ[J (ridxi)] = δ(µ1)ij(x2)ji + δ(µ2)ijk(x3)kji − (µ2)ijkδxk(x2)ji + riδxi,
and thanks to the fat that δ(µ1)ij = (µ2)ijkδxk + ρij , we obtain:
δ[J (ridxi)] = ρij(x2)ji + δ(µ2)ijk(x3)kji + riδxi. (24)
Assuming now that ρij(x2)ji, δ(µ2)ijk(x3)kji, riδxi ∈ Cν3 with ν > 1, then ρ
ij(x2)ji +
δ(µ2)ijk(x3)kji+ riδxi beomes an element of Dom(Λ). Thus, applying Λ to both sides of
(24) and inserting the result into (21) we get the expression (16) of Proposition 3.2. This
justies the fat that (16) is a natural expression for J (midxi).

As in [15℄, the previous proposition has a straightforward multidimensional extension,
whih we state in the following orollary:
Corollary 3.3. Let x be a proess satisfying Hypothesis 3.1 and let m ∈ Qκ,b,c(Rl,d) with
deomposition m0 = b ∈ Rl,d and
(δmij)st = (µ
1
s)
ijk(δxk)st+(µ
2
s)
ijk1k2(x2st)
k2k1+rijst ; δ(µ
1
s)
ijk1 = (µ2s)
ijk1k2δxk2+ρijk1, (25)
where (µ1)ijk1 ∈ Cκ1 (R), (µ
2)ijk1k2 ∈ Cκ1 (R), ρ
ijk1 ∈ C2κ1 (R) and r
ij ∈ C3κ2 (R), for i =
1, . . . , l and j, k1, k2 = 1, . . . , d. Dene z by z0 = a ∈ Rl and
δzi = J (mijdxj) ≡ mijδxj + (µ1)ijk(x2)kj
+ (µ2)ijk1k2(x3)k2k1j + Λ
(
rijδxj + ρijk(x2)kj + δ(µ2)ijk1k2(x3)k2k1j
)
. (26)
Then the onlusions of Proposition 3.2 still hold in this ontext.
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We also observe that our extended pathwise integral has a nie ontinuity property with
respet to the driving path x, whose proof is also skipped here for sake of oniseness (see
also [9, Proposition 4℄, and [15, Proposition 3.12℄).
Proposition 3.4. Let x be a funtion satisfying Hypotheses 3.1 and 3.2. Suppose that
there exists a sequene {xn; n ≥ 1} of pieewise C1-funtions from [0,T℄ to Rd suh that
lim
n→∞
N [xn − x; Cγ1 (R
d)] = 0, lim
n→∞
N [x2,n − x2; C2γ2 (R
d,d)] = 0,
and limn→∞N [x3,n − x3; C
3γ
2 (R
d,d,d)] = 0. For n ≥ 1, dene zn ∈ Cκ1 (R
l) in the following
way: set zn0 = b ∈ R
l
and assume that δzn an be deomposed into:
δ(zn)i = (ζ1,n)ijδxj + (ζ2,n)ijk(x2)kj + (rn)i, δ(ζ1,n)ij = (ζ2,n)ijkδxk + (ρn)ij,
for 1 ≤ i ≤ l and 1 ≤ j, k ≤ d, where ζ1,n ∈ Cκ1 (R
l,d) satises ζ1,n0 = c ∈ R
l,d
, and
ζ2,n ∈ Cκ1 (R
l,d,d), ρn ∈ C2κ2 (R
l,d) and rn ∈ C3κ2 (R
l). Let also z be a weakly ontrolled
proess with deomposition (10), suh that z0 = b, ζ
1
0 = c, and suppose that
lim
n→∞
{
N [zn − z; Cκ1 (R
l)] +N [ζ1,n − ζ1; C∞1 (R
l,d)] +N [ζ1,n − ζ1; Cκ1 (R
l,d)]
+N [ζ2,n − ζ2; C∞1 (R
l,d,d)] +N [ζ2,n − ζ2; Cκ1 (R
l,d,d)]
+N [ρn − ρ; C2κ2 (R
l,d)] +N [rn − r; C3κ2 (R
l)]
}
= 0.
Finally, let ϕ : Rl → Rl
′,d
be a C4b -funtion. Then
lim
n→∞
N [J (ϕ(zn)dxn)−J (ϕ(z)dx); Cκ2 (R
l′)] = 0.
3.4. Rough diusions equations. In this setion, we shall apply the previous onsid-
erations to study dierential equations driven by a rough signal, and reall that we rst
wish to solve simple equations of the form
dyt = σ(yt)dxt, y0 = a, (27)
where t ∈ [0, T ], y is a Rl-valued ontinuous proess, σ : Rl → Rl,d is a smooth enough
funtion, x is a Rd-valued path and a ∈ Rl is a xed initial ondition.
In our algebrai setting, we rephrase equation (27) as follows: we shall say that y is a
solution to (27), if y0 = a, y ∈ Qκ,a,σ(a)(Rl) and for any 0 ≤ s ≤ t ≤ T we have
(δy)st = Jst(σ(y)dx), (28)
where the integral J (σ(y)dx) has to be understood in the sense of Corollary 3.3.
With these notations in mind, our existene and uniqueness result is the following:
Theorem 3.5. Let x be a proess satisfying Hypotheses 3.1 and 3.2, and σ : Rl → Rl,d
be a C4b -funtion. Then
(i) Equation (28) admits a unique solution y in Qκ,a,σ(a)(R
l) for any κ < γ suh that
3κ+ γ > 1.
(ii) The mapping (a, x,x2,x3) 7→ y is ontinuous from
R
l × Cγ1 (R
d)× C2γ2 (R
d,d)× C3γ2 (R
d,d,d) to Cκ1 (R
l),
in the following sense: let z be the unique solution of (28) in Qκ,a,σ(a)(Rl) and z˜
the unique solution of (28) in Qκ,a˜,σ(a˜)(R
l), based on x, x˜, respetively. Then, there
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exists a positive onstant cˆσ,x,x˜ depending only on σ, x, x˜ suh that
N [z − z˜; Cκ1 (R
l)] ≤ cˆx,x˜
{
|a− a˜|+N [x− x˜; Cγ1 (R
l)]
+N [x2 − x˜2; C2γ2 (R
d,d)] +N [x3 − x˜3; C3γ2 (R
d,d,d)]
}
.
Proof. As in [9, 11℄, we rst identify the solution on a small interval [0, τ ] as the xed
point of the map Γ : Qκ,a,σ(a)(R
l) → Qκ,a,σ(a)(R
l) dened by Γ(z) = zˆ with zˆ0 = a and
δzˆ = J (σ(z)dx). The rst step in this diretion is to show that the ball
BM = {z; z0 = a, N [z;Qκ,a,σ(a)([0, τ ]; R
l)] ≤M} (29)
is invariant under Γ if τ is small enough andM is large enough. However, due to Corollary
3.3 and Proposition 3.1, invoking the fat that σ is bounded together with its derivaties
and assuming τ ≤ 1, we obtain
N [Γ(z);Qκ,a,σ(a)(R
l)] ≤ cx{1 + |σ(a)|Rl,d + τ
γ−κ(|σ(a)|Rl,d +N [σ(z);Qκ,aˆ,bˆ(R
l,d)])}
≤ cx,σ{1 + τ
γ−κN [σ(z);Qκ,aˆ,bˆ(R
l,d)]}
≤ cx,σ{1 + τ
γ−κ(1 +N 3[z;Qκ,a,σ(a)(R
l)])}
≤ c˜x,σ{1 + τ
γ−κN 3[z;Qκ,a,σ(a)(R
l)]}, (30)
where aˆ = σ(a) and bˆ = ∂iσ(a)σ
i·(a). TakingM > c˜x,σ and τ ≤ τ0 =
(
1
M2c˜x,σ
− 1
M3
) 1
γ−κ ∧1,
we obtain that c˜x,σ(1 + τ
γ−κM3) ≤ M . Therefore, the ball BM dened at (29) is left
invariant by Γ.
It is now a matter of standard onsiderations to settle a xed point argument for Γ on
[0, τ ], and also to path solutions on any interval of the form [kτ, (k+1)τ ] for k ≥ 1. The
details of this proedure are left to the reader.

4. The delay equation ase
This setion is devoted to show how to hange the diusion setting in order to over
the ase of delayed systems, having in mind to solve an equation of the form:{
dyt = σ(yt, yt−r1, . . . , yt−rq) dxt t ∈ [0, T ],
yt = ξt, t ∈ [−rq, 0],
(31)
where x is Rd-valued γ-Hölder ontinuous funtion with γ > 1/4, the funtion σ is smooth
enough, ξ is a Rn-valued 3γ-Hölder ontinuous funtion, and 0 < r1 < . . . < rq < ∞.
Notie that for notational onveniene, we set r0 = 0 and we shall also use the notation
s(y)t = (yt−r1 , . . . , yt−rq), t ∈ [0, T ], (32)
whih means that equation (31) an be written as:{
dyt = σ(yt−r0 , s(y)t) dxt t ∈ [0, T ],
yt = ξt, t ∈ [−rq, 0].
As in [16℄, the main ingredient in order to go from the diusion to the delayed ase will be
the introdution of a new lass of proesses, namely the lass of delayed ontrolled paths,
whih aptures the struture of our equation. We shall thus rst dene this new lass of
paths, and see how to integrate them with respet to the driving proess x.
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4.1. Delayed ontrolled paths. As in the diusion ase, our analysis will rely on some
a priori inrements based on our driving noise x. More speially, we set δ(x(v))st ,
(δx)s−v,t−v for s, t, v ∈ [0, T ], and we assume the following:
Hypothesis 4.1. The path x is a Rd-valued γ-Hölder ontinuous funtion with γ >
1/4, and admits two doubly delayed Lévy areas and two doubly delayed volume elements.
Namely, for v, v′ ∈ {rq, . . . , r0}, we assume that there exist four paths
x
2(v′, v),x2(v′ − v, v) ∈ C2γ2 ([0, T ];R
d,d), x3(v′, v),x3(v′ − v, v) ∈ C3γ2 ([0, T ];R
d,d,d),
satisfying the relations δx2(v′′, v) = δ(x(v + v′′))⊗ δ(x(v)) and
δx3(v′′, v) = x2(v′′, v)⊗ δx+ δ(x(v + v′′))⊗ x2(v, r0),
whih an also be written as:
(δ(x2(v′′, v))ij)sut = (δx
i)s−v−v′′,u−v−v′′(δx
j)u−v,t−v
(δ(x3(v′′, v))ijk)sut = (x
2
su(v
′′, v))ij(δxk)ut + (δx
i)s−v−v′′,u−v−v′′(x
2
ut(v, r0))
jk,
for v′′ = v′ or v′ − v, for any s, u, t ∈ [0, T ], and any i, j, k ∈ {1, . . . , d}. The following
notational simpliation will also be used in the sequel: we may set x
2(v′′) := x2(v′′, v)
whenever v = r0.
Remark 4.1. This hypothesis takes a more omplex form than in [16℄, where the ase
γ > 1/3 was treated. However, in ase of a regular proess x, it should be notied that
the inrements x
2(v1, v2) and x
3(v1, v2) an be dened as:
x
2
st(v1, v2) =
∫ t−v2
s−v2
(δx(v1))s−v2,w ⊗ dxw, and x
3
st(v1, v2) =
∫ t
s
x
2
sw(v1, v2)⊗ dxw,
whih means that x
2
(resp. x
3
) takes the usual form of a double (resp. triple) iterated
integral.
As in Hypothesis 3.2, one should also express the fat that produts of inrements an
be expressed in terms of iterated integrals. The following hypothesis is then easily shown
to be a natural extension of what an be obtained in ase of a smooth funtion x:
Hypothesis 4.2. For v, v′ ∈ {rq, . . . , r0}, let x2(v′, v) and x2(v′ − v, v) be the area pro-
esses dened at Hypothesis 4.1. Then we suppose that for all 0 ≤ s < t ≤ T , we have
x
2
st(v
′, v) = x2s−v,t−v(v
′, r0) and
[δx(v)]st ⊗ [δx(v
′)]st = x
2
st(v − v
′, v′) + (x2st(v
′ − v, v))∗.
With these hypotheses in hand, the delay equation will be solved in the spae of delayed
ontrolled proesses, whih an be dened as follows:
Denition 4.1. Let −∞ < a < b ≤ T , a given initial datum α ∈ Rn and z ∈ Cκ1 ([a, b];R
n)
with κ ≤ γ and 3κ+γ > 1. We say that z is a delayed ontrolled path based on x if za = α,
and if δz ∈ Cκ2 ([a, b];R
n) an be deomposed into
δzi = (ζ1)ijδxj + (ζ (2,i
′))ijk(x2(ri′))
kj +Ri, (33)
for all 1 ≤ i ≤ n, and where the index i′ is summed over the set 0 ≤ i′ ≤ q. Just as in
Denition 3.1, the proess ζ1 above has to admit the further deomposition: ζ1a = β ∈ R
n,d
,
where β has to be interpreted as another initial datum, and for 1 ≤ j, k ≤ d
δ(ζ1)ij = (ζ (2,i
′))ijkδ(x(ri′))
k + ρij. (34)
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The regularity of the proesses introdued above has to be the following: ζ1 is an element
of Cκ1 ([a, b];R
n,d), ζ (2,i
′) ∈ Cκ1 ([a, b];R
n,d,d), and the remainders R, ρ must satisfy R ∈
C3κ2 ([a, b];R
n) and ρ ∈ C2κ2 ([a, b];R
n,d).
The spae of delayed ontrolled paths on [a, b] will be denoted by Dκ,α,β([a, b];R
n), and
a path z ∈ Dκ,α,β([a, b];Rn) should be onsidered in fat as a (q+3)-tuple (z, ζ1, ζ (2,0), . . . ,
ζ (2,q)). The natural semi-norm on Dκ,α,β([a, b];Rn) is then given by
N [z;Dκ,α,β([a, b];R
n)]
= N [z; Cκ1 ([a, b];R
n)] +N [ζ1; C∞1 ([a, b];R
n,d)] +N [ζ1; Cκ1 ([a, b];R
n,d)]
+
q∑
i′=0
N [ζ (2,i
′); C∞1 ([a, b];R
n,d,d)] +
q∑
i′=0
N [ζ (2,i
′); Cκ1 ([a, b];R
n,d,d)]
+N [ρ; C2κ2 ([a, b];R
n,d)] +N [R; C3κ2 ([a, b];R
n)],
where we reall that the notations N [g; Cκ1 ([a, b];V )] and N [g; C
∞
1 ([a, b];V )] have been in-
trodued at Setion 2.2.
Unfortunately, the struture above is not suient in order to solve the frational delay
equation for γ ≤ 1/3, and an additional notion of doubly delayed ontrolled proesses has
to be introdued.
Denition 4.2. Let −∞ < a < b ≤ T , a given initial datum αˆ ∈ Rn and z ∈ Cκ1 ([a, b];R
n)
with κ ≤ γ and 3κ+ γ > 1. We say that z is a doubly delayed ontrolled path based on x,
if za = αˆ and if δz ∈ Cκ2 ([a, b];R
n) an be deomposed into
δzi = (ζ (1,i
′′))ijδ(x(ri′′))
j + (ζ (2,i
′,j′))ijk(x2(rj′, ri′))
kj
+ (ζ (3,i
′′,j′′))ijk(x2(rj′′ − ri′′, ri′′))
kj +Ri, (35)
for all 1 ≤ i ≤ n, 1 ≤ j, k ≤ d, and where the indies i′, j′ and i′′, j′′ are summed over
the set {1, . . . , q} and {0, 1, . . . , q}, respetively. As in Denition 4.1, the proesses ζ (1,i
′′)
above have to admit the further deomposition: ζ
(1,i′′)
a = βˆ(i
′′)
, where βˆ(i
′′) ∈ Rn,d has to be
interpreted as another initial datum, and
δ(ζ (1,0))ij = (ζ (3,0,j
′′))ijkδ(x(rj′′))
k + (ρ(0))ij ,
δ(ζ (1,i
′))ij = (ζ (2,i
′,j′))ijkδ(x(ri′ + rj′))
k + (ζ (3,i
′,j′′))ijkδ(x(rj′′))
k + (ρ(i
′))ij.
(36)
The regularity we ask for the proesses introdued above is the following: ζ (1,i
′′)
is an
element of Cκ1 ([a, b];R
n,d), we have ζ (2,i
′,j′), ζ (3,i
′′,j′′) ∈ Cκ1 ([a, b];R
n,d,d), and the remainders
R, ρ(i
′′)
satisfy R ∈ C3κ2 ([a, b];R
n) and ρ(i
′′) ∈ C2κ2 ([a, b];R
n,d).
The spae of doubly delayed ontrolled paths on the interval [a, b] will be denoted by
D̂κ,αˆ,βˆ([a, b];R
n), and a path z ∈ D̂κ,αˆ,βˆ([a, b];R
n) should be onsidered in fat as a (2q2 +
3q+3)-tuple (z, {ζ (1,i
′′)}, {ζ (2,i
′,j′)}, {ζ (3,i
′′,j′′)}). The natural semi-norm on D̂κ,αˆ,βˆ([a, b];R
n)
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is given by
N [z; D̂κ,αˆ,βˆ([a, b];R
n)]
= N [z; Cκ1 ([a, b];R
n)] +
q∑
i′=0
N [ζ (1,i
′); C∞1 ([a, b];R
n,d)] +
q∑
i′=0
N [ζ (1,i
′); Cκ1 ([a, b];R
n,d)]
+
q∑
i′,j′=1
N [ζ (2,i
′,j′); C∞1 ([a, b];R
n,d,d)] +
q∑
i′,j′=1
N [ζ (2,i
′,j′); Cκ1 ([a, b];R
n,d,d)]
+
q∑
i′,j′=0
N [ζ (3,i
′,j′); C∞1 ([a, b];R
n,d,d)] +
q∑
i′,j′=0
N [ζ (3,i
′,j′); Cκ1 ([a, b];R
n,d,d)]
+N [ρ; C2κ2 ([a, b];R
n,d)] +N [R; C3κ2 ([a, b];R
n)].
As in Setion 3, we shall now see how delayed ontrolled paths behave under omposition
with a smooth map, and also how to integrate them with respet to the driving proess
x.
4.2. Composition of delayed ontrolled proesses. The omposition of a delayed
proess with a smooth map like the funtion σ appearing in equation (31) gives raise
to a doubly delayed ontrolled proess. This fat is detailed in the following proposi-
tion, for whih we reall a notation: for a funtion ϕ : (Rn)q+1 → R, we denote by
∂jiϕ(w0, w1, . . . , wq) the derivative of ϕ with respet to the i
th
omponent of wj, for i ≤ n
and j = 0, . . . , q.
Proposition 4.1. Assume Hypothesis 4.2 holds true. Consider 0 ≤ a < b ≤ T , let α, α˜
and β, β˜ be two initial onditions, respetively in Rn and Rn,d, and let also ϕ be a funtion
in C3b (R
n,q+1;R). Dene a map Tϕ on Dκ,α,β([a, b];Rn) × Dκ,α˜,β˜([a − rq, b − r1];R
n) by
Tϕ(z, z˜) = zˆ, with zˆt = ϕ(zt, s(z˜)t), for all t ∈ [a, b]. Then, setting
αˆ = ϕ(α, s(z˜)a), βˆ
(0) = ∂0i ϕ(α, s(z˜)a)β
i, βˆ(i
′) = ∂i
′
i ϕ(α, s(z˜)a)(ζ˜
1
a−ri′
)i,
for all 1 ≤ i′ ≤ q, we have that Tϕ(z, z˜) ∈ D̂κ,αˆ,βˆ([a, b];R). Moreover, the following ubi
bound holds true:
N [zˆ; D̂κ,αˆ,βˆ([a, b];R)]
≤ cϕ,x,T (1 +N
3[z;Dκ,α,β([a, b];R
n)] +N 3[z˜;Dκ,α˜,β˜([a− rq, b− r1];R
n)]). (37)
Proof. As in Proposition 3.1, the proof of this result is based on some umbersome Taylor
expansions whih won't be detailed here. Let us just mention briey the deomposition
we obtain for zˆ: observe that δzˆ an be deomposed into
(δzˆ)st = (ζˆ
(1,i′)
s )
j(δxj)s−ri′ ,t−ri′ + (ζˆ
(2,i′,j′)
s )
jk(x2st(rj′, ri′))
kj l1{i′,j′ 6=0}
+ (ζˆ (3,i
′,j′)
s )
jk(x2st(rj′ − ri′, ri′))
kj + Rˆst, (38)
where we reall that Einstein's onvention on repeated indies is used, and where j, k
are summed over the set {1, . . . , d}, and i′, j′ over the set {0, 1, . . . , q}. Furthermore, the
expression for the oeients ζˆ is given by:
(ζˆ (1,i
′)
s )
j = [∂i
′
i ϕ(z, s(z˜)) · (ζ˜
1(ri′))
ij]s,
(ζˆ (2,i
′,j′)
s )
jk = [∂i
′
i ϕ(z, s(z˜)) · (ζ˜
(2,j′)(ri′))
ijk]s,
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and
(ζˆ (3,i
′,j′)
s )
jk = [∂i
′j′
i1i2
ϕ(z, s(z˜)) · (ζ˜1(ri′))
i1j · (ζ˜1(rj′))
i2k]s
+ [∂i
′
i ϕ(z, s(z˜))(ζ˜
(2,0)(ri′))
ijk]s l1{i′=j′} + [∂
0
i ϕ(z, s(z˜))(ζ
(2,j′))ijk]s l1{i′=0,j′ 6=0},
with the onvention that ζ˜1(r0) , ζ1 and ζ˜ (2,j
′)(r0) , ζ (2,j
′)
, respetively.
As far as the deomposition of (ζˆ (1,i
′))j is onerned, we obtain, for 1 ≤ j ≤ d:
(δ(ζˆ (1,i
′))j)st = l1{i′,j′ 6=0}(ζˆ
(2,i′,j′)
s )
jk(δxk)s−ri′−rj′ ,t−ri′−rj′
+ (ζˆ (3,i
′,j′)
s )
jk(δxk)s−rj′ ,t−rj′ + (ρˆ
(i′)
st )
j . (39)
For sake of oniseness, we don't inlude the (long) expressions we have obtained for the
remainders Rˆst, (ρˆ
(i′)
st )
j
here. They are also obtained via a Taylor type expansion, and the
relation x
2
st(v
′, v) = x2s−v,t−v(v
′, r0) (imposed by Hypothesis 4.2) turns out to be useful at
some points of the omputations.

It should also be mentioned that, for a xed z˜, the map Tϕ(·, z˜) : Dκ,α,β([a, b];Rn) →
D̂κ,αˆ,βˆ([a, b];R) is loally Lipshitz ontinuous:
Proposition 4.2. Let the notation of Proposition 4.1 prevail, and suppose that ϕ is a
funtion in C4b (R
n,q+1;R). Let 0 ≤ a < b ≤ T , let z(1), z(2) ∈ Dκ,α,β([a, b];Rn) and let
z˜ ∈ Dκ,α˜,β˜([a− rk, b− r1];R
n). Then,
N [Tϕ(z
(1), z˜)− Tϕ(z
(2), z˜); D̂κ,0,0([a, b];R)]
≤ cx,ϕ,T (1 + C(z
(1), z(2), z˜))3N [z(1) − z(2);Dκ,0,0([a, b];R
n)], (40)
where
C(z(1), z(2), z˜) = N [z˜;Dκ,α˜,β˜([a− rk, b− r1];R
n)]
+N [z(1);Dκ,α,β([a, b];R
n)] +N [z(2);Dκ,α,β([a, b];R
n)] (41)
and the onstant cx,ϕ,T depends only on x, ϕ and T .
4.3. Integration of delayed ontrolled paths. As we have seen in the previous setion,
the omposition with a smooth enough funtion ϕ transforms a delayed ontrolled path
into a doubly delayed ontrolled path. We shall see now that the integration with respet
to x is ating in the other diretion:
Proposition 4.3. For a given γ > 1/4 and κ ≤ γ, let x be a path satisfying Hypothesis
4.1. Moreover, let m ∈ D̂κ,αˆ,βˆ([a, b];R
1,d) suh that the inrements of m are given by (35).
Dene z by za = α ∈ R and
(δz)st = m
i
s(δx
i)st + (ζ
(1,i′′)
s )
ij(x2st(ri′′))
ji
+ (ζ (2,i
′,j′)
s )
ijk(x3st(rj′, ri′))
kji + (ζ (3,i
′′,j′′)
s )
ijk(x3st(rj′′ − ri′′ , ri′′))
kji + Λst(U),
for a ≤ s < t ≤ b, 1 ≤ i′, j′ ≤ q, 0 ≤ i′′, j′′ ≤ q, and where U is the inrement dened by:
U = Riδxi + (ρ(i
′′))ij(x2(ri′′))
ji + δ(ζ (2,i
′,j′))ijk(x3(rj′, ri′))
kji
+ δ(ζ (3,i
′′,j′′))ijk(x3(rj′′ − ri′′ , ri′′))
kji. (42)
Finally, set
J (midxi) = δz. (43)
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Then,
(i) J (midxi) oinides with the usual Riemann integral, whenever m and x are smooth
funtions.
(ii) The path z is well-dened as an element of Dκ,α,β([a, b];R), with an initial ondition
za = α, ma = β = αˆ and a deomposition of the form
(δz)st = m
iδxi + (ζ (1,i
′′)
s )
ij(x2st(ri′′))
ji + Rˆst,
(δmi)st = (ζ
(1,i′′)
s )
ij(δxj)s−ri′′ ,t−ri′′ + ρˆ
i
st,
where the remainders Rˆ ∈ C3κ2 ([a, b];R) and ρˆ ∈ C
2κ
2 ([a, b];R
1,d) are given by
Rˆst = (ζ
(2,i′,j′)
s )
ijk(x3st(rj′, ri′))
kji + (ζ (3,i
′′,j′′)
s )
ijk(x3st(rj′′ − ri′′, ri′′))
kji + Λst(U),
ρˆist = (ζ
(2,i′,j′)
s )
ijk(x2st(rj′, ri′))
kj + (ζ (3,i
′′,j′′)
s )
ijk(x2st(rj′′ − ri′′, ri′′))
kj +Rist,
respetively.
(iii) The semi-norm of z in Dκ,α,β([a, b];R) an be estimated as
N [z;Dκ,α,β([a, b];R)]
≤ cx,T,κ,γ{1 + |αˆ|R1,d + (b− a)
γ−κ(|αˆ|R1,d +N [m; D̂κ,αˆ,βˆ([a, b];R
1,d)])}. (44)
Furthermore, the following bound also holds true:
‖δz‖κ ≤ cx,T,κ,γ(b− a)
γ−κ(|αˆ|R1,d +N [m; D̂κ,αˆ,βˆ([a, b];R
1,d)]). (45)
(iv) The Riemann type sums assoiated to our generalized integral are of the following
form:
Jst(m
idxi) = lim
|Πst|→0
N∑
k′=0
[
mitk′ (δx
i)tk′ ,tk′+1 + (ζ
(1,i′′)
tk′
)ij(x2tk′ ,tk′+1(ri′′))
ji
+ (ζ
(2,i′,j′)
tk′
)ijk(x3tk′ ,tk′+1(rj′, ri′))
kji + (ζ
(3,i′′,j′′)
tk′
)ijk(x3tk′ ,tk′+1(rj′′ − ri′′ , ri′′))
kji
]
, (46)
for any a ≤ s < t ≤ b, where the limit is taken over any partitions Πst = {t0 = s, . . . , tn =
t} of [s, t], as the mesh of the partition goes to zero.
Proof. As in the proof of Proposition 3.2, we shall mainly fous on the rst of these
assertions, whih justies our denition of generalized integral. Let us thus suppose for the
moment that x is a smooth funtion and thatm ∈ C∞1 (R
1,d) admits the deomposition (35)
with ζ (1,i
′′) ∈ C∞1 (R
d,d), ζ (2,i
′,j′), ζ (3,i
′′,j′′) ∈ C∞1 (R
d,d,d), for 1 ≤ i′, j′ ≤ q and 0 ≤ i′′, j′′ ≤ q.
We also assume that ρ(i
′′) ∈ C∞2 (R
d,d) and R ∈ C∞2 (R
1,d). Then J (midxi) is well-dened
as a Riemann integral, and as for relation (21), one an write
J (midxi) = miδxi + J (δmidxi). (47)
Let us now plug the deomposition (35) into the expression (47) in order to obtain
J (midxi) = miδxi + (ζ (1,i
′′))ij(x2(ri′′))
ji + (ζ (2,i
′,j′))ijk(x3(rj′, ri′))
kji
+ (ζ (3,i
′′,j′′))ijk(x3(rj′′ − ri′′, ri′′))
kji + J (Ridxi), (48)
whih an also be written as:
J (Ridxi) = J (midxi)−miδxi − (ζ (1,i
′′))ij(x2(ri′′))
ji
− (ζ (2,i
′,j′))ijk(x3(rj′, ri′))
kji − (ζ (3,i
′′,j′′))ijk(x3(rj′′ − ri′′ , ri′′))
kji. (49)
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We now apply the operator δ to both sides of the previous equation in order to get a
suitable expression for a generalization to the rough ase:
δ[J (Ridxi)] = δmiδxi + δ(ζ (1,i
′′))ij(x2(ri′′))
ji − (ζ (1,i
′′))ij[δ(x(ri′′))
jδxi]
+ δ(ζ (2,i
′,j′))ijk(x3(rj′, ri′))
kji + δ(ζ (3,i
′′,j′′))ijk(x3(rj′′ − ri′′ , ri′′))
kji
− (ζ (2,i
′,j′))ijk[(x2(rj′, ri′))
kjδxi + δ(x(ri′ + rj′))
k(x2(ri′))
ji]
− (ζ (3,i
′′,j′′))ijk[(x2(rj′′ − ri′′ , ri′′))
kjδxi + δ(x(rj′′))
k(x2(ri′′))
ji].
Taking now into aount the deomposition (35) for m and (36) for ζ (1,i
′′)
, we obtain:
δ[J (Ridxi)] = Riδxi + (ρ(i
′′))ij(x2(ri′′))
ji + δ(ζ (2,i
′,j′))ijk(x3(rj′, ri′))
kji
+ δ(ζ (3,i
′′,j′′))ijk(x3(rj′′ − ri′′ , ri′′))
kji = U, (50)
where U is dened by equation (42). If we now only assume that U is an element of Cµ3
with µ > 1, one gets that U ∈ Dom(Λ), whih yields the deomposition (43) for J (midxi).
The remainder of the proof is then just made of tedious elementary estimations for the
regularity of all the terms involved in the deomposition (43). Finally, observe that the
Riemann sum limit is obtained by applying Corollary 2.3.

As in Corollary 3.3, the previous Proposition an be extended easily to the multidi-
mensional ase:
Corollary 4.4. Let m ∈ D̂κ,αˆ,βˆ([a, b];R
n,d) be a doubly delayed ontrolled path, and dene
another path z by δzi = J (mijdxj) for i = 1, . . . , n. Then z is well-dened as an element
of Dκ,α,β([a, b];Rn), and the following bound holds true:
N [z;Dκ,α,β([a, b];R
n)]
≤ cx,T,κ,γ{1 + |αˆ|Rn,d + (b− a)
γ−κ(|αˆ|Rn,d +N [m; D̂κ,αˆ,βˆ([a, b];R
n,d)])}. (51)
Another useful feature of our generalized integral is a ontinuity property with respet
to the integrand m in J (z dx), whose proof is omitted again for sake of oniseness:
Proposition 4.5. Let m(1), m(2) ∈ D̂κ,αˆ,βˆ([a, b];R
n,d) be two doubly delayed ontrolled
paths, and dene z(1), z(2) ∈ Dκ,α,β([a, b];Rn) by δz(l) = J (m(l) dx), for l = 1, 2. Assume
moreover that the paths ζ (1,i
′′;1)
and ζ (1,i
′′;2)
in the respetive deompositions (35) of z(1)
and z(2) satisfy ζ
(1,i′′;1)
a = ζ
(1,i′′;2)
a , and that b− a < 1. Then we have:
N [z(1) − z(2);Dκ,0,0([a, b];R
n)]
≤ cx,T,κ,γ(b− a)
κ∧(γ−κ)N [m(1) −m(2); D̂κ,0,0([a, b];R
n,d)]. (52)
4.4. Rough delay dierential equations. We shall now turn to the main goal of this
setion, namely the resolution of equation (31), whih an be written now as:
(δy)st = Jst (σ(y, s(y)) dx) , s, t ∈ [0, T ], (53)
with initial ondition yt = ξt for t ∈ [−r, 0], where we reall the onvention (32) for s, and
where the integral J has to be interpreted aording to Proposition 4.3.
Before stating our main result in this diretion, let us introdue a natural map, alled
Γ, assoiated to our delay equation. It is dened by Γ(z, z˜) := zˆ, where (realling the
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notation Tσ introdued at Proposition 4.1) δzˆ is given as δzˆ = J (Tσ(z, z˜) dx), on the
following spaes:
Γ : Dκ,α,β([a, b];R
n)×Dκ,α˜,β˜([a− rq, b− r1];R
n)→ Dκ,α,β([a, b];R
n)
for 0 ≤ a < b ≤ T . In the previous denition, α, α˜, β and β˜ stand for some initial
onditions, with the additional ompatibility ondition β = σ(α, z˜a−r1, . . . , z˜a−rq−1 , z˜a−rq),
whih shall be satised in our delay equation ontext. Notie also that, from now on,
we shall use the onvention that zs = z˜s = zˆs = ξs for s ∈ [−rq, 0]. Sine we have
assumed ξ ∈ C3γ1 , this means in partiular that, on [−rq, 0], the paths z, z˜, zˆ are still
ontrolled proesses, whose degenerate deomposition is only given by a remainder term.
This allows to omplete easily the denition of Γ on intervals of the form [a, b] with a < rq.
Remark 4.2. As in [16℄, we ould have handled the ase of a ontrolled initial ondition
ξ. We did not onsider this possibility here for sake of oniseness.
Let us gather now some useful relations onerning the operator Γ we have just dened:
rst of all, by putting together inequalities (51) and (37), one obtains
N [Γ(z, z˜);Dκ,α,β([a, b];R
n)] ≤ cσ,x,T,κ,γ
(
1 +N 3[z˜;Dκ,α˜,β˜([a− rq, b− r1];R
n)]
)
×
(
1 + (b− a)γ−κN 3[z;Dκ,α,β([a, b];R
n)]
)
, (54)
whih means that the semi-norm of the mapping Γ is ubially bounded in terms of the
semi-norm of z and z˜.
Furthermore, let z(1), z(2) ∈ Dκ,α,β([a, b];Rn) and z˜ ∈ Dκ,α˜,β˜([a− rq, b− r1];R
n). Then,
if b− a < 1, applying suessively the inequalities (52) and (40), we get that
N [Γ(z(1), z˜)− Γ(z(2), z˜);Dκ,0,0([a, b];R
n)]
≤ c˜x,σ,T,κ,γ(1 + C(z
(1), z(2), z˜))3(b− a)κ∧(γ−κ)N [z(1) − z(2);Dκ,0,0([a, b];R
n)], (55)
where C(z(1), z(2), z˜) is dened at (41). Therefore, for xed z˜ the mappings Γ(·, z˜) are
loally Lipshitz ontinuous with respet to the semi-norm N [·;Dκ,0,0([a, b];Rn)].
With these preliminary results in hand, we an now prove our main theorem on delay
equations:
Theorem 4.6. Let x be a path satisfying Hypotheses 4.1 and 4.2, let σ : Rn,q+1 → Rn,d
be a C4b -funtion and let ξ ∈ C
3γ
1 ([−r, 0];R
n). Then
(i) Equation (53) admits a unique solution y in Dκ,ξ0,σr(ξ0)([0, T ];R
n), for any κ < γ suh
that 3κ+ γ > 1 and any T > 0, where σr(ξ0) , σ(ξ0, ξ−r1, . . . , ξ−rq).
(ii)The map(
ξ, x, {x2(ri′′)}0≤i′′≤q, {x
3(rj′, ri′)}1≤i′,j′≤q, {x
3(rj′′ − ri′′, ri′′)}0≤i′′,j′′≤q
)
7→ y
is loally Lipshitz ontinuous from
C3γ1 ([−r, 0];R
n)× Cγ1 ([0, T ];R
d)×
(
C2γ2 ([0, T ];R
d,d)
)q+1
×
(
C3γ2 ([0, T ];R
d,d,d)
)2q2+2q+1
to Cκ1 ([0, T ];R
n
, in the following sense: let x˜ be another driving rough path with orrespond-
ing delayed Lévy area and doubly delayed volume element x˜
2(v), x˜3(v′′, v), respetively,
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where v′′ = v′ or v′ − v, with v, v′ ∈ {rq, . . . , r0}, and ξ˜ another initial ondition. Then,
for every M > 0, there exists a onstant KM > 0 suh that the upper bound
N [y − y˜; Cκ1 ([0, T ];R
n)] ≤ KM
{
N [ξ − ξ˜; C3γ1 ([0, T ];R
n)] +N [x− x˜; Cγ1 ([0, T ];R
n)]
+
q∑
i′′=0
N [x2(ri′′)− x˜
2(ri′′); C
2γ
2 ([0, T ];R
d,d)]
+
q∑
i′,j′=1
N [x3(rj′, ri′)− x˜
3(rj′, ri′); C
3γ
2 ([0, T ];R
d,d,d)]
+
q∑
i′′,j′′=0
N [x3(rj′′ − ri′′ , ri′′)− x˜
3(rj′′ − ri′′ , ri′′); C
3γ
2 ([0, T ];R
d,d,d)]
}
.
holds for all tuples(
ξ, x, {x2(ri′′)}0≤i′′≤q, {x
3(rj′, ri′)}1≤i′,j′≤q, {x
3(rj′′ − ri′′ , ri′′)}0≤i′′,j′′≤q
)
,(
ξ˜, x˜, {x˜2(ri′′)}0≤i′′≤q, {x˜
3(rj′, ri′)}1≤i′,j′≤q, {x˜
3(rj′′ − ri′′ , ri′′)}0≤i′′,j′′≤q
)
,
satisfying the boundedness ondition
N [ξ; C3γ1 ([0, T ];R
n)] +N [ξ˜; C3γ1 ([0, T ];R
n)] +N [x; Cγ1 ([0, T ];R
n)] +N [x˜; Cγ1 ([0, T ];R
n)]
+
q∑
i′′=0
N [x2(ri′′); C
2γ
2 ([0, T ];R
d,d)] +
q∑
i′′=0
N [x˜2(ri′′); C
2γ
2 ([0, T ];R
d,d)]
+
q∑
i′,j′=1
N [x3(rj′, ri′); C
3γ
2 ([0, T ];R
d,d,d)] +
q∑
i′,j′=1
N [x˜3(rj′, ri′); C
3γ
2 ([0, T ];R
d,d,d)]
+
q∑
i′′,j′′=0
N [x3(rj′′ − ri′′ , ri′′); C
3γ
2 ([0, T ];R
d,d,d)]
+
q∑
i′′,j′′=0
N [x˜3(rj′′ − ri′′ , ri′′); C
3γ
2 ([0, T ];R
d,d,d)] ≤M.
Proof. With the previous algebrai strutures and omputations in hand, the proof of this
theorem follows the lines of [16, Theorem 4.2℄. We shall give some hints for the proof of
the existene-uniqueness result, whih is based on a xed point argument for the map Γ
dened above, for sake of ompleteness.
Without loss of generality suppose that T = Nr1, where we reall that r1 is the smallest
delay in (53). We shall onstrut the solution of our delay equation by indution over the
intervals [0, r1], [0, 2r1], . . ., [0, Nr1].
Let us rst show that equation (53) has a solution on the interval [0, r1]. To this
purpose, dene
τ˜1 =
( 1
c1M21
−
1
M31
) 1
γ−κ
∧ r1 ∧ 1
where M1 > c1 = cκ,γ,σ,T (1 +N 3[ξ; C
3γ
1 ([−rq, 0];R
n)]). In addition, hoose τ1 ∈ [0, τ˜1] and
N1 ∈ N suh that N1τ1 = r1, and dene
Ik′,1 = [(k
′ − 1)τ1, k
′τ1], k
′ = 1, . . . , N1.
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Finally, onsider the following map: let Γ1,1 : Dκ,ξ0,σr(ξ0)(I1,1;R
n) → Dκ,ξ0,σr(ξ0)(I1,1;R
n)
be given by zˆ = Γ1,1(z), where
(δzˆi)st = Jst(T
ij
σ (z, ξ)dx
j)
for 0 ≤ s < t ≤ τ1. Notie then that if z
(1,1)
is a xed point of the map Γ1,1, then z
(1,1)
solves equation (53) on the interval I1,1. Therefore, we shall prove that suh a xed point
exists.
First, owing to (54) we get the estimate
N [Γ1,1(z);Dκ,ξ0,σr(ξ0)(I1,1;R
n)] ≤ c1
(
1 + τγ−κ1 N
3[z;Dκ,ξ0,σr(ξ0)(I1,1;R
n)]
)
. (56)
Therefore, thanks to our previous hoie of τ1, we obtain that the ball
BM1 = {z ∈ Dκ,ξ0,σr(ξ0)(I1,1;R
n); N [z;Dκ,ξ0,σr(ξ0)(I1,1;R
n)] ≤M1} (57)
is invariant under Γ1,1. On the other hand, by hanging τ1 to a smaller value (and then N1
aordingly) if neessary, observe that Γ1,1 also is a ontration on BM1 , see (55). Thus,
applying the Fixed Point Theorem, it is easily shown that there exists a unique solution
z(1,1) to equation (53) on the interval I1,1.
If τ1 = r1, we have thus obtained the existene and uniqueness of a solution in the
interval [0, r1]. Otherwise, dene the map
Γ2,1 : Dκ,z(1,1)r1 ,σr(z
(1,1)
r1
)
(I2,1;R
n) −→ D
κ,z
(1,1)
r1
,σr(z
(1,1)
r1
)
(I2,1;R
n)
given by zˆ = Γ2,1(z), where σr(z
(1,1)
r1 ) , σ(z
(1,1)
r1 , ξ0, . . . , ξ−rq−1) and
(δzˆi)st = Jst(T
ij
σ (z, ξ)dx
j)
for τ1 ≤ s < t ≤ 2τ1. Sine τ1 < r1, the following upper bound still holds true:
N [Γ2,1(z);Dκ,z(1,1)r1 ,σr(z
(1,1)
r1
)
(I2,1;R
n)] ≤ c1
(
1 + τγ−κ1 N
3[z;D
κ,z
(1,1)
r1
,σr(z
(1,1)
r1
)
(I2,1;R
n)]
)
(58)
and we obtain, resorting to the same xed point argument as above, the existene of a
unique solution z(2,1) to equation (53) on the interval I2,1. Repeating this step as often
as neessary, whih is possible sine the estimates on the norms of the mappings Γl,1,
l = 1, . . . , N1 are of the same type as (54), that is, the onstant c1 in (58) does not hange
aording to the iteration step, we obtain that z =
∑N1
l=1 z
(l,1) l1Il,1 is the unique solution
to the equation (53) on the interval [0, r1].
The pathing of solutions dened on dierent intervals of the form Il,k is then a slight
elaboration of the omputations orresponding to [16, Theorem 4.2℄, and this step is left
to the reader. The ontinuity of the It map is follows also the steps of [16℄, exept for
the huge number of terms we have to deal with in the urrent situation. We prefer to
omit this step for sake of oniseness.

5. Appliation to the frational Brownian motion
All the previous onstrutions rely on the spei assumptions that we have made on
the proess x. In this setion, we prove how our results an be applied to the frational
Brownian motion. More speially, we rst reall some basi denitions about fBm, and
then dene the delayed Lévy area B
2
. We shall then turn to the denition of the volume
B
3
, whih is the main diulty in order to go from the ase H > 1/3 treated in [16℄ to
our rougher situation.
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5.1. Basi fats on frational Brownian motion. Reall that a d-dimensional fBm
with Hurst parameter H ∈ (0, 1) dened on the real line is a entered Gaussian proess
B = {Bt = (B
1
t , . . . , B
d
t ); t ∈ R},
where B1, . . . , Bd are d independent 1-dimensional fBm, that is, eah Bi is a entered
Gaussian proess with ontinuous sample paths and ovariane funtion
RH(t, s) = E(B
i
tB
i
s) =
1
2
(|t|2H + |s|2H − |t− s|2H), (59)
for all i ∈ {1, . . . , d}. In the sequel, all the random variables we deal with are dened on a
omplete probability spae (Ω,F ,P), and we assume that F is generated by the random
variables (Bt; t ∈ R). The fBm veries the following two important properties:
• Saling property: for any c > 0, B(c) = cHB·/c is a fBm,
• Stationarity property: for any h ∈ R, B·+h −Bh is a fBm.
Notie that we work with a fBm indexed by R for sake of simpliity as in [16℄, sine this
allows some more elegant alulations for the denitions of the double delayed Lévy area
and volume, respetively. Furthermore, sine the ase H > 1/2 or the Brownian ase
H = 1/2 are less demanding than the rougher ase, we shall mainly fous in this setion
on the range of parameter H < 1/2.
5.1.1. Gaussian struture of B. Let us give a few fats about the Gaussian struture of
frational Brownian motion, following Chapter 5 of [17℄. All the onsiderations in this
diretion will onern a 1-dimensional fBm B, whih will be enough for our appliations.
Let E be the set of step-funtions on R with values in R. Consider the Hilbert spae H
dened as the losure of E with respet to the salar produt indued by〈
l1[t,t′], l1[s,s′]
〉
H
= RH(t
′, s′)−RH(t
′, s)− RH(t, s
′) +RH(t, s),
for any −∞ < s < s′ < +∞ and −∞ < t < t′ < +∞, and where RH(t, s) is given by
(59). The mapping
l1[t,t′] 7→ Bt′ −Bt
an be extended to an isometry between H and the Gaussian spae H1(B) assoiated with
B. We denote this isometry by ϕ 7→ B(ϕ).
The spaes H and H1(B) an be haraterized more preisely in the following way:
rst, we notie that a 1-dimensional fBm dened on the real line, with H 6= 1/2, has the
following integral representation in terms of a Wiener proess W dened on R (See [21,
Proposition 7.2.6℄ for details):
Bt =
1
C1(H)
∫
R
[
(t− s)H−1/2+ − (−s)
H−1/2
+
]
dWs, t ∈ R, (60)
where
C1(H) =
(∫ ∞
0
[
(1 + s)H−1/2 − sH−1/2
]2
ds+
1
2H
)1/2
, (61)
and where a+ stands for the positive part of a real number a, namely a+ = l1R+(a) a.
Using the representation (60), the authors in [18℄ dene the following stohasti integral
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of a deterministi funtion with respet to a 1-dimensional fBm B:
∫
R
f(u)dBu =
Γ (H + 1/2)
C1(H)

∫
R
(
D1/2−H− f
)
(u)dWu, H < 1/2,
∫
R
(
IH−1/2− f
)
(u)dWu, H > 1/2,
provided that the stohasti integral with respet to the Wiener proess W makes sense,
and where (
Dα−f
)
(u) =
α
Γ(1− α)
∫ ∞
0
f(r)− f(u+ r)
r1+α
dr, (62)
(
Iα−f
)
(u) =
1
Γ(α)
∫ ∞
u
f(r)
(r − u)1−α
dr, (63)
for 0 < α < 1. The expressions (62) and (63) are respetively alled right-sided frational
derivative and right-sided frational integral on the whole real line. We remark that, in
general, (
Dα−f
)
(u) ≡ lim
ε→0
α
Γ(1− α)
∫ ∞
ε
f(r)− f(u+ r)
r1+α
dr.
We also notie that (
Iα−(
(
Dα−f
))
(u) =
(
Dα−
(
Iα−f
))
(u) = f(u). (64)
When f is a funtion dened on an interval [a, b] with −∞ < a < b <∞, extend f by
setting f ⋆ = f l1[a,b]. Dene then(
Dα−f
⋆
)
(u) =
(
Dα−bf
)
(u) =
f(u)
Γ(1− α)(b− u)α
+
α
Γ(1− α)
∫ b
u
f(u)− f(r)
(r − u)1+α
dr, (65)
(
Iα−f
⋆
)
(u) =
(
Iα−bf
)
(u) =
1
Γ(α)
∫ b
u
f(r)
(r − u)1−α
dr, (66)
for 0 < α < 1, a < u < b. The expressions (65) and (66) are respetively alled right-
sided frational derivative and right-sided frational integral on the interval [a, b]. In this
ontext, as in the ase of the whole line (see [20℄ for details and also [22℄), the following
relation holds true:(
Dα−bf
)
(u) ≡
f(u)
Γ(1− α)(b− u)α
+ lim
ε→0
α
Γ(1− α)
∫ b
u+ε
f(u)− f(r)
(r − u)1+α
dr.
With these notations in hand, it is proved in [18℄ that the operator
(Kf)(u) ≡
Γ (H + 1/2)
C1(H)

(
D1/2−H− f
)
(u), H < 1/2,
(
IH−1/2− f
)
(u), H > 1/2,
is an isometry between H and a losed subspae of L2(R). In fat,
〈φ, ψ〉H = 〈Kφ,Kψ〉L2(R),
for all φ, ψ ∈ H. This also allows to write B(ϕ) as W (Kϕ) for any ϕ ∈ H, where W (Kϕ)
has to be interpreted as a Wiener integral with respet to the Gaussian measure W . In
partiular, we have:
E[|B(ϕ)|2] = ‖ϕ‖H = ‖Kϕ‖L2(R). (67)
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5.1.2. Malliavin alulus with respet to the fBm B. Let S be the set of smooth ylindrial
random variables of the form
F = f(B(ϕ1), . . . , B(ϕk)), ϕi ∈ H, i ∈ {1, . . . , k},
where f ∈ C∞(Rd,k,R) is bounded with bounded derivatives. The derivative operator
D of a smooth ylindrial random variable of the above form is dened as the H-valued
random variable
DF =
k∑
i=1
∂f
∂xi
(B(ϕ1), . . . , B(ϕk))ϕi.
This operator is losable from Lp(Ω) into Lp(Ω;H). As usual, D1,2 denotes the losure of
the set of smooth random variables with respet to the norm
‖F‖21,2 = E|F |
2 + E‖DF‖2H.
In partiular, onsidering a d-dimensional fBm (B1, . . . , Bd), if DB
i
F denotes the Malli-
avin derivative of F ∈ D1,2Bi with respet to B
i
, where D
1,2
Bi denotes the orresponding
Sobolev spae, we have DB
i
Bjt = δi,j l1(−∞,t] for i, j = 1, . . . , d, where δi,j denotes the
Kroneker symbol.
The divergene operator I is the adjoint of the derivative operator. If a random variable
φ ∈ L2(Ω;H) belongs to dom(I), the domain of the divergene operator, then I(φ) is
dened by the duality relationship
E(FI(φ)) = E〈DF, φ〉H, (68)
for every F ∈ D1,2. In additon, let us reall two useful properties veried by D and I:
• If φ ∈ dom(I) and F ∈ D1,2 suh that Fφ ∈ L2(Ω;H), then we have the following
integration by parts formula:
I(Fφ) = FI(φ)− 〈DF, φ〉H. (69)
• If φ ∈ D1,2(H), Drφ ∈ dom(I) for all r ∈ R and {I(Drφ)}r∈R is an element of
L2(Ω;H), then
DrI(φ) = φr + I(Drφ). (70)
One an relate the Malliavin derivatives with respet to B andW through the operator
K dened above. Indeed, relation (64) shows that K is invertible. This allows to state,
as in the ase of a 1-dimensional fBm B in an interval (see for example [17, Setion 5.2℄
and also [1℄), the following relations for the Malliavin derivative and divergene operators
with respet to the proesses B and W :
(i) For any F ∈ D1,2W = D
1,2
, we have:
KDF = DWF,
where DW denotes the derivative operator with respet to the proess W, and D1,2W
the orresponding Sobolev spae.
(ii) Dom(I) = K−1(Dom(IW )), and for any H-valued random variable u in Dom(I)
we have I(u) = IW (Ku), where IW denotes the divergene operator with respet
to the proess W .
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In addition, we have D
1,2(H) = (K−1)(L1,2), where L1,2 = D1,2(L2(R)), and this spae
is inluded in dom(IW ). Making use of the notations IW (φ) =
∫
R
φu dWu for any φ ∈
dom(IW ), and I(φ) =
∫
R
φu dBu for any φ ∈ dom(I), we an write:∫
R
φu dBu =
∫
R
(Kφ)(u) dWu.
This kind of relation also holds when one onsiders funtions dened on an interval.
Indeed, for some xed −∞ < a < b <∞, and H < 1/2, relation (65) yields∫ b
a
φu dBu =
∫
R
φu l1[a,b](u) dBu =
∫
R
(K[φ l1[a,b]])(u) dWu =
∫
R
(K[a,b]φ)(u) dWu,
where the operator K[a,b] is dened by:
(K[a,b]f)(u) ≡
Γ (H + 1/2)
C1(H)
(
D1/2−H−b f
)
(u), for a < u < b,
with C1(H) dened by (61). In ase of an interval [a, b], it should also be mentioned
that an important subspae of integrable proesses is the following: let E [a,b] be the set of
step-funtions on [a, b] with values in R. As in [17, Subsetion 5.2.3℄, we onsider on this
spae the semi-norm
‖ϕ‖2HK([a,b]) =
∫ b
a
ϕ2u
(b− u)1−2H
du+
∫ b
a
(∫ b
u
|ϕr − ϕu|
(r − u)3/2−H
dr
)2
du.
Let HK([a, b]) be the Hilbert spae dened as the losure of E
[a,b]
with respet to the
previous semi-norm. Then the spae HK([a, b]) is ontinuously inluded in H, and if
φ ∈ D1,2(HK([a, b])), then φ ∈ Dom(I).
5.1.3. Generalized stohasti integrals. The stohasti integrals we shall use in order to
dene our doubly delayed Lévy area and volume are dened, in a natural way, by Russo-
Vallois' symmetri approximations, that is, for a given proess φ:∫ b
a
φw d
◦Biw = L
2 − lim
ε→0
1
2ε
∫ b
a
φw
(
Biw+ε − B
i
w−ε
)
dw,
provided the limit exists. It is well known that the Russo-Vallois symmetri integral
oinides with Young's integral for H > 1/2, and with the lassial Stratonovih integral
in the Brownian ase H = 1/2. Sine these two ases are not very demanding from a
tehnial point of view, we will fous our eorts on the ase 1/4 < H < 1/2. This being
said, for v1 ∈ [−r, r], v2 ∈ [0, r], suh that v1+v2 ≥ 0, we will try to dene the inrements
B
2
and B
3
as
B
2
st(v1, v2) =
∫ t−v2
s−v2
d◦Bu ⊗
∫ u−v1
s−v2−v1
d◦Bτ , i.e. (B
2
st(v1, v2))
ij =
∫ t−v2
s−v2
d◦Bju
∫ u−v1
s−v2−v1
d◦Biτ
B
3
st(v1, v2) =
∫ t
s
d◦Bw ⊗
∫ w−v2
s−v2
d◦Bu ⊗
∫ u−v1
s−v2−v1
d◦Bτ ,
i.e. (B3st(v1, v2))
ijk =
∫ t
s
d◦Bkw
∫ w−v2
s−v2
d◦Bju
∫ u−v1
s−v2−v1
d◦Biτ , (71)
for all i, j, k ∈ {1, . . . , d}, 0 ≤ s < t ≤ T <∞.
Interestingly enough, one an establish the existene of symmetri integrals thanks to
some Malliavin alulus riterions:
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Proposition 5.1. Let φ be a stohasti proess suh that φ l1[a,b] ∈ D
1,2(HK([a, b])), for
all −∞ < a < b <∞. Suppose also that
Tr[a,b]Dφ := L
2 − lim
ε→0
1
2ε
∫ b
a
〈Dφu, l1[u−ε,u+ε]〉Hdu
is an almost surely nite random variable. Then
∫ b
a
φud
◦Biu exists, and veries∫ b
a
φud
◦Biu = I(φ l1[a,b]) + Tr[a,b]Dφ.
Furthermore, the following algebrai relation is trivially satised for this kind of inte-
grals:
Lemma 5.2. Let α = {αw, w ∈ [a, b]} be a stohasti proess suh that its symmet-
ri Russo-Vallois integral with respet to a 1-dimensional frational Brownian motion B
exists, and let F be a random variable. Then Fα is integrable with respet to B in the
Russo-Vallois symmetri integral sense and
∫ b
a
Fαw d
◦Bw = F
∫ b
a
αw d
◦Bw.
We are now ready to show the existene of delayed areas and volumes with respet to
fBm.
5.2. Delayed Lévy areas. Before we turn to statements involving inrements as fun-
tions of two parameters, let us deal rst with xed times s, t:
Proposition 5.3. Let B be a d-dimensional frational Brownian motion, with Hurst
parameter H > 1/4. Then, for s, t ∈ [0, T ], v1 ∈ [−r, r], v2 ∈ [0, r], suh that v1 + v2 ≥ 0,
the doubly delayed Lévy area, denoted by B
2
st(v1, v2) and dened by (71), is well dened.
In addition, we have E[|B2st(v1, v2)|
2] ≤ c|t − s|4H for a stritly positive onstant c =
cH,v1,T independent of v2, exhibiting the following disontinuity phenomenon: we have
limv1→0 cH,v1,T =∞, but cH,0,T is nnite.
Remark 5.1. The disontinuity result on cH,v1,T alluded to above is not a surprise, and
had already been observed in [16℄.
Proof. As mentioned before, the ase H ≥ 1/2 is rather easy to handle, and we thus fous
on 1/4 < H < 1/2. It should also be mentioned that Lévy areas an be onstruted
in a similar way to [16℄, though an extra attention has to be paid in order to treat
irregular ases, when H approahes 1/4. As a last preliminary remark, observe that, due
to the stationarity property of the fBm we shall work without loss of generality on the
interval [0, t − s] instead of [s − v2, t − v2] in the sequel, that is, B2st(v1, v2) behaves as
B
2
0,t−s(v1) = B
2
0,t−s(v1, 0).
1) Case i = j and v1 ≥ 0. Consider the proess φ = (Bi·−v1−B
i
−v1
) l1[0,t−s](·). When v1 ≥ 0,
the arguments in [16, Proposition 5.2℄ for 1/3 < H < 1/2 also hold for 1/4 < H ≤ 1/3.
Thus
(B20,t−s(v1))
ii = IB
i
(φ) + Tr[0,t−s]D
Biφ,
where IB
i
(φ) denotes the divergene integral of φ with respet to Bi and
Tr[0,t−s]D
Biφ =
{
1
2
(t− s)2H , if v1 = 0,
−Hv2H−11 (t− s) +
1
2
(
(t− s+ v1)2H − v2H1
)
, if v1 > 0.
In addition, one an also prove, as in [16℄, that
E
∣∣(B20,t−s(v1))ii∣∣2 ≤ cH,v1 |t− s|4H ,
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for any v1 ∈ (0, r], where limv1→0 cH,v1 =∞. On the other hand, the omputations above
also show that E|(B20,t−s(v1, 0))
ii|2 ≤ cH,v1 |t− s|
4H
.
2) Case i = j and v1 < 0. When v1 < 0, we will show that
(B20,t−s(v1))
ii = IB
i
(φ) + Tr[0,t−s]D
Biφ, (72)
where now
Tr[0,t−s]D
Biφ = H(−v1)
2H−1(t− s) +
1
2
(
|t− s+ v1|
2H − (−v1)
2H
)
. (73)
Indeed, notie that DB
i
r φu = l1[−v1,u−v1](r) l1[0,t−s](u) and furthermore, for u ∈ [0, t− s] and
ε ∈ [0,−v1], one an write
〈 l1[−v1,u−v1], l1[u−ε,u+ε]〉H
=
1
2
(
| − v1 + ε|
2H − | − v1 − ε|
2H + | − v1 − u− ε|
2H − | − v1 − u+ ε|
2H
)
=
1
2
(
(−v1 + ε)
2H − (−v1 − ε)
2H + | − v1 − u− ε|
2H − | − v1 − u+ ε|
2H
)
.
Performing now a Taylor expansion in a neighbourhood of ε = 0, we get
(−v1 + ε)
2H − (−v1 − ε)
2H = 4H(−v1)
2H−1ε+ o
(
ε2
)
.
Thus, applying the dominated onvergene theorem (details are left to the reader) we
obtain
lim
ε→0
∫ t−s
0
1
4ε
(
(−v1 + ε)
2H − (−v1 − ε)
2H
)
du = H(−v1)
2H−1(t− s). (74)
Along the same lines, by separating the ases −v1 ≥ t − s, 0 < u < −v1 < t − s and
−v1 ≤ u < t− s, it an also be proved that
lim
ε→0
∫ t−s
0
1
4ε
(
| − v1−u− ε|
2H − |− v1−u+ ε|
2H
)
du =
1
2
(
|t− s+ v1|
2H − (−v1)
2H
)
. (75)
We now obtain (73) by putting together (74) and (75).
Let us bound now Tr[0,t−s]D
Biφ from expression (73): in the ase −v1 ≥ t− s, invoking
the fat that, for 0 < p < 1 and a ≥ b > 0, the inequality ap − bp ≤ (a − b)p holds true,
we obtain∣∣Tr[0,t−s]DBiφ∣∣ = H(−v1)2H−1(t− s) + 1
2
(
(−v1)
2H − (−v1 − (t− s))
2H
)
≤ H(t− s)2H +
1
2
(
(−v1)
2H − ((−v1)
2H − (t− s)2H)
)
≤ (t− s)2H ,
and in the ase −v1 < t− s, we also have∣∣Tr[0,t−s]DBiφ∣∣ = H(−v1)2H−1(t− s) + 1
2
∣∣(t− s+ v1)2H − (−v1)2H∣∣
≤ H(−v1)
2H−1T 1−2H(t− s)2H +
1
2
(
(t− s)2H + (−v1)
2H + (−v1)
2H
)
≤
(
H(−v1)
2H−1T 1−2H +
3
2
)
(t− s)2H .
Thus, we have found∣∣Tr[0,t−s]DBiφ∣∣ ≤ (H(−v1)2H−1T 1−2H + 3
2
)
(t− s)2H , for all v1 ∈ [−r, 0). (76)
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We proeed now to bound the term IB
i
(φ) in (72): owing to (70), we have
DB
i
r I
Bi(φ) = (Bir−v1 −B
i
−v1
) l1[0,t−s](r) + I
Bi
(
l1[−v1,·−v1] l1[0,t−s](·)
)
= (Bir−v1 −B
i
−v1
) l1[0,t−s](r) + I
Bi
(
l1[v1+r,t−s](·)
)
l1[−v1,t−s−v1](r)
= (Bir−v1 −B
i
−v1
) l1[0,t−s](r) + (B
i
t−s − B
i
v1+r
) l1[−v1,t−s−v1](r). (77)
Hene, thanks to (77) and using the same arguments as in the proof of [16, Propositon
5.2℄, we obtain
E|IB
i
(φ)|2 ≤ cH |t− s|
4H , (78)
with a onstant cH > 0 independent of v1.
Finally, (76) and (78) imply E|(B20,t−s(v1))
ii|2 ≤ cH,v1 |t− s|
4H
for any v1 ∈ [−r, 0), and
thus, aording to our stationarity argument:
E
∣∣(B2st(v1, v2))ii∣∣2 ≤ cH,v1 |t− s|4H , (79)
for any v1 ∈ [−r, 0) and v2 ∈ [0, r].
3) Case i 6= j. This ase an be treated similarly to [16, Proposition 5.2℄, and yields the
same kind of inequality as in equation (79).
Our laim E[|B2st(v1, v2)|
2] ≤ c|t− s|4H now stems easily from the inequalities we have
obtained for the 3 ases i = j and v1 ≥ 0, i = j and v1 < 0, and i 6= j.

We an go one step further, and state a result onerning B
2
as an inrement.
Proposition 5.4. Let B
2
be the inrement dened at Proposition 5.3. Then B
2
satises
Hypothesis 4.1 and 4.2.
Proof. First, we have to ensure the almost sure existene of B
2
st(v1, v2) for all s, t ∈ [0, T ].
This an be done by notiing that B
2
st(v1, v2) is a random variable in the seond haos of
the frational Brownian motion B, on whih all Lp-norms are equivalent for p > 1. Hene
we an write:
E
∣∣(B2st(v1, v2))ij∣∣p ≤ cH,v1,p|t− s|2pH, (80)
for any i, j ∈ {1, . . . , d} and p ≥ 2. With the same kind of alulations, one an also
obtain the inequality
E
∣∣(B2s2t2(v1, v2))ij − (B2s1t1(v1, v2))ij∣∣p ≤ cH,v1,p (|t2 − t1|pH + |s2 − s1|pH) .
Then, a standard appliation of Kolmogorov's riterion yields the almost sure denition
of the whole family {B2st(v1, v2); s, t ∈ [0, T ]}, and its ontinuity as a funtion of s and t.
Moreover, a diret appliation of Lemma 5.2 gives
δB2(v1, v2) = δ(B(v2 + v1))⊗ δ(B(v2)), (81)
and Fubini's theorem for Stratonovih integrals with respet to B also yield easily Hypoth-
esis 4.2. Finally, it is readily heked that B
2(v1, v2) ∈ C
2γ
2 (R
d,d) for any 1/4 < γ < H ,
v1 ∈ [−r, r] (separating the ase v1 = 0) and v2 ∈ [0, r]. Indeed, it is suient to apply
Corollary 4 in [9℄ (see also inequality (90) in [16℄), having in mind the bound (80) and
expression (81).

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5.3. Delayed volumes. We study now the term B
3(v1, v2), starting from a similar state-
ment as in Proposition 5.3:
Proposition 5.5. Let B be a d-dimensional frational Brownian motion, with Hurst
parameter H > 1/4. Then, for s, t ∈ [0, T ], v1 ∈ [−r, r], v2 ∈ [0, r], suh that v1 + v2 ≥ 0,
the doubly delayed volume, denoted by B
3(v1, v2) and dened by (71), is well dened. In
addition, we have E[|B3(v1, v2)|2] ≤ c|t− s|6H for a stritly positive onstant c = cH,T,v1,v2
suh that it goes to ∞ if v1 → 0 or v2 → 0, but is also well dened if v1 = v2 = 0.
Proof. Here again, we fous on the ase 1/4 < H < 1/2, and due tho the stationarity
property of the fBm, we shall work without loss of generality on the interval [0, t − s]
instead of [s, t] in the sequel. For notational sake, we will also set τ = t − s in the
remainder of the proof.
1) Case i = j = k. Consider the proess ψ = (B20,·(v1, v2)
ii) l1[0,τ ](·). We will dene
(B3(v1, v2))
iii
as
∫ τ
0
ψud
◦Biu, whih amounts to show that ψ ∈ D
1,2(HK([0, T ])) and to
ompute the trae of the proess ψ.
With this aim in mind, let us rst ompute the Malliavin derivative of ψ: it is easily
seen that
DB
i
r ψu (82)
= (Bir−v1 − B
i
−v2−v1
) l1[−v2,u−v2](r) l1[0,τ ](u) + I
Bi
(
l1[−v2−v1,·−v1](r) l1[−v2,u−v2](·)
)
l1[0,τ ](u)
= (Bir−v1 − B
i
−v2−v1) l1[−v2,u−v2](r) l1[0,τ ](u) + (B
i
u−v2 −B
i
r+v1) l1[−v2−v1,u−v2−v1](r) l1[0,τ ](u).
From this identity, one an hek that ψ ∈ D1,2(HK([0, T ])). We will now evaluate∫ τ
0
ψud
◦Biu by separating the Skorokhod and the trae term in the symmetri integral.
(i) Evaluation of the trae term. We start by observing that DB
i
ψu an also be written
as:
DB
i
r ψu = I
Bi
(
l1[·+v1,u−v2](r) l1[−v2−v1,u−v2−v1](·)
)
l1[0,τ ](u)
+ IB
i(
l1[−v2−v1,·−v1](r) l1[−v2,u−v2](·)
)
l1[0,τ ](u). (83)
Apply then Fubini's Theorem in order to get∫ τ
0
〈
DB
i
ψu, l1[u−ε,u+ε]
〉
H
du
=
∫ τ−v2−v1
−v2−v1
(∫ τ
w+v2+v1
〈 l1[w+v1,u−v2], l1[u−ε,u+ε]〉H du
)
dBiw (84)
+
∫ τ−v2
−v2
(∫ τ
w+v2
〈 l1[−v2−v1,w−v1], l1[u−ε,u+ε]〉H du
)
dBiw, (85)
where the last two integrals have to be interpreted in the Wiener sense, and are well-
dened aording to the riterions in [18℄.
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Let us evaluate the salar produt in (84): for a xed v2 > 0, u ∈ [w + v2 + v1, τ ],
w ∈ [−v2 − v1, τ − v2 − v1] and ε ∈ [0, v2], we an write
〈 l1[w+v1,u−v2], l1[u−ε,u+ε]〉H
=
1
2
(
| − v2 + ε|
2H − | − v2 − ε|
2H + |w + v1 − u− ε|
2H − |w + v1 − u+ ε|
2H
)
=
1
2
(
(v2 − ε)
2H − (v2 + ε)
2H + (u− w − v1 + ε)
2H − (u− w − v1 − ε)
2H
)
= 2H
(
− v2H−12 + (u− w − v1)
2H−1
)
ε+ o(ε2).
If v2 = 0, one an prove similarly that for ε small enough,
〈 l1[w+v1,u−v2], l1[u−ε,u+ε]〉H = 2H(u− w − v1)
2H−1ε+ o(ε2).
This yields easily the relation
lim
ε→0
1
2ε
〈 l1[w+v1,u−v2], l1[u−ε,u+ε]〉H =
{
H
(
− v2H−12 + (u− w − v1)
2H−1
)
if v2 > 0,
H(u− w − v1)2H−1 if v2 = 0.
The same kind of elementary arguments work for the salar produt in expression (85),
and one obtains:
lim
ε→0
1
2ε
〈 l1[−v2−v1,w−v1], l1[u−ε,u+ε]〉H = H
(
− (u− w + v1)
2H−1 + (v2 + v1 + u)
2H−1
)
.
Thus, by an appliation of the dominated onvergene theorem (whose details are left to
the reader) we get, for a xed v2 > 0,
Tr[0,τ ]D
Biψ (86)
=
∫ τ−v2−v1
−v2−v1
(
−Hv2H−12 (τ − w − v2 − v1) +
1
2
[(τ − w − v1)
2H − v2H2 ]
)
dBiw
+
1
2
∫ τ−v2
−v2
(
(v2 + v1)
2H − (τ − w + v1)
2H + (τ + v2 + v1)
2H − (2v2 + v1 + w)
2H
)
dBiw,
and for v2 = 0, we end up with:
Tr[0,τ ]D
Biψ =
1
2
∫ τ−v1
−v1
(τ − w − v1)
2HdBiw
+
1
2
∫ τ
0
(
v2H1 − (τ − w + v1)
2H + (τ + v1)
2H − (v1 + w)
2H
)
dBiw.
For the remainder of the paper, the relation a . b stands for a ≤ Cb with a universal
onstant C. Starting from equation (86), let us evaluate Tr[0,τ ]D
Biψ for v2 > 0. Observe
rst that one an write E[|Tr[0,τ ]DB
i
ψ|2] .
∑4
l=1 Jl, where Jl an be deomposed itself as
Jl = E[|
∫ τ
0
Fl(w)dB
i
w|
2], with
F1(w) = (τ − w), F2(w) = (τ + v2 + v1)
2H − (v2 + v1 + w)
2H
F3(w) = (v2 + v1)
2H − (τ − w + v2 + v1)
2H , F4(w) = (τ − w + v2)
2H − v2H2 .
Thus, thanks to relation (67), we obtain:
Jl = ‖Fl‖
2
H([0,τ ]) = cH
∥∥∥D1/2−H−τ Fl∥∥∥2
L2([0,τ ])
.
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Furthermore, eah Fl is a power funtion, whose frational derivative D
1/2−H
−τ Fl an be
omputed expliitly. It is then easily shown that E|Tr[0,τ ]DB
i
ψ|2 ≤ cH,v2,T τ
6H
, where
cH,v2,T = cH,Tv
2(2H−1)
2 + cH . Analogously, for v2 = 0, we get E|Tr[0,τ ]D
Biψ|2 ≤ cHτ 6H .
(ii) Evaluation of the Skorokhod term. We shall prove that E|IB
i
(ψ)|2 ≤ cH,v1,T τ
6H
and to this aim, let us deompose ψ into its Skorokhod and trae part. This gives
E|IB
i
(ψ)|2 ≤ 2E|IB
i
(ψ1)|2 + 2E|IB
i
(ψ2)|2, where
ψ1(w) =
∫ w−v2
−v2
[Biu−v1 − B
i
−v2−v1
]dBiu
ψ2(w) = Tr[0,w]D
Biφ, with φ = (Bi·−v1 −B
i
−v2−v1
) l1[−v2,w−v2](·).
The proof that
E|IB
i
(ψ2)|
2 ≤ cH,v1,T τ
6H ,
where cH,v1,T →∞ if v1 → 0 but is also well dened if v1 = 0, an be obtained using the
same arguments as for Step (i), and we then onentrate on the Skorokhod term IB
i
(ψ1).
To estimate E|IB
i
(ψ1)|2, we use rst identity (68), whih an be read here as E|IB
i
(ψ1)|2
= E[〈ψ1, DB
i
IB
i
(ψ1)〉H]. Taking into aount relation (70), the expression (82) we have
obtained for DB
i
ψ1, and the isomorphism (67), we end up with
E
[
|IB
i
(ψ1)|
2
]
. Q1 +Q2 +Q3, (87)
where Q1, Q2, Q3 are respetively dened by:
Q1 = E
∥∥∥D1/2−H−τ ψ1∥∥∥2
L2([0,τ ])
Q2 = E
∥∥∥∥D1/2−H−(τ−v2)(∫ τ
·+v2
[Bi·−v1 − B
i
−v2−v1
]dBiw
)∥∥∥∥2
L2([−v2,τ−v2])
Q3 = E
∥∥∥∥D1/2−H−(τ−v2−v1)(∫ τ
·+v2+v1
[Biw−v2 −B
i
r+v1
]dBiw
)∥∥∥∥2
L2([−v2−v1,τ−v2−v1])
.
We now estimate those 3 terms separately, starting withQ1: invoking the very denition
(65) of the frational derivative D1/2−H−τ , it is easily seen that Q1 . A1 + A2, where
A1 = E
∫ τ
0
(∫ r−v2
−v2
[Biu−v1 −B
i
−v2−v1 ]dB
i
u
)2
1
(τ − r)1−2H
dr
A2 = E
∫ τ
0
(∫ τ
r
∫ w−v2
−v2
[Biu−v1 −B
i
−v2−v1
]dBiu −
∫ r−v2
−v2
[Biu−v1 − B
i
−v2−v1
]dBiu
(w − r)3/2−H
dw
)2
dr
The term A1 is easily bounded: aording to Fubini's theorem and to our previous bounds
on B
2
, we have
A1 =
∫ τ
0
E
(∫ r−v2
−v2
[Biu−v1 − B
i
−v2−v1 ]dB
i
u
)2
1
(τ − r)1−2H
dr
≤ cH
∫ τ
0
r4H
1
(τ − r)1−2H
dr ≤ cHτ
4H
∫ τ
0
1
(τ − r)1−2H
dr =
cH
2H
τ 6H .
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The term A2 is a little longer to treat. However, by resorting to the same kind of tools, one
is able to prove that A2 ≤ cHτ 6H , and gathering the estimates on A1 and A2, we obtain
Q1 ≤ cHτ 6H as well. Finally, after some tedious omputations whih will be spared to the
reader for sake of oniseness, we obtain the same kind of bound for Q2 and Q3.
Now one has to reverse our deomposition proess: putting together our estimates on
Q1, Q2, Q3 and plugging them into (87), we get E[|IB
i
(ψ1)|2] ≤ cHτ 6H , with a onstant
cH > 0 independent of v1, v2. Finally, gathering the bounds on the Skorokhod and the
trae term, one obtains E[|(B3(v1, v2))iii|2] ≤ c|t− s|6H .
2) Other ases. The previous arguments and omputations an be simplied to obtain
the desired result for the ase i = k 6= j and j = k 6= i. The ases i = j 6= k and i 6= j 6= k
an be treated by means of Wiener integrals estimations. This nishes the proof of our
laim E[|B3(v1, v2)|2] ≤ c|t− s|6H .

As in the ase of delayed Lévy areas, and with exatly the same kind of arguments, one
an push forward the analysis in order to deal with B
3
as an inrement:
Theorem 5.6. Let B
3
be the inrement dened at Proposition 5.5. Then B
3
satises
Hypothesis 4.1. Taking into aount Proposition 5.4, Theorem 4.6 an thus be applied
almost surely to the paths of the d-dimensional fBm with Hurst parameter H > 1/4.
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