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Vorwort
Die richtige Mischung von Technologie, Intuition und Erfahrung...
Gutes Softwaredesign, eine solide und überschaubare Architektur ...
Xtreme Programming mit einem guten Team...
...führen ein Projekt ins Ziel.
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Einleitung
Die zunehmende Internationalisierung der Märkte, das wachsende, immer differenziertere
Produktangebot und die hohe technische Innovationsgeschwindigkeit führen zu immer härteren
Wettbewerbsbedingungen auf dem Markt. Diese Situation zwingt die Unternehmen nicht nur zu
kontinuierlichen Anstrengungen, um ihre Produktivität und Qualität zu steigern, sondern es stehen
auch immer geringere Mittel für die Realisierung von Produktions- und/oder Messeinheiten innerhalb
des Produktionsprozesses zur Verfügung.
Besonders schwer wiegt hier, dass viele Produktions- und Messeinheiten in der Regel
Sonderanfertigungen, beziehungsweise -entwicklungen sind, welche in kleinen Stückzahlen produziert
werden oder auf eine Anforderung des Kunden speziell zugeschnitten sind.
Als Folge dessen werden Entwickler mit folgenden Grundforderungen konfrontiert:
 Abstimmung der Architektur auf vorhandene und/oder gängige Infrastrukturen
 Reduzierung des Entwicklungsaufwandes durch Modularisierung des Systemaufbaues
 Reduzierung der Wartungs- und Administrationskosten durch einfache Handhabbarkeit
 Maximierung der Betriebssicherheit und Minimierung der Ausfallzeiten
 Einfache Erweiterbarkeit
 Hohe Wiederverwendbarkeit
Ein Resümee von Softwareprojekten über die letzten Jahre zeigt, dass sich der Rahmen für
Softwareentwicklung insgesamt geändert hat. Softwareprojekte sind heute mehrschichtige, verteilte
(ggf. auch komponentenbasierte) Anwendungen mit gestiegenen Anforderungen an Funktionalität,
Qualität und Flexibilität.
In Verbindung mit sich schnell entwickelnden Technologien wie C#, Java, CORBA, DCOM, ATL, XML
usw. werden Softwareprojekte weder überschaubarer, schneller, sicherer noch billiger. – Jede Technik
birgt, neben vielen Versprechungen, auch ein technologisches Risiko in sich, welches von einem
Entwicklungsteam erst einmal souverän beherrscht werden will. Die Grenzen und die Einsatzgebiete
solcher Techniken werden definiert durch die Sensibilität und das Verantwortungsbewusstsein der
Entwickler im Umgang mit diesen technologischen Risiken.
Allein die Verwendung von Standards ist keine Versicherung für einen erfolgreichen Abschluss eines
Projektes. Auf der einen Seite ist es so, dass den Standards oft das Manko anhaftet, dass sie auf
Universalität ausgelegt sind und sie von daher eine hohe Komplexität aufweisen. Andererseits drängt
sich bei dem einen oder anderen Standard das ungute Gefühl auf, dass der Standard selbst eine
Entwicklung vom Grünen Tisch ist. Dieses Gefühl rührt daher, dass der jeweilige Standard einfach für
einen anderen topologischen Ansatz oder für Softwareprojekte mit einem ganz anderen Charakter
definiert wurde.
Je komplexer ein System ist, desto langwieriger wird der Entwicklungsprozess, da die Komplexität von
einem verteilten Mess- und Steuerungssystem im System selbst liegt. Aus diesem Grunde sollte sich
die Aufmerksamkeit und Energie eines Entwicklungsteams auf die Komplexität des Systems richten,
mit dem Ziel gute Software und effektiven Code zu erstellen, und nicht im Verständnis der
verwendeten Werkzeuge verpuffen.
Die Gliederung eines Systems nach Verantwortlichkeiten führt zu robusten, stabileren Anwendungen.
Hierzu reicht es nicht, Funktionalität und Daten zu Klassen zusammenzufassen. – Die
Verantwortlichkeit sollte im Vordergrund stehen; und das Finden der richtigen Verantwortlichkeiten
innerhalb eines verteilten Softwaresystems ist nicht ohne Tücken.
Die Methoden der objektorientierten Programmierung liefern dem Entwickler die Grundlage,
Realisierungen entsprechend zu modularisieren. Reichhaltige Standards und Werkzeuge wirken
unterstützend, und Netzwerke ermöglichen die Verteilung der Anwendungen über mehrere Systeme.
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Gleichzeitig erfordern die Methoden der Objektorientierung (im allgemeinen) höhere Ansprüche an die
Kenntnisse und Erfahrungen der beteiligten Entwickler. - Mit Hilfe der Objektorientierung ist es
einfach, Dinge kompliziert zu machen. In der Praxis bedeutet dies, dass eine ‚flachere’
Klassenhierarchie und eine bewusste Reduzierung von abstrakten und virtuellen Basisklassen, der
Verzicht auf ‚Friend’ – Beziehungen, verbunden mit dem Verzicht auf Mehrfachvererbung, zu
überschaubareren Anwendungen führt.
In vielen Firmen und Organisationen steckt die oft gepriesene Wiederverwendung von Objekten noch
in den Kinderschuhen. Zum einen fehlt es hier an einem geeigneten organisatorischen Rahmen mit
einem effektiven Wissensmanagement und/oder Vorgehensmodell. Zum anderen müssen viele
Komponenten, Objekte und Module überhaupt erst einmal auf Wiederverwendbarkeit ausgelegt
werden und es muss die Bereitschaft zur Wiederverwendung bestehen. Der effektive Nutzen einiger
objektorientierter Techniken, beispielsweise die Vererbung und Mehrfachvererbung, werden in diesem
Zusammenhang oft überschätzt.
Ziel der Objektorientierung sollte eine Zusammenfassung zahlreicher einzelner Techniken und
Prinzipien sein, die vor allem in ihrem Zusammenwirken bestehen. Auch unabhängig voneinander
bieten viele dieser Techniken Vorteile.
Leider beinhalten die Architekturen und Konzepte der ‚Verteilten Systeme’ Schwächen, diese für
verteilte Mess- und Steuerungssysteme direkt umzusetzen.
Ziel dieser Arbeit ist es, die Schwächen vorhandener Konzepte aufzuzeigen und eine Architektur, die
DDNA1, vorzustellen, die den Entwickler unterstützt, verteilte Mess- und Steuerungssysteme bis hin zu
Prozessleitsystemen unter dem Betriebssystem Windows zu entwickeln.
Um es dem Leser zu ermöglichen, eine Vorstellung des industriellen Umfeldes für den die DDNA
konzipiert ist zu erlangen, wird zunächst eine Einführung in Prozessleitsysteme im allgemeinen
gegeben. Dies geschieht mit dem Hintergrund, dass sowohl die Topologie, als auch die hier zum
Einsatz kommenden Feldbusse denen eines (verteilten) Mess- und Steuerungssystems entsprechen.
Anschließend wird die Entwicklung vom monolithischen zum verteilten System betrachtet und die
Struktur verteilter Systeme wird näher analysiert.
Im Kapitel ‚Methoden zur Entwicklung verteilter Systeme’ werden die gängigen
Komponententechniken, welche bei der Entwicklung von verteilten Systemen zum Einsatz gelangen
vorgestellt und für die Realisierung eines verteilten Mess- und Steuerungssystems auf Grund ihrer
Funktion bewertet.
Anschließend wird ein konzeptioneller Ansatz für ein verteiltes Mess- und Steuerungssystem
entwickelt, welcher in einem Modellentwurf mündet. Hiernach erfolgt die Vorstellung eines
Abstraktionsmodells, dass im Kapitel ‚DDNA’ zur Anwendung gelangt.
Neben der Darstellung des Abstraktionsmodells beinhaltet das Kapitel ‚DDNA’ noch eine Prüfung der
in Kapitel ‚Struktur verteilter Systeme’ formulierten Anforderungen für verteilte Mess- und
Steuerungssysteme, eine Darstellung der Vor- und Nachteile der DDNA sowie einen Ausblick auf ein
zukünftiges Einsatzgebiet.
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Prozessleitsysteme
Als in den sechziger Jahren begonnen wurde, Digitalrechner zur Führung von technischen Prozessen
einzusetzen, verwendete man zunächst streng zentrale Strukturen. Oft wurde ein einziger
Prozessrechner, wie ein zur Prozessführung eingesetzter Rechner genannt wird, mit dem Prozess
verbunden. Wie in Abbildung 8-1 angedeutet, werden Sensoren wie Lichtschranken oder induktive
Näherungsschalter, die digitale bzw. binäre Signale abgeben, an die digitale Eingabebaugruppe
angeschlossen. Aktoren wie Relais oder Schütze erhalten binäre Signale über die digitale Ausgabe.
Entsprechend werden Sensoren wie Temperaturfühler oder Druckmesser, die ein analoges Signal in
einem Normbereich, wie z.B. 4 bis 20 mA, erzeugen, an die analoge Eingabe angeschlossen. In diese
Baugruppe integrierte Analog-Digital-Umsetzer konvertieren dieses Signal in eine Binärzahl, die im
Prozessrechner verarbeitet werden kann. Entsprechend werden innerhalb der analogen Ausgabe
Binärzahlen durch Digital-Analog-Umsetzer in analoge Normsignale konvertiert und an Aktoren wie
Antriebe oder Ventile ausgegeben. Die Verbindung zwischen Prozessrechner und jedem einzelnen
Sensor oder Aktor erfolgt über eine individuelle Zweipunktverbindung.
Abb. 8-1: Verbindung des Prozessrechners mit Aktoren und Sensoren.
Ein solcher Prozessrechner verfügt über ein Betriebssystem, das die Basis bietet, die gesamte
Prozessführungsaufgabe zu übernehmen. Dazu gehört insbesondere das Erfassen von Werten über
die digitale und analoge Eingabe und im Rahmen der Steuerungs- und Regelungsaufgaben die
Berechnung der daraus resultierenden Ausgabewerte an den Prozess. Darüber hinaus muss die
Verbindung mit dem Bediener über entsprechende Bediengeräte (Terminal bzw. Bildschirm und
Tastatur) mit geeigneten Bedienoberflächen hergestellt werden.
Da Prozessrechner teuer waren, war die Anzahl der eingesetzten Rechner zwangsläufig begrenzt. Der
Preisverfall bei der Hardware und das immer größer werdende Angebot von vergleichsweise billiger
Standardsoftware für grafische Bedienoberflächen, die Messwertauswertung, usw. hat zu einer
zunehmenden Dezentralisierung geführt.
Für moderne Prozessleitsysteme typisch ist eine Aufteilung der einzelnen Aufgaben auf
hardwaremäßig getrennte Geräte. Die Kommunikation mit dem Bediener übernehmen Anzeige- und
Bedienkomponenten, die heute fast durchweg durch Standard-Workstations realisiert werden können.
Auch eine ggf. integrierte Engineering Workstation, mit der die Konfiguration, Diagnose und Wartung
durchgeführt wird, basiert auf solchen Standardkomponenten.
Prozessrechner
digitale Eingabe digitale Ausgabe analoge Eingabe analoge Ausgabe
S S A A S S A A
Sensoren wie
Lichtschranken
Aktoren wie
Relais
Sensoren wie
Temperaturfühler
Aktoren wie
Antriebe
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Abb. 9-1: Struktur eines modernen Prozessleitsystems.
Die Prozessbeobachtung und Prozessführung übernehmen die prozessnahen Komponenten, die ggf.
Prozessrechner mit speziellem Echtzeitbetriebssystem sind - Klassisch ist hier die
Speicherprogrammierbare Steuerung; kurz SPS. Zur Erfüllung ihrer Aufgabe werden die
prozessnahen  Komponenten weiterhin, wie in Abbildung 8-1 dargestellt, mit den Aktoren und
Sensoren verbunden. In zunehmenden Maße erfolgt die Anbindung hier mit Hilfe von Feldbussen, so
dass eine Ankopplung nach Abbildung 9-1 erfolgt.
Prozessleitsysteme können in sehr unterschiedlichen Ausbaustufen realisiert werden. Es sind
durchaus Systeme denkbar, in denen eine Workstation die Aufgaben von Anzeige und
Bedienkomponenten und die der Engineering Workstation übernimmt, während
Speicherprogrammierbare Steuerungen als prozessnahe Komponenten eingesetzt werden.
Auch Konfigurationen, in denen Aufgaben der prozessnahen Komponenten auf die Workstation
verlagert werden, sind denkbar.
Anzeige - und
Bedienkomponente
Anzeige - und
Bedienkomponente
Engineering -
system
Offener Bus
Geschlossener
Bus
Prozessnahe
Komponente
Prozessnahe
Komponente
Anschlussmodul
S
Feldbus
S KompaktreglerGatewayA
Aktoren, Sensoren mit
Feldbusinterface
Aktoren, Sensoren ohne
Businterface
S SA
Aktoren, Sensoren mit
einfachem Businterface
S SA
Aktoren, Sensoren mit
einfachem Businterface
Aktor -
 Sensor - Bus
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Große Prozessleitsysteme können aus mehreren Workstations und mehreren prozessnahen
Komponenten bestehen. Unabhängig von der Ausbaustufe ist der prinzipielle Aufbau mit der
Verteilung der Aufgaben auf mehrere Rechner bzw. Computer und ggf. Speicherprogrammierbare
Steuerungen gleich.
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Busse in Prozessleitsystemen
Der dezentrale Aufbau moderner Prozessleitsysteme zieht zwangsläufig nach sich, dass die einzelnen
Komponenten miteinander vernetzt bzw. über Busse verbunden werden müssen (vergleiche
Abbildung 9-1). Die hier eingesetzten Busse arbeiten im allgemeinen im Zeitmultiplexverfahren, d.h.
einem Gerät, das ein Telegramm mit einer Nachricht über den Bus zu einem anderen Gerät
verschicken will, steht der Bus für die dafür benötigte Zeit exklusiv zur Verfügung. Erst nach Abschluss
der Übertragung kann ein anderes Gerät den Bus exklusiv zum Versenden seines Telegramms
benutzen. Die Telegramme bestehen aus einer mehr oder weniger großen Anzahl von Bits, die seriell
auf einer Leitung übertragen werden.
Aufgrund der ganz unterschiedlichen Anforderungen lassen sich in Abbildung 9-1 vier Bustypen
unterscheiden:
Offener Bus
Die Anzeige- und Bedienkomponenten und die Engineering Workstation als Schnittstellen zu den
Bedienern werden innerhalb einer Fabrik, aber auch darüber hinaus vernetzt. So wird die Verbindung
der Prozessleitebene, zu der im allgemeinen Anzeige und Bedienkomponenten und die Engineering
Workstation gezählt werden, mit den anderen Ebenen der Fabrik, insbesondere der Betriebsleitebene,
hergestellt. Dieser Bus, der oft auch als Kommunikationsrückgrat bzw. Backbone bezeichnet wird,
muss ein offener Bus sein, dessen Spezifikationen allgemein bekannt sind und an den Geräte der
verschiedenen Hersteller angeschlossen werden können. Die Bedingungen sind dieselben wie bei ei-
nem Local Area Network, mit dem Rechner im Bürobereich vernetzt werden. Deshalb ist in diesem
Bereich das Ethernet weit verbreitet und entsprechend ist hier das TCP/IP (Transmission Control
Protocol / Internet suit of Protocols) ein allgemein anerkannter Standard.
Geschlossener Systembus
Die Idee des geschlossenen Systembusses liegt darin, die Anzeige- und Bedienkomponenten sowie
die Engineering Workstation mit den prozessnahen Komponenten zu verbinden. Da der geschlossene
Systembus die Rechner in verschiedenen (Fertigungs-) Zellen miteinander verbindet oder
verschiedene prozessnahe Komponenten als (Fertigungs-) Zelle abbildet, wird er auch als Zellenbus
bezeichnet.
Um die Vielfalt der Geräte und die damit verbundene (hohe) Anzahl an unterschiedlichen
Kommunikationsprotokollen innerhalb einer Fertigungszelle beherrschbar zu machen, wurde auf
Betreiben von General Motors Anfang der achtziger Jahre das Manufacturing Automation Protocol,
kurz MAP, als Sammlung empfohlener Standard-Dienste und Standard-Protokolle für die
Kommunikation definiert. Zu den MAP-Empfehlungen gehört die Manufacturing Message
Specification, kurz MMS, um die Kommunikation zwischen Leitrechnern, Zellenrechnern sowie
speicherprogrammierbaren Steuerungen und Automatisierungsgeräten einheitlich abzuwickeln.2
Es ist zu beobachten, dass der geschlossenen Systembus zunehmend an Bedeutung verliert, da
immer mehr prozessnahe Komponenten über Ethernet - Schnittstellen verfügen und als Folge dessen
der geschlossene Systembus zugunsten einer breiteren Prozessleitebene verschwindet, da die
prozessnahen Komponenten direkt in den offenen Systembus integriert werden.
                                                     
2 Das Manufacturing Automation Protocol (MAP) entstammt der rechnerintegrierten Fertigung, welche als Computer Integrated
Manufacturing, kurz CIM, bezeichnet wird. Unter dem Schlagwort CIM versteht man die Strukturierung eines
Fertigungsprozesses in eng gekoppelte Teilprozesse. Diese Teilprozesse sind über ein Rechnernetz verbunden und teilen sich
eine gemeinsame und damit integrierend wirkende Informationsbasis.
Anwendungen mit CIM-Funktionen können auf Leitrechnern, Zellenrechnern und programmierbaren Steuerungen implementiert
werden. Diese wiederum steuern andere Automatisierungsgeräte wie aktive und passive Sensoren, Motoren,
Betriebsdatenerfassungsgeräte, Visualisierungsgeräte, Handhabungsroboter, programmierbare Werkzeugmaschinen, fahrbare
Transportsysteme, Transportbänder , ... . Die große Vielfalt an Geräten und Herstellern äußert sich unter anderem in
inkompatiblen Geräteschnittstellen, die mit immer neuem Aufwand an ein Kommunikationssystem angepasst und darin
eingebunden werden müssen. An dieser Stelle setzt MAP mit dem Ziel der Vereinheitlichung und daraus resultierender
Kostenreduzierung an. MAP hat als Kommunikationsmethode zwischen CIM-Anwendungen auf Rechnern und
Automatisierungsgeräten für die ISO/OSI - Anwendungsschicht 7 einheitlich MMS nach ISO 9506 festgelegt.
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Feldbus
Der Feldbus stellt die Verbindung zwischen prozessnaher Komponente und Aktoren, Sensoren,
Kompaktreglern usw. her.3 Der Bereich, in dem sich Aktoren und Sensoren einschließlich ihres
Anschlusses an die prozessnahen Komponenten befinden, wird Feldebene genannt. Die Aktoren,
Sensoren usw. werden deshalb allgemein als Feldgeräte bezeichnet und der sie verbindende Bus
heißt entsprechend Feldbus.4
Die Feldgeräte verfügen ggf. ihrerseits über einen eigenen Prozessor, mit dem sie beispielsweise eine
Vorverarbeitung eines Messwertes durchführen oder Regelungsaufgaben übernehmen. Dieser
Prozessor übernimmt, oft unterstützt von speziellen Businterface-Bausteinen, die Kommunikation über
den Bus.
Abb. 12-1: Kommunikationspyramide; Bezug auf Datenvolumen und Hierarchie der Bussysteme.
                                                     
3 Vergleiche Abbildung 8-1.
4 Typische Feldbusse sind zum Beispiel der CAN-Bus, der Profi-Bus oder der LON-Bus; auch serielle Verbindungen
(Bussysteme) wie RS485 oder RS422 können zu den Feldbussen gezählt werden. Allen Feldbussen liegt die Idee zugrunde,
kostengünstige und dennoch leistungsfähige Netze einzuführen, um die Zahl von Anschlüssen bzw. Leitungen in der Feldebene
zu reduzieren, standardisierte Schnittstellen zu Aktoren und Sensoren einzuführen und Möglichkeiten zu schaffen, größere
Entfernungen bis zu den Aktoren und Sensoren überbrücken zu können.
Aktor-Sensor-Bus
Feldbus
Geschlossener Bus
Offener Bus
Aktoren, Sensoren
Steuerungsebene
Zellenebene
Prozessleitebene
Feldbusse
Local Area Network
 Hohes Datenvolumen
 Große Entfernung vom
Prozess
 Geringe Anforderung
an die Echtzeitfähigkeit
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 Große Prozessnähe
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Aktor-Sensor-Bus
Unter einem Aktor-Sensor-Bus versteht man eine besonders einfache und dafür preisgünstige
Variante des Feldbusses5, um einfache Aktoren und Sensoren entweder direkt mit einer
prozessnahen Komponente zu verbinden oder aber um sie über ein Gateway an den ‚aufwendigeren’6
Feldbus anzuschließen.
Die Grenzen zwischen Feldbus und Aktor-Sensor-Bus sind fließend, sodass man manches
Bussystem7 sowohl der einen als auch der anderen Gruppe zuordnen kann.
Zusammenfassung
Die oben aufgezählten vier Bustypen unterscheiden sich ganz wesentlich in der Datenmenge, die bei
einem Datenaustausch zwischen zwei Geräten transportiert werden muss. Im Bereich des Offenen
Busses kann beispielsweise ein ganzes File mit einigen Kilobytes bis zu mehreren Megabytes
übertragen werden. Beim Feldbus dagegen werden bevorzugt Messdaten von Sensoren zur
prozessnahen Komponente oder Ausgangswerte von der prozessnahen Komponente zu den Aktoren
geschickt. Die zu übertragende Datenmenge besteht also nur aus einigen wenigen Bytes. Beim Aktor-
Sensor-Bus sind es (wenn es sich um einen digitalen Bus handelt) nur einige Bits. Es lässt sich
feststellen, dass die bei einem Datenaustausch anfallende Datenmenge, im Mittel betrachtet, vom
Offenen Bus zum Aktor-Sensor-Bus hin signifikant kleiner wird.
Aus der Aufgabenstellung der Mess- und Steuerungsdatenverarbeitung erwächst für die
Geschwindigkeit der Datenübertragung bei allen vier Bustypen die gleiche Forderung: So schnell wie
möglich!
In der Feldebene muss bei der Prozessführung möglichst schnell auf Änderungen im Prozess reagiert
werden. Deshalb müssen die Daten möglichst schnell sowohl vom Sensor abgeholt als auch zum
Aktor geschickt werden. Im Bereich des Offenen Busses sind die Zeiten, die das System für
Reaktionen hat, zwar deutlich länger, dafür sind aber die zu transportierenden Datenmengen (im
allgemeinen) erheblich größer. Da das System ebenfalls möglichst kleine Reaktionszeiten aufweisen
sollte, sollte auch hier die Übertragung so schnell wie möglich erfolgen.
Letztendlich entscheidet die jeweilige Anwendung, welches Bussystem tatsächlich zur Lösung einer
Aufgabe herangezogen wird, da je nach Aufgabenstellung der eine oder andere Bustyp besser
geeignet ist. – Zusätzlich wird man in der Praxis technische Randbedingungen und Kostengründe in
den Entscheidungsprozess aufnahmen.
                                                     
5 Ein Beispiel für einen einfachen Feldbus könnte der BIT-Bus sein.
Beim BIT-Bus wird der Zugriff zentral von einem Master geregelt, welcher die Slaves im Pollingverfahren auffordert, ihre Daten
zu transferieren. Dieses Verfahren besitzt den Vorteil, dass die Reaktionszeiten im voraus bestimmt und keine Kollisionen
auftreten können. Je Segment können maximal 28 Stationen angeschlossen werden; die maximale Länge eines Segments
beträgt 30 m. Mehrere Segmente können über Repeater verbunden werden bis zu einer Ausdehnung von mehreren Kilometern.
6 Im allgemeinen wird der Feldbus über einen umfangreicheren Protokollstack verfügen als der Aktor-Sensor-Bus.
7 Siehe BIT-Bus
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Vom monolithischen System zum verteilten System
Der Aufbau und die Vernetzung dezentraler Systeme ist einfach möglich, da die hierfür nötige
Kommunikationsinfrastruktur heutzutage als vorhanden Vorausgesetzt werden kann. Der
Evolutionsprozess in der Informationstechnologie vom Monolithischen System zum dezentralen bzw.
verteilten System hat nicht ohne Bezug zur Praxis stattgefunden; dezentrale Systeme haben sich in
vielerlei Hinsicht bewährt.
Abb. 14-1: Evolutionsprozess in der Informationstechnologie
Betrachtet man die Entwicklung der Bus-Topologien und der architektonischen Ansätze in der
Prozessleittechnik, stellt man fest, dass die Zellenebene immer mehr an Bedeutung verliert und ihre
ursprüngliche Aufgabenstellung mehr und mehr von der Prozessleitebene und der Steuerungsebene
(mit-) übernommen wird. Dies wird nicht zuletzt durch immer leistungsfähigere Komponenten in der
Steuerungsebene erreicht, die als quasi autonome Objekte betrachtet werden können und oft auch
über entsprechende Funktionalitäten verfügen. Entsprechend dieser Entwicklung hat sich die
Kommunikationsinfrastruktur im industriellen Umfeld verändert.
Abb. 14-2: Kommunikationsinfrastruktur; Kommunikationspyramide
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Bewegt man sich auf der Kommunikationspyramide von unten nach oben, über die Ebene der Aktoren
und die Ebene der Steuerung hin zur Prozessführung, so wird dieses Feld fast ausschließlich von den
Feldbussen8 und Aktor-Sensor-Bussen beherrscht. Nähert man sich von oben kommend über die
Produktionsplanung, die Prozessleitung und Prozessführung der Ebene der Steuerung und Regelung,
stellt man fest, dass in allen tangierten Ebenen das Ethernet, als de facto Standard, zur Verfügung
steht oder gestellt werden kann.
Gleichzeitig reduziert sich die Kommunikationspyramide nach 13-2, von der Prozess- über die
Fertigungsebene bis hin zur Gebäudeleittechnik, auf die Bereiche Büro und Produktion.
Abb. 15-1: Kommunikationsinfrastruktur; Produktion und Büro
Diese Bereiche können mit durchgängigen Kommunikationsstrukturen auf Basis des Ethernet
verbunden werden, zumal das Ethernet viele Merkmale eines industrietauglichen Bussystems zum
Aufbau von verteilten Mess- und Steuerungssystemen aufweist.
Abb. 15-2: Ethernet Mindmap
                                                     
8 Die Feldbusse haben sich als Kommunikationsmedium und/oder Kommunikationsinfrastruktur innerhalb der Feldebene
praktisch bewärt.
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Dieses Konzept einer ‚Dualität’ und/oder Verbindung von Produktion und Büro9 erfordert robuste,
skalierbare und verteilte Softwarearchitekturen. Eine konkrete Realisierung umspannt im Extremfall
die Ebene der Echtzeit-Betriebssysteme über PCs oder Desktoprechner bis hin zu verteilten Client-
Server-Systemen im Intranet oder Internet.
Für die Entwicklung von konkreten Lösungen stehen dem Entwickler Protokolle und Technologien zur
Verfügung, die, mehr oder weniger standardisiert, eine Architektur für verteilte Systeme realisieren
und/oder unterstützen. Bevor näher auf diese eingegangen wird, soll zunächst der Begriff des
verteilten Systems genauer definiert  werden.
                                                     
9 Man denke an dieser Stelle zum Beispiel an die (simple) Überwachung einer Messung auf einem System, welches in einem
besonders gesichertem Bereich oder einem Reinraum steht und daher nicht jederzeit oder nur schwer zugänglich ist.
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Struktur verteilter Systeme
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Definition des Begriffes ‚Verteiltes System’
Definition 1 – Verteiltes System
Ein System heißt verteilt, wenn sich seine Komponenten an räumlich getrennten Stellen
befinden oder befinden könnten, hierdurch aber die Funktionalität des Gesamtsystems nicht
beeinträchtigt wird. Fast alle in der menschlichen Gesellschaft eingeführten Systeme sind
verteilt (z.B. Behörden, Vertriebsorganisationen). Es müssen Informationen zwischen den
verteilt liegenden Institutionen ausgetauscht werden, die einzelnen Institutionen führen aber
ihre Aufgabe in eigener Verantwortung unabhängig voneinander aus und sprechen sich in
Einzelfällen direkt untereinander ab. [INDU93]
Definition 2 – Verteilte Anwendung
Eine Anwendung A heißt verteilt, wenn deren Funktionalität in eine Menge von
kooperierenden Teilkomponenten A1,..., An, n > 1 zerlegt ist; Jede Teilkomponente hat ihren
eigenen internen Zustand. Die Teilkomponenten Ai sind autonome Verarbeitungseinheiten, die
auf verschiedene Funktionseinheiten Fi abgebildet werden. Die Teilkomponenten Ai tauschen
untereinander Informationen mittels des Netzes aus. [BRGSCH]
Zusammenfassung
Laut Definition 2 wird bei einer verteilten Anwendung die Anwendungssoftware in kooperationsfähige
Teilkomponenten strukturiert. Hierdurch soll eine möglichst hohe und vielseitige Transparenz erreicht
werden, wodurch bei einem Anwender der Eindruck entsteht, er arbeitet mit einem zentralen System.
Für ein solches System spielen die Ortstransparenz, Zugriffstransparenz und Nebenläufigkeits-
transparenz eine entscheidende Rolle.
 Ortstransparenz bedeutet, dass der Ort, an dem sich ein Objekt befindet, für den Benutzer
transparent ist. Zwischen lokalen und im Netz verteilten Objekten wird nicht unterschieden.
 Zugriffstransparenz bedeutet, dass auf alle Objekte in gleicher Weise zugegriffen wird.
 Unter Nebenläufigkeitstransparenz versteht man die Eigenschaft, dass mehrere Anwender
oder Anwendungsprogramme gleichzeitig auf gemeinsame Objekte (z.B. Daten) zugreifen
können.
Die Teilkomponenten einer verteilten Anwendung müssen, um mit anderen Komponenten zu
kooperieren, über eine Interprozesskommunikation verfügen. Dies erfordert zum einen ein
gemeinsames Datenmodell und zum anderen ein gemeinsames Verständnis der Semantik von
Informationen. Darüber hinaus müssen konkurrierende Zugriffe auf (verteilte) Systemressourcen
koordiniert werden10.
Definition 3 – Verteiltes System
Unter einem verteilten System soll im folgenden eine Anzahl autonomer Prozesse, die im
Sinne einer Erfüllung einer gemeinsamen Aufgabe miteinander agieren, verstanden werden.
Die Prozesse bestehen aus Funktions- und Steuerungseinheiten11, ggf. autonomen
Prozessoren und Systemen für die Datenspeicherung, Datenerfassung und deren
                                                     
10 Im allgemeinen spricht man von verteilten Systemressourcen, wenn Systemfunktionen eines Systems dafür sorgen, dass
Ressourcen oder Leistungen der Betriebssystemebene  anderer Systeme genutzt werden.
Anm.: Der Übergang von verteilten Betriebssystemleistungen (Systemressourcen) und verteilten Anwendungssystemen ist
fließend und entsprechend nicht  exakt durchzuführen.
11 Unter einer Funktionseinheit soll diejenige Funktionalität einer Komponente verstanden werden, welche von einem Prozess
des verteilten Systems im Sinne einer Beauftragung genutzt werden kann. Für eine  Komponente zur Steuerung eines Motors
könnte zum Beispiel die Durchführung einer Referenzfahrt oder das Anfahren einer bestimmten Position als Funktionseinheit
verstanden werden. Im Gegensatz dazu würde es der Funktionalität der Steuerungseinheit obliegen, die Referenzfahrt
durchzuführen oder den Motor so zu steuern, dass die Bewegung des Motors an einer vorgegebenen Position zum Erliegen
kommt.
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Bearbeitung. Die (autonomen) Aktivitäten der verteilten Prozesse sind über ein
Kommunikationsnetzwerk zum Informationsaustausch koordiniert.
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Client-Server-Modelle
Klassisches Client-Server-Modell
Im allgemeinen Verständnis der Informatik wird der Begriff Client-Server-System als Synonym für
verteilte Systeme verwendet, obwohl Client-Server-Systeme eine Spezialisierung verteilter Systeme
darstellen. In einem Client-Server-System wird eine spezielle Rollenverteilung zwischen den Instanzen
Client und Server angenommen.
Es existiert ein Prozess, der Dienstleistungen anbietet (Server), und ein Prozess, der eine
Dienstleistung in Anspruch nimmt (Client). Der Client übermittelt an den Server eine Anfrage, dieser
antwortet mit den gewünschten Ergebnissen. Dieses Modell, wie in Abbildung 19-1 dargestellt, wird
als Client-Server-Modell bezeichnet. 
Abb. 19-1: Client-Server-Modell
Werden Client und Server auf verschiedene Rechner in einem Netzwerk verteilt, ist es möglich,
Ressourcen des Rechnerverbundes zu verwalten12. Dies wird beispielsweise für Datenbanken, Datei-
Server-Dienste, gemeinsame Hardwarenutzung oder zentrale Namens- und Informationsdienste
genutzt.13
Diese asymmetrische Rollenverteilung hat sich in vielen Anwendungssituationen bewährt und ist, auch
als Master/Slave Verhältnis bezeichnete Beziehung, in Datenbanksystemen gängige Praxis.
                                                     
12 Im Sprachgebrauch der praktischen Datenverarbeitung bezeichnet man Rechner, welchen in einer Netzwerk-Konfiguration
spezialisierte Funktionen zugewiesen sind, als Server. Hierzu zählen zum Beispiel der Server in einem PC-Netz oder der
Datenbankserver, Kommunikationsserver, Faxserver oder Anwendungsserver. Im allgemeinen werden diese Computer für ihre
Aufgaben speziell konfiguriert. Dieser Gebrauch des Begriffes Server kann als Spezialfall aufgefasst werden, der dadurch
gekennzeichnet ist, dass die Serverfunktionalität an spezielle Hardware eines Rechners gebunden ist.
13 Eine Aufteilung in verteilte Betriebssystemleistungen und verteilte Anwendungssysteme ist nicht immer exakt durchzuführen.
Die Frage, ob Datenbankleistungen mit ‚Stored Procedures’ zu den Systemressourcen oder zum Anwendungssystem gehören
kann nicht eindeutig beantwortet werden.
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Abb. 19-2: Client-Server-Modell; Datenbankanwendung
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Große verteilte Anwendungssysteme bestehen oft aus einem ganzen Netz von Client-Server-
Verbindungen und/oder - Beziehungen, d.h. ein Client kann die Dienste mehrerer Server in Anspruch
nehmen, ein Server kann zur Ausführung seines Dienstes als Client andere Server beauftragen und
so weiter. Wesentlich an dieser Architektur ist jedoch, dass die Initiative für eine Aktion des Servers
immer vom Client ausgeht.
Verteilte Anwendungssysteme
Ein verteiltes Anwendungssystem ist durch eine Strukturierung der Anwendungssoftware in
kooperationsfähige Teile gekennzeichnet, welche auf mehreren Systemen ausgeführt werden können.
Diese Teile werden als Komponenten bezeichnet.
Komponenten sind auf ihren Host-Systemen zur Laufzeit als Prozesse oder Threads realisiert und
verfügen über Funktionen der Interprozesskommunikation, um mit anderen Komponenten des
verteilten Systems kooperieren zu können.
Im allgemeinen Sprachgebrauch der Informatik sind Client-Server-Funktionen auf Prozesse bezogen.
Prozesse mit Client- und/oder Server-Funktionalität können dabei im selben Computersystem
ausgeführt werden oder in einem Rechnernetz auf mehrere Computer verteilt werden.
Verteilte Mess- und Steuerungssysteme
In einem verteilten Mess- und Steuerungssystem stellen Geräte Dienstleistungen und Informationen
zur Verfügung. Handelt es sich bei den Geräten um Messgeräte, stellen sie Messdaten und
Funktionen für deren Aufnahme zur Verfügung. Handelt es sich um Steuerungen, stellen diese
Funktionen zur Kontrolle von Antrieben oder Abläufen zur Verfügung.
Eine konkrete Anwendung für ein verteiltes Mess- und Steuerungssystem nimmt, abhängig von den
Anforderungen und der Funktion für die das System ausgelegt ist, als Client Dienstleistungen in
Anspruch. Dies erfolgt zum einen, um Funktionen des Servers zur Steuerung und/oder Kontrolle von
Geräten zu nutzen. Zum anderen, um Daten zu speichern und auszuwerten und/oder um auf Daten
oder Veränderungen der Daten zu reagieren. Zusätzlich ist es Aufgabe der jeweiligen Anwendung, die
realen Daten (Rohdaten) zu abstrahieren, diese zu visualisieren und dem Anwender sinnvolle
Zugriffsmöglichkeiten auf diese zu bieten.
In Art und Struktur entspricht ein solches System dem eines verteilten Systems. Das verteilte Mess-
und Steuerungssystem kann in Form einer Client-Server-Architektur abgebildet werden. Hierbei sind
die Geräte die Server und die Anwendung eine spezifische Ansammlung von Clients, welche die
Server zur Ausführung von Aufgaben nutzen.
Erweitertes Client-Server-Modell
Von besonderem Interesse an einem verteilten Mess- und Steuerungssysteme ist die Eigendynamik
der Geräte und/oder Daten. Obwohl auch hier z.B. für den Erhalt eines Messwertes die Initiative vom
Client ausgeht, sollte es dem Server obliegen, auf spontane Änderungen des Messwertes zu
reagieren und seine Clients entsprechend zu benachrichtigen. Diese Überlegung führt zu einem
erweiterten Client-Server-Modell, wie in Abbildung 21-1 dargestellt.
Im Gegensatz zum klassischen Client-Server-Modell, bei dem der Impuls für eine Aktion immer vom
Client ausgeht und der Server lediglich ein Ergebnis zurückliefert, muss das erweiterte Client-Server-
Modell eine spontane Reaktion des Servers auf Änderungen seines internen Zustandes vorsehen, um
so der höheren Dynamik der Messdaten oder des Steuerungsobjektes gerecht zu werden. Clients
erhalten Informationen nicht nur bezogen auf die von ihnen selbst ausgelösten Impulse, sondern auch
bezogen auf Impulse, die von anderer Stelle kommen und deren Ergebnisse für sie von Relevanz
sind.
Das erweiterte Client-Server-Modell ermöglicht es somit, den Client dahingehend zu entlasten, dass
dieser nicht darauf angewiesen ist, den internen Status seines Servers zyklisch abzufragen.
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Abb. 21-1: Erweitertes Client-Server-Modell
Zusammenfassung
Das Bild eines erweiterten Client-Server-Modells, wie im vorigen Abschnitt beschrieben, widerspricht
nicht den Vorstellungen der elektronischen Datenverarbeitung, die einen Server als Diensteinheit oder
Dienstprogramm und einen Client als Arbeitsstation oder Benutzerrechner definiert. Es erweitert
jedoch das Verständnis der Begriffe Client und Server.
Ein verteiltes Mess- und Steuerungssystem soll einen Ausschnitt der realen Welt abbilden. In der
realen Welt, zum Beispiel bei in Anspruchnahme eines Dienstleisters, geht die Initiative für einen
Besuch vom Client, also dem Kunden, aus. Es obliegt jedoch den Anstrengungen des Dienstleisters,
den Kunden zu betreuen und ihm, je nach Bedarf, auch über die einfache Bearbeitung der Anfrage
hinaus interessante Informationen zukommen zu lassen.
Der Schwerpunkt der folgenden Ausführungen liegt auf Konzepten und Methoden zur Entwicklung und
zum Betrieb von verteilten Systemen für die Mess- und Steuerungstechnik. Dabei ist es von
entscheidender Bedeutung, dass ein Server die Möglichkeit hat, der Eigendynamik der Geräte und
dem Informationsbedürfnis seiner Clients Rechnung zu tragen.
Diese elementare Eigenschaft eines Servers wird für viele später vorgestellte, bereits existierende
Architekturen und Technologien zum entscheidenden Ausschlusskriterium für ihren Einsatz. Bevor
näher auf diesen Aspekt eingegangen wird, sollen zunächst die grundsätzlichen Anforderungen an ein
verteiltes Mess- und Steuerungssystem konkretisiert werden.
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Anforderungen an verteilte Mess- und Steuerungssysteme
Die Anforderungen an ein verteiltes System zur Mess- und Steuerungstechnik können in zwei Klassen
eingeteilt werden. Dies sind zum einen die Anforderungen an die Funktionalität und zum anderen die
Anforderungen an den Betrieb des Systems. Auch wenn es nicht immer möglich ist, eine Anforderung
klar der einen oder anderen Klasse zuzuordnen, so geben die folgenden Absätze dennoch eine gute
Übersicht.
Funktionale Anforderungen an verteilte Messsysteme
 Prozessmanagement und Visualisierungsfunktionen
Eine konkrete Anwendung für ein verteiltes Mess- und Steuerungssystem setzt immer eine
spezifische Aufgabenstellung voraus, für die das System eingesetzt werden soll. Neben der
Erfüllung der Aufgabenstellung werden vom System Funktionen des Prozessmanagement und
der Visualisierung erwartet.
 Steuerungsbetrieb und Messbetrieb
Verteilte Mess- und Steuerungssysteme sind mehrfunktionale Systeme. Mit einem Mess- und
Steuerungssystem sollen nicht nur Messdaten des Messfeldes bzw. der Produktion und/oder,
Fertigung erfasst werden, sondern es sollen auch, soweit nötig und möglich14
Steuerungsfunktionen übernommen werden. Das heißt, dass das System neben einem
Prozess- oder Komponentenabbild ggf. auch Methoden zur Steuerung von Geräten und/oder
Systemen zur Messdatenaufnahme15 beinhaltet, deren interner Zustand sich jederzeit durch
äußere Einflüsse16 ändern kann, was ggf. weitreichende Folgen für alle mit der Steuerung
kooperierenden Komponenten des Systems haben kann.
 Einfacher Komponententausch und einfache Erweiterbarkeit der Systeme
Es sollte möglich sein, mit vertretbarem Aufwand bestimmte Komponenten des Systems
gegen andere auszutauschen.17
Darüber hinaus wäre es wünschenswert, dass das System leicht um neue Komponenten und
neue Funktionalitäten erweitert werden kann. Insbesondere in einer mehrfunktionalen
Umgebung sollte es leicht möglich sein, das System um neue Komponenten zur
Messdatenerfassung und/oder Steuerung zu erweitern.
 Portierbarkeit
Es sollte möglich sein, das System auf andere Plattformen zu portieren oder andere
Plattformen in das System zu integrieren.
Betriebliche Anforderungen an verteilte Messsysteme
 Konfigurationsmanagement
Da die Konfiguration eines Mess- und Steuerungssystems18 komplex werden kann, sollte das
System Funktionen zur Erzeugung und Verwaltung von Konfigurationsinformationen
beinhalten.
Darüber hinaus sollte eine Versionsverwaltung für Komponenten in das System integriert sein.
                                                     
14 Hier gilt es die Sicherheitsvorschriften von VDE, DIN und anderen Institutionen zu beachten, auf die hier nicht näher
eingegangen wird.
15 Man denke hierbei zum Beispiel an einen Probenwechsler.
16 Man denke hierbei an das plötzliche Abfallen eines ‚Betriebsbereit’ Signals.
17 Man denke hierbei zum Beispiel am Speicherprogrammierbare Steuerungen unterschiedlicher Hersteller.
18 Insbesondere in der Inbetriebnahme oder einer Umbauphase eines Verteilten Messsystems.
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 Leistungsmanagement
Um ein System optimal skalieren zu können, sollte das System statistische Daten zur
Ermittlung der Systemleistung bereitstellen, wenn entsprechende Anforderungen existieren.
 Dienstmerkmale
Um einen optimalen Betrieb zu gewährleisten und um Ressourcen optimal zu nutzen, sollte es
möglich sein, für einzelne Komponenten des Systems unterschiedliche Dienstmerkmale zu
konfigurieren, also festzulegen, welche Informationen für wen von Interesse und auf welche
Weise sie zu liefern sind.
 Fehlermanagement
Da in komplexen Systemen die Fehlersuche oft aufwendig ist, sollte das System Funktionen
zur Fehlererkennung, Fehlerisolation und Fehlerbehebung oder Schadensbegrenzung zur
Verfügung stellen.
 Sicherheitsmanagement
Ein System sollte nicht nur gegen unautorisierten Zugriff gesichert sein. Es sollte auch die
Erzeugung und Kontrolle von Sicherheitsdiensten oder das Melden und die Analyse von
sicherheitsrelevanten Ereignissen unterstützen.
 Gute Wartbarkeit und hohe Betriebssicherheit
Um eine optimale Wartbarkeit des Systems zu gewährleisten, sollte es möglich sein, Teile
oder Komponenten des Systems anzuhalten bzw. herunterzufahren und/oder zu warten, ohne
dass die Funktionalität des Gesamtsystems vollständig zum Erliegen kommt. Dies gilt zum
Beispiel für Systeme, die Messwerte von Messwertgebern über lange Zeiträume
aufzeichnen.19
Zusammenfassung
Sowohl die funktionalen als auch die betrieblichen Anforderungen an ein verteiltes Mess- und
Steuerungssystem erwachsen aus der Forderung des Betreibers, das System möglichst komfortabel
zu konfigurieren, zu skalieren, zu warten und zu überwachen. Der administrative Aufwand für das
System soll hierbei möglichst gering sein.20 Gleichzeitig steht dahinter das Bestreben des Betreibers,
für ein System eine hohe Betriebssicherheit zu erlangen und geringe Ausfallzeiten zu erreichen.
Abb. 23-1:  Argumente für und wider dem Einsatz von verteilten Systemen
                                                     
19 Als Schlagwort sei hier das Hotplugging genannt. - Unter Hotplugging versteht man die Integration oder Installation einzelner
Komponenten in das System zur Laufzeit. Das heißt, der ‚normale’ Betrieb des Systems wird durch die Maßnahme nicht
unterbrochen.
20Idealisiert: Zero-Administration.
Pro          Contra
Dynamic Devices Network Architecture
1
Die Komplexität eines verteilten Systems darf insbesondere bei der Planung nicht unterschätzt
werden. Die Laufzeiten der Nachrichten im Netzwerk, die Reaktionszeiten der Netzwerkknoten, die
Erkennung von Netzwerk- und Computer-Ausfällen, die Lokalisierung von Diensten, die Lastverteilung
sowie die Definition und Pflege von Schnittstellen spielen hierbei eine wesentliche Rolle.21
Verteilte Systeme bestehen aus autonomen Prozessen, die miteinander kooperieren und über einen
Kommunikationsmechanismus miteinander Informationen austauschen. Bei der Realisierung eines
verteilten Systems liegt eine besondere Schwierigkeit darin, dass das System dynamisch auf einen
Komponentenausfall, auf Erweiterungen und auf Änderungen an der Konfiguration reagieren können
sollte.
An dieser Stelle kann die Frage nach den Vor- und Nachteilen verteilter Lösungen für die Mess- und
Steuerungstechnik gestellt werden. Einige Pro- und Contraargumente zeigt Abbildung 23-1, die an
dieser Stelle nicht weiter erörtert werden sollen.
                                                     
21Anm.: Leider fehlt es gerade an diesen Stellen an adäquaten Werkzeugen, um die genannten Probleme zufriedenstellend zu
lösen.
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Methoden zur Entwicklung verteilter Systeme
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Komponententechniken
Aus Sicht des Softwareentwicklers haben objektorientierte Techniken das Gebiet der verteilten
Systeme verändert. Historisch begann die Entwicklung mit dem Austausch von Datenblöcken
zwischen Client und Server22 und entwickelte sich, über den Aufruf von Funktionen und Prozeduren,
zum Aufruf von Methoden (von Objekten).
Für verteilte oder verteilbare Objekte wird in diesem Zusammenhang der Begriff Komponenten
verwendet, obwohl es keine allgemein anerkannte Definition des Begriffes Komponente gibt. – Es ist
auch nicht klar definiert, dass Komponenten auf Klassen und Objekten im Sinne der
Objektorientierung basieren müssen.
Einige Eigenschaften, welche Komponenten zugeschrieben werden, sind:
 Komponenten sind Software-Einheiten (Binaries), welche eine gewisse funktionale
Abgeschlossenheit und Unabhängigkeit gegeneinander besitzen.
 Komponenten können für sich (einzeln) installiert werden.
 Komponenten sind keine vollständige Lösung, sondern Bausteine oder Elemente für mehrere
Lösungen. – Nicht nur Teile eines Bausatzes für ein Produkt.
 Unterschiedliche Komponenten wirken mit ihrer Umgebung nur über definierte Schnittstellen,
hier auch als Interfaces bezeichnet, zusammen.
 Es gibt einen Mechanismus über den Komponenten kooperieren können.
 Komponenten können Objekte im Sinne der Objektorientierung sein. In diesem Fall sollten sie
die Prinzipien Kapselung, Vererbung und Polymorphismus erfüllen.
Dem Entwickler eines verteilten Systems stehen mit Hilfe von Komponenten Techniken zur Verfügung,
welche die Entwicklung komplexer verteilter Systeme unterstützen. Die folgenden Absätze stellen
verschiedene verbreitete Komponentenarchitekturen vor und bewerten ihren Einsatz für verteilte
Mess- und Steuerungssysteme.
                                                     
22 Mit Hilfe von Berkeley Sockets
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Remote Procedure Calls
Bei der Softwareentwicklung werden Aufgaben auf verschiedene Module, Funktionen oder
Prozeduren verteilt. Bei der Behandlung von Remote Procedure Calls (RPC) hat der Programmierer
zu entscheiden, welche der Prozeduren lokal und welche auf einem entfernten System aufgerufen
werden.
Funktionsprinzip
Remote Procedure Calls stellen ein logisches Client-Server Kommunikationssystem zur Verfügung,
das Netzwerkanwendungen unterstützt.23 Prinzipiell sind Remote Procedure Calls unabhängig von der
vorliegenden Transportschicht, obwohl hier in der Regel das TCP/IP benutzt wird.
Ein Remote - Procedure - Call  Aufruf arbeitet in den meisten Fällen synchron. Das lokale Programm,
der Client, sendet eine Anforderung an das entfernte Programm, den Server, und unterbricht seine
Arbeit bis zum Eintreffen der Antwort.
Abb. 27-1: Prinzip eines Remote Procedure Calls
In  Abbildung 27-1 ist dargestellt, wie der Client eine Funktion aufruft, indem ein Request an den
Server gesendet wird. Der Client wird in dem Moment für weitere Programmabläufe blockiert. Wenn
der Request den Server erreicht, führt dieser den Funktionsaufruf durch, wartet das Ergebnis der
Funktion ab und sendet dieses an den Client zurück.
Da für den Programmierer verborgen bleiben soll, ob eine Funktion lokal oder auf einem anderen
System ausgeführt wird, muss die Netzwerkverbindung transparent abgebildet werden. Dies geschieht
durch Bibliotheksfunktionen, welche die Übertragung der Argumente einer Funktion über das
Netzwerk, die Ausführung der Prozedur oder Funktion und die Rückgabe des Ergebnisses
übernehmen.
DCE als Beispiel einer RPC Technologie
Das Distributed Computing Environment, kurz DCE, ist eine ‚Tool-Sammlung’ der Open Software
Foundation (OSF), einem Standardisierungskonsortium verschiedener Computerhersteller, und bietet
ein Hilfsmittel zur Erstellung verteilter Systeme im Intra- und/oder Internet. Das ‚ursprüngliche’ DCE
der OSF setzt auf Diensten des Betriebssystems UNIX und der Transportprotokolle TCP/IP auf. 24
                                                     
23 Streng genommen verbirgt sich hinter den Remote Procedure Calls ein Protokoll, das die Implementierung verteilter
Anwendungen und Netzwerkdienste vereinfachen soll.
24 Windows-NT unterstützt DCE für alle (unter Windows NT) verfügbaren Netzwerkprotokolle.
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Abb. 28-1: Aufbau des Distributed Computing Environment
Als Teil des DCE unterstützt ein Thread Service leichtgewichtige Prozesse für spezielle Dienste. Die
Idee des Thread Service ist es, die Bearbeitungszeiten innerhalb des DCE zu minimieren. Die Basis
für DCE - Anwendungsdienste stellt der DCE-Remote Procedure Call dar.
DCE definiert folgende Dienste:
 Directory Service
Der Directory Service ermöglicht die Lokalisierung von Servern und damit die  Zuordnung
eines Servers zu einem Client vor einer RPC-Nutzung (Bindevorgang).
 Time Service
Der Time Service dient der Synchronisation von Anwendungen.
 Security Service
Der Security Service sichert den Datenschutz.
 Distributed File und Diskless Support
Die Dienste Distributed File System und Diskless Support unterstützen den
standorttransparenten Zugriff auf Dateien.25
Zusammenfassung
Remote Procedure Calls als Werkzeug zur Programmierung verteilter Systeme setzen eine genaue
Kenntnis über die Server voraus; ebenso über die Funktionsparameter und das Verhalten der
verwendeten Funktion. Zum Aufruf eines Remote Procedure Calls wird in der Regel der Name des
Rechners benötigt, der die Aufgabe des Servers übernehmen soll. Im allgemeinen besteht nicht die
Möglichkeit, nach Funktionen zu suchen oder Objekte in einem Netzwerk zu lokalisieren.
Zu den Remote Procedure Calls gibt es eine Reihe von Ansätzen und Standards, die mehr oder
weniger erfolgreich und/oder verbreitet sind.26 Interfacetechnologien wie CORBA oder DCOM
basieren und nutzen im Prinzip Remote Procedure Call - Technologien.
                                                     
25 Zur Erhöhung der Effizienz des DCE können Kopien von Dateien angelegt werden (Cache-Strategien). Die dabei
entstehenden Konsistenzprobleme können vom DCE abgefangen werden. (Wird von Windows NT nicht unterstützt!)
26 Siehe DCE
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CORBA
Die OMG (Object Management Group), ein Zusammenschluss verschiedener27 Software-Firmen, hat
es sich zum Ziel gesetzt, Spezifikationen und Standards für objektorientierte Technologien zu
entwickeln.
Mit der Veröffentlichung der Object Management Architecture (OMA)  legte die Gruppe die Grundlage
für eine Infrastruktur verteilter, objektorientierter Systeme, deren Schwerpunkte in der Interoperabilität,
Wiederverwendbarkeit und Portabilität von Software-Komponenten liegen. Zu den Besonderheiten
dieser Architektur gehört, dass Objekte in Anwendungen eingebunden werden können, ohne über
deren Aufenthaltsort im Netzwerk oder deren Realisierung - wie z. B. in einer spezifischen
Programmiersprache - Kenntnis zu haben.
Funktionsprinzip
Kernstück dieser Architektur ist der Object Request Broker (ORB),  der als Vermittlungszentrale
zwischen den Objekten dient. Er nimmt die Anfrage an ein Objekt entgegen, lokalisiert das Objekt und
übermittelt die Anfrage sowie das Ergebnis der Operation.
Der Object Request Broker ist standardisiert worden unter dem Namen Common Object Request
Broker Architecture (CORBA) und ist das Synomym für den Ansatz der OMG, um Interoperabilität
zwischen Anwendungen auf verschiedenen Rechnern in heterogenen, verteilten Umgebungen auf
transparente Weise zu ermöglichen.
Der Ansatz beinhaltet zwei wesentliche Komponenten, eine Architektur und ein Objektmodell. Das
Objektmodell ist innerhalb der Object Management Architecture spezifiziert.
Objektmodell
Das Objektmodell legt fest, wie Objekte zu konzipieren sind und welche Eigenschaften ihre
Implementation aufweisen muss. Ein Objekt ist dabei eine identifizierbare Entität, die ihre
Eigenschaften verkapselt. Objekte können als Client und Server auftreten.
Die  Außensicht auf ein Objekt wird als Interface bezeichnet. Ein Interface ist die Beschreibung der
Signaturen aller Operationen und Daten, die ein Objekt anbietet. Gleichartige Interfaces werden zu
Interfacetypen zusammengefasst. Interfaces werden unabhängig von einer Programmiersprache
beschrieben. Dies geschieht durch die Interface Definition Language, kurz IDL.
Das Objektmodell erlaubt es, Untertypen von Objekten zu bilden. Diese Methode wird als Subtyping
bezeichnet. Beim  Subtyping wird die Implementation eines darunter liegenden Objektes nicht
geändert, dem Objekt wird lediglich eine andere Hülle übergestülpt. Neben diesem, auch als
Dekorator bezeichneten Design-Patton, unterstützt das Objektmodell die Vererbung (Inheritance) und
die Mehrfachvererbung.28
Architektur
Mit dem Referenzmodell der Object Management Architecture wird eine Architektur zur Realisierung
verteilter Anwendungen beschrieben. Wie in Abbildung 30-1 dargestellt, gliedert sich die Object
Management Architecture in vier Teile:
 Object Request Broker
 Object Services
 Common Facilities
 Application Objects
                                                     
27 Die Aussagen über die Anzahl variieren  stark; von 400 bis über 1000.
28 Anm.: Ein Mechanismus zur Auflösung von Namenskonflikten ist nicht vorhanden.
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Abb. 30-1: OMA-Referenzarchitektur
Object Request Broker
Der Object Request Broker stellt den Basismechanismus für die Kommunikation zwischen Objekten in
einer verteilten, heterogenen Architektur dar. Er bietet die Infrastruktur, welche die Kommunikation
zwischen Objekten unabhängig von deren Plattformen und Implementierungstechniken ermöglicht.
Der ORB realisiert als Nachrichtenverteiler die Transparenz der Verteilung und Migration, so dass
Objekte Aufrufe an andere, eventuell verteilte, Objekte absenden und Antworten empfangen können.
Hierbei übernimmt der ORB die Aufgabe, die Zielobjekte der an ihn übergebenen Aufrufe zu
lokalisieren und die Aufrufe an diese weiterzuleiten. Der ORB fungiert als Komponentenbus, über
welchen die Objekte miteinander kooperieren, wobei Objekte auch über Objektreferenzen lokalisiert
werden können.
Der ORB kann als Routine im Client, als Netzwerk-ORB, als Betriebssystemfunktion oder als
Bibliothek implementiert werden.
Methodenaufrufe können statisch oder dynamisch erfolgen. Ein statischer Aufruf erfolgt über einen
sogenannten Stub, welcher ein Stellvertreterobjekt des entfernten Objekts darstellt. Der Stub nimmt
die Nachrichten entgegen und reicht sie an den ORB weiter. Bei dynamischen Aufrufen ermittelt der
ORB erst zur Laufzeit ein zu dem ausgewählten Interface passendes Objekt und leitet den Aufruf an
dieses weiter. In diesem Fall erhält der Client ein Interface auf das Objekt durch den Name Service
des ORB.
Der Name Service operiert auf dem Interface Repository, das die in der IDL spezifizierten
Schnittstellen der Objekte verwaltet. Das Implementation Repository enthält Informationen über die
Implementierungen der Objekte, die als Server-Objekte beim ORB registriert sind. Die Schnittstelle
zwischen ORB und den Server-Objekten wird durch die Object Adapter gebildet.
Object Services
Mit den Object Services sind Komponenten zur Steuerung der Lebenszyklen von Objekten
standardisiert. Dazu gehören Schnittstellen zum Erzeugen, Kopieren, Verschieben und Zerstören von
Objekten, zur Namenszuweisung, Zugriffskontrolle und den zugehörigen Sicherheitsdiensten. Ebenso
sind ein Persistenzdienst, der das Speichern von Objekten auf externen Speichermedien beschreibt,
sowie ein Ereignismeldungsservice für die asynchrone Meldung von Ereignissen definiert.
Common Facilities
Die Common Facilities bieten allgemein nützliche Funktionen und Dienste an, die in direkterem Bezug
zum Benutzer stehen und von vielen Anwendungen benötigt werden. Dazu gehören z. B. Drucken,
Dokumentverwaltung, Datenbanken und E-Mail-Funktionen. Sie sind allerdings für ein CORBA -
konformes Produkt - anders als bei den Object Services - nicht unbedingt erforderlich.
Application Objects
Unter einem Application Object ist eine Anwendung oder ein anwendungsspezifisches Objekt zu
verstehen, welches auf die Funktionalitäten der Object Services und Common Facilities zurückgreift.
Entsprechend werden diese Objekte nicht von der OMG standardisiert.
Application Objects Common Facitlities
Object Request Broker
Object Services
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Zusammenfassung
Die Architektur von CORBA verhält sich wie ein klassisches Client-Server-Modell, dabei fungiert der
ORB als Telefonzentrale, indem er Methodenaufrufe eines Clients an den Server mit der richtigen
Implementierung weiterleitet und diesen ggf. erst startet. Er stellt somit Dienste für die Initialisierung
und Auffindung von Zielobjekten und für die Übermittlung vom Methodenaufrufen und deren
Resultaten zwischen Clients und Zielobjekten zur Verfügung und ermöglicht es den Objekten, über
Prozess und Netzwerkgrenzen hinweg miteinander zu kommunizieren.
Abb. 31-1: Unterschied zwischen Remote Procedure Call und Object Request Broker
Ein Client, welcher ein Objekt nutzt, operiert mit den Stellvertretern der Objekte, den Stubs, und kennt
nur deren Interface. Der Client sendet lediglich eine Anfrage (Zielobjekt, Operation, Parameter) an den
ORB, indem er eine Instanz eines Interfaces erzeugt oder eine Methode eines Interfaces nutzt. Das
Objekt selbst, also seine Implementierung, der Methodencode und die Daten, sind im Server
enthalten.
Die Common Object Request Broker Architecture stellt ein leistungsfähiges und umfangreiches29
Rahmenwerk für die Programmierung verteilter, objektorientierter Systeme dar. Die Architektur verfolgt
dabei die Zielsetzung, die Interoperabilität, Wiederverwendbarkeit und Portabilität von Software-
Komponenten zu erhöhen. Schnittstellen zu Objekten werden in einer einheitlichen,
systemunabhängigen Sprache beschrieben, so dass die Objekte von unterschiedlichen Systemen
genutzt werden können, unabhängig von deren Implementierung.
Mit der Common Object Request Broker Architecture werden verschiedene Dienste angeboten, die
Erleichterungen in der Programmierung von verteilten Systemen bieten. Dazu gehören ein
Namensdienst, der das Auffinden von Objekten anhand ihres Namens ermöglicht sowie ein
Persistenzdienst, der das automatische Sichern von Objekten auf externen Speichermedien realisiert.
Netzwerkschnittstellen bleiben dem Entwickler verborgen und mit Hilfe weniger Funktionen können
Objekte, die auf beliebigen Netzwerkknoten installiert sind, referenziert werden. Damit unterscheiden
sie sich nicht mehr von lokalen Objekten.
Da die Common Object Request Broker Architecture die Kommunikation zwischen Objekten über
Rechnergrenzen hinweg ermöglicht, lassen sich mit ihr ein unternehmensübergreifender
Informationsverbund, große Datenbankanwendungen oder Electronic Commerce Anwendungen
realisieren.30
                                                     
29 Die aktuelle Spezifikation, The Common Object Request Broker: Architecture and Specification ist ca. 1000 Seiten stark.
30In diesem Zusammenhang hat die Object Management Group in den letzten Jahren Ihre Aktivitäten ausgeweitet und hat sog.
Domain Frameworks für Anwendungsgebiete im Finanz- und Gesundheitswesen spezifiziert.
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Der Kern jedes Systems, das die Common Object Request Broker Architecture nutzt, ist der Object
Request Broker. Da der Object Request Broker nicht Bestandteil der Microsoft Betriebssysteme ist,
muss er von einem Fremdhersteller erworben werden; dementsprechend gering ist die Bedeutung von
CORBA in Windows-Umgebungen.
Bei jedem auf dem Toolmarkt erworbenen Produkt muss entschieden werden, von welchem Hersteller
das Produkt bezogen wird. Nicht alle auf dem Markt erhältlichen ORBs bieten die gleiche
Performance; diese ist stark abhängig von der Implementierung. Trotz aller Euphorie, die CORBA
entgegen gebracht wird, darf nicht unberücksichtigt bleiben, dass die OMG kein
Standardisierungsgremium ist, sondern ein loser Zusammenschluss von verschiedenen Software-
Firmen mit entsprechend unterschiedlichen Interessen. Die Spezifikation der Common Object Request
Broker Architecture ist in Folge dessen definiert durch Konsens und Kompromiss. In letzter
Konsequenz hat dies zur Folge, dass die Interoperabilität verschiedener ORBs in der Praxis nicht
sicher gewährleistet ist.
Neben dem Für und Wider von Interfacetechnologien ist CORBA für den einfachen Aufbau von
verteilten Mess- und Steuerungssystemen zu umfangreich und zu komplex. – Letztendlich ist CORBA
für diesen Einsatz nicht gedacht; im Umfeld einer Kundenverwaltung einer Versicherungsgesellschaft
ist der Einsatz einer Architektur wie CORBA passender, obwohl ein verteiltes Mess- und
Steuerungssystem auf der Basis von CORBA denkbar wäre.
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DDE
Das Dynamic Data Exchange, kurz DDE, ist eine Methode unter Windows, Daten zwischen
Anwendungen auf einem System auszutauschen und ermöglicht somit eine
Interprozesskommunikation. Zur Interprozesskommunikation unterstützt DDE eine Reihe von
Nachrichten (Windows-Messages), methodischen Vorschriften und Funktionen.
Funktionsprinzip
Bei einer DDE - Kommunikation zwischen Anwendungen, die anwendungsübergreifende Daten
enthalten, werden Nachrichten ausgetauscht, die den Zugriff auf die verteilten Daten, welche in
Shared Memory gespeichert sind, koordinieren. Die Methoden des DDE können genutzt werden, um
die Applikationen einmalig zu synchronisieren, um Applikationen über Kommandos zu steuern oder
um Daten kontinuierlich auszutauschen bzw. zu aktualisieren, wann immer diese sich ändern.
Auch die Kommunikation selbst erfolgt bei DDE immer mit Hilfe von Shared Memory. Hierzu wird
zunächst vom DDE-Client ein Speicherblock beim System angefordert. In diesen Speicher wird ein
Kommando (oft als einfacher String) zur Steuerung des Servers kopiert und mit Hilfe einer speziellen
Message an diesen versendet. Abbildung 33-1 zeigt ein Codefragment zur asynchronen Steuerung
eines DDE-Servers.
// Speicher anfordern
if (!(hCommand = GlobalAlloc(GMEM_MOVEABLE, sizeof(szCommandString) + 1)))
{
    return;
}
// Speicher sperren
if (!(lpCommand = GlobalLock(hCommand)))
{
    GlobalFree(hCommand);
    return;
}
// Speicher beschreiben und Sperrung zurücksetzen
 lstrcpy(lpCommand, szCommandString);
GlobalUnlock(hCommand);
// Nachricht & Speicher versenden: PostMessage ist asynchron!
if (!PostMessage(hwndServerDDE, WM_DDE_EXECUTE, (WPARAM) hwndClientDDE,
        PackDDElParam(WM_DDE_EXECUTE, 0, (UINT) hCommand)))
{
    // Im Fehlerfall; d.h. Gegenstelle nicht gefunden: Speicher löschen
    GlobalFree(hCommand);
    FreeDDElParam(WM_DDE_EXECUTE, lParam);
}
// Der Speicherblock wird von der Gegenstelle verarbeitet und gelöscht
Abb. 33-1: Interprozesskommunikation mit Hilfe von DDE.
Zusammenfassung
Das DDE stand in den Versionen 2.0 bis 3.11 des Betriebssystems Windows als fast alleinige
Methode zur Interprozesskommunikation zur Verfügung. Obwohl von den Entwicklern für eine
Anwendung in der Automatisierungstechnik im industriellen Bereich optimiert31, ist das DDE eine sehr
langsame Methode, Daten über eine Softwareschnittstelle auszutauschen.
Obwohl es Bestrebungen gab, ein sogenanntes Net-DDE zum Austausch vom DDE Nachrichten über
ein Netzwerk (innerhalb von Windows-Netzwerken) einzuführen, ist DDE von den
Komponententechnologien abgelöst wurden.
                                                     
31 Anm.: Diese Technik hat ihren Ursprung in der Automatisierungstechnik und dem Prozessleitsystem ‚InTouch’ der Firma
Wonderware. – Desgleichen gilt für die Entwicklung des Net-DDE.
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COM/DCOM
Das Distributed Component Object Model, kurz DCOM ist eine Erweiterung des Component Object
Models, kurz COM, zur Kommunikation über Maschinengrenzen hinweg. Damit ist DCOM die
Konkurrenz - Middleware von Microsoft zu CORBA und Java-RMI32, indem es den Einsatz von COM
in verteilten Systemen möglich macht.
Funktionsprinzip
Die Basisidee einer verteilten Umgebung mit COM und DCOM ist die Entwicklung von Anwendungen
und Diensten nach dem Komponentenprinzip. Hierzu soll eine monolithisch angelegte Anwendung,
die schwer wartbar und schlecht auf die Mitglieder von Entwicklergruppen aufzuteilen ist, in kleinere
eigenständige, wieder verwendbare und in sich abgeschlossene Einheiten aufgebrochen werden. Dies
soll durch die Verwendung des Component Object Models – COM ermöglicht werden.
COM
COM ermöglicht es, binäre Software-Komponenten zu erstellen und die Kommunikation zwischen
mehreren dieser Komponenten zu vereinheitlichen. Große Applikationen können nun durch
Wiederverwendung bestimmter Komponenten nach dem Baukastenprinzip zusammengestellt werden.
Dies wiederum wird erreicht durch die Einführung einer Middleware als Abstraktionsschicht für die
Komponenten über dem Betriebssystem.
Abb. 34-1: Verteilung von Applikationen durch alle Systemschichten
                                                     
32Java-RMI ermöglicht entfernte Methodenaufrufe zwischen verschiedenen Java Virtual Machines und ist eine eigenständige
Entwicklung von SUN, die das verteilte Objektmodell in Java unterstützt. Aufgrund der Beschränkung auf Java wird im Rahmen
dieser Arbeit das Thema nicht weiter diskutiert.
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Abb. 35-1: Verteilung über Middleware als Abstraktionsschicht über dem Betriebssystem.
Eine Middleware wie COM schirmt den Entwickler von Details der Kommunikationsmechanismen ab,
ermöglicht die Nutzung vertrauter Techniken und bietet ein einheitliches Application Programming
Interface (API). Die Middleware bildet daher eine Abstraktionsschicht zwischen der Anwendung und
dem Betriebssystem und erlaubt die Kommunikation der Module einer verteilten Anwendung.
Die COM - Komponenten werden bei ihrer Installation direkt im Betriebssystem verankert. Auf diese
Weise stehen sie jeder Applikation mit definierten Schnittstellen zur Verfügung und können frei
verwendet werden.
DCOM
Distributed COM oder DCOM ist eine Erweiterung des COM - Standards für die Kommunikation über
Maschinengrenzen hinweg. Somit wird der Einsatz von COM in verteilten Systemen möglich, indem
für den DCOM - Entwickler transparente Basismechanismen zur Netzwerkkommunikation
implementiert werden.
Abb. 35-2: Aufruf einer Komponente innerhalb eines Prozesses
Die Abbildungen 35-2 – 36-2 zeigen die verschiedenen Aufrufmechanismen eines Clients, der über
definierte Schnittstellen auf Funktionalitäten zugreift, die in einer Komponente gekapselt sind. Hierbei
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kann sich die Server-Komponente im selben Prozess, auf dem selben Computer oder auf einem
entfernten Computer befinden. Entsprechend wird ein direkter Aufruf, ein COM - Aufruf oder ein
DCOM - Aufruf ausgeführt.
Abb. 36-1: Aufruf einer Komponente über Prozessgrenzen; COM über LPC
Abb. 36-2: Aufruf einer Komponente über Netzwerkgrenzen; DCOM über RPC
Wie schon erwähnt, ist das Hauptmerkmal von COM bzw. DCOM die Kommunikation der
Komponenten über mehrere definierte konstante Schnittstellen, den Interfaces, die auch bei
unterschiedlichen Implementationen stabil bleiben. Die Erweiterung einer solchen Schnittstelle wird
durch eine strenge Versionskontrolle geregelt, wobei die Vorgängerversion niemals verändert werden
darf.
Zur Wahrung der Eindeutigkeit besitzt jede COM - Komponente und jede Schnittstelle eine weltweit
eindeutige, 128 Bit lange Identifikationsnummer, die auch als GUID bezeichnet wird. Diese wird bei
der Entwicklung mit einem speziellen Werkzeug generiert und setzt sich zusammen aus der
Systemzeit und der MAC Adresse des Entwicklungsrechners, auf dem die GUID erzeugt wird. 33
Um die Aufruf- und Kommunikationsmechanismen von COM bzw. DCOM - Komponenten zu
ermöglichen, werden Platzhalterfunktionen, welche als Proxy bezeichnet werden, verwendet. Ein
Client ruft den Proxy wie eine Funktion der Anwendung auf. Der Proxy wird in einer DLL realisiert, die
in Wirklichkeit einen Aufruf über Prozessgrenzen zu einem Server-Prozess macht. Auch die Server-
Funktionalität wird dabei nicht direkt angesprochen, sondern über einen Platzhalter, der hier Stub
genannt wird, realisiert. Die Kommunikation zwischen Proxy und Stub ist nicht mehr unter der
Kontrolle des Entwicklers, sondern wird von standardisierten COM - Mechanismen übernommen;
diese basieren auf einer Interprozesskommunikation mit Local Procedure Calls.
Die Beschreibung einer COM – Schnittstelle, des Interfaces, ist daher für einen Entwickler eine der
zentralen Aufgaben. Hierfür steht, wie in CORBA, die Interface Definition Language (IDL) zur
Verfügung. Diese formale Beschreibung wird mit Hilfe des MIDL-Compilers in eine binäre Form
übersetzt.
                                                     
33 Zwingend vorgeschrieben ist für jede Komponente die Implementierung einer speziellen Schnittstelle, dem IUnknown
Interface. Über dieses können von der angesprochenen Komponente Instanzen, zu weiteren bereitgestellten Interfaces
angefordert werden.
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Abb. 37-1: Kommunikation zwischen Client und Server-Komponente mit Hilfe von Proxy und Stub.
Damit eine Applikation benötigte COM - Komponenten auf dem System findet, werden alle auf einem
System installierten COM – Objekte in der Registry eingetragen.34
DCOM nutzt als Middleware im Grunde die gleichen Konzepte wie COM, jedoch nicht nur für die
lokale Kommunikation von Prozessen35, sondern auch über Computer-Grenzen hinaus36. Für den
Entwickler wird die Netzwerkfunktionalität über den Einsatz von entsprechenden Proxy- und Stub-
DLLs versteckt.
Abb. 37-2: Das Modell einer COM- und DCOM - Kommunikation in einer verteilten Umgebung.
                                                     
34Die Einträge erfolgen im Schlüssel HKEY_CLASSES_ROOT.
35 Local Procedure Calls - LPCs
36 Remote Procedure Calls – RPCs
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Zusammenfassung
DCOM ermöglicht es, Anwendungen über mehrere Computer in einem Netzwerk zu verteilen. Hierbei
besteht eine Anwendung aus mehreren Prozessen, die Objekte mit Hilfe von Interface-Klassen zur
Verfügung stellen. Der Zugriff des Clients auf den Server, das heißt der Aufruf einer Funktion über ein
Interface, erfolgt immer synchron. - Der Aufruf einer DCOM Funktion entspricht einem Remote
Procedure Call.
Einer der am häufigsten genannten Vorteile von COM und DCOM ist neben der Wiederverwendbarkeit
von Objekten die prinzipielle Unabhängigkeit von einer Programmiersprache, in welcher ein Objekt
bzw. ein COM oder DCOM Server implementiert ist. COM bzw. DCOM - konforme Komponenten
können mit einer Reihe von Hochsprachen erstellt werden, da auf die Objekte mit Hilfe von Methoden
des Betriebssystems37 zugegriffen wird.
Problematisch an der Nutzung von Interface-Architekturen ist, dass eine Applikation unter Umständen
nicht mehr funktioniert oder nur stark eingeschränkte Funktionalität besitzt, wenn die benötigten COM
bzw. DCOM - Komponenten nicht auf dem System installiert sind. Wie andere interfaceorientierte
Konzepte38 unterstützt COM bzw. DCOM nur die Vererbung von Schnittstellen, den Interfaces, nicht
jedoch die Vererbung von Implementationen. Dies bedeutet, dass ein einmal veröffentlichtes Interface
eines Objektes nie geändert werden darf. Dies wiederum führt dazu, dass alle folgenden (neueren)
Implementationen das alte Interface in vollem Umfang unterstützen müssen, oder das alte Interface
einfach mitgeschleift wird. Ein häufiges Resultat hieraus ist, dass Installationen eine Vielfalt von
Komponenten beinhalten, die nicht benötigt werden, da schwer nachzuvollziehen ist, welche
Komponenten bzw. Interfaces für den sicheren Betrieb eines Systems wirklich benötigt werden39, oder
ob ältere Applikationen die alten Interfaces noch benötigen.
Bei unsauberen Installationen kann dies zu den kuriosesten Fehlern führen. Man denke hierbei an
einen Server, der durch eine Anfrage eines Clients erst gestartet wird und dessen Implementierung
bzw. Code von einem Interface abhängig ist, welches nicht installiert ist. – Tatsächlich kann dies darin
resultieren, dass der Aufruf einer Funktion eines Interfaces vom Betriebssystem ignoriert wird und
keine entsprechende Fehlermeldung zur Laufzeit generiert werden kann.
Da Komponenten-Architekturen die Kommunikationstrecke als transparent betrachten, kann diese von
einer Applikation nicht ohne weiteres überwacht werden. DCOM bietet keine Methode zu prüfen, ob
ein von einem Client verwendetes Interface seine Gültigkeit verloren hat. Dies tritt zum Beispiel ein,
wenn der Server beendet oder das System heruntergefahren wird. - Im Zweifelsfall resultiert auch
dieser Fehler in einem Funktionsaufruf, welcher ignoriert wird.
Ein weiteres Manko der Interfacetechnologien fällt auch bei DCOM Anwendungen ins Gewicht. Da die
Kommunikationsstrecke nicht im Zugriff des Entwicklers liegt, sondern vom Betriebssystem gestellt
wird, ist es schwierig, eine Aussage über die Performance einer DCOM Installation zu machen. Das
Microsoft Developer Network gibt für eine DCOM Installation unter Windows NT 4.0 (Build 1381) mit
einem 10 MBit/s Netzwerk, einer Dell OptiPlex XM 5120 (120 MHz Pentium, 32-MB RAM) und einem
DEC Alpha mit RISC-Prozessor (200 MHz, 32-MB RAM) eine Performance von 376 Funktionsaufrufen
pro Sekunde mit einem 4 Byte großen Übergabeparameter und 306 Funktionsaufrufe pro Sekunde mit
einem 50 Byte großen Übergabeparameter an.40 Die genannten Werte sind hierbei als Eckwerte
anzusehen.
Zur Realisierung eines verteilten Systems zur Mess- und Steuerungstechnik im industriellen Umfeld ist
DCOM nach Meinung des Autors weniger geeignet; obwohl dies in der Praxis denkbar wäre.
                                                     
37 Die COM/DCOM Middleware ist neben den Systemen der Windows  -  Familie auch für andere Plattformen verfügbar.
38 Siehe zum Beispiel CORBA.
39 Viele Systeme werden von COM - Komponenten überschwemmt, da das Entfernen einer Applikation nicht zwingend auch die
mit ihr installierten COM - Komponenten entfernt. Als Folge befinden sich auf einigen Installationen viele historische ‚COM –
Leichen’.
40 Siehe Anhang H ,DCOM Technical Overview; Performance’.
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OPC
Wird im allgemeinen Sinne von Object Linking and Embedding41, kurz OLE gesprochen, so ist damit
vor allem die Eigenschaft gemeint, auf der Basis des COM eine Verständigung zwischen
verschiedensten Objekten herzustellen. Diejenigen Objekte, die als wiederverwendbare Komponenten
in Form von Controls einsetzbar sind, bezeichnet man als OLE-Controls; auch OCX-Controls, sowie -
im Zusammenhang mit Internetanwendungen - als ActiveX – Controls42. Die Fähigkeit, derartige
Komponenten in eine Scriptsprache (z.B. Visual Basic vor Applications; VBA) einzubinden, prägte die
Schnittstelle der OLE Automation und des OPC, dem OLE for Process Control.
Funktion
Das Stichwort OLE im Namen des OPC verrät einiges über die Methodik dieser Technik. OPC basiert
auf dem Komponentenmodell der Firma Microsoft. Der Begriff OLE wurde von Microsoft zeitweise für
die gesamte Komponenten-Architektur verwendet. Heute spricht man hier wie gesagt von COM bzw.
DCOM. Auch beim OPC stellt das Komponentenmodell COM die Umgebung zur Zusammenarbeit von
Software-Komponenten bereit.
In der Fabrikautomation werden eine Vielzahl verschiedener Systeme, Programmiersprachen,
Protokolle, Feldbussysteme usw. nebeneinander eingesetzt. Das heißt, in der Regel gibt es mehr als
einen Weg, die im Produktionsprozess anfallenden Daten mit einer Software zu erfassen und zu
bearbeiten. Um dem entgegenzuwirken, dass jeder Software-Hersteller unabhängig von anderen
einen eigenen Weg entwickeln muss, um mit den jeweils gleichen Steuerungen zu kommunizieren,
schlossen sich mehrere Software-Hersteller zusammen, um eine Standard-Schnittstellendefinition zu
erstellen, was eine Einbindung von Steuerungen und anderer Komponenten mittels ‚Plug & Play’
erlauben soll.
Abb. 39-1: Was ist OPC
Die OPC - Schnittstelle definiert einen bestimmten Komponententyp und legt fest, welche Leistungen
diese Komponente erbringen muss. Eine solche Komponente wird als OPC-Server bezeichnet.
Typische OPC-Server realisieren die Anbindung an ein bestehendes Kommunikationssystem oder
Kommunikationsprotokoll und an eine daran angeschlossene Baugruppe.
Ein Nutzer der Dienste eines OPC-Servers wird als OPC-Client gezeichnet. OPC-Clients können
Bedien- und Beobachtungssysteme, Archivierungssysteme und andere Nutzer von Prozessdaten sein.
Die Dienste werden im Sinne der Objektorientierung durch Eigenschaften und Methoden repräsentiert.
                                                     
41 Eine Möglichkeit unter Windows, verschiedene Applikationen für den Anwender an der Oberfläche kombinierbar zu machen.
OLE stellt hierzu die notwendige Funktionalität sowie einheitliche Schnittstellen für die Datenintegration und Kommunikation
bereit.
42 Diese Controls stellen im Prinzip eine Weiterentwicklung der sogenannten Komponenten unter Visual Basic, den VBX
Controls dar.
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Jeder OPC-Server bietet denselben Satz von Eigenschaften und Methoden an. Somit soll eine
problemlose Zusammenarbeit von Komponenten verschiedener Hersteller ermöglicht werden.
Abb. 40-1: Funktionsweise von OPC
Der Hersteller einer Baugruppe, die Prozessdaten liefert (ein Kommunikationssystem, oder ein
Messgerät) stellt mit der Baugruppe einen OPC-Server zur Verfügung. Der OPC-Server leistet die
Anbindung an die Datenquelle. Die Details der Umsetzung der Kommunikation mit der Datenquelle
sind alleinige Sache des Baugruppenherstellers; der Anwender des OPC-Servers ist frei von
herstellerspezifischen Einzelheiten der Baugruppe.
Ein OPC-Server kann genutzt werden, um eigene OPC-Clients zu entwickeln, um mit (vom Hersteller
eine Baugruppe gelieferten) Active-X – Controls Anwendungen zu entwickeln oder um die Baugruppe
über den OPC – Server in eine Standardkomponente wie MS-Word oder MS-Excel einzubinden.
Zusammenfassung
OPC ist wie CORBA und DCOM eine Komponenten-Architektur, um auf die Server, also die Objekte,
mit Hilfe von Interfaceklassen zuzugreifen. Aus diesem Grunde birgt die Realisierung eines verteilten
Systems für die Mess- und Steuerungstechnik mit Hilfe von OPC die gleichen Probleme und
Schwierigkeiten wie andere Komponenten-Architekturen.
Im Umfeld eines Labors kann OPC durchaus verwendet werden, um Messdaten von einem Messgerät
mit MS-Excel aufzuzeichnen. Ein mit einem Gerät ausgelieferter OPC-Server kann auch eine Hilfe
sein, um sich im Laufe eines Projektes mit dem Gerät vertraut zu machen. Zur Realisierung eines
verteilten Systems zur Mess- und Steuerungstechnik im industriellen Umfeld ist OPC nach Meinung
des Autors weniger geeignet; obwohl dies in der Praxis denkbar wäre.
OPC Client Applikationen
 wie z.B. Microsoft Office Programme
greifen mittels des standardisierten
Softwarebusses
auf OPC-Server, wie Steuerungsprogramme
oder OPC-fähige Feldbuskarten zu.
Client Client Client
Server
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Konzeptioneller Ansatz
Insbesondere architektonische Ansätze und Lösungen wie CORBA und DCOM zeigen, dass die
Tendenz zur Strukturierung und Gliederung eines verteilten Systems eindeutig in Richtung
Objektorientierung gehen. Der Einsatz der Objektorientierung gestattet es, soviel Funktionalität wie
eben möglich hinter einem (Klassen-)Interface zu verbergen und zu kapseln.
Abb. 42-1: Anwendungen und Komponente
Aus Sicht eines verteilten Mess- und Steuerungssystems ergibt sich ein wichtiger Aspekt, der die
Anwendung von Interfacetechniken, wie sie von den beschriebenen Komponentenarchitekturen
verwendet werden, erschwert. Im Gegensatz zu einer Komponente, welche ein Objekt beinhaltet, das
in beliebiger Anzahl instanziert werden kann, ist eine Hardware-Komponente oder Ressource im
allgemeinen nicht multiinstanzfähig. Das heißt, die in das System integrierte Hardware-Komponente
kann zwar als eine verteilte Ressource innerhalb des verteilten Systems betrachtet werden,
gleichzeitig darf ein Objekt, welches die Komponente nutzt, jedoch nur einmalig instanziert werden.
Aufträge und/oder Funktionsaufrufe von mehreren Clients müssen sequenziell von dieser einen
Instanz abgearbeitet werden. Diese Eigenschaft, eines ‚systemweiten’ Singleton, ist innerhalb einer
Komponenten-Architektur in der Praxis schwer umzusetzen, da in Multiprozess-Umgebungen einzelne
Anwendungen mit ihren jeweiligen Komponenten bzw. deren Interfaces unabhängig voneinander
existieren.
Gleichfalls komplex ist der Fall, wenn ein System um eine identische Hardware-Komponente ergänzt
wird. Das System verfügt jetzt über genau zwei Hardware-Komponenten, welche die gleichen
Interfaces bereitstellen, um auf die eine oder die andere Hardware-Ressource zuzugreifen. In einem
System mit nur einem Client, der zwei Instanzen des Interfaces nutzt, ist das Problem noch
überschaubar. Soll jedoch eine der Hardware-Ressourcen von einem weiteren Client genutzt werden,
muss die Implementierung der Interfaceklasse(n) die Zugriffe auf die Ressourcen koordinieren.
Bei entsprechend gründlicher Modellierung und Planung des Systems im Vorfeld führt eine
konsequente Implementierung eines verteilten Systems mit Hilfe von Komponententechnologien
sicherlich zum Ergebnis. Installationen und Erfolgsberichte aus der Praxis sind vorhanden.
Techniken wie das Design von Interfaceklassen sind einfach anzuwenden und führen zu klaren
Kommunikations- und Abstimmungsformen in einem Entwicklungsteam. Gleichzeitig offenbart sich
hier eine Schwäche der Objektorientierung: Die Modellierung dynamischer Sachverhalte. Ein
dynamischer Zusammenhang, der womöglich noch eine asynchrone Komponente43 aufweist, kann in
einem Interface nur schwer abgebildet werden. Darstellungsformen wie UML oder
Aktivitätsdiagramme wirken hier etwas unausgereift und in letzter Konsequenz eher unbefriedigend
und ernüchternd.
                                                     
43 Das Ergebnis eines Funktionsaufrufes steht erst Minuten später zur Verfügung.
Anwendung n
Komponente
Instanz 1 von Interface
Anwendung 1
Zeiger zu Instanz 1
Software-BUS
Instanz 2 von Interface
...
...
Zeiger zu Instanz 2
...
Zeiger zu Instanz nInstanz n von Interface
Dynamic Devices Network Architecture
1
Da die Software-Komponenten verteilter Mess- und Steuerungssysteme im allgemeinen eine
Hardware-Ressource abbilden, kann die Frage gestellt werden, ob ein solches Abbild wirklich dem
Modell einer Komponente, wie sie von CORBA oder DCOM verstanden werden, entspricht und nicht
vielmehr dem eines Treibers für ein Gerät. Aus technischer Sicht scheint der Vergleich mit einem
Treiber für eine Hardware-Komponente passender, da dieser Zugriffsmöglichkeiten auf eine
Hardware-Komponente bietet und die Zugriffe mehrer Anwendungen koordiniert.
Abb. 43-1: Anwendungen und Treiber mit Interprozess-Kommunikationsschnittstelle
Die herausragende Idee, die allen Komponenten-Konzepten zugrunde liegt, liegt darin, über einen
Automatismus wie eine Class Factory eine Instanz einer Klasse zu erzeugen, wobei dem Anwender
der Klasse die Details der Implementierung verborgen bleiben. Dies ermöglicht es, vorausgesetzt eine
gemeinsame Basis ist denkbar, für eine Vielzahl von Software-Modulen einheitliche Funktionen bzw.
Schnittstellen einzuführen und so die Stärken der Objektorientierung zu nutzen.
Auch die im Folgenden beschriebene Architektur der DDNA nutzt ein, wenn auch stark vereinfachtes,
Komponenteninterface zum Zugriff auf die Konfiguration der Server, welche die Basis für die
‚virtuellen’ Geräte innerhalb der DDNA bilden. Der Zugriff auf die virtuellen Geräte der Server erfolgt
über eine Interprozesskommunikationsschnittstelle für das Gerät.
Interprozesskommunikationsschnittstelle
Treiber und/oder virtuelles Gerät
Hardwareanbindung
Hardware
Anwendung 1 Anwendung 2 Anwendung n
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Modellentwurf
Ausgehend von der im Abschnitt ‚Busse in Prozessleitsystemen’ beschriebenen Architektur eines
Prozessleitsystems, dem in Abschnitt ‚Client Server Modell’ vorgestellten erweiterten Client Server
Modell, sowie den bisher formulierten Anforderungen an ein verteiltes System, kann nun ein erstes
Modell eines verteilten Mess- und Steuerungssystems beschrieben werden.
Modellentwurf eines verteilten Mess- und Steuerungssystems
In Abbildung 44-1 ist ein Modellentwurf eines verteilten Mess- und Steuerungssystems dargestellt.
Abb. 44-1: Modell eines verteilten Mess- und Steuerungssystems
Innerhalb des Modells werden die Aktoren und Sensoren bzw. externen Komponenten des Prozesses
über einen Feldbus mit einem Server verbunden.44 Der Server stellt die Methoden und Daten der
externen Komponenten in Form von virtuellen Geräten, Automaten zur Steuerung von Abläufen,
Funktionen und Daten in Form eines Prozessabbildes zur Verfügung, das über eine
Interprozesskommunikationsschnittstelle angesprochen werden kann.
Das Modell gestattet es, dass ein Server seinerseits als Client mit weiteren Servern verbunden sein
kann, um so aus mehreren externen Komponenten bzw. ihren Servern ein kombiniertes Gerät zu
bilden.
                                                     
44 Dies kann entsprechend der Möglichkeiten der externen Komponenten über unterschiedliche Bustypen oder aber auch direkt
über ein API (Application Programming Interface) erfolgen.
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Obwohl der bis jetzt beschriebene Modellentwurf eines Prozessleitsystems als erster Entwurf
ausreicht, um die Möglichkeiten einer konkreten Realisierung zu diskutieren, müssen bei der
Integration des Modells folgende Aspekte berücksichtigt werden:
Kommunikationssteuerung
Für die Kommunikation von Prozessen - als solche sollen Client und Server innerhalb des Modells
verstanden werden - müssen Regeln bestimmt werden.
Es kann z.B. festgelegt werden, dass in einer Produktionssteuerungsanlage ein Messwertgeber
regelmäßig von einer Messwarte abgefragt wird; aber auch die umgekehrte Verfahrensweise, dass
der Messwertgeber von sich aus regelmäßig oder bei einer Änderung des Wertes an die Warte
sendet, ist möglich.
Die Kommunikationsregeln bestimmen nach inhaltlichen Gesichtspunkten, welcher Prozess die
Kommunikationsinitiative übernimmt und welcher Prozess passiv ist.
Informationsdarstellung
Voraussetzung einer verteilten Verarbeitung ist, dass die beteiligten Prozesse sich verstehen, d.h.
dass bei einem Datenaustausch Sender und Empfänger alle Informationen in gleicher Weise
interpretieren. Dies ist trivial bei homogenen Rechnernetzen, die aus gleichartigen Rechnern mit
gleichen Betriebssystemen bestehen. In Rechnernetzen mit Rechnern, Betriebssystemen und
Anwendungen unterschiedlicher Hersteller kann es dagegen zu Interpretationsunterschieden beim
Nachrichtenaustausch kommen. Selbst für die interne Abspeicherung von Buchstaben, Ziffern und
Zahlwerten existieren unterschiedliche Codes. Um so mehr gilt dies für komplexe Datenstrukturen.
Es gibt mehrere Lösungsmöglichkeiten für das Verständigungsproblem in heterogenen Netzen.
Erstens kann der Sender die Informationen in die Darstellung des Empfängers konvertieren und
danach versenden. Zweitens kann der Datenaustausch in der Senderdarstellung erfolgen; dann muss
der Empfänger die Konvertierung vornehmen.
Aus diesem Grunde kann es sinnvoll sein, die Informationen in einer Transfersyntax darzustellen, bei
der unter Umständen beide Kommunikationspartner die Daten konvertieren müssen. Eine
Informationskonvertierung kann auch erforderlich sein, wenn sehr große Datenmengen ausgetauscht
werden müssen, die stark komprimiert werden können, zum Beispiel bei Video-Daten. Ebenso könnte
eine Informationskonvertierung vorgenommen werden, um die Nachrichtenübertragung im Netzwerk
gegen Missbrauch zu schützen, indem die Daten verschlüsselt werden.
Datenkonsistenz
Greifen mehrere Clients auf die gleichen Daten zu, ergibt sich das Problem der Datenkonsistenz;
Datenkonsistenz bedeutet im einfachsten Fall, dass die Werte von Variablen auf allen Rechnern
korrekt sind.
Die Sicherung der Datenkonsistenz kann durch eine Datenzugriffssteuerung erreicht werden. Die
einfachste Möglichkeit ist, einen Sperrmechanismus für den Datenzugriff zu realisieren. Ein
interessierter Prozess beantragt einen Zugriff und erhält das Zugriffsrecht nur, wenn die Daten für den
angeforderten Zugriff freigegeben sind. Im positiven Fall könnte der Prozess die Daten bearbeiten und
gibt diese danach wieder frei. Abgewiesene Prozesse könnten eine Information über die Sperrung
erhalten und selbst über Nachfolgeaktionen entscheiden, oder sie werden automatisch in einen
Wartezustand versetzt.
Solche Sperrmechanismen sichern zwar die Datenkonsistenz, führen jedoch zur Verlangsamung der
Verarbeitung im Netz durch Warteschlangenbildung. Deshalb strebt man im allgemeinen eine
Minimierung der Sperrungen an.
Ressourcen und Funktionsverbund
Auf ähnliche Weise wie der Zugriff auf entfernte Daten sollte auch die Nutzung externer Geräte
erfolgen. Hierbei nutzen Serverprozesse die Geräte im Auftrag von Client-Prozessen um Funktionen
der Geräte zu Steuern, wobei hier, in der Regel, Warteschlangenverwaltungen implementiert werden
müssen, was serverseitig erfolgen sollte.
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Vorstellung eines Abstraktionsmodells
Um eine Kooperation von autonomen Prozessen innerhalb eines verteilten Systems sicher zu stellen,
muss ein Rahmen sowohl für alle beteiligten Anwendungen und Komponenten, als auch für deren
Beziehungen untereinander festgelegt werden. Ein solcher Rahmen kann, angelehnt an das
Abstraktionsmodell für Managementarchitekturen, in vier Teilmodelle unterteilt werden.
 Organisationsmodell
Das Organisationsmodell legt die Anwendungen und Komponenten der Architektur und ihre
Beziehungen untereinander fest.
 Kommunikationsmodell
Das Kommunikationsmodell beschreibt das Protokoll und dessen Integration in die
Kommunikationsinfrastruktur, über das die Anwendungen und Komponenten Informationen
untereinander austauschen.
 Informationsmodell
Das Informationsmodell legt fest, wie Informationen zu beschreiben sind.
 Funktionsmodell
Das Funktionsmodell zergliedert die Gesamtaufgaben (des Systems) in Funktionsbereiche
und versucht bereichsrelevante Beschreibungen zu erstellen.
Abb. 46-1: Beispiel für ein Organisationsmodell mit unabhängigen Domänen
Anwendung 1
Komponente 1A
Komponente 1B
Domäne 1
Anwendung 2
Komponente 2A
Komponente 2B
Domäne 2
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Abb. 47-1: Modelle Kommunikation, Funktion und Information
Organisationsmodell
Das Organisationsmodell beschreibt die Komponenten einer Architektur und ihre Beziehungen
untereinander. Hierbei werden zwei grundsätzliche Kooperationsformen unterschieden. Die
asymmetrische Kooperationsform und die symmetrische Kooperationsform.
Bei der asymmetrische Kooperationsform greift eine Anwendung auf Informationen einer Komponente
zu und/oder erteilt dieser eine Aufgabe. Die Komponente liefert daraufhin die gewünschten
Informationen bzw. das Ergebnis der Operation zurück. Innerhalb der asymmetrischen Kooperation
können M:N - Beziehungen aufgebaut werden. Hierbei kann eine Anwendung mehrere Komponenten
in Anspruch nehmen bzw. beauftragen, um eine bestimmte Aufgabe zu lösen.
Abb. 47-2: Asymmetrische Kooperation
Bei der symmetrischen Kooperationsform sind die Kommunikationspartner gleichberechtigt, wodurch
es keine eindeutige Rollenverteilung gibt. Die Kommunikationspartner können untereinander
Informationen austauschen und/oder Aufträge erteilen.45
                                                     
45 Die symmetrische Kooperationsform wird auch als Peer-to-Peer bezeichnet.
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Abb. 48-1: Symmetrische Kooperation (Peer to Peer)
Kommunikationsmodell
Innerhalb des Kommunikationsmodells können drei grundsätzliche Kommunikationsmöglichkeiten
bzw. Inhalte unterschieden werden.
 Die Kommunikationsteilnehmer können Daten austauschen.
 Ein Kommunikationspartner kann einen anderen veranlassen, eine Aktion durchzuführen.
 Die Kommunikationspartner können asynchrone Ereignismeldungen aneinander senden.
Abb. 48-2: Kommunikationsmöglichkeiten des Kommunikationsmodells
Neben den Kommunikationsmöglichkeiten und Inhalten beschreibt das Kommunikationsmodell die
Syntax und Semantik der Kommunikationsinformationen, die Kommunikationsmechanismen, die
zugehörigen Protokolle, sowie die Protokollhierarchie der zugrunde liegenden
Kommunikationsarchitektur.
Anwendung 4
und / oder
Komponente 4
Anwendung 1
und / oder
Komponente 1
Anwendung 3
und / oder
Komponente 3
Anwendung 2
und / oder
Komponente 2
Anwendung A
und / oder
Komponente A
Anwendung B
und / oder
Komponente B
Austausch von Daten
Aufruf von Funktionen
Auslösen von Aktionen oder Operationen
Meldungen über Ereignisse
Dynamic Devices Network Architecture
1
Informationsmodell
In heterogenen verteilten Systemen müssen sowohl ein Datenmodell als auch die Repräsentation von
Daten und Informationen definiert werden. Hierzu ist es ggf. nötig, eine Syntax zur Beschreibung der
Informationen festzulegen.
Wird innerhalb einer Architektur beispielsweise ein Informationsmodell gewählt, welches einen
objektorientierten Modellierungsansatz definiert, müssen die Informationen bzw. Daten und
Funktionen der Objekte beschrieben werden. In diesem Fall beschreibt das Informationsmodell, wie
die Objekte identifiziert werden können, wie diese zusammengesetzt sind, sich verhalten und
manipuliert werden können. Unter Umständen wird auch beschrieben, welche Beziehungen ein Objekt
zu anderen Objekten hat und wie das Objekt angesprochen werden kann.
Funktionsmodell
Das Funktionsmodell klassifiziert innerhalb der Gesamtaufgaben eines Systems einzelne
Funktionsbereiche und beschreibt bereichsspezifische typische Funktionen näher.
 Fehlererkennung
Die Fehlererkennung verfolgt das Ziel, Fehler zu entdecken und einzugrenzen, ggf. den Fehler
zu isolieren und (falls möglich) abnormales Systemverhalten zu beheben.
 Konfiguration
Die Funktionen zur Konfiguration dienen dem Sammeln von Informationen über die
Konfiguration des Systems, der Modifikation der Konfiguration, dem Speichern von
Konfigurationsdaten des Systems sowie der Erstellung von Berichten.
 Abrechnung
Unter die Rubrik Abrechnung fallen Funktionen, welche dem Sammeln von Daten über die
Nutzung von Ressourcen, verwendeten Metriken, zur Festlegung von Nutzer-Quoten und zur
Rechnungsstellung dienen.
 Performance
Unter Performance versteht man Maßnahmen und Funktionen zur Sicherstellung eines
optimalen und/oder optimierten Betriebs des Systems. Im Abstraktionsmodell für
Managementarchitekturen beinhaltet das Performance - Management auch Funktionen zur
Sicherstellung von Dienstgüten.
 Sicherheit
Zu den Funktionen der Sicherheit zählt der Schutz sensibler Daten und/oder Informationen.
Zusätzlich zu den Funktionsbereichen des Abstraktionsmodells für Managementarchitekturen soll das
Funktionsmodell um einen weiteren Bereich erweitert werden:
 Direktion
Unter Direktion sollen Methoden verstanden werden, die es ermöglichen, Informationen
und/oder Stati eines Servers zu überwachen, indem dieser den Clients mitteilt, wenn sich
Informationen und/oder Stati des vom Server abgebildeten Gerätes ändern.
Anders als die Notification-Services, die im Umfeld der Managementarchitekturen behandelt
werden, setzt die Direktion eine entsprechende Anmeldung der Clients für die Informationen
voraus.
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Abgrenzung zwischen Management- und Messsystem
Managementsysteme werden für die Überwachung und Kontrolle von Netzwerkressourcen eingesetzt,
da sie es ermöglichen, Managementinformationen zu sammeln und auswerten. Im Gegensatz dazu
dienen Messsysteme der Aufnahme und dem Transport von Messdaten sowie ggf. der Kontrolle einer
Messung und den damit verbundenen Steuerungsoperationen und Funktionen.
Mess- und Steuerungssysteme sind, obwohl sie durchaus Management-Funktionalität beinhalten
können, keine Managementsysteme. Viele Managementsysteme beinhalten Methoden und
Mechanismen zur Messwert- und Datenerfassung. Dennoch sind sie als Mess- und
Steuerungssysteme ungeeignet, da hier immer eine Managementaufgabe im Vordergrund steht.
Abb. 50-1:  Funktionsmodell eines Managementsystems; Mindmap
Abb. 50-2:  Funktionsmodell eines Messsystems; Mindmap
Für kleinere Mess- und Steuerungssysteme, für welche die in dieser Arbeit behandelte Architektur
ausgelegt ist, ist es denkbar, mit Hilfe des Messsystems Teile der benötigten
Managementfunktionalität zu realisieren. Von einem wirklichen Management im Sinne eines
Managementsystems kann in diesem Zusammenhang jedoch nicht gesprochen werden.
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Einmal konfiguriert, steht bei einem Messsystem der Messbetrieb im Vordergrund, und das
Management tritt solange in den Hintergrund, bis etwas Ungewöhnliches, wie z.B. eine Änderung der
Konfiguration stattfindet.
Aus diesem Grund kann die Konfiguration eines Mess- und Steuerungssystems als statisch betrachtet
werden. Diese funktionale Ausrichtung zeigt sich auch in den Anforderungen an die verwendeten
Protokolle46 und an den Inhalten der übertragenen Informationen.
                                                     
46 An dieser Stelle sei auf den Anhang F ‚SNMP’ verwiesen.
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DDNA Organisationsmodell
Ausgehend von dem in Kapitel ‚Modellentwurf’ beschriebenen Modell für ein verteiltes Mess- und
Steuerungssystem, kann nun ein Organisationsmodell für die DDNA beschrieben werden. In
Abbildung 53-1 ist noch einmal das Modell eines verteilten Mess- und Steuerungssystems aus dem
Abschnitt ‚Modellentwurf’ dargestellt. Als Interprozesskommunikation wurde das TCP/IP – Protokoll
gewählt.
Abb. 53-1: Modell eines verteilten Mess- und Steuerungssystems
Innerhalb der DDNA ist ein (oder sind mehrere) Server für ein virtuelles Gerät als DLL47 implementiert.
Diese DLL, im weiteren Verlauf der Ausführungen als DDNA-Modul bezeichnet, beinhaltet ein
komponentenähnliches Interface48, über welches eine Instanz eines Servers erzeugt werden kann.
Darüber hinaus exportiert das DDNA-Modul eine Service-Schnittstelle, mit der die individuelle
Konfiguration des vom Modul zur Verfügung gestellten Servers und der externen Komponente erfolgt.
Abb. 53-2: Interface-Schnittstellen eines DDNA-Moduls
                                                     
47 Dynamic Link Library
48 Hierbei handelt es sich um eine Class Factory ähnlich den Mechanismen des DCOM.
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Die Integration und Organisation der DDNA-Module als DLL mit entsprechenden Interface-
Schnittstellen bietet sich an, um alle DDNA-Module, welche auf einem Rechner installiert sind, über
eine zentrale Stelle verwalten und beim Start des Systems initialisieren zu können.
Die Verwaltung einer DDNA-Installation erfolgt über ein Programmmodul, welches als Erweiterung der
Systemsteuerung von Windows implementiert ist. Die Laufzeitumgebung der DDNA wird von einem
Programmmodul, dem DDNA-Loader bereitgestellt. Beide Module, DDNA-Konfiguration und DDNA-
Loader, tauschen über eine Interprozesskommunikation auf der Basis von Windows-Nachrichten
Statusinformationen und Kommandos aus.
Abb. 54-1: Lokale Verwaltung von DDNA - Modulen
Der DDNA-Loader stellt seinerseits einen DDNA-konformen49 Server, einen Protokoll- und Logging-
Server, als auch einen HTTP-Server zur Verfügung, um auf die Konfigurationen und Stati der
geladenen DDNA-Module einer DDNA-Installation zuzugreifen.
Abb. 54-2: Service-Schnittstellen des DDNA-Loaders
Der DDNA-Server entspricht in Funktionalität und Funktionsumfang einem virtuellen Gerät und stellt
Prozessvariablen mit Informationen über den Computer und das Betriebssystem zur Verfügung.
Hierzu gehören beispielsweise Versionsnummern, Speichernutzung und der Status der konfigurierten
DDNA-Module.
                                                     
49 Das heißt, der Server unterstützt das DDNA-Protokoll. Siehe Kommunikationsmodell.
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Der Server, der als DDNA-Trace bezeichnet ist, dient der Ausgabe von Test-, Logging- und
Fehlerinformationen der vom Loader geladenen DDNA-Module. Er ist in erster Linie als Hilfe für die
Entwicklung gedacht und soll die Lokalisierung von Fehlern während der Laufzeit unterstützen.50
Abb. 55-1: Ausgabe von DDNA-Trace-Informationen
Über den HTTP-Server des DDNA-Loaders können Informationen über eine DDNA-Installation und
das Betriebssystem bereitgestellt werden.51
Eine Manipulation der Konfigurationsdaten der DDNA-Module, sowie der von diesen abgebildeten
Hardwarekomponenten, ist über die Server des DDNA-Loaders nicht vorgesehen, da die DDNA die
Konfiguration der an einen Rechner angeschlossenen Peripherie als statisch betrachtet, weil diese
sich nur im Servicefall, bei Erweiterungs- und/oder Umbauarbeiten der Anlage oder des Rechners
ändert.
Abb. 55-2: Mehrere Computer mit DDNA-Servern im Verbund
                                                     
50 Auf die Funktionalität wird im Rahmen dieser Arbeit nicht weiter eingegangen; im wesentlichen werden über den Server
unaufgefordert ASCII Zeichenketten an alle verbundenen Clients übertragen.
51 An dieser Stelle sei auf Anhang C ‚HTTP in  Mess- und Steuerungssystemen’ verwiesen.
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Da die Server des DDNA-Loaders in erster Linie der Überwachung des Systems zu test- oder
dokumentarischen Zwecken dienen, können diese zu- oder abgeschaltet werden.
Abb. 56-1: Informationen des DDNA-HTTP-Servers
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DDNA Kommunikationsmodell
Protokollstack
Der Nachrichtenaustausch zwischen Server und Client erfolgt über das TCP/IP - Protokoll.
Abb. 57-1: Vereinfachter DDNA-Protokollstack
Für die einzelnen Kommunikationsteilnehmer stellt sich der Protokollstack wie in Abbildung 57-2 dar.
Abb. 57-2: Kommunikation zwischen DDNA-Client und DDNA-Server
Funktionen des IP
 Übermittlung von Telegrammen vom Sender zu einem oder mehreren Empfängern
 Adressverwaltung (Adressmanagement)
 Telegrammaufteilung (Segmentierung)
 Pfadsuche (Routing)
 Netzwerk-Kontrollfunktionen
Funktionen des TCP
 Zuverlässige Telegrammübertragung
 Voll - Duplex - Datenstrom zwischen den Teilnehmern
 Aufbau und Abbau von Verbindungen
 Überwachung der Verbindung und Fehlermeldung an Anwendungssoftware
 Zwischenspeicherung und Aufbereitung der Datenblöcke
 Vereinbarung dynamischer Ports
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Abb. 57-3: Funktionen des IP und TCP in der Übersicht
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Kommunikationsprotokoll
Das von der DDNA verwendete Kommunikationsprotokoll unterscheidet Daten und Funktionszugriffe.
Der Austausch von Daten erfolgt, indem das Kommunikationsprotokoll einem Client lesenden und
schreibenden Zugriff auf die Daten eines Servers gestattet. Zusätzlich  werden von den Servern
Methoden zur Verfügung gestellt, mit denen ein Client Telegramme für zyklische oder von einer
Änderung der Daten abhängige Nachrichten beim Server registriert, was als ein Abonnieren von
Notifications bei Datenänderung verstanden werden kann.
Durch das dynamische Binden von Telegrammen und damit den Objekten eines Servers, ist es
möglich, die Server der DDNA im Sinne des beschriebenen erweiterten Client-Server Modells zu
realisieren und somit die Clients asynchron mit Informationen zu versorgen.
Der Aufruf von Funktionen eines Servers erfolgt, indem der Server über das Protokoll veranlasst wird,
eine Funktion auszuführen. Die DDNA sieht vor, Ergebnisse von Funktionen innerhalb der Daten des
Servers abzubilden, welche ihrerseits den Clients zur Verfügung stehen. Dies gestattet indirekt die
Benachrichtigung mehrerer Clients über den Aufruf, den Fortschritt und die Beendigung einer
Funktion.
Diese Form der asynchronen Kommunikation bzw. Rückmeldung von Ereignissen und/oder
Funktionsaufrufen entspricht dem Konzept des Windows Betriebssystems mehr als eine synchrone
Kommunikation und erleichtert die Implementierung von Client-Applikationen, da diese von
Datenanforderungen und der Datensynchronisation freigestellt werden.52 Innerhalb der Beschreibung
des Funktionsmodells wird unter dem Abschnitt ‚Direktion’ nochmals auf diesen Aspekt eingegangen.
Protokollaufbau
Das DDNA-Protokoll ist kein standardisiertes Protokoll; es wurde vom Verfasser im Rahmen mehrerer
Projekte entworfen und verwendet.
Nachrichtentypen
Die Daten werden zur Übertragung in eine Transfersyntax, eine ASCII Zeichenkette, überführt und mit
einer Kennung für den Nachrichtentyp versehen. Hierbei werden zehn Nachrichtentypen
unterschieden.
OBJLST Liefert/Beinhaltet eine Liste der Objekte des Servers
OBJDES Liefert/Beinhaltet eine Beschreibung zu einem Objekt
OBJGET Liefert/Beinhaltet den Wert eines Objektes
OBJSET Setzt/Beinhaltet den gesetzten Wert eines Objektes
OBJREG Registriert ein Telegramm zur Überwachung von Objekten
OBJCLR Löscht eine Registrierung
CMDLST Liefert/Beinhaltet eine Liste aller Funktionen
CMDDES Liefert/Beinhaltet eine Beschreibung zu einer Funktion
CMDRUN Führt eine Funktion aus
WELCOME Wird nach erfolgreichem Verbindungsaufbau vom Server an
den Client gesendet und benennt den Server
Abb. 58-1: DDNA-Nachrichtentypen
Framing
Zur Übertragung werden die einzelnen Telegramme mit einem zusätzlichen Header und Footer
gekennzeichnet.
                                                     
52 An dieser Stelle sei auf den Anhang D ‚Fenster und Nachrichten’ und Anhang E ‚Windows Sockets’ verwiesen.
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            Header ###
Command or Function Code   OPCODE
      Parameter or Data in ( ) DATA
            Footer ***<CR><LF>
Abb. 59-1: DDNA-Protokollaufbau; DDNA-Nachricht
Zur besseren Übersicht und Lesbarkeit werden die Daten der DDNA-Nachricht von der
Kennzeichnung des Nachrichtentyps und dem Footer durch Klammern getrennt. Abbildung 59-2 zeigt
das Beispiel einer Vollständigen DDNA-Nachricht, wie sie mit Hilfe des TCP/IP - Protokolls übertragen
wird.
###OBJLST()***<CR><LF> Liefert die Objekte des Servers
###OBJDES(DDNAVERSION)***<CR><LF> Liefert eine Beschreibung des
Objektes DDNAVERSION
###OBJSET(MYVALUE=12.3)***<CR><LF> Setzt MYVALUE auf den Wert 12.3
Abb. 59-2: DDNA-Protokollaufbau; DDNA-Nachricht
Operationen und Protokolldateneinheiten
Es stehen die folgenden Operationen und Protokolldateneinheiten zur Verfügung:
Lesender Zugriff auf Objekte
OBJLST
OBJLST()
Der Client fordert den Server auf, eine Liste aller verfügbaren Objekte zu übertragen. Der
Server antwortet mit der geforderten Liste.
OBJLST(strName1|strName2|strName3|...|strNameN)
OBJDES
OBJDES(strName1|strName2|...)
Der Client fordert den Server auf, eine Beschreibung eines Objektes zu übertragen. Der
Server antwortet mit der geforderten Beschreibung
OBJDES(strName1=strDescription#nType#nMin#nMax#bIsProtected|...)
für nType werden die folgen Datentypen unterstützt:
Type minimal Value   maximal Value
BOOL 0    1
INT –2147483647 – 1   2147483647
UINT 0x00   0xFFFFFFFF
BYTE 0x00   0XFF
WORD 0x00   0XFFFF
DWORD 0x00  0xFFFFFFFF
DOUBLE 2.2250738585072014e-308   1.7976931348623158e+308
STRING -   -
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OBJGET
OBJGET(strName1|strNameN|...)
Der Client fordert den Server auf, den Wert von Objekten zu übertragen. Der Server antwortet
mit den geforderten Werten der Objekte.
OBJGET(strName1=Value2|strNameN=ValueN|...)
Schreibender Zugriff
OBJSET
OBJSET(strName1=Value1|strNameN=ValueN|...)
Der Client fordert den Server auf, den Wert von Objekten zu setzen. Der Server antwortet mit
den neuen Werten der Objekte.
OBJSET(strName1=Value1|strNameN=ValueN|...)
Registrierung von Objekten
OBJREG
OBJREG(OPCODE=TIME#strObjName1#strObjNameN|...)
Der Client fordert den Server auf, die Nachricht OPCODE zyklisch an ihn zu versenden. Die
Wiederholgeschwindigkeit der Nachricht ist abhängig von der Implementierung des Servers.
OBJREG(OPCODE=TRAP#strObjName1#strObjNameN|...)
Der Client fordert den Server auf, die Nachricht OPCODE an ihn zu versenden, wann immer
sich der Wert von einem der angegebenen Objekte ändert.
OPCODE(strObjName1=Value1#strObjNameN=ValueN)
Löschen der Registrierung
OBJCLR
OBJCLR(OPCODE)
Der Client fordert den Server auf, die Nachricht OPCODE zu löschen. Der Server antwortet
mit einer Quittung.
OBJCLR(OPCODE)
Zugriff auf Funktionen
CMDLST
CMDLST()
Der Client fordert den Server auf, eine Liste aller verfügbaren Funktionen zu übertragen. Der
Server antwortet mit der geforderten Liste.
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CMDLST(strName1|strName2|strName3|...|strNameN)
CMDDES
CMDDES(strName1|strName2|...)
Der Client fordert den Server auf, eine Beschreibung einer Funktion zu übertragen. Der Server
antwortet mit der geforderten Beschreibung
CMDDES(strName1=Description|...)
CMDRUN
CMDRUN(strFunction=Param1#Param2#...)
Der Client fordert den Server auf, die Funktion strFunction auszuführen. Der Server antwortet
mit einem Fehlercode über das Ergebnis der Ausführung.
SVRERR(nError|strDescription)
Fehlercodes
SVRERR
SVRERR(nError|strDescription)
Innerhalb des Servers ist einer der folgenden Fehler aufgetreten.
200|done
300|bad request
301|bad format
400|unknown command
401|service error
402|forbidden
403|not found
403|not modified
500|internal server error
501|no data available
Sonstige
WELCOME
WELCOME(strServerName)
Wird nach dem erfolgreichen Verbindungsaufbau vom Server an den Client gesendet, um den
Verbindungsaufbau zu quittieren und dem Client die Gelegenheit zu geben, den
Verbindungsaufbau zu prüfen.
Dynamic Devices Network Architecture
1
Informationsaustausch
Der DDNA-Informationsaustausch stellt sich über die Zeit wie folgt dar.53
Abb. 62-1: DDNA-Informationsaustausch für die Nachrichten OBJSET und OBJGET
Abb. 62-2: DDNA-Informationsaustausch für die Nachricht OBJREG und die Option TIME
                                                     
53 Auf die Darstellung von Header, Inhalten und Footer wurde verzichtet.
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Abb. 63-1: DDNA-Informationsaustausch für die Nachricht OBJREG und die Option TRAP
Abb. 63-2: DDNA-Informationsaustausch für die Nachricht CMDRUN
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DDNA Informationsmodell
Innerhalb der DDNA werden alle Objekte, welche ein Server zur Verfügung stellen kann, bei der
Implementierung des Servers (innerhalb des DDNA-Moduls) festgelegt. Diese Festlegung kann
statisch erfolgen, da sich die von einem Server bereitgestellten Objekte und Funktionen nicht
dynamisch ändern können54.  Die Objekte eines Servers sind abstrakte Konstrukte, welche die
Eigenschaften/Werte realer Objekte/Daten abbilden, die für das virtuelle Gerät des DDNA-Servers
relevant sind. Die Objekte des Servers entsprechen dem Prozessabbild der Hardwarekomponente.
Eine Verkapselung oder weitere Vererbung eines Serverinterfaces (bzw. von Objekten eines Servers)
ist nicht vorgesehen, da der Server mit seinen Daten und Methoden selbst das Interface zu einem
Objekt, der hinter dem Server liegenden Hardware-Komponente, darstellt.
Ein Client kann über die Nachrichtentypen OBJLST, OBJDES für Objekte und entsprechend CMDLST
und CMDDES für Funktionen bzw. Kommandos eine Beschreibung der Objekte und Funktionen beim
Server anfordern. Durch Kombination der Telegramme kann der Objekt- und Funktionsumfang eines
Servers abgefragt werden. Die Beispiele 64-1 und 65-1 zeigen die Abbildungen einer entsprechenden
Abfrage des DDNA-Servers, welcher vom DDNA-Loader bereitgestellt wird.
Summary for DDNA Server.
__________________________________________________________________________
Server supports 24 objects:
DDNA_26344431
Description:
ddna status from 16 CHANNEL DIGITAL I/O
Classification:
Type: INT
Min: -2
Max: 10
Access: protected
DDNACOPYRIGHT
Description:
obtains information about the ddna copyright.
Classification:
Type: STRING
Min: -
Max: -
Access: protected
…
__________________________________________________________________________
Server supports 2 commands:
SVRCLR
Description:
stop ddna device
Paramenter:
param1: code for device
SVRRUN
Description:
start ddna device
Paramenter:
param1: code for device
__________________________________________________________________________
This document was created by DDNA Dump Server at 09/30/02 07:26:52 gmt on ibk-nt05.
Abb. 64-1: Formatierte Ausgabe einer Serverabfrage; Funktionen und Variablen
                                                     
54 Die DDNA unterstützt keine sich zur Laufzeit ändernden Daten- oder Funktionsumfänge der Server.
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Alle Objekte des Servers werden über den Namen des Objektes identifiziert. Bei der Erzeugung eines
Objektes werden die Attribute: Typ des Objektes, Wertebereich, Beschreibung und die
Zugriffsmöglichkeit auf das Objekt angegeben.
Eine Beschreibung des Servers mit Hilfe einer Datenbank vergleichbar mit der vom SNMP55
verwendeten Management Information Base oder einem ähnlichem Mechanismus, ist nicht
vorgesehen.
Summary for DDNA Server.
__________________________________________________________________________
DUMP:
DDNA_26344431         2
DDNA_26345045         4
DDNACOPYRIGHT       (c) Ing. Büro Wolfram Kühnert
DDNAENABLED         1
DDNAPORT            1024
DDNAPRODUCT         DDNA
DDNASERVERNAME      ibk-nt05
DDNATIME            1033370801
DDNAUSERNAME        DDNA Server
DDNAVERSION         1.0.0.1
HTTPENABLED         1
HTTPPORT            2024
HTTPSERVERNAME      ibk-nt05
HTTPUSERNAME        DDNA HTTP Server
MEMUSEDPAGEFILE     37
MEMUSEDPHYS         91
MEMUSEDVIRTUAL      2
OSBUILD             2195
OSCODEPAGE          1252
OSCOUNTRY           Germany
OSLANGUAGE          German
OSNAME              Microsoft Windows 2000
OSUPDATE            Service Pack 2
OSVERSION           5.0
__________________________________________________________________________
This document was created by DDNA Dump Server at 09/30/02 07:26:42 gmt on ibk-nt05.
Abb. 65-1: Formatierte Ausgabe einer Serverabfrage; Dump
                                                     
55 Siehe Anhang F ‚SNMP’.
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Beispiel
Das Objekt DDNA_26344431 aus Abbildung 64-1 ist eine Variable des DDNA-Loaders, welche den
‚Status’ eines vom Loader geladenen DDNA-Moduls (hier eine Digital I/O Karte mit 16 Kanälen),
wiedergibt56. Ein Client könnte jetzt mit Hilfe des Telegramms
OBJGET(DDNA_26344431)
den Status des Moduls erfragen. Der Server des DDNA-Loaders beantwortet die Anfrage gemäß der
Beschreibung des Kommunikationsmodells mit dem Telegramm
OBJGET(DDNA_26344431=2).
Dies bedeutet, dass das DDNA-Modul geladen wurde und dass kein interner Fehler des Moduls
vorliegt. Um Informationen eines Statuswechsels des DDNA-Moduls zu erhalten, könnte ein Client mit
Hilfe des Kommandos
OBJREG(STAMOD=TRAP#DDNA_26344431)
eine Direktion für das Objekt DDNA_26344431 beim Server registrieren. Als Quittung erhält der Client
das Telegramm
OBJREG(STAMOD=TRAP#DDNA_26344431)
und das Telegramm
STAMOD(DDNA_26344431=2)
mit dem aktuellen Status des Objektes.
Der Server des DDNA-Loaders unterstützt die Funktionen SVRRUN und SVRCLR. Durch den Aufruf der
Funktion SVRRUN kann der DDNA-Loader veranlasst werden, ein DDNA-Modul zu laden und den
Server des Moduls zu starten. Über die Funktion SVRCLR kann der DDNA-Loader beauftragt werden,
ein DDNA-Modul zu terminieren und aus dem Speicher zu laden.
Im Beispiel könnte jetzt ein weiterer Client eine Verbindung zum DDNA-Loader herstellen und diesen
über das Kommando
CMDRUN(SVRCLR=DDNA_26344431)
veranlassen, das DDNA-Modul mit der Kennung DDNA_26344431 zu terminieren. Für den
Funktionsaufruf erhält der Client die Quittung
CMDERR(200|done).
Derjenige Client, welcher zuvor eine Direktion des Objektes DDNA_26344431 beim DDNA-Server
registriert hatte, erhält das Telegramm
STAMOD(DDNA_26344431=4)
was bedeutet, dass das DDNA-Modul terminiert aus dem Speicher geladen wurde.
                                                     
56 Der Name des Objektes für ein DDNA-Modul wird bei der Installation des Moduls vergeben.
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DDNA Funktionsmodell
Fehlererkennung
Der DDNA-Trace Server bietet die Möglichkeit, dass Server und Komponenten der DDNA Trace-
Informationen und Meldungen über außergewöhnliche Ereignisse protokollieren. Hierüber ist es
möglich, Fehler und Probleme zu entdecken und zu isolieren.
Konfiguration
Die Konfigurationsdaten einer DDNA-Installation können über den DDNA-Server und den HTTP-
Server des DDNA-Loaders zugänglich gemacht und auf diesem Wege kontrolliert, protokolliert und
überwacht werden.
Zusätzlich wäre es möglich, dass die Server der DDNA-Module ihre Konfigurationsdaten als
Datenobjekte zur Verfügung stellen.
Performance Management
Die DDNA sieht keine Funktionen vor, die Performance einzelner Komponenten oder der
Kommunikationsparameter direkt zu messen.
Mit Hilfe der Direktion ist es jedoch möglich, statistische Werte über die Nutzung von Geräten und
Verbindungen zu sammeln, um so die Parameter der Kommunikation zu optimieren. Im einfachsten
Fall kann dies bedeuten, dass einzelne Server Datenobjekte bereitstellen, welche die gewünschten
Informationen beinhalten. 57
Sicherheit
Die DDNA beinhaltet einen einfachen Sicherheitsmechanismus, da festgelegt werden kann, von
welchen IP-Adressen auf welche Socket-Ports einer DDNA-Installation zugegriffen werden darf.
Abb. 67-1: DDNA-Sicherheitseinstellungen
                                                     
57 Eine Möglichkeit bestünde zum Beispiel darin, den Wert eines Objektes mit einem Pulsgenerator zu takten und zu
übertragen. Ein für diese Messung spezialisierter Client könnte die Laufzeitdifferenz der einzelnen DDNA-Telegramme ermitteln
und so eine ständige Performancemessung des Netzes durchführen.
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Direktion
Die wichtigste Funktion des Funktionsmodells der DDNA ist die Möglichkeit, Objekte eines Servers
dynamisch an einen Client zu binden, indem dieser einen Dienst zur Überwachung oder für eine
automatische, zyklische Bereitstellung der Variablen beim Server beauftragt.
Mit den Methoden der Direktion ist es darüber hinaus denkbar, Rückmeldungen für Funktionen von
Komponenten, welche eine längere Bearbeitungszeit in Anspruch nehmen, zu realisieren. Als Beispiel
sei hier eine Referenzfahrt oder die Erfassung eines statistischen Wertes erwähnt.
In Abbildung 68-1 ist eine schematische Darstellung eines Funktionsaufrufes als Beispiel gegeben.
Hierbei wird durch den Auftrag des Clients der Start einer Funktion veranlasst. Der Client erhält eine
Rückmeldung, ob die Beauftragung der Funktion erfolgreich war oder nicht. Eine Meldung über
etwaige Statusänderungen des DDNA-Moduls oder die Beendigung der Funktion erhält der Client nur,
wenn dieser sich mit Hilfe der Direktion für ein Objekt des Servers, welches den Status entsprechend
wiedergibt, angemeldet hat.
Abb. 68-1: Schematisches Aktivitätsdiagramm eines DDNA-Servers für die Ausführung einer Funktion
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Prüfung der Anforderungen
Nach der Vorstellung der Architektur der DDNA kann nun betrachtet werden, ob die DDNA die zu
Beginn formulierten Anforderungen an ein verteiltes Mess- und Steuerungssystem erfüllt. Die
Betrachtung erfolgt gemäß der Aufteilung in funktionale und betriebliche Anforderungen.
Funktionale Anforderungen an verteilte Messsysteme
 Prozessmanagement und Visualisierungsfunktionen
Mit Hilfe der DDNA können Funktionen des Prozessmanagements und
Visualisierungsfunktionen für ein Prozessleitsystem realisiert werden.
Dies kann erfolgen, indem die Funktionalität von externen Komponenten eines Mess- und
Steuerungssystems mit Hilfe von DDNA-Modulen als Objekte und Funktionen eines
‚Prozessabbildes’, bereitgestellt werden. Auf dieses ‚Prozessabbild’ kann seinerseits mit Hilfe
des TCP/IP Protokolls über ein Netzwerk zugegriffen werden. Dies wiederum gestattet es,
Client-Anwendungen für unterschiedliche Aufgabenstellungen zu entwickeln, welche ihrerseits
auf unterschiedliche Bestandteile des ‚Prozessabbildes’ zugreifen.
Eine Installation der DDNA kann sowohl lokal, das heißt auf nur einem Rechner, als auch als
verteiltes System in einem Netzwerk erfolgen. Prinzipiell gestattet es die Architektur der
DDNA, dass mehrere Clients gleichzeitig auf einzelne Server zugreifen oder dass einzelne
Clients gleichzeitig mehrere Server nutzen.
 Steuerungsbetrieb und Messbetrieb
Die Module der DDNA bzw. die virtuellen Geräte eines DDNA-Servers unterstützen sowohl
Datenobjekte als auch den Aufruf von Funktionen.
Mit Hilfe der Objekte des virtuellen Gerätes kann ein Messbetrieb ermöglicht werden. Die
Möglichkeit des Aufrufs von Funktionen gestattet es, einen Steuerungsbetrieb zu realisieren.
Durch die Methoden der Direktion wird ermöglicht, die Ergebnisse von Funktionsaufrufen in
Datenobjekten eines DDNA-Moduls bzw. eines virtuellen Gerätes, abzubilden. Dies bietet
Vorteile, wenn eine Funktion eines DDNA-Moduls von mehreren Clients in Anspruch
genommen wird oder die Ausführung der Funktion einen längeren Zeitraum beansprucht, da
alle Clients, welche über die Direktion für eine entsprechende Rückmeldung registriert sind,
den Status der Funktion verfolgen können.
 Einfache Erweiterbarkeit der Systeme
Das Erzeugen neuer virtueller Geräte, neuer Server oder mehrerer gleicher Serverobjekte für
gleiche Komponenten ist möglich.
Bei einer Erweiterung eines virtuellen Gerätes um neue Funktionen oder Variablen bleibt die
Erweiterung für die bereits im System realisierten und/oder integrierten Clients transparent.
 Einfacher Komponententausch
Verschiedene Server mit gleichem Interface für unterschiedliche Geräte gleicher
Geräteklassen (z.B. Kameras oder I/O-Karten unterschiedlicher Hersteller) können realisiert
werden. Für die in ein System integrierten Clients bleibt der Komponententausch transparent.
 Portierbarkeit
Die Architektur der DDNA erfordert eine dem TCP/IP vergleichbare
Kommunikationsinfrastruktur, ansonsten ist sie im Ansatz nicht plattformenabhängig.
Prinzipiell ist es möglich, die DDNA in andere Betriebssysteme zu portieren.
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Betriebliche Anforderungen an verteilte Messsysteme
 Konfigurationsmanagement
Das Konfigurationsmanagement und die Schnittstellen des DDNA-Loaders erlauben die
Installation, das Starten und Stoppen von Servern bzw. virtuellen Geräten bzw. DDNA-
Modulen zur Laufzeit. Zusätzlich kann jederzeit ein Reporting über die Stati von DDNA-
Modulen erfolgen.
Mit den Methoden der Direktion der DDNA können Stati und Objekte des ‚Prozessabbildes’
verfolgt werden. Es ist möglich, die Konfigurationsdaten eines DDNA-Moduls und der
angeschlossenen Hardwarekomponente in das ‚Prozessabbild’ eines DDNA-Servers in Form
von Objekten (Prozessvariablen) aufzunehmen.
 Leistungsmanagement
Ein Leistungsmanagement wird von der DDNA nicht unterstützt. Um dies zu ermöglichen
müssten spezialisierte DDNA-Module entwickelt werden, welche über entsprechende
Managementfunktionalität verfügen und diese mit Hilfe von DDNA-Objekten und Funktionen
abbilden.
Für administrative Zwecke stellt der im DDNA-Loader integrierte HTTP-Server Auszüge aus
der Management Information Base, kurz MIB, des Computers zur Verfügung. Hierzu gehören
Werte aus den MIB-Tabellen:
Internet Protokoll - Statistik (IP statistics)
Transmission Control Protocol - Statistik (TCP statistics)
User Datagram Protocol - Statistik (UDP statistics)
Internet Control Message Protocol - Statistik (ICMP statistics, in and out going)
Abb. 70-1: UDP – Statistik und TCP - Statistik, Auszug
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 Dienstmerkmale
Die Methoden der Direktion erlauben es, für Objekte des Prozessabbildes unterschiedliche
Dienstmerkmale zu definieren. Dies kann abhängig von den Eigenschaften des virtuellen
Gerätes und den individuellen Anforderungen eines Clients erfolgen, indem die Daten eines
Servers entweder zyklisch oder bei Änderung der Werte versendet werden.
Mit Hilfe der Direktion kann darüber hinaus das Datenaufkommen und damit die Belastung
des Netzes verringert werden, da ein Client nicht den gesamten Umfang an Funktionen und
Objekten eines Servers unterstützen muss, sondern lediglich den für seine ‚Aufgabe’
relevanten Teil.
 Fehlermanagement
Der Server des DDNA-Trace, erlaubt die Ausgabe von Test, Logging und Fehlerinformationen
der vom DDNA-Loader geladenen DDNA-Komponenten und ermöglicht die Lokalisierung von
Fehlern während der Laufzeit.
Durch die Implementierung einer entsprechenden Reconnect Funktionalität auf der Client -
Seite, wobei der Client versucht, die Verbindung zum Server im Falle einer Trennung
wiederherzustellen, kann eine hohe Fehlertoleranz des Systems gegenüber Störungen des
Netzes erreicht werden. Im Gegensatz zu Komponentenarchitekturen wie CORBA oder
DCOM wird der Ausfall eines Servers und/oder die Trennung der Netzverbindung vom Client
sofort bemerkt.
 Sicherheitsmanagement
Über die Konfiguration der DDNA kann festgelegt werden, von welchen Rechneradressen auf
welche Ports einer DDNA-Installation zugegriffen werden darf.
Hiermit verfügt die DDNA über ein einfaches, für den operativen Messbetrieb jedoch
ausreichendes Sicherheitskonzept und ergänzt die Sicherheitsmechanismen des Netzwerks
und des Betriebssystems.58
 Gute Wartbarkeit und hohe Betriebssicherheit
Da die Server über ein TCP/IP - Terminalprogramm bedien- und testbar sind, ist eine einfache
Inbetriebnahme der DDNA-Module möglich. Jedes virtuelle Gerät kann sofort nach der
Installation für sich getestet werden.
Die Architektur der DDNA sieht vor, die virtuellen Geräte der DDNA als einzelne Threads in
einem Prozess zu realisieren. Dies geschieht mit dem Hintergrund, eine größtmögliche
Unabhängigkeit einzelner virtueller Geräte der DDNA zur Laufzeit zu gewährleisten, was die
Betriebssicherheit des Systems erhöht.59
                                                     
58 Hierauf wird nicht näher eingegangen. Der Verweis auf die Methoden der Administration von Netzwerken soll an dieser Stelle
genügen.
59 Siehe Anhang E ‚Prozesse und Threads’.
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Zusammenfassung
Viele der Vorteile der DDNA ergeben sich innerhalb der praktischen Anwendung und der Entwicklung
in einem Team.
Da die DDNA als Klassen-Bibliothek60 zur Verfügung steht, können mit Hilfe einer ‚einfachen’
Ableitung sehr schnell neue virtuelle Geräte und Module für die DDNA erstellt werden.61 Die
Implementierung der Klassen-Bibliothek ist bewusst einfach gehalten, damit sowohl der Code als auch
die Vererbungshierarchie gut überschaubar bleiben. Aus diesem Grund verzichtet die DDNA auf die
Anwendung von Mehrfachvererbung und Template - Mechanismen.
Die Basisklassen der DDNA bieten einen vorgefertigten Rahmen, die Hardware zu initialisieren, zu
deinitialisieren und zu synchronisieren. In gleicher Weise stehen Methoden für die Erzeugung von
Objekten und Funktionen des Servers zur Verfügung. Auch die Synchronisierung der Objekte, sowohl
intern, als auch mit allen mit einem Server verbundenen Clients ist Bestandteil der Basisfunktionalität.
Abb. 72-1: Vereinfachtes Klassendiagramm der DDNA-Klassen-Bibliothek
                                                     
60 Die Klassenbibliothek der DDNA nutzt C++ und setzt auf der MFC (Microsoft Foundation Class Library) auf.
61 Tatsächlich beträgt die Integrationszeit eines neuen Servers für eine DDNA-Umgebung weniger als zwei Stunden.
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Mit ihren Klassen unterstützt die DDNA die Modularisierung von Projekten mit einfachen Methoden
der Objektorientierung, indem die virtuellen Geräte und Komponenten unabhängig voneinander
entwickelt, getestet und in Betrieb genommen werden können. Dies soll es, wie zu Anfang gefordert,
einem Entwicklungsteam ermöglichen, seine Aufmerksamkeit auf die Komplexität des Projektes zu
konzentrieren. - Trotz dieser Vorteile darf nicht unberücksichtigt bleiben, dass obwohl die DDNA
standardisierte Mechanismen, wie das TCP/IP-Protokoll, als Kommunikationsbasis nutzt, weder die
DDNA, noch das von der DDNA verwendete Kommunikationsprotokoll einem Standard genügen.
Da das Kommunikationsprotokoll der DDNA nicht vorschreibt, wie viele und welche
Nettoinformationen in einem DDNA-Telegramm versendet werden, ist die Anzahl der im laufenden
Betrieb versendeten Telegramme abhängig von der Implementierung der Clients und deren
Anwendung der Methoden der Direktion.
Die Methoden der Direktion gestatten es:
 Objekte eines Servers dynamisch an einen Client zu binden, indem dieser einen Dienst zur
Überwachung oder für eine automatische, zyklische Bereitstellung der Variablen beim Server
beauftragt.
 Rückmeldungen für Funktionen, welche eine längere Bearbeitungszeit in Anspruch nehmen,
zu realisieren.
Hieraus ergeben sich die folgenden Vorteile, welche zu einer grundsätzlichen Reduktion des
Datenverkehrs führen:
 Der Client wird von einer Abfrage des Servers entbunden.
 Messwerte, Daten und Zustände eines Servers werden nur dann an einen Client übertragen,
wenn sich diese ändern und eine entsprechende Anmeldung des Clients vorliegt.
Damit über die Performance der DDNA eine quantitative Aussage getroffen werden kann, wurde mit
der DDNA folgender Versuch durchgeführt:
Eine DDNA-Installation wurde auf zwei Windows 2000 Rechnern62 installiert und für die
Rechner wurde ein 10 MBit/s Netzwerk mit TCP/IP-Protokoll in Betrieb genommen.
Um den Aufruf einer Funktion innerhalb eines DDNA-Servers zu initiieren, wurde für diesen
die Funktion COMMAND, welche über das Kommando
CMDRUN(COMMAND=<Daten>)
aufgerufen werden kann, integriert. Bei jedem Aufruf der Funktion ermittelt der DDNA-Server
die Systemzeit (in ms) und sendet diese, mit der laufenden Nummer des Funktionsaufrufs
sowie den empfangenen Daten, an den aufrufenden Client zurück.
Da die DDNA den Aufruf einer Funktion zusätzlich quittiert, erhält der Client für jeden
Funktionsaufruf zwei Telegramme. Zunächst das Telegramm
COMMAND(<Zeit in ms>, <Zähler>, <Daten>)
als Antwort des Servers auf den Funktionsaufruf und das Telegramm
SVRERR(200|done)
als Quittung für den Funktionsaufruf innerhalb der DDNA.
Da Funktionsaufrufe innerhalb der DDNA asynchron erfolgen, das heißt der Funktionsaufruf
eines Clients initiiert lediglich den Funktionsaufruf innerhalb des DDNA-Servers, wurde der
Client so angepasst, dass dieser den nächsten Funktionsaufruf erst initiiert, wenn die
Antworten des Servers (Antworttelegramm und Quittung) empfangen wurden.
                                                     
62 Pentium III, 500Mhz, 128 MB-RAM (LAPTOP) für den Server; Pentium IV, 2.4GHz, 1024 MB-RAM für den Client
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Eine Testreihe, bei der 50 Bytes Daten als Parameter für die Funktion übertragen wurden
ergab, dass für 1000 ‚Funktionsaufrufe’ 1100 ms benötigt werden. Dies entspricht 909
Funktionsaufrufen in einer Sekunde.
Wartet der Client das Antworttelegramm des Servers nicht ab, werden für die Übertragung von
1000 Funktionsaufrufen 272 ms benötigt. Dies entspricht der Initiierung von theoretischen
3676 Funktionen (mit 50 Bytes Übergabeparametern) in der Sekunde.
Um die Werte der Messung direkt mit anderen Techniken63 zu vergleichen, wären umfangreichere
Untersuchungen notwendig, da hierzu Messungen auf identischen Systemen mit den jeweiligen
Techniken durchgeführt werden müssten. Dies würde über den Rahmen dieser Arbeit hinausführen.
Im Gegensatz zu den Komponentenarchitekturen sind bei der DDNA die Inhalte der Kommunikation
bekannt. Vor einem Einsatz der DDNA kann daher geschätzt werden, welche Netzauslastung ein
System im Betrieb ungefähr erzeugen wird.
Sollen zum Beispiel 1.000 Messwerte pro Sekunde an 100 Clients in je einem Telegramm übertragen
werden, und nimmt man an, für die Darstellung eines Messwertes werden 10 Byte benötigt, muss der
Server 100 Telegramme mit jeweils 10.000 Byte versenden. Im Beispiel erhält man eine Netto –
Datenmenge von ca. 8 MBit/s. Kalkuliert man 50% Overhead für das Ethernet, das TCP/IP-Protokoll
und das Framing des DDNA-Protokolls hinzu, erhält man ein Datenvolumen von etwa 16 MBit/s.
Das Beispiel berücksichtigt nicht, dass sowohl die Server als auch die Clients weitere, die
Performance einschränkende Eigenschaften haben, die aus der Leistungsfähigkeit ihrer Hard- und
Systemsoftware resultieren und nicht von der DDNA und der Netzwerkleistungsfähigkeit abhängen.
Ob also ein Server tatsächlich in der Lage ist, die Telegramme in der gewünschten Geschwindigkeit
zur Verfügung zu stellen, kann auf diese Art und Weise nicht ermittelt werden.
                                                     
63 Siehe zum Beispiel Anhang H, ’DCOM Technical Overview, Performace’
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Ausblick
Die Idee der DDNA ist aus der praktischen Anwendung und Realisierung von verteilten Mess- und
Steuerungssystemen entstanden und hat bis zur vorliegenden Integration mehrere iterative
Entwicklungsschritte durchlaufen. In jeden neuen Entwicklungsschritt flossen die aus der Praxis
gewonnen Erkenntnisse über Vor- und Nachteile mehrerer Projekte ein. Sicherlich ist die vorliegende
Version der DDNA nicht die letzte Version und der letzte Entwicklungsschritt der DDNA ist sicherlich
noch nicht vollzogen.
Zur Zeit ist das Steuern und Überwachen einer Sende- und Empfangsanlage für Satelliten, wie sie von
Rundfunk- und Fernsehstudios bei der Übertragung von Live-Sendungen genutzt wird, mit Hilfe der
DDNA in Planung.
Abb. 75-1: Vereinfachtes Blockschaltbild einer Satellitenempfangsanlage für Fernsehstationen.
Um auf die Empfangsanlage von mehreren Studios zugreifen zu können, sollen die
Antennensteuerung, die Steuerung der/des LNA64, die Ansteuerung der/des LNC65, sowie die
Konfigurationen der Zwischenverstärker und die Parametrierung der/des IRD66 mit Hilfe der DDNA
erfolgen.
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Anhang A: SNMP
Das Simple Network Management Protocol, kurz SNMP, wurde von der Internet Community
entwickelt, um Netzwerke zu überwachen und zu verwalten und ist Bestandteil der Internet -
Anwendungsprotokolle.
Es dient der Bereitstellung und dem Transport von Management-Informationen zwischen
Netzwerkkomponenten. Netzwerkadministratoren können so interaktiv Netzwerkkomponenten
abfragen, konfigurieren und bestimmte Zustände des Netzes verfolgen.
Das SNMP basiert auf einem Modell, das aus einer oder mehreren Netzwerkmanagement - Stationen
und mehreren Netzwerkelementen besteht. Es ist die Aufgabe der Netzwerkmanagement - Stationen,
die Elemente des Netzes zu überwachen, zu konfigurieren und zu kontrollieren. Als ‚Elemente des
Netzes’ oder Netzwerkelemente werden in diesem Zusammenhang alle Geräte im Netz bezeichnet,
die über das SNMP angesprochen werden können.
Funktion
Das SNMP-Protokoll wird zur Kommunikation zwischen den sogenannten Network Management
Agents und der Netzwerkmanagementstation eingesetzt.
Der SNMP Agent ist hierbei eine Anwendung, die das SNMP Protokoll unterstützt und Teile oder
Komponenten des Netzwerkes überwacht. Im Falle von Fehlfunktionen einzelner
Netzwerkkomponenten kann der Agent Fehlermeldungen, welche als Traps bezeichnet werden, an
den Manager senden. Er kann unabhängig von den Hardware- und den Software-Bedingungen des
jeweiligen Geräts implementiert werden; hat jedoch bei Abfragen eines Managers mit den vom
Manager angeforderten Information zu antworten.
Der Manager ist, im Gegensatz zu einem Agenten, eine SNMP - Anwendung, die Informationen bei
den SNMP - Agenten anfordert und die von den Agenten gesendeten Traps empfängt.
Abb. A-1: Nachrichtenaustausch mit SNMP; [@MSDN.CD]
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Um in einer Netzwerkumgebung das SNMP sinnvoll zu nutzen, sollten auf allen
Netzwerkkomponenten entsprechende SNMP - Agenten zur Verfügung stehen. Ein Computer des
Netzes übernimmt die Rolle des SNMP Managers.
Abb. A-2: Management im Netzwerk mit SNMP; [@MSDN.CD]
Das Format und der strukturelle Aufbau der Management-Informationen sind in der Management
Information Base, kurz MIB beschrieben. Die MIB ist ein Schema oder eine Blaupause, welche die
hierarchische Struktur der zu administrierenden Objekte beinhaltet. Kommt eine Anfrage von der
Managementstation, sucht der Agent die Variable in seiner MIB.
Alle Variablen der MIB sind eindeutig bezeichnet. Diese Bezeichnung ist standardisiert und weist auf
eine eindeutige Position innerhalb der MIB. Die MIB kann hierarchisch als Baum dargestellt werden,
wobei jedem Knoten eine Zahl zugewiesen wird. Ein solcher Knoten kann sich weiter verzweigen oder
eine Variable beherbergen. Folgt man einem Pfad von der Wurzel bis zur Variablen und merkt sich die
Nummern der durchlaufenen Knoten, erhält man den Identifier der Variablen.
Zusammenfassung
Das Simple Network Management Protocol ist ein Internet-Standard Protokoll, um
Managementinformationen zwischen Management-Konsolen und Objekten eines Netzwerkes wie
Host-Computern, Routern, Bridges und Hubs zu realisieren.
Die Entwickler des SNMP Standards haben niemanden im Unklaren darüber gelassen, dass es sich
bei dem veröffentlichten Protokoll um eine “simple” Lösung handelt und nicht etwa um ein komplexes
oder gar intelligentes Netzwerk Management Protokoll. Da sich SNMP auf das Lesen und Schreiben
von Variablen und deren Veränderungen innerhalb der Konfiguration einzelner Produkte beschränkt,
ist das Protokoll nicht in der Lage, Zusammenhänge zwischen mehreren Komponenten zu erkennen;
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dies würde einem entsprechenden Agenten obliegen. Aus diesem Grunde stößt SNMP vor allem in
komplexen Umgebungen an den Rand seiner Leistungsfähigkeit.
Microsoft Windows bietet eine Programmierschnittstelle, um eigene SNMP-Agenten zu
implementieren und so Konfigurationsinformationen über ein System, zum Beispiel einen Windows CE
Rechner, in eine SNMP Umgebung zu integrieren.
Bei einer Anbindung eines verteilten Mess- und Steuerungssystems an die SNMP - Welt stellt sich die
Frage nach dem unmittelbaren Nutzen. Selbstverständlich könnte SNMP verwendet werden, um
Konfigurationsdaten oder Geräteadressen zu speichern und zu verwalten. Zum einen sind die
Konfigurationsdaten eines Mess- und Steuerungssystems jedoch sehr speziell und kaum dynamisch;
zum anderen stellt sich die Frage, ob denn das Kosten zu Nutzen Verhältnis einer solchen Maßnahme
die Realisierung rechtfertigt – bei kleineren Messsystemen sicherlich nicht.
Zur Messwertübertragung ist das SNMP nicht geeignet, da die Anwendungsapplikationen alle
Messwerte zyklisch abfragen müssten. Obwohl das SNMP die Versendung von Traps ermöglicht, sind
diese für die Datenübertragung von Prozessdaten letztendlich nicht vorgesehen, zumal hierzu das
unsichere UDP mit seinen Datagrammen verwendet wird, was die Verwendung von Traps und deren
Nutzen als Meldungsmechanismus grundsätzlich in Frage stellt. Im Endeffekt müssen
Fehlerinformationen von den Managementsystemen doch wieder zyklisch abgefragt werden, um mit
Sicherheit den richtigen Zustand der Variablen wiederzugeben.
Innerhalb der DDNA ist eine direkte Anbindung an das SNMP nicht vorgesehen, da die
Entwicklungszeit zu hoch bzw. das Kosten zu Nutzen Verhältnis einer solchen Maßnahme nicht
gegeben ist.
Dynamic Devices Network Architecture
1
Anhang B: Internettechnologien
Das Internet hat sich ausgehend von seinen Anfängen als ‚Spielwiese’ für Militärs und einige
Akademiker in den 70-er Jahren zu einem weltumspannenden Netz für jedermann entwickelt.
Insbesondere die Ausprägung als World Wide Web, kurz WWW, mit seinen umfangreichen
Informations- und Unterhaltungsangeboten macht das Internet attraktiv.
In diesem Netzwerk von Netzwerken kann im Prinzip jeder mit jedem kommunizieren, ganz gleich
welchen Rechner und welches Betriebssystem er benutzt. Diese Unabhängigkeit von einer speziellen
Plattform ist eine der wichtigsten Eigenschaften des Internet und hat sicher wesentlich zu seinem
Erfolg beigetragen. Erreicht wird dies durch eine vom Prinzip her plattformenunabhängige Gestaltung
des Kommunikationssystems und der darauf aufsetzenden Anwenderprogramme.
Die Realisierung des Internet basiert auf Protokollen wie dem Hypertext Transfer Protocol, kurz HTTP.
Das HTTP versendet einzig und allein lesbaren Text, insbesondere ASCII-Zeichen. ASCII-Text ist das
einzige weltweite Universalformat für den Datenaustausch, es wird von jedem System verstanden und
gleich interpretiert, so dass es eine prinzipielle Plattformenunabhängigkeit ermöglicht.
Ein HTTP - Datensatz setzt sich zusammen aus Daten und Kontrollinformation, um zu beschreiben,
was dieser Text bedeutet und wie er verarbeitet werden soll. Die Kontrollinformation zur Darstellung
der Daten im World Wide Web werden mit Hilfe von HTML, der Hypertext Markup Language oder
manchmal auch durch XML, der Extensible Markup Language,  gesteuert.
Von den Anwenderprogrammen im Web sind zwei von herausragender Bedeutung, der Browser und
die Web-Server-Software. Die Kommunikation im Web findet immer in einer Client-Server-Beziehung
statt. Der Browser auf der Client-Seite schickt eine Anforderung an den Web-Server. Der Server
antwortet daraufhin mit einer HTML-Seite, die der Browser auf dem Bildschirm zur Anzeige bringt.
HTML
Die Hypertext Markup Language, kurz HTML, wurde zunächst zur Darstellung, zum Layout von
Dokumenten und damit im weitesten Sinne für die Textverarbeitung entwickelt. Ein Dokument, sei es
ein Brief, ein Bericht oder eine Arbeit wie diese, wird in eine ansprechende äußere Form gebracht.
Hierzu wird eine Struktur erzeugt, die durch Überschriften, Abschnitte, Aufzählungen, Tabellen und
Textausrichtungen gekennzeichnet ist. Zusätzlich kann eine geeignete Schrift für die Darstellung
gewählt und das Dokument kann durch Bilder oder auch Multimediaelemente angereichert werden.
Für alle diese Gestaltungselemente muss der Text mit Auszeichnungen oder Kennzeichnern, den
sogenannten Markups, versehen werden.
Bei HTML bilden Text und Markup-Informationen eine Einheit, was auf Grund des Namens von HTML
schon erwartet werden kann. Der Anwender kann seinen Text mit einem Standard Editor eingeben
und über Markups gestalten. Mit Hilfe eines Browsers wird der Text in der vom Markup vorgegebenen
Form dargestellt. Das Markup erfolgt in HTML durch Tags, von denen in der Version 4.01 des HTML
über 80 definiert sind. Diese Tags bestehen aus Worten oder Abkürzungen von Worten und werden in
spitze Klammern gesetzt. Sie schließen das auszuzeichnende Element ein.
<html>
<head>
<title>HTTP 404 Not Found</title>
</head>
<body>HTTP/1.1 404 File not found</body>
</html>
Abb. B-1:  Beispiel eines HTML Dokumentes im Quelltext.
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Seine Bedeutung im Internet verdankt HTML der Fähigkeit, Dokumente mit Hilfe von Hyperlinks zu
verbinden. Internetpräsentationen werden oft baumartig aufgebaut, d.h. ausgehend von einer
Startseite mit einer Überschrift kann sich der Anwender durch Anklicken von hervorgehobenen
Elementen schrittweise durch alle Gliederungen des Dokumentes bewegen. Mit diesen Hyperlinks
können Verzweigungen auf beliebige Server gebildet werden.
XML
XML entspricht wie HTML einer Untermenge der Standardized Generalized Markup Language, kurz
SGML. Die Syntax von HTML und XML sind daher auf den ersten Blick ähnlich, obwohl XML in seiner
Substanz etwas anderes ist als HTML.
XML ist eine Metasprache, das heißt eine Sprache, um Sprachen zu definieren. Dieser wichtige
Unterschied soll noch etwas näher beleuchtet werden:
Die menschliche Sprache dient einerseits dazu, ein Gespräch zu führen oder ein Buch zu schreiben.
Andererseits kann man mit ihr auch die eigene Grammatik, also die der Sprache innewohnenden
Regeln, nach denen beispielsweise Sätze gebildet werden, beschreiben. Bei Computersprachen
verwendet man im Gegensatz zur menschlichen Sprache eine weitere (Meta-) Sprache zur Definition
der Regeln, also der Syntax der Computersprache. XML ist eine solche Metasprache zur
Beschreibung einer Syntax. Sie bietet die Möglichkeit, spezifische Markup - Sprachen für einen
bestimmten Anwenderkreis wie Mathematiker, Chemiker oder auch Automatisierungstechniker zu
schaffen. XML ist also nicht selbst die Sprache für den Dokumentenaustausch, sondern legt die
Regeln fest, denen eine solche Sprache gehorchen sollte.
Liegen Daten in einem XML - konformen Format vor, besteht ein Dokument nicht mehr nur aus den
Daten und einer Beschreibung zur Darstellung derselben, sondern die Datei verfügt über zusätzliche
Informationen, welche die Daten des Dokumentes beschrieben.
<?xml version='1.0'?>
<!-- This file represents a fragment of a book store inventory database -->
<bookstore>
  <book genre="autobiography" publicationdate="1981" ISBN="1-861003-11-0">
      <title>The Autobiography of Benjamin Franklin</title>
    <author size="25">
      <first-name age="25">Benjamin</first-name>
      <last-name>Franklin</last-name>
    </author>
    <price>8.99</price>
  </book>
  <book genre="novel" publicationdate="1967" ISBN="0-201-63361-2">
    <title>The Confidence Man</title>
    <author>
      <first-name>Herman</first-name>
      <last-name>Melville</last-name>
    </author>
    <price>11.99</price>
  </book>
  <book genre="philosophy" publicationdate="1991" ISBN="1-861001-57-6">
    <title>The Gorgias</title>
    <author>
      <name>Plato</name>
    </author>
    <price>9.99</price>
  </book>
</bookstore>
Abb. B-2:  Fragment eines Datenbankeintrages im XML – konformen Format.
XML wird so zu einem mächtigen Instrument, um jede Art von Dokument zu bearbeiten, zu speichern,
zu übertragen und zu visualisieren.
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Anhang C: HTTP in Mess- und Steuerungssystemen
Das Hypertext Transfer Protokoll, kurz HTTP ist, primär dafür vorgesehen, Hypertext zu übertragen
und arbeitet dementsprechend rein textorientiert. Das heißt, nicht nur die Nutzdaten, sondern auch die
Kontrollinformationen bestehen ausschließlich aus Text. Als eine ihrer Hauptaufgaben übermitteln die
Kontrollinformationen eine Datenanforderung.
Die Kontrollinformationen zur Datenanforderung sind fast die einzige Funktionalität, die das in seiner
Struktur einfache HTTP bietet. Der Transfer zwischen Client und Server arbeitet stets nach dem
gleichen Schema. Der Client schickt eine Anforderung an den Server und der Server beantwortet
diese. Nach der Antwort löscht der Server alle zu dieser Anfrage gehörenden Statusinformationen.
Welche Daten der Client anfordert und unter welchen Randbedingungen, wird im Header der HTTP -
Anforderung durch den Client formuliert. Dem Header der Antwort des Servers kann entnommen
werden, ob die Anforderung erfolgreich bearbeitet werden konnte bzw. welche Fehler aufgetreten
sind, von welcher Art die Daten sind und so weiter.
Streng genommen liegt bei HTTP nicht ein Header pro Anfrage oder Antwort des Servers vor, sondern
die Kontrollinformation wird auf mehrere Header aufgeteilt. Die HTTP - Version 1.1 kennt acht
verschiedene Methoden für eine Anfrage eines Clients, von denen einige offensichtlich oder
hauptsächlich für Testzwecke gedacht sind, so dass für die eigentliche Nutzdatenübertragung drei
Methoden interessant sind: GET, PUT und POST.
 GET
Der Client fordert mit GET vom Server das durch die URL67 identifizierte Dokument an.
 PUT
Die mit der Anfrage verschickten Daten sollen unter der angegebenen URL abgespeichert
werden.
 POST
Die POST – Methode dient ebenfalls dazu, Daten vom Client zum Server zu übermitteln,
wobei aber die Art und Weise, wie der Server die Daten verarbeitet, nicht festgeschrieben ist,
sondern von der mit der URL bezeichneten Ressource abhängt. Im World Wide Web wird das
POST Kommando beispielsweise verwendet, um ein Dokument zu ergänzen, wie etwa beim
Hinzufügen eines neuen Beitrags in einer News Group.
Beim Surfen im World Wide Web benutzt man nahezu ausschließlich die GET - Methode. Der Client
fordert mit der GET - Methode vom Server das durch die URL identifizierte Dokument an.
Für einen fiktiven Sensor könnte man von einer Anzeige- und Bedienkomponente aus mit der GET -
Methode die in HTML kodierten Daten vom Sensor holen und entsprechend darstellen. In Abbildung
C-1 ist eine entsprechende Anfrage an einen HTTP - Server dargestellt, die Abbildungen C-2 und C-3
zeigen die entsprechenden Antworten.
GET http: //sensorTl6.anlage.standort.com/status.htm HTTP/1.1
Accept: text/*
Authorization:
Benutzeridentifizierung: Passwort
User-Agent: Produkt/Version
Abb. C-1:  Beispiel einer HTTP - Anfrage.
                                                     
67 Uniform Resource Locater z.B.: http://www.kuehnert.de
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HTTP/1.1 404 Not Found
Content-type: text/html
Content-length: 111
<html>
<head><title>HTTP 404 Not Found</title></head>
<body><h1>HTTP/1.1 404 File not found</h1></body>
</html>
Abb. C-2: Beispiel einer HTTP – Antwort mit Fehlermeldung.
HTTP/1.1 200 OK
Date: Tue, 03 Jul 2001 12:30:20 GMT
Content-type: text/html
Content-length: 1416
<html>
<head><title>Sensordaten Temperatur T16</title>
...
</html>
Abb. C-3: Beispiel einer HTTP – Antwort nach erfolgreicher Anfrage.
Dieses Beispiel für einen fiktiven Sensor könnte um eine Gerätebeschreibung erweitert werden. Mit
der folgenden Anforderung könnte eine neue Version der Gerätebeschreibung beim Sensor abgelegt
werden.
PUT http: //sensorTl6.anlage.standort.com/geraetebeschreibung.htm
HTTP/1.1
Abb. C-4: Beispiel einer HTTP – Anforderung zum Ablegen einer Datei.
Bevor man HTML, wie im Beispiel skizziert, in Verbindung mit einem HTTP Server und einem Browser
zur Datenerfassung oder Steuerung in verteilten Systemen verwendet, muss überlegt werden, ob
denn HTML und das HTTP Protokoll für einen solchen Einsatz überhaupt geeignet sind.
Auch wenn HTML zweifellos ganz wesentlichen Anteil am Erfolg des World Wide Web hat, muss man
diese Frage bei genauer Betrachtung verneinen.
Das einzige relevante HTML - verarbeitende Anwenderprogramm auf der Client-Seite ist der Browser.
Dies liegt daran, dass das Markup eines Elementes in HTML fast nur auf die Darstellung und nicht auf
die Bedeutung des Elementes verweist. Soll der im Beispiel verwendete Temperaturwert auf der
Client-Seite aus der HTML-Seite extrahiert und anderweitig verarbeitet werden, ist HTML eine
schlechte Wahl, da der HTML – Code geparst werden muss. Die Tags aus dem Beispiel um den
Temperaturwert herum beschreiben die Darstellung des Messwertes, aber sie geben keinen Hinweis
darauf, dass sie einen Temperaturwert umschließen. Der erläuternde Text in der HTML-Seite ist nicht
wirklich auswertbar.
Hier würde sich XML anbieten, welches diesen Nachteil von HTML nicht hat und deshalb in letzter Zeit
von vielen Seiten zum allgemeinen Datenaustausch favorisiert wird. Allerdings ist auch hier das
Parsen der Daten aufwendig, da man sich intensiv mit den Companion Standards des XML
auseinandersetzen muss. XML bietet ein mächtiges Instrument, um jede Art von Dokumenten zu
bearbeiten, zu speichern, zu übertragen und zu visualisieren. Bei aller Euphorie dürfen folgende
Überlegungen nicht unbeachtet bleiben:
Durch die zusätzlichen datenbeschreibenden Informationen einer Methode wie XML erhöht sich der
Umfang der zu übertragenden Daten. XML ist eine Metasprache, also eine Sprache, um Sprachen zu
definieren. Wenn also XML - konforme Sprachen in der verteilten Mess- und Steuerungstechnik
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verwendet werden sollen, müssen diese erst definiert werden. Leider steht der Entwickler damit – und
das ist ernüchternd, da wo er begonnen hat. XML bildet nur einen Rahmen.
Bei Verwendung des Hypertext Transfer Protokolls muss der Client in jedem Fall eine Anfrage an den
Server senden. Notification Services sind nicht vorgesehen. Aus diesem Grunde ist es eher
unwahrscheinlich, dass XML für den zyklischen Transport von Prozessdaten oder zur Übertragung
von Steuerungsdaten zum Einsatz kommt.
Das Hypertext Transfer Protokoll kann eingesetzt werden, um in verteilten Systemen Informationen
über Konfigurationsdaten eines Gerätes oder einer Komponente auszulesen, um so die Administration
und Verwaltung des Systems zu ergänzen.68
Darüber hinaus wäre es durchaus denkbar, das HTTP in Verbindung mit XML - konformen Daten zu
verwenden, um Komponenten eines verteilten Mess- und Steuerungssystems zu konfigurieren bzw.
zu parametrisieren. Dies könnte zum Beispiel über Formular Dokumente oder spezielle Controls
(Plugins) für die Internet Browser erfolgen. Im Rahmen dieser Arbeit wird nicht näher auf diese
Möglichkeiten eingegangen.
                                                     
68 An dieser Stelle könnten auch Metadaten im XML Format eine sinnvolle Lösung sein.
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Anhang D: Fenster und Nachrichten
Anders als DOS oder Konsolen-Applikationen arbeiten Windows-Applikationen nachrichtenorientiert.
Das heißt, sie verwenden keine Funktionen, um Eingaben des Anwenders zu erhalten. Stattdessen
erhalten sie Nachrichten, sogenannte Messages vom System über die Eingaben oder Ereignisse.
Das System übergibt die Nachrichten an die unterschiedlichen Fenster einer Applikation,  indem es für
jedes Fenster eine als Fensterprozedur bezeichnete Funktion aufruft, wenn Eingaben oder Ereignisse
für ein Fenster zur Verfügung stehen. Die Fensterprozedur bearbeitet daraufhin die Eingabe oder das
Ereignis und gibt anschließend die Kontrolle an das System zurück.
LRESULT CALLBACK MainWndProc(
    HWND hwnd,        // handle to window
    UINT uMsg,        // message identifier
    WPARAM wParam,    // first message parameter
    LPARAM lParam)    // second message parameter
{
    switch (uMsg)
    {
        case WM_CREATE:
            // Initialize the window.
            return 0;
        case WM_PAINT:
            // Paint the window's client area.
            return 0;
        case WM_SIZE:
            // Set the size and position of the window.
            return 0;
        case WM_DESTROY:
            // Clean up window-specific data objects.
            return 0;
        //
        // Process other messages.
        //
        default:
            return DefWindowProc(hwnd, uMsg, wParam, lParam);
    }
    return 0;
}
Abb. D-1 : Beispiel einer Fensterprozedur
Jede Message, welche vom System an die Fensterprozedur übergeben wird, hat vier
Übergabeparameter: Ein Handle auf ein Fenster, einen Message Identifier und zwei Werte, welche als
Message Parameter bezeichnet werden.
Das Fenster Handle identifiziert das Fenster, für welches die Nachricht bestimmt ist. - Hierüber
bestimmt zum Beispiel das System, welche Fensterprozedur aufgerufen wird. Der Message Identifier
ist eine Konstante, die den Sinn der Nachricht beschreibt. Die Fensterprozedur kann anhand des
Message Identifiers entscheiden, wie die Nachricht zu interpretieren ist. Der Message Identifier
WM_PAINT zum Beispiel teilt der Fensterprozedur mit, dass der Clientbereich des Fensters neu
ausgegeben werden muss. Die Messsage Parameter schließlich spezifizieren Daten oder die Adresse
der Daten im Speicher des Programms, die benötigt werden, um die Nachricht zu bearbeiten und sind
abhängig vom Message Identifier. Hat eine Nachricht keine Message Parameter, haben diese
typischerweise den Wert Null.
Messages können vom System und von Applikationen generiert werden. Das System erzeugt
Messages, wenn zum Beispiel ein Fenster initialisiert oder sein Clientbereich auf dem Bildschirm
dargestellt werden soll, sich seine Größe ändert oder es wieder zerstört wird. Auch wenn der
Anwender die Maus bewegt oder Eingaben über die Tastatur macht, werden Messages an das
Fenster gesendet. Darüber hinaus kann eine Windows - Anwendung Messages an beliebige Fenster
versenden, um Aktionen auszulösen oder um mit anderen Applikationen zu kommunizieren.
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Anhang E: Windows Sockets
Windows Sockets nutzen den Socket Mechanismus welcher als erstes von der Berkeley Software
Distribution (BSD) der University of California in Berkeley unter UNIX realisiert wurde. Innerhalb der
Windows API wird ein Socket als Endpunkt einer Kommunikationsstrecke – ein Objekt, mit dessen
Hilfe eine Applikation Datenpakete über ein Netzwerk senden oder von einem Netzwerk empfangen
kann – verstanden. Der Socket ist in jedem Fall mit einem laufenden Prozess und ggf. mit einem
Fenster verbunden.
Grundsätzlich werden zwei Arten von Sockets  unterschieden:
 Stream Sockets
 Datagram Sockets
Stream Sockets nutzen das TCP/IP als Transportprotokoll und gestatten es dem Entwickler einen
Sream von beliebigen Bytes zu übertragen. Stream Sockets garantieren, dass die Daten sicher
übertragen werden und dass die Reihenfolge der gesendeten Daten nicht verändert wird.
Datagram Sockets nutzen das UDP als Transportprotokoll und unterstützen die Übertragung von
Datenblöcken (einem Rekord), wobei nicht garantiert ist, dass die Daten übertragen, noch dass sie in
der richtigen Reihenfolge übertragen werden.
Abb. E-1: Windows Socket API
Der herausragende Unterschied zwischen den Windows Sockets und den Berkley Sockets ist der,
dass Windows Sockets ereignisgesteuert verwendet werden können. Hierzu können Windows -
Nachrichten definiert werden, welche von der Winsock API (der ws2_32.dll) an die Applikation
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gesendet werden, wenn sich der interne Zustand der Socket - Verbindung ändert. So zum Beispiel,
wenn eine Verbindung zu einem Server aufgebaut, der Verbindungsaufbau fehlgeschlagen oder die
Verbindung beendet wurde. Auch wenn Daten empfangen wurden oder wenn der nächste Datenblock
gesendet werden kann, können Nachrichten generiert werden.
Mit Hilfe dieser Methode ist es möglich, Windows Sockets asynchron zu betreiben, ohne die Sende-
und Empfangspuffer der Applikation zyklisch pollen zu müssen oder von einem Socket im sog.
‚Blocking’ festgehalten zu werden.
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Anhang F: Prozesse und Threads
Prozesse
Ein Prozess ist als die Instanz eines laufenden Programms definiert. In Win32 besitzt jeder Prozess
einen 4 GB umfassenden Adressraum. Im Gegensatz zu MS-DOS und 16-bit-Windows werden
Win32-Prozesse nicht ausgeführt. Stattdessen enthält jeder Prozess einen 4 GB großen Adressraum,
der den Programmcode sowie die Daten einer ausführbaren Datei, einer Anwendung, beinhaltet.
Ebenso werden der Programmcode und die Daten einer jeden von der EXE - Datei benötigten DLL in
den Adressraum des Prozesses geladen.
Über den Adressraum hinaus beinhaltet ein Prozess auch noch verschiedene Ressourcen wie
beispielsweise Dateien, dynamische Speicherallokationen, sogenannte Heaps und einen oder
mehrere Threads. Alle während der Existenz eines Prozesses erzeugten Ressourcen werden bei
dessen Beendigung mit diesem gelöscht.69
Der Prozess selbst führt noch keinen Programmcode aus. Um überhaupt eine einzige
Programmanweisung ausführen zu können, benötigt jeder Prozess einen Thread. Dieser Thread ist
verantwortlich für die Ausführung des im Adressraum abgelegten Programmcodes.
In der Praxis kann jeder Prozess mehrere Threads besitzen, die ihrerseits beliebigen Programmcode
im Adressraum des Prozesses gewissermaßen ‚gleichzeitig’ ausführen. Hierzu besitzt jeder Thread
seinen eigenen Satz an CPU-Registern und seinen eigenen Programm - Stack.
Threads
Als Thread bezeichnet man die Abarbeitung von Programmcode innerhalb eines Prozesses70. Bei der
Erzeugung eines Prozesses generiert das Betriebssystem automatisch einen ersten Thread, den
‚primary’ Thread71. Für viele Anwendungen ist dieser Thread als einziger Thread der Anwendung
ausreichend. Der ‚primary’ Thread kann seinerseits weitere Threads erzeugen, die wiederum weitere
Threads erzeugen können.
Der grundlegende Gedanke bei der Erzeugung weiterer Threads besteht darin, die vorhandene
Rechenzeit der CPU optimal auszunutzen und Programmcode im ‚Hintergrund’ zu bearbeiten.
Task
16Bit-Windows verwendet das Konzept von Modulen und Tasks. Ein Modul stellt eine in den
Arbeitsspeicher geladene ausführbare Datei dar. Jede von der ausführbaren Datei erzeugte Instanz
wird im 16bit-Windows als Task bezeichnet.
Seit Windows 95 und Windows NT 3.0 beschreibt der Begriff des Moduls eine in den Speicher
geladene ausführbare Datei. Das Konzept des Tasks wurde verworfen. Hierfür wurde das Konzept
von Prozessen und Threads eingeführt.
Nachrichtenverarbeitung
Innerhalb von Windows - Programmen muss der Programmcode einer Fensterprozedur immer von
demjenigen Thread ausgeführt werden, der das Fenster erzeugt hat.
Das System stellt für jeden Thread eine eigene Umgebung, in welcher der Thread der scheinbar
einzige in Ausführung befindliche Thread ist, zur Verfügung. Die Umgebung beinhaltet eine eigene
Meldungswarteschlange72, welche von anderen Threads vollkommen abgeschirmt ist.
                                                     
69 Streng genommen gilt dies nicht für Windows 95 und 98; hier werden u.U. nicht alle Ressourcen freigegeben.
70 Engl.: A Thread is a Path of Execution within a process.
71 Engl.: primary thread
72 Engl.: message queues
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Anhang G: Beispiel für ein DDNA Modul
Das Module Definition File legt fest, welche Funktionen aus der DLL exportiert werden. Ähnlich einem
DLL Interface eines DCOM Moduls wird hier die Class Factory für den Server bzw. das virtuelle Gerät
und die Class Factory zur Konfiguration des Servers bzw. virtuellen Gerätes exportiert.
; diPA1500.def : Declares the module parameters for the DLL.
LIBRARY      "diPA1500"
EXPORTS
RequestDeviceDriver
ReleaseDeviceDriver
RequestDeviceInfo
ReleaseDeviceInfo
Abb. G-1: Module definition file
Das folgende Listing zeigt den Code für ein virtuelles Gerät, welches die Funktionalität einer 16 Kanal
Digital I/O Karte abbildet. Zunächst ist der MFC73 - spezifische Code enthalten, der benötigt wird, um
die DLL zu initialisieren. Anschließend folgen die DDNA spezifischen Implementierungen.
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// dsPA1500.cpp : Defines the initialization routines for the DLL.
#include "stdafx.h"
#include "diPA1500.h"
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
#include "DlgSetup.h"
#include "pa1500wnd.h"
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
#ifdef _DEBUG
#define new DEBUG_NEW
#endif
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
//
// Note!
//
// If this DLL is dynamically linked against the MFC
// DLLs, any functions exported from this DLL which
// call into MFC must have the AFX_MANAGE_STATE macro
// added at the very beginning of the function.
//
// For example:
//
// extern "C" BOOL PASCAL EXPORT ExportedFunction()
// {
// AFX_MANAGE_STATE(AfxGetStaticModuleState());
// // normal function body here
// }
//
// It is very important that this macro appear in each
// function, prior to any calls into MFC.  This means that
// it must appear as the first statement within the
// function, even before any object variable declarations
// as their constructors may generate calls into the MFC
// DLL.
//
// Please see MFC Technical Notes 33 and 58 for additional
// details.
//
                                                     
73 Microsoft Foundation Classes
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// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
CApp theApp; // the one and only…
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
CApp* GetApp() { return (CApp*)&theApp; };
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
BEGIN_MESSAGE_MAP(CApp, CWinApp)
END_MESSAGE_MAP()
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
CApp::CApp()
{
}
BOOL CApp::InitInstance()
{
CWinApp::InitInstance();
if (!AfxSocketInit())
return FALSE;
return TRUE;
}
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
#define THISDEVICENAME _T("16 CHANNEL DIGITAL I/O") // device short name
#define THISDEVICEINFO _T("PA1500 Digital I/O (ISA)") // description
#define THISDEVICEGETCOUNT 1 // one device in this DLL
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
static CString GetProfileName(LPCTSTR lpszCode, BOOL bDefault)
{
// get filename to profile stuff for this driver, lpszCode is unique!…
CWKFileName fn = wkGetEnvironmentVariable(_T("DDNA"));
fn.AppendPath("ddna");
fn.AppendPath(lpszCode);
fn.AppendExtension("inf");
if(!fn.ExistFile() && bDefault)
{
// get path to default ini...
fn = wkGetEnvironmentVariable(_T("DDNA"));
fn.AppendPath("ddna");
fn.AppendPath(THISDEVICENAME);
fn.AppendExtension("inf");
}
return fn;
}
static CWKFileName GetDDNASecurityFileName()
{
// get filename to the DDNA security data…
return CWKFileName(wkGetEnvironmentVariable("DDNA") + "\\DDNA.SEC");
}
static CWKFileName GetDDNAProfileFileName()
{
// get filename to the DDNA security data…
return CWKFileName(wkGetEnvironmentVariable("DDNA") + "\\DDNA.INI");
}
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// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// configuration for this device…
class CThisDeviceInfo : public CUnknownDeviceInfo
{
public:
CThisDeviceInfo();
virtual ~CThisDeviceInfo();
public:
BOOL NotifyModuleLoad();
void NotifyModuleFree();
BOOL NotifyDeviceInstall(int nDeviceIDX, LPCTSTR lpszCode);
BOOL NotifyDeviceRemove(int nDeviceIDX, LPCTSTR lpszCode);
int GetCount();
BOOL InquireInit(int nDeviceIDX, LPCTSTR lpszCode);
BOOL Inquire(int nDeviceIDX, LPCTSTR lpszCode, LPDDNADEVICEINFO lpInfo);
BOOL InquireExit(int nDeviceIDX, LPCTSTR lpszCode, LPDDNADEVICEINFO lpInfo);
BOOL Edit(int nDeviceIDX, LPCTSTR lpszCode, LPDDNADEVICEINFO lpInfo, HWND hWndParent);
};
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// this device…
class CThisDeviceDriver : public CUnknownDeviceDriver
{
public:
CThisDeviceDriver(LPCTSTR lpszCode, LPCTSTR lpszName, LPCTSTR lpszSecurityFileName);
virtual ~CThisDeviceDriver();
public:
BOOL NotifyModuleLoad();
void NotifyModuleFree();
BOOL DeviceStart();
void DeviceStop();
int GetStatus();
protected:
CString  m_strCode;
CString  m_strName;
CString  m_strSecurityFileName;
CWKDDNADriver* m_pDDNADriver;
};
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
CThisDeviceInfo::CThisDeviceInfo()
{
AFX_MANAGE_STATE(AfxGetStaticModuleState());
}
CThisDeviceInfo::~CThisDeviceInfo()
{
AFX_MANAGE_STATE(AfxGetStaticModuleState());
}
BOOL CThisDeviceInfo::NotifyModuleLoad()
{
// called when the module is loaded by the system…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
TRACE("%s - module load\n", THISDEVICENAME);
return TRUE;
}
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void CThisDeviceInfo::NotifyModuleFree()
{
// called when the module is unloaded by the system…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
TRACE("%s - module free\n", THISDEVICENAME);
}
BOOL CThisDeviceInfo::NotifyDeviceInstall(int nDeviceIDX, LPCTSTR lpszCode)
{
// called when the device is to be installed…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
TRACE("%s - device install for device %d, %s\n", THISDEVICENAME, nDeviceIDX, lpszCode);
return TRUE;
}
BOOL CThisDeviceInfo::NotifyDeviceRemove(int nDeviceIDX, LPCTSTR lpszCode)
{
// called when the device is to be uninstalled…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
// get path to ini file...
CWKFileName fn = wkGetEnvironmentVariable(_T("DDNA"));
fn.AppendPath("ddna");
fn.AppendPath(lpszCode);
fn.AppendExtension("inf");
// remove it…
if(fn.ExistFile())
fn.RemoveFile();
TRACE("%s - device remove for device %d, %s\n", THISDEVICENAME, nDeviceIDX, lpszCode);
return TRUE;
}
int CThisDeviceInfo::GetCount()
{
// return number of devices supported by this module…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
return THISDEVICEGETCOUNT;
}
BOOL CThisDeviceInfo::InquireInit(int nDeviceIDX, LPCTSTR lpszCode)
{
// called after the device is loaded and is going to be used…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
TRACE("%s - inquire init for device %d, %s\n", THISDEVICENAME, nDeviceIDX, lpszCode);
return TRUE;
}
BOOL CThisDeviceInfo::Inquire(int nDeviceIDX, LPCTSTR lpszCode, LPDDNADEVICEINFO lpInfo)
{
// called to query the device info…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
// init DDNADEVICEINFO with device settings; use default...
CWKProfile profile(GetProfileName(lpszCode, TRUE));
lpInfo->lpszName = THISDEVICENAME;
lpInfo->lpszInfo = THISDEVICEINFO;
lpInfo->nPort = profile.GetPFI("PA1500SERVER", "PORT", -1);
lpInfo->lData = (LPARAM) this; // store user data here…
TRACE("%s - inquire for device %d, %s\n", THISDEVICENAME, nDeviceIDX, lpszCode);
return TRUE;
}
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BOOL CThisDeviceInfo::InquireExit(int nDeviceIDX, LPCTSTR lpszCode, LPDDNADEVICEINFO lpInfo)
{
// called before the device is going to be released from memory…
// free any memory stored into the device info struct here…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
TRACE("%s - inquire exit for device %d, %s\n", THISDEVICENAME, nDeviceIDX, lpszCode);
return TRUE;
}
BOOL CThisDeviceInfo::Edit(int nDeviceIDX, LPCTSTR lpszCode,
LPDDNADEVICEINFO lpInfo, HWND hWndParent)
{
// called to run the configuration dlg…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
TRACE("%s - edit requested for device %d, %s\n",
THISDEVICENAME, nDeviceIDX, lpszCode);
// set main wnd...
if(GetApp()->m_pMainWnd == NULL)
GetApp()->m_pMainWnd = CWnd::FromHandle(hWndParent);
// create dlg...
CDlgSetup dlg(GetApp()->m_pMainWnd);
// read profile, use defult...
CWKProfile defprofile(GetProfileName(lpszCode, TRUE));
dlg.m_strTitle  = THISDEVICENAME;
dlg.m_nPort  = defprofile.GetPFI("PA1500SERVER", "PORT", -1);
dlg.m_nAddress  = defprofile.GetPFI("HARDWARE", "ADDR", 0x390);
dlg.m_nInterrupt = defprofile.GetPFI("HARDWARE", "IRQ", 0);
// run dlg...
BOOL bCheck = FALSE;
if(dlg.DoModal() == IDOK)
{
// write profile
CWKProfile newprofile(GetProfileName(lpszCode, FALSE));
newprofile.WritePFI("PA1500SERVER", "PORT", dlg.m_nPort);
newprofile.WritePFI("HARDWARE", "ADDR", dlg.m_nAddress);
newprofile.WritePFI("HARDWARE", "IRQ", dlg.m_nInterrupt);
// reset DDNA device info when config has changed...
lpInfo->lpszName = THISDEVICENAME;
lpInfo->lpszInfo = THISDEVICEINFO;
lpInfo->nPort   = dlg.m_nPort;
lpInfo->lData = (LPARAM) this;
bCheck = TRUE; // set return to config was changed...
}
// reset main wnd...
if(GetApp()->m_pMainWnd)
if(GetApp()->m_pMainWnd->GetSafeHwnd() == hWndParent)
GetApp()->m_pMainWnd = NULL;
return bCheck;
}
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
CThisDeviceDriver::CThisDeviceDriver(LPCTSTR lpszCode, LPCTSTR lpszName,
LPCTSTR lpszSecurityFileName)
{
AFX_MANAGE_STATE(AfxGetStaticModuleState());
m_strCode = lpszCode;
m_strName = lpszName;
m_strSecurityFileName = lpszSecurityFileName;
m_pDDNADriver = NULL;
}
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CThisDeviceDriver::~CThisDeviceDriver()
{
AFX_MANAGE_STATE(AfxGetStaticModuleState());
if(m_pDDNADriver)
{
TRACE("terminating device in destructor...\n");
DeviceStop();
}
}
BOOL CThisDeviceDriver::NotifyModuleLoad()
{
AFX_MANAGE_STATE(AfxGetStaticModuleState());
TRACE("%s - module load\n", THISDEVICENAME);
return TRUE;
}
void CThisDeviceDriver::NotifyModuleFree()
{
AFX_MANAGE_STATE(AfxGetStaticModuleState());
TRACE("%s - module free\n", THISDEVICENAME);
}
BOOL CThisDeviceDriver::DeviceStart()
{
AFX_MANAGE_STATE(AfxGetStaticModuleState());
if(m_pDDNADriver)
return FALSE;
// create the driver…
m_pDDNADriver = new CWKDDNADriver(m_strCode,
m_strName,
RUNTIME_CLASS(CPA1500Wnd), // use MFC factory here…
m_strSecurityFileName);
if(!m_pDDNADriver)
return FALSE;
if(!m_pDDNADriver->Start())
{
delete m_pDDNADriver;
m_pDDNADriver = NULL;
return FALSE;
}
return TRUE;
}
void CThisDeviceDriver::DeviceStop()
{
AFX_MANAGE_STATE(AfxGetStaticModuleState());
if(!m_pDDNADriver)
return;
m_pDDNADriver->Stop();
delete m_pDDNADriver;
m_pDDNADriver = NULL;
}
int CThisDeviceDriver::GetStatus()
{
AFX_MANAGE_STATE(AfxGetStaticModuleState());
if(!m_pDDNADriver)
return (int) CUnknownDeviceDriver::modeStopped;
return (int) m_pDDNADriver->GetStatus();
}
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
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// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// driver factory; info...
CUnknownDeviceInfo* APIENTRY RequestDeviceInfo()
{
// create info object…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
CThisDeviceInfo* pInfo = new CThisDeviceInfo();
if(pInfo)
return pInfo;
return NULL;
}
void APIENTRY ReleaseDeviceInfo(CUnknownDeviceInfo* pInfo)
{
// delete info object…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
if(pInfo)
delete pInfo;
}
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// driver factory; device...
CUnknownDeviceDriver* APIENTRY RequestDeviceDriver(int nDevice, LPCSTR lpszCode)
{
// create driver/device object…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
if(nDevice == 0)
{
CThisDeviceDriver* pDriver = new CThisDeviceDriver(lpszCode,
THISDEVICENAME,
GetDDNASecurityFileName());
return pDriver;
}
return NULL;
}
void APIENTRY ReleaseDeviceDriver(CUnknownDeviceDriver *pDriver)
{
// delete driver/device object…
AFX_MANAGE_STATE(AfxGetStaticModuleState());
if(pDriver)
delete pDriver;
}
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
Abb. G-2: Implementation for a DDNA device; initialization routines for the dynamic link library
Im Anschluss ist ein Listing für die Implementierung des Fensters zur Nachrichtenverarbeitung des
DDNA-Moduls dargestellt. Die Anbindung an die API der Hardware erfolgt über die Klasse
CWKPA1500, auf welche hier nicht näher eingegangen wird.
Die API der Digital I/O Karte löst bei Änderung eines Einganges der Karte einen Hardware-Interrupt
aus, welcher eine Nachricht an das Fenster sendet. Der Empfang der Nachricht entspricht einem
Funktionsaufruf der Funktion OnPA1500Notify.74
                                                     
74 Hierbei handelt es sich um einen Ring 3, also keinen direkten Interrupt-Funktionsaufruf.
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// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
class CPA1500Wnd : public CWKDDNAWnd
{
DECLARE_DYNCREATE(CPA1500Wnd)
public:
CPA1500Wnd();
virtual ~CPA1500Wnd();
protected:
virtual BOOL ReadProfileData(LPCTSTR lpszCode);
virtual int GetServerPort();
protected:
virtual BOOL OpenHardware(BOOL bInitError);
virtual void CloseHardware();
protected:
virtual BOOL UpdateHardware();
protected:
virtual BOOL CreateObjects(BOOL bInitError);
virtual BOOL CreateCommands(BOOL bInitError);
protected:
int m_nPort;
int m_nAddress;
int m_nInterrupt;
CWKPA1500 m_PA1500; // our hardware
protected:
DECLARE_MESSAGE_MAP()
public:
afx_msg LRESULT OnPA1500Notify(WPARAM w, LPARAM l);
};
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
Abb. G-3: Header for the window class implementing a device.
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
#include "StdAfx.h"
#include "diPA1500.h"
#include "pa1500wnd.h"
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
// CPA1500Wnd
IMPLEMENT_DYNCREATE(CPA1500Wnd, CWKDDNAWnd)
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
CPA1500Wnd::CPA1500Wnd(void)
{
m_nPort  = -1;
m_nAddress  = 0;
m_nInterrupt = 0;
}
CPA1500Wnd::~CPA1500Wnd(void)
{
}
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
Dynamic Devices Network Architecture
1
BEGIN_MESSAGE_MAP(CPA1500Wnd, CWKDDNAWnd)
ON_MESSAGE(WM_USER + 1, OnPA1500Notify)
END_MESSAGE_MAP()
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
BOOL CPA1500Wnd::ReadProfileData(LPCTSTR lpszCode)
{
CWKFileName fn = wkGetEnvironmentVariable(_T("DDNA"));
fn.AppendPath("ddna");
fn.AppendPath(lpszCode);
fn.AppendExtension("inf");
CWKProfile profile(fn);
m_nPort  = profile.GetPFI("PA1500SERVER", "PORT", -1);
m_nAddress  = profile.GetPFI("HARDWARE", "ADDR", 0x390);
m_nInterrupt = profile.GetPFI("HARDWARE", "IRQ", 0);
if(!wkTCPIsValidPort(m_nPort))
return FALSE;
return TRUE;
}
int CPA1500Wnd::GetServerPort()
{
return m_nPort;
}
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
BOOL CPA1500Wnd::CreateObjects(BOOL bInitError)
{
// create data objects…
if(bInitError)
return FALSE;
CWKDDNAObject* pObject = NULL;
pObject = new CWKDDNAObject;
pObject->Create("OPORTS", FALSE); // not protected…
pObject->SetDescription("out ports; bit 0 = port 0", DDNATYPEWORD);
GetObjectContainer()->AddObject(pObject);
pObject = new CWKDDNAObject;
pObject->Create("IPORTS", TRUE); // protected…
pObject->SetDescription("in ports; bit 0 = port 0", DDNATYPEWORD);
GetObjectContainer()->AddObject(pObject);
return TRUE;
}
BOOL CPA1500Wnd::CreateCommands(BOOL bInitError)
{
// create commands…
if(bInitError)
return FALSE;
/*
CWKDDNACommand* pCommand = NULL;
pCommand = new CWKDDNACommand;
pCommand->Create("RESET", RESET, this);
pCommand->SetDescription("reset all outgoing ports#param 1 = state, default is 0");
GetCommandContainer()->AddCommand(pCommand);
*/
return TRUE;
}
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
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BOOL CPA1500Wnd::OpenHardware(BOOL bInitError)
{
if(bInitError)
return FALSE;
CString strIdent;
strIdent.Format("IRQ%d, %x", m_nInterrupt, m_nAddress);
return m_PA1500.Open(strIdent, this, WM_USER + 1);
}
void CPA1500Wnd::CloseHardware()
{
m_PA1500.Close();
}
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
BOOL CPA1500Wnd::UpdateHardware()
{
// handle callback created by DDNA server...
CWKDDNAObject* pObject = NULL;
if(GetObjectContainer()->GetObject("OPORTS", pObject))
if(pObject->IsModified())
m_PA1500.SetWord(atoi(pObject->Get()));
return TRUE;
}
LRESULT CPA1500Wnd::OnPA1500Notify(WPARAM w, LPARAM l)
{
// handle callback created by hardware driver...
CWKPA1500* pPA1500 = (CWKPA1500*) w;
WORD wChanged = (WORD) l;
CWKDDNAObject* pObject = NULL;
if(GetObjectContainer()->GetObject("IPORTS", pObject))
pObject->Set(pPA1500->GetWord());
GetObserverContainer()->UpdateConnections(OBSERVETRAP);
return 0;
}
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
/*
BOOL CPA1500Wnd::RESET(void* pInfo, CStringArray& ar, CString& rResult)
{
if(ar.GetCount() != 1)
return FALSE;
CWKPA1500* pPA1500 = (CWKPA1500*) pInfo;
if(!pPA1500)
return FALSE;
BOOL state = atoi(ar.GetAt(0));
pPA1500->m_PA1500.Reset(state);
// done…
return TRUE;
}
*/
// -----------------------------------------------------------------------------------
// -----------------------------------------------------------------------------------
Abb. G-4: Implementation of the window class.
Dynamic Devices Network Architecture
1
Anhang H: DCOM Technical Overview, Performance
[...]
In COM and DCOM, the client never sees the server object itself, but the client is never separated
from the server by a system component unless it's absolutely necessary. This transparency is
achieved by a strikingly simple idea: the only way a client can talk to the component is through method
calls. The client obtains the addresses of these methods from a simple table of method addresses (a
"vtable"). When the client wants to call a method on a component, it obtains the method's address and
calls it. The only overhead incurred by the COM programming model over a traditional C or assembly
language function call is the simple lookup of the method's address (indirect function call vs. direct
function call). If the component is an in-process component running on the same thread as the client,
the method call arrives directly at the component. No COM or system code is involved; COM only
defines the standard for laying out the method address table.
What happens when the client and the component are actually not as close—on another thread, in
another process, or on another machine at the other side of the world? COM places its own remote
procedure call (RPC) infrastructure code into the vtable and then packages each method call into a
standard buffer representation, which it sends to the component's side, unpacks it, and reissues the
original method call: COM provides an object-oriented RPC mechanism.
 How fast is this RPC mechanism? There are different performance metrics to consider:
 How fast is an "empty" method call?
 How fast are "real world" method calls that send and return data?
 How fast is a network round trip?
The table below shows some real-world performance numbers for COM and DCOM to give an idea of
the relative performance of DCOM compared to other protocols.
Parameter Size 4 bytes  50 bytes  
 calls/sec ms/call calls/sec ms/call
Pentium®, in-process 3,224,816 0.00031 3,277,973 0.00031
Alpha, in-process 2,801,630 0.00036 2,834,269 0.00035
Pentium, cross-process 2,377 0.42 2,023 0.49
Alpha, cross-process 1,925 0.52 1634 0.61
Alpha to Pentium remote 376 2.7 306 3.27
* These informal numbers were obtained on the author's Dell OptiPlex XM 5120 (120 MHz Pentium,
32-MB RAM) and a small DEC Alpha-based RISC-machine (200 MHz, 32-MB RAM). Both machines
were running the release version of Windows NT 4.0 (Build 1381). DCOM was using UDP over Intel®
EtherExpress PRO network cards (10 Mbps) on the Microsoft corporate network under a normal load.
The COM Performance Sample—available in the Windows NT 4.0 Microsoft Win32® SDK—can be
used to obtain similar numbers with other configurations.
The first two columns represent an "empty" method call (passing in and returning a 4-byte integer).
The last two columns can be considered a "real world" COM method call (50 bytes of parameters).
The table shows how in-process components obtain zero-overhead performance (rows 1 and 2).
Cross-process calls (rows 3 and 4) require the parameters to be stored into a buffer and sent to the
other process. A performance of roughly 2000 calls per second on standard desktop hardware
satisfies most performance requirements. All local calls are completely bound by processor speed
(and to some extent by available memory) and scale well on multi-processor machines.
Remote calls (rows 5 and 6) are primarily network bound and indicate approximately 35% overhead of
DCOM over raw TCP/IP performance (2 ms roundtrip time for TCP/IP).
[…]
These informal—but reproducible—performance numbers indicate an overhead of approximately 35%
of DCOM over raw TCP/IP for empty calls. This ratio decreases further as the server performs actual
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processing. If the server requires 1 ms—for example to update a database—the ratio decreases to
23% and to 17% if the server requires 2 ms.
The overall performance and scalability advantages of DCOM can only be reached by implementing
sophisticated thread-pool managers and pinging protocols. Most distributed applications will not want
or need to incur this significant investment for obtaining minor performance gains, while sacrificing the
convenience of the standardized DCOM wire-protocol and programming model.
[…]
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