Let μ be an arbitrary probability measure supported on a Cantor-like set E with bounded distortion. We establish a relationship between the quantization dimension of μ and its mass distribution on cylinder sets under a hereditary condition. As an application, we determine the quantization dimensions of probability measures supported on E which have explicit mass distributions on cylinder sets provided that the hereditary condition is satisfied.
Introduction
The quantization problem consists in studying the L r -error induced by the approximation of a given probability measure with discrete probability measures of finite supports. This problem originated in information theory and some engineering technology. Its history goes back to the 1940s (cf. [1, 6, 12, 13] ). Graf and Luschgy studied this problem systematically and gave a general mathematical treatment of it (cf. [3] ). Two important objects in the quantization theory are the quantization coefficient and the quantization dimension. Let μ be a Borel probability measure on R d and let 0 < r < ∞. The nth quantization error of μ of order r is defined by 
If the infimum in (1) is attained at some α ⊂ R d with card(α) n, we call α an n-optimal set of μ of order r. The collection of all the n-optimal sets of order r is denoted by C n,r (μ) . The upper and lower quantization dimension of μ of order r are defined by D r (μ) := lim sup n→∞ r log n − log V n,r (μ) ; D r (μ) := lim inf n→∞ r log n − log V n,r (μ) .
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(μ).
In recent years, the quantization problem for self-similar distributions have been extensively studied. Let {f 1 , . . . , f N } be an iterated function system of contractive similitudes on R d with contraction ratios c 1 , . . . , c N . The corresponding self-similar set refers to the unique non-empty compact set E satisfying E = The above result was extended by Lindsay and Mauldin to the F -conformal measures associated with finitely many conformal maps (cf. [10] ). Pötzelberger showed that, if the strong separation condition is satisfied and the corresponding vector (log(p 1 c r 1 ), . . . , log(p N c r N )) is non-arithmetic, the quantization coefficient of a self-similar measure exists (cf. [11] ). By using different methods, Graf and Luschgy extended this result to the cases where only the open set condition is satisfied (cf. [5, Theorem 4.1] ).
In this paper, we study the quantization dimensions of arbitrary probability measures μ supported on certain Cantorlike sets under a hereditary condition. We will establish a relationship between the quantization dimension of μ and its distribution on cylinders. This generalizes Graf and Luschgy's result on the quantization dimension of self-similar distributions. As an application, we determine the quantization dimension of the product measures supported on the Cantor-like sets provided that a hereditary condition is satisfied. The paper is organized as follows. In the next section, we give some definitions and notations. In Section 3, we define some separation conditions and a hereditary condition and then state our main theorem. In Section 4, we first establish some lemmas, on the basis of these lemmas, we give the proof of our main result. The last section is devoted to the application to product measures.
Definitions and notations
Let (n k ) be a sequence of integers with n k 2 for all k 1. Let Ξ 0 denote the set containing only the empty word. We define
For σ = (σ (1), . . . , σ (n)) ∈ Ξ n , we call the number n the length of σ and denote it by |σ |. For any σ ∈ Ξ * ∪ Ξ ∞ with |σ | n, we write
If σ, τ ∈ Ξ * and |σ | |τ |, σ = τ | |σ | , we call σ a predecessor of τ and denote this by σ ≺ τ . The empty word is a predecessor of any finite or infinite word. We say σ, τ are incomparable if we have neither σ ≺ τ nor τ ≺ σ . A finite set Γ ⊂ Ξ * is called a finite anti-chain if any two words σ , τ in Γ are incomparable. A finite anti-chain Γ is called maximal if any word σ ∈ Ξ ∞ has a predecessor in Γ . For n 2, σ = (σ (1), . . . , σ (n)) ∈ Ξ n and i ∈ Ω n+1 , we define
Let f kj , 1 j n k , k 1, be contractive similitudes on R d of contraction ratios 0 < c kj < 1. We assume that {f kj } satisfies the open set condition: there exists a bounded non-empty open set V such that for k 1 and 1 j n k we have
Let V denote the closure of V in R d . We call the non-empty compact set
the Cantor-like set determined by {f kj }. For σ ∈ Ξ k , we call the set E σ := f σ (V ) a cylinder set of order k; for the empty word φ, we take E φ = V . The Hausdorff and packing dimension of this type of sets have been discussed in [7, 8] .
Statement of the main theorem
We will need the following three conditions, the first two of which is on the separation property of the Cantor-like set and the third is on the mass distribution of a given probability measure. 
say that {f kj } satisfies the extra strong separation condition if there exists a constant β > 0 such that for any σ ∈ Ξ * ∪ Ξ 0 , we have
where |A| denotes the diameter of a set A and
Let μ be a probability measure supported on the Cantor-like set E; we say that μ satisfies the hereditary condition if (I) for any σ ∈ Ξ * ∪ Ξ 0 with μ(E σ ) > 0, there exist at least two distinct words
Before we state our main theorem, we need to give some more definitions and notations. For σ ∈ Ξ * , we define
The set Γ n is crucial in the calculation of the quantization dimension. We remark that the definition of Γ n is motivated by Graf and Luschgy's work on the quantization for self-similar distributions (cf. [4] ). For each n ∈ N, according to the definition of l, the set Γ n is non-empty; and for any σ ∈ Γ n , by the (HC), we have
This means |σ | 2 + log(l/n)/ log(1 − p) =: K(n) and Γ n is a finite set. Moreover, for each n, Γ n is a finite antichain, but Γ n may fail to be a finite maximal anti-chain since, in general, μ(E σ ) = 0 is possible. Let d n,r , n 1 and s, s be defined by 
By considering the continuous function g(t) := σ ∈Γ n (h(σ )) t , one easily see that the numbers d n,r , n 1 are all well defined. We are now in the position to state our main result. 
Main results
Throughout this section, f kj , 1 j n k , k 1 are contractive similitudes with contraction ratios c kj satisfying the conditions (BD) and (ESSC); E denotes the Cantor-like set determined by {f kj } and μ is an arbitrary probability measure supported on E satisfying the condition (HC). Let [x] denote the largest integer less than or equal to x. We begin with the following simple lemma which is an immediate consequence of the definitions. [14, Lemma 6] 
Lemma 2. (See
Proof. By the definition, it is easy to see that
Now let (n i ) be an arbitrary subsequence of N. We set
Then for large i, we have
By (5), (6) and the definition of the quantization dimension, one easily gets
The reverse inequalities are clear. 2
Let Γ n be as defined in (3). For σ ∈ Γ n , it could happen that h(σ − ) l/n but h(σ ) = 0. This will bring us much inconvenience when considering the quantization dimension. For this reason, we need to pick out those words σ ∈ Γ n with positive μ-measure, i.e., for each n 1, we set
Let (A) denote the -neighborhood of a set A. For α ∈ C m,r (μ) and σ ∈ Γ n , we define
The following lemma will be crucial in the proof of the main theorem. It is a generalization of [14, Lemma 9].
Lemma 3. There exists a constant L 1 such that for any m card( Γ n ), α ∈ C m,r (μ) and all
Proof. Let c > 0 be as in the condition (BD). We set C = pc r and let M be a constant with M r > 2/C. Then for σ ∈ Γ n , by (HC) and (BD), we have
By the condition (ESSC), for any distinct words σ, τ ∈ Ξ * , we have
By estimating the volumes, we know that there exist two constants L 1 , L 2 1 which are independent of σ , τ such that (E σ ) β|E σ |/4 can be covered by L 1 closed balls with radii β|E σ |/(8M) and E τ can be covered by L 2 closed balls with radii β|E τ |/(8M). Indeed, we may take On the other hand, by the definition of γ , we have
Combining the above inequalities, we have
For any x ∈ E \ (E σ ∪ E τ ) and for any a ∈ α σ , we denote by B(a, β|E σ |/8) the closed ball centered at a and of radius β|E σ |/8. Let y be the intersection of the surface of B(a, β|E σ |/8) and the line determined by x and a. Then we
Hence there exists some point q i such that y ∈ B(q i , β|E σ |/(8M)). By the triangular inequality, we have
From the above inequalities, we deduce
Observing the difference between α and γ , this implies
Hence (8) and (9) yields
This contradicts the optimality of α. The lemma follows. 2 
Proof. We assume that σ ∈ Ξ k . Choose j 1 such that 2 j > L. Set
By the condition (HC), there exist Remark 5. As we mentioned above, our definition of the crucial set Γ n is motivated by Graf and Luschgy's work for self-similar measures. We note that Graf and Luschgy's method to get the lower bound of the quantization dimension is based on Hölder's inequality with exponent less than one and is dependent on the existence of the quantization dimension. As a result, their method is not applicable here.
Application to product measures
In this section, we use Theorem 1 to determine the quantization dimension of the product measures supported on a Cantor-like set E which is determined by contractive similitudes f kj 's of contraction ratios c kj , 1 j n k , k 1. Let p kj , 1 j n k , k 1 be positive real numbers satisfying
By Kolmogorov consistency theorem, there exists a unique probability measure μ supported on E such that
We call this measure the product measure on E associated with {p kj }. A special product measure is the uniform probability measure μ on E which assigns a weight (n 1 · · · n k ) −1 to each of the cylinder sets of order k, i.e.,
For σ ∈ Ξ n , we set 
Proof. Since (13) implies the (HC), the first part of the theorem follows immediately from Theorem 1. In the following we show the remaining part. Let μ be the uniform probability measure on E. We write
By (14) , 
For this n, we have In the following, we give an example to illustrate Theorem 6.
Example 7.
Let f kj , p kj , j = 1, 2, k 1, be defined as follows:
if k = 1,
Let E be the Cantor-like set on R determined by {f kj } and let μ be the product measure supported on E determined by {p kj }. We have D r (μ) = r log 2 r log 3 + log(1 + 2 r ) − log 2 =: s.
In fact, by our construction, we have 
