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In this paper, we present the first study that compares different models of Bayesian Neural
Networks (BNNs) to predict the posterior distribution of the cosmological parameters directly from
the Cosmic Microwave Background temperature and polarization maps. We focus our analysis on
four different methods to sample the weights of the network during training: Dropout, DropConnect,
Reparameterization Trick (RT), and Flipout. We find out that Flipout outperforms all other methods
regardless of the architecture used, and provides tighter constraints for the cosmological parameters.
Additionally, we describe existing strategies for calibrating the networks and propose new ones.
We show how tuning the regularization parameter for the scale of the approximate posterior on
the weights in Flipout and RT we can produce unbiased and reliable uncertainty estimates, i.e.,
the regularizer acts as a hyper parameter analogous to the dropout rate in Dropout. The best
performances are nevertheless achieved with a more convenient method, in which the network
parameters are let free during training to achieve the best uncalibrated performances, and then
the confidence intervals are calibrated in a subsequent phase. Furthermore, we claim that the
correct calibration of these networks does not change the behavior for the aleatoric and epistemic
uncertainties provided for BNNs when the size of the training dataset changes. The results reported
in the paper can be extended to other cosmological datasets in order to capture features that can be
extracted directly from the raw data, such as non-Gaussianity or foreground emissions.
I. INTRODUCTION
The Cosmic Microwave Background (CMB) is by far
one of the most powerful datasets available in cosmolo-
gy for understanding the Universe [1, 2]. Measurements
within the last decade have yielded strong support for the
standard cosmological spatially-flat ΛCDM model and
provided precise estimates for its cosmological parame-
ters [3–5]. This base model is described by six parameters
divided into two groups: the primordial given by (ns, As)
that describe the initial state of the perturbations pro-
duced by quantum fluctuation during inflation, and the
late-time group formed by (ωc, ωb, τ, θMC) which trace the
linear evolution of the perturbations after re-entering the
Hubble radius [6, 7]. In addition to the standard cosmo-
logical model, other parameters might provide a wealth of
new information on cosmology, e.g., the total mass of neu-
trinos, the effective extra relativistic degrees of freedom,
the tensor-to-scalar ratio, non-Gaussianity parameters,
among the others [8–12]. Such parameters have been of
great interest for cosmologists because they could pro-
duce significant departures from the standard model and
represent new physics in the early Universe. Combining
the next-generation of CMB experiments along with large
scale structure (LSS) probes will be the next step toward
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a precision cosmology that will allow us to constrain these
fundamental physics parameters and find out extensions
to the ΛCDM model [13]. However, the combination of
these probes will also require more advanced statistical
methods to analyze the dataset and an enormous compu-
tational effort. In fact, the estimation of the cosmological
parameters demands the calculation of theoretical power
spectra which are obtained through Einstein-Boltzmann
Solvers (EBS) like camb [14] or CLASS [15][16]. Usually,
these codes require few seconds for computing the observ-
ables, depending on the complexity of the cosmological
model. Afterward, a comparison between the predictions
at various points in the parameter space with the avail-
able observations is done, and based on the likelihood
a best-fit of the parameters is obtained. Packages like
cosmoMc [17] or montepython [18] use MCMC algorithms
to sample from the posterior distribution and fulfil this
task [19]. However, this process is computationally expen-
sive for theoretical models that include large amount of
parameters or contain “slow parameters” (most of them
are late-time and delay the calculation of the power spec-
trum), since the EBS is executed at each step in the
parameter space.
In recent years, deep neural networks have been used
successfully in the field of cosmology as a way to con-
front the upcoming computational challenges. Originally
inspired by neurobiology, deep neural network models
have become a powerful tool in machine learning due to
their capacity of approximating functions and dynamics
by learning from examples [20, 21]. Using deep learning
methods as emulators for computing the cosmological
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2observables has become a very popular application in
cosmology. Different authors have proposed to implement
deep neural networks emulators for the EBS [22][23], ei-
ther totally or even partially, i.e., only in places where
traditional estimations are more time-consuming [24, 25].
Deep neural networks have also been used for extracting
the observables directly from the raw data without requir-
ing the power spectrum or other compressed information.
Based on this strategy, deep learning has been employed
in classification tasks for detecting strongly lensed sys-
tems [26, 27], discriminating cosmological models [28, 29],
or detecting cosmic strings in the CMB maps [30]. Addi-
tionally, for regression tasks deep learning provides a way
to make inference either in gravitational lensing systems
[31, 32], weak lensing or LSS data [33–37], reionization
and 21cm observations [38, 39], and CMB data [40–43],
also in generative models as a powerful alternative to cos-
mological numerical simulations [44]. However, the use
of deep neural networks may rise some problems. Indeed
neural networks are prone to over-fitting, so analyzing the
results only based on point estimates might produce unre-
liable predictions with spuriously high confidence [45, 46].
Therefore, the following question naturally arises: how
can we be sure that our model is certain about its out-
comes? This fundamental concern has been an object of
study in the machine learning community and one of the
most attractive approaches to address this issue relies on
the use of Bayesian Neural Networks (BNNs) [47]. BNNs
represent the probabilistic version of the traditional neu-
ral networks capturing the posterior probability of the
outcomes and estimating their predictive uncertainties.
One of the most popular techniques used to obtain the
uncertainties in the Bayesian framework is called Dropout.
Initially, Dropout was proposed in [48] as a regularisation
scheme, subsequently the authors in [47] developed a the-
oretical framework in which Dropout in neural networks
can be interpreted as approximate variational inference
for deep Gaussian processes. Applications of BNNs using
Dropout in cosmology are shown in [32, 40, 49]. Re-
cent studies (see [50] and references therein) have found
that other techniques can remarkably improve the per-
formances of BNNs and reduce the variance of the es-
timates. Furthermore, in [51] the authors have claimed
that Dropout fails in some architectures while others have
discussed the reliability of this method [52]. Moreover,
in general neural networks predictions suffer from a poor
calibration over their uncertainty estimations and tend
to be overconfident in their predictions, i.e., predicted
posterior distributions do not reflect actual correctness
probabilities [53]. Different strategies and metrics have
been proposed to calibrate these networks and to be able
to evaluate the accuracy of the obtained uncertainties,
some of these methods will be analyzed in this paper.
Based on the aforementioned discussion, our goal is
twofold. Firstly, we want to show an appealing appli-
cation of deep learning in cosmology by estimating the
posterior distribution of the cosmological parameters di-
rectly from simulated CMB maps. Secondly, we want to
describe different techniques employed to generate reliable
uncertainty estimates of the predicted parameters and
discuss their performance for the CMB dataset.
The paper is organized as follows. In Sec. II we de-
scribe the two sources of uncertainty in neural networks:
aleatoric and epistemic, and their importance for quantify-
ing confidence intervals. In Sec. III we briefly summarize
the framework of variational inference, and how to pro-
duce estimates of the uncertainties and correlations of the
physical parameters. Sec. IV contains a description of
different methods used in the literature to approximate
the posterior over the weights of the networks. Some of
them have been frequently used because of their simplicity
of implementation, while other more recent techniques
lead to better interpretation under the Bayesian frame-
work and to improved performance. We then describe
the generation of the synthetic maps used to train the
inference models, including the network architectures, in
Sec. V. In Sec. VI we discuss the calibration methods
used to assess the reliability of uncertainty estimates, and
in Sec. VII we show our main results related to use of
BNNs in a cosmological context, as well as the credible
cosmological parameter contours for our model. Further-
more, we show how the results are improved when we
include polarization maps as additional channels in the
images and we describe preliminary methods for network
calibrations. Finally, we present our conclusions and final
remarks in Sec. VIII.
II. EPISTEMIC AND ALEATORIC
UNCERTAINTY
There are many sources of uncertainty in model pre-
diction of physical phenomena, and their nature depend
on the context and the application. However, these un-
certainties have been categorized in two groups: aleatoric
and epistemic [54]. Aleatoric uncertainties represent the
intrinsic randomness in the input dataset [55] and they
can be reduced enhancing the quality of the data. More-
over, this uncertainty can be heteroscedastic, i.e., the
variability of the residuals does vary as the independent
variables do, or the uncertainty can be homoscedastic
when it does not.
For any neural network, the aleatoric uncertainty can
be obtained by computing the variance of the conditional
distribution of the predictions given the features [56]. If
such conditional distribution is Gaussian, the output of
the network can be split into mean predictions and their
variance. Then, the variance can be learned implicitly
from the minimization of the Gaussian log-likelihood while
we supervise the learning of the regression task [55, 57].
Further methods to estimate and model the aleatoric un-
certainty are given in [40, 56, 58, 59].
On the other hand, epistemic uncertainty quantifies the ig-
norance about the correct model that generated the data,
it includes the uncertainty in the model, parameters, and
convergence, among the others [54]. This uncertainty
3is caused by the limited training data with respect to
the entire feature space. Collecting more data in regions
where there is a low density of training examples will
reduce this uncertainty, while the aleatoric will remain
unchanged [55]. Methods for estimating epistemic uncer-
tainties are different from the aleatoric ones, and this is
where BNNs can offer a mathematically grounded base for
computing this uncertainty and be able to estimate the
performance of the model [55]. Alternatives techniques
for obtaining this uncertainty can be seen in [60]. Deep
neural networks involve both types of uncertainties and de-
termining whether a particular uncertainty is aleatoric or
epistemic but sometimes could be confused [54]. However,
for BNNs the authors in [61–63] rewrote the estimator
for the variance such that it can be split in two terms
associated to the epistemic and the aleatoric uncertain-
ties. We will see in the Sec. VII that this split allows
us to evaluate the quality of the predictive uncertainty
estimates. A more complete discussion of the nature of
uncertainties can be found in [54].
III. CAPTURING UNCERTAINTY IN NEURAL
NETWORK INFERENCE
In this section we will briefly introduce some variational
inference techniques to deal with non-tractable posterior
distributions. We remind the reader to refer to [55, 57, 61]
for additional details.
Let D = {(x1,y1), . . . , (xD,yD)} be a dataset formed by
D couples of inputs xi ∈ RM and their respective targets
yi ∈ RN , and fW (x) be the output of the neural network
with parameters (weights and biases) w ∈ Ω, where Ω is
the parameter space.
Neural networks are commonly trained by Maximum
Likelihood Estimation (MLE), i.e., the parameters w
are estimated in such a way that the likelihood of the
observations in D is maximized. In the Bayesian setting,
we choose a prior on the weights p(W ), and a model which
allows the definition of the likelihood p(y|x,w) capturing
the predictive probability of the model given w. The
aim then is to find the posterior distribution given the
observed dataset p(w|D), which using Bayes’ theorem can
be written as
p(w|D) = p(D|w)p(w)
p(D) =
∏D
i=1 p(yi|xi,w)p(xi)p(w)
p(D)
(1)
where p(D) = ∫
Ω
p(D,w)dw is the evidence, and the
second equality holds assuming that D is a realization
of i.i.d. random variables [61]. Once the posterior has
been computed, the probability distribution of y∗ for a
new input x∗ can be obtained by integrating out the
parameters w as
p(y∗|x∗,D) =
∫
Ω
p(y∗|x∗,w)p(w|D)dw. (2)
Unfortunately, the posterior p(w|D) usually cannot be
obtained analytically and thus approximate methods are
commonly used to perform the inference task. Here we will
focus on a variational inference approach which approxi-
mates the posterior distribution p(w|D) by an variational
distribution q(w|θ), chosen in a well behaved functional
space and depending on a set of variational parameters
θ. The objective can then be formalized as finding θ
that makes q as close as possible to the true posterior,
for instance by minimizing the KullBack-Leibler (KL)
divergence between the two distributions
KL(q(w|θ)||p(w|D)) ≡
∫
Ω
q(w|θ) ln q(w|θ)
p(w|D)dw. (3)
By substituting the true posterior given in Eq. (1) into
Eq. (3), we can observe that minimizing the KL diver-
gence is equivalent to minimizing the following objective
function
F(D,θ) = KL(q(w|θ)||p(w))
−
∑
(x,y)∈D
∫
Ω
q(w|θ) ln p(y|x,w)dw, (4)
which is often known as the variational free energy [57].
The first term is the KL divergence between the variational
distribution and the prior that acts as an Occam’s razor
term, i.e., it penalizes complexity priors, while the second
term drives the variational distribution to place where the
likelihood is high and the data is well explained [55]. Thus
variational inference transforms Bayesian learning from
an analytically intractable integration to a manageable
optimization problem.
Suppose the objective function F(D,θ) is minimized
after the network is trained for some value θˆ of the varia-
tional parameters, then Eq. (2) can be rewritten in terms
of q(w|θˆ) as
qθˆ(y
∗|x∗) =
∫
Ω
p(y∗|x∗,w)q(w|θˆ)dw, (5)
where qθˆ is the approximate predictive distribution . The
authors in [55] proposed an unbiased Monte-Carlo esti-
mator for Eq. (5)
qθˆ(y
∗|x∗) ≈ 1
K
K∑
k=1
p(y∗|x∗, wˆk), with wˆk ∼ q(w|θˆ) ,
(6)
where K is the number of samples. We can also compute
the covariance of the variational predictive distribution,
for a fixed x∗, by invoking the total covariance law
Covqθˆ (y
∗,y∗|x∗) ≡ Eqθˆ [y∗y∗T|x∗]− Eqθˆ [y∗|x∗]Eqθˆ [y∗|x∗]T
=
∫
Ω
Covp(y
∗,y∗|x∗)q(w|θˆ)dw +
+
∫
Ω
[(
Ep
[
y∗|x∗]− Eqθˆ [y∗|x∗]
) ×
× (Ep[y∗|x∗]− Eqθˆ [y∗|x∗])T] q(w|θˆ)dw,
(7)
4where Eqθˆ [y|x] =
∫
y qθˆ(y|x)dy, yT is the transpose of
the vector y, and Ep[y|x] =
∫
y p(y|x,w)dy [61, 63]. The
first term in Eq. (7) collects the variability of the output
coming from the training dataset which corresponds to the
aleatoric uncertainty as it was mentioned in the previous
section, while the second term encodes the variability
of the output coming from the model, which it should
be associated to the epistemic uncertainty. Following
[64–66], we assume that the last layer of the network
consists of a mean vector µ ∈ RN and a covariance matrix
Σ ∈ RN(N+1)/2. Suppose that for a given fixed input x∗,
T forward passes of the network are computed, obtaining
for each of them a mean vector µt and a covariance matrix
Σt. Then, an estimator for Eq. (7) can be written as
Ĉov(y∗,y∗|x∗) ≈ 1
T
T∑
t=1
Σt︸ ︷︷ ︸
Aleatoric
+
1
T
T∑
t=1
(µt − µ)(µt − µ)T︸ ︷︷ ︸
Epistemic
,
(8)
with µ = 1T
∑T
t=1 µt. Notice that in case Σ is diagonal,
with σ2 = diag(Σ), the last equation reduces to the
variance of the variational predictive distribution given
in [61, 64], given by the sum of both the aleatoric and the
epistemic uncertainties, that is
V̂ar(y∗|x∗) ≈ 1
T
T∑
t=1
σ2t︸ ︷︷ ︸
Aleatoric
+
1
T
T∑
t=1
µ2t − µ¯2︸ ︷︷ ︸
Epistemic
. (9)
In this setting, neural network can be used to learn the cor-
relations between the the targets and produce estimates
of their uncertainties.
IV. VARIATIONAL DISTRIBUTIONS
In this section we will review different types of neu-
ral networks, all characterized by a common (aleatoric)
Gaussian layer in output. After training, in determin-
istic neural networks (Fig. 1a) the weights have a fixed
value. On the other side, in Bayesian Neural Networks
(Fig. 1b) we have a prior and a posterior distribution de-
fined over their weights (Sec. III), which is usually chosen
to belong to a well behaved family of distributions. Two
popular approximations for BNNs are Dropout and Drop-
Connect. In Dropout (Fig. 1c) each neuron is dropped
with a certain probability, while in DropConnect (Fig. 1d)
the weight-connections are dropped instead. The most
popular approaches for BNNs present in the literature
are briefly summarized in the following.
A. Bernoulli via Dropout
Dropout was first proposed in [48] as a regularisation
method for neural networks which helps to reduce co-
adaptations amongst the neurons. During training, each
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FIG. 1. Diagrammatic representation of aleatoric neural net-
works with a stochastic Gaussian layer in output. The nodes
i correspond to the inputs of the network (e.g., the pixels of
an image); the nodes h are the nodes in the hidden layers;
the output of the networks are the mean and covariance of a
Gaussian distribution.
neuron in the j-th layer h(j) of size Hj is dropped from the
network with probability p (commonly known as Dropout
rate). The application of Dropout can be expressed as
h(j+1) = σ
(
m(j+1) ◦ (W (j) h(j))
)
, m(j+1) ∼ Ber(p),
(10)
where ◦ corresponds to the Hadamard product, σ(·)
is a nonlinear activation function, W (j) is the weight
(Hj+1 ×Hj)-matrix for the layer j, and m(j+1) a vecto-
rial mask of size Hj+1, which is sampled from a Bernoulli
distribution with probability p. Once trained, the entire
network is used although neurons are scaled using the
factor 1 − p, this compensates for the larger size of the
network compared to the one used during training. In-
terestingly, the authors in [67] have shown a connection
between Dropout and approximate variational inference
for Gaussian processes, allowing the neural network to
be interpreted as an approximate Bayesian model. In
this case, the variational distribution q(W (j)) for the j-th
layer associated to Eq. (10) can be defined as [68]
W (j) = V (j) diag
(
m(j)
)
, m(j) ∼ Ber(p), (11)
being V (j) a (Hj+1 ×Hj)-matrix of variational para-
meters to be optimised. Inserting this variational distri-
bution into Eq. (4), we obtain an unbiased estimator for
the objective function [67]
− Fˆ =
D∑
i=1
p(yi|xi,w)− λ
L∑
j=1
||W (j)||2, (12)
where λ is a positive constant and the weights are sam-
pled at each layer from q(W (j)) defined in Eq. (11). The
first term corresponds to the likelihood that encourages
w to explain well the observed data, while the second
term is a L2 regularization, weighted by the weight de-
cay parameter λ, which mimics the KL divergence term
5in Eq. (4). Therefore, training a neural network using
Dropout has the same effect as minimizing the KL diver-
gence in Eq. (3). This scheme, besides working similar to
a Bayesian Neural Network, acts also as a regularization
method which prevents over-fitting. After training the
neural network, Dropout remains active and we follow
Eqs. (6) and (8) to perform inference and estimate the
uncertainties of the network. Such procedure is known in
the literature as Monte Carlo Dropout.
B. Bernoulli via DropConnect
DropConnect is a generalization of Dropout used for reg-
ularization in deep neural networks [69]. In this method,
each weight-connection is dropped with probability p, dif-
ferently from DropConnect where instead neurons are
dropped. The hidden nodes of each layer are given by
h(j+1) = σ
(
(M (j) ◦W (j))h(j)
)
, M (j) ∼ Ber(p) ,
(13)
where M (j) a matrix mask of size Hj+1 ×Hj . In [70, 71]
the authors use DropConnect to obtain approximated
uncertainties. Here, the mask is applied directly to each
weight, differently from Dropout where the weights are
not sampled. The variational distribution for the weights
of the j-th layer is defined by
W (j) = W (j) ◦M (j), M (j) ∼ Ber(p), (14)
where m
(j)
rs is the element of the mask M (j) connecting the
r-th neuron of the (j+1)-th layer to the s-th neuron of the
j-th layer. Similarly to the previous case, during training
the network weights are learned to minimize Eq. (12),
while at test time each input is passed through the network
multiple times. DropConnect allows to capture both the
epistemic and aleatoric uncertainties via Eq. (8) .
C. Reparameterization Trick and Flipout
So far we have seen two methods to provide the network
with stochastic weights. Dropout deals with stochastic
activations (drop neurons), the weights are not sampled
independently, however it is easy to implement and quite
cheap to compute. On the other hand, DropConnect
drops directly the weights which in most cases are far
more than the number of neurons, i.e., this method is
more expensive and it has a higher variance.
Recently, different works have proposed to sample the
weights from a Gaussian distributions instead. The Repa-
rameterization Trick (RT) allows to generate samples
which are differentiable with respect to the the parame-
ters of the distribution from which they are drawn [72].
If the weights are considered as a continuous random
variable drawn from w ∼ q(w|θ), thanks to the RT we
might express it as a deterministic function w = g(,θ)
of a fixed random auxiliary variable , i.e.,  ∼ p() has a
probability density function p independent of θ, while g
is parameterized by θ. This implies that any expectation
with respect to q(w|θ), can be estimated as [72, 73]∫
Ω
q(w|θ)f(w)dw ≈ 1
K
K∑
k=1
f(g(k,θ)) with k ∼ p().
(15)
In the multivariate Gaussian case w ∼ N (µ,Σ) [74], we
have the usual reparameterization given by w = µ+ L ,
where  ∼ N (0, I) and L has the property that Σ = LL>,
a noteworthy example being the lower triangular Cholesky
factorization. Given this reparameterization along with
Eq. (15), we can get the approximated value of the second
term in Eq. (4) and thus it is possible to derive the
unbiased estimate of the gradient of the variational free
energy [72].
The downside of the RT is that the sampled weights
are the same for all the examples in the batch, thus
correlating the gradients between different samples in
the same batch. To overcome this limitation and thus
reduce the gradient variance, the authors of [50] propose
the Flipout method as an efficient way to provide pseudo-
independent weights perturbations. Methods like Flipout
or Local Reparameterization Trick [73] are some of the
strategies used today for variance reduction. Flipout
assumes that the variational distribution can be written as
a mean W
(j)
plus a perturbation ∆W (j) with symmetric
distribution around zero, i.e.,
W (j) = W
(j)
+ ∆W (j) , (16)
and proposes to decorrelate the noise inside a mini-batch
by sampling a series of pseudo-random sign matrices, to
randomly flip the symmetric perturbation of the weights.
For a sample i in the batch
∆W
(j)
i = ∆̂W
(j) ◦ (ri s>i ) (17)
where ri and si are random vectors whose entries are uni-
formly sampled from {±1} and ∆̂W (j) is a perturbation
sampled only once for the whole mini-batch. Remarkably
this approach can be easily vectorized for a given batch
and used to efficiently obtain pseudo-random weights
perturbations [73].
V. DATASET AND NETWORK
We have generated 50,000 independent realizations of
simulated CMB full-sky maps and extracted from them
images of 20×20 deg2 and 256 × 256 pixels (the CMB
data generator code is available at [75]). From the total
dataset, 70% is reserved for training, 10% for validation,
and 20% for testing. These simulations have been created
given the temperature angular power spectra generated
by CLASS and healpy [76], by originating a realisation on
the HEALPix grid. The choice of the resolution for the
6maps comes from the analysis displayed in Fig. 2. Here we
can see that for small angular sizes, the power spectrum
obtained from the patches cannot retain enough informa-
tion from the original spectrum produced by CLASS, in
contrast to images with angular size equal to or larger
than 10×10 deg2. However for very larger angular size,
the assumption of a good flat approximation is not valid
and distortions produced by the projection of the spheri-
cal data into the flat sky could lead to undesirable effects,
that is, the resolution leads to a trade-off between ac-
curacy of the recovered power spectrum and execution
time (e.g., speed) of the neural network. One alternative
to deal with large angular size images is to create CMB
maps from the lens-tools package [77] which produces a
Gaussian random field directly over the pixels of the flat
image.
FIG. 2. Power spectra generated from patches with diffe-
rent angular scales (Field: {5,10,20} dg2) and pixelized into
: {128,256,512} pixels). The shadow region corresponds to
the standard deviation of 500 samples. The red line shows
the power spectrum obtained from the theory. We have used
lens-tools to compute the power spectrum of the CMB patches.
In this paper we assume a minimal version of the
ΛCDM model where each power spectrum generated
in CLASS differs in three parameters: baryon density
ωb ∈ [0.019, 0.031], cold dark matter density ωcdm ∈
[0.06, 0.22], and primordial spectrum amplitude As ∈
[1.01×10−9, 4.01×10−9], sampled over a uniform 3D grid,
while the rest of the ΛCDM parameters are fixed to the
values reported by the Planck mission [7]. The multiple
generations of the power spectra should gather the cosmic
variance that will contribute to the aleatoric uncertainty.
The images and the parameters are normalized between
-1 and 1, without any additional data augmentation.
Architecture
We have implemented our models in Tensor-
Flow [78]. The API tf.Keras and the library TensorFlow-
Probability [79] have been also used for RT and Flipout,
while Dropout and DropConnect were implemented in
the higher-level library Sonnet [80]. We implemented a
modified version of the VGG [81] and AlexNet [82] net-
works illustrated in Fig. 3. We have chosen to have all the
architectures with roughly the same number of weights so
that the analysis carried out for all BNNs depends only
on their performance, and not on the size or complexity
of the network. The VGG network consists of ten con-
volutional layers with a fixed kernel size of 3× 3, using
LeakyReLU as the activation function. Each convolu-
tional layer, except for the last one, is followed by a batch
renormalization layer, which ensures that the activations
computed in the forward pass during training depend only
on a single example and are identical to the activations
computed in test [83]. We have applied zero padding in
each convolution layer, and we have downsampled using
max pooling, allowing the network to learn correlations at
large angular scales. For AlexNet the input is convolved
with six convolutional layers of kernel size (11, 5, 3, 3, 3, 1),
with the same activation function after each layer, and
without batch (re)normalization. The downsampling is
done using max pooling for three of the six layers as we
can see in Fig. 3. One critical modification with respect
to AlexNet consists in the change of the fully connected
layers at the end of the network which are replaced by
convolutional layers. Indeed, we have observed that in
our configuration, for the CMB dataset, the presence of
the dense layers deteriorates the performances. At the
end of the convolutional part for both architectures, a
dense layer with nine neurons is built, three of them corre-
spond to the means of the cosmological parameters used
to generate the maps, and the other six compose a lower
triangular matrix L [65, 66]. This last layer yields to
a multivariate Gaussian distribution with mean µ and
covariance Σ = LL> to guarantee positive definiteness.
Training
The negative log-likelihood (NLL) of our neural net-
work, used to estimate the cosmological parameters and
their uncertainties, is given by
L ∼ 1
2
log |Σ|+ 1
2
(y − µ)>Σ−1(y − µ), (18)
averaged over the mini-batch. The objective function
differs depending on the method employed. For example,
for Dropout and DropConnect, it will be expressed as
the sum of the negative log-likelihood in Eq. (18) plus
a L2-regularization term from Eq. (12). Here we used
λ = 0.001 for the weights and λ = 0.0001 for the biases.
In the case of RT and Flipout, the optimization is
based on the minimization of the KL divergence written
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(b) VGG Architecture
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FIG. 3. Illustration for the modified versions of the (a) AlexNet
and (b) VGG architectures. The input of the networks are
images of 256×256 pixels and the output consists of nine values.
Both architectures have around ∼ 60, 000 weights, being batch
normalization in VGG the most remarkable difference between
them.
in Eq. (4). The prior that we have chosen is a normal dis-
tribution under the mean field approximation, initialized
with mean 0 and variance 1, while the posterior is given
by another Gaussian distribution initialized with the Glo-
rot normal initializer for the mean, while the variance is
sampled from a Gaussian distribution N (−9, 0.01) (before
applying the Softplus function). Furthermore, the weights
of the posterior are controlled by a L2-regularization term
and the biases in both cases are taken as a determinis-
tic function. Different experiments using (non)-trainable
prior distributions showed that training both the poste-
rior and the prior parameters turned out in better per-
formances. Furthermore, a deterministic dense layer as
the last layer of the network (producing in output µ and
Σ) instead of a probabilistic one produces better results.
The algorithm used to minimize the objective function is
the Adam optimizer [84] with first and second moment
exponential decay rates of 0.9 and 0.999, respectively, a
learning rate of 10−4, and decay rate of 0.9. The decay
step has been tuned based on the specific method: for
Flipout is 6,000, for Dropout and DropConnect is 8,000,
and for RT 2,000. We trained the networks for 400 epochs
with batches of 32 samples.
Validation and Test
We have fed each input image from the test set 2,500
times to each network, essentially getting enough samples
from the posterior of the network and hence being able to
capture the epistemic uncertainty. Each sample produces
nine variables corresponding to the cosmological parame-
ters and their covariance matrix. The latter represents
the aleatoric uncertainty learned from optimizing the ob-
jective function, hence, the total uncertainty reported for
each example is provided via Eq. (8).
VI. CALIBRATION
The issue of the calibration of neural networks has
gained interest in the recent years, since it has been
shown that deep neural networks tend to be overconfident
in their predictions [85]. Different works have addressed
to problem of identify why a neural network may become
miscalibrated (see, e.g., [53], and references therein). One
of the ways to diagnostic the quality of the uncertainty
estimates is through reliability diagrams. Fig. 4 displays
FIG. 4. Reliability diagrams for CMB maps before (solid lines
with marks) and after calibration (dashed lines). The black
dashed line stands for the perfect calibration, while the other
color lines represent different BNNs. For some hyperparam-
eters values in AlexNet (Alex), the model underestimates its
errors, while for VGG all models are overconfident in their
predictions. We have implemented beta calibration to obtain
these curves [86].
the confidence intervals against the expected coverage
probabilities defined as the x% of samples for which the
true value of the parameters falls in the x%-confidence in-
terval. If the network is well calibrated, then the diagram
should correspond to a straight line corresponding to the
identity function and any deviation from it represents
8a miscalibration. As we will show later, the methods
employed to adjust the predicted uncertainties can be
applied during or after training. During the training pro-
cess, we just need to adapt some hyper parameters in the
model in order to achieve a good calibration. For example,
in the case of Dropout the authors in [32] found out that
the Dropout rate should be tuned to produce high accu-
racy uncertainty estimations (see AlexNet with Dropout
rate 7% in Fig. 4). Moreover, the authors in [87] intro-
duced Concrete Dropout which allows for the dropout
probabilities to be automatically tuned, improving the
performance and producing calibrated uncertainties. Ad-
ditionally, we will show in the next section that the hyper
parameters related to Flipout correspond to the regu-
larization parameters for the scale of the approximate
posterior over weights and biases. However, calibrating
the network during training is not efficient in all cases.
Tuning the hyper parameters could drastically affect the
performance of the model and besides this, the method
depends strongly on the architecture of the network. An
example on this issue will be shown later when we will
observe that this technique fails on the VGG architecture.
On the other hand, it has been noticed that methods
for calibrating the network after training indeed preserve
the accuracy of the predictions achieved during training.
Histogram Binning [88], Isotonic Regression [89], Platt
Scaling [86, 90, 91], and Temperature Scaling are some
of the most common methods used for calibrating the
networks for regression tasks. In this work (except in
Subsec. VII E) we will use an extended version of the
parametric Platt Scaling method described in [86]. Ba-
sically, we build the reliability diagram and fit it to the
calibrated map [86]
β(x; a, b, c) =
1
1 +
(
ec x
a
(1−x)b
)−1 , (19)
with scalar parameters a, b, and c ∈ R. Hence, we apply
the following transformation to the covariance matrix
Σ → sΣ in the evaluation of the coverage probabilities,
see Eq. (20), being s ∈ R+ a scalar parameter. Finally,
we choose the value of s used for the calibration of the
network by minimizing the difference of the calibrated
maps with respect to the diagonal line. Fig. 4 displays the
results of the beta calibration for different BNN models for
VGG and AlexNet. For example, a Dropout rate of 1% us-
ing AlexNet or Flipout on AlexNet without regularization
on their posterior weights will produce underestimation
in their errors. This means that most of the true values
do not fall in their corresponding confidence intervals,
as we can see in Fig. 5. On the other hand, overconfi-
dent networks (like VGG, as we see in Fig. 4) are very
conservative in their errors, therefore they produce weak
confidence bounds on the parameter space, as it is shown
in Fig. 5. Finally, let us discuss about the evaluation of
the coverage probabilities. We have found out that all
models used in this work produce an approximately Gaus-
sian joint distribution (higher-order statistical moments
are very close to zero). Therefore, we can assume that the
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FIG. 5. Triangular plot for the 95% contours of the cosmolog-
ical parameters obtained from calibrated (blue), under (green)-
and over (orange)- estimated models. The black lines stand for
the real value, while the dashed lines refer to their predicted
values. The marginalized distributions show the behavior of
miscalibrated networks compared with a calibrated one. We
have used the Python GetDist package for creating the trian-
gular plot [92].
predictive distribution obey to a multivariate Gaussian
distributions whose confidence interval can be computed
by
C ≥ (y − yˆ)>Σ−1(y − yˆ), (20)
which is basically an ellipsoidal confidence set with cove-
rage probability 1−α. The quantity C has the Hotelling’s
T-squared distribution T 2k,D−k(1− α)/D, with k degrees
of freedom, being D the number of samples [93]. For
large samples, the Hotelling’s T 2 tends to the more com-
mon χ2 distribution [94], which is the distribution of the
sum of the squares of k independent standard normal
random variables. This is indeed the distribution which
we will use in the calculation of our confidence intervals.
Therefore, the coverage probabilities correspond to the
percentage of samples satisfying Eq. (20), in other words,
the fraction of examples where the true values lay into
the 3D-ellipsoidal region. This evaluation generalizes the
methods in the literature in which we must bin the sam-
ples in order to estimate the region that contains (1− α)
of the test dataset, as long as the joint distribution is al-
most Gaussian. In Appendix A, we compute the coverage
probabilities from the histograms as it is usually done
in the literature [26], finding consistent results when we
used ellipsoidal confidence intervals.
9VII. ANALYSIS AND RESULTS
In this section we describe the results we obtained with
different architectures and types of BNNs. We compare
all experiments in terms of performance, i.e., the preci-
sion of their predictions for the cosmological parameters
quantified through Mean Square Error (MSE), and their
values achieved in the NLL. Furthermore, we analyze the
quality of the uncertainty estimates in each experiment
and its appropriate calibration, if needed.
A. Dropout and DropConnect
We begin by comparing the performance of Dropout
and DropConnect. The best results are displayed in Ta-
ble I. As it can be seen, DropConnect does not exhibit
particularly exciting performances for any architecture.
Even for a vast range of regularization and initialization
values, we could not achieve good results, as was reported
in [70]. It seems that DropConnect injects large noise on
convolutional layers until this unstabilizes the training
process. Nonetheless, in contrast to the DropConnect
technique, Dropout effectively improves the performance
of VGG by a noticeable margin, while for AlexNet it
works roughly well. Indeed, many works have shown that
Performance for different BNNs
HHHH
model
Dropout DropConnect RT Flipout
metrics VGG Alex VGG Alex VGG Alex VGG Alex
MSE 0.05 0.1 0.45 0.68 0.08 0.30 0.04 0.05
NLL -3.17 -1.39 -0.13 -0.08 -2.33 -2.01 -3.20 -3.62
TABLE I. Best performance described by MSE and NLL
reached for Dropout, DropConnect, RT, and Flipout using
both architectures over the test dataset.
dropping weights (or neurons) does not bring much per-
formance improvement in convolutional neural networks.
Some authors attribute this failure to the incorrect place-
ment in the convolutional blocks [95], while others assert
that these methods fail in some network architectures [51].
Since our aim is searching for a good BNN model useful to
analyse the CMB dataset, hereafter, we will mostly focus
on Dropout for both architectures. Now, to understand
the impact of the Dropout rate on the training process,
we plot the NLL for different values of the parameter in
Fig. 6 for AlexNet, and in Fig. 7 for VGG.
We can directly observe in Fig. 6 that large values of
Dropout rates are required to decrease the gap between
training and validation, and dropping 10% of the neurons
yields the highest performances. Conversely, besides pro-
ducing better results with respect to AlexNet, VGG also
reduces notably the training/validation gap, and only 1%
of Dropout rate is required to score the best performance
in the model, as we can observe in Fig. 7. We can ascribe
this favorable behavior to batch renormalization which
acts not only as a regularizer, but also avoids extra nor-
FIG. 6. Training (solid lines) and validation (dotted lines) for
AlexNet. Negative log-likelihood for Dropout as a function of
the epoch. The colors stand for the used Dropout rate (dr).
FIG. 7. Training (solid lines) and validation (dotted lines)
Negative log-likelihood for dropout method as a function of
epochs. The colors stand for the used dropout rate(dr). The
VGG architecture was used for this case.
malisation calculations during the forward pass that yield
to a quick convergence. On the other hand, as discussed
in Sec. VI, often neural networks are miscalibrated. We
then estimate the coverage probabilities corresponding to
confidence intervals of 68%, 95.5%, and 99.7% (i.e., 1σ,
2σ, and 3σ) in order to verify the accuracy of the uncer-
tainty estimates. The results using AlexNet are shown
in table II. We can notice that firstly as expected the
coverage probability is proportional to the Dropout rate,
since this variable is associated to the stochasticity of the
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model.
Coverage probability estimation for Dropout and DropConnect
HHHHC.I
Rate
dr=1% dr=5% dr=7% dr=10% dr=20%
dO. dC. dO. dC. dO. dC. dO. dC. dO. dC.
68.3% 52.1 54.9 65.0 66.5 68.3 68.3 73.1 68.4 77.1 76.2
95.5% 84.2 88.2 93.8 96.0 95.0 97.0 97.2 98.1 98.4 99.1
99.7% 96.3 96.9 99.3 99.8 99.4 99.6 99.8 99.8 99.9 99.9
TABLE II. Estimation of coverage probabilities corresponding
to confidence intervals of 1σ, 2σ, and 3σ. Dropout rate (dr)
becomes a hyper parameter which should be tuned in order to
calibrate the network. Dr ∼ 0.07 and dr ∼ 0.05 yield to accu-
rate uncertainties for Dropout and DropConnect, respectively.
FIG. 8. Training (solid lines) and validation (dotted lines)
for AlexNet. Negative log-likelihood for Dropout method as a
function of the epoch. The colors represent the training dataset
size used for a dropout rate of dr = 0.07.
Epistemic and Aleatoric uncertainties
PPPPPPType of
Size
100% 80% 60% 40%
Uncertainty Drop Flip Drop Flip Drop Flip Drop Flip
Epistemic 0.0024 0.0011 0.0028 0.0011 0.0033 0.0013 0.050 0.005
Aleatoric 0.090 0.015 0.093 0.014 0.094 0.019 0.14 0.041
TABLE III. Aleatoric and epistemic uncertainties for a percent
of the total training dataset sizes. The aleatoric uncertainty
oscillates, while epistemic uncertainty decreases when training
dataset gets larger. These results are compatible with those
reported in [55]. There is an anomalous behavior for the 40% of
the training subset, which can be explained with the significant
overfitting of the model due to the small amount of data.
Interestingly, the Dropout rate that leads to the cor-
rect calibration is not necessarily equal to that one which
yields to the best performance. This result supports the
fact that calibration of deep neural networks after training
becomes the most effective. Additionally, we observe that
the Dropout rate used to calibrate DropConnect mod-
els is smaller than the one used in Dropout, suggesting
that a stronger stochasticity is involved in DropConnect
networks (since there are more weights than neurons).
The behavior in the VGG architecture is substantially
different, we observe that is not possible to calibrate the
network during training. Tuning the hyper parameters
(Dropout rate or posterior regularization) is not enough to
tune the uncertainties and thus calibrate the confidence
intervals. This is due to the batch (re)normalization lay-
ers in the VGG architecture, the normalization applied at
each layer indeed standardizes the activations (mean close
to 0 and standard deviation close to 1), reducing or even
nullifying the effect of the hyper parameters tuning on
the epistemic uncertainties. Re-calibration after training
must be applied in networks with batch (re)normalization
layers. Therefore, an important result obtained so far is
that calibrating networks during training is sometimes not
enough, this necessarily depends on the architecture of the
network, especially if the former contains transformation
techniques on the weights like batch (re)normalization.
We further plot the NLL curves of networks for different
trained dataset size in Fig. 8. As we might expect, the
performance of the network depends on the amount of
images used for training the network. We also computed
the aleatoric and epistemic uncertainties for those exper-
iments (see Table III). Results show that reducing the
training dataset size appreciable increases the epistemic
uncertainty, while the aleatoric does not, as discussed
in Sec. II. Thereby, observing the effect of the training
dataset size on uncertainties should reflect the quality of
the uncertainty measurement.
B. Reparameterization Trick and Flipout
In this section we evaluate the use of Flipout compared
to RT on both architectures. The performance of both
methods are shown in Table I. We have found that Flipout
outperforms all other methods regardless the network ar-
chitecture and also it has achieved significant speedups
during the training process. As mentioned above, VGG
tends to produce more miscalibrated networks. This ef-
fect was also observed using either Flipout or RT, while
for AlexNet we have found out that calibration can be
achieved by regularizing the scale parameter of the ap-
proximate posterior of the weights and biases. If the
initially trained network is overestimating the error, we
want to add a regularization reducing the variance of the
approximate posterior. In the case in which the scale of
the approximate posterior is parametrized with a softplus
function, we can use a SUM regularizer on the parameters
of the scale (before the softplus) to reduce the variance
and an L2 regularizer to increase it (since the parameters
of the scales are negative for a prior with scale around 1).
See also Appendix B. We experimented also by varying
the prior scale, but we have found this approach not effec-
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tive. The amount of regularization on the parameters of
the posterior scale thus play the role the hyper parameter
required to calibrate the network.
Coverage probability estimation for Flipout and RT.
HHHHC.I.
Reg
Non-Reg Reg=1e−7 Reg=6e−6 Reg=1e−5 Reg=1e−4
Flip. RT Flip. RT Flip. RT Flip. RT Flip. RT
68.3% 63.3 66.3 65.1 66.5 68.2 67.6 70.0 68.1 89.6 70.0
95.5% 91.9 94.6 92.9 94.8 95.2 95.2 95.9 95.5 99.4 95.9
99.7% 98.8 99.4 98.9 99.4 99.4 99.6 99.7 99.6 100 99.6
TABLE IV. Estimation of coverage probabilities corresponding
to the confidence intervals of 1σ, 2σ, and 3σ. The regularizer
(Reg) becomes an hyper parameter which should be tuned in
order to calibrate the network. Reg = 6e−6 and Reg= 1e−5
yield to roughly accurate uncertainties for Flipout and RT
respectively. The bias used here is 0.001.
FIG. 9. Training (solid lines) and validation (dotted lines)
for AlexNet. Negative log-likelihood for Flipout method as
a function of the epoch. The colors correspond to different
regularizers and bias used.
In fact, regularizing the posterior allows to reduce the
width of the posterior distribution, producing more accu-
rate confidence estimates. A visualization of this effect
can be seen in Appendix B. Table IV reports the coverage
probabilities corresponding to confidence intervals of 1σ,
2σ, and 3σ for different values of the regularization. We
have found out that without any regularizer, the estima-
tion of the error is permissive and enhancing this hyper
parameter increases the coverage probability estimation
until arriving at values very close to their corresponding
confidence intervals. The values reached to calibrate the
network are ∼ 6e−6 and ∼ 1e−5 for Flipout and RT,
respectively. Fig. 9 displays the performance of the net-
work for the models used in Table IV only for Flipout.
Despite the fact that BNNs incorporate some degree of
regularization, we observed that for AlexNet the gap be-
tween training/validation still remains, while for VGG it
FIG. 10. Training (solid lines) and validation (dotted lines) for
VGG. Negative log-likelihood for Flipout method as a function
of the epoch. The colors correspond to different training dataset
size.
becomes small. Additionally, we can estimate both the
epistemic and aleatoric uncertainties from the calibrated
Flipout network. The results are shown in Table III. As
before, epistemic uncertainty increases with the size of
the training dataset. However, we do observe that the
epistemic uncertainties becomes smaller for Flipout com-
pared to Dropout, implying that Flipout indeed achieves
the largest variance reduction. The performance of the
network using different training dataset sizes can be seen
in Fig. 10. Although the use of batch (re)normalization
produces reduction on the training/validation gap, it also
leads to large fluctuations due to the fact that it is con-
stantly readjusting the layers to new distributions.
C. Approximated the Posterior Distribution of the
Cosmological Parameters
So far we have analyzed the performance of different
BNNs for each architecture. We have found out that
Flipout and Dropout are methods which work really well
to carry out parameter inference using our CMB dataset.
After calibrating the network with the approach intro-
duced in Sec. VI, we can visualize the performance of the
above methods in terms of precision of their cosmological
parameters predictions. Fig. 11 shows the predictions
for each method on the test CMB maps and its accurate
uncertainties. As mentioned in the previous section, im-
plementing Dropout in the AlexNet architecture leads
to large MSE values and larger uncertainties observing
sparsely data in the parameter space, while Flipout keeps
excellent performance regardless the architecture, and its
uncertainties are notably reduced. Finally, we constraint
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FIG. 11. Predictions of the BNN on the test dataset. Top and bottom panels show the results using VGG and AlexNet, respectively.
Each panel shows the parameters used in the dataset and the values predicted from the CMB maps by the neural network. Dots
mark the mean of the predictions for 2,500 samples in the test dataset, while the error bars represent their calibrated standard
deviations. The colors display different BNNs along with the used architecture.
the dark-energy density written as ΩΛ ≈ 1− Ωb − Ωcdm,
being ωi ≡ Ωih2 with h = 0.6781 [6], just to examine the
posterior distribution for the derived parameters. The
triangle plots of Figs. 12 and 18 show our main results
for one example randomly picked from the CMB test
dataset. We use the Python GetDist package for creating
the triangular plot [92]. Fig. 12 displays the four most
accurate BNNs which yield credible cosmological parame-
ter contours. The target values for the selected example
are ωb = 0.02590, As = 3.65653, and ωcdm = 0.15773,
and the derived parameter ΩΛ = 0.59761. Table V gives
marginalized parameter constraints from the CMB maps,
including one derived parameter. The credible intervals
shown in the table are consistent with the one reported in
the literature although for ωb which was the most difficult
parameter to be learned by the network, becomes one
order of magnitude larger. In fact, the networks used in
this paper have reduced capacity to reach the high accu-
racy for all parameters obtained by standard techniques
like MCMC, but a robust network can indeed reduce sig-
nificantly the credible intervals. Another alternative to
reduce the predicted uncertainties consists in enhancing
the information encoded in the dataset as we will show in
the next subsection. In Appendix C we show the results
for all the BNNs introduced in this paper.
Marginalized parameter constraints
PPPPPPΛCDM
BNN
Flipout-Alex Flipout-VGG RT-VGG Drop-VGG
ωb 0.0259
+0.0021
−0.0021 0.0259
+0.0017
−0.0018 0.0265
+0.0016
−0.0016 0.0258
+0.0017
−0.0016
As 3.659
+0.048
−0.049 3.650
+0.057
−0.056 3.669
+0.059
−0.063 3.655
+0.046
−0.045
ωcdm 0.158
+0.019
−0.019 0.155
+0.021
−0.021 0.157
+0.019
−0.019 0.158
+0.014
−0.015
ΩΛ 0.598
+0.045
−0.043 0.604
+0.046
−0.047 0.598
+0.043
−0.042 0.597
+0.034
−0.032
TABLE V. Parameters 95% intervals for the minimal base-
ΛCDM model from our synthetic CMB dataset using Flipout,
RT, and Dropout with the AlexNet and VGG architectures.
D. Parameter Estimation from Combination of
Temperature and Polarization Maps
So far, we have obtained the parameter predictions only
from maps of CMB temperature. Adding complementary
information to the dataset such as a polarization, will
provide better constraints on the cosmological model and
also help to break some partial parameter degeneracies. In
this subsection we present predictions of the parameters
from the combinations of temperature and polarization
which are significantly more precise that those determined
using temperature alone.
Cosmological experiments like Planck are designed to mea-
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FIG. 12. Minimal base-ΛCDM 68% and 95% parameter con-
straint contours from one example of our synthetic CMB
dataset using the best among four methods. The diagonal plots
are the marginalized parameter constraints, the dashed lines
stand for the predicted values and the black solid line corre-
sponds to the true values ωb = 0.02590, log(10
10As) = 3.65653
and ωcdm = 0.15773.
sure the Stokes parameters T , Q, U useful for analyzing
the CMB radiation in terms of its temperature and po-
larization. This CMB radiation field can be expressed as
a rank-2 tensor Iij , where T = (I11 + I22)/4 corresponds
to the temperature anisotropy studied in the previous
sections, while Q = (I11−I22)/4 and U = I12/2 describe
the linear polarization [96]. While T is a scalar invariant
under rotations, Q and U depend on the reference frame
determined by the direction of observation nˆ and two
axes (eˆ1, eˆ2) perpendicular to nˆ. If eˆ1 and eˆ2 are rotated
by an angle ψ, Q and U transform as 2-spin object [97]
(Q± iU)′(nˆ) = e∓2iψ(Q± iU)(nˆ), (21)
where the prime denotes the quantities in the transformed
coordinate system. For these objects, one can construct
two real quantities usually called E and B which are in-
variant under rotations, but they behave differently under
parity (E remains unchanged, while B changes sign) [98].
Therefore, adding polarization and assuming that CMB
fluctuations are Gaussian, the statistical properties of the
CMB in the sky are fully encoded in four power spectra
CTT , CEE , CBB , and CTE .
In order to estimate the cosmological parameters directly
from the CMB maps, we run again the script used in
Sec. V but this time, generating the four power spectra
with the CLASS code. Those spectra are given in in-
put to healpy which produces three maps associated for:
T , Q, and U . Finally, these three maps are stacked in
order to create images of size 256 × 256 × 3, analogous
to the RGB images, where each channel corresponds to
a map measured by the cosmological experiment. We
choose the Flipout method for estimating the cosmologi-
cal parameters from temperature and polarization maps
due to the notable performances found previously. We
use the VGG architecture since yield the best results for
the temperature map alone, and we calibrate the net-
work after training with the usual method of Sec. VI. We
Metrics for the Network with Polarization
PPPPPPMetrics
Size
100% 80% 60% 40%
Epistemic 9.50e−5 10.01e−5 9.51e−5 10.40e−5
Aleatoric 1.2e−3 1.3e−3 1.2e−3 1.9e−3
NLL −5.932 −5.911 −5.897 −5.380
MSE 0.0034 0.0034 0.0036 0.0060
C.I-1σ 68.6% 67.9% 67.1% 71.5%
C.I-2σ 94.7% 94.7% 93.1% 94.6%
C.I-3σ 98.8% 98.7% 98.9% 99.2%
TABLE VI. Assessment of Flipout model using synthetic CMB
temperature and polarization maps. Below is reported the
Confidence Interval results for 68%, 95.5% and 99.7%.
made several experiment varying the size of the training
set, the results are shown in Table VI. Despite of the re-
sults obtained in Table III, we can observe how epistemic
and aleatoric remains approximately constant. In this
case, thanks to the additonal information provided by the
polarization channel, even the 40% percent of the data
seems to be enough for training the network properly
reaching convergence of the uncertainties. With respect
to the temperature map alone, the values for both un-
certainties decrease one order of magnitude and the gap
between them is also reduced. Furthermore, the MSE
decreases almost one order of magnitude with respect
to the values found in Subsec. VII C. The predictions
for each cosmological parameter are displayed in Fig. 13.
Evidently, we can observe the improvements provided by
polarization, in particular the reduction of uncertainty in-
tervals for all parameters. In order to show the parameter
intervals and contours from the combined CMB and po-
larization map, we choose randomly one example from the
test set similarly to the one used above with true values
ωb = 0.02629, log(10
10As) = 3.6362 and ωcdm = 0.1479.
The two-dimensional posterior distribution of the cosmo-
logical parameters are shown in Fig. 14 and the parameter
95% intervals are given by
ωb = 0.02631
+0.00038
−0.00038, log(10
10As) = 3.634
+0.025
−0.025
ωcdm = 0.1481
+0.0038
−0.0039, ΩΛ = 0.617
+0.0089
−0.0088 (22)
Comparing Figures 14 and 12 we can observe that
adding polarization data provides considerably tighter
constraints on all parameters than can be obtained from
only temperature data. Moreover, the correlation As−ωb
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(a) ωb-prediction (b) As-prediction (c) ωcdm-prediction
FIG. 13. Predictions of the BNN on the test dataset. The plots show the parameters used in the dataset and the values predicted
from the CMB temperature plus polarization maps by the neural network. Dots mark the mean of the predictions for 2,500
samples in the test dataset, while the error bars represent their calibrated standard deviations. Here we use the Flipout method.
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FIG. 14. Minimal base-ΛCDM 68% and 95% parameter con-
straint contours from one example of our synthetic CMB
dataset with temperature and polarization using Flipout. The
diagonal plots are the marginalized parameter constraints, the
dashed lines stand for the predicted values and the black solid
line corresponds to the true values ωb = 0.02629, log(10
10As) =
3.6362 and ωcdm = 0.1479.
changes with the presence of polarization information,
breaking the degeneracy between these parameters being
consistent with our preliminary power spectrum analysis.
The parameter degeneracy that determines the incapacity
to distinguish certain parameter combinations, emerges
not only from physical effects such as a geometrical
degeneracy [99], but also from low numerical precision
in the methods used for computing the cosmological
observables [100]. In this case, the distinctive effects that
ωb produces in temperature and polarization spectra
allows the network to recognize the impact of this
parameter in the maps.
E. Calibrating Bayesian Networks via Gradient
Descent
In this section we propose some new techniques for
calibrating BNNs and present some preliminary results.
Temperature scaling (TS) is a technique already used in
literature for Calibration. In particular Levi et al. [101]
proposed to re-adjust the temperature scalar, by mini-
mizing the negative-log-likelihood (NLL). We argue that
this method can only reduce aleatoric uncertainties, while
it cannot reduce epistemic uncertanties in BNNs since it
cannot affect the means of the prediction distributions.
To this aim, we propose to retrain the weights in the last
layer of the network which are associated to both means
and covariances of the output distribution. Thus we call
Last Layer the method retraining the last layer, while
we call Last Layer Loc the method retraining only the
weights associated with the prediction means. Further-
more the temperature scaling in the NLL function Eq. (18)
can be implemented with one of two types of transfor-
mation: Σ → sΣ being s ∈ R+ a scalar parameter, and
Σ→ LΣL> being L a lower triangle matrix. In order to
verify the reliability of these methods, we load the weights
computed from the model reported in Subsec. VII D and
we optimize the NLL for 100 epochs after convergence.
The obtained results are reported in Table VII. We can
observe that for the last layers methods (LL and LL-loc)
the NLL and MSE is reduced significantly with respect
to the values found in Table VI (100% column), and
the aleatoric uncertainty is also notably reduced for all
methods.
The contours at 68% and 95% are displayed in Fig. 15
using the example shown in the previous subsection
(Fig. 14). For the Last Layer method, there is no distinc-
tion between using temperature scaling scalar (S) or a
lower triangular matrix (T), while for the Last Layer Loc
there is a slight difference in the correlation orientation.
We observe that minimizing a scalar produce the same
orientations that we found with the method used in the
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Metrics for our calibrated methods
XXXXXXXXXMetrics
Methods
LLS LLT LL− locS LL− locT TSS TST
Epistemic 2.4e−4 2.4e−4 2.4e−4 2.4e−4 2.4e−4 2.4e−4
Aleatoric 9.6e−4 9.7e−4 9.6e−4 9.2e−4 12.3e−4 11.1e−4
NLL −6.71 −6.67 −6.31 −6.50 −6.06 −6.13
MSE 0.0026 0.0026 0.0027 0.0026 0.0033 0.0032
C.I-1σ 79.1% 79.1% 80.0% 79.6% 79.0% 77.2%
C.I-2σ 97.8% 97.8% 98.5% 98.0% 98.3% 97.7%
C.I-3σ 99.9% 99.9% 99.9% 99.9% 99.9% 99.6%
TABLE VII. Assessment of Flipout model using synthetic CMB
temperature and polarization maps. In this case, the calibra-
tion was achieved using three proposal methods: Temperature
Scaling (TS), Last Layer (LL) and Last Layer only with the
mean (LL-loc). In each case, the temperature scaling parame-
ters are either a single scalar (S) or a lower triangular matrix
(T). We report also the Confidence Interval results for 1σ, 2σ
and 3σ.
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FIG. 15. Minimal base-ΛCDM 68% and 95% parameter con-
straint contours from one example of our synthetic CMB
dataset using Flipout. In this case, the calibration was achieved
using two proposal methods: Last Layer and Last Layer only
with the mean(Loc). In each case, the optimizer parameter is
either a scalar or a matrix (Tril).
previous sections, as we can expect since the parametric
Platt Scaling used above uses a single scalar for the cali-
bration. The use of lower triangular matrix as a scaling
reorient the ellipses during calibration.
Unfortunately all methods seem to produce poor esti-
mations for the confidence intervals. We propose a two
step calibration in which we can use an LL calibration,
followed by a Platt Scaling, to be able to obtain the best
from both worlds. In alternative we hypothesize the inclu-
sion of ad-hoc regularizers for calibrating the confidence
intervals during the optimization. More detailed analysis
about these calibration proposals will be the object of
future works.
VIII. CONCLUSIONS
We have employed Bayesian neural networks as a re-
liable and accurate tool to estimate the marginalized
posterior distribution of the cosmological parameters di-
rectly from simulated CMB maps. BNNs, when properly
trained and calibrated, offer the capability to estimate
the total uncertainty (aleatoric and epistemic) of their
predictions. They are trained by imposing a prior distri-
bution on the parameters of the network (weights) and
approximating the posterior distribution using variational
inference. Different assumptions about the distribution
over the weights have been proposed, and four of them
were used in this work: Dropout, DropConnect, Flipout,
and Reparameterization Trick. We have compared them
by implementing two architectures and several calibra-
tion methods. Flipout emerged as the most reliable and
effective method, achieving best performances across archi-
tectures, while DropConnect had the worst performances.
Furthermore, we observed that Flipout converges much
faster and manifests a notable reduction in the credible
contours for the parameters. In Sec. V, we introduced
the problem of calibration in deep neural networks. In
fact, we have showed that all the models trained are
(under)over-confident in their predictions, unless some
hyper parameters such as the Dropout rate or the reg-
ularization parameter are tuned. However, we showed
that hyper parameter tuning in training is not sufficient
in the cases where batch (re)normalization is present
in the architecture. Therefore, calibration in these ar-
chitectures is only possible after training. Using batch
(re)normalization is advantageous since it allows us to
obtain the best performances and the highest convergence
rate during training while focusing on calibration after.
In general we found calibrating after training to be the
best option. The Platt scaling calibration used thror-
ough the paper is simple but quite successful. Different
calibration methods based on gradient descent have also
been proposed, to be used alone or in combination with
the Platt scaling. The methods seem promising expe-
cially the last layer LL methods which obtained the best
MSE after calibration and can reorient the correlations
between parameters if needed. Further investigation on
these calibration methods will be the object of future
studies. Once verified that BNNs are able to capture the
total uncertainty of the predictions, we have proceeded
to compute the posterior distributions of the parameters.
The results are displayed in Fig. 12. We observe that all
methods work well, and they predict roughly the same
marginalized posterior. The parameter intervals are re-
ported in Table V, which are consistent with the ranges
reported in the literature. The ωb parameter produced
a less tight uncertainty because it was the hardest pa-
rameter to be learned by the network. One possibility to
face this issue is either by using a more complex neural
network architecture or by enriching information in the
dataset like polarization. The latter proposal was shown
in Subsec. VII D, where we observe that the network could
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extract information across the channels reducing signif-
icantly the prediction errors (see Fig. 14 and Table VI)
and breaking the As − ωb parameter degeneracy found in
the CMB temperature map alone. The outcomes of this
subsection establish a remarkable result that will be fur-
ther explored in subsequent studies. The research showed
in this paper will allow a direct comparison with the
current techniques used so far in Cosmology. Moreover,
this methodology will allow the estimation of confidence
regions for features that can be extracted directly from
the raw data such as non-Gaussian signals [102] or fore-
ground emissions [103, 104]. In future work, we plan
to carry out this comparison improving the architecture
and using other cosmological datasets such as large-scale
matter distribution or 21cm maps. The latter allows to
obtain complementary information on processes related
to reionization history or inflation, while the former will
improve the constraints on cosmological parameters and
help to break some partial parameter degeneracies.
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Appendix A: Evaluation of coverage probabilities
through binned samples
As mentioned in Sec. V, if the distribution that de-
scribes the samples drawn from the posterior is Gaussian,
we can compute the coverage probabilities from the ellip-
soidal confidence. 9 However, this distribution sometimes
FIG. 16. Histogram generated from binned samples drawn
from the posterior of the parameter ωb using Dropout with the
VGG (green) and AlexNet (blue) architectures. The mode for
Dropout with VGG is 0.04478 while for the one with AlexNet
is 0.04349. The true value is ωb = 0.04492.
coverage probabilities from a binned samples
PPPPPPC.I
Model
VGG-Dropout Alex-Dropout
ωb As ωcdm ωb As ωcdm
68.3% 68.1 67.1 63.3 68.5 67.1 66.7
95.5% 95.1 94.5 93.6 95.7 95.7 95.2
99.7% 99.6 99.5 98.9 99.8 99.6 99.4
TABLE VIII. Estimation of coverage probabilities correspond-
ing to confidence intervals of 1σ, 2σ and 3σ. AlexNet was
trained with 7% dropout rate, while for VGG we used the
network calibrated after training.
is not restricted to be Gaussian, especially for Dropout.
In this case, we can follow the method used in [32] and
generate a histogram from binned samples drawn from
the posterior. Since this histogram is expected to be
unimodal, we can compute the interval that contains the
(100α)% of the samples around the mode, with α ∈ [0, 1].
Fig. 16 shows the histogram for ωb where we can ob-
serve the difference by using both architectures, while
Table VIII reports the coverage probability for individual
20
parameters. We can observe that the values are consistent
with the ones expected for a calibrated network.
Appendix B: Approximated posterior during
training
FIG. 17. Variation of the mean and variance or “scale” (be-
fore applying Softplus) for the approximated posterior in the
top panel and for prior in bottom panel during training. (a)
Initializer distributions. (b) Distributions for calibrated net-
works after 300 epochs. (c) and (d) posterior for uncalibrated
networks. Colors refer to each layer in the network.
In order to analyze the calibration of BNNs for Flipout
and RT methods through their hyper parameters, we need
to visualize the behavior of the approximated posterior
of the weights during training. The results are shown in
Fig. 17. At the beginning, we see that the prior dominates
the distribution (see Fig. 17-a), but its evolution will
depends on the degree of regularization. For models
without batch normalization and without regularization
which underestimate their uncertainties, we observe that
the posterior scale moves to small values, as in Fig. 17-c.
While in presence of batch normalization, the posterior
always tends to produce large variance as we note in
Fig. 17-d.
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Appendix C: Triangle plots for CMB maps from
different BNNs methods
Fig. 18 displays the results for all BNNs methods in-
troduced in this paper. We can observe that the AlexNet
architecture does not work well for RT and Dropout,
while for RT we obtained low performance with respect to
Flipout and Dropout. In Table IX we report the marginal-
ized parameter constraints from the CMB maps. What
we can conclude from these results is that the performance
for both RT and Dropout depends strongly of the archi-
tecture used, as was reported in [51], while for Flipout
we do not find this issue. Therefore, Flipout is a more
flexible and robust method for obtaining uncertainties at
least for CMB dataset.
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FIG. 18. Minimal base-ΛCDM 68% and 95% parameter con-
straint contours from our synthetic CMB dataset using Flipout
with Alexnet (blue), VGG (magenta); Dropout with Alexnet
(green), VGG (orange); and RT with Alexnet (red), VGG
(cyan) architectures. The diagonal plots are the marginalized
parameter constraints, the dashed lines stand for the predicted
values and the black solid line corresponds to the true values
ωb = 0.02590, log(10
10As) = 3.65653.
Marginalized parameter constraints
PPPPPPΛCDM
BNN
Drop-Alex RT-Alex
ωb 0.0245
+0.0040
−0.0039 0.0237
+0.0065
−0.0064
As 3.59
+0.12
−0.14 3.633
+0.088
−0.093
ωcdm 0.137
+0.038
−0.038 0.146
+0.036
−0.037
TABLE IX. Parameter 95% intervals for the minimal base-
ΛCDM model from our synthetic CMB dataset using RT and
Dropout with Alexnet.
