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résumé et mots clés
Cet article présente une méthode de mesure objective de la qualité visuelle des images monochromes dégradées
par des schémas de codage. La méthode développée se classe dans le cadre des méthodes utilisant une référen-
ce. L’originalité de la méthode repose sur la pondération des mesures standards par une densité d’erreur locale
calculée sur des fenêtres d’analyse recouvrant l’image. Le calcul de cette densité se base sur trois critères qui sont
le contraste, la structure et la quantification. D’autres méthodes, telles que les mesures standards PSNR (Peak
Signal to Noise Ratio) et EAM (Erreur Absolue Moyenne), pondérées par le modèle de Daly simplifié [6], et la
méthode de Fränti [9], sont décrites dans cet article. Les résultats des différentes méthodes de mesure sont com-
parés entre eux. La mesure proposée est la plus fiable en terme de coefficient de corrélation avec la mesure sub-
jective pour l’ensemble des images testées. 
Qualité objective, qualité subjective, évaluation de la qualité, Mean Opinion Score (MOS), codage d’image, mesu-
re des dégradations, coefficient de corrélation
abstract and key words
This article presents a visual quality measure of the compressed monochrome image. This measure uses a referen-
ce image. The originality of this measure is based on the weighting of the Standard measures by a local error den-
sity, calculated on the windows overlapping the image. The local error computation is based on the contrast, the
structure and the quantification criteria. Actually, this method is compared with standard PSNR (Peak Signal to
Noise Ratio) and MAE (Mean of Absolute Error) measures, weighted by the simplified Daly model [6], and Fränti
[9] methods. The results of our measure are reliable, compared with the methods mentioned above. The results are
then evaluated in terms of the correlation measure with the Mean Opinion Score (MOS). 
Quality assessment, objective quality, Mean Opinion Score (MOS), image compression, distortion measures.
1. introduction
La mesure de la qualité visuelle des images ou de la vidéo par
des méthodes objectives s’avère très utile dans plusieurs appli-
cations en imagerie : codage [12][17][23], restauration [2][25],
traitement d’images médicales [4]. Toutes les méthodes déve-
loppées dans ce domaine peuvent être classées en trois grandes
catégories : celles qui sont à référence totale (utilisation com-
plète de l’image originale), appelées aussi « Full Reference »,
celles qui utilisent quelques paramètres de la référence, appelées
aussi « Half Reference » ou méthodes à référence réduite [18] et
celles qui n’utilisent aucune référence [11]. Les méthodes « Half
Reference » sont souvent utilisées dans le cadre de la transmis-
sion des images. Les méthodes « Sans Référence » se basent sur
la connaissance a priori de la nature des dégradations ou/et des
images. Les méthodes sans référence et avec référence réduite
ne feront pas l’objet de cet article.
Dans le domaine du codage, plusieurs études ont été faites pour
analyser les mesures standards de dégradations basées sur des
différences entre pixels des images originale et dégradée [7].
Ces mesures, qui sont à référence complète, ne sont pas com-
modes pour une évaluation de la qualité à travers différentes
dégradations de compression et/ou différents types d’image. En
particulier, l’Erreur Quadratique Moyenne (EQM) (ou son
corollaire, le PSNR -Peak Signal to Noise Ratio-) est considérée
comme une bonne mesure des bruits aléatoires, mais elle est par-
fois totalement inefficace lorsqu’il s’agit d’erreurs structurées
[7][9][22][11] (effet de bloc, erreur de structure, etc.). 
Pour résoudre le problème des mesures standards, plusieurs
chercheurs ont développé des mesures de dégradations
[8][15][19][24][28] en intégrant des modèles de propriétés du
Système Visuel Humain (SVH) [29]. Certaines de ces méthodes
sont liées à des dégradations très spécifiques telles que les effets
de blocs dans JPEG [12][16][23] et le flou dans le codage par les
ondelettes [10][27]. D’autres méthodes se sont développées
dans le but d’obtenir des mesures qui soient les plus indépen-
dantes possible des types de dégradation [9]. Toutes ces
méthodes, dans la plupart des cas, ne sont pas efficaces pour une
évaluation de la qualité à travers différents types d’image et
masquent les dégradations qui sont localisées et très visibles. 
Dans cet article nous proposons une nouvelle méthode de mesu-
re des dégradations de compression en tenant compte de la loca-
lité ou de la concentration des erreurs. La mesure proposée se
place dans l’hypothèse des méthodes avec référence complète :
nous nous plaçons dans le cadre de l’usage des images numé-
riques codées qui peuvent être, par exemple, zoomées, ajustées,
affichées sur écran de moniteur ou éditées. Notre préoccupation
est d’être le plus indépendant possible de la méthode de codage
utilisée, de surmonter le problème de la mesure des dégradations
localisées et concentrées et d’être indépendant du type d’image. 
La méthode proposée est basée sur l’information de concentra-
tion d’erreurs locales. L’originalité de cette méthode réside dans
la prise en compte d’une densité d’erreur locale calculée à l’in-
térieur des fenêtres d’analyse [21][22]. Les types d’erreur consi-
dérés sont les erreurs de contraste, de structure spatiale et de
quantification (ou de résolution) [9]. Notre méthode est testée
sur quatre types de codeur et trois types d’image. Elle est com-
parée à deux mesures standards (PSNR et EAM) pondérées par
le modèle de la Fonction de Sensibilité au Contraste (CSF) de
Daly simplifié [6] et à la mesure de Fränti [9]. Nous avons testé
le modèle de sensibilité au contraste de Watson [28], qui est ini-
tialement développé pour le codage JPEG, pour pondérer plu-
sieurs mesures standards. Les résultats obtenus par la pondéra-
tion de ce modèle ne se corrèlent pas bien avec la mesure sub-
jective, il ne sera pas traité ici.
2. mesures standards 
pondérées par le modèle 
de Daly
Nous avons testé deux mesures standards de dégradations
(PSNR « Peak Signal to Noise Ratio » et l’EAM « Erreur
Absolue Moyenne ») pondérées par le modèle CSF de Daly sim-
plifié [5][6][26]. Ces mesures serviront, par la suite, de compa-
raison avec la méthode proposée [paragraphe 4]. 
2.1. Le modèle de la fonction de sensibilité 
au contraste de Daly simplifié 
Le modèle de Daly simplifié a été utilisé efficacement dans un
schéma d’optimisation de codage JPEG [26]. Il consiste simple-
ment à modéliser le système visuel humain par une fonction de
sensibilité au contraste, appelée aussi fonction de transfert de
modulation (MTF) :
W (u, v) =


2.2(0.192 + 0.114f˜(u, v))exp(−0.114f˜(u, v))1.1
si f˜(u, v) > fmax
1.0 sinon
(1)
où f˜(u, v) est la fréquence spatiale radiale exprimée en
cycles/degré et fmax (égale à 8 cycles/degré) est la fréquence à
laquelle l’exponentielle est maximale.
Ce modèle dépend, par le biais de la fréquence spatiale radiale,
de l’orientation, de la résolution de l’image et de la distance
d’observation. On suppose qu’une image de 256×256 pixels est
affichée sur une zone de taille de 6,5 cm × 6,5 cm et que la dis-
tance d’observation est égale à quatre fois la hauteur de l’image,
on obtient la matrice W de pondération :
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1.0000 1.0000 1.0000 1.0000 0.9599 0.8746 0.7684 0.6571
1.0000 1.0000 1.0000 1.0000 0.9283 0.8404 0.7371 0.6306
1.0000 1.0000 0.9571 0.8898 0.8192 0.7371 0.6471 0.5558
1.0000 1.0000 0.8898 0.7617 0.6669 0.5912 0.5196 0.4495
0.9599 0.9283 0.8192 0.6669 0.5419 0.4564 0.3930 0.3393
0.8746 0.8404 0.7371 0.5912 0.4564 0.3598 0.2948 0.2480
0.7684 0.7371 0.6471 0.5196 0.3930 0.2348 0.2278 0.1828




Les éléments de la matrice W pondèrent les coefficients de la
DCT des blocs (de taille 8×8 pixels) de l’image et indiquent
l’importance visuelle des fréquences spatiales. Ces valeurs dimi-
nuent en passant des basses fréquences aux hautes fréquences
(parcours en zigzag).
2.2. les méthodes PSNR et EAM pondérées 
par le modèle de Daly simplifié
La pondération (2) des mesures PSNR et EAM est appliquée
localement sur des blocs de la matrice erreur entre les images
(originale et dégradée) transformées. De ce fait, les valeurs des
erreurs dans les hautes fréquences vont diminuer car elles sont
supposées être moins visibles par le système visuel humain.
PSNR pondérée (PSNRP) (ou « weighted PSNR ») :
PSNRP = 10.log10(Max2/EQMP ) (3)
où Max est le maximum pic à pic du signal original.
EQMP est la moyenne des valeurs de EQMp (erreur quadra-
tique moyenne pondérée localement sur des blocs de 8 x 8 pixels).










I(u, v)− Iˆ(u, v))2 (4)
I et Iˆ représentent les images originale et dégradée respective-
ment dans le domaine DCT.
Wu,v (2) représente le poids de la pondération à la fréquence
spatiale (u, v) . 
N (égale à 8) représente la taille de la matrice sur laquelle est
appliquée la pondération W.
De la même manière, la mesure EAM pondérée est la moyen-
ne des valeurs EAM pondérées localement (EAMp) par la
matrice W :
EAM pondérée (EAMP) (ou « weighted EAM ») :










∣∣I(u, v)− Iˆ(u, v)∣∣ (5)
Prenons un exemple de la mesure PSNRP : l’image Mandrill
dégradée de la figure 8 a une valeur de PSNRP de 20.98dB et
une valeur de PSNR de 18.54dB. Certaines dégradations se trou-
vent dans les hautes fréquences, mais ne sont pas très visibles.
La mesure PSNRP reflète mieux la qualité de cette image par
rapport à la mesure PSNR (PSNRP – PSNR = 2.4 dB).
En même temps, parfois la mesure PSNRP ne reflète pas bien la
qualité entre images dégradées. En effet, l’image de la figure 3
est visuellement dégradée par rapport à celle de la figure 6, mais
les mesures PSNRP donnent 26.41 dB (figure 3) et 25.53 dB
(figure 6). Ceci est dû au fait que le flou apparaît très gênant dans
les hautes fréquences, alors qu’il est masqué par la pondération
du modèle de Daly.
3. méthode de Fränti
La méthode de Fränti intègre trois aspects différents : les 
propriétés du SVH, les facteurs de qualité (erreur de contraste,
erreur de structure et erreur de quantification en niveaux de gris)
et la pondération des différents facteurs. Les images sont 
découpées en blocs de 3x3 pixels auxquels on applique chaque
critère :




où A désigne l’image originale, B l’image distordue et σ la
déviation standard.
d1 permet de mesurer l’erreur de contraste entre A et B.
Critère de structure : d2 =
|GxA −GxB|+ |GyA −GyB|
2max(1, σA)
(7)
où Gx et Gy sont les réponses horizontales et verticales aux
détecteurs de contours.
La normalisation par la valeur de σ du bloc original exprime le
masquage des erreurs par le contraste. 
Critère de quantification : d3 = (QA −QB)2 (8)
où QA et QB sont les nombres de niveaux de gris distincts.
La mesure finale des dégradations est :
D = w1 · f(D1) + w2 · f(D2 −+w3 · f(D3) (9)
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où Di est la moyenne des di et (k1 = 3, k2 = 32, k3 = 32) sont
des paramètres obtenus par Fränti en maximisant la corrélation
de la mesure objective (D) avec la mesure subjective visuelle
sur l’image Lena à travers plusieurs dégradations.
Prenons un exemple de cette mesure sur les images des figures
7 et 8. Les structures de l’image de la figure 8 sont mieux sau-
vegardées par rapport à celles de la figure 7. Les notes de la
mesure reflètent bien cette différence (0.41 pour la figure 8 et
0.28 pour la figure 7), alors que les valeurs PSNR sont proches
(18,00 dB et 18,54 dB).
4. mesure de dégradations 
basée sur la densité 
de pertinence
Il est très fréquent de rencontrer des erreurs concentrées, dans
une région de l’image, qui apparaissent pertinentes et gênantes.
Nous avons constaté que si des erreurs ponctuelles, même peu
importantes, se concentrent, elles deviennent de plus en plus
perceptibles pour un observateur. Ces mêmes erreurs apparaî-
tront non gênantes si elles ne sont pas concentrées. A partir d’un
certain degré de concentration elles sont perçues comme une
seule masse erronée. Nous avons donc été amenés à nous inté-
resser à la localité de l’erreur. 
Nous introduisons ici une nouvelle approche de mesure des
dégradations basée sur une mesure standard pondérée par un cri-
tère de densité d’erreur [21][22] que nous appellerons « critère
de densité de pertinence ». Ce critère mesure la concentration
des erreurs dans des zones de l’image et combine trois types
d’erreur : l’erreur de contraste, l’erreur de structure et l’erreur de
quantification [9]. Le paragraphe ci-dessous montrera comment
cette nouvelle mesure a été construite.
4.1. construction de la mesure 
Puisque dans [9] l’erreur est calculée sur des blocs de taille 3×3
pixels, le regroupement des dégradations se fera en accord avec
ces blocs. La question qui se pose est de savoir quel serait le
degré de ce regroupement. En principe, l’image dégradée devrait
être décomposée en régions qui reflètent la même impression
sur les erreurs pour l’œil humain. Pour une simplicité de calcul,
nous avons choisi un regroupement simple sur des régions car-
rées que nous appelons « fenêtres d’analyse ». 
Les fenêtres d’analyse, dont la taille peut varier de 3×3 blocs à
la taille de l’image, nous permettent de jouer sur le niveau de
détail que nous voulons obtenir. En effet, un détail trop fin n’est
pas toujours bon à retenir parce que s’il se situe dans une zone
de forte incertitude ; l’œil humain le percevra mal. Nous obtien-
drions donc une mauvaise note alors que l’image globale ne
serait pas forcément mauvaise. Nous avons donc choisi d’effec-
tuer les tests avec différentes tailles afin de déterminer plus tard
celle qui apparaîtra la plus appropriée. 
Dans notre approche de mesure, nous avons choisi une stratégie
qui remédie aux défauts des mesures standards en les pondérant
par un facteur lié à la densité de pertinence.
Description de la nouvelle mesure [Schéma 1] :
Dans une fenêtre d’analyse, une valeur de la dégradation locale
est mesurée à l’aide d’une méthode standard choisie. Cette
valeur est pondérée par un facteur lié à la densité de pertinence
calculée dans cette fenêtre. Les fenêtres analysantes doivent
recouvrir toute l’image de manière glissante ou non. Pour obte-
nir une seule note finale de mesure de dégradations, nous cumu-
lons les valeurs pondérées en une seule valeur en utilisant une
fonction de cumul. 
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Schéma 1. – Schéma général de la mesure des dégradations basée sur le cri-
tère de la densité de pertinence locale.
4.2. le critère de la densité de pertinence 
locale
Le critère de la densité de pertinence locale se base sur le degré
de pertinence d’erreur sur les blocs de 3×3 pixels à l’intérieur
d’une fenêtre d’analyse. 






N ip est le nombre de blocs pertinents dans la fenêtre i.
N est le nombre total de blocs dans cette fenêtre.
Nous définissons un bloc comme pertinent, resp. non pertinent,
si la moyenne de ses erreurs de contraste (6), de structure (7) et
de quantification (8) est supérieure, resp. inférieure, à un seuil S
préfixé. 
De ce fait, on a : 0  Di  1 et la densité de non-pertinence est
1−Di. 
4.3. mesure de dégradations basée 
sur la densité de pertinence
La mesure des dégradations dans la fenêtre d’analyse i est don-
née par :
DPi = Mi(1− αDi) (12)
où α est un paramètre d’adaptation constant identique pour
toutes les fenêtres d’analyse.
Mi est la valeur de la mesure standard de dégradation sur la
fenêtre d’analyse i.
Nous avons choisi pour les tests la mesure EAM comme mesu-
re standard de dégradations locales (Mi = EAMi). Ce choix
est motivé par le fait que cette mesure est montrée performante
dans notre analyse (en terme de la corrélation avec la mesure
subjective) en la comparant aux autres mesures standards. Nous
appellerons la mesure obtenue : EAM – DEL.
En analysant cette mesure EAM, deux cas se sont présentés :
1) Parfois, la mesure EAM augmente rapidement en passant
d’une image peu dégradée à une autre plus dégradée (ce qui
implique l’augmentation de la densité de pertinence), alors
que la qualité subjective diminue moins rapidement. Dans
cette situation, le facteur de pondération devrait réduire la
vitesse de l’augmentation de la mesure EAM en diminuant
sa valeur.
2) Parfois, la mesure EAM augmente légèrement en passant
d’une image peu dégradée à une autre plus dégradée, tandis
que la qualité subjective augmente rapidement. Dans ce cas,
le facteur de pondération devrait accélérer la vitesse de
l’augmentation de la mesure EAM en augmentant sa valeur.
Le premier cas correspond à une valeur de α positive et le
deuxième cas à une valeur de α négative.
4.4. fonction de cumul
Plusieurs fonctions de cumul d’erreurs locales sont possibles : la
moyenne des carrées, la moyenne des valeurs absolues, le mini-
mum ou le maximum, et en général la métrique de Minkowski.
Une étude sur plusieurs fonctions de cumul des erreurs est faite
dans [14]. Considérant qu’un défaut, même minime, gâche toute
l’image, nous avons convenu de retenir comme mesure finale la
mesure de la zone la plus mauvaise :
Note finale = Max
i
(DPi) (13)
4.5. optimisation des paramètres 
de la méthode
Notre méthode utilise trois paramètres, à savoir : le seuil S de
détection des blocs pertinents, le paramètre d’adaptation α et la
taille T des fenêtres d’analyse. Soit ρ(S, α, T ) le coefficient de
corrélation entre les mesures objective et subjective pour les
paramètres S , α, et T fixés. La valeur de ρ est toujours négati-
ve puisque notre méthode donne des valeurs élevées quand le
MOS est petit. L’algorithme d’optimisation de ces paramètres
est le suivant :
Algorithme d’optimisation :
Pour T = 3× 3 jusqu’à Taille maximale
Recherche du [ST , αT ] = argmax
S,α
|ρ(S, α, T )] sous la
contrainte de S > 0
Calcul de ρT = |ρ(ST , αT , T )|
Test du maximum de ρT
Fin
Soit T = T0 la valeur de la taille qui réalise le maximum de ρT,
alors les paramètres optimisés sont (ST0 , αT0 , T0).
La maximisation de |ρ(S, α, T )| , sous la contrainte de S > 0 ,
est faite par la méthode d’optimisation de Lagrange. Pour réali-
ser cette dernière, nous avons utilisé une fonction numérique
sous Matlab (« constr.m ») qui donne la solution optimale en S
et α pour une taille T fixée. La formulation de l’optimisation est
de la forme :
[ST , αT ] = argmin
sous −S0
[
ρ(S, α, T )
]
5. évaluation de la qualité 
subjective des images test
Les évaluations de la qualité subjective sont faites avec trois
images de test : Lena, Barbara et Mandrill [Figure 2]. Ces
images sont dégradées en utilisant quatre codeurs différents. Sur
chaque image nous appliquons les quatre codeurs pour obtenir
10 versions d’images dégradées. Les codeurs utilisés sont
JPEG2000 (Joint Picture Expert Group 2000, [3][31]), Fractal
[30][32], BTC ( Block Truncate Coding, [13]) et QT (QuadTree,
[20]). Les 10 versions d’images sont obtenues en faisant quatre
dégradations par JPEG2000, quatre par Fractal, une par BTC et
une par QT. Nous obtenons au total 30 différentes images dégra-
dées pour les évaluations subjectives. 
En ce qui concerne le nombre d’images de test, nous nous
sommes alignés sur les travaux de Fränti [9] qui a utilisé 42
images et 5 codeurs. Dans nos travaux antérieurs [21], nous
avons testé notre méthode sur une autre base de 19 images avec
deux autres types de dégradations (dégradations ponctuelles et
dégradations de JPEG).
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La figure 3 montre l’image Barbara dégradée par le codage
JPEG 2000 avec un taux de compression égal à 40. La figure 4
montre l’image Barbara dégradée par le codage fractal avec un
taux de compression égal à 20. Les figures 5 et 6 montrent
l’image Barbara dégradée par les codeurs BTC et QT. 
5.1. conditions d’évaluation
Les conditions d’évaluation de la qualité subjective sont norma-
lisées par les recommandations du CCIR [1]. Cependant, ces
recommandations sont, à l’origine, désignées pour l’image télé-
visuelle sans tenir compte de la mesure des dégradations avec
l’image de référence (image originale). Notre but est de mesurer
les dégradations entre deux images au lieu de la qualité d’une
seule image : nous supposons de plus que les images peuvent
être éditées, zoomées et observées à la plus faible distance pos-
sible. De ce fait, nous nous sommes référés aux conditions
d’évaluation qui ont été utilisées par Fränti [9] où les recom-
mandations du CCIR sont respectées partiellement [Table1] :
observation Y), nous utilisons le coefficient de corrélation qui










(Yi − Y )2
(14)
où (Xi) et (Yi), i = 1 à n , sont les composantes des vecteurs X
et Y respectivement. n représente le nombre de valeurs utilisées
dans la mesure. Par la suite n prendra la valeur 10 ou 30 suivant
que la corrélation est utilisée à travers un seul type d’image
(n = 10) ou toutes les images (n = 30) . X et Y représentent,
respectivement, les valeurs moyennes des vecteurs X et Y.
6. remise à l’échelle 
de la mesure objective
Lors de notre analyse des résultats, nous avons remarqué que le
coefficient de corrélation à travers toutes les images (n = 30
dans (14)) est généralement faible pour une mesure donnée,
alors qu’il est élevé à travers chaque image (n = 10) . Ce pro-
blème est essentiellement dû à la mauvaise adaptation de la
mesure objective aux différents types d’image à la fois. Dans la
figure 1 nous montrons un exemple de ce problème : la mesure
M est très bien corrélée avec la mesure MOS pour chaque
image, mais elle ne l’est pas à travers les deux images. Pour y
remédier, une simple translation est faite sur la mesure M pour
obtenir la mesure R [Figure 1, (b)].
En général, pour résoudre ce problème, nous procédons manuel-
lement à une remise à l’échelle du MOS des mesures objectives.
Elle est décrite comme suit :
Soient MI et MOSI , respectivement, les vecteurs mesures
objective et subjective d’une image I. Remettre à l’échelle la
mesure MI , c’est trouver un vecteur RI = aMI + b (a et b sont
des constantes à déterminer) qui minimise la norme Euclidienne
||RI −MOSI ||. On a : |ρ(RI ,MOSI)| = |ρ(MI ,MOSI) .
Dans l’exemple de la figure 1, on a :
|ρ(RI1,MOSI1)| = |ρ(MI1,MOSI1)| ,
|ρ(RI2,MOSI2)| = |ρ(MI2,MOSI2)| ,
et
∣∣ρ([RI1 RI2], [MOSI1 MOSI2])∣∣
 ∣∣ρ([MI1 MI2], [MOSI1 MOSI2])∣∣
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Table 1. – Conditions d’évaluation subjective de la qualité.
Qualité d’image Images photographiques
Conditions d’observation Environnement de bureau normal
Distance d’observation A la libre appréciation de l’obser-
vateur
Temps d’observation Illimité
Nombre d’observateurs Entre 15 et 39
Echelle L’échelle du MOS étendu (entre 0 
et 10)
Pour notre part, les images de test sont affichées, sur un écran
de PC, avec des dimensions de 6.5 cm × 6.5 cm (≈ 256×256
pixels). L’échelle de note retenue est le MOS (Mean Opinion
Score) étendu de 0 à 10 (2 : dégradation très gênante, 4 : gênan-
te, 6 : un peu gênante, 8 : perceptible, mais pas gênante, 10 :
imperceptible) et est normalisée entre 0 et 1. Nous avons aussi
accordé la possibilité aux observateurs de donner des notes par
demi-valeurs. Pour calculer la mesure subjective finale d’une
image dégradée, nous faisons la moyenne des notes données par
17 observateurs.
La mesure subjective sert seulement, dans cet article, pour éva-
luer la mesure objective développée en terme du coefficient de
corrélation qui sera décrit dans le paragraphe suivant.
5.2. le coefficient de corrélation 
de la mesure objective
Pour mesurer la corrélation d’une mesure objective (notée par le
vecteur X) avec la mesure subjective (notée par le vecteur
Pour chaque image, on identifie les paramètres a et b de la remi-
se à l’échelle. Ces paramètres dépendent de l’image et sont cal-
culés pour chaque méthode de mesure.
Comme exemple de remise à l’échelle, nous prenons les images
Barbara et Mandrill des figures 3 et 8. La figure 3 (PSNR =
25.36 dB) est légèrement dégradée par rapport à la figure 8
(PSNR = 18.54 dB) et le décalage des valeurs des PSNR est de
6.82dB. Après remise à l’échelle de la mesure PSNR sur les
deux images, nous obtenons la valeur 0.44 pour la figure 3 et
0.40 pour la figure 8, ce qui montre bien l’importance de cette
remise à l’échelle. 
Par la suite, la comparaison des mesures de dégradations se fera
en terme des coefficients de corrélation des mesures objectives
remises à l’échelle du MOS.
7. résultats
Nous avons procédé à la mesure de 30 images dégradées en uti-
lisant une fenêtre d’analyse non glissante. 
Après avoir optimisé le coefficient de corrélation sur chaque
image, nous obtenons les valeurs suivantes des paramètres S, α
et Taille :
Lena : α = 0 et Taille = 8x8 blocs (i.e. 24×24 pixels)
Barbara : S =1.04, α = 0.57 et Taille = 8x8 blocs
Mandrill : S = 1.00, α = – 0.48 et Taille = Taille de toute l’ima-
ge
α = 0 correspond à la mesure EAM sans pondération. 
Avant de faire les comparaisons, les valeurs de la mesure objec-
tive de chaque image sont remises à l’échelle du MOS dans l’in-
tervalle [0, 1].
La performance de la mesure proposée est testée en comparant
ses valeurs avec les évaluations subjectives. Les résultats des
autres méthodes (EAM, « EAM pondérée », « PSNR pondérée »,
et la méthode de Fränti) sont aussi inclus dans les comparaisons. 
La méthode EAM-DEL est bien corrélée avec la qualité subjec-
tive à travers chaque image et à travers toutes les images à la fois
(voir [Tableau 2]). Les autres méthodes présentent des coeffi-
cients de corrélation moins bons pour les images Barbara et
Mandrill (sauf la mesure de Fränti sur Mandrill où le coefficient
de corrélation est élevé (0.98)).
Nous remarquons que la pondération des mesures PSNR et
EAM par le modèle de Daly (1) améliore les coefficients de cor-
rélation de manière significative par rapport au cas sans pondé-
ration [Tableau 2].
Nous remarquons aussi que la mesure PSNR pondérée ou non
par le modèle de Daly représente les plus bas coefficients de cor-
rélation à travers chaque image et à travers toutes les images. La
figure 9 présente les valeurs de la mesure proposée de l’image
Barbara en comparaison avec celles de la mesure « PSNR pon-
dérée ». Les valeurs de la nouvelle mesure se corrèlent bien aux
valeurs du MOS, tandis que les valeurs de la mesure « PSNR
pondérée » le sont moins. En d’autres termes, cette dernière
mesure donne d’une part, des valeurs élevées (par rapport au
MOS) pour les images dégradées par JPEG 2000 à forts taux de
compression (images 3 et 4) et d’autre part une valeur faible
pour l’image dégradée par QT (image 10). Spécialement, les
effets de blocs dans le codage QT et le flou dans JPEG2000
semblent être problématiques. La mesure proposée donne aussi
des valeurs légèrement élevées pour les images 3 et 4, mais
moins élevées par rapport à la mesure « PSNR pondérées ». 
Les paramètres de la méthode proposée sont optimisés pour une
image en maximisant le coefficient de corrélation de la mesure
objective avec la mesure subjective. Pour déterminer le degré de
fiabilité de réutilisation des paramètres, nous avons fait des tests
de calcul des coefficients de corrélation en réutilisant les para-
mètres d’une image sur une image différente. Les tests sont réa-
lisés seulement sur la base d’images {Lena, Barbara et
Mandrill}. Les résultats obtenus sont indiqués dans le Tableau 3. 
Le degré de fiabilité de réutilisation des paramètres est élevé
entre les images Lena et Mandrill (décalage du coefficient de
corrélation de 0.99− 0.98 = 0.01 ou de 0.96− 0.94 = 0.02).
Nous constatons que le degré de fiabilité baisse dans le cas de
réutilisation des paramètres de Mandrill pour Barbara (décalage
du coefficient de corrélation de 0.97− 0.85 = 0.12) et de Lena
pour Barbara (décalage du coefficient de corrélation de
0.97− 0.91 = 0.06). Ces résultats préliminaires indiquent que
le type de l’image Barbara est différent de celui des autres
images et que les types des images Lena et Mandrill sont
proches en terme de réutilisation des paramètres de la méthode
proposée. 
Nous n’avons pas testé la fiabilité des paramètres de la méthode
pour d’autres types d’image telles que les images satellitaires ou
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Tableau 2. – Les coefficients de corrélation des méthodes de mesure des
dégradations.
Mesure Lena Barbara Mandrill Coefficient 
de corrélation 
à travers toutes 
les images
PSNR 0.95 0.87 0.91 0.91
PSNR  0.97 0.90 0.94 0.94
pondérée (Daly)
EAM 0.99 0.91 0.94 0.94
EAM 0.99 0.94 0.94 0.96
pondérée (Daly)
Fränti 0.98 0.91 0.98 0.95
EAM-DEL 0.99 0.98 0.96 0.97
médicales. Nous pensons que dans ce cas les informations per-
tinentes sont différentes et que les dégradations sont perçues dif-
féremment.
8. conclusion et perspectives
Dans cet article, nous avons développé une nouvelle méthode de
mesure des dégradations basée sur la pondération de la mesure
EAM par la densité de pertinence d’erreur locale. En comparai-
son avec les mesures standards (PSNR et EAM) pondérées par
le modèle de Daly et la mesure de Fränti, cette nouvelle métho-
de offre de meilleurs coefficients de corrélation avec la mesure
subjective. 
En perspective, nous pensons développer un schéma de codage
basé sur le critère de la densité de pertinence et étudier le pro-
blème de la réutilisation des paramètres de la méthode dévelop-
pée pour d’autres types d’image.
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Tableau 3. – Les coefficients de corrélation de la mesure proposée 
EAM-DEL dans le cas de réutilisation des paramètres d’une image 
pour les autres images.
Image Paramètres Paramètres Paramètres 
de Lena de Barbara de Mandrill
Lena 0.99 0.96 0.98
Barbara 0.91 0.97 0.85
Mandrill 0.94 0.94 0.96
À travers  0.95 0.96 0.93
toutes les images
La méthode proposée est simple à implémenter. Sa complexité
de calcul dépend fortement du calcul des trois critères de struc-
ture, de contraste et de quantification. Ces critères sont simples
à calculer mais ils ne peuvent pas être implémentés en temps
réel (exemple pour une optimisation de paramètres de codeurs
qui fonctionnent en temps réel). Les méthodes PSNR et EAM
pondérées sont rapides, mais elles sont moins fiables par rapport
à la méthode proposée.
ImageI1 ImageI2 ImageI1 ImageI2
(a) (b)
MOS Mes. M MOS Mes. R
Figure 1. – Mesures des images I1 et I2 avant (a) et après (b) la remise à l’échelle.
Figure 2. – Images originales (Lena-Barbara-Mandrill).
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Figure 3. – Image Barbara dégradée par JPEG2000
(PSNR = 25.63 dB).
Figure 4. – Image Barbara dégradée par Fractal
(PSNR = 23.36 dB).
Figure 5. – Image Barbara dégradée par BTC
(PSNR = 28.19 dB).
Figure 6. – Image Barbara dégradée par QT
(PSNR = 24.03 dB).
Figure 7. – Image Madrill dégradée par Fractal
(PSNR = 18.00 dB).
Figure 8. – Image Mandrill dégradée par JPEG200
(PSNR = 18,54 dB).
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Figure 9. – Les valeurs de la mesure proposée et de la mesure « PSNR 
pondérée ».
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