Abstract-In this paper, we present new algorithms for dynamically computing quantiles of a relation subject to insert as well as delete operations. At the core of our algorithms lies a small-space multiresolution representation of the underlying data distribution based on random subset sums or RSSs. These RSSs are updated with every insert and delete operation. When quantiles are demanded, we use these RSSs to estimate quickly, without having to access the data, all the quantiles, each guaranteed to be accurate to within userspecified precision. While quantiles have found many uses in databases, in this paper, our focus is primarily on network management applications that monitor the distribution of active sessions in the network. Our examples are drawn both from the telephony and the IP network, where the goal is to monitor the distribution of the length of active calls and IP flows, respectively, over time. For such applications, we propose a new type of histogram that uses RSSs for summarizing the dynamic parts of the distributions while other parts with small volume of sessions are approximated using simple counters.
INTRODUCTION
M OST database management systems (DBMSs) maintain order statistics, i.e., quantiles, on the contents of their database relations. Medians (half-way points) and quartiles (quarter-way points) are elementary order statistics. In the general case, the -quantiles (for small real-valued > 0) of an ordered sequence of N data items are the values with rank kN, for k ¼ 1; 2; . . . 1 
À 1.
Quantiles find multiple uses in databases. Simple statistics such as the mean and variance are both insufficiently descriptive and highly sensitive to data anomalies in real-world data distributions. Quantiles can summarize massive database relations more robustly. Many commercial DBMSs use equi-depth histograms [30] , [32] , which are in fact, quantile summaries, during query optimization in order to estimate the size of intermediate results and pick competitive query execution plans. Quantiles can also be used for determining association rules for data mining applications [1] , [2] , [3] . Quantile distribution helps design well-suited user interfaces to visualize query result sizes. Also, quantiles provide a quick similarity check in coarsely comparing relations, which is useful in data cleaning [25] . Finally, they are used as splitters in parallel database systems that employ value range data partitioning [31] or for fine-tuning external sorting algorithms [14] .
Computing quantiles on demand in many of the above applications is prohibitively expensive as it involves scanning large relations. Therefore, quantiles are precomputed within DBMSs. The central challenge then is to maintain them since database relations evolve via transactions. Updates, inserts, and deletes change the data distribution of the values stored in relations. As a result, quantiles have to be updated to faithfully reflect the changes in the underlying data distribution. Commercial database systems often hide this problem. Database administrators may periodically (say, every night) force the system to recompute the quantiles accurately. This has two well-known problems. Between recomputations, there are no guarantees on the accuracy of the quantiles: Significant updates to the data may result in quantiles being arbitrarily bad, resulting in unwise query plans during query optimization. Also, recomputing the quantiles by scanning the entire relation, even periodically, is still both computationally and I/O intensive.
In applications such as those described above, it often suffices to provide reasonable approximations to the quantiles and there is no need to obtain precise values. In fact, it suffices to get quantiles to within a few percentage points of the actual values. Here, we present one such algorithm for dynamically computing approximate quantiles of a relation subject to both insert and delete operations. Update operations of the form "change an attribute value of a specified record from its current value x to new value y" are thought of as a delete followed by an insert and are also supported. The algorithm monitors the operations and maintains a simple, small-space hierarchical representation of the underlying data distribution based on random subset sums or RSSs. Using these RSSs, we can estimate, without having to access the data, all the quantiles on demand, each guaranteed a priori to be accurate to within user-specified precision.
While RSSs can be used for tracking quantiles in all of the aforementioned applications, their value shines in applications that handle massive volumes of "streaming" transactions for which the underlying relation is never materialized. In particular, in this paper, we focus on network management applications that monitor active network sessions. A session in the telephony network is a phone call and the distribution of interest that of the length of the active calls in the network. The notion of a session extends naturally to other domains (Web session, IP-flows). While our core RSS algorithm can be applied directly for monitoring the distribution of such calls, we have been able to adapt this algorithm to the particular characteristics of the application. Our solution is based on a histogram representation of the domain that allocates RSSs for the most voluminous parts of the distribution, while the rest of the domain is approximated using simpler statistics. The new algorithm has space requirements similar to those of the core RSS algorithm, but provides a lot more accurate estimates on real data sets, as our experiments demonstrate.
Despite the commercial use of quantiles, their popularity in database literature and their obvious fundamental importance in DBMSs, no comparable solutions were known previously for maintaining approximate quantiles efficiently with similar a priori guarantees. To our knowledge, this is the first streaming algorithm that provides a priori guarantees in the dynamic setting. Previously known one-pass quantile estimation algorithms that provide quality and performance guarantees either do not handle delete operations or they do not provide strong guarantees in the presence of deletes. Still, a comparison of our work with previous work must be kept in perspective since the insert-only and insert/delete settings are, strictly speaking, incomparable requirements, leading to different algorithmic goals and even to incomparable statements of cost-our cost depends on the size of the universe, whereas most previous work states cost in terms of the size of the relation. An application that has only inserts of data can demand better performance than an application facing inserts and deletes; previous results will be somewhat better than ours in the insert-only case. Our result is a general purpose technique that gives reasonable guarantees in the case of insert-only data and gives the first strong guarantees in the case of arbitrary inserts and deletes.
Two Applications for Dynamic Quantiles
The focus of our experimental analysis is on realistic data sets drawn from AT&T's voice network. Voice switches constantly generate flows of Call Detail Records (CDRs) that describe the activity of the network. Ad hoc analysis as part of network management focuses on active voice calls, that is, calls currently in progress at a switch. The goal is to get an accurate, but succinct representation of the length of all active calls and monitor the distribution over time.
Transactions in this context consist of the start and end of every call as observed by the switch. Each such action is monitored in order to maintain the distribution of all active calls in the network. Our algorithm fits nicely in this strongly dynamic context. In Section 6, we use archived call detail records to test our framework. Our experimental results show that it can accurately monitor the underlying distribution using a very small footprint (on the order of a few KBytes for call volume exceeding 2 million voice calls over a period of a day).
IP-networking applications also operate on session data. Network routers handle IP flows: a series of packets associated with a source/destination IP pair and specific start and end times. The "relation" at any point consists of active flows: A new flow that is initiated is considered an insert and any terminated flow is considered a delete. Our algorithm applies here ideally. CISCO routers generate one flow trace record per flow consisting of source/destination IP address, start and end time of the flow, type and size of the flow, and other ISP specific information [10] . In this context, our algorithm can be used for tracking active IP flows using flow data traces that are constantly generated from IP routers.
Voice and IP networks are challenging places for employing database infrastructure for network management. In fact, this need has already inspired several ongoing projects within the database community, e.g., the STREAM project at Stanford, the HIMALAYA project at Cornell, etc. Our work adds to this growing genre. An important aspect of network monitoring is that operations data is mostly distributed. As we discuss below, using our algorithm, one can process network data where it is collected, communicate only small RSS-summaries to a central location, then approximate quantiles for the combined data set without any accuracy loss attributable to the distributed setting. This is advantageous compared with techniques that require all the raw data to be sent to a centralized location.
RELATED WORK
Since the early 1970s, there has been much focus on finding the median of a static data set. Following the breakthrough result of [7] that there is a comparison-based algorithm to find the median (and all the quantiles) in OðNÞ worst-case time, more precise bounds have been derived on the precise number of comparisons needed in the worst case [29] .
A series of algorithms have been developed for finding quantiles in the insert-only ("incremental") model. The idea presented in [28] leads to an algorithm that maintains an Oððlog 2 NÞ=Þ space data structure, which gets updated for each insert. Using this data structure, -quantiles can be produced that are a priori guaranteed to be -approximate. This algorithm was further extended in [6] , [26] to be more efficient in practice and improved in [21] to use only Oððlog NÞ=Þ space and time. The approach in these papers is to maintain a "sample" of the values seen thus far, but the sample is chosen deterministically by enforcing various weighting conditions. Earlier, [28] had shown that any p-pass algorithm needs space ðN 1=p Þ to compute quantiles exactly and, so, one needs to resort to approximation in order to get small space and fast algorithms.
A different line of research has been to use randomization so that the output is -approximate -quantiles with probability of at least 1 À for some prespecified probability of "failure." The intuition is that allowing the algorithms to only make probabilistic guarantees will potentially make them faster or use smaller space. In [26] , [27] , an Oð Þ space and time algorithm was given for this problem. Note that this is independent of N, dependent only on probability of failure and approximation factor. Other one-pass algorithms [3] , [9] , [24] do not provide a priori guarantees; however, performance of these algorithms on various data sets has been experimentally investigated. Both [27] and [21] also presented extensive experiments on the incremental model.
Despite the extensive literature above on probabilistic/ deterministic, approximate/exact algorithms for finding quantiles in the incremental model, we do not know of a significant body of work that directly addresses the problem of dynamic maintenance of quantiles with a priori guarantees. Even though many of the algorithms that have been devised for the incremental setting can be extended to support a delete operation, such extensions do not provide strong guarantees in the computation of quantiles.
A novel algorithm that handles deletions has been proposed in [17] for dynamic maintenance of equi-depth histograms, which are -quantile summaries. Using a notion of error different from ours, the authors present an algorithm based on the technique of a "backing sample" (an appropriately maintained random sample [17] , [34] ) and provide a priori probabilistic guarantees on equi-depth histogram construction. This algorithm works well when deletions are infrequent, but, in general, it is forced to rescan the entire relation in presence of frequent deletes. In fact, the authors say "based on the overheads, it is clear that the algorithm is best suited for insert-mostly databases or for data warehousing environments."
Another related line of research is the maintenance of wavelet coefficients in presence of inserts and deletes. This was investigated in [18] , [33] , where the emphasis was on maintaining the largest (significant) coefficients. In [20] , an algorithm was provided for dynamically maintaining V-Opt histograms. No a priori guarantees for finding quantiles can be obtained by using these algorithms.
Our techniques borrow some intuition from stream results [8] , [11] , [15] , [20] , [21] , [23] , where a "sketch"of a signal is used to summarize it. A sketch is any linear projection of the signal against a random vector. Thus, sketches include random samples as well as random subset sums. The basic sketching technique using linear projections was introduced in [4] (AMS sketches) for estimating the self-join sizes of relations in a dynamic context. The popularity of AMS sketches stems from their simplicity. As shown, such sketches can be generated with limited space using any family of four-wise independent random variables. More exotic random vectors have been employed in [8] , [11] , [18] , [22] for tuning these sketches for different applications. In [8] , the authors introduce the CountSketch for estimating the most frequent items in the data stream. CountSketches extend AMS sketches in that each entry (counter) in the AMS sketch is replaced with a hash table of multiple counters. This solves the problem of having high frequency items spoil estimates of lower frequency items when colliding in the same bucket. In our technique, we use a different method of decomposing the domain into dyadic intervals of different resolutions. Our technique is motivated by the requirement of the quantile estimation algorithm for obtaining accurate rangesum estimates over the distribution.
At an abstract level, the RSSs that our algorithm manipulates are hierarchical sketches over the data domain. Beyond this abstraction, algorithmic details of our work differ from all of the above results and, in particular, the time used by our algorithm to produce quantiles is much less than the time used by the previous results. Random subset sums require less randomness in their construction compared with AMS sketches. In fact, as we show in Section 4, any family of pairwise independent variables suffices, making construction and use of RSSs a lot simpler.
In a recent publication ( [12] ), the authors introduced the Count-Min sketches as an improvement over previous sketch-based data structures. Count-Min sketches improve previously known space bounds from 1= 2 to 1= while requiring sublinear (in the size of the structure) update cost, unlike, for instance, the sketches of [4] whose update cost is proportional to the size of the sketch. By replacing RSSs with Count-Min sketches while keeping the hierarchical construction we describe in this paper, we can reduce the space requirements of our quantile estimation algorithm from Oðlog 2 jUj logðlogðjUjÞ=Þ= 2 Þ to Oðlog 2 jUj logðlogðjUjÞ=Þ=Þ, i.e., a 1= improvement. A similar speedup is obtained in the computation of the -quantiles utilizing our technique of breaking each range-sum query into a set of point-estimates over dyadic intervals of different resolutions.
APPROXIMATE QUANTILE ESTIMATION

Problem Definition
We consider a relational database and focus on some numerical attribute. The domain of the attribute is U ¼ f0; . . . ; jUj À 1g, also called the Universe. 1 In general, the domain may be a different discrete set or it may be realvalued and has to be appropriately discretized. Our results apply in either setting, but we omit those discussions. In what follows, we assume that the size of the domain jUj is known a priori and is a power of two. In Section 4.4, we discuss the general case when U is unknown.
At any time, the database relation is a multiset of items drawn from the universe. We can alternately think of this as an array A½0 Á Á Á jUj À 1, where A½i represents the number of tuples in the relation with value i in that attribute. Transactions consist of inserts and deletes. Insert(i) adds a tuple of value i, i.e., A½i A½i þ 1 and delete(i) removes an existing tuple with value i, i.e., A½i A½i À 1. Let A t be the array after t transactions and let N t ¼ P i A t ½i; we will drop the subscript t whenever it is unambiguous from context.
Our goal is to estimate -quantiles on demand. In other words, we need to find the tuples with ranks kN, for 1 k < 1=. We will focus on computing -approximate -quantiles. That is, we need to find a j k such that
The set of j 1 ; . . . ; j 1
À1
will be the -quantiles approximate up to AEN. If ¼ 0, then we seek the exact quantiles.
1. We use jUj to denote the size of the domain.
Our goal is to solve this problem using sublinear resources. It would be ideal, of course, to use space no more than the 1= that it takes to store the quantiles, but that appears to be unrealistic since the quantiles may change substantially under inserts and deletes. Therefore, in the spirit of prior work, our data structure will use space that is polylogarithmic in the universe size, which is typically much less than the size of the data set. Furthermore, we will only use time per operation nearly linear in the size our data structure, namely, polylogarithmic in the universe size.
If no transactions are allowed, we refer to the problem as static. If only insertions are allowed, we refer to it as incremental and, when both insertions and deletions are allowed, we refer to it as dynamic. It is obvious that, in a database system, A t ½i ! 0 at any time t since one cannot delete a tuple that is not present in the relation. A sequence of transactions is called well-formed if it leads to A t ½i ! 0; we will consider only well-formed sequences of transactions in this paper.
Our Main Algorithmic Result
We present a new technique for the problem of dynamically estimating quantiles. At the core of our algorithm lies an Oðlog 2 jUj logðlogðjUjÞ=Þ= 2 Þ space representation of A. This gets updated with every insertion as well as deletion. When quantiles are demanded, we can estimate, without having to access the data, all the quantiles on demand, each guaranteed a priori to be accurate to within user-specified precision AEN with user-specified probability 1 À of success.
Challenges and Limitations
We now provide some more intuition into the problem of maintaining quantiles under inserts and deletes.
Recovering the Residual Distribution
In order to understand the challenge of maintaining approximate quantiles using small space, let us consider the following example: Our goal will be to maintain four quartiles to within moderate error of AE0:1N. Suppose a transaction stream consists of one million insertions followed by 999,996 deletions, leaving N ¼ 4 items in the relation. Our problem specification essentially requires that, with high probability, we recover the database exactly.
2 A space-efficient algorithm knows very little about a data set of size one million and it does not know which 999,996 items will be deleted; yet, ultimately, it must recover the four surviving items. Although this is a contrived example, it illustrates the difficulty with maintaining order statistics in the face of deletes which dramatically change the data distribution.
Some incremental algorithms ( [17] , [21] , [26] ) work by sampling the data, either randomly and obliviously or with care to make sure the samples are spaced appropriately. Some of these techniques give provable results in the incremental setting. In the dynamic setting, however, a sample of the million items in the database at its peak size will be of little use at the time of the query in the example above since the sample is unlikely to contain any of the four eventual items. To apply known sampling algorithms, one needs to sample from the net data set at every point in time, which is difficult if there is severe cancellation. For example, in [16] , the author addresses the problem of sampling from the net data set after inserts and deletes and states that "if a substantial portion of the relation is deleted, it may be necessary to rescan the relation in order to preserve the accuracy of the guarantees."
Handling Distributed Session Data
Some of these issues with sampling arise when one wants to merge several data sets, even without deleting anything. That is, suppose there are two data sets for which we have samples, constructed either carefully or at random. It is not immediately clear how to combine the samples in a reasonable way. It is possible that the combined sample will be different from the sample that would have been produced directly from the combined data set.
Even with severe cancellation, quantiles of dynamic data can still be easy if the insertions and deletions come from, say, the same uniform distribution on a range and the relation always "covers" the range (even if, asymptotically, there are as many deletes as inserts). In that case, the net data set is also from the uniform distribution, so the quantiles of the net data set are approximately the same as the corresponding quantiles in the data set of insertions (ignoring deletions).
In general, however, severe cancellation is possible and the net distribution can be quite different from the distribution on insertions. Furthermore, all distributions can each change over time. In particular, we consider session data in Section 5. A session, such as a phone call, generates an insertion when the session starts and a deletion when the phone call ends. (The value i of the insertion and deletion is the start time.) Thus, the data set at any time consists of the active sessions and we can ask questions like "what is the median duration, start to present, of active sessions?" For session data, note that:
. The steady-state size of the data set may be constant or slowly growing so that there is severe cancellation of insertions with deletions. 
THE RSS ALGORITHM FOR MAINTAINING QUANTILES
In this section, we will first present the high-level view of our algorithm with the main idea. Then, we will present specific details. In what follows, E½X and var½X denote the expected value and the variance of a random variable X, respectively. At first, we will assume that jUj is known to the algorithm; later, we will remove this assumption.
High-Level View of the Algorithm
In order to compute approximate -quantiles, we need a way to approximate A with a priori guarantees. In fact, our algorithm works by estimating range-sums of A over dyadic intervals. A dyadic interval I j;k is an interval of the form ½k2 logðjUjÞÀj ; ðk þ 1Þ2 logðjUjÞÀj À 1, for j and k integers. The parameter j of a dyadic interval is its resolution level from coarse: I 0;0 ¼ U, to fine: I logðjUjÞ;i ¼ fig. There are logðjUjÞ þ 1 resolution levels and 2jUj À 1 dyadic intervals altogether in a tree-like structure. We will drop indexes j; k when referring to a dyadic interval unless it is required from the context.
We describe the main idea behind our algorithm here. The simplest form of a dyadic interval estimate is a point estimate, A½i. We proceed as follows: Let S be a (random) set of distinct values, each drawn from the universe with probability 1/2. Let A S denote A projected onto the set S and let k A S k¼ P i2S A½i denote the number of items with values in S. We keep k A S k (a single number known as a Random-Subset-Sum (RSS)) for each of several random sets S. Observe that the expected value of k A S k is 1 2 k A k since each point is in S with probability 1 2 . For A½i, consider E½k A S k ji 2 S, which can be estimated by looking at counts k A S k only for the Ss that contain i (close to half of all Ss, with high probability). One can show that this conditional expected value is A½i þ 1 2 k A Unfig k since the contribution of i is always counted but the contribution of each other point is counted only half the time. Since we also know k A k , we can estimate A½i as
It turns out that this procedure yields an estimate good to within N, additively, if we take an average of Oð1= 2 Þ repetitions.
We can similarly be in position to estimate the number of data set items on any dyadic interval in U, up to AEN, by repeating the procedure for each dyadic resolution level up to logðjUjÞ. A set S in this case is a collection of dyadic intervals from the same level, each taken with probability 1/2. A similar argument as above applies.
By writing any interval as a disjoint union of at most logðjUjÞ dyadic intervals, we can estimate the number of data set items in any interval. Now, we can perform repeated binary searches to find the quantiles left to right one at a time (i.e., first, second, etc.).
The entire algorithm relies on summarizing A using RSSs. Each item in 0; . . . ; jUj À 1 participates in the construction of RSSs. In other words, we summarize the Universe using RSSs. This is a departure from previous algorithms for finding quantiles, which rely on keeping a sample of specific items in the input data set.
Algorithm Details
We will first describe our data structure and its maintenance before describing our algorithm for quantile estimation and presenting its analysis and properties.
Our Data Structure and Its Maintenance
For each resolution level j of dyadic intervals, we do the following: Pick a subset of the intervals I j;k at level j. Let S be the union of these intervals and let k A S k be the count of values in the data sets that are projected onto S (formally, k A S k¼ P i2S A½i) . We repeat this process num copies ¼ 24 logðlogðjUjÞ=Þ logðjUjÞ= 2 times and get sets S 1 ; . . . ; S num copies (per level). The counts k A Sl k for all sets that we have picked comprise our Random Subset Sum summary structure. In addition, we store (and maintain) k A k¼ N exactly. We maintain these RSSs during inserts/deletes as follows: For insert(i), for each resolution level j, we quickly locate the single dyadic interval I j;k into which i falls (determined by the high order bits of i in binary). We then quickly determine those sets S l that contain I j;k . For each such set, we increase by one the counter for k A Sl k . For deletions, we simply decrease the counters. This process can be extended to handle batch insertions/deletion by increasing/decreasing the counters with appropriate weights.
An important technical detail is how to store and index various S l s, which are random subsets. The straightforward way would be to store them explicitly, perhaps as a bitmap. But, this would use space OðjUjÞ, which we cannot afford. For our algorithm, we instead store certain random seeds of size Oðlog jUjÞ bits and compute a (pseudorandom) function that explicitly shows whether i 2 S l or not. For this, we use the standard three-wise independent random variable construction shown below since it works well with our dyadic construction. We note that, for our algorithms, any pairwise random variable construction would suffice.
We need a generator Gðs; iÞ ¼ S i that quickly outputs the ith bit of the set S, given i and a short seed s for S. In particular, the generator takes a Oðlog jUjÞ-bit seed and can be used to generate sets S of size OðjUjÞ. The generator G is the extended Hamming code, e.g.,
which consists of a row of 1s and then all the columns, in order. So, for each resolution level j, there is a G of size ðj þ 1Þ Â 2 j . Then, Gðs; iÞ is the seed s of length j þ 1 dotted with the ith column of G modulo 2, which is efficient to compute-note that the ith column of G is a 1 followed by the binary expansion of i. This construction is known to provide 3-wise independent random variables [5] . We will use this property extensively when we analyze our algorithm.
Estimating Quantiles
Our algorithm for estimating quantiles relies on estimating sum of ranges, i.e., k A I k for intervals I. First, we focus on dyadic intervals and then extend it to general intervals. Then, we show how to compute the quantiles:
1. Computing k A I k for dyadic intervals I. Recall that k A I k is simply the number of values in the data set that fall within the interval I. Given dyadic interval I j;k , we want an estimate k A Ij;k k $ of k A I j;k k . We consider the random sets only in the resolution level j. Recall that there are num copies such sets. Again, using the pseudorandom construction, quickly test each set to see whether it contains I j;k and ignore the remaining sets for this interval. An atomic computation for k A Ij;k k is 2 k A Sl À k A k for A S l corresponding to a set S l containing I j;k . 2. Computing k A I k for arbitrary intervals. Given an arbitrary interval I, write I as a disjoint union of at most logðjUjÞ dyadic intervals I j;k . For each I j;k , group the atomic computations into 3 logðlogðjUjÞ=Þ groups of 8 logðjUjÞ= 2 each and take the average in each group. We can get an estimate for I by summing one such average for each of the dyadic intervals I j;k . Since we have 3 logðlogðjUjÞ=Þ groups, this creates 3 logðlogðjUjÞ=Þ atomic estimates for I.
Their median is the final estimate k
In what follows, it is more convenient to regard our estimate k A I k $ as an overestimate, 1 À 1, we want a j k such that k A ½0;jkÞ k¼ ðk AE ÞN. Here, j k is the value with rank k, not to be confused with the resolution level j. For each prefix I, we can compute k A I k $ as described above. Using binary search, find a prefix ½0; j k Þ such that k A ½0;jkÞ k $ < kN k A ½0;jkþ1Þ k $ and return j k . Repeat for all values of k. We call the entire algorithm for the discovery and maintenance of quantiles the RSS algorithm.
Analysis of the RSS Algorithm
First, we consider the correctness of our algorithm in the lemma below and then summarize its performance in a theorem.
Lemma 1. The RSS algorithm estimates each quantile to within
k A k¼ N with probability at least 1 À .
Proof. First, fix a resolution level j. Consider the set S formed by putting each dyadic interval I j;k at level j into S with probability 1=2 as we did. In what follows, we drop the resolution level when indexing a dyadic interval, so I k ¼ I j;k . Let X k be a random variable defined by
0; otherwise and let X ¼ P k X k . Suppose we are presented with an interval I k 0 , dyadic at level j. We have, using 3-wise independence (pairwise will do),
Each prefix I is the disjoint union of r logðjUjÞ dyadic intervals at different levels, I ¼ I k1 [ I k2 [ Á Á Á [ I kr . Let S j be a random set of intervals at level j and let Y be the sum of corresponding X estimates. Then, summing (1) over j,
so E½Y j8j I kj 2 S j À r k A ¼k A I k , as desired. (Note that we have stored k A k exactly.) Also,
It follows that, if we let Z be the average of 8ðlogðjUjÞ= 2 Þ repetitions of Y , the conditional expectation of Z À r k A k is k A I k and the conditional variance of Z À r k A k is at most 2 N 2 =8. By the Chebyshev inequality, jZ À r k A k À k A I k j < N with probability at least 7=8. Finally, if we take 3 logðlogðjUjÞ=Þ ¼ 3ðlogð1=Þ þ log logðjUjÞÞ copies of Z and take a median, by the Chernoff inequality, jZ À r k A k À k A I k j < N with probability at least 1 À = logðjUjÞ. Both Chebyshev and Chernoff inequalities can be found in [5] and averaging arguments similar to the above can be found, for example, in [4] .
We performed binary search to find a j k such that k A ½0;j k Þ k $ < kN k A ½0;j k þ1Þ k $ . It follows that
as desired.
To estimate a single quantile, we will, logðjUjÞ times, estimate k A I k on a prefix I in the course of binary search. Since each estimate fails with probability = logðjUjÞ, the probability that any estimate fails is at most logðjUjÞ times that, i.e., . t u Therefore, by summing up space used and the time taken for algorithms we have described, we can conclude the following.
Theorem 2. The RSS algorithm uses
O log 2 ðjUjÞ log t logðjUjÞ
space and provides -approximate -quantiles with probability at least 1 À for t queries. The time for each insert or delete operation and the time to find each quantile on demand are proportional to the space.
Note that we can find a single quantile with cost Oððlog 2 ðjUjÞ logðlogðjUjÞ=ÞÞ= 2 Þ. If we make t queries, each of which requests 1= quantiles, we need the probability of each failure to be less than =t in order that the probability of any failure to be less than . This accounts for the cost factor logðt=Þ.
Some Observations on the RSS Algorithm
Our approach of summarizing the universe using RSSs has interesting implications for our algorithm which we summarize here:
. The RSS algorithm may return a quantile value which was not seen in the input. In general, in the face of severe cancellation, an algorithm with space less than N cannot keep track of which items are currently in the data set. . The distribution on values returned by the RSS algorithm depends only on the data set active at the time of the query. Thus, one can change the order of insertions and deletions (e.g., batch them) without affecting results. . Our RSSs are composable, that is, if updates are generated in two separate locations, each location can compute random subset sums on its data, using preagreed common random subsets (seeds). The subset sums for the combined data set is just the sum of the two subset sums. Hence, we can compute the quantiles of the combined data set very quickly from their RSSs alone. Notice that no loss in accuracy is generated from this process. The resulting -quantiles will be the same had we directed all transactions to a single RSS (of the same size) and computed the quantiles there. It is OK if either or both of the individual data sets are ill-formed, provided the combined data set is wellformed. For example, a car rental agency franchise can insert a record with the model year of a car as the car is rented out and a (possibly different) franchise can delete the record when the car is returned. Thus, the various franchises may compute on ill-formed data sets. To estimate the median age of cars on the road, the franchises need only share the subset sums, not the large data sets; since the combined data set is wellformed, the computation on the combined RSS is correct. . Because RSSs are composable, our entire algorithm is easily parallelizable. If data is arriving quickly (for example, in the case of IP network operations data), the data can be sent to an array of parallel machines for processing. Of course, the cumulative space requirements of the RSSs will be multiplied by the number of parallel machines used. Results can be composed at the end.
Extension to When the Universe Size Is Unknown
In the previous section, we assumed that the universe size is known in advance. In practice, this may not be the case; fortunately, our algorithm can easily adapt to an increasing universe, with modest increased cost factor of at most log 2 logðjUjÞ compared with knowing the universe size in advance.
We start the algorithm as above, with a predicted range ½0; u À 1 for U. Suppose we see an insertion of i ! u ¼ jUj, where, at first, we assume i < u 2 . Then, before processing i, we update the RSS data structure in two ways. First, we construct random subsets at each of the new (coarser) resolution levels. We initialize the corresponding RSSs to zero or to the stored value k A k , as appropriate. For each of the resolution levels already present, we extend each random subset to the new universe by picking a new seed to specify membership within ½u; u 2 Þ. (We keep both the old and the new seed for this random subset since we'll need both to decide membership on all of ½0; u 2 Þ.) Each new RSS at these resolution levels maintains itsr old value, which remains correct in the context of the new universe ½0; u 2 Þ since no elements in ½u; u 2 Þ have yet been seen. It remains to analyze the costs of the data structure.
Suppose the largest item seen is i Ã and let u Ã be the smallest power of 2 greater than i Ã . Thus, if we knew i Ã in advance, we would use a single instance of RSS on a universe of size u Ã , with cost fðu Ã Þ for f given in Theorem 2. The multi-instance data structure we construct has the largest instance on a universe of size u 2 Ã and log logðu 2 Ã Þ instances altogether. Thus, the time and space costs of the multi-instance data structure are at most Oðfðu 2 Ã Þ log logðu Ã ÞÞ. Since the dependence on u of f is polylogarithmic, the cost of the multi-instance data set is just the factor log logðu Ã Þ compared with knowing u Ã in advance. An additional cost factor of 2 log j is needed for the jth instance, j ¼ 1; 2; . . . ; log logðu Ã Þ, to drive down the probability of failure to 1=j 2 so that the overall probability P j 1 j 2 remains bounded. The claimed overhead factor Oðlog 2 logðjUjÞÞ follows.
Handling Infinite Resolution Domains
We can perform a similar process for items that fall between elements of the universe. For example, suppose the universe consists of all text strings of length 20. For ease of exposition, assume that the text strings are actually bit strings. If we see a string of length 21, it falls equally spaced between two strings of length 20. We can extend the universe to include finer resolution levels in a way analogous to the way we extended the universe to include coarser levels above, with only a moderate cost increase compared with knowing the universe in advance. Of course, there are additional heuristics that one can employ for certain cases. For instance, if the dictionary mainly consists of small strings, it will be more efficient to handle large strings as an exception and store them aside in a different data structure.
The RSS½' Algorithm
For the coarsest few levels, say, to level ', it is more efficient to store exact subset sums for each of the (few) dyadic intervals at that level. This immediately lets us get k A I k for any I dyadic at that level, in time Oð1Þ. Furthermore, if space is at a premium, we can store just the subset sums for the dyadic intervals at level ' itself since any coarser interval can be written as the disjoint union of dyadics at level '. We refer to such an implementation as RSS½'.
RSS-HISTOGRAMS FOR SESSION DATA
In general, the RSS algorithm is designed for arbitrary dynamic data. In practice, there may be empirical properties of the data that can be exploited to save space in the data structure. Previous algorithms considered dynamic data that is mostly insertions or close to uniform on a known range. In this section, we consider yet other common assumptions and show how the RSS algorithm and another simple algorithm (described below) can be combined to exploit these assumptions. We assume that the domain of A is time, discretized in some sensible fashion (e.g., seconds, minutes) depending on the application. Our focus is on network monitoring applications that generate session data (i.e., call detail, IP flows). Our goal is to provide approximate quantile computations for the duration (start to present) of active sessions. We use the following paradigm: Each time a session starts at time t i , we add 1 to A½t i and, when the session ends, we subtract 1 from A½t i (notice t i is the starttime of the session in both cases). We call the first operation an "insertion" and the latter a "deletion." Our algorithm directly approximates quantiles for the start time; it is easy to see that the current time minus the kth -quantile start time is the ð1 À kÞth quantile duration, and that approximate quantiles for start time are equivalent to approximate quantiles for duration.
Observe that our setup typically has several interesting characteristics:
. The range of possible values (start times) constantly changes as old sessions end and new sessions begin. This is markedly different from data drawn from an unknown distribution that fully covers a known range. . The data is subject to severe cancellation. One expects that, in the long run, each phone call that is started is also finished. . Insertions happen only at the right. That is, a new start time can only be the current time. 3 Deletions can occur anywhere. In practice, sometimes one can assume a minimum utilization level on the observed network element N min at time t, i.e.,
Note that, even with large N min in force, a stream may still be subject to severe cancellation and to a shifting range of values. If there's a large N min and insertions only occur at the right, then one can use a simpler algorithm, similar to [13] .
The algorithm, at steady state, 4 maintains a histogram in which the bucket sizes are as follows:
. All buckets have size at most N min . . Any two consecutive buckets have combined size greater than N min . When the most recent bucket grows to size N min (due to a net surplus of inserts over deletions from this bucket), it is sealed and a new most recent bucket is started. When some pair of consecutive buckets get a combined size of at most N min , the two are merged.
By assumption, N t ! N min , so N min N t . If we answer quantile queries from the boundaries of buckets, the error is at most N min N t , which is allowed. By assumption, insertions only occur at the right, so buckets other than the most recent will never grow, so they will never be bigger than N min . The number of buckets at time t is bounded above, by OðN t =ðN min ÞÞ, which, depending on N t =N min , may be much more efficient than RSSs.
If either of these assumptions fails, however, the above algorithm will be incorrect and something like RSSs are needed. For instance, N min may be small, even zero. Then, the number of histogram buckets, N t =ðN min Þ, will be unacceptably large. Furthermore, although insertions only occur at the current time, there may be a delay in reporting them. For instance, we may have several network elements that periodically propagate their data to a local processing node for further processing and summarization. We may still want approximate quantiles with respect to the besteffort available data. If insertions can occur in buckets of size at least N t , then the histogram algorithm will fail.
We now address data where N min is small or insertions are delayed but there is a bound to the delay of insertions. We propose the RSS_hist data structure, a hybrid between the RSS and histogram, that is provably correct, yet provides some of the space savings of the histogram structure. We partition the universe into intervals. Data in each interval is tracked either by a counter, as in the above histogram algorithm, or by an RSS. The interval for the most recent data is always tracked by an RSS because insertions (which may be delayed) may occur in the interior of that interval. Intervals where the count is greater than N min are also tracked by an RSS; other intervals are tracked by counters.
We need to say how to update this structure:
. By construction, all intervals where (possibly delayed) insertions are allowed are tracked by RSSs, which are updated in the usual way. . When the time length of the most recent interval gets to some parameter ÁU, that interval is sealed and a new interval is started. At this point, both of the two most recent intervals are tracked by an RSS since insertions will be possible in both intervals.
. Two consecutive intervals tracked by counters with a combined sum of at most N min are merged into a combined interval tracked by a single counter. . If a deletion occurs in an interval tracked by an RSS making the count drop to N min and the interval is old enough that insertions are no longer possible, the RSS is demoted to a single counter for the interval. By varying ÁU and our conservative estimate N min for the true minimum utilization, we can tune the space used. Note that, as N min gets small, intervals are likely to have more than N min elements in which case they are likely to be tracked by RSSs instead of counters (so the best N min to use is the maximum true value). As ÁU gets smaller, there are likely to be more intervals in which delayed insertions are allowed and, so, RSSs are needed. But, if ÁU is too big, as an extreme, we get just a single RSS and no benefit of using counters. The ideal balance is a situation in which RSSs are used only where needed and counters are used for vast sparse portions of the universe.
EXPERIMENTS
In [19] , we have presented an experimental study of the performance of the RSS algorithm for synthetic and real data sets that contain mix of insert and delete operations. Here we focus on the performance of RSS and RSS_hist using archived Call Detail Records (CDRs) from AT&T's network. Switches constantly generate flows of CDRs that describe the activity of the network. Ad hoc analysis as part of network management focuses on active voice calls, that is, calls currently in progress at a switch. The goal is to get an accurate, but succinct representation of the length of all active calls and monitor the distribution over time.
The basic question we want to answer is how to compute the median length of ongoing calls at any given point in time, i.e., what is the median length of a call that is currently active in the network? We then focus on other quantiles.
Our data is presented here as a stream of transactions of the form ðtime stamp; orig tel; start time; flagÞ; where time stamp indicates the time an action has happened (start/end of a call), orig tel is the telephone number that initiates the call, start time indicates when a call was started, and flag has two values: +1 for indicating the beginning of the call and À1 for indicating the end of the call. The actual CDRs carry a lot of additional information that is not required for this discussion.
Given this data, we define a virtual array A½t i that counts the number of phone calls started at time t i . This array can be maintained in the following manner: Each time a phone call starts at time t i , we add 1 to A½t i and, when the call ends, we subtract 1 from A½t i (notice t i is the start time in both cases). For example, the following CDRs: describe two phone calls. The first originates from number 999-000-0000, starts at 12:00, and ends at 12:10, while the second originates from number 999-000-0001 at 12:01 and lasts for two minutes.
We used a data set of 2.2 million CDRs (4.4 million records since each phone call generates two records in our schema) covering a period of 18 hours. Fig. 1 shows the number of active calls over time; we take one snapshot every 10,000 records. There are up to 35,000 active calls at peak times. We first executed the RSS_hist algorithm with parameters ¼ 0:1, N min ¼ 20; 000, and ÁU ¼ 2; 048 seconds (i.e., around 35 minutes). We further rounded all bucket boundaries at times later than the start of monitoring by some multiple of ÁU. We assumed that all insertions occur at the right. Fig. 2 plots the size of the histogram over time. (Note that the size of an RSS is about 3.7KB and there were either one, two, or three RSSs throughout the experiment.) The maximum memory footprint was slightly below 11KB with the number of buckets in the histogram varying between 1 and 6. Fig. 3 plots the error in computing the median of the ongoing calls (in resolution of 1 second) over time (we probed for estimates every 10,000 records). We notice that the actual error is well below the value used. By crosschecking these errors with Fig. 1 , we notice that the method is extremely accurate even during periods when the number of call is less than N min (20,000). In Fig. 4 , we repeated this experiment using RSSs and also an implementation of the algorithm presented in [17] for incremental maintenance of approximate histograms (denoted Hist in the figure) . This algorithm uses a "backing sample," which is an approximate random sample of the data set kept upto-date in the presence of insert/delete operations. The backing sample is based on the Reservoir Sampling technique by Vitter [34] . No rescans were allowed as the focus of this study is on streaming data. Both algorithms were set up to use 11KB of space, i.e., the maximum footprint size of the RSS_hist histogram. Note that an error of in computing the median indicates that the rank returned is :5 AE . So, an error of ¼ 0:5 indicates useless output. In Fig. 5 , we further plot the average error for all -quantiles for ¼ 0:10 (deciles). For a more clear view, the y-axis (errors) is logarithmic. In this figure, note that the maximum error of the kth -quantile is maxðk; 1 À kÞ.
In Fig. 6 , we summarize the results for several runs of the RSS_hist algorithm, varying N min and fixing ¼ 0:1. The x-axis plots the average error over all deciles and all snapshots (4,110 values), while the y-axis shows the average and maximum memory size of the hybrid histogram for that error.
Up to this point, we concentrated on the absolute quantile error of the approximation, which is the focus of this paper. As noted earlier, the maximum error of the kth -quantile is maxðk; 1 À kÞ. An implication of the quantile computation is that, on sparse areas of the data distribution, quantile boundaries can be chosen loosely without sacrifice in the quality of the approximation. In fact, we exploit this observation in the RSS_hist algorithm. If the location of the quantile of interest is given by index i 1 (in f0 . . . jUj À 1g), a quantile approximation algorithm that outputs index i 2 with, e.g., i 2 > i 1 , will produce an error proportional to P i2 j¼i1þ1 A½j. In sparse areas, the actual error of the quantile computation will be small or even zero when there are no data points between i 1 and i 2 . For most applications, this does not seem to have severe implications. When monitoring session data, the actual index value (t i ) of the quantile computation is important in order to interpret the results. For a better view of the approximation obtained, we plot in Fig. 7 the error (in seconds) of the approximation of the median length of the active calls over time. The errors for the other deciles were similar. We notice that RSS_hist provides a very accurate estimate of the median length of the calls; the computed median is, on average, within 4.3 seconds of the real value (which was around 4 minutes on the average).
CONCLUSIONS
We have presented an algorithm for maintaining dynamic quantiles of a relation in the presence of both insert as well as delete operations. The algorithm maintains a small-space representation (RSSs) that summarizes the universe and the underlying distribution of the data within it. This algorithm is novel in that, without having to access the relation, it can estimate each quantile to within user-specified precision. Previously published algorithms provide no such guarantees under the presence of deletions.
Our guarantees are in terms of the universe size and not in the size of the relation, the number of transactions, or the ratio of insertions over deletions. The algorithm maintains a small-space representation (RSSs) that summarizes the universe and the underlying distribution of the data within it. Furthermore, it can be adapted for cases where the universe size or resolution change. In this paper, we focused on session data as part of network monitoring applications. We have been able to devise a hybrid histogram data structure that uses RSSs for approximating the distribution of active network sessions over time. To our knowledge, our algorithm is the first to provide strict guarantees in this setup.
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