Abstract. We extend a result of McMullen to show that the area of the Fatou set of the sine function in a vertical strip of width 2π is finite. This confirms a conjecture by Milnor.
Introduction
Let f denote a transcendental entire function of one complex variable and f n , n ∈ N, the nth iterate. The Fatou set of f , denoted by F (f ), is defined as the set of points z ∈ C so that the sequence (f n ) n∈N forms a normal family in a neighbourhood of z. It is easy to see that F (f ) is an open set, and F (f ) is completely invariant under f . The complement of F (f ) is the Julia set J(f ) of f . This set is obviously closed and also completely invariant under f . For more detail about these sets, see, e.g., [1, 10, 14] . These authors consider only rational functions, but the concepts remain the same for transcendental functions [2] .
Apart from the exponential family, the transcendental entire functions most studied in complex dynamics are the trigonometric functions. Already Pierre Fatou [6] considered iteration of functions of the form f (z) = h sin(z) + a, 0 < h < 1, a ∈ R. Hans Töpfer [15] studied the dynamics of sin(z) and cos(z) a few years later. More recent work begins with a paper by Curt McMullen [9] who showed that the Julia set of any function of the form f (z) = sin(αz + β), α = 0 has positive area. Since then a number of papers concerning the dynamics of trigonometric functions have appeared where various aspects were discussed, e.g. connectedness properties and buried points of the Julia set of sin(z) by Patricia Domínguez [3] , the dynamics of λ sin(z) by Patricia Domínguez and Guillermo Sienra [4] , the set of accessible points of the Julia set of λ sin(z) by Boguslawa Karpińska [7, 8] , the dynamical fine structure of iterated cosine maps by Dierk Schleicher [12] or the set of escaping points of the cosine family by Günther Rottenfußer and Dierk Schleicher [11] .
John Milnor conjectured in [10, p. 64 ] that the Fatou set of the sine function has finite area in a vertical strip of width 2π. In this article we prove his conjecture following the ideas of McMullen's proof in [9] . As we use some of his lemmas, we will not work with the sine function but with the hyperbolic sine. Note that sinh(z) = −i sin(iz) so that Milnor's conjecture is equivalent to the following theorem. Theorem 1.1. The area of the Fatou set of the hyperbolic sine is finite in a horizontal strip of width 2π.
As in [9] we consider the set I(sinh) of points that tend to ∞ under iteration. It was shown by McMullen in [9] and also follows from a more general result of Eremenko and Lyubich [5] These theorems are the main result of my diploma thesis [13] .
Distortion and nonlinearity
Let D be a bounded subset of the complex plane and f a map which is holomorphic in a neighbourhood of D. We say that f has bounded distortion on D if there are constants c, C > 0 with It is clear that
and it is straightforward to show that the distortion of holomorphic functions satisfies
and
For a conformal map f a differential quantity related to the distortion is the nonlinearity of f . Let D be a bounded subset of the complex plane and let f be a conformal map on D. We define the nonlinearity of f on D as
provided the right-hand side is finite. This is always the case if D is compact and f is conformal in a neighbourhood of D. Later we will estimate the distortion of a function on squares. Here and in the following by square we mean a closed square whose sides are parallel to the coordinate axes. The relation between the distortion and nonlinearity on squares follows with the next lemma.
Lemma 2.1. Let Q be a square and let f be a conformal map defined in a neighbourhood of Q with
Remark. Lemma 2.1 is due to McMullen [9] . He only notes that L(f |Q ) is bounded by 1 + O(N (f |Q )), when N (f |Q ) is near 0, but a computation yields the explicit constants given above.
The next lemma allows us in some cases to control the distortion of a function over any number of iterates.
Then h is a conformal map and there is a constant c 1 > 0, depending on α, M and r but not on n, with
Remark. Lemma 2.2 is proved by McMullen [9] . A computation shows that if we take r := 1/(8 √ 2 M ), then the quantities r and M cancel each other and we get
For the next lemma we need some definitions. For all x > 0, we define R(x) := {z ∈ C : |Re z| ≥ x}, and for all r > 0 we denote by G r the set of squares Q r of C consisting of points z ∈ C for which nr ≤ Re z ≤ (n + 1)r and mr ≤ Im z ≤ (m + 1)r for some m, n ∈ Z. We call G r a grid of length r. Lemma 2.3. Let x > 0 and Q ⊂ C be a square with sides of length r > 0. Let z 0 ∈ Q and f be a conformal map which is defined in a neighbourhood of Q and has bounded distortion on Q. Then
Proof. First we note that if γ ⊂ C is a curve of length l, then
To see this, take a curve of length r with starting point s. Then s can intersect at most four squares. And besides the square(s) which is (are) intersected by s, the curve can intersect at most three other squares. Dividing γ in parts of length r yields (7). Let l 1 be the length of ∂f (Q). Using the relation sup
As ∂R(x) ∩ f (Q) ∩ {z ∈ C : Re z > 0} consists of segments of a straight line with length
This completes the proof.
Nested sets
In order to get an estimation of the measure of I(f ), we will construct subsets by nested intersection of dynamically defined sets. A general estimation for the measure of the resulting sets is given by Lemma 3.2 below. for all i ∈ {1, . . . , l k+1 } there is j ∈ {1, . . . , l k } with
for all i, i ∈ {1, . . . , l k } with i = i we have
there is δ k > 0 such that for all i ∈ {1, . . . , l k } and F k,i ∈ E k we have
The following result is due to McMullen [9] . Lemma 3.2. Let (E k ) k∈N 0 be a sequence that satisfies the nesting conditions. Then
Proof of Theorem 1.2
From now on the function f will be the hyperbolic sine; i.e.
Outline of the proof. The most important step in the proof is to get an estimate of the density of I(f ) in a square depending on the location of the square in the complex plane. Therefore, we take a square lying away from the imaginary axis and look for points in this square which tend very rapidly to infinity under iteration. We take a real sequence (x k ) k∈N 0 which converges to infinity and define the following collection of subsets of C inductively. Let E 0 = {Q * } where Q * is a square in R(x 0 ) with sides of length r. Furthermore, let E k be the set consisting of those subsets of Q * for which the image under f k is an element of the grid G r which lies in the intersection of R(x k ) and the image of an element of E k−1 under f k . Thus points in ∞ k=0 E k converge to infinity under iteration and, therefore, lie in I(f ). In order to apply Lemma 3.2, we have to show that the nesting conditions in Definition 3.1 are satisfied. Because of the construction it will be easy to see that the nesting conditions (8) , (9) and (10) hold, but (11) is more delicate. Using Lemmas 2.1 and 2.3, it is possible to show that for any square Q in R(x k ) with sides of length r, the union of the elements of G r that lie in the intersection of R(x k+1 ) and f (Q) has a density in f (Q) which is larger than 1 − O(x k+1 / exp(x k )). The distortion Lemma 2.2 and inequality (2) then yield (11) 
) for all squares Q * in R(x) as x → ∞ and from here the claim follows.
Let x * > 0 with
Proof. Let k ∈ N 0 and Q ⊂ R(x k ) be a square with sides of length r. One can check that f is conformal in a neighbourhood of Q. Using (14) we obtain
and thus
Note from (13) that
for all z 0 ∈ Q. Lemma 2.3, (12), (16), (17), (18), and (19) now show that
with a suitable constant c 3 . This completes the proof of Lemma 4.1. 
for all x ≥ x * , and all squares Q * in R(x) with sides of length r := 1/16 √ 2 .
Remark. Note that the density above is independent of the distance of Q * to the real axis; it only depends on the distance to the imaginary axis.
Proof. Choose x * > 4 + 2 c 2 so that the conclusion of Lemma 4.1 holds. Let x ≥ x * and Q * be a square in R(x) with sides of length r. Define the sequence (x k ) k∈N 0 as in Lemma 4.1 and
We construct a sequence (E k ) k∈N 0 as follows. We define E 0 := {Q * } as
and l k := #E k for all k ∈ N. As in Definition 3.1 we denote the elements of E k by F k,i where i ∈ {1, . . . , l k } which means in particular F 0,1 = Q * . Then Lemma 4.1 yields that
It is easy to see that (E k ) k∈N 0 satisfies (8), (9) and (10) of the nesting conditions in Definition 3.1. We next verify condition (11) .
Let i ∈ {1, . . . , l k } and h : f k+1 (F k,i ) → Q * be a branch of the inverse function of f k+1 . Using (13) and (14) it follows from the Distortion Lemma 2.2 that
Note from (2), (20) and (21) that
, where c 4 = c One can show by elementary calculation that the infinite product on the righthand side is convergent. In fact, using for all x ∈ [0, .
