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Abstract
In part I, we studied tensor products of convex cones in dual pairs of real vector spaces.
This paper complements the results of the previous paper with an overview of the most
important additional properties in the finite-dimensional case. (i) We show that the projective
cone can be identified with the cone of positive linear operators that factor through a simplex
cone. (ii) We prove that the projective tensor product of two closed convex cones is once
again closed (Tam already proved this for proper cones). (iii) We study the tensor product of
a cone with its dual, leading to another proof (and slight extension) of a theorem of Barker
and Loewy. (iv) We provide a large class of examples where the projective and injective cones
differ. As this paper was being written, this last result was superseded by a result of Aubrun,
Lami, Palazuelos and Pla´vala, who independently showed that the projective cone E+ ⊗pi F+
is strictly contained in the injective cone E+ ⊗ε F+ whenever E+ and F+ are closed, proper
and generating, with neither E+ nor F+ a simplex cone. Compared to their result, this paper
only proves a few special cases.
1 Introduction
1.1 Outline
Tensor products of ordered vector spaces have been studied extensively in functional analysis,
mostly with a focus on Riesz spaces and Banach lattices (a large number of references can be found
in [Dob20]). Meanwhile, tensor products of closed convex cones in finite-dimensional spaces have
received attention in various different fields, such as linear algebra ([Bar76, Tam92]), interpolation
theory ([Mul97]), polyhedral geometry ([BCG13]), operator systems ([PTT11, FNT17, HN18]),
matrix convex sets ([PSS18]), and theoretical physics ([ALP19, ALPP19]). However, the majority
of results from functional analysis are not relevant in this setting, for the only closed lattice
cones in a finite-dimensional space are the ones isomorphic with the standard cone Rn≥0. As such,
papers on tensor products of finite-dimensional cones deal with completely different problems
than papers on tensor products of Riesz spaces and Banach lattices.
Even if one is primarily interested in tensor products of infinite-dimensional ordered vector
spaces, it is good to be aware of the finite-dimensional theory, as various essential phenomena
can already be observed here. (For instance, the projective cone does not preserve subspaces and
the injective cone does not preserve quotients, even if the spaces are finite-dimensional and the
2020 Mathematics Subject Classification. Primary: 52A20. Secondary: 06F20, 46A40, 47L07.
Key words and phrases. Closed convex cone, partially ordered vector space, ordered tensor product.
1
ar
X
iv
:2
00
9.
11
84
3v
1 
 [m
ath
.FA
]  
24
 Se
p 2
02
0
cones are polyhedral; see [Dob20, Examples 3.7 and 4.20].) For this reason, this paper aims to
provide an overview of the most important additional properties in the finite-dimensional setting.
The study of tensor products of closed, proper and generating convex cones in finite-dimensional
can be traced back to the early 1970s. Important contributions were made by George Phillip
Barker (e.g. [BL75, Bar76, Bar81]) and Bit-Shun Tam (e.g. [Tam77, Tam92]), among others. The
references in [Bar81] and [Tam92] provide an extensive overview of the literature from around
that time.
More recently, tensor products of cones in finite-dimensional spaces have started to turn up in
many other fields. For example, Mulansky [Mul97] discusses the relevance of cone tensor products
to interpolation theory, and in polyhedral geometry the tensor product of two polyhedral cones is
closely related to the so-called Hom-polytope ([BCG13]). Furthermore, the tensor product of a
general cone with a positive semidefinite cone plays a role in the theories of operator systems
([PTT11, FNT17, HN18]) and matrix convex sets ([PSS18]), and recent results in theoretical
physics show some of the applications of cone tensor products to so-called general probabilistic
theories ([ALP19, ALPP19]).
The aim of this paper is to complement the preceding paper [Dob20] with an overview of the
most important additional properties in the finite-dimensional case. Contrary to the first paper,
most of the results of this paper are not new, but merely slight extensions of existing results
(Theorem B, Theorem C), or independent discovery of recent results (Theorem D, Theorem E).
Nevertheless, all the proofs in this paper are original, and the general presentation is streamlined.
1.2 Results
This paper studies tensor products of convex cones (otherwise known as wedges) in finite-
dimensional real vector spaces. If E is a vector space and E+ ⊆ E is a convex cone, we say E+ is
proper if E+ ∩ −E+ = {0} and generating if E+ − E+ = E. In general, we do not assume cones
to be proper, generating, or closed.
If E and F are vector spaces and E+ ⊆ E, F+ ⊆ F are convex cones, then the projective cone
E+ ⊗pi F+ ⊆ E ⊗ F and the injective cone E+ ⊗ε F+ ⊆ E ⊗ F are given by
E+ ⊗pi F+ :=
{
k∑
i=1
xi ⊗ yi : k ∈ N, x1, . . . , xk ∈ E+, y1, . . . , yk ∈ F+
}
;
E+ ⊗ε F+ :=
{
u ∈ E ⊗ F : 〈u, ϕ⊗ ψ〉 ≥ 0 for all ϕ ∈ E∗+, ψ ∈ F ∗+
}
;
where E∗+ ⊆ E∗ and F ∗+ ⊆ F ∗ denote the dual cones. For additional notation, see §2.
Tensor products as spaces of positive linear maps
If E+ and F+ are closed, then it is well-known that the natural isomorphism E ⊗ F ∼= L(E∗, F )
identifies the injective cone E+ ⊗ε F+ with the cone of positive linear operators E∗ → F ; that is,
those linear maps T : E∗ → F which satisfy T [E∗+] ⊆ F+. We give a similar classification of the
projective cone E+ ⊗pi F+.
Theorem A. Let E and F be finite-dimensional real vector spaces, and let E+ ⊆ E, F+ ⊆ F be
closed convex cones. Then the natural isomorphism E ⊗ F ∼= L(E∗, F ) identifies the projective
cone E+ ⊗pi F+ with the cone of positive linear operators E∗ → F that factor (positively) through
some Rn with the standard cone Rn≥0.
The proof of Theorem A will be given in §3.
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We say that E+ is a simplex cone (or Yudin cone) if it is generated by a basis, or equivalently,
if there is a linear isomorphism E ∼= Rn that identifies E+ with the standard cone Rn≥0. Borrowing
terminology from the theory of normed tensor products, Theorem A can be expressed as stating
that the projective cone is associated with the ideal of simplex-factorable operators in the semiring
of positive operators, but we will not make extensive use of this terminology.
The closure of the projective cone
In general, the projective tensor product of two Archimedean cones is not necessarily Archimedean
(e.g. [PTT11, Remark 3.12]). Things are different in the finite-dimensional setting. Here a cone is
Archimedean if and only if it is closed (cf. [AT07, Corollary 3.4]). Using a compactness argument,
Tam [Tam77, Theorem 1] showed that the projective tensor product of two closed, proper and
generating convex cones is once again closed. We give another (short) proof of this fact, and
extend it to all closed convex cones. Furthermore, by starting with arbitrary cones and taking
closures, we prove the following slightly more general statement.
Theorem B. Let E and F be finite-dimensional real vector spaces, and let E+ ⊆ E, F+ ⊆ F be
convex cones. Then the closure of the projective cone E+ ⊗pi F+ is the projective cone E+ ⊗pi F+.
In particular, the projective tensor product of closed convex cones is closed.
The proof of Theorem B will be given in §4.
A consequence of Theorem B is that there is full duality between the projective and injective
cones in the finite-dimensional case. In other words, besides the general identity (E+ ⊗pi F+)∗ =
E∗+ ⊗ε F ∗+ (a similar statement holds in the infinite-dimensional case; see [Dob20, §3.1]), we also
have (E+ ⊗ε F+)∗ = E∗+ ⊗pi F ∗+ whenever E and F are finite-dimensional; see Corollary 4.11(b).
The tensor product of a closed convex cone with its dual cone
The simplest example where the projective and injective cones are different occurs when taking
the tensor product of a closed cone with its dual. For closed, proper, and generating cones, this
was first observed by Barker and Loewy [BL75, Proposition 3.1], and later extended and simplified
by Tam [Tam77, Theorem 3]. We reformulate their results in terms of tensor products, extend
them to all closed convex cones (not just proper ones), and give a slightly different proof.
Theorem C. Let E be a finite-dimensional real vector space and let E+ ⊆ E be a closed convex
cone. Then the following are equivalent:
(i) E+ is a simplex cone;
(ii) idE : E → E factors (positively) through some Rn with the standard cone Rn≥0;
(iii) for every positive linear map T : E → E, one has tr(T ) ≥ 0;
(iv) for every finite-dimensional real vector space F and every closed convex cone F+ ⊆ F , one
has E∗+ ⊗pi F+ = E∗+ ⊗ε F+;
(v) for every finite-dimensional real vector space F and every closed convex cone F+ ⊆ F , one
has F+ ⊗pi E+ = F+ ⊗ε E+;
(vi) E∗+ ⊗pi E+ = E∗+ ⊗ε E+.
The proof of Theorem C will be given in §5. Our proof is much shorter than the original proof
by Barker and Loewy, but comparable in size to the proof of Tam.
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Many examples where the projective and injective cones differ
In the infinite-dimensional setting, the question of whether or not the projective cone E+ ⊗pi F+
is dense in the injective cone E+ ⊗ε F+ has attracted some attention. For locally convex lattices
E and F , Birnbaum [Bir76, Proposition 3] proved that E+ ⊗pi F+ is dense in E+ ⊗ε F+ in the
projective topology (and therefore in every coarser topology), and followed this by an example
showing that this is not true for all ordered locally convex spaces (not necessarily lattice ordered).
In general, however, this problem does not appear to be well understood.
Inspired by recent results in the theory of operator systems ([FNT17, Theorem 4.7], [HN18]),
this paper attempts to get a grip on this problem in the finite-dimensional setting. In light of
Theorem B, the projective cone E+ ⊗pi F+ is dense in the injective cone E+ ⊗ε F+ if and only
if E+ ⊗pi F+ = E+ ⊗ε F+, so the problem can be reduced to the case where E+ and F+ are
closed. We show that for most pairs of closed, proper, and generating convex cones, the projective
and injective cones differ. Hence, in the infinite-dimensional setting, one should not expect the
projective cone to be dense in the injective cone.
Recall that a closed, proper and generating convex cone is called strictly convex if every
non-zero boundary point is an extremal direction, and smooth if every non-zero boundary point
has exactly one supporting hyperplane. It is well-known that E+ is strictly convex if and only
if E∗+ is smooth, and vice versa. If the larger cone (in terms of dimension) is strictly convex or
smooth, then the projective and injective cones differ, unless the other cone is a simplex cone.
Theorem D. Let E, F be finite-dimensional real vector spaces, and let E+ ⊆ E, F+ ⊆ F be
closed, proper, and generating convex cones. If dim(E) ≥ dim(F ), and if E+ is strictly convex or
smooth, then one has E+ ⊗pi F+ = E+ ⊗ε F+ if and only if F+ is a simplex cone.
The proof of Theorem D will be given in §6.
By a result of Klee [Kle59b], the set of convex bodies in Rn which are not smooth or not strictly
convex form a meagre set in the Hausdorff metric. (This was later strengthened to σ-porosity by
Zamfirescu [Zam87].) As such, Theorem D shows that the projective and injective cones differ for
almost all pairs of closed, proper, and generating cones (E+, F+). Nevertheless, this result does
not cover many standard cones, such as polyhedral cones and positive semidefinite cones. We
complement Theorem D with a similar result for combinations of standard cones.
Theorem E. Let E, F be finite-dimensional real vector spaces, and let E+ ⊆ E, F+ ⊆ F be
closed, proper, and generating convex cones. Assume that each of E+ and F+ is one of the
following (all combinations allowed):
(a) a polyhedral cone;
(b) a second-order cone;
(c) a (real or complex) positive semidefinite cone.
Then one has E+ ⊗pi F+ = E+ ⊗ε F+ if and only if at least one of E+ and F+ is a simplex cone.
The proof of Theorem E will be given in §8, using the concept of retracts studied in §7.
Remark F. As this series of papers was being written, the preceding results were superseded by
a result of Aubrun, Lami, Palazuelos and Pla´vala [ALPP19]. Motivated by questions in theoretical
physics, they proved that E+ ⊗pi F+ = E+ ⊗ε F+ if and only if at least one of E+ and F+ is
a simplex cone (provided that E+ and F+ are closed, proper, and generating; cf. Example 9.2
below). Theorem D and Theorem E are merely special cases of this result. Furthermore, the results
of Theorem E can already be deduced from an earlier paper of Aubrun, Lami and Palazuelos
[ALP19]. We had not been aware of these results until shortly before publication, and our proofs
differ from the proofs in [ALP19] and [ALPP19].
4
Applications to operator systems
In terms of operator systems (using notation from [FNT17]), our results prove the following.
Corollary G. Let C ⊆ Rd be a closed, proper, and generating convex cone. If d ≤ 4, or if C is
strictly convex, or smooth, or polyhedral, then the following are equivalent:
(i) C is a simplex cone;
(ii) the minimal and maximal operator systems Cmin and Cmax are equal;
(iii) one has Cmin2 = Cmax2 .
The proof of Corollary G will be given in §8.
In particular, this paper gives another proof of a result by Huber and Netzer [HN18], which
settled the polyhedral case. However, Corollary G was superseded by the work of Aubrun, Lami,
Palazuelos and Pla´vala (cf. Remark F), who removed the additional assumptions on the cone C.
2 Notation
Throughout this article, all vector spaces are over the real numbers.
Let E be a vector space. A (convex) cone is a non-empty subset K ⊆ E satisfying K+K ⊆ K
and λK ⊆ K for all λ ∈ R≥0. If K is a convex cone, then lin(K) := K∩−K is a linear subspace of
E, called the lineality space of K. We say that K is proper 1 if lin(K) = {0}, and generating if
K −K = E. The (algebraic) dual cone K∗ ⊆ E∗ is the set of positive linear functionals:
K∗ := {ϕ ∈ E∗ : 〈x, ϕ〉 ≥ 0 for all x ∈ K}.
If E is finite-dimensional, then K∗ is closed, and the natural isomorphism E∗∗ ∼= E identifies the
double dual cone K∗∗ with the closure K.
If K is a convex cone, then a base of K is a convex subset B ⊆ K \ {0} such that each
x ∈ K \ {0} can be written uniquely as x = λb with λ > 0 and b ∈ B. If K is generating, then the
bases of K are in bijective correspondence with the strictly K-positive linear functionals on E
(cf. [AT07, Theorem 1.47]). Furthermore, every closed proper cone in a finite-dimensional space
admits a compact base (e.g. [AT07, Corollary 3.8]).
We say that a convex cone E+ ⊆ E is a simplex cone (or Yudin cone) if it is generated by a
basis of E, or equivalently, if every base of E+ is a simplex. A simplex cone turns E into a Dedekind
complete Riesz space (cf. [AT07, Theorem 3.17]). Furthermore, a cone in a finite-dimensional
space is a simplex cone if and only if it is a closed lattice cone (cf. [AT07, Theorem 3.21]).
We fix notation for a number of standard cones. For n ≥ 1, we let Ln ⊆ Rn denote the
n-dimensional second-order cone (or Lorentz cone, or ice cream cone),
Ln := {(x1, . . . , xn) ∈ Rn : √x21 + · · ·+ x2n−1 ≤ xn}.
(By convention, L1 is just the standard cone R+ ⊆ R.) Furthermore, let Sn ⊆ Rn×n denote the
space of real symmetric n×n matrices, and let Hn ⊆ Cn×n the space of complex hermitian n×n
matrices. We denote the respective positive semidefinite cones by Sn+ and Hn+:
Sn+ := {n× n real positive semidefinite matrices};
Hn+ := {n× n complex positive semidefinite matrices}.
1Some authors call this pointed or salient.
5
We recall that S2+ is isomorphic with the Lorentz cone L3, for instance via the isomorphism
S2 → R3,
(
a b
b c
)
7→ (a− c, 2b, a+ c).
(Use that A ∈ S2 is positive semidefinite if and only if tr(A) ≥ 0 and det(A) ≥ 0.)
3 Simplex-factorable positive linear maps
For the remainder of this paper, it will be convenient to reformulate questions regarding the
projective and injective cones in terms of positive linear operators.
If E and F are preordered by convex cones E+ ⊆ E, F+ ⊆ F , then a positive linear operator
T : E → F is called separable2 if it can be written as T = ∑ki=1 ϕi ⊗ yi, where ϕ1, . . . , ϕk ∈ E∗+
are positive linear functionals and y1, . . . , yk ∈ F+ are positive elements.
If G is another finite-dimensional real vector space, preordered by a convex cone G+ ⊆ G,
then we say that a positive linear map T : E → F factors through G is there exist positive linear
maps R : E → G and S : G→ F such that T = S ◦R. We say that T factors through a simplex
cone if it factors through some Rn, ordered by the standard cone Rn≥0.
Proposition 3.1. A positive linear map T : E → F is separable if and only if it factors through
a simplex cone Rn≥0. If this is the case, one may take n ≤ dim(E)× dim(F ).
Proof. “=⇒”. Write T = ∑ki=1 ϕi⊗ yi with ϕ1, . . . , ϕk ∈ E∗+, y1, . . . , yk ∈ F+. By Carathe´odory’s
theorem (for cones), we may assume without loss of generality that k ≤ dim(E∗ ⊗ F ) =
dim(E)× dim(F ). Now define R : E → Rk and S : Rk → F by
R(x) := (ϕ1(x), . . . , ϕk(x));
S(λ1, . . . , λk) := λ1y1 + · · ·+ λkyk.
Then R and S are positive (Rk equipped with the standard cone Rk≥0), and T = S ◦R.
“⇐=”. Suppose that T factors as
E Rn F,R S
with R and S positive (Rn equipped with the standard cone Rn≥0). Let e1, . . . , en ∈ Rn denote the
standard basis of Rn, and e∗1, . . . , e∗n the corresponding dual basis. Define ϕ1, . . . , ϕn ∈ E∗ and
y1, . . . , yn ∈ F by setting ϕi := e∗i ◦ R and yi := S(ei). Then ϕ1, . . . , ϕn ∈ E∗+, y1, . . . , yn ∈ F+,
and T =
∑n
i=1 ϕi ⊗ yi. 
Corollary 3.2. If E+ and F+ are closed, then:
(a) E∗+ ⊗ε F+ is the set of all positive linear maps E → F ;
(b) E∗+ ⊗pi F+ is the set of all positive linear maps E → F that factor through a simplex cone.
Proof. It is well known that E∗+ ⊗ε F+ can be identified with the cone of linear maps T : E → F
satisfying T [E+] ⊆ F+ (e.g. [Dob20, Remark 4.2]). Since E+ and F+ are closed, these are simply
the positive linear maps E → F .
Under this identification, it is clear from the definition that E∗+ ⊗pi F+ is the subset of separable
positive linear maps E → F . By Proposition 3.1 these are precisely the positive linear maps
E → F that factor through a simplex cone. 
2The terminology was introduced by other authors in connection with quantum theory (e.g. [Hil08, ALP19]).
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4 The closure of the projective cone
In this section, we prove that the closure of the projective cone E+ ⊗pi F+ is equal to the projective
tensor product of E+ and F+. In particular, the projective tensor product of closed convex cones
is closed. In the case where E+ and F+ are closed, proper, and generating, this was already
established by Tam [Tam77].
The proof is carried out in three steps. First we prove the result for closed proper cones,
thereby giving another proof of the aforementioned result by Tam. Secondly, we extend this to all
closed convex cones by decomposing a closed convex cone as the sum of a closed proper cone and
a subspace. After this, it will be relatively simple to deduce the general formula for the closure of
the projective cone.
4.1 The projective tensor product of closed proper cones
Recall that a base (of E+) is a convex subset B ⊆ E+ with 0 /∈ B such that every x ∈ E+ \ {0}
can be written uniquely as x = λb with λ > 0 and b ∈ B. A key property is that a subset
B ⊆ E+ is a base if and only if there is a strictly positive linear functional f : E → R such that
B = {x ∈ E+ : f(x) = 1}; see e.g. [AT07, Theorem 1.47].
Not every proper cone has a base. However, every closed proper cone in a finite-dimensional
space has a compact base (e.g. [AT07, Corollary 3.8]), and conversely the convex cone generated
by a compact convex set S ⊆ Rn \ {0} is a closed proper cone (e.g. [AT07, Lemma 3.12]).
Proposition 4.1. Let E,F be real vector spaces, and let E+ ⊆ E, F+ ⊆ F be convex cones
having bases BE+ ⊆ E+, BF+ ⊆ F+. Then conv(BE+ ⊗ BF+) is a base of E+ ⊗pi F+.
Proof. Let f : E → R and g : F → R be strictly positive linear functionals such that BE+ =
{x ∈ E+ : f(x) = 1} and BF+ = {y ∈ F+ : g(y) = 1}. Then f ⊗ g is a strictly positive linear
functional on E ⊗ F (with respect to the projective cone), and we have
BE+ ⊗ BF+ ⊆ {z ∈ E+ ⊗pi F+ : (f ⊗ g)(z) = 1}.
Since the right-hand side is convex, it follows that
conv(BE+ ⊗ BF+) ⊆ {z ∈ E+ ⊗pi F+ : (f ⊗ g)(z) = 1}. (4.2)
On the other hand, every non-zero element of E+ ⊗pi F+ can be written as a positive multiple of
an element in conv(BE+ ⊗ BF+), so we must have equality in (4.2). 
Corollary 4.3 ([Tam77]). If E+ ⊆ E, F+ ⊆ F are closed proper cones, then E+ ⊗pi F+ is also
a closed proper cone.
Proof. Choose compact bases BE+ ⊆ E+, BF+ ⊆ F+. Then, by Proposition 4.1, conv(BE+ ⊗BF+)
is a base for E+ ⊗pi F+. In particular, 0 /∈ conv(BE+ ⊗ BF+).
The natural map E × F → E ⊗ F is continuous, so BE+ ⊗ BF+ is compact in E ⊗ F . Since
the convex hull of a compact set in Rn is also compact (e.g. [Rud91, Theorem 3.20(d)]), it follows
that conv(BE+ ⊗ BF+) is compact. Thus, E+ ⊗pi F+ is generated by a compact convex set not
containing 0, so it follows that E+ ⊗pi F+ is a closed proper cone. 
Remark 4.4. The proof of Corollary 4.3 shows directly that E+ ⊗pi F+ is proper whenever
E+ and F+ are closed proper cones. As such, this provides yet another way to prove that the
projective tensor product of proper cones is always proper, in addition to the different ways
discussed in [Dob20, Remark 3.12].
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4.2 The projective tensor product of closed convex cones
In order to extend Corollary 4.3 to all closed convex cones, we decompose each of E+ and F+ as
the sum of a closed proper cone and a subspace. The (straightforward) proof of the following
classical result is omitted.
Proposition 4.5. Let E be a finite-dimensional, and let E+ ⊆ E be a closed convex cone. Let
lin(E+) := E+ ∩ −E+ be the lineality space of E+, and let lin(E+)⊥ be any complementary
subspace of lin(E+). Then lin(E+)⊥+ := lin(E+)⊥ ∩ E+ is a closed proper cone, and one has
E+ = lin(E+) + lin(E+)⊥+.
Conversely, the sum of a closed proper cone and a subspace need not be closed. (Example: let E+
be the cone generated by {(x, y, 1) ∈ R3 : (x − 1)2 + y2 ≤ 1}, and X := span{(0, 0, 1)} ⊆ R3.)
However, we have the following partial converse of Proposition 4.5.
Proposition 4.6. Let E be a finite-dimensional, let E+ ⊆ E be a closed convex cone, and let
X ⊆ E be a subspace. If span(E+) ∩X = {0}, then E+ +X is a closed convex cone.
Proof. Extend span(E+) to a complementary subspace X⊥ of X. Let P : E → X⊥ be the
projection x+x⊥ 7→ x⊥. Then P is continuous, and E+ +X = P−1[E+], so E+ +X is closed. 
The preceding propositions give us a way to decompose the cones and later put them back
together. To see what happens when we lift the pieces separately, we use the following observation.
Proposition 4.7. Let E,F be real vector spaces, and let E+ ⊆ E, F+ ⊆ F be convex cones. If
at least one of E+ and F+ is a subspace, then E+ ⊗pi F+ is a subspace as well.
Proof. A convex cone G+ is a subspace precisely when one has s ∈ G+ if and only if −s ∈ G+.
This property is preserved by the projective tensor product. 
We can now extend Corollary 4.3 to all closed convex cones.
Theorem 4.8. Let E,F be finite-dimensional, and let E+ ⊆ E, F+ ⊆ F be closed convex cones.
Then E+ ⊗pi F+ is closed as well.
Proof. Choose complementary subspaces lin(E+)⊥ ⊆ E and lin(F+)⊥ ⊆ F of lin(E+) and lin(F+).
Then, by Proposition 4.5, we have E+ = lin(E+) + lin(E+)⊥+ and F+ = lin(F+) + lin(F+)⊥+, with
lin(E+)⊥+ and lin(F+)⊥+ closed proper cones. It follows that
E+ ⊗pi F+ =
subspace︷ ︸︸ ︷(
lin(E+)⊗pi lin(F+)
)
+
subspace︷ ︸︸ ︷(
lin(E+)⊗pi lin(F+)⊥+
)
+
subspace︷ ︸︸ ︷(
lin(E+)⊥+ ⊗pi lin(F+)
)
+
(
lin(E+)⊥+ ⊗pi lin(F+)⊥+
)︸ ︷︷ ︸
closed proper cone
.
(The first three terms are subspaces by Proposition 4.7; the fourth is a closed proper cone by
Corollary 4.3.) The three subspaces in the preceding formula are contained in the subspace
(lin(E+)⊗ lin(F+))+(lin(E+)⊗ lin(F+)⊥)+(lin(E+)⊥⊗ lin(F+)), whereas lin(E+)⊥+ ⊗pi lin(F+)⊥+
is a closed proper cone contained within lin(E+)⊥ ⊗ lin(F+)⊥. These containing subspaces are
complementary, so it follows from Proposition 4.6 that E+ ⊗pi F+ is closed. 
Remark 4.9. We should point out that nothing like Theorem 4.8 is true in the infinite-dimensional
setting. In fact, the projective tensor product of closed proper cones in Banach spaces might not
even be Archimedean (see e.g. [PTT11, Remark 3.12]).
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4.3 The closure of the projective cone; duality
Using Theorem 4.8, it is now relatively easy to prove the following.
Theorem 4.10. Let E and F be finite-dimensional real vector spaces, and let E+ ⊆ E, F+ ⊆ F be
convex cones. Then the closure of the projective cone E+ ⊗pi F+ is the projective cone E+ ⊗pi F+.
Proof. “⊇”. Given x ∈ E+, y ∈ F+, choose sequences {xn}∞n=1 and {yn}∞n=1 in E+ and F+
converging to x and y, respectively. Then x⊗ y = limn→∞ xn ⊗ yn ∈ E+ ⊗pi F+.
“⊆”. Evidently, E+ ⊗pi F+ ⊆ E+ ⊗pi F+. By Theorem 4.8, E+ ⊗pi F+ is closed, so we also have
E+ ⊗pi F+ ⊆ E+ ⊗pi F+. 
Other consequences of Theorem 4.8 include the following.
Corollary 4.11. Let E,F be finite-dimensional, and let E+ ⊆ E, F+ ⊆ F be convex cones.
Then:
(a) E+ ⊗pi F+ is dense in E+ ⊗ε F+ if and only if E+ ⊗pi F+ = E+ ⊗ε F+;
(b) (E+ ⊗ε F+)∗ = E∗+ ⊗pi F ∗+.
Proof.
(a) It is clear from the definition that E+ ⊗ε F+ = E+ ⊗ε F+, and that this cone is always
closed. Thus, the conclusion follows immediately from Theorem 4.10.
(b) We have (E∗+ ⊗pi F ∗+)∗ = E∗∗+ ⊗ε F ∗∗+ = E+ ⊗ε F+. Using once again that E+ ⊗ε F+ =
E+ ⊗ε F+, we find that (E∗+ ⊗pi F ∗+)∗ = E+ ⊗ε F+. By Theorem 4.8, E∗+ ⊗pi F ∗+ is closed,
so the result follows by duality. 
In other words, if the spaces are finite-dimensional and the cones are closed, then we have full
duality between the projective and injective cones.
5 The tensor product of a closed convex cone with its dual
The simplest case where the projective and injective cone are different occurs when considering the
tensor product of a closed convex cone with its dual. The main result of this section, Theorem 5.1,
is a slight extension of a well-known result of Barker and Loewy [BL75, Proposition 3.1] (see also
[Tam77, Theorem 4]), who proved it for convex cones which are closed, proper and generating.
The proof below is much simpler than the original proof in [BL75], since it was not realized at
the time that the projective tensor product of closed convex cones is automatically closed.
If E+ and F+ are closed, then by Corollary 3.2 one has E∗+ ⊗pi F+ = E∗+ ⊗ε F+ if and only
if every positive linear map E → F factors through a simplex cone. This language makes it
much easier to think about the difference between projective and injective cones. Note: if T or S
factors through a simplex cone, then so does the composition S ◦T . This shows that the separable
positive operators form an ideal in the semiring of positive operators. (Ideals of operators also
play an important role in the theory of normed tensor products; e.g. [DF93].)
We proceed to examine the tensor product of E∗+ and E+.
Theorem 5.1 (cf. [BL75, Proposition 3.1], [Tam77, Theorem 4]). Let E be finite-dimensional
and let E+ ⊆ E be a closed convex cone. Then the following are equivalent:
(i) E+ is a simplex cone;
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(ii) idE : E → E is separable (i.e. factors through a simplex cone);
(iii) for every positive linear map T : E → E, one has tr(T ) ≥ 0;
(iv) for every finite-dimensional real vector space F and every closed convex cone F+ ⊆ F , one
has E∗+ ⊗pi F+ = E∗+ ⊗ε F+;
(v) for every finite-dimensional real vector space F and every closed convex cone F+ ⊆ F , one
has F+ ⊗pi E+ = F+ ⊗ε E+;
(vi) E∗+ ⊗pi E+ = E∗+ ⊗ε E+.
Proof. (i) =⇒ (ii). Let x1, . . . , xd be a basis of E which generates E+, and let x∗1, . . . , x∗d be the
corresponding dual basis. Then x∗1, . . . , x∗d ∈ E∗+, and idE =
∑d
i=1 x
∗
i ⊗ xi.
(ii)⇐⇒ (iii). The trace tr ∈ L(E,E)∗ = (E∗ ⊗E)∗ = E ⊗E∗ is the transpose of the identity
idE ∈ L(E,E) = E∗⊗E. Since (E∗+ ⊗ε E+)∗ = E+ ⊗pi E∗+, we see that the trace defines a positive
linear functional (i.e. tr ∈ (E∗+ ⊗ε E+)∗) if and only if idE is separable (i.e. idE ∈ E∗+ ⊗pi E+).
(ii) =⇒ (iv) and (ii) =⇒ (v). Since idE : E → E factors through a simplex cone, so do all
positive linear maps to or from E:
Rm Rm
or
F ∗ E E E E F.idE idE
Therefore F+ ⊗pi E+ = F+ ⊗ε E+ and E∗+ ⊗pi F+ = E∗+ ⊗ε F+.
(iv) =⇒ (vi) and (v) =⇒ (vi). Clear.
(vi) =⇒ (ii). Note that idE : E → E is positive.
(ii) =⇒ (i). Write idE =
∑k
i=1 ϕi ⊗ xi with ϕ1, . . . , ϕk ∈ E∗+ and x1, . . . , xk ∈ E+. Then,
for arbitrary x ∈ E+ we have x = idE(x) =
∑k
i=1 ϕi(x)xi with ϕ1(x), . . . , ϕk(x) ≥ 0, so we
see that E+ is generated by x1, . . . , xk. In particular, it follows that E+ is a polyhedral cone.
Furthermore, since we have E = ran(idE) ⊆ span(x1, . . . , xk), it follows that x1, . . . , xk must
span E, so E+ is generating. Dually, if x,−x ∈ E+, then ϕ1(x) = . . . = ϕk(x) = 0, hence
x = idE(x) =
∑k
i=1 ϕi(x)xi = 0, which shows that E+ is a proper cone.
Since both E+ and E∗+ are proper polyhedral cones, each has a finite number of extremal rays
generating the cone. Let {ψi}ni=1 and {yj}mj=1 be (representatives of) the extremal directions of
E∗+ and E+, respectively. Writing every ϕi and every xj as a positive combination of the extremal
rays, we can expand our expression of idE to
idE =
n∑
i=1
m∑
j=1
λijψi ⊗ yj , with λij ≥ 0 for all i and all j.
For every j we have yj = idE(yj) =
∑n
i=1
∑m
k=1 λikψi(yj)yk =
∑n
i=1 λijψi(yj)yj , for by extremal-
ity of yj the terms λikψi(yj)yk with k 6= j must be zero. It follows that
∑n
i=1 λijψi(yj) = 1 for
all j. Therefore:
dim(E) = tr(idE) = tr
 n∑
i=1
m∑
j=1
λijψi ⊗ yj
 = m∑
j=1
n∑
i=1
λijψi(yj) =
m∑
j=1
1 = m.
Since span(y1, . . . , ym) = span(E+) = E, it follows that y1, . . . , ym is a basis of E. This proves
that E+ is a simplex cone. 
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Remark 5.2. Taking the tensor product of a space with its dual is also a common technique in
the theory of normed tensor products. For instance, Theorem 5.1 is very similar to a result about
the approximation property; see [DF93, Theorem 5.6].
The following corollary is immediate.
Corollary 5.3. Let E+ ⊆ Rn be a self-dual cone. Then E+ ⊗pi E+ = E+ ⊗ε E+ if and only if
E+ is a simplex cone.
In particular, it follows that Sn+ ⊗pi Sn+ 6= Sn+ ⊗ε Sn+ and Hn+ ⊗pi Hn+ 6= Hn+ ⊗ε Hn+ whenever
n ≥ 2. This has been known for a long time in relation to quantum theory and C∗-algebras, and
is related to the difference between positive and completely positive operators. The interested
reader is encouraged to refer to the expository article by Ando [And04, §2].
6 Tensor product with a smooth or strictly convex cone
In this section, we prove Theorem D on the tensor product of a smooth or strictly convex cone
E+ with an arbitrary cone F+, provided that dim(E) ≥ dim(F ). The argument is based on a
(generalized) John’s decomposition of the identity.
We recall some common terminology. A convex body is a compact convex set C ⊆ Rn with
non-empty interior. An affine transformation is an invertible affine map Rn → Rn; that is, a map
of the form x 7→ T0x+ y0 with T0 ∈ GLn(R) and y0 ∈ Rn fixed.
If C1, C2 ⊆ Rn are convex bodies, then a compactness argument shows that there is an affine
transformation T such that T [C1] ⊆ C2 and vol(T [C1]) is maximal among all affine transformations
T ′ for which T ′[C1] ⊆ C2. If the maximum is attained for T = In (the identity transformation),
then we say that C1 is in a maximum volume position inside C2. Furthermore, we say that
C1 is in John’s position inside C2 if C1 ⊆ C2 and there exist m ∈ N, x1, . . . , xm ∈ ∂C1 ∩ ∂C2,
y1, . . . , ym ∈ ∂C◦1 ∩ ∂C◦2 and λ1, . . . , λm > 0 such that 〈xi, yi〉 = 1 for all i, and
In =
m∑
i=1
λixi ⊗ yi and 0 =
m∑
i=1
λixi =
m∑
i=1
λiyi.
Gordon, Litvak, Meyer and Pajor [GLMP04] proved the following result, building on earlier
extensions ([GPT01, BR02]) of Fritz John’s classical theorem ([Joh49]).
Theorem 6.1 ([GLMP04, Theorem 3.8]). Let C1, C2 ⊆ Rn be convex bodies such that C1 is in a
maximum volume position inside C2. Then there exists z ∈ int(C1) such that C1 − z is in John’s
position inside C2 − z.
For our purposes, we will only need the following (much weaker) corollary.
Corollary 6.2. Let C1, C2 ⊆ Rn be convex bodies. Then there is an affine transformation
T : Rn → Rn such that T [C1] ⊆ C2 and ∂T [C1] ∩ ∂C2 contains an affine basis of Rn.
(Equivalently, there is a T such that T [C1] ⊆ C2 and the set of points where T [C1] and C2
touch is not contained in an affine hyperplane.)
Proof of Corollary 6.2. Let T : Rn → Rn be an affine transformation such that T [C1] is in a
maximum volume position inside C2. By Theorem 6.1, we may choose z ∈ int(T [C1]), m ∈ N,
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x1, . . . , xm ∈ ∂(T [C1]−z)∩∂(C2−z), y1, . . . , ym ∈ ∂(T [C1]−z)◦∩∂(C2−z)◦ and λ1, . . . , λm > 0
such that 〈xi, yi〉 = 1 for all i, and
In =
m∑
i=1
λixi ⊗ yi and 0 =
m∑
i=1
λixi =
m∑
i=1
λiyi. (∗)
After an appropriate rescaling of the λi, the second formula in (∗) shows that 0 ∈ aff(x1, . . . , xm), so
it follows that aff(x1, . . . , xm) = span(x1, . . . , xm). Moreover, it follows immediately from the first
formula in (∗) that span(x1, . . . , xm) = Rn, so we conclude that {x1, . . . , xm} contains an affine
basis, say x1, . . . , xn+1. Consequently, x1 + z, . . . , xn+1 + z is an affine basis in ∂T [C1]∩ ∂C2. 
Since every closed and proper convex cone has a compact base, the following homogenization
of Corollary 6.2 follows immediately.
Corollary 6.3. Let E and F be finite-dimensional real vector spaces with dim(E) = dim(F ),
and let E+ ⊆ E, F+ ⊆ F be closed, proper, and generating convex cones. Then there exists a
positive linear transformation T : E → F such that ∂T [E+] ∩ ∂F+ contains a (linear) basis of F .
Using the preceding results, we can prove the main theorem of this section.
Theorem 6.4. Let E, F be finite-dimensional real vector spaces, and let E+ ⊆ E, F+ ⊆ F be
closed, proper, and generating convex cones. If dim(E) ≥ dim(F ), and if E+ is strictly convex or
smooth, then one has E+ ⊗pi F+ = E+ ⊗ε F+ if and only if F+ is a simplex cone.
Proof. First assume that E+ ⊗pi F+ = E+ ⊗ε F+, with E+ strictly convex and dim(E) ≥ dim(F ).
Choose an interior point x0 ∈ E+ and a linear subspace G ⊆ E of dimension dim(F ) through
x0. Then G+ := G ∩ E+ is closed, proper, and generating, so by Corollary 6.3 we may choose a
positive linear isomorphism T : F ∗ → G such that ∂T [F ∗+] ∩ ∂G+ contains a basis {b1, . . . , bm}
of G. Note that every bi is also a boundary point of E+ (this a basic property of topological
boundaries), and therefore an extremal direction of E+ (since E+ is strictly convex). For all i,
write ai := T−1(bi) ∈ ∂F ∗+; then {a1, . . . , am} is a basis of F ∗.
If ι : G ↪→ E denotes the inclusion, then ι ◦ T : F ∗ → E is positive, so by assumption we may
write ι ◦ T = ∑ki=1 yi ⊗ xi with x1, . . . , xk ∈ E+ and y1, . . . , yk ∈ F+ (where the yi act as linear
functionals on F ∗). Since bi is extremal and
bi = T (ai) =
k∑
j=1
〈yj , ai〉xj ,
it follows that at least one of the xj is a positive multiple of bi, and 〈yj , ai〉 = 0 whenever xj is
not a positive multiple of bi. In particular, if xj is not a positive multiple of any one of the bi,
then 〈yj , ai〉 = 0 for all i, so yj = 0 (since {a1, . . . , am} is a basis of F ∗). Thus, after removing
the zero terms, every xj is a positive multiple of some bi, and so in particular belongs to T [F ∗+].
This shows that not only ι ◦ T , but also T is separable, and not only with respect to the cones F ∗+
and G+, but even with respect to the cones F ∗+ and T [F ∗+]. Since idF∗ = T−1 ◦ T , it follows from
the ideal property of separable operators that idF∗ is also separable. Hence, by Theorem 5.1, F ∗+
is a simplex cone. Since F+ is closed, it follows that F+ = F ∗∗+ is also a simplex cone.
Now assume that E+ ⊗pi F+ = E+ ⊗ε F+ with E+ smooth and dim(E) ≥ dim(F ). By duality
(cf. Corollary 4.11(b)), it follows that
E∗+ ⊗pi F ∗+ = (E+ ⊗ε F+)∗ = (E+ ⊗pi F+)∗ = E∗+ ⊗ε F ∗+.
Since E+ is smooth, the dual cone E∗+ is strictly convex, so it follows from the first part of the
proof that F ∗+ must be a simplex cone. Since F+ is closed, it follows that F+ = F ∗∗+ is also a
simplex cone. 
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7 Retracts
The question of whether or not E+ ⊗pi F+ and E+ ⊗ε F+ coincide can sometimes be reduced to
lower dimensional spaces by using retracts.
Let (F, F+) be a finite-dimensional preordered vector space. Then a subspace E ⊆ F is called
an order retract if there exists a positive projection F → E. More generally, another preordered
space (G,G+) is isomorphically an order retract if there exist positive linear maps T : G→ F
and S : F → G such that S ◦ T = idG. Note that in this case T is automatically bipositive (i.e. a
pullback) and S is automatically a pushforward, and ran(T ) ⊆ F is a retract of F which is order
isomorphic to G.
For simplicity, we shall omit the word order when talking about retracts, as there is minimal
chance of confusion with other types of retracts (e.g. from topology).
Although retracts do not appear to be a very common notion in the theory of ordered vector
spaces, some of the results from this section were discovered independently by Aubrun, Lami and
Palazuelos [ALP19].
Remark 7.1. Some basic properties of retracts:
(a) if E is a retract of (F, F+) and F+ is a proper cone, then E+ := E ∩ F+ is a proper cone
(after all, E+ is a subcone);
(b) if E is a retract of (F, F+) and F+ is generating, then E+ is generating in E (after all, there
exists a surjective positive operator F → E);
(c) if (E,E+) is isomorphically a retract of (F, F+), and if (F, F+) is isomorphically a retract
of (G,G+), then (E,E+) is isomorphically a retract of (G,G+).
(d) If (E,E+) is isomorphically a retract of (F.F+), then (E∗, E∗+) is isomorphically a retract of
(F ∗, F ∗+). After all, if T : E → F and S : F → E are positive linear maps with idE = S ◦ T ,
then S∗ : E∗ → F ∗ and T ∗ : F ∗ → E∗ are positive linear maps with
idE∗ = (idE)∗ = (S ◦ T )∗ = T ∗ ◦ S∗.
By Remark 7.1(b), if F+ ⊆ F is generating, then a retract E ⊆ F is uniquely determined by
its positive part E+ := E ∩ F+, so instead of saying that E is a retract of (F, F+) we will simply
say that E+ is a retract of F+.
Example 7.2. We present some examples of retracts.
(a) If E is finite-dimensional and E+ is a closed and proper convex cone, then every ray in E+
is a retract. Indeed, let x0 ∈ E+ \ {0} be arbitrary, and let ϕ0 ∈ E∗+ be a strictly positive
linear functional. Then 1ϕ0(x0) · ϕ0 ⊗ x0 defines a positive projection onto span(x0).
(b) If n ≤ m, then Rn≥0 is a retract of Rm≥0, for instance via the maps Rn → Rm and Rm → Rn
given respectively by padding with zeroes and projecting onto the first n coordinates.
Although (a) shows that these are not the only retracts, we will show in Corollary 7.6 that
every retract of a simplex cone is once again a simplex cone.
(c) In the same manner, if n ≤ m, then Sn+ is a retract of Sm+ , and Hn+ is a retract of Hm+ .
(d) If n ≤ m, then Ln is a retract of Lm via the maps T : Rn → Rm, S : Rm → Rn given by
T (x1, . . . , xn) = (x1, . . . , xn−1, 0, . . . , 0, xn);
S(y1, . . . , ym) = (y1, . . . , yn−1, ym).
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(e) Rn≥0 is a retract of Sn+ via the map T : Rn → Sn that maps x to the diagonal matrix whose
entries are specified by x, and the map S : Sn → Rn that maps A to the diagonal of A.
(f) Sn+ is a retract of Hn+, via the maps T : Sn → Hn, A 7→ A and S : Hn → Sn, A 7→ 12 (A+A).
(g) Hn+ is a retract of S2n+ , via the maps T : Hn → S2n and S : S2n → Hn given by
T (A+ iB) =
(
A −B
B A
)
, S
(
A1 A2
A3 A4
)
= 12(A1 +A4) +
i
2(A3 −A2). 4
A more advanced example occurs in polyhedral cones. If E+ is a proper and generating
polyhedral cone with extremal directions {x0, . . . , xk}, then a vertex figure at x0 is a subcone of
the form E+ ∩ ker(ϕ0), where ϕ0 ∈ E∗ is a linear form such that ϕ0(x0) < 0 and ϕ0(xi) > 0 for
all i > 0. Vertex figures are combinatorially dual to facets (e.g. [Brø83, Theorem 11.5]).
Proposition 7.3. Let E be finite-dimensional and let E+ ⊆ E be a proper and generating
polyhedral cone. Then every vertex figure and every facet of E+ is a retract.
Proof. Let x0, . . . , xk be the extremal directions of E+, and let ϕ0 ∈ E∗ be such that ϕ0(x0) = −1
and ϕ0(xi) > 0 for all i > 0. We show that the vertex figure E+ ∩ ker(ϕ0) is a retract.
Define Pϕ0 : E → E by y 7→ y + ϕ0(y)x0. We show that Pϕ0 is a positive projection onto
ker(ϕ0). For all y ∈ E we have
ϕ0(Pϕ0(y)) = ϕ0(y) + ϕ0(y)ϕ0(x0) = ϕ0(y)− ϕ0(y) = 0,
which shows that ran(Pϕ0) ⊆ ker(ϕ0). Furthermore, if y ∈ ker(ϕ0), then Pϕ0(y) = y + 0 = y, so
Pϕ0 is a projection onto ker(ϕ0). To prove positivity, it suffices to show that Pϕ0(xi) ∈ E+ for all
i. We distinguish two cases:
• For i = 0, we have Pϕ0(x0) = x0 + ϕ0(x0)x0 = x0 − x0 = 0 ∈ E+.
• For i > 0, we have ϕ0(xi) > 0, hence Pϕ0(xi) = xi + ϕ0(xi)x0 ∈ E+.
This shows that every vertex figure is a retract. Additionally, note that ker(Pϕ0) = span(x0); this
will be used in the second part of the proof.
Now let M ⊆ E+ be a facet. Then M corresponds with an extremal direction ψ0 ∈ E∗+ \ {0}
of the dual cone, in such a way that M⊥ = span(ψ0). Choose a vertex figure N ⊆ E∗+ at
ψ0. The preceding argument shows that there are positive linear maps T : span(N) ↪→ E∗
and S : E∗  span(N) such that idspan(N) = ST . Furthermore, the construction gives us the
additional property that ker(S) = span(ψ0). Dualizing the retract (cf. Remark 7.1(d)) shows
that span(N)∗ is isomorphically a retract of E, by means of the maps S∗ : span(N)∗ ↪→ E and
T ∗ : E  span(N)∗. Since ran(S∗) = ⊥ ker(S) = ⊥{ψ0} = span(M), this shows that M is a
retract of E+. 
Remark 7.4. In fact, retractions give a geometric duality between facets and vertex figures (in
addition to the well-known combinatorial duality). If M ⊆ E+ is a facet corresponding to the
extremal direction ψ0 ∈ E∗+ \ {0} of the dual cone, then one can show that:
• every vertex figure at ψ0 admits a unique positive projection (namely, the one from the
proof of Proposition 7.3);
• there is a bijective correspondence between vertex figures at ψ0 and positive projections
E → span(M) that map every element of E+ \M in the relative interior of M .
As we have no use for this, the proof is omitted.
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Retracts can be useful in the theory of ordered tensor products. For instance, in [Dob20] we
proved that the projective cone does not preserve subspaces, and the injective cone does not
preserve quotients, but retracts are sufficiently rigid to be preserved by both. (A similar role is
played by complemented subspaces in the theory of normed tensor products.) The following result
shows that retracts can also be useful for comparing the projective and injective cones.
Proposition 7.5. Let G and H be finite-dimensional real vector spaces, let G+ ⊆ G, H+ ⊆ H
be closed convex cones, and let E ⊆ G and F ⊆ H be retracts. If E+ ⊗pi F+ 6= E+ ⊗ε F+, then
G+ ⊗pi H+ 6= G+ ⊗ε H+.
Proof. We prove the contrapositive: assuming that G+ ⊗pi H+ = G+ ⊗ε H+, we prove that
E+ ⊗pi F+ = E+ ⊗ε F+. By Remark 7.1(d), we may identify E∗ with a retract of G∗. Choose
positive projections piE∗ : G∗  E∗ and piF : H  F .
Let T : E∗ → F be a positive linear map. Since every positive operator G∗ → H factors
through a simplex cone, we may choose positive operators S1 : G∗ → Rm and S2 : Rm → H
(where Rm carries the standard cone Rm≥0) so that the following diagram commutes:
G∗ Rm H
E∗ E∗ F F.
piE∗
S1 S2
piF
idE∗
T
T idF
Now T : E∗ → F factors through a simplex cone, so T ∈ E+ ⊗pi F+. 
Corollary 7.6. Every retract of a (finite-dimensional) simplex cone is a simplex cone.
Proof. Let F+ be simplex cone and let E+ be a retract of F+. By Theorem 5.1, we have
E∗+ ⊗pi F+ = E∗+ ⊗ε F+, so it follows from Proposition 7.5 that E∗+ ⊗pi E+ = E∗+ ⊗ε E+. Another
application of Theorem 5.1 shows that E+ is a simplex cone. 
Remark 7.7. In the supplementary material to [ALP19], the authors proved that, for n ≥ 4,
most n-dimensional convex cones do not have an (n− 1)-dimensional retract ([ALP19, Lemma
S14]). (More precisely, the set of (n− 1)-dimensional convex bodies whose homogenizations do
have an (n− 1)-dimensional retract is meagre with respect to the Hausdorff measure.) This shows
that having retracts is an exceptional property, and this furthermore shuts down the retract
approach towards proving that E+ ⊗pi F+ 6= E+ ⊗ε F+ for a large class of cones.
Combining Proposition 7.3 and Corollary 7.6, we get the following characterization of polyhe-
dral cones in terms of their retracts.
Corollary 7.8. Let E be finite-dimensional and let E+ ⊆ E be a proper and generating polyhedral
cone. Then E+ is a simplex cone if and only if every 3-dimensional retract of E+ is a simplex
cone.
Proof. If dim(E) ≤ 2, then E+ is automatically a simplex cone, and there are no 3-dimensional
retracts, so the statement is vacuously true.
Assume dim(E) ≥ 3. If E+ is a simplex cone, then every retract of E+ is a simplex cone, by
Corollary 7.6. Conversely, if E+ is not a simplex cone, then one of the following must be true
(use [Brø83, Theorem 12.19] and homogenization):
• dim(E+) = 3;
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• E+ has a facet that is not a simplex cone;
• E+ has a vertex figure that is not a simplex cone.
Since facets and vertex figures are retracts, it follows (by induction) that E+ has a 3-dimensional
retract that is not a simplex cone. 
8 Tensor products of standard cones; operator systems
In this section, we prove Theorem E on tensor products of standard cones. The proof uses retracts
(see §7) to reduce the problem to the three-dimensional case. The case where E+ and F+ are
polyhedral is postponed until Theorem 8.3; we first put the pieces together.
Standard cones
Theorem 8.1. Let G, H be finite-dimensional real vector spaces, and let G+ ⊆ G, H+ ⊆ H
be closed, proper, and generating convex cones. Assume that each of G+ and H+ is one of the
following (all combinations allowed):
(a) a polyhedral cone;
(b) a second-order cone Ln;
(c) a (real or complex) positive semidefinite cone Sn+ or Hn+.
Then one has G+ ⊗pi H+ = G+ ⊗ε H+ if and only if at least one of G+ and H+ is a simplex
cone.
Proof. Suppose that neither G+ nor H+ is a simplex cone. We claim that G+ (resp. H+) has a
three-dimensional retract E+ (resp. F+) which is isomorphic with one of the following:
• the three-dimensional Lorentz cone L3 (which is isomorphic to S2+);
• a proper and generating polyhedral cone P ⊆ R3 which is not a simplex cone.
To prove the claim, we distinguish three cases:
• If G+ is polyhedral, then this follows from Corollary 7.8.
• If G+ = Ln, then the assumption that G+ is not a simplex cone forces n ≥ 3. Hence it
follows from Example 7.2(d) that L3 is a retract of G+.
• If G+ = Sn+ or Hn+, then the assumption that G+ is not a simplex cone forces n ≥ 2, so it
follows from Example 7.2(c) and Example 7.2(f) that S2+ (∼= L3) is a retract of G+.
Next, we show that E+ ⊗pi F+ 6= E+ ⊗ε F+, again distinguishing three cases.
• If E+ = F+ = L3, then this follows from Corollary 5.3, since the Lorentz cone is self-dual.
• If E+ = L3 and F+ is polyhedral (or vice versa), then this follows from Theorem 6.4, since
L3 is strictly convex and dim(E) = dim(F ).
• The case where both E+ and F+ are polyhedral will be settled in Theorem 8.3 below.
Since E+ and F+ are retracts of G+ and H+ satisfying E+ ⊗pi F+ 6= E+ ⊗ε F+, it follows from
Proposition 7.5 that G+ ⊗pi H+ 6= G+ ⊗ε H+. 
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Operator systems
Some of our results can be reformulated in terms of operator systems. Let C ⊆ Rd be a closed,
proper, and generating convex cone, and let n ∈ N1 be a positive integer. Following notation
from [FNT17], we denote the projective and injective tensor products Hn+ ⊗pi C and Hn+ ⊗ε C by
Cminn and Cmaxn , respectively, and we write Cmin = {Cminn }∞n=1 and Cmax = {Cmaxn }∞n=1.
Corollary 8.2. Let C ⊆ Rd be a closed, proper, and generating convex cone. If d ≤ 4, or if C is
strictly convex, or smooth, or polyhedral, then the following are equivalent:
(i) C is a simplex cone;
(ii) the minimal and maximal operator systems Cmin and Cmax are equal;
(iii) there exists n ≥ 2 for which Cminn = Cmaxn ;
(iv) one has Cmin2 = Cmax2 .
Proof. (i) =⇒ (ii). This follows from Theorem 5.1.
(ii) =⇒ (iii). Trivial.
(iii) =⇒ (iv). If Hn+ ⊗pi C = Hn+ ⊗ε C for some n ≥ 2, then it follows from Proposition 7.5
that H2+ ⊗pi C = H2+ ⊗ε C, since H2+ is a retract of Hn+, by Example 7.2(c).
(iv) =⇒ (i). First we prove that H2+ is strictly convex. Indeed, the interior points of H2+ are
the positive definite matrices, so the boundary points are the singular 2× 2 positive semidefinite
matrices. Consequently, a non-zero boundary point of H2+ must be a rank one positive semidefinite
matrix, which is known to be extremal (it is a positive multiple of a rank one orthogonal projection).
Now suppose that C is of one of the forms described in the theorem, but not a simplex cone.
If d ≤ dim(H2) = 4, or if C is smooth or strictly convex, then it follows from Theorem 6.4
that H2+ ⊗pi C 6= H2+ ⊗ε C. If C is polyhedral (but not a simplex cone), then it follows from
Theorem 8.1 that H2+ ⊗pi C 6= H2+ ⊗ε C. Either way, we have Cmin2 6= Cmax2 . 
Tensor products of 3-dimensional polyhedral cones
All that remains is to prove that the projective and injective tensor products of two 3-dimensional
polyhedral cones are different, unless one of the two is a simplex cone. For this we use a
combinatorial argument, based on the results of the previous paper [Dob20].
The proof essentially boils down to finding a combinatorial obstruction. If E+ ⊗pi F+ =
E+ ⊗ε F+, then (E+ ⊗pi F+)∗ = E∗+ ⊗pi F ∗+, which gives us enough information to determine the
face lattice of E+ ⊗pi F+. If both E+ and F+ have at least 4 extremal rays, then it turns out that
the lattice thus obtained is not graded (in other words, it contains maximal chains of different
lengths), which contradicts a well-known property of polyhedral cones.
(Note: the previous paragraph serves to outline the high-level ideas behind the proof. The
proof below uses slightly different terminology and does not proceed by contradiction.)
Theorem 8.3. Let E+, F+ ⊆ R3 be proper and generating polyhedral cones. Then E+ ⊗pi F+ =
E+ ⊗ε F+ if and only if at least one of E+ and F+ is a simplex cone.
Proof. A proper and generating polyhedral cone in R3 is the homogenization of a polygon. Let
v1, . . . , vm ∈ R3 be (representatives of) the extremal directions of E+ in such a way that the
neighbours of vi are vi−1 and vi+1 (modulo m). In the same way, let w1, . . . , wn ∈ F+ be the
extremal directions of F+ (in cyclic order). Furthermore, let ϕ1, . . . , ϕm ∈ E∗+ and ψ1, . . . , ψn ∈ F ∗+
be the extremal directions of E∗+ and F ∗+, in such a way that ϕi (resp. ψj) represents the facet of
E+ (resp. F+) that contains vi and vi+1 (resp. wj and wj+1).
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If E+ or F+ is a simplex cone, then E+ ⊗pi F+ = E+ ⊗ε F+ by Theorem 5.1. So assume that
neither E+ nor F+ is a simplex cone, i.e. m,n ≥ 4. We show by a combinatorial argument that
(E+ ⊗pi F+)∗ must be larger than E∗+ ⊗pi F ∗+ = (E+ ⊗ε F+)∗.
By [Dob20, Theorem 3.20], the extremal directions of the projective cone E+ ⊗pi F+ are
given by {vi ⊗ wj : i ∈ [m], j ∈ [n]}, and the extremal directions of E∗+ ⊗pi F ∗+ are given by
{ϕi ⊗ ψj : i ∈ [m], j ∈ [n]}. Furthermore, by [Dob20, Corollary 5.4(b)], the extremal directions
of E∗+ ⊗pi F ∗+ are also extremal for the (larger) cone (E+ ⊗pi F+)∗ = E∗+ ⊗ε F ∗+. To complete the
proof, we show that this larger cone must have extremal directions which are not of the form
ϕi ⊗ ψj . (By [Dob20, Corollary 5.4(b)], these must have rank ≥ 2.) Equivalently, the projective
cone E+ ⊗pi F+ must have facets which cannot be written as the tensor product of a facet in E+
and a facet in F+.
Given k ∈ [m] and ` ∈ [n], let Fk,` denote the facet of E+ ⊗pi F+ corresponding to the
extremal direction ϕk ⊗ ψ` ∈ (E+ ⊗pi F+)∗ = E∗+ ⊗ε F ∗+. The extremal directions in Fk,` are
those vi ⊗ wj with i ∈ {k, k + 1} or j ∈ {`, ` + 1}, for one has vi ⊗ wj ∈ Fk,` if and only if
0 = 〈vi ⊗ wj , ϕk ⊗ ψ`〉 = 〈vi, ϕk〉〈wj , ψ`〉. In particular, Fk,` contains 2m+ 2n− 4 extremal rays.
We proceed to consider a specific intersection of the Fk,`, namely
C := F1,1 ∩ F1,2 ∩ F3,3 ∩ F3,4.
Clearly C is a face of E+ ⊗pi F+. We claim that C contains only 4 extremal rays. To that end, note
that F1,1 ∩ F3,3 contains exactly 8 extremal rays, namely vi ⊗ wj with (i, j) ∈ ({1, 2} × {3, 4}) ∪
({3, 4} × {1, 2}). This is illustrated in the figure below (with m = 6 and n = 8).
m
n
F1,1 F3,3 F1,1 ∩ F3,3
∩ =
Similarly, F1,2 ∩ F3,4 has the same pattern, but shifted one step in the second coordinate, so we
see that the intersection of F1,1 ∩ F3,3 and F1,2 ∩ F3,4 contains 4 extremal rays:
m
n
F1,1 ∩ F3,3 F1,2 ∩ F3,4 C
∩ =
(We have to be aware of a subtlety here: if n = 4, then the pattern of F1,2 ∩ F3,4 is “wrapped
around” from right to left, but this does not affect the conclusion.)
Since C contains 4 extremal rays, we have dim(C) ≤ 4. However, note that the only Fk,`
containing C are the four facets defining C. Since we know from classical polyhedral geometry
that C must be contained in at least 9 − dim(C) ≥ 5 facets, this shows that E+ ⊗pi F+ has
facets which are not of the form Fk,`. Equivalently, the dual cone (E+ ⊗pi F+)∗ = E∗+ ⊗ε F ∗+ has
extremal directions which are not of the form ϕi ⊗ ψj , so we have E∗+ ⊗ε F ∗+ 6= E∗+ ⊗pi F ∗+. By
duality, it follows that E+ ⊗pi F+ 6= E+ ⊗ε F+. 
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9 Closing remarks
As mentioned before, Aubrun, Lami, Palazuelos and Pla´vala [ALPP19] independently proved the
following even stronger result.
Theorem 9.1 ([ALPP19, Theorem A]). Let E, F be finite-dimensional real vector spaces, and
let E+ ⊆ E, F+ ⊆ F be closed, proper, and generating convex cones. Then one has E+ ⊗pi F+ =
E+ ⊗ε F+ if and only if at least one of E+ and F+ is a simplex cone.
The following example shows that this is no longer true if we omit the requirement that E+
or F+ is proper or generating.
Example 9.2. Let F+ ⊆ F be a “partial simplex cone”; that is, a cone generated by m < dim(F )
linearly independent vectors x1, . . . , xm ∈ F . Furthermore, let E be another finite-dimensional
space, and let E+ ⊆ E be an arbitrary closed, proper, and generating cone.
Since E+ is generating, every positive linear map T : E → F has its range contained in
span(F+). Since span(F+) is ordered by a simplex cone, this shows that every positive linear map
E → F is simplex-factorable, hence E∗+ ⊗pi F+ = E∗+ ⊗ε F+. 4
Note: in the preceding example, E∗+ and F+ are closed and proper (and E∗+ is generating),
so the requirement that F+ is generating cannot be omitted from Theorem 9.1. Furthermore,
by duality, we also have E+ ⊗pi F ∗+ = E+ ⊗ε F ∗+, which shows that the requirement that F+ is
proper cannot be omitted either.
In a sense, a partial simplex cone (or its dual) is almost a simplex cone. In fact, we can extend
Theorem 9.1 to show that all examples must be of this form. If E+ is a closed convex cone,
then we define the proper reduction prop(E+) of E+ as the positive cone of span(E+)/ lin(E+).
Equivalently, choose subspaces E1, E2, E3 ⊆ E such that E1 = lin(E+), E1 ⊕ E2 = span(E+),
and E1⊕E2⊕E3 = E; then the proper reduction of E+ is the positive cone (E2)+ := E2 ∩E+ of
E2, viewed as a closed, proper, and generating cone in E2. It is readily verified that the projection
E → E2, (e1, e2, e3) 7→ e2 is positive (every projection onto span(E+) is positive, and adding or
subtracting elements of the lineality space does not affect positivity), so prop(E+) is a retract of
E+. Therefore Theorem 9.1 has the following extension.
Corollary 9.3. Let E, F be finite-dimensional real vector spaces, and let E+ ⊆ E, F+ ⊆ F be
closed convex cones. If E+ ⊗pi F+ = E+ ⊗ε F+, then at least one of prop(E+) and prop(F+) is a
simplex cone.
Proof. Since prop(E+) and prop(F+) are retracts of E+ and F+, it follows from Proposition 7.5
that prop(E+)⊗pi prop(F+) = prop(E+)⊗ε prop(F+). But prop(E+) and prop(F+) are closed,
proper, and generating, so it follows from Theorem 9.1 that at least one of prop(E+) and prop(F+)
must be a simplex cone. 
The converse is not true; it can happen that prop(E+) and prop(F+) are simplex cones but
E+ ⊗pi F+ 6= E+ ⊗ε F+. This is because prop(E+)⊗pi prop(F+) = prop(E+)⊗ε prop(F+) does
not necessarily imply E+ ⊗pi F+ = E+ ⊗ε F+; the implication of Proposition 7.5 only runs in the
other direction. As an extreme example, consider the case where E+ = {0} and F+ = F ; then
one has E+ ⊗pi F+ = {0} but E+ ⊗ε F+ = E ⊗ F .
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