A Computational and Experimental Investigation of the Human Thermal Plume
Introduction
The human body is continually exchanging energy with its environment. As a result of the thermoregulatory process, the body core temperature remains relatively constant at 37°C ͑98.6°͒ ͓1͔. From conservation of energy, in order to maintain this body core temperature the rate of metabolic heat production must be balanced by the net rate of heat loss to the surroundings ͓2͔. In general, the human body rejects heat to the environment by a combination of radiation, convection, evaporation, and respiration. More specifically, Murakami et al. ͓3͔ suggest that these mechanisms account for 38.1%, 29.0%, 24.2%, and 8.7%, of the total heat loss, respectively.
Radiation and convection both depend on the temperature difference between the body's surface and its surroundings. For convection the temperature of the surrounding air is important, while for radiation it is the temperature and placement of surrounding solid surfaces that matters. Evaporative heat loss depends on the temperature of the body surface, the relative humidity of the ambient air, and salt in the perspiration. In a quiescent ambient environment the combined effect of these heat transfer mechanisms is to bring the body surface to a steady-state temperature somewhat below that of the body core. At moderate room temperatures and with ordinary levels of activity, the average person can generate up to 100 Watts of thermal energy ͓4,5͔.
Given this elevated body surface temperature, a temperature gradient forms in the surrounding air that drives buoyant convection, and a thermal free-convection boundary layer develops about the human body. Initially this boundary layer, which begins at the feet, is laminar. However, as the flow proceeds up the legs, transition occurs and the upper body becomes enveloped in turbulent flow. At the shoulders and atop the head, the boundary layer separates and regions of recirculation form. This phenomenon has been observed in experiments using schlieren photography, Refs. ͓5,6͔ and Figs. 1 and 2, which detects temperature gradients in air by way of the associated gradients of refractive index. Finally, the separated flow above the shoulders mixes with the buoyancydriven flow from the head and rises above the body to form what is known as the human thermal plume.
Knowledge of the behavior and underlying physics of the human thermal plume is essential to indoor air quality control for thermal comfort, the study of contaminant transport from the human body, and the understanding of the entrainment of respirable particles into the human breathing zone. The design of effective heating, ventilation, and air conditioning ͑HVAC͒ systems for climate control and fresh air delivery also hinges on the flow rate of the human thermal plume. One experimental study ͓7͔ showed that typical HVAC systems only evacuate approximately 1 / 8th of the estimated 40 liters/s flow rate produced by the human plume, thus resulting in a stale indoor environment. Indeed, ASHRAE Standard 62.1-2004 mandates a ventilation rate of only 7.5 liters/s per person for acceptable indoor air quality. Not only bioeffluents from the skin, but also expired air is entrained into the plume. These bioeffluents are usually mixed with the surrounding room air rather than being removed, which can result in the spread of disease.
Exfoliated human skin is the most prevalent particulate in the human thermal boundary layer and plume. On average, a complete layer of skin is shed every 1 to 2 days ͓9͔, releasing a million skin scales/min with a 14 m average diameter and a size range from sub-m to 50 m. Most inhaled air comes from the human boundary layer that contains these particles, from which 6000 to 50,000 particles/liter of air enter the human nose. Most clothing is permeable to this particle stream. As a consequence of this prolific human particle generation and subsequent plume transport, ordinary house dust consists of 70-90% human skin flakes, often covered with microorganisms. Such particulate contamination from people has been a problem in microelectronics manufacturing for many years.
Recently the human thermal plume has been recognized as a potential whole-body chemical trace sampling system ͓4,10͔. If the plume is collected and sampled, its contaminant burden may be analyzed for various purposes including medical diagnosis and substance detection. Utilizing this concept, an explosive trace detection "portal" has been implemented for aviation security screening ͓11͔.
Thus for many reasons a complete understanding of the detailed fluid dynamics of the human thermal plume is useful. In principle, experiments involving live human subjects provide the most accurate results, though heated mannequins have been used in some previous studies ͑e.g., ͓3,7,12͔͒. However, in practice, experimental measurements of the human thermal plume are difficult to obtain and are limited in detail. Here, computational fluid dynamics ͑CFD͒ is used as a supplement to optical flow measurements in order to provide a more complete description of the plume.
Objectives
The main objective of the present work is to characterize the human thermal plume in a typical quiescent thermally stratified room environment using a CFD simulation and experimental velocity measurements obtained by particle image velocimetry ͑PIV͒. The effects of room thermal stratification on the plume are also explored via comparison with a second CFD simulation of the plume in a uniform environment.
Computational Methodology
Assumptions. The present CFD simulation assumes a human being of average height ͓13͔ standing in a large quiescent room. The specific dimensions of the CFD model, shown in Fig. 3 , were chosen so as to coincide with those of our human volunteer. For simplification, though, arms and legs are omitted from the model. Thus, we assume the secondary features of the human form are irrelevant to the formation of the human thermal plume. Consequently, the CFD model represents a standing human with arms held close to the torso.
Since the primary objective is the analysis of convective heat transfer from the human body, radiation, evaporation, and respiration are not directly modeled. However, the combined effect of these mechanisms of heat transfer is implicit in the specification of a constant model surface temperature boundary condition, based on experimental data.
Clothing was likewise not directly modeled. However, the net effect of clothing in reducing the outermost surface temperature of a clothed human is also implicit in the specified model surface temperature. In general clothing has an insulating effect, so that the outer surface of the garments forms the true boundary condition of the human body for convective heat transfer ͓1,2͔. Physically, the small air gap between the skin and the clothing resists heat transfer. Thus, in modeling the human thermal plume, our constant CFD-model surface temperature is set equal to the experimentally obtained average external clothing temperature of our human subject, who wore overalls having a clothing insulation value of approximately 0.30 clo ͓2͔.
The human boundary layer and thermal plume are here considered fully turbulent for simplicity. In general, the stability of a free-convection boundary layer depends on the ratio of the buoyancy to viscous forces ͑i.e., Rayleigh number, Ra ͓14͔͒. Experiments show that transition on heated vertical surfaces occurs at RaϷ 10 9 . Considering the free-convection boundary layer over a human body at a surface temperature of 26.6°C with ambient air at 21.3°C, this corresponds to a height of about 1.2 m above the floor. Since our CFD model height is 1.73 m, the boundary layer Transactions of the ASME above about chest level and the entire thermal plume are considered turbulent. Since the current work is primarily focused on the plume rather than the boundary layer, the additional difficulty of computationally simulating transition on the body is not presently warranted.
Turbulence Model. A two-equation k-turbulence model was chosen for closure of the Reynolds-averaged Navier-Stokes equations because of its proven reliability in modeling free shear flows ͓15͔. In particular, the renormalization group ͑RNG͒ k-model has been shown superior to the standard k-model in predicting room airflows ͓16͔, making it the presently preferred choice. This was confirmed in preliminary calculations using the standard and RNG k-models and a k-turbulence model. Thermal Stratification. In modeling the human thermal plume in a standard room environment, the effect of any thermal stratification must be included. Temperature measurements were made in the stably stratified room where our human-subject PIV measurements were taken, under identical experimental conditions. The vertical temperature distribution is approximately linear, as shown in Fig. 4 .
Quantitatively, the stratification amplitude may be characterized by S, the nondimensional stratification parameter, which appears in the nondimensional form of the energy equation. Following a standard definition ͑e.g., ͓17-19͔͒:
where H is the height of our subject/model, T S corresponds to the average external surface temperature of our subject/model, T ϱ,H/2 is the air temperature at H / 2, and dT ϱ / dh is the ambient temperature gradient, which is constant if the room is linearly stratified.
In the present study S = 0.24. Comparing this to the maximum acceptable stratification level suggested by ASHRAE ͓2͔, the present stratification is at a moderately low level. Assuming linear stratification, an ambient temperature gradient of no more than 4.4°C / m is recommended for 80% acceptability ͓2͔. For the appropriate H and T s of our subject, a room having a 4.4°C/m temperature gradient corresponds to a stratification parameter of S = 1.35. A parametric study of the influence of 0 ഛ S ഛ 1.35 on the human plume would be interesting, but is outside the present scope.
Boundary Conditions. The various boundary conditions specified in the computational domain are shown in Fig. 5 . Due to the complexity of this problem, matching the temperature stratification profile of Fig. 4 requires a closed-domain approach: The computational domain is a "sealed" room with a heat sink in the sidewall to exactly compensate for the plume convection at steadystate. Alternatively, the simpler case of a uniform room temperature distribution-simulated for comparison purposesworked best with an open domain approach. The corresponding boundary conditions for this case are illustrated in Fig. 6 .
The large thermally stratified "room" in which the CFD-model human was placed consisted of an impermeable floor, ceiling, and side walls. The ceiling height was set to 3.25 m, corresponding to that in the experiment. Thus, the influence of the ceiling height on the human thermal plume ͑as opposed to the case of a free-air plume͒ was captured in the present simulation. Also the lateral radius of the CFD domain was specified to be 5 m; large enough to avoid significant sidewall effects on the human thermal plume. This is confirmed in our CFD results by a nearly-quiescent ambient room environment, where velocities are on the order of 0.01 m / s ͑more than an order of magnitude less than velocities in the plume͒.
To reduce the required CPU time, symmetry boundary conditions were used in both the coronal ͑shoulder-to-shoulder͒ and sagittal ͑front-to-back͒ planes. Symmetry in the sagittal plane is justified by the simplified CFD model of the human form shown in Fig. 3 ͑no facial features͒.
The constant surface temperature boundary condition of the CFD human model, 26.6°C, is the average of 40 measurements made at various locations on the external clothing surface of our human volunteer under experimental conditions. ͑The actual average skin temperature, also based on an average of 40 measurements at the same locations, is 31.8°C.͒
In the case of the stratified room environment, the temperature of the floor and ceiling were specified to correspond to those measured experimentally ͑20°and 22.5°, respectively͒. However, the thermal boundary condition at the sidewall is more involved. To obtain a steady-state solution, the side wall was used as a heat sink, where the corresponding heat flux was varied iteratively until it matched that generated by the human model ͑35.32 W͒. This resulted in a stably-stratified CFD room environment with a temperature profile closely matching that of Fig. 4 .
To compute the plume in a uniform-temperature environment, though, the floor, ceiling, and side walls are all assumed adiabatic ͑Fig. 6͒. A pressure-inlet boundary condition is applied near the floor, with p = 1 atm and T = 21.3°C ͑the average temperature in the stably-stratified experimental room͒. A corresponding pressure outlet near the ceiling is subject to the outflow boundary condition: p = 1 atm. The turbulence model requires turbulent inlet boundary conditions to be specified at a pressure inlet, even though in reality the air is laminar and nearly stagnant there. Thus, values for turbulent kinetic energy, k, and turbulent dissipation rate, , were set so as to obtain very low levels of incoming turbulence.
In both stratified and uniform-environment simulations the Boussinesq approximation was used, where all fluid properties are assumed constant and are evaluated at an appropriate reference temperature, except for density in the buoyancy term of the governing equations ͓14͔. A reference temperature of 21.3°C is used in both cases.
Grid Generation. Even with the discussed simplification, the geometry of the shoulders and head of the CFD human model required an unstructured tetrahedral meshing scheme. The grid was adapted such that its density was greatest near the model, where proper resolution of the boundary layer is desired, while a comparatively course grid was used in the far field. The near-wall mesh on the human model was adapted so as to resolve the entire free-convection boundary layer. No wall functions were used. Simulation Summary. The present simulations were performed on a single Pentium IV, 3.5 GHz processor. A secondorder-accurate finite-volume method was used to solve the governing equations ͓20͔. A grid-dependency study was performed, and upon substantial refinement of the grid the solution was shown to be grid-independent. After refining the grid from nearly 700,000 tetrahedra to almost 1 million tetrahedra, negligible changes in the centerline velocity distribution, velocity profiles, and plume flow rates were observed. In the refined case the average y + value at cells neighboring the surface of the human model was 2.5. Thus, adequate boundary-layer resolution is presumed in this study.
Experimental Methodology
A human male volunteer, standing 1.73 m ͑5Ј8Љ͒ tall and weighing 79.4 kgf ͑175 lb͒, was our experimental subject. He wore cotton-polyester-blend overalls, with a clothing insulation value of approximately 0.30 clo ͓2͔, during all experiments.
Properly seeding the thermal plume of this human subject with particles for PIV measurement was a challenge. As shown in Fig.  7 , the subject stood in a rectangular box of dimensions 1.00 ϫ 0.81ϫ 0.51 m. Vents at the bottom allowed the entry of make-up air. The subject was centered in an elliptical hole in the top surface of the box. To ensure the uninhibited motion of the free-convection boundary layer over the subject, a gap of approximately 150 mm separated the subject from the edges of this elliptical hole.
Theatrical fog, consisting of particles of approximately 5 m in diameter, was injected into the box. Since the experimental fieldof-view includes only the head and shoulders of the subject, this box served as a plenum or "stilling chamber" from which the human boundary layer entrained particle-laden air.
A 1 mm thick vertical laser light sheet from a 200 mJ doublepulse Nd: Yag laser illuminated the seeded boundary layer and thermal plume of the human subject in first the coronal and later the sagittal plane. A CCD digital camera ͓21͔ was used to capture some 300 image pairs per ensemble of the seeded flowfield.
In preliminary experiments without a human subject, the theatrical fog particles were seen to be essentially neutrally buoyant in the surrounding air. Measured drift velocities in these experiments were random and more than an order of magnitude slower than the measured velocities within the human thermal plume. We thus assume thermal equilibrium and negligible particle settling speed under present experimental conditions. Due to the large required PIV field-of-view, the magnification was such that individual fog particles could not be resolved. However, small particle-laden turbulent eddies in the plume serve the role of PIV "particles" and are correlated by the PIV software to yield a measurement of the eddy convective-velocity field in the flow. From an uncertainty analysis, the overall error in these measurements was approximately ±0.01 m / s. Figure 8 shows sample images of the experimental flowfield in both the coronal and sagittal planes, taken directly from the PIV data. As a consequence of this PIV technique, turbulent quantities could not be measured experimentally. Thus, no comparison with the modeled turbulence of the CFD simulation can be made.
Results and Discussion
Velocity Contours. The qualitative features of the freeconvection boundary layer and thermal plume of both the experimental subject and the CFD model are the same as those revealed in Figs. 1 and 2. Figures 9 and 10 show PIV and CFD contours, respectively, of velocity magnitude in the coronal plane. Just above the shoulders and head, regions of low velocity due to flow separation are apparent. Upon separation from the shoulders, the former boundary layer mixes with the buoyancy-driven flow from the head to form the human thermal plume. In these figures the outer edge of the plume is arbitrarily defined by a value of 10% of the maximum plume centerline velocity.
Higher velocities are seen near the shoulder and head in the CFD results, Fig. 10 , compared to the experimental data, Fig. 9 . This is explainable by the differences in the shape of the head and shoulders of the actual human subject and those of the simulation. In particular, the sharp corners of the shoulders and head of the CFD model cause regions of local acceleration that are not seen in the experimental results. However, these lesser features have a negligible impact on the development of the overall human thermal plume well above head height, thus confirming our initial assumption that the appendages and other lesser features of the Transactions of the ASME human form are of secondary importance. Some discrepancy in the apparent spreading rate of the human thermal plume is also seen in Figs. 9 and 10. An exact comparison is complicated by the irregularity or raggedness of the plume's outer boundary in the PIV results. This, in turn, arises from the inherent unsteadiness of the plume edge due to passing turbulent eddies. Considering the characteristic length and time scales of this flow, eddy motion is quite slow. Thus, ideally, more than 300 image pairs at five pairs per second would be required to yield a smooth plume edge. This was not possible here, but a reasonable comparison with CFD occurs nonetheless.
Lastly, comparing Figs. 8 and 9 with Figs. 3 and 10, CFD appears to predict a smaller region of separated flow above the shoulder of the model, compared to PIV data. This may be attributed to the k-turbulence model used in this simulation, which has been shown to underpredict the extent of separation ͓15͔. However, this discrepancy is tolerated given the model's superior performance in free shear flows, such as the plume. Although separated flow also exists above the head, a similar discrepancy is not observed here; the amount of separation is slight in both CFD and PIV results.
The sagittal plane is shown in Figs. 11 and 12 , showing contours of velocity magnitude from PIV and CFD, respectively. The comparison is quite good despite obvious differences in body geometry. As in the coronal-plane case, higher velocities occur near the head and chest in the CFD model, compared to the experimental results. A similar explanation applies here as well. Further, the boundary layer over the CFD model in Fig. 12 is significantly thicker than that shown in the experimental results. This is explained by the initial assumption of turbulence and no attempt to model transition in our computation. Thus, an initially turbulent boundary layer forms at the base of the CFD model, while in the experiment transition is delayed until farther downstream. Lastly, notice how the respiration of our human volunteer caused disruption of the boundary layer about the face. This was shown in the schlieren photograph of Fig. 2 and is evident from the velocity contours in Fig. 11 . Centerline Velocity. In further investigating the plume dynamics, the behavior of the centerline velocity is now considered. Figure 13 compares experimental and CFD results of velocity magnitude along the plume centerline as a function of height from the floor. Centerline velocities obtained from PIV measurements in the coronal and sagittal planes are both shown. Note that the plume centerline begins at 1.73 m, the height of our experimental subject and of the CFD model.
Initial velocities in the rising plume are small. However, due to buoyancy, the flow accelerates upward. Upon reaching a maximum velocity, the plume then decelerates due to a reduction in buoyancy as it mixes with the surrounding air and approaches the ceiling. From PIV, the comparison of coronal and sagittal plane measurements of centerline velocity is quite good. In both cases a maximum centerline velocity of 0.24 m / s occurs at a height of 2.16 m from the floor ͑0.43 m above the head of the subject͒. From CFD, a maximum velocity of 0.20 m / s occurs at a height of 2.12 m. Thus, the CFD somewhat underpredicts the measurement in this case. However, these values are nonetheless consistent with those of Murakami et al. ͓3͔ in a CFD simulation of the human thermal plume in a nonlinearly stratified room, who report a maximum velocity of 0.23 m / s. Velocity Profiles. Velocity profiles were extracted from the PIV and CFD results at a height of 2.13 m, the approximate location of the maximum plume centerline velocity, in both the coronal and sagittal planes. The comparison is shown in Fig. 14 . Here velocity and distance have been normalized by the centerline velocity and the half-shoulder-width of our human volunteer ͑0.29 m͒, respectively.
Profiles in the sagittal plane for CFD and PIV compare quite well. Both velocity profiles exhibit the Gaussian profile shape typical of turbulent jets and plumes. In the coronal plane, however, the comparison is not as strong. This is explainable by the deficiency of the k-turbulence model in predicting separation. The impact of a larger separated flow region above the shoulder on the downstream velocity profile is apparent in the PIV results, whereas the separation was less extensive in the CFD results and this effect is not observed. Further, the general shape of both profiles is quite broad in extent. Neither profile appears Gaussian. But, as noted by Turner ͓22͔, immediately above an extended heat source the velocity profiles are not expected to exhibit a selfsimilar Gaussian profile shape. A downstream distance of multiple source diameters is required before the effect of the extended source is "forgotten" and the plume profiles approach a selfsimilar shape.
Plume Flow Rate. To fully characterize the human thermal plume in a linearly stratified room environment, the volumetric flow rates above the computational model and the experimental subject were extracted. Flow rate was calculated at discrete heights ranging from 1.93 to 2.43 m, in increments of 0.1 m, by integrating the velocity data over the plume cross-sectional area. This was done internally within the CFD code. However, the PIV data were only taken in two mutually orthogonal planes, so obtaining the experimental flow rate was not so simple.
PIV velocity contours were plotted in horizontal planes at each of the prescribed heights, assuming an elliptical contour shape. A subsequent numerical integration of the data yielded the approximate volumetric flow rate in the experiment. Figure 15 shows an example of the contours at a height of 2.13 m, the approximate location of the maximum centerline velocity.
The resulting volumetric flow rate of the experimental and computed human thermal plume versus height is shown in Fig. 16 . The plume growth is seen to be approximately linear with respect to height. A maximum discrepancy of 22% occurs at the maximum height where the comparison was made, 2.45 m. A majority of this discrepancy may be attributed to the difficulty of determining the experimental flow rate from velocity data in only two planes. Additionally, in the foregoing comparisons of velocity magnitude, CFD was shown to slightly underpredict experimental plume velocities. Thus flow rate, which is an integration of the velocity profiles, will naturally amplify this discrepancy. Nonetheless, in a linearly stratified room environment with S = 0.24, plume flow rates above a human are found to be in the 20-35 L / s range, depending on the height from the floor.
Effect of Thermal Stratification. The effect of thermal stratification on the human thermal plume is examined by comparing the stratified CFD results having S = 0.24, discussed above, with those obtained from a CFD simulation of the plume in a room with a uniform air temperature of 21.25°͑the average air temperature within the stratified room͒. The prescribed boundary conditions were shown in Fig. 6 . At approximately neck height on the model human in the stratified room, the local temperature difference between body and air is equivalent to that imposed on the entire body in the uniformtemperature case. Above the neck, the temperature difference, and thus the buoyancy force, decreases in the upward direction. Thus, in the stratified room, even prior to the formation of the plume there is some reduction in buoyancy compared to the uniform case. Consequently we expect velocities and flow rates in the plume in a stratified environment to be smaller than those in the uniform environment. Figure 17 , a comparison of the plume centerline velocity for the two cases, shows that this is indeed the case.
As shown, the maximum centerline velocity of the plume in a uniform environment is 0.3 m / s, while that in the stratified room is only 0.2 m / s. The location of maximum velocity also differs notably between the two cases: 2.70 m in uniform versus 2.12 m in stratified environment. Thus the reduction in plume buoyancy due to stratification, even for moderately low levels of stratification, is substantial. Note also that the centerline velocity must vanish at the ceiling height of 3.25 m.
There is a similar effect of stratification on volumetric flow rate. The flow rate of the human thermal plume in the present uniform environment is in the 70-80 L / s range, compared to only 20-30 L / s with stratification. This effect accounts for some of the considerable scatter in plume flow rates reported in previous studies, none of which address stratification.
Conclusions
Experimental velocity measurements were made using particle image velocimetry ͑PIV͒ and a computational fluid dynamics ͑CFD͒ simulation was performed of the human thermal plume in a standard room environment with moderate thermal stratification. The effects of thermal stratification on the plume were explored via comparison with the results of a CFD simulation in a uniform environment.
Both qualitatively and quantitatively, the PIV data and schlieren images of the free-convection boundary layer and thermal plume of a human subject agreed generally well with the computational simulation of flow about a simplified model of a person. Buoyancy accelerates the plume upward, but mixing and the presence of a ceiling eventually slow it down. PIV and CFD yielded maximum plume centerline velocities of 0.24 and 0.20 m / s, respectively, both of which occurred at a height of approximately 2.15 m above the floor, or 0.42 m above head height.
Velocity profiles were extracted from the PIV and CFD plume results at a height of 2.13 m, near the location of maximum centerline velocity, in both the coronal and sagittal planes of the human body. These results also compare well except in the coronal plane due to a slight discrepancy in the extent of upstream separation predicted above the shoulder of our CFD model, compared to the experimental measurements.
The volume flux of air in the human thermal plume in a stratified room environment is important in various disciplines. Here it was determined at several heights above the human volunteer and from the computational simulation. An approximately linear growth of plume flow rate with height was observed.
Finally, the effect of thermal stratification was considered by comparing the stratified plume results with those of a CFD simulation in a uniform-temperature environment. This reveals a significant reduction in plume buoyancy due to stratification, which dramatically affects both the magnitude and distribution of plume centerline velocity. Likewise a 3:1 reduction in plume volume flux resulted from room stratification under present conditions. In summary, we have shown that the human thermal plume can be adequately modeled using current CFD methods, given sufficient experimental data for comparison. This study has highlighted the strong effect of low-to-moderate levels of thermal room stratification, which might have otherwise been overlooked. Higher levels of stratification are expected to have an even greater impact on plume behavior. It is clear that a person standing in a room is not thermally isolated, but rather the characteristics of the entire room must be considered. 
