Abstract We propose a novel cost-sensitive multi-label classification algorithm called cost-sensitive random pair encoding (CSRPE). CSRPE reduces the costsensitive multi-label classification problem to many cost-sensitive binary classification problems through the label powerset approach followed by the classic oneversus-one decomposition. While such a naïve reduction results in exponentiallymany classifiers, we resolve the training challenge of building the many classifiers by random sampling, and the prediction challenge of voting from the many classifiers by nearest-neighbor decoding through casting the one-versus-one decomposition as a special case of error-correcting code. Extensive experimental results demonstrate that CSRPE achieves stable convergence and reaches better performance than other ensemble-learning and error-correcting-coding algorithms for multi-label classification. The results also justify that CSRPE is competitive with state-of-the-art cost-sensitive multi-label classification algorithms for cost-sensitive multi-label classification.
Introduction
The multi-label classification problem aims to automatically map any instance to a relevant subset of labels. The problem matches the need of many real-world applications, including tagging web pages with a list of keywords (Katakis et al, 2008) , classifying songs with a subset of emotions (Trohidis et al, 2008) , and associating genes with some functional classes (Elisseeff and Weston, 2001) . Different applications generally require evaluating the performance of multi-label classification algorithms with different criteria, such as the Hamming loss, the 0/1 loss and the F1 score (Tsoumakas et al, 2010) .
Most of the current multi-label classification algorithms are designed based on optimizing few or even none of the evaluation criteria. For instance, Binary Relevance (BR; Tsoumakas and Katakis, 2007 ) learns a per-label binary classifier to predict the label's relevance, and naturally targets at the Hamming loss. Classifier Chain (CC; Read et al, 2011) extends BR by using some labels as features within the binary classifier, and thus also targets at the Hamming loss while approximately and greedily optimizing the 0/1 loss (Dembczynski et al, 2010) . Label Powerset (LP; Tsoumakas et al, 2010 ) learns a multi-class classifier that treats each subset of labels as a hyper-class, and targets at the 0/1 loss. Random k-labelsets (RAKEL; Tsoumakas and Vlahavas, 2007) learns an ensemble of LP classifiers, each only on a few labels, and can be explained as optimizing the 0/1 loss from the Multi-label Error-correcting Code framework (ML-ECC; Ferng and Lin, 2013) . FastXML (Prabhu and Varma, 2014 ) is designed to optimize the normalized discounted cumulative gain, a popular criterion for information retrieval. These cost-insensitive algorithms match the needs of some applications, but cannot adapt to other evaluation criteria and hence may not work well for other applications.
Multi-label classification algorithms that automatically adapt to different evaluation criteria to improve the performance are called cost-sensitive multi-label classification (CSMLC) algorithms, as defined by Li and Lin (2014) . A classic algorithm called Probabilistic Classifier Chain (PCC) (Dembczynski et al, 2010) , an algorithm that extends from CC, is a state-of-the-art CSMLC algorithm. PCC organizes the labels in a chain, and estimates the conditional probability of the label set by learning a (soft) classifier per label in the train. Then, PCC takes the evaluation criteria into account in the prediction stage through Bayesian inference on the conditional probability. While PCC can in priciple adapt to any evaluation criterion, the inference step can be time-consuming to carry out unless the criterion comes with an efficient inference rule. Currently, efficient inference rules for PCC have been derived for only the Hamming loss, the rank loss, and the F1 score (Dembczynski et al, 2010 (Dembczynski et al, , 2012 (Dembczynski et al, , 2011 .
Another state-of-the-art CSMLC algorithm is Condense Filter Tree (CFT) (Li and Lin, 2014) , which is designed by converting the CSMLC problem to a cost-sensitive multi-class classification problem with a naïve Label Powerset (LP) reduction. LP takes each distinct subset of labels as a hyperclass, and learns a multi-class classifier to predict the relevant subset (hyperclass). Such a reduction opens a route of connecting CSMLC with the rich literature of cost-sensitive multiclass classification (Domingos, 1999; Beygelzimer et al, 2009; Lin, 2014) , but results in exponentially many hyperclasses with respect to the number of labels. The many hyperclasses lead to computational difficulty for most cost-sensitive multi-class classification algorithms. CFT resolves the difficulty by some careful modifications of the Filter Tree (FT) algorithm (Beygelzimer et al, 2009 ) for cost-sensitive multiclass classification. Similar to PCC, CFT organizes the labels in a chain and learns a classifier per label sequentially in the chain. Nevertheless, instead of taking the criterion into account during prediction like PCC, CFT directly takes the criterion when learning each classifier along with a careful estimation of other labels along the chain. The resulting CFT algorithm comes with a training time quadratic to the number of labels, and the sequential nature makes it hard to parallelize CFT. The quadratic training time without parallelization can make CFT too slow for CSMLC problems with a large number of labels.
Multi-label classification with per-label classifiers, such as BR (Tsoumakas and Katakis, 2007) and CFT (Li and Lin, 2014) , are generally considered the simpler algorithms in multi-label classification. There are other more sophisticated algorithms that go beyond the per-label classifiers to improve classification performance. Multi-Label Error-Correcting Code (ML-ECC) (Ferng and Lin, 2013) is such an algorithm. ML-ECC uses error-correcting code (ECC) to transform the original multi-label classification problem to a bigger multi-label classification problem by adding error-correcting labels. Then, classifiers on those labels, much like ECC for communication, can be used to correct prediction errors made from the original per-label classifiers and improve multi-label classification performance. The correction step is generally carried out by decoding to the nearest neighbor in the ECC-encoded space. While ML-ECC is successful in terms of the hamming loss and the 0/1 loss (Ferng and Lin, 2013) , it cannot easily adapt to other evaluation criteria and hence is not a CSMLC algorithm. In fact, extending ECC-based approaches for cost-sensitive learning is not a trivial task, and there is not even any work that utilizes general ECC for cost-sensitive multi-class classification, not to mention CSMLC.
In this work, we study the potential of ECC for CSMLC by considering a special type of ECC, the one-versus-one (OVO) coding. OVO is a popular technique that reduces the multiclass classification to many binary classification problems, each for distinguishing a pair of classes. It is well-known that OVO can be seen as a special case of ECC (Dietterich and Bakiri, 1995) . In addition, OVO has been extended to some multi-class cost-sensitive classification algorithms like CostSensitive One-versus-one (CSOVO), which is reported to perform better than FT for cost-sensitive multi-class classification (Lin, 2014) . The promising performance of CSOVO, with OVO being a special type of ECC, motivates us to study whether a better CSMLC algorithm can be derived from the key ideas of CSOVO and ECC.
More specifically, we follow the route of LP (Li and Lin, 2014) to reduce the CSMLC problem to a cost-sensitive multi-class classification problem. Then, we adopt CSOVO to reduce the multi-class classification problem to a voting ensemble of binary classification problems, one for each pair of hyperclasses. The exponential number of hyperclasses introduce training and prediction difficulties, which is resolved by our proposed algorithm, called Cost-sensitive Random Pair Encoding (CSRPE). For the training difficulty, we randomly sample only a fraction of binary classifiers in CSOVO to train, which simply corresponds to a randomly truncated ECC.
For the prediction difficulty of voting on an exponential number of hyperclasses, we follow the key idea of ECC to decode to the nearest-neighbor in the ECCencoded space. Random-sampling in training and nearest-neighbor decoding in prediction makes CSRPE a promising CSMLC algorithm in practice.
In our experiments on ten real-world datasets, CSRPE converges stably with respect to the code length, and outperforms other encoding approaches. It is able to adapt better to different evaluation criteria when compared with cost-insensitive algorithms, and is superior to the state-of-the-art CFT algorithm for CSMLC. Furthermore, CSRPE inherits from CSOVO that all classifiers of the ensemble can be trained independently, making it easy to parallelize CSRPE to further decrease the training time. The superior performance and the training efficiency makes CSRPE a first-hand choice for CSMLC problems.
Preliminary
This section will introduce the background and is organized as follows. First we start by defining the classic multi-label classification problem and extend it into cost-sensitive setting forming the cost-sensitive multi-label classification problem, in section 2.1. For section 2.2, we will review related works for multi-label and costsensitive multi-label classification problem and brought up the Multi-Label ErrorCorrecting Code framework. Then we will introduce the Error Correcting Output Code and how it is linked with Multi-Label Error-Correcting Code framework in section 2.3.
Problem Definition
We follow (Li and Lin, 2014) for the definition of the multi-label classification problem (MLC) and cost-sensitive multi-label classification problem (CSMLC). In the MLC, the goal is generate a hypothesis h that maps the feature vector x ∈ X ⊆ R d to its relevant label set Y ⊆ {1 . . . K}. The relevant label set Y is commonly represented as a label vector (bit string) y ∈ {0, 1} K , whose k-th bit y k = 1 if and only if k ∈ Y. The generated hypothesis is written as h : x → y.
For CSMLC, we assume that we are able to get how the result is evaluate beforehand. With this additional piece of information, are we able to make the hypothesis predict better under the given evaluation method. Therefore, there exists a known cost function (matrix) C : {0, 1} K × {0, 1} K → R in both training and predicting stage The cost function evaluates each label vector independently. Letŷ be the predicted label vector and y be the ground truth label vector, the function C(y,ŷ) outputs a real value for evaluating the performance ofŷ. Unlike traditional MLC, the cost function should not only be used in the predicting stage to evaluate the result, it is also used in the training stage to provide additional information.
Formally, given a dataset
, which contains N training instances (x (n) , y (n) ) drawn from an unknown distribution P, the goal is to design a algorithm that uses D and C to find a classifier f : X → {0, 1}
K that gives a good prediction on x drawn from P. CSMLC algorithms should be able to utilize the information given by the cost function and adopt toward different cost function with ease. Some commonly used cost functions in CSMLC are defined as follows. Let y[k] be defined as the k-th bit of the label vector y, ∩ denotes bit-wise and operation, ∪ denotes bit-wise or operation, y 1 returns the number of 1s in label vector y, and [·] represents the indicator function.
Accuracy(y,ŷ) = y ∩ŷ 1 y ∪ŷ 1
Related Works
For MLC, there already exists some basic approaches such as Binary Relevance (BR) (Tsoumakas and Katakis, 2007) and label powerset (LP) (Tsoumakas et al, 2010) . BR constructs a binary classifier for each label (total of K binary classifiers) and predicts on each label independently. LP treats each distinct label vector y as a class and reduced the problem to a 2 K -class multi-class classification problem. In other words, LP performs a mapping from label vector y ∈ {0, 1} K → {1, . . . 2 K } and then we can solve the multi-label classification problem with standard multiclass classification algorithms.
BR and LP can be thought as two extreme cases for the reduction of multilabel classification problem. BR ignores correlations between labels and treats each label the same. On the other hand, LP considers all possible combinations of label vector to encode label correlations into its reduced sub-problems. The downside of LP is that it creates 2 K class which is infeasible under most settings. RAndom K-labeLsets (RAKEL) (Tsoumakas and Vlahavas, 2007 ) is proposed to strike a balance between these two methods. RAKEL reduces the original MLC into multiple sub-problems randomly. Each sub-problem represents a MLC problem on a subset of the original label set such that it is reduced to a size which is directly solvable for LP For prediction, RAKEL lets each sub-problem votes on each of the label in the label set.
Multi-Label Error-Correcting Code (ML-ECC) (Ferng and Lin, 2013) proposed a more sophisticated framework of using error correcting code (ECC). ML-ECC takes the MLC as a communication problem. It breaks the MLC into multiple sub-problems like previous approaches. Each sub-problem has limited view to the original problem thus is prone to having error. ML-ECC tackles this issues by applying the approaches from the domain of communication in dealing with error. With proper organization of sub-problems, ML-ECC is able to encode redundant information into each sub-problem and use these information to "correct" the error. RAKEL can be taken as a special case under ML-ECC framework.
Let M be the number of bit for the encoded vector (code length). ML-ECC is consists of an ECC encoder enc(·) :
M → {0, 1} K , and a base multi-label learner A. The encoder encodes the label vector y ∈ {0, 1} K to an encoded vector b ∈ {0, 1} M . The encoded vector may provide redundant information of the original label vector so that if we got an error in prediction of the encoded vector, we can "correct" it back during the decoding step. ML-ECC framework can be formulated as following steps:
with A and return classifier h Prediction: given feature vector x
In ML-ECC's work, they have discussed and experimented with several encoding/decoding methods taken from communication. Which includes Hamming on Repetition Code (HAMR), Bose-Chaudhuri-Hocquenghem Code (BCH), Lowdensity Parity-check Code (LDPC). They have also reformulated RAKEL to a ECC view as the RAKEL repetition Code (RREP). Their results showed that applying ECC on top of the base multi-label learner can produce better performance. Also the choice of different ECC can have different effect on different evaluation criteria. Among them, HAMR performs the best in hamming loss. They also mentioned that choosing codes with stronger error correcting ability did not necessary give better performance, since it may generated a harder learning problem for the base learner to learn.
All the previous multi-label algorithms are not able to extend to cost-sensitive settings. Probabilistic Classifier Chain (PCC) (Dembczynski et al, 2010 ) is an multi-label classification algorithm that is able extend towards different cost functions. It uses Bayes-optimal decision to estimate probability of each possible label vector for different cost function. Though it requires different inference rule for different cost function and for some cost function the inference rule can not be easily derived.
Condense Filter Tree (CFT) (Li and Lin, 2014 ) is the first algorithm to proposed as a CSMLC algorithm, which is able to extend to arbitrary cost function with ease. CFT first reduced the CSMLC into cost-sensitive multi-class classification through LP. Then it adopts the idea in filter tree (Beygelzimer et al, 2009) and designed a tree structure to solve the CSMLC problem and deal with the large amount of classes generated by LP. However, CFT is still not able to handle data with large number of instances nor data with large number of labels and it can not be run in parallel. These pose a serious problem when extending to larger CSMLC problems.
Error Correcting Output Code
LP is able provide us a way of utilizing multi-class algorithms in multi-label setting. We started by reviewing the Error Correcting Output Code (ECOC) (Allwein et al, 2001 ) framework in multi-class classification problems. It is a meta method that reduces multi-class classification problem into binary classification sub-problems. Assume we have a total of S classes and a code length M . A coding matrix B ∈ {1, 0, −1} S×M is first generated. There will be M different subproblems and classifiers will be trained on these problems. The coding matrix defines each of the sub-problems. Let B(s, j) be the element in i-th row and j-th column of the matrix B. The element represents that if the ground truth is class i, then the j-th classifier should have predicted B(s, j). More specifically, let the original dataset be the following:
For the m-th binary sub-problem, the training examples given are re-labeled as the following:
Then apply a binary learning algorithm to learn on these examples and outputs a binary classifier f (m) : X → {1, −1} . If B(s, m) = 0 (s-th row and m-th column), it means we do not care about how f (m) is classifying class s and exclude all examples with class s from training set. For prediction, assume an given example x. x is given to the M sub-problems to predict independently and can be represented as a predicted code word (f (1) (x), . . . , f (M ) (x)). We go through each row of B to find the "closest" code word. Assume B i is the closest, the x is predicted as class i. A typical choice of measuring the closeness of label vectors is Hamming distance.
One-versus-one (OVO) is a common approach used in multi-class classification. It reduces a S-class classification problem to In multi-class setting Cost-Sensitive One-versus-one (CSOVO) (Lin, 2014) , extends OVO approach to cost-sensitive setting. It optimizes towards different cost function by carefully designing the relabeled process and assigning weights to each example. CSOVO enjoys both theoretical guarantee and practical stability. It reduces a cost-sensitive S-class classification problem into an ensemble of S 2 weighted binary classification problem like the usual OVO. Let N be the number of examples, S be the number of classes, and C : {1 . . . S} × {1 . . . S} → R be the cost function. The cost-sensitive multi-class classification has a form:
Let α, β be the pair of classes for a sub-problem. The corresponding sub-problem is formulated as follows:
with weights{|C(α,
(1)
Our proposed approach would utilize the formulation of CSOVO as an inspiration to develop a encoding method that are able to embed the cost information into the code word. Through LP reduction, ECOC approaches are able to be used in the multilabel setting. Though still have to solve the problem that it generates too much sub-problems. But there are some benefits using ECOC approaches. The nature of ECOC is to generate multiple independent binary sub-problems. This makes solving the learning problem in parallel relatively easy. ECOC approaches also have the advantage of opting to train more classifiers to fight for better performance. Unlike CC approaches like PCC and CFT, which are limited to putting the K labels into the training set.
There has no previous work on general ECOC that embeds the cost information into the coding matrix even in multi-class domain. Though there are some work for special ECOC like CSOVO. We want to combine the idea of CSOVO into designing an encoding method that is able to embed cost information into the encoded vector. And then use the ML-ECC framework to solve the cost-sensitive multi-label classification problem. The result of ML-ECC shows that the correlation between the error correcting ability of ECC and the hardness of the reduced learning tasks could make the design of encoding/decoding function non-trivial.
Proposed Approach
The proposed CSMLC algorithm follows the ML-ECC framework, which includes the encoding and decoding approach. Our proposed encoding approach, CostSensitive Random Pair Encoding (CSRPE), is a novel cost-sensitive encoding method which embeds the cost information into the encoded vector. In the decoding stage, we mainly follow the traditional Hamming decoding (Allwein et al, 2001 ) method, but with a small modification. Unlike PCC, which utilizes cost information in the prediction stage by applying Bayes optimal decision at the end, CSRPE does not need the cost information in the decoding step. Instead, we apply the usual ECOC decoding approach in the decoding step. As a result, the prediction stage can be much more efficient and faster.
Hamming decoding enjoys theoretical guarantee in terms of 0/1 loss in multiclass. It takes the predicted encoded vector and find the "closest" row in the coding matrix, where the measure of closeness is Hamming distance d H (·, ·), the number of different bits between two encoded vector. Hamming distance between encoded vectors is defined as following:
The decoding can be formulated as given an encoded vector
where b ∈ {1, −1}
M . Finding the closest vector under hamming distance can be linked to the classic nearest neighbor problem in which various off-the-shelf algorithms are available. For example, KD Tree (Bentley, 1975) and Ball Tree (Liu et al, 2006) . When M is larger than the normal size where KD Tree or Ball Tree can work efficiently, approximated nearest neighbor algorithms like locality-sensitive hashing (LSH) (Andoni and Indyk, 2006) can be adapted.
Although efficient algorithms exist, generating 2 K different encoded vectors and checking through all of them for nearest neighbor would still be computationally infeasible. Therefore, we proposed to only work on a subset of label vector for encoding: particularly, the subset of label vectors that is more likely to be the prediction. Hence, we choose a subset Z ⊆ {0, 1}
M from the whole label space as candidate set for the searching of nearest neighbor. A reasonable choice of Z would be {enc(ỹ|ỹ ∈ D)}, which are the encoded vectors of all the distinct label vectors in the training set. Our experiment shows that even if we consider the label vectors that only showed up in the testing set but not in training set in Z, the result will not improve. This experiment justifies our choice. Also from a multi-class point of view, if a class (label vector) did not show up in the training set, the chance of predicting well on that class is small.
For encoding, we borrow the idea from LP and CSOVO. The two frameworks ML-ECC and ECOC can be bridge by LP. With each distinct label vector mapped to a unique class, the encoding function in ML-ECC can be expressed by the coding matrix in ECOC with size 2 K × 2 K 2 . While CSOVO can be deemed as a special case in ECOC we want to utilized the well designed sub-problems in CSOVO in our encoding approach. This idea is first seem counter-intuitive since the number of reduced sub-problems are growing exponentially, the problem isn't feasible even with small K. We took a different view apart from the traditional multi-class classification problems, which is that every classes is treated completely independently. Label vectors in multi-label problems have correlations especially under cost-sensitive settings. Therefore many of the sub-problems are actually redundant. CSRPE exploits this nature of multi-label problems and designed a novel encoding method.
Here is an example to show the redundancy of directly applying CSOVO on CSMLC. Let's assume we are using Hamming loss, K = 4, α = {1, 0, 1, 0},β = {1, 0, 0, 1}. The classifier with pair α and β is able to represent multiple classifiers with different label vector pairs. By the original design of CSOVO the 4 classifiers with following pairs will share the same sub-problem: (α = {0, 0, 1, 0}, β = {0, 0, 0, 1}), (α = {1, 0, 1, 0}, β = {1, 0, 0, 1}), (α = {1, 1, 1, 0}, β = {1, 1, 0, 1}), (α = {0, 1, 1, 0}, β = {0, 1, 0, 1}). Similar phenomenon can happen under other cost functions.
With the idea above, CSRPE is designed as following. Let each i corresponds to a pair of label vectors α (i) , β (i) ∈ {0, 1} K drawn from 2-combination of all the elements in the label space {0, 1}
K . Given a label vector y, the encoded vector b is encoded as following (b i be the i-th bit of b):
Each encoded bit represents whether the given label vector y suffers less cost predicted as α (i) than β (i) , suffers more cost predicted as α (i) than β (i) , or it is a tie situation. More intuitively, each bits encodes whether an instance is "closer" to α (i) or β (i) in terms of cost. Additionally, when training base multi-label classifier on encoded vector b with BR, each training instance (x (n) , y (n) ) on i-th bit is given a weight |C(
Intuitively this assign of weight gives the base learner more information about whether the label vector y (n) is "close" to either side by a lot or just a small difference.
We apply CSRPE on the ML-ECC framework and use BR as base multi-label learner to solve cost-sensitive multi-label classification problem. CSRPE directly play the role of the encoder b = enc(y) and has a length of 2 K 2 . And we adopt the previous modified Hamming decoding as the decoding function. During training, each bit corresponds to a sub-problem and these sub-problems are redundant as mentioned. We truncated the b to length M uniformly random before training it with BR. Experiment results shows that with the increase of code length M , the performance can converge fast, steadily and also well performed. This indicates that the codes that has been truncated can be covered by others that has been sampled.
EXPERIMENTS
We have conducted four different experiments to evaluate different aspects of CSRPE. The experiments is evaluated with four different evaluation criteria from ten real-world datasets. Evaluation criteria consider here includes hamming loss, f1 score (F 1 (y,ŷ) = ). The datasets are downloaded from Mulan (Tsoumakas et al, 2011) . Table 1 lists the statistics of these datasets. The last two column (density, distinct) lists the average percentage of 1s in each label vector in each sample and the number of distinct label vectors respectively.
Compare with ECC and CFT
The purpose of this experiment is to estimate the performance and convergence rate between CSRPE and other encoding methods under ML-ECC framework. In the experiment, datasets are split into 20 different splits. Each split has a proportion of 50-50 for training and testing. The experiments for each dataset carried out on these 20 different splits. The base multi-label chosen is BR and the base learner for BR is decision tree (Breiman et al, 1984) from Scikit-Learn (Pedregosa et al, 2011) . The error correcting codes chosen in this experiments are Repetition Code (REP), Hamming on Repetition Code (HAMR), RAKEL Repetition Code (RREP). There are multiple repeated bits in REP and HAMR, so the base learners are trained with bagging (Breiman, 1996) . REP will be equivalent to training BR with random forest (Breiman, 2001) , and RREP is equivalent to RAKEL.
Additionally we also compare the performance with CFT since we want to compare the performance with state-of-the-art cost-sensitive multi-label algorithm. Although Probabilistic Classifier Chain (PCC) (Dembczynski et al, 2010) can be optimized towards different cost function with a limited fashion. It does not have a performance better than CFT, therefore we only compare with CFT here.
Parameters: The number of encoded bits (M ) for all ECC are set to 3000. Hyper parameters that are tuned for base classifier (decision tree) is the maximum depth of each decision tree, which are searched from 5 to 35 with a interval of 5 via three-fold cross-validation. RAKEL are set with k=3 and the number of iterations for CFT are set to 8. These settings are suggested by their paper. Other parameters for base learner that are not mentioned are set as default settings of Scikit-Learn. The base learner for CFT is random forest, the total amount of decision tree in the forest is the same amount of encoded bits (M ) as previous previous error correcting code settings.
The results shown in Table 2 , 3, 4 and 5 lists the mean and standard error (standard deviation divided by the square root of number of runs) of 20 different random runs. The best result of each dataset is in bold. Note that CFT do not have results on dataset Corel5k and bibtex since CFT could not finish the experiments on these datasets in 10 days. Table 6 lists the number of datasets that CSRPE win, tie or losses based on t-test at 95% confident level. From the result, all five algorithms do pretty well under hamming loss. CSRPE outperforms others in f1 score, rank loss, accuracy score, and strikes even with CFT on rank loss. This shows that CSRPE is able to perform better than previous encoding methods as well as state-of-the-art costsensitive multi-label classification algorithm. Figure 1 , 2, 3, and 4 shows different cost function versus the number of encoded bits. The x-axis represents the encoded bits (M ) and y-axis represents the score/loss. These figures can be used to compare between the convergence rate between different encoding methods on different datasets. We can see that HAMR and REP has oscillation with their performance versus number of encoded bits, which needs higher amount of bits to stabilize. In these figures, CSRPE shows a fast and stable convergence rate on most datasets comparing with other encoding methods. Note that not all dataset are plotted to 3000 code length since most of the dataset don't need that long of code length to converge. 
Empirical Time Analysis
To show that CSRPE can be more efficient than state-of-the-art cost sensitive algorithm in terms of speed. We compare the training and prediction of CSRPE with CFT. For prediction of CSRPE, we uses scikit-learn's ball tree algorithm to perform the nearest neighbor decoding. Experiments are run on virtual machines with 8GB of RAM and 4 processors. The setting for these two algorithms are the same as previous experiment (3000 base learners), though the maximum depth of each tree are fixed to 20. The cost function for both algorithm is f1 score. The results are shown in Figure 5 . the x-axis is different datasets and the yaxis is the log of running time in millisecond. CSRPE has a shorter training and prediction time than CFT in all 8 datasets. This demonstrated the strength of CSRPE that it is able to train each encoded bit in parallel. CFT is not able to exploit the parallel computing that modern computer has. Also during training, CFT increases the amount of examples send to the base learner each round, which slows down CFT.
Compare with Cost-Sensitive Algorithm
Although previously we have compared the performance of CSRPE and CFT, CFT seems to be over-fitting using random forest as base learner (their paper also mentions that CFT is prone to over-fitting). Therefore we have conducted another experiment using a more similar setting to their original experiment. Using linear support vector machines (SVM) implemented from Liblinear (Fan et al, 2008) as base learner. We use the term CSRPE-linear and CFT-linear here. The datasets used here are the same as the previous experiment. Since we are using linear SVM each feature is scaled to [0, 1] linearly to avoid numerical error.
In this experiment, the objective is to evaluate the performance for CSRPE with other cost-sensitive algorithms. The two state-of-the-art algorithms that are designed for to handle multiple evaluation criteria are PCC and CFT. CFT is stateof-the-art cost-sensitive multi-label classification algorithm. CFT has a competitive multi-label classification performance and usually outperforms other algorithms on the evaluation criteria that those algorithms does not designed for. CFT also has similar performance versus PCC on the evaluation criteria that PCC can derive inference rule for. Therefore we compare CSRPE with CFT in this experiment.
Parameters: The number of base learners for CSRPE are kept 3000. The only hyper parameter for base learner that is tuned is the regularization term in linear SVM, it is searched by three-fold cross-validation from 10 −3 to 10 3 , the exponent has an interval of 1, from −3 to 3. The number of iterations for CFT are set to 8, which is the same as previous experiment. Other Parameters that are not mentioned are set as default setting of Liblinear.
The experimental result and t-test result under 95% confidence are shown in Table 7 , and 9. From these tables we can see that CSRPE-linear has similar performance with CFT-linear in hamming loss and rank loss. CSRPE-linear performs better in f1 score and accuracy score.
Full Label CSRPE
The objective of this experiment is to demonstrate that the result of voting only on the labels shown up in training set won't effect the result too much, we have set up another experiment. With the same data sets and splits as previous experiments. In each run, CSRPE-full added the labels that only appears in testing set but not in the training set into the voting candidatesZ. Therefore all the labels appears in testing set are able to be voted.
The results are listed in Table 8 It shows that there is no big difference in performance between CSRPE and CSRPE-full. Even in the dataset CAL500, which all the label vectors in training and testing are different, there are only a small performance difference between CSRPE and CSRPE-full. This indicates that whether we vote all possible labels or just the labels appearing in training sets does not matter too much. Using distinct label vectors in the training set as candidate set for nearest neighbor decoding is good enough.
Conclusions
This paper designed a novel encoding method cost-sensitive random pair ensemble (CSRPE), which embeds the cost information into the encoded vector. Exploiting the redundancy of CSOVO, CSRPE is derived from the multi-class classification algorithm CSOVO. To decode CSRPE, the traditional ECOC Hamming with state-of-the-art cost-sensitive multi-label algorithm CFT, CSRPE also has superior performance on f1 score and accuracy score and ties on hamming loss and rank loss. Also CSRPE is able to run in parallel and the efficient nearest neighbor search let CSRPE outperforms CFT in terms of training and predicting efficiency.
