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Abstract In this paper we prove the equivalence of se-
quential, Mealy-type and Moore-type weighted finite
automata with output, with respect to various seman-
tics which are defined here.
Keywords Weighted automaton · Fuzzy automaton ·
Sequential automaton · Mealy-type automaton ·
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1 Introduction
Finite automatawith output are a simplemathematical
model of computation with numerous applications in
different areas. Generally speaking, the main role of an
automatonwith output is to transformfinite sequences
of input symbols to finite sequences of output symbols,
and its behavior is understood as a function or relation
between the sets of all input and output sequences. The
most simple among such automata, the ordinary deter-
ministic finite automata with output, have two basic
models.Mealy-typeautomata simultaneouslypass into
a newstate and emit output, and the value of the output
dependsbothon the current state and the current input,
whereas Moore-type automata emit output just after
Research supported byMinistry of Education, Science and Tech-
nological Development, Republic of Serbia, Grant No. 174013.
J. Ignjatovic´ ·M. C´iric´ · Z. Jancˇic´
University of Niš, Faculty of Sciences and Mathematics,
Department of Mathematics and Computer Science
Višegradska 33, 18000 Niš, Serbia
Tel.: +38118224492
Fax: +38118533014
E-mail: jelena.ignjatovic@pmf.edu.rs,miroslav.ciric@pmf.edu.rs,
zoranajancic329@gmail.com
the transition to the next state, and the value of the out-
put depends solely on this new state. Although differ-
ent, these two models are equivalent, in the sense that
anyMealy-typeautomatoncanbe converted toaMoore-
type automatonwith the samebehavior, andvice versa.
Whendealingwithmore complex typesof automata,
such as, for instance, fuzzy orweighted finite automata
with output, things become more complicated. Fuzzy
finite automatawithoutputhavebeenstudiedbymany
authors who have considered several different models
and semantics. Sequential fuzzyfinite automata,where
both transitions and outputs are modeled by a single
transition-output function, have been investigated in
[3,6,7,8,10,13]. It should be noted that a sequential
fuzzy finite automaton with an input alphabet X and
an output alphabet Y can be considered as a fuzzy au-
tomaton (i.e., fuzzy transition system) with the input
alphabetX×Y andwithout output. On the other hand,
the articles [2,3,4,11,12] have dealt with Mealy-type
and Moore-type fuzzy finite automata, where transi-
tions and outputs are modeled by separate transition
and output functions, and the behavior of these au-
tomata has been defined in different ways.
All the mentioned models of automata are defined
here in a more general context, for weighted finite au-
tomata over a semiring. Besides, the behavior ofMealy-
type weighted finite automata is defined in three dif-
ferent ways – we distinguish the n1-semantics, the 1n-
semantics and the sequential semantics, whereas for
Moore-type automata we distinguish the n1-semantics
and the 1n-semantics. In the framework of Mealy-type
andMoore-type fuzzyfinite automata then1-semantics
has been considered in [1,2,4,12], the n1-semantics in
[3,11], and the sequential semantics in [3]. The purpose
of the paper is to study the equivalence between the
mentioned types of weighted finite automata with out-
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puts,with respect to thementioned semantics.Weshow
that eachMealy-typeweighted finite automaton can be
converted into a sequential weighted finite automaton
equivalent w.r.t. the sequential semantics, eachMoore-
typeweighted finite automaton can be converted into a
sequential weighted finite automaton equivalent w.r.t.
the 1n-semantics, and vice versa, every Mealy-type
weightedfinite automatoncanbe converted toaMoore-
type weighted finite automaton equivalent w.r.t. both
the 1n-semantics and n1-semantics, and each Moore-
type weighted finite automaton can be converted to a
Mealy-typeweightedfinite automatonequivalentw.r.t.
the 1n-semantics. Moreover, we determine certain con-
ditions under which a sequential weighted finite au-
tomaton can be converted to aMealy-typeweighted fi-
nite automaton equivalent w.r.t. the sequential seman-
tics. In all these caseswe also estimate the growth of the
number of states during the conversion.
Note that althoughdifferentmodelsof fuzzyautom-
atawith output were studied in numerous papers, only
the paper of Li and Pedrycz [3] discussed the equiva-
lence of these models, and our work is a continuation
of this research.
The paper is organized as follows. In Section 2 we
recall basic notions and notation concerning semirings
and matrices over a semiring, and in Section 3 we pre-
sent definitions of sequential weighted automata and
their behavior. Thereafter, in Sections 4 and 5we define
Mealy-type andMoore-typeweighted finite automata,
three different semantics for Mealy-type weighted au-
tomata and twosemantics forMoore-typeweightedau-
tomata. Our main results are presented in Section 6,
where we prove the equivalence of sequential, Mealy-
type andMoore-typeweighted finite automatawith re-
spect to various semantics. Finally, in Section 7 we con-
sider crisp-deterministic Mealy-type and Moore-type
weighted finite automata and show that all previously
considered semantics coincide for such automata.
2 Preliminaries
Throughout this paper, N denotes the set of natural
numbers (without zero),X+ andX∗ denote respectively
the free semigroup and the free monoid over an alpha-
bet X, and ε denotes the empty word in X∗.
A semiring is a structure (S,+, ·, 0, 1) consisting of a
set S, two binary operations + and · on S, and two con-
stants 0, 1 ∈ S such that the following is true:
(i) (S,+, 0) is a commutative monoid,
(ii) (S, ·, 1) is a monoid,
(iii) the distributivity laws (r + s) · t = r · t + s · t and
t · (r + s) = t · r + t · s hold for every r, s, t ∈ S,
(iv) 0 · s = s · 0 = 0 for every s ∈ S.
As usual, we identify the structure (S,+, ·, 0, 1) with its
carrier set S. A semiring S is called additively idempotent
if s + s = s, for every s ∈ S, or equivalently, if 1 + 1 = 1.
For n ∈ N and s ∈ S, the n-th additive power of s is the
element ns = s + s + . . . + s (n times).
Let P and Q be sets. We let QP denote the set of all
functions from P to Q. Next, let S be a semiring and let
A be a finite non-empty set. Amapping µ : A×A → S is
called an A×A-matrix over S, and a mapping ν : A → S
is called an A-vector over S. If S is a particular ordered
set (e.g., the real unit interval [0, 1]), then matrices are
called fuzzy relations, and vectors are called fuzzy subsets
in the literature.
Givenmatricesµ1, µ2 ∈ S
A×A andvectors ν1, ν2 ∈ S
A.
Then we define the matrix product µ1 · µ2 ∈ S
A×A, the
matrix-vector products ν1·µ1 ∈ S
A andµ1·ν1 ∈ S
A, and the
scalar product ν1 · ν2 ∈ S as follows for every a1, a2 ∈ A:
(µ1 · µ2)(a1, a2) =
∑
a∈A
µ1(a1, a) · µ2(a, a2),
(ν1 · µ1)(a1) =
∑
a∈A
ν1(a) · µ1(a, a1),
(µ1 · ν1)(a1) =
∑
a∈A
µ1(a1, a) · ν1(a),
ν1 · ν2 =
∑
a∈A
ν1(a) · ν2(a).
Recall that the addition of S is commutative and that A
is non-empty; thus, the sums on the right-hand sides
are well defined. Moreover, since distributivity of the
multiplication operation over the addition operation
holds, the matrix product and matrix-vector products
are associative. TheHadamard (pointwise) product ν1⊙ν2
of vectors ν1, ν2 ∈ S
A is defined as follows for any a ∈ A:
(ν1 ⊙ ν2)(a) = ν1(a) · ν2(a).
Given a vector ν ∈ SA, we define a matrix D(ν) ∈ SA×A
as follows for every a, b ∈ A:
D(ν)(a, b) =

ν(a) if a = b,
0 otherwise.
For an arbitrary matrix µ ∈ SA×A and a, b ∈ A, we can
easily verify that
(D(ν) · µ)(a, b) = ν(a) · µ(a, b),
(µ · D(α))(a, b) = µ(a, b) · ν(b).
(1)
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3 Sequential weighted automata
All weighted automata that will be discussed through-
out this paper will have finite sets of states, input and
output alphabets. Such automata are usually called
weighted finite automata, but here we omit the adjec-
tive “finite” because it will entail.
A sequential weighted automaton over a semiring S is
a tupleA = (A,X,Y, σA, µA), whereA,X andY are finite
non-empty sets, called respectively the set of states, the
input alphabet, and the output alphabet, σA : A → S is the
initial weight vector and µA : A × X × Y × A → S is the
weighted transition-output function. The functionsµAand
σA can be understood as follows. When the weighted
automaton A is in a state a ∈ A and it receives the
input symbol x ∈ X, we can interpret µA(a, x, y, b) as the
degree to which A moves into a state b ∈ A and emits
the output symbol y ∈ Y. On the other hand, we can
interpret σA(a) as the degree to which a ∈ A is an initial
state. Without danger of confusion, in cases when we
deal with a single sequential weighted automaton, we
will omit the superscript A in σA and µA.
Let us note that the free monoid (X × Y)∗ is isomor-
phic to the submonoid of X∗ ×Y∗ consisting of all pairs
(u, v) ∈ X∗ × Y∗ such that |u| = |v|, and we will identify
these two monoids, as is commonly done in algebra.
Thus, the identity in (X×Y)∗ is identifiedwith the iden-
tity (ε, ε) ofX∗×Y∗, where εdenotes the identity (empty
word) both in X∗ and Y∗.
For any pair (x, y) ∈ X×Ywedefine µx,y : A×A → S
by µx,y(a, b) = µ(a, x, y, b), for all a, b ∈ A, and for any
(u, v) ∈ (X×Y)∗ the weighted transition-output matrix (or
the weighted transition-output relation) µu,v : A × A → S
is defined as follows: If a, b ∈ A, then
µε,ε(a, b) =

1, if a = b,
0, otherwise,
(2)
and if a, b ∈ A, (u, v) ∈ (X × Y)+ and (x, y) ∈ X × Y, then
µux,vy(a, b) =
∑
c∈A
µu,v(a, c) · µx,y(c, b). (3)
It is easy to check that
µup,vq(a, b) =
∑
c∈A
µu,v(a, c) · µp,q(c, b), (4)
i.e., µup,vq = µu,v · µp,q, for all a, b ∈ A and (u, v), (p, q) ∈
(X × Y)∗. Therefore, if u = x1 . . . xn and v = y1 . . . yn,
where x1, . . . , xn ∈ X and y1, . . . , yn ∈ Y, then
µu,v(a, b) =
∑
(c1,...,cn−1)∈An−1
µx1,y1(a, c1) · µx2,y2(c1, c2) · (5)
· . . . · µxn,yn(cn−1, b),
or, in the matrix form, µu,v = µx1,y1 · µx2,y2 · . . . · µxn,yn .
Definition 3.1 The behavior of a sequential weighted
automaton A is the function [[A]] : (X × Y)∗ → S de-
fined by
[[A]](ε, ε) =
∑
a,b∈A
σ(a) · µε,ε(a, b) =
∑
a∈A
σ(a), (6)
and
[[A]](u, v) =
∑
a,b∈A
σ(a) · µu,v(a, b) (7)
=
∑
(a,a1,...,an)∈An+1
σ(a) · µx1,y1(a, a1) ·
· µx2,y2(a1, a2) · . . . · µxn,yn(an−1, an),
for each (u, v) ∈ (X × Y)+, u = x1 . . . xn, v = y1 . . . yn, for
some n ∈ N, x1, . . . , xn ∈ X and y1, . . . , yn ∈ Y. In other
words,
[[A]](u, v) = σ · µu,v · τ, (8)
where τ : A → S is given by τ(a) = 1, for any a ∈ A.
4 Mealy-type weighed automata
A Mealy-type weighted automaton over a semiring S is a
tupleA = (A,X,Y, σA, δA, ωA), whereA,X,Y and σA are
as in thedefinitionof a sequentialweighted automaton,
δA : A × X × A → S is the weighted transition function,
and ωA : A × X × Y → S is the weighted output function.
The functions δA and ωA can be understood as follows.
When the automatonA is in a state a ∈ A and it receives
the input symbol x ∈ X, we can interpret δA(a, x, b) as
the degree to which A moves into a state b ∈ A, and
ωA(a, x, y) as the degree to which A emits the output
symbol y ∈ Y. When we deal with a single Mealy-type
weighted automaton, we omit the superscript A in σA,
δA and ωA.
For any x ∈ X we define δx : A×A → S by δx(a, b) =
δ(a, x, b), for all a, b ∈ A, and for anyu ∈ X∗wedefine the
weighted transition matrix (or weighted transition relation)
δu : A × A → S as follows: For any a, b ∈ A we set
δε(a, b) =

1, if a = b,
0, otherwise,
(9)
and if a, b ∈ A, u ∈ X∗ and x ∈ X, then
δux(a, b) =
∑
c∈A
δu(a, c) · δx(c, b). (10)
It is easy to verify that
δuv(a, b) =
∑
c∈A
δu(a, c) · δv(c, b), (11)
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for all a, b ∈ A and u, v ∈ X∗, i.e., δuv = δu · δv. Hence, if
u = x1 · · · xn, for some n ∈N and x1, . . . , xn ∈ X, then
δu(a, b) = (12)
=
∑
(c1,...,cn−1)∈An−1
δx1 (a, c1) · δx2 (c1, c2) · . . . · δxn(cn−1, b),
i.e., δu = δx1 · δx2 · . . . · δxn .
Next, define a vector ωε,ε : A → S by ωε,ε(a) = 1, for
any a ∈ A, and for any pair (x, y) ∈ X×Y define a vector
ωx,y : A → S by ωx,y(a) = ω(a, x, y), for every a ∈ A. For
an arbitrary (u, v) ∈ (X × Y)+ a vector ωu,v : A → S can
be defined in three ways.
Definition 4.1 (1n-semantics) For any (x, y) ∈ X × Y
and (u, v) ∈ (X × Y)+ we set
ωxu,yv = D(ωx,y) · δx · ωu,v. (13)
In other words, for any n ∈ N, x1, . . . , xn ∈ X and
y1, . . . , yn ∈ Y, we have that
ωx1...xn,y1...yn = D(ωx1,y1) · δx1 · D(ωx2,y2) · δx2 · . . . · (14)
· D(ωxn−1,yn−1) · δxn−1 · ωxn ,yn ,
i.e., for every a ∈ A the following is true
ωx1···xn,y1...yn (a) =
∑
(a1,...,an−1)∈An−1
ωx1 ,y1(a) · δx1 (a, a1) · (15)
· ωx2,y2(a1) · δx2(a1, a2) · . . . · ωxn−1,yn−1(an−2) ·
· δxn−1(an−2, an−1) · ωxn ,yn(an−1).
The 1n-behaviorofA is the function [[A]]1n : (X×Y)
∗ → S
defined by
[[A]]1n(ε, ε) = σ · ωε,ε =
∑
a∈A
σ(a) (16)
and
[[A]]1n(u, v) = σ · ωu,v =
∑
a∈A
σ(a) · ωu,v(a) (17)
=
∑
(a,a1,...,an−1)∈An
σ(a) · ωx1 ,y1(a) · δx1(a, a1) ·
· ωx2,y2(a1) · δx2(a1, a2) · . . . · ωxn−1,yn−1(an−2) ·
· δxn−1(an−2, an−1) · ωxn,yn(an−1),
for each (u, v) ∈ (X × Y)+, u = x1 . . . xn, v = y1 . . . yn, for
some n ∈N, x1, . . . , xn ∈ X and y1, . . . , yn ∈ Y.
Definition 4.2 (n1-semantics) For any (x, y) ∈ X × Y
and (u, v) ∈ (X × Y)+ we set
ωux,vy = D(ωu,v) · δu · ωx,y. (18)
In other words, for each n ∈ N, x1, . . . , xn ∈ X, and
y1, . . . , yn ∈ Y we have that
ωx1···xn,y1...yn = ωx1,y1 ⊙ (δx1 · ωx2,y2)⊙ (19)
⊙ (δx1x2 · ωx3,y3) ⊙ · · · ⊙ (δx1...xn−1 · ωxn,yn),
or equivalently, for every a ∈ A we have
ωx1···xn,y1...yn(a) = (20)
=
∑
(a1,...,an−1)∈An−1
ωx1 ,y1(a) · δx1 (a, a1) · ωx2,y2(a1) ·
· δx1x2(a, a2) · ωx3 ,y3(a2) · . . . ·
· δx1...xn−1(a, an−1) · ωxn ,yn(an−1).
In this case, the n1-behavior ofA is defined as the func-
tion [[A]]n1 : (X × Y)
∗ → S given by
[[A]]n1(ε, ε) = σ · ωε,ε =
∑
a∈A
σ(a) (21)
and
[[A]]n1(u, v) = σ · ωu,v =
∑
a∈A
σ(a) · ωu,v(a) (22)
=
∑
(a,a1,...,an−1)∈An
σ(a) · ωx1,y1(a) · δx1(a, a1) · ωx2,y2(a1) ·
· δx1x2(a, a2) · ωx3 ,y3(a2) · . . . ·
· δx1...xn−1(a, an−1) · ωxn ,yn(an−1),
for each (u, v) ∈ (X × Y)+, u = x1 . . . xn, v = y1 . . . yn, for
some n ∈N, x1, . . . , xn ∈ X and y1, . . . , yn ∈ Y.
Definition 4.3 (Sequential semantics) The s-behavior
ofA is the function [[A]]s : (X × Y)
∗ → S defined by
[[A]]s(ε, ε) = σ · ωε,ε =
∑
a∈A
σ(a) (23)
and
[[A]]s(u, v) =
∑
(a,a1,...,an)∈An+1
σ(a) · ωx1,y1(a) · δx1(a, a1) · (24)
· ωx2,y2(a1) · δx2(a1, a2) · . . . · ωxn,yn(an−1) · δxn (an−1, an),
for each (u, v) ∈ (X × Y)+, u = x1 . . . xn, v = y1 . . . yn, for
some n ∈N, x1, . . . , xn ∈ X and y1, . . . , yn ∈ Y.
If we define a function µ : A × X × Y × A → S by
µ(a, x, y, b) = ω(a, x, y) · δ(a, x, b), (25)
for all a, b ∈ A, x ∈ X and y ∈ Y, i.e., if we set
µx,y(a, b) = ωx,y(a) · δx(a, b), (26)
for all a, b ∈ A and (x, y) ∈ X × Y, we obtain a sequen-
tial weighted automaton A′ = (A,X,Y, σ, µ) such that
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[[A′]] = [[A]]s. For this reason this semantics is called
sequential.
Let us note that µx,y = D(ωx,y) · δx, for all x ∈ X and
y ∈ Y, and therefore,
µx1...xn,y1...yn = (27)
= D(ωx1,y1) · δx1 · D(ωx2,y2) · δx2 · . . . · D(ωxn,yn) · δxn ,
for any n ∈N and x1, . . . , xn ∈ X, y1, . . . , yn ∈ Y.
Example 4.1 Let S = ([0, 1],∨,∧, 0, 1)be theGödel semi-
ring, and A = (A,X,Y, σ, δ, ω) a Mealy-type weighted
automaton over S with |A| = 2, X = {0}, Y = {0, 1}, and
σ = [ 1 0 ], δ0 =
[
0.7 0.5
0 0.8
]
,
ω0,0 = [ 0.6 0.4 ], ω0,1 = [ 0.2 0.7 ].
It is easy to check that
[[A]]1n(000, 010) = [[A]]s(000, 010) = 0.4
, 0.5 = [[A]]n1(000, 010).
Therefore, both the 1n-semantics and the sequential
semantics differ from the n1-semantics.
Example 4.2 Again, let S be the Gödel semiring, and let
A = (A,X,Y, σ, δ, ω) be aMealy-typeweighted automa-
ton over S with |A| = 2, X = {0, 1}, Y = {0}, and
σ = [ 1 0 ], δ0 =
[
0.7 0.5
0 0.8
]
, δ1 =
[
0.3 1
0.2 0
]
,
ω0,0 = [ 0.6 0.4 ], ω1,0 = [ 0.2 0.7 ].
Then
[[A]]1n(01, 00) = 0.5 , 0.2 = [[A]]s(01, 00),
and hence, the 1n-semantics and the sequential seman-
tics may also be different.
5 Moore-type weighted automata
A Moore-type weighted automaton over a semiring S is a
tuple A = (A,X,Y, σA, δA, ωA), where everything is the
sameas in thedefinitionof aMealy-typeweightedauto-
maton except the weighted output function, for which
we assume that ωA : A × Y → S.
Here, we define ωε,ε : A → S by ωε,ε(a) = 1, for each
a ∈ A, and for any (x, y) ∈ X ×Y we define ωx,y : A → L
by ωx,y = δx · ωy. For (u, v) ∈ (X × Y)
+ we can define a
vector ωu,v : A → S in two ways.
Definition 5.1 (1n-semantics) For each (x, y) ∈ X × Y
and (u, v) ∈ (X × Y)+ we set
ωxu,yv = δx · D(ωy) · ωu,v. (28)
In other words, for each n ∈ N, x1, . . . , xn ∈ X and
y1, . . . , yn ∈ Y, we have that
ωx1...xn,y1...yn = δx1 ·D(ωy1) · δx2 ·D(ωy2) · . . . · δxn ·ωyn , (29)
i.e., for every a ∈ A we have
ωx1···xn,y1...yn(a) =
∑
(a1,...,an)∈An
δx1(a, a1) · ωy1(a1) · (30)
· δx2 (a1, a2) · ωy2(a2) · . . . · δxn(an−1, an) · ωyn(an).
The 1n-behaviorofA is the function [[A]]1n : (X×Y)
∗ → L
defined by
[[A]]1n(ε, ε) = σ · ωε,ε =
∑
a∈A
σ(a) (31)
and
[[A]]1n(u, v) = σ · ωu,v =
∑
a∈A
σ(a) · ωu,v(a) (32)
=
∑
(a,a1,...,an)∈An+1
σ(a) · δx1 (a, a1) · ωy1 (a1) ·
· δx2(a1, a2) · ωy2(a2) · . . . · δxn (an−1, an) · ωyn (an),
for each (u, v) ∈ (X × Y)+, u = x1 . . . xn, v = y1 . . . yn, for
some n ∈N, x1, . . . , xn ∈ X and y1, . . . , yn ∈ Y.
Note that a slightlydifferent definitionof 1n-seman-
tics for Moore-type fuzzy finite automata was given by
Li and Pedrycz in [3].
Definition 5.2 (n1-semantics) For each (x, y) ∈ X × Y
and (u, v) ∈ (X × Y)+ we set
ωux,vy = D(ωu,v) · δux · ωy. (33)
In other words, for each n ∈ N, x1, . . . , xn ∈ X, and
y1, . . . , yn ∈ Y we have that
ωx1···xn,y1...yn = (34)
= (δx1 · ωy1 ) ⊙ (δx1x2 · ωy2) ⊙ · · · ⊙ (δx1...xn · ωyn ),
which means that
ωx1···xn,y1...yn(a) =
∑
(a1,...,an)∈An
δx1(a, a1) · ωy1(a1) · (35)
· δx1x2(a, a2) · ωy2 (a2) · . . . · δx1 ...xn (a, an) · ωyn (an),
for every a ∈ A. Now, the n1-behavior ofA is defined as
the function [[A]]n1 : (X × Y)
∗ → S given by
[[A]]n1(ε, ε) = σ · ωε,ε =
∑
a∈A
σ(a) (36)
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and
[[A]]n1(u, v) = σ · ωu,v =
∑
a∈A
σ(a) · ωu,v(a) (37)
=
∑
(a,a1,...,an)∈An+1
σ(a) · δx1(a, a1) · ωy1(a1) ·
· δx1x2(a, a2) · ωy2(a2) · . . . · δx1...xn(a, an) · ωyn (an),
for every (u, v) ∈ (X×Y)+, u = x1 . . . xn, v = y1 . . . yn, for
some n ∈N, x1, . . . , xn ∈ X and y1, . . . , yn ∈ Y.
6 Equivalence of sequential, Moore-type and
Mealy-type weighted automata
Two weighted finite automata with output of any type
(sequential, Mealy-type orMoore type) are equivalent if
they have equal behaviors (with respect to the consid-
ered semantics). In this section we prove theorems on
the equivalence of sequential, Mealy-type and Moore-
type weighted finite automata with respect to various
semantics.
First we prove that every Mealy-type weighted au-
tomatonA can be converted into a sequentialweighted
automaton which is equivalent toAwith respect to se-
quential semantics onA.
Theorem 6.1 For any Mealy-type weighted automatonA =
(A,X,Y, σA, δA, ωA) there exists a sequential weighted auto-
maton B = (B,X,Y, σB, µB) such that
[[A]]s = [[B]].
In addition, B can be chosen so that |B| 6 |A|.
Proof Set B = A and define µB : B × X × Y × B → S and
σB : B → S by σB = σA and
µ(a, x, y, b) = ω(a, x, y) · δ(a, x, b),
for all a, b ∈ A, x ∈ X and y ∈ Y. Then it is easy to check
that [[A]]s = [[B]]. ⊓⊔
Next, we show that everyMoore-typeweighted au-
tomatonA can be converted into a sequentialweighted
automatonwhich is equivalent toAwith respect to 1n-
semantics onA.
Theorem 6.2 For any Moore-type weighted automatonA =
(A,X,Y, σA, δA, ωA) there exists a sequential weighted auto-
maton B = (B,X,Y, σB, µB) such that
[[A]]1n = [[B]].
In addition, B can be chosen so that |B| 6 |A|.
Proof Set B = A and define µB : B × X × Y × B → S and
σB : B → S by σB = σA and
µ(a, x, y, b) = δ(a, x, b) · ω(b, y),
for all a, b ∈ A, x ∈ X and y ∈ Y. Then [[A]]1n = [[B]]. ⊓⊔
On the other hand, the next theorem shows that any
sequential weighted automatonA can be converted to
a Moore-type weighted automaton Bwhich is equiva-
lent toA with respect to 1n-semantics on B.
Theorem 6.3 For any sequential weighted automatonA =
(A,X,Y, σA, µA) there exists a Moore-type weighted automa-
ton B = (B,X,Y, σB, δB, ωB) such that
[[A]] = [[B]]1n.
In addition, B can be chosen so that |B| 6 |A| · |Y|.
Proof Set B = A × Y and fix an arbitrary y0 ∈ Y. Define
σB : B → S, δB : B × X × B → S and ωB : B × Y → S as
follows: For b, b1, b2 ∈ B, x ∈ X and y ∈ Y we set
σB(b) =

σA(a) if b = (a, y0), for some a ∈ A,
0 otherwise,
δB(b1, x, b2) = µ
A(a1, x, y2, a2), if b1 = (a1, y1),
b2 = (a2, y2), for some a1, a2 ∈ A, y1, y2 ∈ Y,
ωB(b, y) =

1 if b = (a, y), for some a ∈ A,
0 otherwise.
Then B = (B,X,Y, σB, δB, ωB) is a Moore-type weighted
automaton. We are going to prove thatA is equivalent
to Bwith respect to the 1n-semantics of B.
Takeanarbitrary (u, v) ∈ (X×Y)+,whereu = x1 . . . xn,
v = y1 . . . yn, for n ∈ N, x1, . . . , xn ∈ X, y1, . . . , yn ∈ Y.
Consider any (b0, b1, . . . , bn) ∈ B
n+1 and the product
σB(b0) · δ
B
x1
(b0, b1) · ω
B
y1
(b1) · δ
B
x2
(b1, b2) · ω
B
y2
(b2)·
· . . . · δBxn (bn−1, bn) · ω
B
yn
(bn). (38)
If for each i ∈ {0, 1, . . . , n} we have that
bi = (ai, yi), for some ai ∈ A, (39)
then
σB(b0) = σ
A(a0), ω
B
yi (bi) = 1,
δBxi (bi−1, bi) = µ
A
xi,yi (ai−1, ai),
for each i ∈ {1, . . . , n}, and the product (38) becomes
σA(a0) · µ
A
x1,y1(a0, a1) · µ
A
x2,y2(a1, a2) · . . . · µ
A
xn,yn(an−1, an).
Otherwise, if there exists i ∈ {0, 1, . . . , n} such that bi
can not be written in the form (39), then we have that
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ωByi (bi) = 0 (for i > 1) or σ
B(b0) = 0 (for i = 0), and the
whole product (38) is equal to 0.
Note also that there is a one-to-one correspondence
between all (n + 1)-tuples (a0, a1, . . . , an) ∈ A
n+1 and all
(n+1)-tuples (b0, b1, . . . , bn) ∈ B
n+1 satisfying (39),which
implies
[[B]]1n(u, v) =
∑
(b0 ,b1,...,bn)∈Bn+1
σB(b0) · δ
B
x1
(b0, b1) · ω
B
y1
(b1)·
· δBx2(b1, b2) · ω
B
y2
(b2) · . . . · δ
B
xn
(bn−1, bn) · ω
B
yn
(bn)
=
∑
(a0,a1,...,an)∈An+1
σA(a0) · µ
A
x1,y1
(a0, a1) · µ
A
x2,y2
(a1, a2) ·
· . . . · µAxn,yn(an−1, an) = [[A]](u, v),
and hence, [[B]]1n = [[A]]. Clearly, |B| 6 |A| · |Y|. ⊓⊔
Thenweshowthat anyMealy-typeweightedautom-
aton A can be converted into a Moore-type weighted
automaton B such that A and B are equivalent both
with respect to 1n-semantics and n1-semantics.
Theorem 6.4 For every Mealy-type weighted automaton
A = (A,X,Y, σA, δA, ωA) there exists a Moore-type weighted
automaton B = (B,X,Y, σB, δB, ωB) such that
[[A]]1n = [[B]]1n and [[A]]n1 = [[B]]n1.
In addition, B can be chosen so that |B| 6 |A| · (|X| + 1).
Proof Set B = A ∪ A × X. Let us define σB : B → S,
δB : B × X × B → S and ωB : B × Y → S as follows: For
b, b1, b2 ∈ B, x ∈ X and y ∈ Y we set
σB(b) =

σA(a) if b = a ∈ A,
0 otherwise,
δB(b1, x, b2) =

1 if b1 = a ∈ A,
b2 = (a, x) ∈ A × X,
δA(a1, x1, a2) if b1 = (a1, x1) ∈ A × X,
b2 = (a2, x) ∈ A × X,
0 otherwise,
ωB(b, y) =

ωA(a, x, y) if b = (a, x) ∈ A × X,
0 otherwise.
Then B = (B,X,Y, σB, δB, ωB) is a Moore-type weighted
automaton.
Takeanarbitrary (u, v) ∈ (X×Y)+,whereu = x1 . . . xn,
v = y1 . . . yn, for n ∈ N, x1, . . . , xn ∈ X, y1, . . . , yn ∈ Y.
Consider any (b0, b1, . . . , bn) ∈ B
n+1 and the product
σB(b0) · δ
B
x1 (b0, b1) · ω
B
y1 (b1) · δ
B
x2 (b1, b2) · ω
B
y2(b2)·
· . . . · δBxn (bn−1, bn) · ω
B
yn
(bn). (40)
Suppose that
b0 = a0, for some a0 ∈ A, (41)
and for any i ∈ {1, . . . , n} suppose that
bi = (ai−1, xi), for some ai−1 ∈ A. (42)
Then
σB(b0) = σ
A(a0), (43)
ωByi (bi) = ω
A
xi ,yi(ai−1), for i ∈ {1, . . . , n}, (44)
δBx1(b0, b1) = 1, (45)
δBxi (bi−1, bi) = δ
A
xi−1
(ai−2, ai−1), for i ∈ {2, . . . , n}, (46)
and the product (40) becomes
σA(a0) · ω
A
x1,y1(a0) · δ
A
x1(a0, a1) · ω
A
x2,y2(a1) · δ
A
x2(a1, a2) ·
· . . . · δAxn−1(an−2, an−1) · ω
A
xn,yn(an−1).
On the other hand, if b0 ∈ A × X or if bi can not be
written in the form (42), for some i ∈ {1, . . . , n}, i.e.,
if bi ∈ A or bi = (a, x) ∈ A × X such that x , xi, then
σB(b0) = 0 or δ
B
xi
(bi−1, bi) = 0, and in both cases thewhole
product (40) is equal to 0.
Since to each (n + 1)-tuple (a0, . . . , an) ∈ A
n+1 corre-
sponds exactly one (n+1)-tuple (b0, . . . , bn) ∈ B
n+1 satis-
fying (41) and (42), we have that
[[B]]1n(u, v) =
∑
(b0,...,bn)∈Bn+1
σB(b0) · δ
B
x1 (b0, b1) · ω
B
y1(b1)·
· δBx2 (b1, b2) · ω
B
y2
(b2) · . . . · δ
B
xn
(bn−1, bn) · ω
B
yn
(bn)
=
∑
(a0,...,an)∈An+1
σA(a0) · ω
A
x1,y1(a0) · δ
A
x1(a0, a1) · ω
A
x2,y2(a1) ·
· δAx2(a1, a2) · . . . · δ
A
xn−1
(an−2, an−1) · ω
A
xn ,yn
(an−1)
= [[A]]1n(u, v),
and hence, [[B]]1n = [[A]]1n.
Next, we prove that [[B]]n1 = [[A]]n1. Consider again
an arbitrary (b0, b1, . . . , bn) ∈ B
n+1 and the product
σB(b0) · δ
B
x1(b0, b1) · ω
B
y1 (b1) · δ
B
x1x2 (b0, b2) · ω
B
y2 (b2)·
· . . . · δBx1...xn(b0, bn) · ω
B
yn
(bn). (47)
Suppose again that (41) and (42) hold. Then we have
that (43), (44) and (45) also hold. Now, take an arbitrary
j ∈ {2, . . . , n} and (b′
1
, . . . , b′
j−1
) ∈ B j−1, and consider the
product
δBx1(b0, b
′
1) · δ
B
x2
(b′1, b
′
2) · . . . · δ
B
x j
(b′j−1, b j). (48)
If
b′1 = (a0, x1), (49)
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and if for any k ∈ {2, . . . , j − 1}we have that
b′k = (a
′
k−1, xk), for some a
′
k−1 ∈ A, (50)
then
δBx1(b0, b
′
1) = 1,
δBx2(b
′
1, b
′
2) = δ
A
x1
(a0, a
′
1),
δBxk (b
′
k−1, b
′
k) = δ
A
xk−1
(a′k−2, a
′
k−1), for k ∈ {3, . . . , j − 1},
δBx j (b
′
j−1, b j) = δ
A
x j−1(a
′
j−2, a j−1),
and consequently, the product (48) becomes
δAx1(a0, a
′
1) · δ
A
x2 (a
′
1, a
′
2) · . . . · δ
A
x j−1(a
′
j−2, a j−1).
Otherwise, if b′
1
, (a0, x1) or there is k ∈ {2, . . . , j − 1}
such that (42) does not hold, then δBxk (b
′
k−1
, b′
k
) = 0 and
the product (48) is also equal to 0. Therefore
δBx1...x j (b0, b j) =
=
∑
(b′
1
,...,b′
j−1
)∈B j−1
δBx1(b0, b
′
1) · δ
B
x2 (b
′
1, b
′
2) · . . . · δ
B
x j (b
′
j−1, b j)
=
∑
(a′
1
,...,a′
j−2
)∈A j−2
δAx1(a0, a
′
1) · δ
A
x2
(a′1, a
′
2) · . . . · δ
A
x j−1
(a′j−2, a j−1)
= δAx1...x j−1(a0, a j−1),
for any j ∈ {2, . . . , n}, whichmeans that the product (47)
becomes
σA(a0) · ω
A
x1,y1
(a0) · δ
A
x1
(a0, a1) · ω
A
x2,y2
(a1) · δ
A
x1x2
(a0, a2) ·
· . . . · δAx1...xn−1(a0, an−1) · ω
A
xn ,yn(an−1).
Next, if b0 ∈ A×X or there exists i ∈ {1, . . . , n} such that
bi = (a, x) ∈ A×X with x , xi, then δ
B
xi
(b, bi) = 0, for any
b ∈ B, whence δBx1 ...xi (b0, bi) = 0, which implies that the
product (47) is equal to 0. Now, we conclude that
[[B]]n1(u, v) =
∑
(b0 ,...,bn)∈Bn+1
σB(b0) · δ
B
x1
(b0, b1) · ω
B
y1
(b1) ·
· δBx1x2(b0, b2) · ω
B
y2
(b2) · . . . · δ
B
x1 ...xn
(b0, bn) · ω
B
yn
(bn)
=
∑
(a0,...,an−1)∈An
σA(a0) · ω
A
x1,y1
(a0) · δ
A
x1
(a0, a1) ·
· ωAx2,y2(a1) · δ
A
x1x2(a0, a2) · ω
A
x3,y3(a2) ·
· . . . · δAx1...xn−1(a0, an−1) · ω
A
xn,yn(an−1)
= [[A]]n1(u, v).
Therefore, [[B]]n1 = [[A]]n1. ⊓⊔
Wealsoprove that anyMoore-typeweightedautom-
aton A can be converted into a Mealy-type weighted
automaton B such that A and B are equivalent with
respect to 1n-semantics.
Theorem 6.5 For every Moore-type weighted automaton
A = (A,X,Y, σA, δA, ωA) there is a Mealy-type weighted au-
tomaton B = (B,X,Y, σB, δB, ωB) such that
[[A]]1n = [[B]]1n.
In addition, B can be chosen so that |B| 6 |A|2.
Proof LetB = A×A and letσB : B → S, δB : B×X×B → S
and ωB : B × X × Y → S be defined as follows: For
b, b1, b2 ∈ B, x ∈ X and y ∈ Y we set
σB(b) = σA(a), if b = (a, a′), for some a, a′ ∈ A,
δB(b1, x, b2) =

1 if b1 = (a1, a2), b2 = (a2, a3),
for some a1, a2, a3 ∈ A,
0 otherwise,
ωB(b, x, y) = δAx (a1, a2) · ωy(a2), if b = (a1, a2),
for some a1, a2 ∈ A,
Then B = (B,X,Y, σB, δB, ωB) is a Mealy-type weighted
automaton. To prove that [[A]]1n = [[B]]1n take an arbi-
trary (u, v) ∈ (X × Y)+, where u = x1 . . . xn, v = y1 . . . yn,
for some n ∈ N, x1, . . . , xn ∈ X, y1, . . . , yn ∈ Y. Consider
any (b0, b1, . . . , bn−1) ∈ B
n and the product
σB(b0) · ω
B
x1,y1(b0) · δ
B
x1 (b0, b1) · ω
B
x2,y2(b1) · (51)
· . . . · δBx2(b1, b2) · ω
B
xn ,yn(bn−1).
Suppose that there is (a0, a1, . . . , an) ∈ A
n+1 such that
bi−1 = (ai−1, ai), for each i ∈ {1, . . . , n}. (52)
Then we have that
σB(b0) = σ
A(a0),
δBxi (bi−1, bi) = 1, for each i ∈ {1, . . . , n − 1},
ωBxi ,yi(bi−1) = δ
A
x1
(ai−1, ai) · ω
A
yi
(ai),
and consequently, the product (51) becomes
σA(a0) · δ
A
x1
(a0, a1) · ω
A
y1
(a1) · δ
A
x2
(a1, a2)·
· ωAy2(a2) · . . . · δ
A
xn
(an−1, an) · ω
A
yn
(an).
On the other hand, if there is i ∈ {1, . . . , n− 1} such that
bi−1 = (a
′
1
, a′
2
), bi = (a
′′
1
, a′′
2
) and a′
2
, a′′
1
, then we obtain
that δBxi (bi−1, bi) = 0, and the product (51) is equal to 0.
Since for any (n+1)-tuple (a0, a1, . . . , an) ∈ A
n+1 there
exists a unique n-tuple (b0, b1, . . . , bn−1) ∈ B
n such that
(52) holds, we have that
[[B]]1n(u, v) =
∑
(b0,b1,...,bn−1)∈Bn
σB(b0) · ω
B
x1,y1
(b0) · δ
B
x1
(b0, b1) ·
· ωBx2 ,y2(b1) · . . . · δ
B
x2 (b1, b2) · ω
B
xn,yn(bn−1)
=
∑
(a0,a1,...,an)∈An+1
σA(a0) · δ
A
x1(a0, a1) · ω
A
y1(a1) ·
· δAx2 (a1, a2) · ω
A
y2
(a2) · . . . · δ
A
xn
(an−1, an) · ω
A
yn
(an)
= [[A]]1n(u, v),
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and hence, [[B]]1n = [[A]]1n. ⊓⊔
Finally, we show that under certain conditions a se-
quentialweightedfinite automatonA canbe converted
to a Mealy-type weighted finite automaton B equiva-
lent toAwith respect to the sequential semantics onB.
Theorem 6.6 Given a sequential weighted automatonA =
(A,X,Y, σA, µA). If there exists p ∈ N such that (pk) s = s,
for any s ∈ Im(µA), where k = |X| · |Y|, then there is a Mealy-
type weighted automatonB = (B,X,Y, σB, δB, ωB) such that
[[A]] = [[B]]s.
In addition, B can be chosen so that |B| 6 |A| · |X| · |Y|.
Proof Set B = A × X × Y. Let us define σB : B → S,
δB : B × X × B → S and ωB : B × X × Y → S as follows:
For b, b1, b2 ∈ B, x ∈ X and y ∈ Y we set
σB(b) = p σA(a), if b = (a, x1, y1), for some a ∈ A,
x1 ∈ X and y1 ∈ Y,
δB(b1, x, b2) = µ
A(a1, x, y1, a2), if b1 = (a1, x1, y1),
b2 = (a2, x2, y2), for some a1, a2 ∈ A,
x1, x2 ∈ X, y1, y2 ∈ Y,
ωB(b, x, y) =

1 if b = (a, x, y), for some a ∈ A,
0 otherwise.
Then B = (B,X,Y, σB, δB, ωB) is a Mealy-type weighted
automaton. We will show that A is equivalent to B
with respect to the sequential semantics of B.
Takeanarbitrary (u, v) ∈ (X×Y)+,whereu = x1 . . . xn,
v = y1 . . . yn, for n ∈ N, x1, . . . , xn ∈ X, y1, . . . , yn ∈ Y.
Consider any (b0, b1, . . . , bn) ∈ B
n+1 and the product
σB(b0) · ω
B
x1 ,y1
(b0) · δ
B
x1
(b0, b1) · ω
B
x2,y2
(b1) · δ
B
x2
(b1, b2) ·
· . . . · ωBxn ,yn(bn−1) · δ
B
xn
(bn−1, bn). (53)
If for each i ∈ {1, . . . , n}we have that
bi−1 = (ai−1, xi, yi), for some ai−1 ∈ A, (54)
and if
bn = (an, x, y), for some an ∈ A, x ∈ X and y ∈ Y, (55)
then
σB(b0) = p σ
A(a0), ω
B
xi ,yi(bi−1) = 1,
δBxi (bi−1, bi) = µ
A
xi ,yi(ai−1, ai),
for each i ∈ {1, . . . , n}, and the product (53) becomes
σA(a0) ·µ
A
x1,y1(a0, a1) ·µ
A
x2,y2(a1, a2) · . . . ·µ
A
xn,yn(an−1, an). (56)
Otherwise, if there is i ∈ {1, . . . , n} such that (54) does
not hold, then ωBxi ,yi(bi−1) = 0, and the whole product
(53) is equal to 0.
For any an ∈ A there are k elements bn ∈ B satisfying
(55), and thus, for any (n + 1)-tuple (a0, . . . , an) ∈ A
n+1
there are k (n+1)-tuples (b0, . . . , bn) ∈ B
n+1 which satisfy
(54) and (55). Consequently,
[[B]]s(u, v) =
∑
(b0,b1,...,bn)∈Bn+1
σB(b0) · ω
B
x1,y1(b0) · δ
B
x1 (b0, b1)·
· ωBx2 ,y2(b1) · δ
B
x2
(b1, b2) · . . . · ω
B
xn ,yn
(bn−1) · δ
B
xn
(bn−1, bn)
=
∑
(a0,a1,...,an)∈An+1
[p σA(a0)] · µ
A
x1,y1(a0, a1) ·
· µAx2,y2(a1, a2) · . . . · [kµ
A
xn,yn
(an−1, an)]
=
∑
(a0,a1,...,an)∈An+1
σA(a0) · µ
A
x1,y1
(a0, a1) ·
· µAx2,y2(a1, a2) · . . . · [(pk)µ
A
xn,yn
(an−1, an)]
=
∑
(a0,a1,...,an)∈An+1
σA(a0) · µ
A
x1,y1
(a0, a1) ·
· µAx2,y2(a1, a2) · . . . · µ
A
xn,yn(an−1, an)
= [[A]](u, v),
and hence, [[B]]s = [[A]]. Clearly, |B| 6 |A| · |X| · |Y|. ⊓⊔
7 Crisp-deterministic weighted finite automata
with output
LetA = (A,X,Y, σ, δ, ω) be aMealy-typeweighted finite
automaton over a semiring S. The weighted transition
function δ is called crisp-deterministic if for all x ∈ X
and a ∈ A there exists a′ ∈ A such that δx(a, a
′) = 1, and
δx(a, b) = 0, for all b ∈ A \ {a
′}. Also, the initial weight
vector σ is crisp-deterministic if there exists a0 ∈ A such
that σ(a0) = 1, and σ(a) = 0 for all a ∈ A \ {a0}. If both σ
and δ are crisp-deterministic, then A is called a crisp-
deterministic Mealy-type weighted automaton.
Equivalently,wedefinea crisp-deterministicMealy-
type weighted automaton over a semiring S as a tuple
A = (A,X,Y, a0, δ, ω), where A is a non-empty set of
states, a0 ∈ A is an initial state, δ : A × X → A is a
transition function andω : A×X×Y → S is a weighted
output function. For any x ∈ X we define δx : A → A by
δx(a) = δ(a, x), for all a ∈ A, and for any u ∈ X
∗wedefine
the transition function δu : A → A as follows: For any
a ∈ A we set δε(a) = a, and for a ∈ A, u ∈ X
∗ and x ∈ X,
we set δux(a) = δx(δu(a)).
A crisp-deterministic Moore-type weighted automaton
over S is defined as a tupleA = (A,X,Y, a0, δ, ω), where
everything is the same as in the definition of a crisp-
deterministic Mealy-type weighted automaton except
10 J. Ignjatovic´, M. C´iric´, Z. Jancˇic´
theweightedoutput function, forwhichweassume that
ω : A × Y → S.
Given that crisp-deterministicMealy-typeweighted
automata are a special type of the general Mealy-type
weightedautomata, the 1n-semantics,n1-semantics and
sequential semantics for these automata are those that
are defined in Section 4. Similarly, the definitions of 1n-
semantics and n1-semantics for Moore-type weighted
automata given inSection 5apply also to crisp-determi-
nistic Moore-typeweighted automata. However, in the
case of crisp-deterministicMealy-type andMoore-type
weighted automata it is natural to consider the follow-
ing semantics for which we prove that they are equiv-
alent to all the above listed semantics.
Definition 7.1 (Crisp-deterministic semantics)The cd-
behavior of a crisp-deterministic Mealy-type weighted
automaton A = (A,X,Y, a0, δ, ω) is the function [[A]]cd :
(X × Y)∗ → S defined by
[[A]]cd(ε, ε) = 1, (57)
and
[[A]]cd(u, v) = (58)
= ωx1 ,y1(a0) · ωx2 ,y2(δx1 (a0)) · . . . · ωxn,yn(δx1...xn−1(a0)),
for all u = x1x2...xn ∈ X
∗ and v = y1y2...yn ∈ Y
∗.
Similarly, by the cd-behavior of a crisp-deterministic
Moore-type weighted automaton A = (A,X,Y, a0, δ, ω)
we mean the function [[A]]cd : (X × Y)
∗ → S defined by
[[A]]cd(ε, ε) = 1, (59)
and
[[A]]cd(u, v) = (60)
= ωy1 (δx1(a0)) · ωy2(δx1x2(a0)) · . . . · ωyn (δx1...xn(a0)),
for all u = x1x2...xn ∈ X
∗ and v = y1y2...yn ∈ Y
∗.
Nowweshowthat for all crisp-deterministicMealy-
type andMoore-typeweighted automata the above de-
fined semantics coincide with all semantics defined in
Sections 4 and 5 for the generalMealy-type andMoore-
type weighted automata.
Theorem 7.1 IfA = (A,X,Y, a0, δ, ω) is a crisp-determinis-
tic Mealy-type weighted automaton then
[[A]]cd = [[A]]1n = [[A]]n1 = [[A]]s, (61)
and ifA is a crisp-deterministic Moore-type weighted autom-
aton then
[[A]]cd = [[A]]1n = [[A]]n1. (62)
Proof IfA is a crisp-deterministicMealy-typeweighted
automaton, it is easy to check that the rightmost terms
in equations (16), (21) and (23) become equal to 1, while
the rightmost terms in equations (17), (22) and (24) are
converted into the term on the right-hand side of equa-
tion (58). Therefore, (61) holds.
Similarly, if A is a crisp-deterministic Moore-type
weighted automaton, then the rightmost terms in equa-
tions (31) and (36) are equal to 1, whereas the rightmost
terms in (37) and (37) are transformed into the term on
the right-hand side of (60). Thus, we conclude that (62)
is true. ⊓⊔
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