In this paper, a spatial-temporal correlation aware data collection mechanism is proposed for a event-driven sensor network in terms of the realistic requirements such as real-time data sensing and dynamic network topology. Firstly, in order to reduce the path congestion and the data transmission delay, the perceived data states are classified based on binary representation. Secondly, a low cost manner is studied to aggregate the perceived data at the representative nodes and aggregation nodes respectively based on the spatial-temporal correlation. Furthermore, the best data collection path is obtained by carrying out a particle swarm optimization (PSO). Simulation results validate that the proposed algorithm can effectively reduce the amount of data transmissions in the network event area. Besides, the proposed mechanism also has advantages in reducing the delay and energy consumption.
I. INTRODUCTION
Transmission line monitoring is a critical issue in safety guarantee of smart grids [1] , [2] . With the help of data sensing, energy harvesting, wireless communication and caching technologies, the environment data as well as the real-time characteristics associated to the transmission lines can be sensed and transmitted to the edge/cloud servers [3] - [8] . Particularly, the incoming era of 5G and Internet of Things will not only improve the traffic diversity but also effectively reduces the data transmission delay, which will significant enhance the safety monitoring performance compared to the traditional wireless sensor network [9] - [13] . For example, the multimedia data can be introduced to the transmission line monitoring with the help of 5G D2D technology. Hence, it is reported that the State Grid of China have chosen 5G as an alternative wireless communication technology in the smart grid.
Typically, the transmission line monitoring network is a new type of self-organizing wireless sensor network (WSN), consisting of multiple sensor nodes deployed in monitoring areas [14] . In terms of the approach of data acquisition, wireless sensor networks can be divided into time-driven sensor The associate editor coordinating the review of this manuscript and approving it for publication was Dapeng Wu . networks and event-driven sensor networks [15] . The timedriven sensor network collects data through sensor nodes at a set point in time and then uploads the data to the aggregation node according to a fixed network topology. In eventdriven sensor networks, most sensor nodes are in a dormant state. Data is only collected and uploaded to the aggregation node in a self-organizing manner when an emergency event occurs [16] . Therefore, event-driven sensor networks have attracted widespread attention from both academia and industry [17] .
Usually, for reducing the path congestion, the data collected from different sensors should be fused together at the aggregation node before uploading to the server [18] . The state-of-art data fusion technologies include compression, merging, discarding, transmission suppression, filtering, evaluation, prediction, etc [19] . However, due to the limited energy in computation and communication, the sensor nodes cannot be directly applied to delay-sensitive eventdriven sensor networks. Nowadays, the research on data aggregation strategies in event-driven sensor networks still faces enormous challenges. In addition, traditional wireless sensor networks can be classified in terms of network architecture, which can be centralized, hierarchical or distributed [20] . In the centralized control architecture, the base station initiates a data collection process from all nodes, and monitors and controls the entire network. The distributed architecture focuses on the self-management of sensor nodes. Thus, each node can decide on next actions based on the knowledge it can obtain from neighboring substations. Therefore, how to properly select the forwarding node and the aggregation node in the event area is also an open problem that cannot be ignored.
To deal with the problem of data fusion in event-driven sensor networks, researchers have proposed a variety of solutions. Some fusion method improves the effectiveness and accuracy of behavior recognition. The framework can achieve accurate classification and detection of joint events. Reference [21] adopts power optimization technology based on data fusion, which reduces the transmission energy per bit by increasing the total amount of data transmitted on the shared path, thus reducing the transmission energy consumption of the network. But the proposed scheme only limits the data fusion of different nodes by setting the sending time, and does not process the redundant data, so it can not be applied to network application scenarios which require high real-time data. Data fusion algorithm based on autoregressive prediction, moving average prediction and exponential smoothing prediction in wireless sensor networks was introduced in literature [22] . Data fusion algorithm based on grey support vector machine prediction model in wireless sensor networks proposed in literature [23] can reduce network energy consumption, but due to the complex prediction algorithm, it is not suitable for event-driven sensor networks.
To solve these problems, this paper proposes a data acquisition mechanism based on spatiotemporal correlation perception in event-driven sensor networks. First, the classification of perceived data states based on binary representations greatly avoids useless data transmissions. The data is then fused according to spatiotemporal correlation to reduce redundant data transmission. Finally, data analysis shows that the data aggregation of sensor nodes can not only meet the real-time requirements of event-driven sensor network applications, but also reduce the transmission of redundant data and transmission energy consumption within the considered network, which thereby extends the network life cycle.
The remainder of this paper is organized as follows. Section II is the related works and Section III presents the network model. Then, we propose a data preprocessing mechanism in Section IV. Section V introduces spatial-temporal correlation aware data fusion mechanism. Representative node selection is proposed in Section VI. In Section VII, we find the optimal forwarding path based on PSO. We present the experiments that we performed to verify the effect of our proposed method. Finally, we present our conclusions and outline a few directions for future work in Section VIII.
II. RELATED WORKS
In this section, some data fusion techniques in event-driven sensor networks are analyzed. The authors in [24] proposed a data aggregation method in WSN using time series analysis which established a prediction model to analyze the values at the next moment. The work in [25] used the NARX neural network algorithm to predict and fuse data in WSN. The work in [26] adopted some processing methods based on correlation prediction and multi-layer data fusion. The authors in [27] exploited the Markov chain to predict correlation of data. The authors in [28] proposed a fuzzy time series model based on the data analysis of WSNs, which can effectively predict the data at the next moment. In order to improve the accuracy of prediction and reduce the power consumption, a dynamic power management was proposed in the work [29] . In order to predict data values at the next moment, the authors in [21] proposed a dynamic gray model-based data aggregation algorithm. The amount of network data transmission can be effectively reduced and the network lifetimes are also prolonged. The work in [22] proposed a data processing model using a time series to predict data values at the next moment for WSN. The authors in [30] proposed a data aggregation algorithm based on threshold-Sensitive Energy Efficient Sensor Network (TEEN) to enhance the network survivability. The work in [31] proposed an efficient data collection based on Spatial-Temporal Correlation (EAST), which exploits both spatial and temporal correlations to collect together in WSNs. However, the existing classifications do not reflect the peculiar feature of each protocol, especially in event-driven sensor networks during the aggregation process. Figure 1 , the considered event-driven sensor network consists of a sink node and number of sensor nodes. The sensor nodes can be classified into four types in terms of their functions, which are perceived nodes, representative nodes, forwarding nodes and aggregation nodes. In specific, the perceived node is responsible for collecting the data in the event area, such as multimedia data, temperature data and etc. The representative node is selected from several perceived nodes and can represent other perception nodes to sensing data for the event area at a given moment after data preprocessing and fusion are completed. The forwarding node acts as a relay forwards the data collected from the representative node to the next hop. Besides, the aggregation node further fuses the data from different regions of the event area. Finally, through reasonable data fusion and path selection, the perceived data can be transmitted to the sink node in time.
III. SYSTEM MODEL

As shown in
In the subsequence, we will introduce how to fuse the data and how to select applicable path to forward the perceived data.
IV. DATA PREPROCESSING
The applications of event-driven sensor networks include fire detection, intrusion detection, earthquake and so on. Such applications usually require strict real-time performance guarantee. On the other hand, in the event-driven sensor networks, the perceived nodes are requested to have a high sensitivity to the abnormal data generated by emergencies, but is not sensitive to conventional data. Therefore, it is not necessary to feed back a large amount of perceived data to the sink node. Instead, it is only needed to check whether there exists any abnormal data or not If there exists abnormal data, the perceived node must immediately feedback it. Otherwise, for conventional data, the perceived node only needs to send it periodically. This can reduce the amount of perceived data in the event area and avoid path congestion caused by a large number of data transmission.
As shown in Figure 2 , we classify the perceived data states into two categories: i.e., the ''conventional'' state and the ''abnormal'' state. In the conventional state, the current perceived data is within the normal range and represented by the binary number 0. In the abnormal state, the current perceived data is beyond the normal range and is represented by the binary number 1. Therefore, the classification results based on perceived data is a set of binary time series containing 0 and 1.
The normal range depends on the type of perceived data. In other words, the normal ranges are different for different types of perceived data, e.g., temperature data, multimedia data, wind speed and wind direction data, etc. Hence, the collected perceived data should be compared according to the set threshold range respect to given data type. Within the set threshold range, the state of the sensing data is judged to be in the conventional state, otherwise the state of the sensing data is judged to be an abnormal state. The data is transmitted immediately when the perception result is equal to 1 while the data is transmitted periodically when the perception result is 0.
V. SPATIO-TEMPORAL CORRELATION AWARE DATA FUSION MECHANISM
Although the abnormal perceived data can be feedback back to the sink node after being preprocessed. The perceived data generated from the different perceived nodes within the same event area has a certain and high spatial correlation at the same time. Therefore, it is needed use spatial the correlation to reduce the amount of abnormal data transmissions. Septically, the spatial aggregation can be achieved to select a representative node to transmit abnormal data instead of the other perceived nodes in the same event area.
The temporal correlation is defined as the correlation degree of the feedback data from the same node at different time slots and denoted by function R v (·). Additionally, the spatial correlation is defined as the correlation degree of the feedback data from different nodes at the same time is to express spatial correlation and denoted by function R h (·). The threshold of the corresponding correlation degrees are denoted by and δ respectively. We have
where S T I denotes the feedback data of node I at time T , which contains m perceived data. W k represents the weight value of k and holds as m+1 k=0 W k = 1. D(·) represents the spatial and temporal correlation functions of the feedback data, which is distributed within closed intervals [0, 1] and can be obtained as follows
If R v (·) < , which means that the time correlation is low, the feedback data values vary greatly from time T a to time T b and need to be uploaded. If R v (·) > , which means that the time correlation is high, the feedback data values are almost unchanged from time T a to T b time, and doesn't need to be uploaded. Correspondingly, δ is the threshold of spatial correlation functions. It should be noted that an appropriate threshold is conducive to ensure the effective data fusion performance.
VI. REPRESENTATIVE NODE SELECTION
In order to satisfy the real-time requirement of event-driven sensor networks, the perceived data is fused at the representative nodes based on spatiotemporal correlation. We assume the energy consumption of the sensor nodes in the considered event-driven sensor networks includes wireless communication and data processing. Therefore, there holds
where E total represents the total energy consumption of the sensor nodes, E t denotes the energy consumption for data transmission, E r denotes the energy consumption generated by receiving data, E p represents the energy consumed during data processing. In Eq. (4), E t and E r can be further calculated as
where E e denotes the energy consumption for transmitting or receiving 1 bit of data, E amp denotes the energy consumption for the amplifiers, n and d represent the data size and the transmission distance respectively, α is the path loss factor, Additionally, the energy consumption for data processing E p cannot be neglected when the amount of perceived data is large. Therefore, the total energy consumption generated by sending and receiving n-bit data in the network holds as
Finally, the residual energy of the perceived node can be expressed as
where E o represents the initial energy. In order to achieve the balance in energy consumption among the perceived nodes in a given event area, the perceived node with the maximum residual energy is chosen as the representative nodes at current the current time slot.
VII. OPTIMAL PATH SELECTION BASED ON PSO
In the following, the optimal data forwarding path is determined with the help of the PSO algorithm. PSO is a metaheuristic algorithm based on swarm intelligence proposed by Kennedy and Eberhat. The inspiration of PSO comes from cooperative communication among swarm birds. Intelligence is that the behavior of birds can lead to complex global model of swarm simulation.
There are there main components in PSO: Particles, particles' social and cognitive components, particles' speed. In a problem space, there may be more than one solution, and the best solution needs to be found. Particle learning has two main sources,. One is derived from the particle's own experience, which is known as cognitive learning. The other is combined with the whole group of learning, which known as social learning. Cognitive learning is represented by personal Best (pbest) and social learning by global Best (gbest). Individual extremum is the best solution for particle in its historical behavior while global extremum is the best place for group implementation. Combined with cognitive learning and social learning, their next position can be ascertained with the speed of particles.
The construction process of the optimal forwarding path based on PSO is in the following.
A. PARTICLES INITIALIZATION
The length of a particle represents the number of nodes. Let P j = [X j,1 , X j,2 , · · · , X j,K ] represent particle j, and X j,d (1 ≤ d ≤ K ) indicates the priority of which the forwarding node d is selected as the relay node. Besides, X j,d initializes a uniformly distributed random number from a range [−1, 1].
B. FORWARDING PATH CONSTRUCTION
Neighbor tables of the representative nodes are constructed according to broadcast messages, and forwarding trees from representative nodes to the sink node should be constructed for each representative node. Each branch of the tree represents forwarding paths from representative nodes to the sink node. Each forwarding path begins from the representative node. In each step of constructing the forwarding path, the forwarding node with higher priority and direct link for the current representative node is selected as the next hop node. This process continues until the sink node is reached, and all the representative nodes are connected to the sink node. In particular, the optimal particle contains the optimal forwarding tree composed of higher priority nodes.
C. FITNESS FUNCTION
In this paper, the weighted sum method is used to construct the multi-objective fitness function of the optimal forwarding path.
1) ENERGY STORAGE OF NODES
In order to ensure the energy effectiveness on the forwarding path for a representative node, one of the main factors to be considered is the rational use of node energy. In this paper, we use the following equation to achieve particle j's adaptability of node energy storage ES P j :
where nexthop(X j,d ) represents the next hop node of the forwarding node d in particle j.
2) ENERGY BALANCE AMONG NODES
In the process of forwarding data between nodes, the relay nodes close to the sink node transmit large amounts of data and consume more energy in average. In this paper, adaptability of energy balance node of particle j, denoted by EB P j , is calculated as follows
where hopcount(X j,d ) denotes the total hop number needed to transmit perceived data from representative node d to the sink node. Therefore, combining the above two important factors, the fitness function of the optimal forwarding path is constructed as
where λ (0 < λ < 1) is a weight coefficient which represents the influence of the node energy storage on the optimal forwarding path. R P j indicates the fitness value of particle j. In this paper, the same weight is used to balance the impact of the energy storage of nodes and energy balance of nodes on the construction of the optimal forwarding path. After the particle initialization process is completed, the particle j fitness value can be evaluated according to Eq. (10). The smaller the particle j's fitness value is, the closer the particle j's location is to the optimal position.
VIII. SIMULATION RESULTS
In order to evaluate the performance of the proposed algorithm, the MATLAB simulation platform is used to simulate the network scene. and we compare the proposed spatio-temporal correlation based data collection (STCBDC) mechanism with TEEN [30] mechanism and EAST [31] mechanism. The specific simulation parameters are set in Table 1 . Fig. 3 reflects the relationship between the running round and the regional residual energy in the network. The network energy consumption rate based on TEEN mechanism decreases mostly quickly as the event round increases. After 2500 event rounds, the remaining energy based on TEEN mechanism is much less than EAST mechanism. The remaining network energy based on TEEN mechanism tends to zero after 1000 event rounds. Differently, the remaining network energy based on STCBDC mechanism still stays in a usable level until 13000 event rounds. This is because the proposed algorithm uses correlation fusion to reduce the amount of data transmissions and the PSO to select the optimal path. Hence, the energy consumption can be reduced for each sensor node and the energy balance is achieved among the perceived nodes. Fig. 4 shows how the number of surviving nodes varying with the event rounds. Although the energy consumptions based on TEEN and EAST mechanisms are higher than that based on STCBDC mechanisms, the initial stage does not immediately lead to node death. Hence, it can be observed from Fig. 4 that the death rates of the three protocols are similar before 1500 event rounds. However, with the advance of time and the increase of events, due to the effective event clustering of STCBDC mechanism, and the restrictive broadcast and use of time dependence, energy saving, reduce VOLUME 7, 2019 traffic, the node mortality of STCBDC is significantly lower than the other two mechanisms from a certain number of event rounds. The reason is that the optimal representative node selection and the optimal path selection in the proposed mechanism is obtained from the viewpoint of energy saving. Fig. 5 shows how the abnormal event occur probability impacts the event report delay. As the abnormal event occur probability increases, the report delay increases sharply and sharply. It is also observed that the proposed STCBDC mechanism outperforms the EAST mechanism and the TEEN mechanism. Even though under the scenario with abnormal event occurring in a extremely high probability, the proposed mechanism can guarantee the report delay within a reasonable probability. Fig. 6 illustrates the impact of total number of nodes on the successful event sensing probability. It is found that the number of nodes has a positive impact on the event sensing, i.e., more nodes guarantees higher successful sensing probability. Also, the increasing rate of successful sensing probability tends to be slower and slower as the number of nodes increases. This phenomenon means that the tradeoff between the event sensing accuracy and the event sensing cost when the event occur probability is fixed. Moreover, the performance based on the proposed STCBDC mechanism and that based on EAST mechanism are close and both significantly better than the performance based on TEEN mechanism.
IX. CONCLUSION
This paper proposed a spatial-temporal correlation aware data gathering mechanism in event driven sensor networks. Firstly, preprocessing the original data is mainly to classify the state of the sensing data, feedback the abnormal state data in time, and periodically feedback the normal state data, which greatly avoids the useless data transmission. Then, the data is fused according to the spatiotemporal correlation of the feedback data to reduce the energy consumption of data transmission. In addition, the best representative nodes are selected by calculating residual energy. Finally, PSO is used to construct the best forwarding path for the representative node. Simulation results show that the STCBDC algorithm is superior to TEEN and EAST in terms of network residual energy, node survival rate and delay. At the same time, the STCBDC algorithm utilizes the energy of nodes reasonably and prolongs the network lifetime effectively with guaranteed delay. 
