Millions of people in developed countries routinely create and share digital content; but what about the billions of others in on the wrong side of what has been called the 'global digital divide'? This paper considers three mobile platforms to illustrate their potential in enabling rural Indian villagers to make and share digital stories. We describe our experiences in creating prototypes using mobile phones; high-end media-players; and, paper. Interaction designs are discussed along with findings from various trials within the village and elsewhere. Our approach has been to develop prototypes that can work together in an integrated fashion so that content can flow freely and in interesting ways through the village. While our work has particular relevance to those users in emerging world contexts, we see it also informing needs and practices in the developed world for user-generated content.
INTRODUCTION
User generated content creation and consumption is now a pervasive activity. Millions of people regularly share photos, videos, other digital material they've encountered and reflections on their daily life experiences. Mobile devices are increasingly important as tools to support these diverse activities through technological improvements -such as higher storage capacities and better network connectivity -and interaction features -such as better media editors and facilities to automatically suggest content tags.
Over the past two years, the Storybank project team has been considering appropriate forms of participation in these activities for people currently excluded from this user-generated content revolution. We have been working in a co-design, highly participative way with a rural Indian community at Budikote. The village site is a two-hour drive from the bustle of Bangalore but feels decades away from that burgeoning city's high-tech imperative. Water comes from a well and electricity supplies are unreliable.
Mobile phone technology has been an important component of our approach. There has been a phenomenal uptake in their use in rural India as in other emerging world contexts. Users can see clear benefits in owning one that range from economic advantage (e.g. being able to organise itinerant working lives more effectively) to increased status. At the beginning of 2007 there was no cell-tower coverage in Buidkote and, as a consequence, very few mobile phones in the village. In a field-trip in November 2007 we learnt that within ten months, 50% of families own a handset.
As we have explored the role of mobile phones in the village to gather and share stories, we have began to see the importance of designing for a greater degree of content mobility than is currently accommodated in the sophisticated, developed world systems so many are already using. Although we use mobiles to 'upload' and 'download' from a digital library server, the server is local to the village and has a physical, tangible form (a touch screen display at the village community centre). Further, we aim to see content flowing in a highly decentralised way through the village via mobile phones and other mobility platforms including low-tech ones such as paper.
While our work has particular importance for the billions of users on the wrong side of what has been called the 'digital divide' we see it also informing emerging needs and practices in the so-called 'developed' world for user generated content. Mobile phones will be just one part of what will be a diverse information ecology Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. including TV-like devices, table-top computers, public displays and conventional media.
In this paper, we discuss three mobility platforms being considered in the project -a media phone (Nokia N80); a mediaserver (an adapted iPod); and, a low-tech medium (paper storyfliers). Our purpose is to motivate further discussion on such ecologies of interaction devices to support content mobility. We report on interaction designs and reflections from a range of usertrials we have performed.
StoryBank OVERVIEW
Audio-visual stories are created on media phones. All the editing and preparation of the content is done on phone -there is no need to transfer content to a computer. These stories can then be gifted to the StoryBank repository -a large touch-screen display situated in a central village location. Stories are transferred via BlueTooth or cable.
All of the stories in the StoryBank are visualised in a dynamic way using a collage-style approach (see Figure 1 ). Villagers can touch any story they are interested in and watch as it is played back. They can also transfer the content to their phones to view alone or with others later. Each story has a unique number associated with it -these numbers can be used to directly access a story via the display. Stories can also be shared between mobile phones using BlueTooth and the mobile phone software includes a purposebuilt story viewer.
In developing the system we had to take account of the very low textual and computer literacies in the village. None of the interfaces use text. A detailed description of the system and in particular the situated display can be found in [2] . 
PHONE INTERACTIONS
Figures 2 and 3 illustrate aspects of creating an audio-visual story on the media-phone. Each story can consist of up to six still images taken with the phone's camera and an audio track of up to two minutes. The story-format has resonances with that used widely by the digital-storytelling movement. The user can manipulate the image and audio synchronisation so that images appear at the appropriate part of the audio playback.
Stories can also be tagged by the author to indicate the category or categories the content relates to -for example, a health education story would be tagged with the second and third icons in Figure 3 . The StoryBank situated display allows viewers to filter content using these categories so that only stories about the selected topics are collaged. In a recent field trial, this story-creator software was used over a 5-week period. A total of 137 stories were recorded from 79 different authors. Authors represented a cross section of people of different ages, castes and occupations including school children and youth. In fact high school and college students made up the most enthusiastic and common author group, accounting for about one quarter of the authors. But many other groups also participated including farmers, labourers, health workers, auto drivers, teachers, cleaners, shopkeepers, carpenters and housewives. A larger number and similar spread of people viewed the content on the resource centre display, in 80 formal group sessions and many more informal visits.
The wide participation of people in the trial reflected the usability of our phone and display interfaces, and shows that it is possible to create and share digital story content without any textual input and output, or prior knowledge of multimedia editing tools and computers. This participation also matched the reach of the community radio broadcasts for listeners, but far outstripped the involvement of radio programme authors -giving a public voice to many more people in the village than before.
The Nokia N80 interface we created takes users through a fairly involved process of story creation, with multiple checks and playbacks at creation time. This avoided a separate editing mode but required patience in use, especially as many steps resulted in processing lags and delays. The village users showed great persistence in using this interface to create and view stories, perhaps reflecting a slower pace of life and fewer expectations of technology.
MEDIA-PLAYER INTERACTIONS
The StoryBank situated display described in Section 1 is integrated with the Greenstone Digital Library system. While Greenstone supports conventional client-server access to digital collections, it has long been a goal of its developers (the New Zealand Digital Library) to find ways of supporting access to large quantities of information to those with poor or no network access. So, for instance, working with UNESCO, the team have produced CD-ROMs that include both the digital library software and content aimed at helping to improve farming practives in developing countries. The software will run on a low-end, unnetworked personal computer and easy to ship CD-disks of content gives access to materials that otherwise would fill thousands of books [5] .
While we are considering remote access to the StoryBank via the media-phones with villagers 'dialling-up' stories when they are away from the situated display, we are also exploring the possibilities for stand-alone mobile access. Consequently, we have considered whether it is possible to hijack personal multimedia devices to store entire digital library collections.
The work has focused on Apple's iPod. This personal music/video player boasts substantial storage capacity (up to 160 GB, depending on the model). Although a consumer device, it has already been subverted to run a version of a general-purpose operating system (Linux). It can compile and run software written in C and C++.
In building this means of moving the content, we hope to provide access to people in villages further a field to fully share in the content despite their less frequent visits to the StoryBank location. Of course, there are many interaction restrictions-not least of which is the lack of a keyboard! A goal of the work is to investigate to what extent these can be overcome, and how, to give access to the digital stories created by the media-phones.
We have adapted the Greenstone digital library server to run within the media-player. Technical details of this work can be found in [1] ; here, we present the interaction designs to support story access.
The collage seen in the large, touch-screen situated display in the community centre has been repurposed for the much smaller display and click-wheel environment of the 'classic' iPod. Figure  4 illustrates the collage visualization.
In the large screen collage images are faded out by varying the alpha values, which combines them with the background in a way that creates the appearance of partial transparency. Unfortunately this is not easily possible to implement on the iPod. Instead we framed the topmost image, which overall feedback from formative evaluations with users indicated was a satisfactory substitute. The currently highlighted item can be selected by tapping the central button on the device's click-wheel.
The physical layout of buttons, designed for navigating and playing music, led to a novel variation of the usual collaging interface. Rewinding the click-wheel removes images in reverse order of presentation, starting with the last-presented image. Fastforward reinstates the images, in order. This feature helps offset the inability to click images directly as one does in the largescreen version. Indeed, it has some advantages: users of the original large screen interface sometimes click an image of interest just as a new one is being added there, and select the new image by mistake. It can be frustrating trying to return to an older image because new ones appear in the time it takes to recover from the initial mistake.
Our experience in overcoming limitations in the iPod's 'impoverished' interface, then, has exposed a way of potentially improving the user experience in the large-screen collage. We are considering providing such a 'rewind' and 'fast-forward' feature using the physical dial-wheel (see Figure 1 ) to give more control over the visualization.
Media-devices like the iPod are attractive not only because they might enable mobile access to thousands of stories but also as they are becoming increasingly easy to connect to other relevant technologies used in our context -radios and televisions. In future work we hope to study the value of moving the content to these platforms which are already deeply a part of the ways villages find information and entertainment.
Some might argue that we are being unrealistic in our appropriation of high-end devices like the iPod. After all, the mobile phones most villagers have are the very basic models with low-res, limited screens, small amounts of on-board memory, designed primarily for voice and text messaging. However, we expect the sorts of devices we use today (and, indeed, through recycling schemes, devices we have discarded) to become widely used in the medium term even in rural villages like Budikote. 
PAPER STORY-FLIERS
Turning now from the high-end of a media-player, to the other extreme of our mobility platform spectrum; paper. While designing and evaluating the situated display, we discussed the value of providing tangible, low-tech representations of the stories held in the StoryBank.
Through these discussions with the villagers, the notion of a 'story-flier' emerged. Figure 5 illustrates the concept in prototype form. A5-size pieces of paper are used to show the six images that make up the story; the categories the story belongs to; a visualisation of the audio content (e.g. how noisy or quiet it is); and, the stories unique access number. While Figure 5 shows one form of paper presentation, we created a range of prototypes with varying degrees of detail on the story. For instance, one simply had space a single, large key image and the story number.
We evaluated these prototypes and the concept they embodied with a number of groups in India including the village community broadcasters and researchers involved in other projects aimed at information access in digitally impoverished environments.
The scenario of use we described to these partners was one where the story fliers would be left around the village to promote use of the StoryBank. Villagers could take one of the fliers, walk to the display, enter the access code and view the content.
The response to the scheme was positive and suggestions were made as to where to place the paper prototypes including locations where people already currently gather to chat or take advice such as an area in the village with notice boards and the health centre. The form of story flier most favoured was similar to the one shown in Figure 5 but the value of the audio representation was questioned. We have now implemented a facility to automatically generate such story-fliers from any story in the StoryBank.
Additional scenarios of use were also suggested in the discussions. For example, one possibility is to view the storyfliers not as access keys but as props for story telling itself. So, a villager after viewing a story on the situated display could ask the system to print out the related story flier, take it away and use it to retell the story to others, later. There was interest too in combining low-end mobile phones with the fliers. Phones that could not handle images/videos could be used to listen to the sound track of the story while the story-flier provided the visual content.
RELATED WORK
All three of the mobile platforms we are exploring have received attention from other researchers interested in content creation and sharing. A distinct aspect of our work is to consider all three and the situated display as an integrated portfolio for story making and viewing. mProducer is a tool to create and edit audio-visual content on a mobile phone [6] . However, the target audience are more technologically and textually literate than ours, and the forms of content possible less constrained. Turning to the digital library and mobility aspects, previous research has envisaged scenarios whereby a personal digital assistant (PDA) connects, using wireless networking, to a central digital library server (e.g., [3] ). The interfaces are web based, and the research involves tailoring it for a small screen (augmented, in some cases, with suitable data caching policies). There has been much interest in the integration of paper and digital media. Some of this work has addressed developed world contexts. For example in [4] paper forms and mobile phones were combined to support a microfinance venture.
CONCLUSIONS AND FUTURE WORK
For billions of people in developing world contexts, the experience of creating and sharing digital content is unlikely to be predominantly mediated through conventional personal computers. Computers will continue to be community rather than personal technologies and mobile devices and services will play key roles. There are many challenges in providing effective interaction designs that accommodate contexts that include poor literacy and little prior exposure to computing technologies.
In this paper we have illustrated how three mobile platforms might work together with a shared community resource to give rural Indian villagers ways of creating and sharing digital stories. While we have studied the phone and situated display in extended trials, there is much still to be done to understand the full value and impact of the media-player and paper representations. We hope to be able to study these aspects and also to further to understand how the different components work together as an information and interaction ecology. These evaluations will undeniably open up further questions about appropriate technologies, interface designs and domains not just for our particular emerging world focus, but for the emerging world of pervasive user created media sharing.
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