Abstracts--Data Mining has become an important topic in effective analysis of gene expression data due to its wide application in the biomedical industry. In this paper, k-means clustering algorithm has been extensively studied for gene expression analysis. Since our purpose is to demonstrate the effectiveness of the k-means algorithm for a wide variety of data sets, we have chosen two pattern recognition data and thirteen microarray data sets with both overlapping and non-overlapping cluster boundaries, where the number of features/genes ranges from 4 to 7129 and number of sample ranges from 32 to 683. The number of clusters ranges from two to eleven. We use the clustering error rate (or, clustering accuracy) as evaluation metrics to measure the performance of k-means algorithm.
INTRODUCTION
In recent years, the DNA microarray [17] has become an important and widely used technology since it enables the possibility of examining the expressions of thousands of genes simultaneously in a single experiment. The main algorithmic problem here is to cluster multi-conditions gene expression patterns. Basically, a cluster algorithm partitions entities into groups based on the given features of the entities, so that the clusters are homogeneous and well separated. A variety of clustering methods have been proposed for the mining of gene expression data [18] , [19] , [20] , [22] . Although a number of clustering methods have been studied in the literature, they do not deal with clustering accuracy rather they generally deals with clustering validation metrics [21] to assess their performances.
The rest of the paper is organized as follows: In section II, K-means clustering is introduced. Experimental work conducted to evaluate the performance of the K-means clustering algorithm is presented in section III. Section IV deals with the result and discussion. Conclusions and future works are given in section V.
II. K-MEANS CLUSTERING ALGORITHM
The K-means algorithm [23] , one of the most widely used clustering techniques. The steps of the K-means algorithm are described in brief as follows:
Note that in case the process does not terminate at step 4 normally, then it is executed for a maximum "fixed number of iterations".
III. EXPERIMENTAL WORK
In this section, we describe the datasets used for assessing the performance the k-means algorithm, which are listed in Table 1 [10] , [11] , lung cancer (Bhattacharjee et. al) [9], [12] , and St. Jude leukemia data (Yeoh et. al) [9], [13] . To identifying common subtypes in independent disease data we use four different types of breast data (Golub et. al) and four DLBCL (Diffused Large B-cell Lymphoma) data. Table 1 represents summary of k-means clustering algorithm result for fifteen datasets ( fig. 1 ). It also consists some of the relevant characteristics, such as number of classes, number of features/genes and the number of item samples for each datasets. Table 2 represents the result of IRIS data. We have achieved accuracy up to 88.67%. The total count error in this case is 17. Note that we have achieved 100% accuracy for cluster 1.
IV. RESULT AND DISCUSSIONS
Step 1: Choose initial cluster centers , , … , randomly from the points , , … , .
Step 2: Assign point , 1,2, … , . to cluster , . Є 1,2, … , , , 1,2, … , , . Ties are resolved arbitrarily.
Step 3: Compute new cluster centers , , … , as follows:
Where = is the number of elements belonging to cluster .
Step 4: If = , , i=1,…,K then terminate. Otherwise repeat from step 2. Table 3 represents the result of WBCD data. 62.81% accuracy we have achieved in this case. Table 4 represents the result of Serum data (Iyer data). We have achieved accuracy up to 51.84%. Table 5 represents the result of Yeast data (Cho data). We have achieved accuracy up to 60.88%. Note that cluster 4 is having accuracy approx. 12%. The reason for this is the data belonging to this cluster are very overlapping in nature with other clusters. Table 6 represents the result of Leukemia data. We have achieved accuracy up to 59.72%. The Golub et al.'s microarray data set is very challenging because the appearance of the two types of acute leukemia is highly similar in nature. This was the reason we have not achieved more accuracy in this case. One probable solution to deal with this problem is that we can use dimensionality reduction techniques to reduce the number of feature and then apply k-means clustering algorithm. Table 7 represents the result of Lung Cancer. We have achieved accuracy up to 72.08%. In this, cluster 2 and cluster 4 are highly separable in nature compare to cluster 1 and cluster 3. We achieve approx. 95% accuracy for cluster 2 and cluster 4 whereas for cluster3 we got least accuracy (47%). Table 8 represents the result of St. Jude Leukemia data. We have achieved accuracy up to 85.08%. The data in this case is highly separable in nature. We achieve 100% accuracy for cluster 2 and least one we got for cluster 5.
Due to constraint of space; we have not included the details result for subtype for microarray breast cancer and DLBCL (Diffused Large B-cell Lymphoma) data. Summary of result for these subtypes has been shown in Table 1 . As far as microarray breast cancer data is concerned, we achieved maximum accuracy for Breast Multi data A (79.61%) whereas the least accuracy for Breast data B (53.06%). The reason of this could be probably Breast data B is more overlapping in nature and is having nonlinear structure.
AS far as subtypes of DLBCL are concerned, DLBCL D is of highly overlapping nature and that's why we have achieved least accuracy 42.64% in this case. The data of DLBCL B is of highly distinctively separated in nature compare to other DLBCL(A, C, D) and that is the reason we have achieved higher accuracy in case of DLBCL B.
V. CONCLUSIONS AND FUTURE WORK
Clustering is an efficient way of analyzing information from microarray data and K-means is a basic method for it. Although it is easy to implement and understand, K-means has some drawbacks [24], [25] . It is because of these drawbacks several approximate methods are developed to solve the underlying optimization problem. In the future, we plan to study K-Means data clustering with other heuristic based search methods like simulated annealing or some others. [1] WBCD [16] Iyer data/Serum data [4] [3] [
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