Takens constructed a residual subset of the state space consisting of initial points with historic behaviour for expanding maps on the circle. We prove that this statistical property of expanding maps on the circle is preserved under small random perturbations. The proof is given by establishing a random Markov partition, which follows from a random version of Shub's Theorem on topological conjugacy with the folding maps.
Introduction
Let M be a compact smooth Riemannian manifold. For a dynamical system f : M → M , the orbit issued from an initial point x in M is said to have historic behaviour when there exists a continuous function ϕ : M → R such that the time average does not exist. Several statistical quantities are given as the time average of some observable ϕ, and thus it is a natural question in smooth dynamical systems theory whether the set of points with historic behaviour is not negligible in some sense; it is typically formulated as a positive measure set with respect to the normalised Lebesgue measure. Takens asked in [11] whether there are persistent classes of smooth dynamical systems such that the set of initial points with historic behaviour is of positive Lebesgue measure (Takens' Last Problem). Very recently, it was affirmatively answered by Kiriki and Soma [8] with diffeomorphisms having homoclinic tangencies. The reader is asked to see [4, 10, 11] for the background of historic behaviour in this measure-theoretical sense; see also [5, 9] for the (recent) contribution to Takens' Last Problem for one-dimensional mappings and flows.
As another measurement to investigate historic behaviour, Takens [11] considered whether the set of points with historic behaviour is a residual subset of the state space (i.e., the set of points with historic behaviour is not negligible in a topological sense). For the doubling map on the circle, he constructed a residual subset consisting of initial points with historic behaviour by using symbolic dynamics. Since the method of symbolic dynamics is applicable to any expanding maps on the circle, the proof can be literally translated to expanding maps on the circle (see also [3] for another investigation of historic behaviour for expanding maps, and [7] for historic behaviour of geometric Lorenz flows in topological sense). Our goal in this paper is to extend his result for historic behaviour (and its generalisation to expanding maps on the circle) to a random setting. For a random version of Takens' problem in measure-theoretical sense, we refer to the result by Araújo [1] ; in contrast to our result in topological setting, he gave a negative answer to a random version of Takens' problem in measure-theoretical sense for general diffeomorphisms under some conditions on noise.
As in the unperturbed case, the key step in the proof is establishing a (random) Markov partition. This is given through proving a random version of Shub's Theorem on topological conjugacy of expanding maps with the folding maps.
Definitions and results

Let S
1 be a circle given by S 1 = R/Z. We endow S 1 with a metric d S 1 (·, ·), where d S 1 (x, y) is the infimum of |x −ỹ| over all representativesx,ỹ of x, y ∈ S 1 , respectively. Let C r (S 1 , S 1 ) and Homeo(S 1 , S 1 ) be the spaces of all endmorphisms of class C r and homeomorphisms on the circle S 1 , endowed with the usual C r and C 0 metrics d C r (·, ·) and d C 0 (·, ·), respectively, with r > 1. (Given that r = k + γ for some k ∈ N, k ≥ 1 and 0 ≤ γ ≤ 1, f ∈ C r (S 1 , S 1 ) denotes the k-th derivative of f is γ-Hölder.) Let π S 1 : R → S 1 be the canonical projection on S 1 , i.e., π S 1 (x) is the equivalent class ofx ∈ R. We call A( Let Ω be a separable complete metric space endowed with the Borel σ-field B(Ω) with a probability measure P. Given a smooth map f 0 : S 1 → S 1 of class C r , let {f ǫ } ǫ>0 be a family of continuous mappings defined on Ω with values in
For each ǫ > 0, adopting the notation
for each x ∈ S 1 and each ω, ω ′ ∈ Ω. Thus, it is straightforward to realise that f ǫ : Ω × S 1 → S 1 is a continuous (in particular, measurable) mapping. When convenient, we will identify f 0 : S 1 → S 1 with the constant map Ω ∋ ω → f 0 . Let f 0 be an orientation-preserving expanding map on the circle, i.e., there exists a constant λ 0 > 1 such that inf x d dx f 0 (x) ≥ λ 0 . For the properties of expanding maps, the reader is referred to [6] . Let k ≥ 2 be the degree of the covering map f 0 . In view of (1) it then follows that f ǫ (ω) is an orientationpreserving expanding map for each ω ∈ Ω if ǫ is sufficiently small. In fact, if λ 0 = inf x d dx f 0 (x) and we set λ = (λ 0 + 1)/2, then λ > 1 and we can find an ǫ 0 > 0 such that
) be a positive number and η a positive number such that
We also assume ǫ 0 to be sufficiently small such that
In particular, f ǫ (ω) is a covering map of S 1 with degree k for each ω ∈ Ω. Since f 0 is a covering of S 1 of degree k ≥ 2, there exists a fixed point p 0 ∈ S 1 for f 0 . In view of (1) and (2) together with that f 0 is locally a diffeomorphism of the circle, we can find a closed interval
for each ω ∈ Ω (by taking ǫ 0 sufficiently small if necessary). We assume that ǫ 0 is sufficiently small such that
for all 0 ≤ ǫ < ǫ 0 , where |B| is the length of B with respect to d S 1 (·, ·).
Remark 1.
When there is no ambiguity, the noise level ǫ will sometimes be omitted from the notation, in particular when the dependence on the noise parameter ω ∈ Ω is already displayed. Throughout the rest of the paper we will also permit us to use ǫ 0 as a way to denote the upper bound of a range 0 ≤ ǫ < ǫ 0 for which (2), (4) and (5) hold, even if ǫ 0 may change between occurrences.
Let f : Ω → C r (S 1 , S 1 ) be a continuous mapping, and θ : Ω → Ω a measurepreserving homeomorphism on (Ω, P) (see Remark 3 for this condition). For simplicity, we also assume θ to be ergodic. For each n ≥ 1, let f (n) (ω, x) be the fibre component in the n-th iteration of the skew product mapping
where we simply write θω for θ(ω). Setting the notation f ω = f (ω, ·) and f
For convenience, we set f
ω (x), . . .} the random orbit of f issued from (ω, x) ∈ Ω × S 1 . As in the treatment of the unperturbed case undertaken by Takens [11] , we now define historic behaviour for random orbits. Definition 1. We say that a random orbit issued from (ω, x) has historic behaviour if the empirical measure
does not converge to any probability measure on the circle in weak * sense, where δ x is the Dirac measure at x.
Our goal is to prove the following theorem. Theorem 1. Let 0 ≤ ǫ < ǫ 0 . For P-almost every ω ∈ Ω, we can find a residual subset R ω of S 1 such that for any x ∈ R ω the random orbit of f ǫ issued from (ω, x) has historic behaviour.
Remark 2. It is natural to ask if it might be possible to replace "P-almost every" with "every" in Theorem 1 since the assumption on our perturbations is given for every ω ∈ Ω as in (1). However, this strengthening of the conclusion in Theorem 1 seems to be impossible if the proof utilises the ergodicity of (θ, P) as in this paper, because the ergodicity of (θ, P) (together with Birkhoff 's ergodic theorem) only ensures that time averages coincide with their corresponding space averages for P-almost every ω ∈ Ω. See Remark 3 for the detail. Another direction to improve Theorem 1 is to weaken the assumption on our perturbations, see Remark 4 for the detailed discussion about the direction.
The proof
We start the proof by considering a random version of Dowker's Theorem. This theorem asserts that if we find a dense orbit with historic behaviour (of the unperturbed dynamics), then there exists a residual subset of the phase space such that the orbit of each point in the set has historic behaviour. For this purpose, we need to give stronger forms of the definitions of denseness and historic behaviour for random orbits. When there is no confusion, we employ the notation f
and n ≥ 1, we define the truncated time average B n (ϕ; ω, x) of the observable ϕ by
Note that the orbit issued from (ω, x) has historic behaviour if B n (ϕ; ω, x) does not converge for some continuous function ϕ :
be a measurable mapping. Let X be a random variable on Ω with values in S 1 . We call
ω (X(ω)), . . .} the future random orbit of X at ω, and
the past random orbit of X at ω (see [2] for this notation). We say that X has historic behaviour at ω if there exist real numbers α, β and a continuous function ϕ :
for each ℓ ≥ 0 (that is, the time average of ϕ along the future random orbit of X does not exist at each θ −ℓ ω).
be a measurable mapping and ω ∈ Ω. Assume that there exists a measurable mapping X : Ω → S 1 such that the past random orbit of X at ω is dense in S 1 and X has historic behaviour at ω. Then, we can find a residual subset R ω of S 1 such that for any x ∈ R ω , the random orbit issued from (ω, x) has historic behaviour.
Proof. Let α, β and ϕ be constants and a continuous function given in (6) for a measurable mapping X : Ω → S 1 and ω ∈ Ω, where X has historic behaviour at ω by hypothesis. We let
where
Then it is straightforward to see that for any x ∈ R ω , we have
In particular, the random orbit issued from (ω, x) has historic behaviour. Note also that R ω is a countable intersection of open sets. The rest of the proof is devoted to showing that the past random orbit of X at ω is included in R ω . Since the past random orbit of X at ω is dense in S 1 by hypothesis, it leads to that R ω is dense in S 1 , and we complete the proof. Let ℓ ≥ 1. Due to the observation f
Therefore, for each n ≥ ℓ B n ϕ; ω, f
Hence we have
which goes to zero as n goes to infinity for any fixed ℓ ≥ 1.
Let {n k } k≥1 be a sequence such that B n k (ϕ; θ −ℓ ω, X(θ −ℓ ω)) converges to the infimum limit in (6) as k goes to infinity. Then, in view of (7) we have
This implies that f
In a similar manner, we can show that f
, and the past random orbit of X at ω is included in R ω .
Due to Proposition 1, Theorem 1 is reduced to constructing one measurable mapping X such that for P-almost every ω ∈ Ω, the past random orbit of X at ω is dense in S 1 and X has historic behaviour at ω.
Shub's Theorem and Markov partition
In the next subsection, we establish the coding of graphs associated with a random Markov partition of f ǫ , which is a key ingredient in our proof. For that purpose, we will need the following extension of Shub's Theorem on topological conjugacy between expanding mappings and the folding mapping with the same degree to our random setting.
n m . Recall that in view of (4), the degree of f ǫ (ω, ·) :
Theorem 2. Suppose that 0 ≤ ǫ < ǫ 0 . Then we can find a continuous mapping h : Ω → Homeo(S 1 , S 1 ) (in particular, measurable mapping) which satisfies that
for any ω ∈ Ω, where E k :
1 with a representativex of x. Furthermore, for every ω, ω ′ ∈ Ω we have
where δ 0 is given in (3).
Proof. Throughout the proof, we fix 0 ≤ ǫ < ǫ 0 and omit it in notions if there is no confusion. Recall that B is a closed interval of S 1 (given above (5)) such that B ⊂ f ǫ (ω)(B) for each ω ∈ Ω. Then, one can find a liftf ǫ (ω) : R → R of the k-covering f ǫ (ω) : S 1 → S 1 with ω ∈ Ω and a closed intervalB ⊂ R such that π S 1 (B) = B andB ⊂f ǫ (ω)(B) for each ω ∈ Ω.
We shall first find a continuous mapping p : Ω →B, which is invariant under f ǫ , i.e.,f ǫ (ω, p(ω)) = p(θω) for every ω ∈ Ω. We denote for each ω ∈ Ω the inverse mapping of the diffeomorphismf ǫ (ω) on R by F (ω). Then, due to (2), we have
Let C 0 (Ω,B) be the space of all continuous mappings from Ω to the closed intervalB ⊂ R, endowed with the usual
is a continuous mapping from Ω×B toB (see the argument below (1)). Thus, it follows from the continuity of θ and ϕ that G(ϕ) : Ω →B is also a continuous mapping. (The transformation
is called the graph transformation induced by F .) Furthermore, by virtue of (10) together with the mean value theorem, we have
for all φ 1 , φ 2 ∈ C 0 (Ω,B), i.e., G is a contraction mapping on the complete metric space C 0 (Ω,B). Therefore, there exists a unique fixed point p of G. By construction, p : Ω →B ⊂ R is anf ǫ -invariant continuous mapping.
We next construct a sequence {h n } n≥0 of continuous mappings h n : Ω → Homeo(S 1 , S 1 ), which shall uniformly converge to the desired mapping h as n goes to infinity. Sincef ǫ (ω) : R → R for ω ∈ Ω is a lift of the orientation-
is a monotonically increasing homeomorphism for all ω. Now we define points a
n − 1 and ω ∈ Ω, inductively with respect to n. In the case n = 0, let a 0 0 (ω) = p(ω) for each ω ∈ Ω. For given integer n ≥ 0, we assume that a n j (ω)'s are well defined for each ω ∈ Ω and 0 ≤ j ≤ k n − 1. Then we
Setting the notations = n−1 i=0 s i · k i for s = (s 0 , s 1 , . . . , s n−1 ) ∈ A n and F ℓ (ω) = F (ω)(· + ℓ), the explicit form of a n s (ω) with s ∈ A n and ω ∈ Ω is a n
We denote the composition of mappings in the right-hand side of (12) by F (n)
Then it is straightforward to see that
(Note that k m ·s =t with the concatenation t of two words (00 . . . 0) ∈ A m and s, and that F 0 (ω)(p(θω)) = p(ω) for any ω ∈ Ω.) For convenience, we set a
For the time being, we fix n ≥ 0 and ω ∈ Ω. Then it follows from the monotonicity off ǫ (ω) in (11) that a n 0 (ω) < a n 1 (ω) < · · · < a n k n (ω). Thus we can define a continuous, monotonically increasing, piecewise linear mapping
and thath n (ω) :
is an affine mapping of slope k n · (a n j+1 (ω) − a n j (ω)). We finally define h n (ω) :
wherex is a representative of x in [0, 1]. (This is well-defined sinceh n (ω)(1) = h n (ω)(0) + 1.) Now we change n ≥ 0 while ω is still fixed. For any nonnegative integers n, m and s ∈ A n , it follows from (13) and (14) that
Hence, by the monotonicity ofh n (ω) andh n+m (ω), the supremum norm of h n (ω)(x) − h n+m (ω)(x) (over x ∈ S 1 ) is bounded by
On the other hand, since [a
ω , the length of each [a n j (ω), a n j+1 (ω)] does not exceed λ −n (independently of ω) by virtue of (2), so that {π S 1 (a n j (ω)) | n ≥ 0, 0 ≤ j ≤ k n } is dense in S 1 and (16) uniformly converges to zero as n goes to infinity with respect to ω. Therefore, {h n } n≥0 is a Cauchy sequence of continuous mappings from Ω to Homeo(S 1 , S 1 ) and there exists the limit mapping h = lim n→∞ h n , which is also by construction a continuous mapping from Ω to Homeo(S 1 , S 1 ).
We see the conjugacy (8) between f ǫ and E k . Let ω ∈ Ω, n ≥ 0 and 0 ≤ j ≤ k n+1 − 1 of the form j = ℓ · k n + j 1 with some integers 0 ≤ ℓ ≤ k − 1 and 0 ≤ j 1 ≤ k n − 1. Then on the one hand, in view of (11), (14) and (15), we have
On the other hand,
we get (8).
In the end, we prove the estimate (9) of h by showing
for all n ≥ 0, 0 ≤ j ≤ k n − 1 and ω, ω ′ ∈ Ω. We show (17) by induction with respect to n ≥ 0. Due to (5), this inequality holds for n = 0. Suppose that (17) is true for given n ≥ 0. Let ω, ω ′ ∈ Ω and 0 ≤ j ≤ k n+1 − 1 of the form j = ℓ · k n + j 1 with some integers 0 ≤ ℓ ≤ k − 1 and 0 ≤ j 1 ≤ k n − 1. Then, it follows from (11) together with the triangle inequality that |a
To estimate S 1 , we let x = F ℓ (ω)(a n j1 (θω)) and
, and in view of (4) we have
Hence, it follows from (2) and the mean value theorem that
On the other hand, by virtue of (10) and the mean value theorem together with the hypothesis of induction, we get
These estimates together with the condition (3) on η and δ 0 leads to that |a
which completes the proof of the claim (17).
Remark 3. It is desirable to see if any topological condition on perturbations (in our case, e.g., the continuity of θ) is removable. This boils down to whether the random conjugacy h : Ω → Homeo(S 1 , S 1 ) is measurable without the topological condition. However it is unclear to us whether requiring our topological setup is due to a substantial obstacle or is an artifact of our construction.
We need the following proposition for a random Markov partition. 
• f ω (I ω j ) = S 1 and f ω : I ω j → S 1 is a C r diffeomorphism for each j ∈ A and ω ∈ Ω, Proof.
j=0 is a Markov partition of the k-folding map E k . I.e.,
• I j is a left-closed and right-open interval for each j ∈ A,
• (E k ) −1 (I i ) ∩ I j is a left-closed and right-open interval for each i, j ∈ A.
We fix 0 ≤ ǫ < ǫ 0 , and let h : Ω → Homeo(S 1 , S 1 ) be the continuous mapping satisfying (8) in Theorem 2. Set I ω j = h(ω)(I j ) for each ω ∈ Ω and 0 ≤ j ≤ k−1. Then due to Theorem 2, it is straightforward to see that {I
where the last inequality follows from the condition of δ 0 given above (3). This immediately implies the conclusion.
Coding of graphs
Throughout this subsection, we fix 0 ≤ ǫ < ǫ 0 , and let {I Proof. Let n ≥ 1, s ∈ A n and ω ∈ Ω be given. Recall that I θ j ω sj = h(θ j ω)(I sj ) for each 0 ≤ j ≤ n − 1 by construction. Then, it follows from Theorem 2 that
Therefore, due to that h(ω) is a homeomorphism on S 1 , we have
We next prove that I s is a nonempty left-closed and right-open interval (and so is I ω s for each ω ∈ Ω, due to (19)) by induction. It is obviously true for n = 1. Assume that the claim is true for a positive integer n, i.e., the set I s is a nonempty left-closed and right-open interval for every s ∈ A n . Then, for every s = (s 0 , s 1 , . . . , s n ) ∈ A n+1 , we have
where σ : A n+1 → A n is the one-sided shift defined by σ(s) = (s 1 , s 2 , . . . , s n ) for s = (s 0 , s 1 , . . . , s n ) ∈ A n+1 . Note that E k : I s0 → S 1 is a diffeomorphism, and I σ(s) is a nonempty left-closed and right-open interval by the hypothesis of induction. Hence, I s is also a nonempty left-closed and right-open interval, and we complete the proof of the claim.
We fix n ≥ 1 and s ∈ A n . We finally prove the continuity of the mapping ω → h(ω)(I s ) from Ω to F (S 1 ), which implies the continuity of ω → I ω s by (19). Fix ω ∈ Ω, and let κ = κ(ω) > 0 be a real number such that κ < 1 − |h(ω)(I s )|. By the continuity of h : Ω → Homeo(S 1 , S 1 ) at ω, if ω ′ is sufficiently close to ω, then
For each ω ′ satisfying (21), it is easy to see that |h(ω ′ )(I s )| < |h(ω)(I s )| + κ and
LetĨ s be an interval of R such that π S 1 (Ĩ s ) = I s . Leth(ω) andh(ω ′ ) be the lifts on R of homeomorphisms h(ω) and h(ω ′ ) on S 1 , respectively, such that
Note that h(ω) and h(ω ′ ) are orientation-preserving by construction in the proof of Theorem 2, and thush(ω) andh(ω ′ ) are monotonically increasing. We let ζ and ζ ′ denote the midpoints ofh(ω)(Ĩ s ) and h(ω ′ )(Ĩ s ), respectively. Then, it is straightforward to see that (22) implies
where ∂I s is the boundary of I s . By using the continuity of h : Ω → Homeo(S 1 , S 1 ) at ω again, we obtain the continuity of h(·)(I s ) at ω. Since the choice of ω ∈ Ω is arbitrary, ω → h(ω)(I s ) is a continuous mapping from Ω to F (S 1 ).
Let N 0 be the set of all nonnegative integers {0, 1, . . .}. For a sequence s = (s 0 , s 1 , . . . , s m , s m+1 , . . . , s n , . . .) ∈ A N0 with integers n ≥ m ≥ 0, we denote
. Then, since the inverse branches of f ω are contractions due to (2), it follows from Lemma 1 that I ω s is a point set. We denote the point by X s (ω). Then, by the continuity in Lemma 1, the mapping ω → {X s (ω)} from Ω to F (S 1 ) is continuous, so is the mapping X s : Ω → S 1 . The following lemmas on the graphs of X s 's are simple but substantial in the proof of Theorem 1. Let σ : A N0 → A N0 be the one-sided shift given by
Lemma 2. For any s ∈ A N0 , we have
and we can find a nonempty open interval J ′ such that X s (ω) does not intersect J ′ for every ω ∈ Ω.
Proof. From (20), it follows that
Thus, by the virtue of the continuity of f ω :
Together with the construction of X s and Proposition 2, this implies the conclusion.
Lemma 3. Let x be a point in S 1 and s = s(x) = (s 0 , s 1 , . . .) ∈ A N0 the coding of x by E k , i.e., E j k (x) ∈ I sj for each j ≥ 0. Then, h(ω)(x) = X s (ω) for every ω ∈ Ω and x ∈ S 1 , where h is given in Theorem 2.
Proof. It follows from (8) and (18) that for each n ≥ 1, we have
Since h(ω) : S 1 → S 1 is a homeomorphism, this implies
Recalling I ω s = {X s (ω)}, we immediately get the conclusion.
Ergodicity and SRB property
As a final preparation before turning to the proof of Theorem 1, we may need to find a sequence s ′′ such that time averages along the future random orbit of X s ′′ P-almost surely coincide with their corresponding integrals with respect to a probability measure that is equivalent to the normalised Lebesgue measure, and that the past random orbit of X s ′′ is P-almost surely dense. We prepare language for this purpose.
Fix 0 ≤ ǫ < ǫ 0 and let h = h ǫ be the mapping given in Theorem 2. Then, (ω, x) → h(ω)(x) is a continuous mapping from Ω×S 1 to S 1 due to the continuity of h : Ω → Homeo(S 1 , S 1 ). Therefore for each continuous function ϕ :
is continuous, in particular measurable. Moreover, it is straightforward to see that Φ h L 1 m×P ≤ ϕ C 0 , i.e., Φ h is an integrable function with respect to the product measure m × P, where m is the normalised Lebesgue measure on S 1 . Thus it follows from Fubini's theorem that ω → Φ h (ω, ·)dm is measurable. Furthermore, since ϕ is an arbitrary continuous function, it follows from Riesz representation theorem that we can find a probability measure (h(ω)) * m on S
(This probability measure is called the pushforward of m by h(ω).) Theorem 3. For any continuous function ϕ : S 1 → R, there exist a full measure set A = A(ϕ) of (S 1 , m) and a family of full measure sets {Γ x } x∈A = {Γ x (ϕ)} x∈A of (Ω, P) such that for each x ∈ A and ω ∈ Γ x , if we set s ′′ = s ′′ (x) ∈ A N0 as the coding of x by E k given in Lemma 3, then we have
Proof. For given x ∈ S 1 , let s ′′ ∈ A N0 be the coding of x by E k . By Theorem 2 and Lemma 3, we have
) for all j ≥ 0 and ω ∈ Ω. Thus, if we define a measurable mapping Θ E k :
where Φ h : Ω × S 1 → R is the integral function given above Theorem 3. Recall that θ is assumed to be ergodic, and that E k is also known to be ergodic (see, e.g., [6] ). Hence, applying Birkhoff's ergodic theorem to the ergodic transformation (Θ E k , P×m) with the integral function Φ h , we can find a (P×m)-full measure set G such that the time average in (23) coincides with Φ h dmdP for all (ω, x) ∈ G.
Let 1 G : Ω × S 1 → R be the indicator function of G. Then, it follows from Fubini's theorem that there is a full measure set A 1 of (S 1 , m) such that
. Then m(A) = 1 (otherwise, it contracts to that P × m(G) = 1), and the conclusion immediately follows from (23) and the observation above Theorem 3.
Remark 4. Theorem 3 is exactly the reason why Theorem 1 is only stated for Palmost every ω ∈ Ω (not for all ω ∈ Ω). See that the statements of Proposition 1, Proposition 2, Lemma 2 and Theorem 4 are given for all ω ∈ Ω, while Theorem 3 is only stated for P-almost every ω. This restriction in Theorem 3 comes from that the convergence of time averages along the future random orbit of X s ′′ is ensured by the ergodicity of (Θ E k , P × m), ultimately, by the ergodicity of (θ, P).
Theorem 3 tells that time averages along the future random orbit of X s ′′ (with some s ′′ ∈ A N0 ) P-almost surely coincide with their corresponding integrals with respect to a probability measure that is equivalent to P×m. However, this may not imply in general that the past random orbit of X s ′′ is P-almost surely dense in S 1 , and we need the following theorem to apply Proposition 1.
Theorem 4.
There exists a full measure set A of (S 1 , m) such that for each x ∈ A, if we set s ′′ = s ′′ (x) ∈ A N0 as the coding of x by E k given in Lemma 3, then we have
for any continuous function ϕ : S 1 → R and ω ∈ Ω. Furthermore, for any s ′′ = s ′′ (x) with x ∈ A, the past random orbit of X s ′′ is dense at every ω ∈ Ω.
Proof. We first recall that the normalised Lebesgue measure m is the unique SRB probability measure of E k . I.e., there exists a full measure set A ⊂ S 1 such that for every x ∈ A and continuous function ψ :
A standard reference for this property is [12] . Let ϕ : S 1 → R be a continuous function and ω ∈ Ω. In a similar manner to the proof of Theorem 3, we have
for all j ≥ 0. Thus,
Therefore, applying (25) with ψ = ϕ • h(ω), we have
The later assertion is shown by contradiction. Fix s ′′ = s ′′ (x) with some x ∈ A and assume that the past random orbit of X s ′′ is not dense at some ω ∈ Ω. Then, there is a nonempty open interval J ⊂ S 1 with which the past random orbit {f (j) θ −j ω (X s ′′ (θ −j ω))} j≥0 does not intersect. Thus if we let ϕ be a continuous nonnegative function whose support is a nonempty set included in J, then the left-hand side of (24) is equal to zero, while the right-hand side is nonzero since h(ω) : S 1 → S 1 is a homeomorphism so that the support of (h(ω)) * m coincides with S 1 . This is a contradiction, and we complete the proof.
Since the intersection of two full measure sets is also a full measure set, we immediately get the following theorem by Theorem 3 and 4.
Theorem 5. For any continuous function ϕ : S 1 → R, there exist a full measure set A = A(ϕ) of (S 1 , m) and a family of full measure sets {Γ x } x∈A = {Γ x (ϕ)} x∈A of (Ω, P) such that for each x ∈ A and ω ∈ Γ x , if we set s ′′ = s ′′ (x) ∈ A N0 as the coding of x by E k given in Lemma 3, then we have that
(2) the past random orbit of X s ′′ at ω is dense in S 1 .
The end of the proof
We will construct a sequences ∈ A N0 such that Xs P-almost surely satisfies the hypotheses in Proposition 1. As in the treatment undertaken by Takens [11, Section 4] , this sequence will be an appropriate combination of a periodic sequence s ′ and a sequence s ′′ generating a probability measure that is equivalent to the normalised Lebesgue measure.
Fix 0 ≤ ǫ < ǫ 0 and let h = h ǫ be the mapping given in Theorem 2. Let s ′ ∈ A N0 be a periodic sequence. For simplicity, we set s ′ = (00 . . .). By virtue of Proposition 2 and Lemma 2, there exist nonempty open intervals J ⊂ J ′ ⊂ S 1 both of which do not intersect I ω 0 (in particular, X s ′ (ω) = X (00...) (ω)) for every ω, where the inclusion J ⊂ J ′ is strict. Let ϕ 0 : S 1 → R be a C 1 function such that
• the support of ϕ 0 is included in J ′ ,
• ϕ 0 (x) = 1 for all x ∈ J,
• 0 ≤ ϕ 0 (x) ≤ 1 for all x ∈ S 1 .
Then, for all n ≥ 1 and ω ∈ Ω, we have B n (ϕ 0 ; ω, X s ′ (ω)) = 0.
Moreover, it follows from Theorem 5 that we can find a sequence s ′′ ∈ A N0 and a full measure setΓ =Γ s ′′ (ϕ 0 ) of (Ω, P) such that B n (ϕ 0 ; ω, X s ′′ (ω)) converges to ( ϕ 0 d[(h(·)) * m])dP as n goes to infinity for every ω ∈Γ. Let Γ = ∩ n≥0 θ −n (Γ), then it is straightforward to see that θ(Γ) ⊂ Γ ⊂Γ and P(Γ) = 1.
1 For convenience, we define a nonnegative number ρ n (ω) with n ≥ 1 and ω ∈ Ω by ρ n (ω) = B n (ϕ 0 ; ω, X s ′′ (ω))
Then ρ n (θ N ω) converges to zero as n goes to infinity for every ω ∈ Γ and N ≥ 0. Recall that for a sequence s = (s 0 , s 1 , . . . , s m , s m+1 , . . . , s n , . . .) ∈ A N0 with some integers n ≥ m ≥ 0, (s m , s m+1 , . . . , s n ) is denoted by [s] n m . For a positive number a, we write [a] for the integer part of a.
Lemma 4. For any integer m ≥ 0 and real number ρ > 0, we can find an integer n ≥ 2m + 2 such that, for all ω ∈ Ω and s, t ∈ A N0 satisfying that The last inequality holds because the support of h(ω) * m coincides with S 1 for each ω. Consequently, Xs has historic behaviour for P-almost every ω ∈ Ω.
