ABSTRACT This paper proposes a new generalized method of moments (GMM) estimator for spatial panel models with spatial moving average errors combined with a spatially autoregressive dependent variable. Monte Carlo results are given suggesting that the GMM estimator is consistent. The estimator is applied to English real estate price data.
Introduction
There is a growing literature dedicated to the analysis of panel data with spatial dependence, with various different approaches suggested. Probably the most useful starting point in the spatial econometrics literature is Anselin (1988) , and among some of the more recent contributions, such as Conley (1999) , Chen & Conley (2001) , Baltagi et al. (2003) , Druska & Horrace (2003) , Elhorst (2003) , Baltagi (2005) , Baltagi & Li (2006) and Pinkse et al. (2006) , we highlight the work of Kapoor et al. (2007) , which generalizes the generalized moments estimators of Kelejian & Prucha (1999) to a panel data model with spatially and temporally correlated error components, and which provides a feasible generalized least squares procedure for the regression parameters, and formal large sample results for their estimators.
This paper draws on their contribution, which provides the necessary theoretical, computational, and mathematical background for the present paper. Given this context, the specific innovatory aspects of the current paper are:
(i) the extension of the generalized moments estimators (GMM) estimation procedure to allow a spatial moving average (MA) error process rather than the spatial autoregressive process that has been the focus of attention thus far in the literature; (ii) the extension of the methodology to incorporate an endogenous spatial lag, so that spatial dependence is not solely via the error process; (iii) application of the method to real panel data involving real estate prices in England.
To summarize, the paper extends the scope of the approach suggested by Kapoor et al. (2007) by allowing different forms of spatial interaction for panel data.
The Model
Consider the N location cross-sectional time t regression specification
in which Y(t) is an N)1 vector of observations of the dependent variable, H(t) is the N )k matrix of regressors with full column rank, g is a k )1 vector of parameters, and u(t) is an N)1 vector produced by a random error process. Also W E is an N)N matrix of non-stochastic time constant weights which defines the interdependence of Y(t) across areas, so that W E Y is an N )1 vector commonly referred to as an endogenous spatial lag and l is a scalar parameter. Following Kapoor et al. (2007) and Kelejian & Prucha (1998) , all of the diagonal elements of W E are zero, and (I (rW E ) is non-singular. Also W E is uniformly bounded in absolute value, meaning that a constant c exists such that max 15i5N a The most widely used approach to modelling spatial error dependence involving N locations is to assume that in each period u(t) 0 rWu(t)'j(t); in which u(t) is a vector of errors at time t, r is a parameter, W is also an N)N matrix of non-stochastic weights which defines the error interaction across areas and j(t) is an N )1 vector of time t innovations. All the diagonal elements of W are zero, (IÁrW) is non-singular and W is also uniformly bounded in absolute value. This is referred to as a spatial autoregressive (AR) process and implies complex interdependence between locations, so that a shock at location j is transmitted to all other locations, as indicated by the expansion of
which, assuming jrj B1and a row-standardized W matrix with row sums equal to 1, is
in which W 0 0I, W 2 is the matrix product of W and W, and W i is the matrix product of W i(1 and W. The effect of shock at j is therefore felt directly at j, and there is an indirect effect due to rWj(t) which affects only those location pairs for which there is a non-zero element on the W matrix. If W were a contiguity matrix we might think of these as local effects. The global effect of a shock occurs because it is transmitted also to locations that are 'neighbours of neighbours' via the powers of W. Note that the effect rebounds. A shock to j affects the neighbours, and the neighbours of the neighbours, and eventually works its way back to j. In other words, the full effect of a shock to j is not simply the shock itself, but the initial shock plus the feedback from the other locations.
In contrast, the MA error process, 1 which is the subject of this paper, is
so that a shock at location j will only affect the directly interacting locations as given by the non-zero elements in W. Hence shock-effects are local rather than global.
Since we are considering a panel with T periods rather than purely cross-sectional data, we omit t to indicate that the observations are stacked. Hence
in which Y is a TN )1 vector of observations, X is a TN)(1'k) matrix of regressors, comprising the TN )1 vector (I T W E )Y, which is the endogenous spatial lag, and H is a TN)k matrix of (exogenous) regressors. In addition, given j is an NT )1 vector of innovations, I T is a T )T diagonal matrix with 1s on the main diagonal and 0s elsewhere, I N is a similar N)N diagonal matrix, then I TN 0 I T I N is a TN )TN diagonal matrix with 1s on the main diagonal and 0s elsewhere and the NT )1 vector u is given by the MA process u 0 (I TN (r(I T W ))j 0 j(rj:
Regarding the error components in space-time, time dependency is introduced into the innovations j by specifying unobserved permanent unit-specific error components m together with transient error components n, where
and
Thus m is the N)1 vector of errors specific to each area, n is the NT)1 vector of errors specific to each area and time, i T is a T)1 matrix with 1s, and i T I N is a TN)N matrix equal to T stacked I N matrices. For n, it is assumed that 0 Bā s n 5 s 2 n 5ā s n B and we also make the standard assumption that the errors have finite fourth moments (/En 4 j B ) to ensure a finite domain for estimation. Likewise for m, 0Bā s m 5 s 2 m 5ā s m B and Em 4 j B : Also, we assume that the error components are independent, hence E[m i n it ] 0 0; and each of the two error components m and n is subject to the same spatial moving average process, since
For areas i, j and times t, s:
For the purposes of estimation, it is useful to represent the TN )TN innovations varianceÁcovariance matrix V j using the matrices Q 0 and Q 1 defined 2 as follows
in which J T is a T)T matrix of 1s, and
It follows that Q 0 'Q 1 0 I TN and
in which
The Moments Equations
Consider the TN )1 vector of residuals u
Pre-multiplying by Q 0 gives
with
To obtain the expectations of these variables, we know (see Kapoor et al., 2007 ) that
and using similar arguments it is also possible to show that
Also
By analogy, and following Kapoor et al. (2007) ,
Ignoring the expectations, we put these equations together using the 3 )3 matrices G andG; the 3 )1 vectors f andf; and the 3 )1 vectors g andg; using 
where
Estimation
The estimation procedure comprises three stages. At stage 1, because of the presence of the spatial lag, we obtain 4 IV estimates of b and hence residuals
In stage 2 we use these IV residuals to obtain the estimates g andg of g andg; and denoting G andG by G andG we have the sample counterpart of equation (42), which is
in which z(r s 
and thereforê
In practice, to obtain a direct estimate of s 2 1 ; we also use the sample counterpart of equation (43) In general, the variances associated with F 1 and F 2 differ, and Kapoor et al. (2007) suggest weighting to allow for this. However, in the Monte Carlo simulations that follow, for simplicity we have not introduced differential weighting. In the analogous situation examined by Kapoor et al. (2007) they note that giving equal weight to all six moments equations does give consistent estimates. While the small sample behaviour in the AR case is the worse of the alternative weighting schemes they examine, it seems appropriate commencing with MA errors to initially explore the behaviour of the simplest approach prior to more elaborate methods, which could be the subject of further research.
In the third stage, because the errors V j 0 s 2 n Q 0 's 2 1 Q 1 are not constant, the appropriate method is generalized least squares (GLS), estimated by IV to also allow for the presence of the endogenous spatial lag. The estimated error covariance matrixV j is obtained usingŝ 2 n ;ŝ 2 1 from stage 2, but firstr is used to perform a CochraneÁOrcutt (C-O)-type transformation to account for the spatial dependence in the residuals.
Normally with C-O the assumption is an autoregressive error process, hence u 0 (I TN (r(I T W ))
(1 j; in which case one pre-multiplies through by I TN (r(I T W ) to obtain the innovations j. However, the MA error process /u 0 (I TN (r(I T W ))j requires pre-multiplication 6 by the inverse 7 to obtain j, thus
In both the first and third stages, to carry out the IV estimation, as instruments we employ a linearly independent subset of the exogenous variables, so that Z is a TN)/f ] (k'1) matrix of instruments. Assume matrices X and Z are full column rank with f ] (k'1); and following what is evidently a comparatively robust approach for IV estimation with non-spherical disturbances (Bowden & Turkington, 1984) , calculate
; which is a symmetric matrix (/P z V j is idempotent) and hencê
The estimated varianceÁcovariance matrix of the parameters is given bŷ
Greene (2003) also gives the equivalent of (49) and (50) as generalized methods of moments (instrumental variables) estimators with non-spherical disturbances. The standard errors of theb are given by the squares roots of the values on the main diagonal ofĈ; which allows 't-ratios' to be calculated for purposes of inference.
Example 1: the Data-generating Process
In this first example the data are purely artificial, and correspond to model (6), which is repeated here for convenience:
In the MA error process, W is a contiguity matrix
square. Matrix W is standardized by dividing each row cell by its row total, so that the maximum and minimum eigenvalues are 1 and Á1. Also in practice, for simplicity we assume that W E 0W. Matrix H had columns equal to the TN )1 vectors i TN , H 1 , H 2 , and H 3 , in which i TN is a TN)1 vector with 1s. To obtain each H, first generate time t00, N)1 vectors H 1 (0), H 2 (0), H 3 (0) by sampling at random from a uniform (rectangular) distribution with minimum equal to 0 and maximum equal to 1. Then for t equal to 1 . . . T, H 1 (t) 0 H 1 (t (1)'p 1 ; in which p 1 ÂN(0,1), and likewise for H 2 (t), H 3 (t) using p 2 ÂN(0,1) and p 3 ÂN(0,1). Then stacking these N)1 vectors we obtain H 1 , H 2 and H 3 . In his way the exogenous variables in H have some time dependency, as seems reasonable for panel data. Once generated, the variables H 1 , H 2 and H 3 remain fixed. Also, in practice T02 and T04 below.
Given the exogenous variables, we next obtain the innovations vector NT )1 vector j. The innovations vector depends on the N)1 vector m obtained by sampling from an N (0; s 2 m ) distribution and on the NT)1 vector n obtained by sampling from an N(0; s 2 n ) distribution, so that j 0 (i T I N )m'n: This is repeated for each iteration k 01 . . . K, to obtain
Given Y, W and H, K estimates are obtained of the known parameters r; l; g 0 ; g 1 ; g 2 ; g 3 ; s 2 n and s 2 1 using the three-stage method outlined above. This is achieved by using instruments Z for the endogenous spatial lag comprising the exogenous variables, H, together with the TN )1 vector comprising T stacked identical time 'zero' N)1 spatial lag vectors WY(0), which is assumed to be exogenous with respect to the endogenous lag (I T W )Y :
Monte Carlo Results
Monte Carlo results are given both here and in more detail in Appendix B. Those given here are illustrative, while those in Appendix B provide more substantive empirical evidence of the consistency of the estimator. In this first example, the values r0 (0.25, l00.75, g 0 01, g 1 010, g 2 010, g 3 010, s 2 m 0 1 and s 2 n 0 1 are used to generate Y, and the three-stage estimation method employed K0100 times 9 gives a set of K estimatesl k ;ĝ 0k ;ĝ 1k ;ĝ 2k ;ĝ 3k ;r k ; s 2 nk andŝ 2 1k (k 01 . . . K) of these parameters. Table 1 summarizes the parameter estimate distributions. It is evident that the parameter estimate means are close to the true values, although it is shown later (see Appendix B) that there is evidence of small sample bias in the estimator of r, although it is apparently consistent. The distributions are relatively symmetrical, and on the whole have a degree of kurtosis consistent with the normal distribution. To formally test the null of normality, the K estimates are divided into ffiffiffiffi K p 0 10 groups with upper and lower bounds defined so that each group has approximately the same observed frequency (O i ). These observed frequencies are then compared to expected frequencies (E i ) calculated using the data to obtain maximum-likelihood estimates of the normal mean and variance. 10 The test statistic
is then referred to the x 2 7 distribution. It is apparent that none of the distributions differs significantly from normal, using the upper 5% point (14.07) of the x 2 7 distribution. Table 2 Tables A2 to A8 , it is evident that there is a small sample bias inr: Attention is focused on positive dependence (negative r), which gives positive bias, and these outcomes are mirrored in the case of negative dependence, 11 which gives negative bias, so that in both cases the estimated parameter is closer to zero than the true value. The bias is increasing inr; but the most significant result is the clear evidence that as the sample size (N) increases, the bias inr diminishes and the RMSE falls, suggesting consistency. 4 /(n Á 1)s 4 } Á 3 in which m0Sx i /n. The goodness of fit to the normal distribution is indicated by the residual deviance which has an asymptotic chi-squared distribution with the specified degrees of freedom. The table is formed by dividing the data into groups of approximately equal observed frequency. The degrees of freedom c Á p Á 1, where c is the number of cells in the table of fitted values and p is the number of parameters (2) Kelejian & Prucha, 1998 , 1999 ). An essential difference between their analysis and what is done here is, of course, that here we are assuming a spatial moving average process rather than spatially autoregressive errors. In addition, in this paper we also introduce an endogenous spatial lag in the panel context, a feature absent from their analysis. Consistency of the generalized moments estimators of r and s 2 is maintained by utilizing IV estimates of b leading to consistent disturbances. Thus, although the formal proofs given by Kapoor et al. (2007) are in the context of exogenous regressors (no spatial lag) and autoregressive rather than moving average errors, it is clear that their results carry through to the present set-up. Finally, it seems that although there is a small sample positive bias in the estimatorr; in many applied situationsr will be effectively unbiased. One advantage of GMM estimation is its comparative simplicity and computational efficaciousness 12 in applications in which the number of locations is far in excess of those subject to Monte Carlo exploration in this paper. It is clear from the results presented here that as the number of locations rises into the thousands, as for example with the 3,000 plus counties in the USA, small sample bias in the estimatorr should be minimal.
Example 2: Real Estate Prices
In this example the GMM estimator is applied to a panel of average house prices in N0353 small areas 13 of England in the T02 years 2000, 2001, denoted by the NT)1 vector p. If the price at j is comparatively high, then demand may be displaced to nearby location k. On the other hand, supply may be displaced from k to j as investors in property seek higher returns. We therefore assume that price in area j interacts contemporaneously with price in area k, and model this interaction by the presence of an endogenous spatial lag Wp. In this case we again use the row normalized contiguity matrix W for both the endogenous spatial lag and the MA error process. The other explanatory variables 14 are income from local jobs (wE), equal to the local wage rate (w) times the local employment level (E), and income from wages and employments within commuting distance (w c E c ). In order to be able to treat these as exogenous variables, 1 year lags are introduced, so that year 2001 prices are a function of income in 2000, and year 2000 prices are a function of income in 1999.
There are many other variables that one might wish to introduce were panel data available, such as air quality, the quality of local schooling, the size of the existing stock of properties, demand coming from non-wage earners such as the retired and students, and the effects of criminality, social quality of the neighbourhood, amenity, local taxes, the nature of the housing stock, planning and building regulations, vulnerability to flooding and therefore the additional insurance premiums for areas on flood plains, and various other social, demographic, labour market, environmental and cultural differences. These omitted variables are likely to be spatially autocorrelated, the net effect of which is to induce an organized residual pattern (Dubin, 1988) . We model these omitted variables by the spatial MA error process. While displaced demand or supply may causes price interactions that cascade outwards in an autoregressive process, I assume no such chain reaction for these variables, so that a shock, on its own, has a limited spatial extent, which is a property of the spatial MA process.
In order to obtain the estimates given in Table 3 , the exogenous variables wE and w c E c and their first spatial lags, obtained by pre-multiplying these vectors by W, were used as instruments for the endogenous spatial lag in the first stage of the three-stage estimation process. This then provided estimated IV residualsû which facilitated the second stage, enabling r, s 2 n and s 2 1 estimates to be obtained. The third-stage estimates are given in Table 3 , showing that there is a significant endogenous spatial lag effect, so that prices are directly positively related to contemporaneous prices in contiguous areas, and there are significant effects due to income from local jobs and jobs within commuting distance.
Conclusion
This paper considers panel data in which spatial interaction comes from the effects of an endogenous lag and also from the MA error process. Monte Carlo results are given suggesting that the GMM estimator is consistent. It appears that this is the first paper to consider panel analysis with spatial MA errors, and also to jointly consider an endogenous lag together with spatial and temporal correlation in the error components, although much of this has been presaged in the earlier spatial econometrics literature (Anselin, 1988) , and also in the time series context (Harvey, 1990) . Indeed, in the conclusion to their paper, Kapoor et al. (2007) suggest that they would like to extend their results to models containing spatially lagged dependent variables. The present paper raises many issues which should be the subject of further study, such as the choice of appropriate instruments, the most efficient optimization method, and the small sample properties of the estimator, but the evidence presented here does suggest that there is scope for the practical implementation via GMM of panel data models with an endogenous spatial lag and spatial error processes.
Notes
1. An early detailed account of the MA spatial process is given by Haining (1978) . 2. Pre-multiplication of a TN )1 vector u by Q 0 creates a TN)1 vector of deviations from the mean, where the mean is obtained by averaging u over time. Pre-multiplication of a TN)1 vector u by Q 1 creates a TN) 1 vector, comprising N across time area-specific means stacked for each T. 3. Note that Tr(W?WW) 00 for the Rook's case contiguity matrix. 4. So that we can use equation (49) in both stage 1 and stage 3, it is assumed that s 2 n 01 and s 2 1 01 (so that V j is a diagonal matrix of 1s) and that r 00. The result is that at stage 1 we simply obtain IV estimates. 5. Using unconstrained non-linear least squares estimation. The method is a modified NewtonÁRaphson method which is suitable for minimizing any non-linear function, and which depends on numerical differences rather than derivatives. Total earnings in an area is the product of the average wage rate (w) in 1999 and 2000 and the total level of employment in 1999 and 2000, denoted by wE. These are assumed to be predetermined with respect to year 2000 and 2001 price levels.
The vector w c E c denotes total earnings within commuting distance of a UALAD. This is equal to the matrix product of the n)n matrix C and the n )1 vector wE. Matrix C is defined as follows:
Cell (i, j) of the C matrix is a function of the (straight line) distance (d ij ) between areas i and j and an area-specific coefficient d i . This allows for the different levels of transport infrastructure and commuting in different areas, with the choice of exponent d i based on empirical comparisons with observed census data 17 on travelto-work patterns. Table A1 shows the overall proportion of workers 18 living in England and Wales travelling various distances from home to work. Given observed travel percentages comparable to Table A1 for each area, the exponent d i for each area was chosen by iterating the function exp(Ád i d ij ) through a range of values to obtain the value giving the closest fit 19 to each area's commuting data. where IQ is the interquantile range, equal to the difference between the 0.75 and 0.25 quantile. While this approximation is based on IQ rather than the variance, under normality the median is equal to the mean and, apart from slight rounding, IQ/1.35 is the standard deviation, so this measure reduces to the standard RMSE statistic (see Kapoor et al., 2007) . In all cases W is normalized to row totals equal to 1 and the bias is based on 1,000 Monte Carlo replications. 
