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Quantum batteries are quantum mechanical systems with many degrees of freedom which can be
used to store energy and that display fast charging. The physics behind fast charging is still unclear.
Is this just due to the collective behavior of the underlying interacting many-body system or does it
have its roots in the quantum mechanical nature of the system itself? In this work we address these
questions by studying three examples of quantum-mechanical many-body batteries with rigorous
classical analogs. We find that the answer is model dependent and, even within the same model,
depends on the value of the coupling constant that controls the interaction between the charger and
the battery itself.
I. INTRODUCTION
Recently there has been a great deal of interest in
quantum batteries (QBs)1–12, i.e. quantum mechanical
systems that are able to store energy. These works have
a key common thread in trying to understand whether
quantumness yields a temporal speed-up of the charging
process. A first, abstract approach3,4 studied the possi-
bility to charge N systems via unitary operations. The
authors introduced a parallel charging scheme, in which
each of the subsystems is acted upon independently of
the others, and a collective charging scheme, where global
unitary operations acting on the full Hilbert space of all
subsystems are allowed. In these works it was shown
that the charging time scales with N , decreasing for in-
creasing N . In the collective charging case and for large
N , the power delivered by a QB is much larger than the
one delivered by the parallel scheme. This speed-up was
dubbed “quantum advantage”3–6. Furthermore, in Ref. 4
it was shown that entanglement is not required to speed-
up the evolution of a QB, since states which are confined
in the sphere of separable states share an identical speed-
up. However, the authors of Ref. 4 pointed out that such
highly mixed states host only a vanishing amount of en-
ergy, yielding therefore a highly non-optimal result from
the point of view of energy storage and delivery.
In the same spirit, the authors of Refs. 5–9 studied
similar issues but in realistic setups which can be imple-
mented in a laboratory, such as arrays of qubits in cav-
ities6–9 and spin chains in external magnetic fields5. In
Refs. 6–9, the battery units are not charged via abstract
unitaries but, rather, by other quantum mechanical sys-
tems dubbed “chargers”. In this framework, the parallel
scheme is the one in which each battery is charged by
its own charger, independently of the others—see Fig. 1.
On the contrary, the collective scheme is the one in which
all batteries are charged by the very same charger. Also
in this context, the collective scheme outperforms the
parallel one in terms of speed of the charging process.
Finally, the authors of Ref. 5 demonstrated that quan-
tum batteries have the potential for faster charging over
their classical counterparts. As they noticed, however,
FIG. 1. (Color online) A sketch of the parallel (left) versus
collective (right) charging schemes introduced in the main
text.
the classical counterparts were assumed to be composed
of non-interacting units.
In this Article we compare the performance of QBs
with that of their appropriate classical versions. Such
comparison is clearly of great interest for foundational
reasons but has no implications on the development of
scalable solid-state systems where energy transfer pro-
cesses and their time scales can be studied experimen-
tally. Indeed, any solid-state QB device is going to oper-
ate on the basis of electrons, photons, spins, etc, which
are inherently described by quantum mechanics. We fo-
cus on three models. In the first, a single bosonic mode
(the charger) is coupled to N harmonic oscillators (the
proper battery composed of N subunits). In the second
one, N qubits playing the role of charging units are cou-
pled to another set of N qubits playing the role of the
proper battery. Finally, the third one is the Dicke QB in-
troduced in Ref. 6. In the first case, the performance of
classical and quantum versions of the model is identical.
In the second case, the classical version outperforms the
quantum one. In the third case, there is a range of val-
ues of the charger-matter coupling parameter g for which
the quantum (classical) model performs better than the
classical (quantum) one.
Our Article is organized as following. In Sect. II we
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2explain how the classical versus quantum comparison is
actually carried out in this Article, briefly reviewing the
correspondence between quantum commutators and clas-
sical Poisson brackets. In Sect. III we recap the charging
protocol first introduced in Refs. 6 and 7 and introduce
the figures of merit needed to evaluate the performance of
classical and quantum many-body batteries. In Sect. IV
we discuss the first model (single bosonic mode coupled
to N harmonic oscillators). We demonstrate analytically
that in this case classical and quantum versions of the
model display fast charging with the same time scale. In
Sect. V we introduce the second model (N qubits coupled
to N qubits) and demonstrate how the classical version
of the model outperforms the quantum one. In Sect. VI
we compare the Dicke QB model introduced in Ref. 6
with the corresponding classical analogue, showing nu-
merically that the relative performance depends on the
charger-matter coupling g. Finally, in Sect. VII we report
a summary of our main findings and our conclusions.
II. COMPARISON BETWEEN QUANTUM AND
CLASSICAL MECHANICS
In quantum mechanics, the evolution of an operator
Oˆ in time t is described by the Heisenberg equation of
motion ~ dOˆ(t)/dt = i[H, Oˆ(t)], where H is the Hamilto-
nian. Moreover, canonically conjugate variables, such as
position qˆi and momentum pˆj , fulfill the commutation re-
lation [qˆi, pˆj ] = i~δi,j . In the case of angular momentum
Jˆ , a similar relation holds between different components:
[Jˆi, Jˆj ] =
∑
k i~ijkJˆk, where ijk is the Levi-Civita ten-
sor.
In Hamiltonian mechanics, a classical physical system
is uniquely described by a set of canonical coordinates
xT = (p, q), where the components qi, pi are conju-
gate variables obeying {qi, pj} = δi,j . Here, {u, v} ≡∑
i(∂qiu ∂piv − ∂piu ∂qiv) denotes the Poisson brackets.
The time evolution of the system is uniquely defined
by Hamilton’s equations:
dqi
dt
= ∂piHcl(x) ,
dpi
dt
= −∂qiHcl(x) . (1)
A proper comparison between quantum and classical
systems can be made by following the canonical quanti-
zation procedure13. Once the Hamilton’s functionHcl(x)
of a classical system is written in terms of conjugate vari-
ables with Poisson brackets {qi, pj} = δi,j , quantization
is carried out by replacing classical coordinates by op-
erators and enforcing canonical commutation relations
instead of canonical Poisson brackets.
While finding the classical analog of a quantum sys-
tem with degrees of freedom that are position and mo-
mentum is straightforward and consists in making the
replacements qˆi → qi and pˆj → pj , the classical version
of quantum mechanical angular momentum is more sub-
tle. It turns out14,15 that the right choice is to replace
the components Jˆi of the angular momentum operator
Jˆ , with Jˆ2 = ~2J(J + 1), with the classical canoni-
cal coordinates Jz = J cos(θ) and φ = arctan(Jy/Jx),
so that {J cos(θ), φ} = 1, i.e. Jˆz → J cos(θ), Jˆx →
J sin(θ) cos(φ), and Jˆy → J sin(θ) sin(φ).
In the remainder of this Article we set ~ = 1.
III. CHARGING PROTOCOL AND FIGURES
OF MERIT
We start by reviewing a model for the charging pro-
cess of a QB6–9. As stated above, the classical and quan-
tum cases are both described by an Hamiltonian formal-
ism. We can therefore introduce the charging protocol
in terms of a general Hamiltonian, without specifying a
priori whether we treat the classical or quantum case. As
such, we will describe the protocol in general, comment-
ing explicitly on the classical and quantum cases only
when it is needed.
In our charging protocol6–9, a first system A acts as
the energy “charger” for a second system B, which in-
stead acts as the proper battery. They are characterized
by local Hamiltonians HA and HB, respectively, which,
for the sake of convenience, are both chosen to have zero
ground-state energy. We also assume B to be composed
by N non-mutually interacting elements. (Effective in-
teractions between these elements are induced by the
charger. In the Dicke QB case, for example, the cav-
ity mode induces effective interactions between all the
qubits.) In the quantum case, the system at time t = 0
is in a pure factorized state |ψ〉A ⊗ |0〉B, |0〉B being the
ground state of HB and |ψ〉A having mean local energy
E
(N)
A (0) ≡ A〈ψ|HA|ψ〉A > 0, where N is the number of
elements which compose the battery. Analogously, in the
classical case we impose that the system B at time t = 0
is in the configuration with the lowest energy and we fix
the energy in the charger A to be E
(N)
A (0) > 0.
By switching on a coupling Hamiltonian H1 between A
and B, our aim is to provide as much energy as possible
to B, in some finite amount of time τ , the charging time
of the protocol. For this purpose, we write the global
Hamiltonian of the AB system as
H(t) ≡ HA +HB + λ(t)H1 , (2)
where λ(t) is a time-dependent parameter that repre-
sents the external control we exert on the system, and
which we assume to be given by a step function equal
to 1 for t ∈ [0, τ ] and zero elsewhere. Accordingly, in
the quantum case, we denote by |ψ(t)〉AB the evolved
state of the AB system at time t, its total energy E(t) ≡
AB〈ψ(t)|H(t)|ψ(t)〉AB being constant at all times with
the exception of the switching points, t = 0 and t = τ ,
where some non-zero energy can be transferred to AB by
the external control. (See Ref. 7 for a detailed analysis
of the energy cost of modulating the interaction.)
3The same conditions hold in the classical case where
we denote by xT(t) = (p(t), q(t)) and E(t) = Hcl(x(t))
the solution of Hamilton’s equations of motion and the
total energy at time t, respectively. Here, p and q are
classical conjugate variables. It is also useful to define
the vector xTB(t) = (pB(t), qB(t)), denoting the position
in phase space of B at time t.
In the quantum case, we are mainly interested in the
mean local energy of the battery at the end of the pro-
tocol, i.e.
E
(N)
B (τ) ≡ tr[HBρB(τ)] , (3)
ρB(τ) being the reduced density matrix of the battery at
time τ . It is worth noticing that while E
(N)
B (τ) does not
necessarily represent the amount of energy that one can
recover from the battery after charging, it has been shown
that for large enough N this is not a relevant issue8.
In the classical case, the corresponding quantity is the
energy in B, E
(N)
B (τ) = HclB(xB(τ)).
The performance of the charger-battery set-up can
be studied by analyzing the average storing power
P
(N)
B (τ) ≡ E(N)B (τ)/τ . Specifically, we define the max-
imum average power as P¯
(N)
B ≡ maxτ [P (N)B (τ)]. Fi-
nally, we introduce the optimal charging time τ¯ , P¯
(N)
B =
P
(N)
B (τ¯), and the energy at the maximum power, E¯
(N)
B ≡
E
(N)
B (τ¯).
Our aim is to compare the parallel charging scenario
against the collective one3,4,6. As mentioned above, we
define as a parallel charging, the protocol in which N bat-
teries are independently charged by N chargers. Each
charger has an energy E
(1)
A (0). Conversely, the collec-
tive charging case is the one in which all N batteries are
charged by the same charger. In order to do a clear com-
parison, in the collective charging case we impose that
the charger has total energy equal to the sum of the en-
ergies of all the chargers of the parallel charging scheme,
i.e. E
(N)
A (0) = NE
(1)
A (0).
Since we are interested in comparing the power of the
protocols, we denote by the symbol P¯] (P¯‖) the maxi-
mum power in the collective (parallel) protocol. Follow-
ing Ref. 4, we introduce the so-called collective advan-
tage:
Γ ≡ P¯]
P¯‖
. (4)
We have P¯] = P¯
(N)
B and P¯‖ = NP¯
(1)
B . The latter prop-
erty follows from the fact that the power in the parallel
charging scheme is trivially extensive.
The figure of merit in Eq. (4) quantifies how conve-
nient is to charge a battery in a collective fashion rather
than in a parallel way. While in Refs. 4 and 6 this quan-
tity is named “quantum advantage”, it is possible to de-
fine Γ also in the classical case. Since our main goal
is to compare quantum and classical batteries, we will
denote by Γqu the collective advantage produced by a
quantum Hamiltonian and by Γcl the collective advan-
tage produced by the analog classical Hamiltonian. What
matters is therefore the ratio
R ≡ Γqu
Γcl
. (5)
If R = 1, the QB and its classical analog share the same
collective boost in the charging process. Conversely, hav-
ing R > 1 means that there is a genuine quantum advan-
tage. Finally, R < 1 means that the collective dynamics
in the classical model is more beneficial.
The quantity R will be crucial below in determining if
fast charging is due to exquisitely quantum resources or,
rather, if it has a collective (i.e. many-body) origin due to
effective interactions between the battery subunits, which
is present also in the classical case.
IV. HARMONIC OSCILLATOR BATTERIES
In this Section we study a system composed by N + 1
harmonic oscillators, one acting as a charger while the
remaining N playing the role of the proper battery. This
system is described by the following Hamiltonian,
HA = ω0a†a ,
HB = ω0
∑
i
b†i bi ,
H1 = g
∑
i
(
ab†i + a
†bi
)
, (6)
where a (bi) is the destruction bosonic operator acting on
A (on the i-th unit of the battery B), and ω0 and g are the
characteristic frequency of both systems and the charger-
battery coupling parameter, respectively. For simplicity,
we choose E
(1)
A (0) = ω0.
It is useful to introduce the bright mode16 B =∑
i bi/
√
N , which is a bosonic mode fulfilling [B,B†] = 1.
Expressing the Hamiltonian in terms of the bright mode,
we obtain:
HB = ω0B†B ,
H1 = gN
(
aB† + a†B
)
, (7)
where
gN ≡
√
Ng . (8)
Hence, the AB system is equivalent to two harmonic os-
cillators with a renormalized coupling gN . It is straight-
forward to obtain the dynamics of the energy of B,
which is independent of the initial state |ψ〉A in A. In
order to calculate the stored energy (3) we find then
useful to adopt the Heisenberg representation, writing
EB(τ) = tr[ρAB(0)HB(τ)], where ρAB(0) is the den-
sity matrix of the full system at the initial time, with
HB(τ) ≡ eiHτHBe−iHτ . Expressing a and b as func-
tions of the normal operators γ± = (a±B)
√
2 and using
4that the latter evolve simply as γ±(t) = e−iω±tγ± with
ω± = ω0 ± gN , we obtain
HB(τ) = ω0
2
{
a†a+B†B (9)
−
[
e−i2gNτ
2
(a†a−B†B +B†a− a†B) + H.c.
]}
,
and, finally:
E
(N)
B (τ) = Nω0 sin
2(g
√
Nτ) . (10)
Defining Y = maxx[sin
2(x)/x], the maximum power
reads P¯
(N)
B = N
√
Ngω0Y . Accordingly, we have:
Γqu =
√
N . (11)
We note that if |ψ〉A is a coherent state, the evolved state|ψ(t)〉AB remains factorized at all times7,17. This is an
example where the advantage is present, despite the total
absence of correlations.
Now we study the classical analog of the quantum
model in Eq. (6), which can be simply obtained by revers-
ing the quantization procedure and substituting quantum
commutators with classical Poisson brackets. The corre-
sponding classical Hamiltonian describes a set of coupled
springs:
HclA =
ω0
2
(
p2a + q
2
a
)
,
HclB =
ω0
2
∑
i
(
p2bi + q
2
bi
)
,
Hcl1 = g
∑
i
(qaqbi + papbi) , (12)
where (pa, qa) are conjugate variables of the charger and
(pbi , qbi) are conjugate variables of the i-th battery. As
earlier, we choose E
(1)
A (0) = ω0. We now introduce
Qb =
∑
i qbi/
√
N and Pb =
∑
i pbi/
√
N . The classical
Hamiltonian becomes
HclB =
ω0
2
(
P 2b +Q
2
b
)
,
Hcl1 = gN (qaQb + paPb) . (13)
We conclude that also in the classical case the model
maps into that of two coupled oscillators with a renor-
malized coupling gN .
Hamilton’s equations of motion follow from Eqs. (1),
(12), and (13):
dpa
dt
= −ω0qa − gNQb ,
dqa
dt
= ω0pa + gNPb ,
dPb
dt
= −ω0Qb − gNqa ,
dQa
dt
= ω0Pb + gNpa . (14)
Solving these equations we find that, irrespective of
the particular initial condition, the stored energy reads
E
(N)
B (τ) = Nω0 sin
2(g
√
Nτ). This implies
Γcl =
√
N , (15)
and R = 1. This is the main result of this Section. For
the case of harmonic oscillator batteries defined in (6),
fast charging, i.e. Γ ∝ √N , is solely due to the collec-
tive behavior of the underlying many-particle system,
and does not have its roots in the quantumness of its
Hamiltonian.
V. SPIN BATTERIES
In this Section we study a system composed by N
qubits, acting as charger, coupled to another set of N
qubits, which play the role of the battery. The quantum
Hamiltonian is
HA = ω0
(
J (a)z +
N
2
)
,
HB = ω0
(
J (b)z +
N
2
)
,
H1 = 4g
(
J (a)x J
(b)
x + J
(a)
y J
(b)
y
)
, (16)
where J
(a)
α (J
(b)
α ) with α = x, y, z are the components of a
collective spin operator of length J = N/2 acting on the
Hilbert space of the charger A (battery B), while all the
other parameters have the same meaning as in Eq. (6).
Defining H0 = HA +HB, the propagator in the inter-
action picture simply reads U˜t = e
iH0te−iHt = e−iH1t.
Hence, in this model there is no dependence of the dy-
namics on the energy scale ω0, and U˜t depends only on
the product gt. As in the case of Eq. (11), this scaling
implies that the collective advantage Γqu for this model
does not depend on the value of g but only on N . In
Fig. 2(a) we report the log-log plot of the collective ad-
vantage Γqu as a function of N . Fits to the numerical
data (not shown) indicate a quasi-linear dependence on
N for large N of the form
Γqu ∝ Nα , (17)
with α ∼ 1 and a proportionality constant ∼ 0.25.
We now move on to analyze the classical case. Fol-
lowing the discussion of Sect. II, we model the analog
classical Hamiltonian as
HclA = Nω0
[
cos(θa) + 1
]
2
,
HclB = Nω0
[
cos(θb) + 1
]
2
,
Hcl1 = gN2 sin(θa) sin(θb) cos(φa − φb) , (18)
where (N cos(θa)/2, φa) and (N cos(θb)/2, φb) are conju-
gate variables14,15.
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FIG. 2. (Color online) Performance of quantum and classical
spin batteries—see Sect. V. Panel (a) shows the advantage Γqu
in the quantum case, plotted as a function of N , in a log-log
scale. The black dashed line represents perfectly linear scaling
in N , i.e. α = 1 in Eq. (17), with a proportionality constant
on the order of ∼ 0.25. Panel (b) Same as in panel (a), but
for the classical case. In this case the scaling is again linear
in N with proportionality constant that is, however, equal to
1. Panel (c) shows the ratio R = Γqu/Γcl as a function of N .
Notice that, for large enough N , R approaches ∼ 0.25, i.e. the
ratio between the prefactors of the linear scaling with N of
the quantum and classical advantages. Results in this figure
do not depend on g.
Hamilton’s equations of motion follow from Eqs. (1)
and (18). We find
d cos(θa)
dt
= 2gN sin(θa) sin(θb) sin(φa − φb),
dφa
dt
= ω0 − 2gN cot(θa) sin(θb) cos(φa − φb) . (19)
Since the Hamiltonian is invariant under the exchange of
variables a↔ b, the equations of motion for cos(θb) and
φb can be simply obtained by exchanging a↔ b.
It is now useful to define ϕa = φa + ω0t and ϕb =
φb + ω0t, which allow us to write Eq. (19) as following:
d cos(θa)
dt
= 2gN sin(θa) sin(θb) sin(ϕa − ϕb),
dϕa
dt
= −2gN cot(θa) sin(θb) cos(ϕa − ϕb) . (20)
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FIG. 3. (Color online) Performance of quantum and clas-
sical Dicke batteries—see Sect. VI. Panel (a) shows the ad-
vantage Γ in the quantum case, plotted as a function of N
in a log-log scale. Different symbols refer to different val-
ues of the charger-battery coupling parameter g: g = 0.01ω0
(red circles), g = 0.5ω0 (blue triangles), and g = 2ω0 (green
squares). The black dashed line represents a scaling of the
form Γqu ∝
√
N , i.e. α = 0 in Eq. (22). Panel (b) Same as
in panel (a), but for the classical case. Panel (c) shows the
ratio R plotted as a function of N , for the same values of g
reported in panels (a) and (b). Panel (d) shows the ratio R
plotted as a function of g, for N = 50. A quantum advan-
tage on the order of 10% can be observed in a small interval
around g ' 0.5ω0.
These equations show that the only energy scale in the
problem is gN . On the basis of simple dimensional anal-
ysis we therefore expect τ¯ ∝ 1/(gN). Accordingly, since
the energy of the system is extensive, this will yield
P¯‖ ∝ N while P¯] ∝ N2 leading to Γcl ∝ N . This ar-
gument is not asymptotic, i.e. does not only apply for
N  1. In Fig. 2(b) we plot the classical collective advan-
tage obtained by solving numerically Hamilton’s equation
of motion. Indeed, we clearly see a linear growth in N ,
also for small values of N , perfectly consistent with the
dimensional argument.
Finally, in Fig. 2(c) we show the ratio R defined as
in Eq. (5), for the case of our spin batteries. We con-
clude that, for this model, quantum mechanical dynam-
ics yields a disadvantage rather than an advantage, as
R < 1 for all N . This is the second main result of this
Article.
VI. DICKE BATTERIES
In this Section we study the case of Dicke batteries6,8.
In a Dicke QB, one cavity mode, acting as charger, is
coupled to N qubits, which play the role of the battery.
6The quantum Hamiltonian is6 (see also Refs. 18 and 19)
HA = ω0 a†a ,
HB = ω0
(
Jz +
N
2
)
,
H1 = 2g
(
a† + a
)
Jx , (21)
where Jα with α = x, y, z are the components of a collec-
tive spin operator of length J = N/2, while all the other
parameters have the same meaning as in Eq. (6). As
in the other models introduced in previous Sections, we
choose E
(1)
A (0) = ω0. Moreover, for the sake of simplic-
ity, we fix |ψ〉A to be a Fock state. In Ref. 7 and 8 it was
shown that the particular choice of the initial state does
not change qualitatively the collective advantage. While
a detailed analysis of Dicke QBs is reported in Ref. 6,
here we summarize the main findings—Fig. 3(a)—and
compare them with those obtained for the classical ana-
log of a Dicke QB.
In Fig. 3(a) we plot the collective advantage Γqu of a
Dicke QB for different choices of the coupling parameter
g. In agreement with Ref. 6, fits to the numerical data
(not shown) suggest the following power-law scaling in
the limit of large N
Γqu ∝
√
N . (22)
We now analyze the classical case. In the literature
there is a well-established classical analog of the Dicke
model14,21,22, which reads as follow
HclA =
ω0
2
(
p2a + q
2
a
)
,
HclB = Nω0
[
cos(θ) + 1
]
2
,
Hcl1 = g
√
2Nqa sin(θ) cos(φ) , (23)
where (pa, qa) and (N cos(θ)/2, φ) are classical conjugate
variables14,15. This Hamiltonian describes a spring cou-
pled to a nonlinear pendulum of length N .
We would like to stress that the model defined by
Eq. (23) is not a semi-classical approximation of the
quantum Hamiltonian in Eq. (21), but represents in-
stead an intrinsically classical description of a classical
spin coupled to a cavity, directly obtainable from clas-
sical Hamiltonian mechanics. Our aim is indeed not to
approximate the quantum model, but to understand the
differences between the quantum and the classical bat-
teries.
As in all previous cases, we choose E
(1)
A (0) = ω0.
We still have the freedom to choose initial conditions,
since the previous condition imposes only the constraint
p2a(0) + q
2
a(0) = 2Nω0. For the sake of simplicity, we
choose pa(0) = qa(0). We have checked that other initial
conditions do not alter our main conclusions.
From Eqs. (1) and (23) we find Hamilton’s equations
of motion for the classical Dicke battery:
dpa
dt
= −ω0qa −
√
2Ngqa sin(θ) cos(φ) ,
dqa
dt
= ω0pa ,
d cos(θ)
dt
= 2
√
2gqa sin(θ) sin(φ),
dφ
dt
= ω0 − 2
√
2gqa cos(φ) cot(θ) . (24)
We can rescale these equations in such a way to have
P 2a (0) + Q
2
a(0) = 2, i.e. Pa =
√
Npa and Qa =
√
Nqa.
We obtain:
dPa
dt
= −ω0Qa −
√
2gNQa sin(θ) cos(φ) ,
dQa
dt
= ω0Pa ,
d cos(θ)
dt
= 2
√
2gNQa sin(θ) sin(φ),
dφ
dt
= ω0 − 2
√
2gNQa cos(φ) cot(θ) , (25)
where gN has been defined in Eq. (8). We note that,
in these equations, the only parameters with physical di-
mensions (of energy) are ω0 and gN . Since τ¯ has physical
dimensions of inverse energy (in our units), the optimal
charging time must have the following form:
τ¯ =
1
gN
F (ω0/gN ) , (26)
where F (x) is an unknown dimensionless function. From
this expression we can conclude that, as long as F (x)
does not reach zero for x = 0, also in the classical sce-
nario the collective advantange parameter will exhibit a√
N scaling similar to the one in Eq. (22) observed for
the quantum counterpart, i.e. Γcl ∝
√
N . Indeed, as-
suming F (0) 6= 0, from (26) it follows that for large
enough N the charging time can be approximated as
τ¯ ' F (0)/gN with a 1/
√
N scaling. Accordingly, since
the energy is an extensive quantity, we will have, asymp-
totically, P¯
(N)
B ∝ N
√
N , which implies Γcl ∝
√
N as an-
ticipated. To put this observation on a firmer ground, we
resort to numerical integration of Eqs. (24). In Fig. 3(b)
we plot the collective advantage Γcl as a function of N ,
for different values of g. A comparison with the expected√
N scaling of Γcl in the large-N limit is also shown.
(The expected saturation to the
√
N scaling law requires
gN/ω0  1 and is therefore difficult to reach numerically
for small values of g/ω0.)
We now proceed with a more quantitive comparison
between Γqu and Γcl. In Fig. 3(c) we report the plot of
the quantity R of Eq. (5) as a function of N , for differ-
ent values of g. We clearly see that the ratio R can be
smaller or larger than unity depending on the value of g.
This is emphasized in Fig. 3(d), where we show R as a
function of g for N = 50. This is the third main result of
this Article. The quantum advantage shown by a Dicke
7QB in a window of values of g is on the order of 10% and
therefore not spectacular but clearly indicates the possi-
bility to engineer more complex quantum Hamiltonians
to achieve much better quantum performances. These
will be the subject of future work.
VII. SUMMARY AND CONCLUSIONS
In this Article we have compared three quantum bat-
tery models against their rigorous classical versions in
order to better understand the origin of the fast charging
phenomenon discussed in previous literature.
In particular, we have defined a genuine quantum ad-
vantage (i.e. R > 1) via the ratio R in Eq. (5) between
the collective advantages in the quantum and classical
cases, Γcl and Γqu, respectively.
In the case of harmonic oscillator batteries—see
Sect. IV—R = 1 for all values of N and g. Quantum
harmonic oscillator batteries defined as in Eq. (6) do not
therefore display any quantum advantage. The case of
spin batteries, discussed in Sect. V, is even worse. In
this model, indeed, R < 1 for all values of N and g.
We can safely conclude that, in these two cases, fast
charging in the quantum case (i.e. the fact that Γqu in-
creases for increasing N) is solely due to the collective be-
havior of the many-body systems described by the quan-
tum Hamiltonians in Eqs. (6) and (16), which is also
present in the corresponding classical Hamiltonians.
The case of Dicke batteries, discussed in Sect. VI, is
far more richer. In this case, the ratio R depends on the
charger-battery coupling parameter g and, for each fixed
N , can be larger than unity in a range of values of g.
As evident from Figs. 3(c) and (d), the quantum advan-
tage displayed by a Dicke quantum battery at optimal
coupling is on the order of 10%. More work is needed to
discover quantum models of batteries with larger values
of R.
For the sake of completeness, we note that the authors
of Ref. 10 have very recently proposed to study the evo-
lution of the battery state in the energy eigenspace of
the battery Hamiltonian. Combining this geometric ap-
proach with bounds on the power, they are able to dis-
tinguish whether the quantum advantage in a charging
process stems either from the speed of evolution or the
non-local character of the battery state.
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