Big data era has arrived. With the rapid development of big data, the machine learning based on probability statistics has drawn great attention in recent years from both industry and academia. It also has great applications in the fields of the Internet, finance, natural language, biology, among which the Bayesian network has experienced significant development last year and has become a kind of important machine learning method. This paper summarizes the data mining concept principle and basic method of data mining under the background of big data. Since data mining has strong statistic characteristic, it can be integrated with the Bayesian networks naturally. Therefore, this paper starts with the Bayesian networks, stretching out the Bayesian formula, Bayesian network technology, as well as the advantages of the combination of data mining and the Bayesian networks. Finally, with the biomedicine as an example, it summarizes its development and applications.
INTRODUCTION
With the rapid development of big data, the machine learning based on probability statistics has drawn great attention in recent years from both industry and academia. It also has great applications in the fields of the Internet, finance, natural language, biology, among which the Bayesian network has experienced significant development last year and has become a kind of important machine learning method. Bayesian network is model which describes the causal relationship among random variables. It is a combination of probability theory, causal reasoning and graph theory, as well as the unified method of artificial intelligence and data statistics method. It is beyond the artificial intelligence based on the logical theoretical basis and the expert rules based on the category of science and technology. One of its important application is the representation and reasoning of random variable causal knowledge [1] .
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Jingwei Zhang, 2176246207@qq.com, College of Letters and Science, UC Berkeley, Berkeley 94703, US Bayesian network consists of structure and parameters, which are used to describe the causal relationship between the variables of the qualitative and quantitative analysis. It has the characteristics of versatility, effectiveness and openness (Bayesian network is a platform where can integrate other intelligent technology and other statistical methods), which can effectively transform data into knowledge (with visual and intuitionistic knowledge representation and can organically combined with expert knowledge). With this knowledge, it can reason (with similar reasoning mode of human thinking), in order to solve the uncertainty problems, its effectiveness has been implemented in financial risk analysis, information security, DNA analysis, intelligent medical software the diagnosis, system analysis and control and many other areas, Bayesian network also has a wide application prospect in the analysis of time series causal aspects [2] .
Bayesian network has more implementation in statistics, decision analysis, and artificial intelligence and so on. Since data mining has strong statistic characteristic and it origins from Bayesian statistics, it can be integrated with the Bayesian networks naturally.
DATA MINING TECHNOLOGY
Data mining [1] refers to the progress of extracting the implicit, not known by people in advance, but potentially useful information from large, incomplete, noisy, fuzzy and random data. It is a comprehensive application of statistics, database technology and artificial intelligence technology, and is a set of technology extracted from a large data set by comprehensively using the methods of statistics and machine learning in the database management system. The main data mining methods include association rule learning, cluster analysis, classification analysis, sequence analysis, deviation detection, prediction analysis, pattern similarity mining and regression analysis. The basic process of data mining is shown in Figure 1 . 
BASIC METHODS OF DATA MINING
Data mining combines the knowledge of database technology, machine learning, statistics and other fields, and explores the effective, novel, and practical patterns existing in the data from a deeper level. From the specific implementation technology, data mining has the following methods:
Data and concepts summarization: data aggregation always induces a data set into higher conceptual level information. The concept summarization is to abstract related data in the database from the low concept layer to the high concept layer. There are mainly two methods which are data cube and object-oriented induction.
(2) The decision tree method: Using the information gain in the information theory to find the database with the largest amount of information in the field, create a node to build the decision tree, then according to the different values of the establishment of field tree branches in each sub tree, repeat the establishment of lower nodes and branches.
(3) Neural network method: neural network attempts to build the neural structure of human brain. At present, there are three kinds of neural network models: feed-forward network, feedback network and self-organizing network. Neural network is a nonlinear learning model, which can accomplish data mining tasks, such as classification, clustering and feature extraction.
(4) Bayesian Network Method: Extracts network models and parameters from the database to infer any knowledge of interest. This is the method that will be discussed in detail in this article.
BAYESIAN STATISTICS
Bayesian statistical thought was first proposed by Thomas Bayes in the middle of the eighteenth century [4] , and he mentioned that the prior distribution of parameters can be obtained by combining the prior distribution of the parameters and the likelihood function, which is the famous Bayesian formula. The posteriori distribution of the parameters obtained by this formula is the basis for the statistical description and deduction of Bayesian statistics. Therefore, compared with the classical statistics, Bayesian statistics not only makes use of the general information and sample information, but also uses the a priori information. Thomas Bayes' s paper pioneered a new idea of statistical inference [5] .
Bayesian formula Assume that the two events are denoted as A and B, respectively, and satisfy:
Then under condition B, the conditional probability of event Ai is:
,
The formula (1) is called the Bayesian formula [6] . More generally, the formula can be written as, Assuming that B is the final observation, and Ai is one of the causes of event B, then means that when the event B is observed, it is the probability caused by reason
Ai. Bayesian inference is also based on this idea. The above is the Bayesian formula of the event form, in addition, there are Bayesian formula density function form.
BAYESIAN NETWORK
Bayesian networks has drawn attention from researchers in a number of areas such as data mining, artificial intelligence, and pattern recognition. The structure of the Bayesian network is shown in Figure 2 [7] . Bayesian network is also known as the belief network, is a probability network, which is used to describe the statistical relationship between multiple variables [7] . The Bayesian network is a graphical network based on probability theory, which provides an intuitive representation of the complex relationships between multiple variables. The Bayesian network was originally proposed to solve the problem of uncertainty, because it can express the large-scale complex relationship with a simple straightforward way, hence it is accepted by people of all age. At present, Bayesian network has been paid attention to by researchers in many fields such as data mining, artificial intelligence and pattern recognition. The structure of the Bayesian network is shown in Figure 2 [7] .
In this directed acyclic graph structure S, where each node represents a variable, attribute, state, object, proposition, or other entity, the arc between nodes reflects the dependencies between variables. The nodes pointing to the node X are called the parent nodes of X. The Bayesian network can be thought of as a system representation based on probabilistic rules. In addition to what is known as the Bayesian network, it has other terms: causal networks, probabilistic causal networks, and belief networks. Where Xl ，X2 are the parent nodes of X4.
COMBINATION OF DATA MINING AND BAYESIAN NETWORK
The Bayesian network expresses the conditional probability distribution and causality of the object in the event, and the uncertainty knowledge and rules implied by it are the main tools for inaccurate reasoning. Its structure implies the rules, and the conditional probability of each node expresses some kind of knowledge. Bayesian network has more and more implementations in the statistics, decision analysis, artificial intelligence and other fields. In recent years, it has been found that the data mining with the use of Bayesian network can dig out the multi-layer and multi-point causal concept link from the database, which is a common relationship between the objective world. Since data mining has strong statistic characteristic, it can be integrated with the Bayesian networks naturally. Bayesian network for data mining has the following advantages: (1) The Bayesian network describes the causal links between variables, and the confidence of such connections is expressed in probabilities. Probability allows the sample in Bayesian Network to be incomplete and allows the presence of noise data.
(2) Digging out the implication of knowledge. Data mining with the Bayesian network is essentially a network structure from the database or a conditional probability table for finding variables under the premise that the structure is known. Only can people get the knowledge, concepts and decision information by reasoning and interpreting the Bayesian network.
(3) Bayesian networks have good comprehensibility and logic. It naturally combines prior knowledge with probabilistic reasoning, which is close to real problems and helps to optimize people's decisions.
(4) The Bayesian network combines a priori knowledge and describes the interrelationships between the data in the form of graphs, making it easy to predict and analyze.
THE APPLICATION OF BAYESIAN STATISTICS IN BIOMEDICINE
Bayesian statistical theory has become more and more mature and has wide applications in many fields such as financial risk analysis, information security, DNA analysis, software intelligence, medical diagnosis, system analysis and control under the background of big data. In the case of biomedical science, Bayesian statistics were introduced into the medical field before the high-dimensional integral problem was solved, and it was used to solve some medical problems with other methods [8] [9] [10] . In 1982, Bayesian statistics were used to find the treatment of kidney transplant patients [8] . In 1989, the Bayesian formula was used to adjust the odds ratio [OR] in the epidemiological study [9] . With the computational difficulties in Bayesian analysis, the Bayesian statistics began to be used independently to solve some medical problems [11] [12] [13] [14] . The Bayesian hierarchy model was used to identify outliers in hospital data in the fourth session of the Valencia conference papers held in 1994 [11] . In 1996, cross validation was performed on experimental data and observed data, the Meta-analysis was used to explore the problem of model fitting [12] ; In 1995 and 1998, Bayesian statistics were used for standard diagnostic trial evaluation [13, 14] . Over the past decade, the depth and breadth of Bayesian statistics have been further strengthened, including clinical trials, observational studies, diagnostic and screening tests, and metaanalysis [15] , processed data includes complex temporal and spatial data, genetic data, missing data, and survival data [16, 17] .
APPLICATION OF BAYESIAN THEORY IN PHOSPHORYLATION
Phosphorylation Proteomics is an important subject in today's bioinformatics field. With the development of biotechnology, a large number of phosphorylation data accumulated. Therefore, how to dig out from these biological data of the inherent regulation of phosphorylation and then to explain its mechanism is the problem that bioinformatics experts need to solve. The machine learning method is an effective tool for solving such problems which uses the relevant biometrics to build the model of training data to classify or return the biological data of the unknown tag. There are 518 genes encoding protein kinases in the human genome [18] . Therefore, it is a typical multi-class classification problem to predict which protein kinase phosphorylation or phosphorylation site of an amino acid residue corresponds to which kinase.
Xue et al. introduced Bayesian decision theory into kinase-specific phosphorylation site prediction studies [19] . The amino acid frequencies of each pair of positive and negative data sets were counted according to the conservativeness of the sequences. The amino acid frequencies of 9 amino acids were calculated by selecting 8 amino acids in the neighbor phosphorylation sites. They calculated the probability distribution for each position and each amino acid in each sample.
CONCLUSION
This paper summarizes the concepts and methods of data mining, and focuses on the concept and development of Bayesian statistics. It is necessary to elaborate on Bayesian statistics because the idea of the Bayesian network was born entirely in Bayesian statistics. We can only understand the principles, methods and applications of Bayesian statistics in order to study the Bayesian network more effectively and deeply. At the same time, the paper summarizes the advantages of data mining and Bayesian network. Through the analysis, we realized that Bayesian network has great theoretical and practical value in fuzzy theory, control theory, speech recognition and natural language understanding (machine translation). It is expected that this paper will provide guidance and help to the researchers of Bayesian network big data mining.
