Recent third-order likelihood analysis theory is applied to obtain improved confidence intervals for scalar component interest parameters of the Weibull model. This theory involves implicit but appropriate conditioning and marginalization. Both the censored and complete Weibull models are examined where primary interest is focussed on assessing the shape, scale or median parameter. The simulation results indicate the increased accuracy of this method relative to the conventional first-order likelihood ratio and Wald departure procedures. Applications to strike duration data are presented.
Introduction
The Weibull distribution has been widely used in the empirical modelling of economic models. Applications include the modelling of unemployment spells, strike durations, income distributions, the length of a firm's innovation period, and the size of research and development budgets. Depending on the particular problem, the variable under consideration may not be fully observed, requiring censoring procedures for estimation.
Confidence intervals for testing the parameters of the Weibull model are typically constructed using maximum likelihood estimates which are asymptotically normally distributed. These confidence intervals have first-order accuracy and are computationally simple and readily accessible from statistical packages. However, these intervals have been found to perform quite poorly in terms of coverage probabilities. As an alternative, first-order confidence intervals based on likelihood ratio tests have been examined, and while computationally more costly, they have been found to perform relatively well in certain cases. Considerable scope for improvement nonetheless remains.
In this paper, recent likelihood analysis theory is used to obtain highly accurate (third-order) inferences for scalar interest parameters of the Weibull distribution. The asymptotic theory developed by Fraser and Reid (1995) is based on the likelihood structure of the data and involves conditioning and marginalization for intrinsic measures of departure to produce third-order accurate tail approximations. The methodology provides an improvement to the results obtained using large sample normal theory and those based on the likelihood ratio test. Confidence intervals and simulations are provided for both the censored and complete cases that show the improved accuracy of this method. An example using the benchmark strike duration data provided in Kennan (1985) is examined.
The paper is structured as follows. Section 2 presents the Weibull distribution. The third-order likelihood theory is described and applied to both the censored and complete cases in Section 3.
Applications and simulations are contained in Section 4. Section 5 concludes and gives directions for future research.
The Weibull Distribution
The Weibull probability density function for the random variable X is given by f (x; β, η) = β η
where β > 0 and η > 0 are the shape and scale parameters, respectively. Writing
where Y is a random variable with standardized extreme value density, f (y) = exp{y − e y } − ∞ < y < ∞, then the density for W can be obtained as
The distribution of W is known as the Smallest Extreme Value Distribution (SEV). If W = log X, so that, X = e W , then
With σ = 1/β and µ = log η, X is distributed as Weibull with shape parameter β and scale parameter η. Given this, for analytical and computational convenience, this paper works in the W = log X scale, the results, however, are reported directly for the Weibull parameters. In addition to the shape and scale parameters, there is typically an interest in inference regarding the α th percentile. This quantity is calculated as
Third-order likelihood analysis results for model (2) are provided below assuming a pre-specified censoring point. The complete data model is easily handled as a special case.
3 Third-Order Likelihood Analysis
Censored Case
Let w = (w 1 , ..., w n ) be a random sample from the SEV distribution given in (2) . Here, r observations with ranked data are observed, w 1 ≤ w 2 ≤ ... ≤ w r ≤ w c , where w c represents the censoring point, that is, (n − r) observations survive beyond w c . See Lawless (1982) for details. The log-likelihood
with derivatives
The normal equations are solved to obtain the maximum likelihood estimateθ = (μ,σ). The information matrix denoted, j θθ (θ), is calculated as
where
The observed information matrix is obtained as
where j µµ (θ) = −l µµ (θ), j µσ (θ) = −l µσ (θ), and j σσ (θ) = −l σσ (θ). Familiar first-order asymptotic methods can be used to test the null hypothesis of µ = µ 0 . The standardized maximum likelihood departure and signed square root of the log likelihood ratio statistic are given respectively by
whereθ µ 0 = (µ 0 ,σ µ 0 ) is the constrained maximum likelihood estimate of θ at µ 0 and j µµ (θ) is the appropriate entry from the estimated asymptotic variance matrix ofθ
The quantities q and r have the standard normal as their limiting distribution and thus tail probabilities for testing the null can be approximated by Φ(q) and Φ(r) respectively, where Φ(·) is the cumulative distribution function of the standard normal distribution.
Recent third-order likelihood methods developed by Fraser and Reid (1995) are applied to obtain highly accurate inferences for any scalar component parameter of interest of the full-dimensional model. The theory involves the construction of a particular maximum likelihood departure, Q, that is used together with the signed square root of the log-likelihood ratio (5) to produce third-order approximations to the left tail probabilities for testing scalar interest parameters. Explicit nuisance parameterization is not required for this method. Details are given in Fraser et al. (1999) .
There are two fundamental steps involved in this likelihood analysis theory. The first involves a dimension reduction from the dimension of the variable to the dimension of the parameter. This 
Maximization of the Lagrangean, H(θ)
, is used to obtain the constrained maximum likelihood
Setting the first-order conditions
equal to zero and solving the system of equations yields the constrained maximum likelihood solution for the parameter θ and the Lagrange multiplier λ. Note that l µ (θ) = ∂l(θ)/∂µ and ψ µ (θ) = ∂ψ(θ)/∂µ.
The tilted log-likelihood is defined as the quantitỹ
whereλ, the Lagrange multiplier solution, is substituted into the Lagrangean, H(θ). A nominal information matrix is given by
Fraser and Reid (1995) show that the tangent vectors, V , to the ancillary statistic can be obtained by using a pivotal quantity, k, and differentiating the data, w, with respect to the full parameter, θ, while holding the pivotal quantity fixed. The vectors are calculated as follows:
These vectors are used to calculate the local canonical parameter
This locally defined canonical parameter then becomes the relevant parameter space. Given this new parameterization, a marginalization procedure gives the recalibrated interest parameter
where χ(θ) = ψ(θ) in the ϕ(θ) scale and ϕ θ (θ) = ∂ϕ(θ)/∂θ. Additionally, the estimate of the variance
The standardized maximum likelihood departure in the ϕ(θ) scale is
where the recalibrated determinants are calculated as
The determinants in the above expressions involving the ϕ θ (θ) and ϕ θ (θ ψ 0 ) terms can be thought of as Jacobian terms. Two asymptotically equivalent third-order approximations to tail probabilities are given by Lugannani and Rice (1980)
and Barndorff-Nielsen (1991)
where φ(·) is the standard normal density function, R is the modified signed log-likelihood ratio statistic given by
and R * is the modified signed log-likelihood ratio statistic given by
The equality from (16) to (17) follows directly from the optimality conditions.
The complexity of the third-order method lies in the calculation of the maximum likelihood departure measure, Q, given by (11). Once this quantity has been obtained, with a large portion of its components likewise required for the computation of the likelihood ratio and mle-based intervals, the complexity of the computations does not increase with sample size.
Interest Parameters
Three scalar component interest parameters for the censored model given in (3) are considered: the shape parameter, β = 1/σ, the scale parameter, η = e µ , and the α th percentile,
Making use of the 1-1 relationships, the following three cases are considered.
The constrained maximum likelihood estimate for this case is ψ 0 = σ 0 . The Lagrangean is
and differentiation yields
The constrained maximum likelihood estimates satisfy
The tilted likelihood then isl
Notice the above implies
The ancillary direction vectors, V , are
These tangent directions are used to obtain the canonical parameter
The parameter χ(θ) is then obtained as
As beforeσ
where θθ (θ) is the estimated asymptotic covariance matrix ofθ. The signed likelihood ratio departure
and the maximum likelihood departure is
, with the recalibrated determinants calculated as in (12) and (13). Tail probabilities can be calculated using either the Lugannani and Rice or Barndorff-Nielsen formulas.
Case 2: ψ = µ
The Lagrangean for this case is
Differentiation with respect to the parameters and the Lagrange multiplier leads to
The constrained maximum likelihood estimates satisfỹ
The rest of the quantities are the same as in Case 1 with ψ θ (θ) = [1 0].
The interest parameter ψ can be expressed as ψ = µ + σA where A = log[− log(1 − α)] and w α is the α th percentile. The Lagrangean for this case is
Differentiation leads to
The tilted log-likelihood isl
The rest of the quantities are likewise the same as in Case 1 with ψ θ (θ) = [1 A].
Complete Case
In the absence of censoring, the special complete data case (r = n) results. For the random sample w = (w 1 , ..., w n ) from the SEV distribution, the log-likelihood function for θ = (µ, σ) is adjusted as follows
The normal equations are solved to obtain the maximum likelihood estimateθ = (μ,σ). In particular, θ simultaneously satisfies
The information matrix denoted, j θθ (θ), is calculated as
The ancillary directions are
where the 1 represents the n-dimensional unit vector and the (w −μ)/σ is the n-dimensional standardized residual vector
Given these quantities the third-order computations are conceptually similar to those for the uncensored case, and as such, the details are not provided here.
Interest Parameters
The same three scalar component interest parameters for the complete Weibull model are considered: the shape parameter, β = 1/σ, the scale parameter, η = e µ , and the α th percentile,
The constrained maximum likelihood estimate for this case is then ψ 0 = σ 0 . The Lagrangean is
The constrained maximum likelihood estimates are solved as
The ancillary direction vectors, V, are
where the 1 represents the n-dimensional unit vector and the w−μ/σ is the n-dimensional standardized residual vector. These tangent directions are used to obtain the canonical parameter
Tail probabilities can be calculated using either the Lugannani and Rice or Barndorff-Nielsen formulas.
Case 2: ψ = µ
whereσ satisfies
Differentiation leads to
The rest of the quantities are likewise the same as in Case 1 with
As the maximum likelihood departure, Q, is explicitly provided in this paper, obtaining the thirdorder intervals becomes a programming matter. In the next section, results are provided for the 90%, 95%, and 99% first-and third-order confidence intervals for Kennan's (1985) strike duration data. In addition, simulation results are recorded for the interest parameters discussed in the above three cases, specifically for the shape, scale, and median parameters. Results are provided for both the censored and complete data sets.
Results
For the empirical illustration, a sample of the strike duration data given in Kennan (1985) is used.
The data used by Kennan is from the Bureau of Labor Statistics and reflects strike durations, in days, for the U.S. manufacturing industries for the 1968-1976 period. The complete and censored data sets considered are as in Kiefer (1988) ; the complete sample is restricted to strikes beginning in June of each year for a total number of 62 observations, the censored sample is formed by censoring durations greater than or equal to 80 days, resulting in 12 censored observations or approximately a 20% censored sample.
The first-order results were computed using Limdep. All third-order computations were done in Splus. In the tables below "lr" refers to the first-order likelihood ratio approach, "mle" refers to the first-order maximum likelihood approach, "LR" and "BN" refer to the third-order Lugannani and
Rice and Barndorff-Nielsen approaches, respectively.
Censored Case

Confidence Intervals
The resulting 90%, 95%, and 99% confidence intervals are provided in Tables 1 to 3 below for the shape, scale, and median parameters. For the shape parameter, the confidence intervals resulting from using either the likelihood ratio or the mle are wider than the confidence intervals obtained from using the third-order methods. For the scale parameter, the first-order confidence intervals differ from the third-order ones predominantly on the upper tail, with the mle-based intervals noticeably discordant. Examination of the confidence intervals for the median reveals that the intervals based on the likelihood ratio are close to those based on the third-order methods, while the mle-based intervals are consistently very different. 
Simulation
To examine the accuracy of the censored case, a simulation study was conducted with 10,000 simulated samples. The shape and scale parameters were set equal to 1. Two sample sizes (n) with various censoring percentages were considered. Results are reported for the following cases:
Simulation Settings: Shape=1, Scale=1
Case n Censored % An additional simulation that matches the parameters of the strike duration data example more closely was considered. The simulation was based on 10,000 samples of 60 observations with a shape parameter set equal to 0.9 and a scale parameter set equal to 43. The censoring percentage was set equal to 20. The results are recorded in Table 7 . As can be seen from the table, for a sample size of 60, the third-order method outperforms the other methods, especially for the shape parameter, in terms of average bias. 
Complete Case
Confidence Intervals
The resulting 90%, 95%, and 99% confidence intervals for the complete (uncensored) strike duration data are provided in Tables 8 to 10 below for the shape, scale, and median parameters. For the shape parameter, the confidence intervals resulting from using either the likelihood ratio or the mle are again wider than the confidence intervals obtained from using the third-order methods. For the scale and median parameters, the likelihood ratio-based confidence intervals are close to the third-order ones, the mle-based intervals are, however, very discordant especially for the median. 
Simulation
In this section simulation results for the complete data case for 10,000 simulated samples are reported. An additional simulation similar to that produced in Table 7 was considered. The simulation was based on 10,000 samples of 60 observations with a shape parameter set equal to 0.9 and a scale parameter set equal to 43. The results are recorded in Table 14 . The third-order method generally outperforms the other methods in terms of central coverage and average bias even for this sample size of 60. Again, the largest gain, in terms of bias, from using the third-order method arises for the shape parameter. 
Conclusion
Recent third-order likelihood theory was applied to obtain highly accurate confidence intervals for the shape, scale, and median parameters of the Weibull distribution. Both the censored and complete cases were examined and applied to Kennan's (1985) strike duration data. The intervals obtained using the first-order quantities, namely, the likelihood ratio and the maximum likelihood estimate were considerably different from those intervals obtained using the third-order methods. The accuracy of the third-order intervals was assessed through simulations. For both the complete and censored cases, the simulations revealed that a significant improvement could be attained using the third-order-based confidence intervals. As stated in Section 3, the extra computation required for the third-order intervals is due to the calculation of the maximum departure measure, Q. However, the explicit equations for this quantity are provided in the paper. It is further noted that the calculation of Q does not depend on the sample size but on the dimension of the parameter, and in this case the dimension is two, which makes the extra calculations minimal. On the other hand, the calculation of the maximum likelihood estimate and constrained maximum likelihood estimate depends on the sample size. Hence, for simulations, when the sample size is large, even the first-order methods will require considerable computational costs. In terms of the first-order methods, the likelihood ratio intervals performed relatively well and are the preferred method to the mle-based intervals. With respect to future research, it will be interesting to pursue these methods to Weibull problems that include regressors and hence more parameters..
