Language identification is an important task for web information retrieval. This paper presents the implementation of a tool for language identification in mono-and multi-lingual documents. The tool implements four algorithms for language identification. Furthermore, we present a n-gram approach for the identification of languages in multi-lingual documents. An evaluation for monolingual texts of varied length is presented. Results for eight languages including Ukrainian and Russian are presented. It could be shown that n-gram-based approaches outperform word-based algorithms for short texts. For longer texts, the performance is comparable. The evaluation for multi-lingual documents is based on real world web documents. Our tool is able to recognize the languages present in a document with reasonable accuracy.
INTRODUCTION
Language identification is a research topic which became important with the success of the internet [4] . The authors of internet pages do not always provide reliable meta data which indicates the language of the text on the page. Even worse, many internet documents contain text portions in different languages. Language identification is an important task for web search engines. Language is a barrier for user access. Therefore, it is an important factor which needs to be considered during web usage mining of multilingual sites [3] . Consequently, automatic language identification is also necessary for web usage mining studies.
IMPLEMENTATION OF LANGIDENT
We developed LangIdent, a prototype for language identification. LangIdent allows the development of models from training data. It has been implemented in JAVA and has a graphical user interface, but can also be run in batch mode.
Algorithms
Based on previous research, the system includes four classification algorithms:
• Vector space cosine similarity between inverse document frequencies • "out of place" similarity between rankings
Word based method (count of word hits between model and language)
The first three methods are based on n-grams [2] . The prototype includes words as well as n-grams. The multilingual language identification runs a window of k words through the text and matches the short window with the language models. 
Language Model Development
The prototype allows the assembly of a language model form an example text. Words and n-grams are stored in the model and depending on the selection of the user during the classification phase, only one of them may be used.
Previous retrieval experiments with n-gram models showed that tri-grams work reasonably well for most languages. For both the n-gram and the word based model, some parameters can be specified by the user for tri-gram languages models:
• absolute frequency
• relative frequency Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. • inverse document frequency
• transition probability
For language models based on words, the same parameters are used, except for the last one. It is replaced by the cumulative probability. Figure 1 shows the interface for the language model selection and manipulation.
EVALUATION FOR MONOLINGUAL DOCUMENTS
With our system LangIdent, models for eight language were developed (German, English, Spanish, French, Italian, Russian, Czech, Ukrainian). These models were evaluated. The text for the language model creation had a size of some 200 Kbyte from several online newspapers. For word-based methods, the most frequent words with a cumulative probability of 40% were stored and for n-gram methods, the 1500 most frequent tri-grams were included into the model. The models were not further processed manually which would be possible within LangIdent.
First, an evaluation for the word-based method was carried out in order to determine the best settings. Subsequently, the best word-based approach was compared to the other methods.
There are two main approaches for the identification of a language with a word based model. Either the word hits between text and all language models are counted or the relative frequency of all word hits are added. Both methods are mentioned in the research literature. In a test with six languages and text parts of size 250 Bytes it could be shown that the simple word count is superior. The results are presented in table 1. Consequently, the main evaluation relies solely on the word count. The quality of language identification as well as for many other classification tasks heavily depends on the amount of evidence provided. For language identification, it depends on the number of characters available. As a consequence, the system was tested with text of varying length. Newspaper documents from all eight languages were split into sections of length between 25 and 500 characters.
The recognition rate for shorter sections is important for an analysis of multilingual documents. A look at the average performance over all languages considered confirms the assumption, that Bayes leads to the highest performance. The numbers are given in table 2. Further details can be found in [1] . 
EVALUATION FOR MULTILINGUAL DOCUMENTS
The evaluation of language identification for multi-lingual content is difficult [5] . Different metrics need to be developed for this endeavor. Mainly two issues need to be considered:
• Identification of the languages present in the document
• Identification of the location of a language shift
For this evaluation, a collection of real-world multi-lingual documents from the web was identified. Some suitable 100 documents with two languages have been identified. Most multilingual texts occur due to the following reasons:
• Parallel text: the same text is present in two languages
• Citation: Text in one language contains a citation in another language The languages present in the documents were identified with a recognition rate of 97% which is quite satisfying.
