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ABSTRACT
The fast increase in available computation power allowed us to decrease the cooling rate in molecular dynamics (MD) simulation of vit-
rification by several orders of magnitude. While the reliability of the MD simulation should obviously benefit from this increase in the
computational power, in some cases, it led to unexpected results. In particular, Ryltsev et al. [J. Chem. Phys. 149, 164502 (2018)] found
that the most popular potentials for the Cu-Zr and Cu-Zr-Al alloys from Mendelev et al. [Philos. Mag. 89, 967 (2009)] and Cheng et al.
[Phys. Rev. Lett. 102, 245501 (2009)] do not actually describe good glass forming systems but in contradiction with experiment predict rather
fast crystallization of the Cu64.5Zr35.5 alloy which is the well-known example of bulk metallic glasses. In this paper, we present a new Cu-Zr
semiempirical potential suitable to simulate vitrification. No crystal nucleation was observed in MD simulation using this potential in the con-
centration range from 75% to 5% of Zr. Since the new potential leads to about the same liquid structure and viscosity as the Cu-Zr potential
from Mendelev et al. [Philos. Mag. 89, 967 (2009)] which failed to describe the good glass formability, our study clearly shows that no reliable
conclusions about the glass formability can be deduced based solely on the analysis of the liquid properties and a nucleation/crystal growth
study should be performed to address this question.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5131500., s
I. INTRODUCTION
Metallic glasses obtained by ultra-fast cooling of liquids can
show a lot of outstanding properties.4,5 However, the mechanism
of vitrification is still not fully understood and numerous different
approaches have been proposed (e.g., see Ref. 6). One of the prob-
lems here is that we do not really know what happens at the atomic
level in a metallic alloy during the vitrification under experimental
conditions. Even the state-of-the-art experimental techniques do not
have a resolution allowing us to probe this extremely fast process and
give us only averaged or postfactum information. A detailed infor-
mation about the atomic processes governing the vitrification could
be obtained from an atomistic simulation. However, the atomistic
simulation in the case of glasses also faces a very difficult challenge.
Contrary to the case of crystal phases where the underlying atomic
structure is known or can be predicted from the ab initio calculations
and the properties can be obtained by perturbation of this structure,
the atomic glass structure is not known. The diffraction experiments
provide only averaged information like the total structure factor
(TSF) (e.g., see Ref. 7). The methods to create an atomic model from
this information like the reverse Monte Carlo (RMC) method8 are
not reliable (e.g., see Ref. 9). On the other hand, the ab initio molecu-
lar dynamics (AIMD) is also not reliable for the generation of a glass
model by cooling a liquid because of severe time limitations of the
AIMD: the typical cooling rate in the AIMD is about 1013 K/s which
is at least 6–7 orders of magnitude higher than a typical experimental
cooling rate (106–107 K/s). The atomic structure obtained with the
AIMD cooling rate is not really a glass but more like a frozen liquid
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structure (e.g., see Fig. 4 and discussion in Ref. 10). Another inherent
problem associated with the AIMD simulation of the glass structure
is the model size restriction (usually not more than 1000 atoms),
which does not allow us to study the medium range order that in
many cases determines the glass properties. The classical molecu-
lar dynamics (MD) simulation allows us to considerably relax these
problems, but it relies on using semiempirical potentials of the inter-
atomic interaction. An inadequacy of an employed semiempirical
potential can easily lead to artifacts in the MD simulation. Therefore,
special attention should be paid to the properties which were actu-
ally included in the potential development procedure. In this paper,
we will discuss what properties should be included in the potential
development procedure to simulate the vitrification in the Cu-Zr
alloys.
The Cu-Zr alloys represent a rare example of binary metallic
alloys which can be vitrified into bulk metallic glasses. Therefore,
it is not surprising that this is one of the most studied alloys both
in experiment and atomistic simulation. Two semiempirical poten-
tials for the Cu-Zr alloys (Refs. 3 and 2) were developed about a
decade ago and have been widely used since then. However, the
authors of Refs. 1 and 11 showed that a rather slow cooling of
the Cu64.5Zr35.5 liquid alloy model described by the semiempirical
potential from Ref. 2 in MD simulation leads to a nucleation of
a Laves phase which grows during a subsequent high temperature
annealing. A similar result was obtained for the Cu46Zr46Al8 liquid
alloy model described by the semiempirical potential from Ref. 3.
Since even a “very slow” cooling rate in the MD simulation is several
orders of magnitude higher than that in the experiment, we con-
clude that contrary to experimental observations, the semiempirical
potentials from Refs. 2 and 3 do not describe good glass forming
alloys.
This brings an important question: how to develop a semiem-
pirical potential suitable for the simulation of vitrification? Obvi-
ously, such a potential should be fit to a liquid structure. There
are several methods to accomplish this goal. The authors of Ref. 3
used the force matching method originally proposed in Ref. 12.
In this method, the potential is fit to the atomic forces obtained
from ab initio calculations performed for probe disordered (liquid)
atomic configurations. However, a semiempirical potential is always
an approximation and cannot exactly reproduce the “ab initio”
forces. Fitting to this very detailed information will not necessar-
ily make a potential better. Another approach proposed in Ref. 13
allows us to directly fit to liquid or glass partial pair correlation
functions (PPCFs). The authors of Ref. 2 used a modification of
this approach fitting to the X-ray total pair correlation function
(TPCF) obtained from the diffraction experiment for the Cu64.5Zr35.5
glass. The problem with this approach is that a TPCF is even more
averaged information about the liquid structure than PPCFs them-
selves (recall that a binary liquid is described by 3 PPCFs) such that
fitting to this information may not be sufficient to reproduce all
structural features. Another problem associated with the difficulty
to generate a glass model in MD simulation will be discussed in
Sec. II.
In addition to the liquid structure data, both potentials were
fitted to crystal phase formation energies at T = 0 obtained
from ab initio calculations. While the authors of Ref. 2 used a
very limited dataset, the authors of Ref. 3 used a much larger
dataset. Yet, even the potential from Ref. 3 could not pass the test
proposed in Ref. 1. Therefore, something else should be taken into
account.
The goal of the present work is to develop a new semiempirical
potential for the Cu-Zr alloy which would at least pass the test pro-
posed in Ref. 1. The rest of the paper is organized as follows. First, we
will discuss the target properties which were included in the poten-
tial development procedure. Next, we will present a new potential
and show that this potential does pass the test proposed in Ref. 1
in the case of the Cu64.5Zr35.5 alloy. We will also present the pre-
liminary results for the vitrification and solidification in the entire
Cu-Zr composition range. Finally, we will discuss why the old poten-
tial failed to describe the good glass formality of the Cu64.5Zr35.5
alloy. We will compare the properties of the liquid alloys described
by the old and new potentials and show that the difference between
them cannot explain the different glass formabilities of the systems
described by the old and new potentials. Next, we will compare the
driving forces and kinetics of nucleation predicted by both poten-
tials and show that these are the key properties which provided the
good glass formability of the alloy described by the new potential.
II. TARGET PROPERTIES
The potential developed in Ref. 2 (referred below as FS1) was
fitted to the experimental values obtained for the Cu64.5Zr35.5 alloy:
the liquid density at T = 1500 K, the formation enthalpy at the same
temperature, and the X-ray total pair correlation function of the
glass of the same composition at the room temperature. In addition,
it was also fit to the formation energies of five crystal phases obtained
from the ab initio calculations at T = 0. Only one of them (B2) is
actually present on the equilibrium Cu-Zr phase diagram at high
temperatures.14 Thus, the FS1 potential was never really designed
to simulate the nucleation of the Laves phases.
In the present study, we performed ab initio calculations at
T = 0 to determine the lowest formation energy crystal phases at
the compositions where there are stoichiometric compounds in the
Cu-Zr phase diagram. The details of these calculations are identi-
cal to those published in Ref. 15. We also determined the formation
energies of three Cu2Zr Laves phases (see Table I), B2 and B33.
The results are shown in Fig. 1. They are fully consistent with the
Cu-Zr phase diagram obtained in Ref. 14 except that the ab initio
calculations predict that the Cu5Zr phase is slightly metastable at
T = 0. None of three considered that Cu2Zr Laves phases are stable
according to the ab initio calculations.
Figure 1 also shows the results obtained using the FS1 poten-
tial. Overall, it provides reasonable values of the formation energies
for the compounds which are actually present on the Cu-Zr phase
diagram. The striking difference is, namely, for the Laves phases; the
FS1 potential makes them very stable in contradiction to the ab initio
data (see also Table I).
TABLE I. The formation energies (eV/atom) of the Laves phases at T = 0.
Phase Ab initio FS1 FS2
MgCu2 −0.065 −0.152 −0.134
MgNi2 −0.079 −0.151 −0.161
MgZn2 −0.116 −0.150 −0.166
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FIG. 1. The formation energies of the lowest energy phases for selected Cu-Zr
compositions. Only the lowest energy Laves phases are shown. Open symbols
and dashed lines represent metastable phases.
In order to be suitable for the simulation of solidification, a
semiempirical potential should be able to also reproduce some liq-
uid/glass properties. Three properties look like the obvious choice
of target properties: atomic density, mixing enthalpy, and structure.
Ideally, data for different compositions should be included; however,
if the concentration dependence is not complicated, the data just for
one composition around the equimolar solution should be sufficient.
The authors of Ref. 2 chose to include the data for the Cu64.5Zr35.5
alloy because the glass TSF, liquid density, and mixing enthalpy were
obtained in experiment for this composition. In the present work,
we chose to use the data for the Cu46Zr54 alloy in the potential devel-
opment procedure (for the reasons which will be discussed below)
and used the data for the Cu64.5Zr35.5 alloy for the validation of the
developed potential.
The experimental value of the atomic density of the Cu64.5Zr35.5
liquid alloy was reported in Ref. 2. This value was included in the
potential development procedure for the FS1 potential which hence
reproduces it (see Table II). The experimental mixing enthalpies for
the Cu-Zr liquid alloys reported in Ref. 16 were also included in
the potential development procedure in Ref. 2. As can be seen from
Table II, the FS1 potential provides a reasonable prediction for the
mixing enthalpy but underestimates its absolute value.
According to Ref. 2, the FS1 potential provides a very good
agreement with the room temperature X-ray TSF for the Cu64.5Zr35.5
amorphous alloy. However, one should be cautious regarding this
statement. The point is that the glass model in Ref. 2 was obtained
with a cooling rate of 5 × 1010 K/s which is 4 orders of magnitude
higher than a typical experimental cooling rate. Since the glass struc-
ture depends on the cooling rate,10 it is not obvious that this agree-
ment would hold if the experimental cooling rate was used (in fact,
TABLE II. Properties of the Cu64.5Zr35.5 alloy at T = 1573 K.
Property Experiment FS1 FS2
d (atom/nm3) 59.2 ± 0.32 59.1 58.6
ΔHm (eV/atom) −0.18516 −0.153 −0.219
FIG. 2. Partial pair correlation functions of the Cu46Zr54 liquid alloy at T = 1000 K.
the authors of Ref. 1 showed that it would definitely not be the case).
Therefore, we performed an AIMD simulation of the Cu46Zr54 liq-
uid alloy structure at T = 1000 K. This choice of the composition was
associated with the fact that the TSF for this alloy has been reported
in Ref. 17 such that we could find out how well the AIMD TSF agrees
with the experimental one. The choice of the temperature was asso-
ciated with the fact that below T = 973 K, the experiment shows that
the Cu46Zr54 liquid alloy experiences some rapid ordering17 which
would be difficult to reproduce in the AIMD simulation because of
the well-known time and size constraints. Since in the lower tem-
perature, a larger number of structural features are seen in PPCFs,
T = 1000 K, which is slightly above the transition temperature
observed in experiment, looks like a reasonable choice.
The details of the AIMD simulation were identical to those in
Ref. 18. The obtained PPCFs are shown in Fig. 2 along with the
PPCFs obtained using the FS1 potential. The agreement overall is
very reasonable taking into account that this information was not
used in the development of the FS1 potential. However, there are
also notable disagreements. The FS1 potential considerably under-
estimates the first peak of the Cu-Cu PPCF and leads to some
disagreement in the second peaks of the Cu-Cu and Cu-Zr PPCFs.
In order to see if these disagreements are detectable in experi-
ment, we compare the AIMD and FS1 X-ray TSFs with the exper-
imental TSF in Fig. 3. Since the simulation size of an AIMD
FIG. 3. X-ray total structure factor of the Cu46Zr54 liquid alloy at T = 1000 K. The
experimental data are taken from Ref. 17.
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TABLE III. Properties of the Cu46Zr54 liquid alloy.
Property Target value FS1 FS2
d (atom/nm3) at T = 1000 K 53.9a 54.0 53.3
ΔHm (eV/atom) at T = 1573 K −0.20616 −0.149 −0.210
aThis value was obtained from the AIMD simulation.
simulation model was rather limited (∼16 Å), the PPCFs were elon-
gated using the procedure described in Ref. 19. Figure 3 shows that
the AIMD simulation provides an excellent agreement with exper-
iment. The FS1 potential provides somewhat worse agreement in
the regions of the first minimum and the second peak but better
agreement in the region of the second minimum. Therefore, the
FS1 potential provides about the same level of agreement with the
experimental data as does the AIMD simulation.
The liquid density of the Cu46Zr54 alloy obtained from the
AIMD simulation is listed in Table III. While this value was not
included in the potential development procedure, the FS1 potential
provides an excellent agreement with the AIMD value. However, just
like in the case of the Cu64.5Zr35.5 liquid alloy, the FS1 potential leads
to some underestimation of the mixing enthalpy of the Cu46Zr54
liquid alloy.
The comparison between the target properties and the quan-
tities predicted by the FS1 potential shows that while this potential
provides reasonable predictions for most of the properties, it has an
obvious deficiency associated with making the Laves phases too sta-
ble. The formation energies of all stable compounds and the mixing
enthalpy of a liquid alloy can also be improved.
III. POTENTIAL DEVELOPMENT PROCEDURE
The potential development procedure used in the present work
was similar to that in Ref. 2 except for the different choice of
the target properties as was described in Sec. II. The main fea-
ture of this potential development procedure is fitting to the liquid
PPCFs via solution of the Born–Green–Bogoliubov equations.13 In
the present work, we used the Cu46Zr54 liquid alloy PPCFs obtained
from the AIMD simulation at T = 1000 K as the target functions.
The potentials for pure Cu and Zr were not changed and only the
Cu-Zr pair potential was modified. The developed potential, referred
below as FS2, can be found in the supplementary material and
Ref. 20.
Figure 2 shows that the FS2 potential provides a better agree-
ment with the target PPCFs than does the FS1 potential. Note that
the agreement could be even better if fitting the target PPCFs was
the only goal. The agreement could also be better if we refitted the
Cu functions of the potential. Indeed, the FS2 potential (just like the
FS1 potential) is based on the Cu1 potential developed in Ref. 21.
The Cu1 potential was fit to the liquid pair correlation function
obtained from the X-ray diffraction experiment. The comparison
of the liquid pair correlation functions for Al obtained from the
AIMD simulation and X-ray diffraction experiments shows that the
AIMD tends to overestimate the first peak of the liquid pair corre-
lation function.19 While no such study was performed for Cu, the
disagreement in the Cu-Cu PPCFs seen in Fig. 2 seems to be in line
with this observation. Moreover, the Cu1 potential was also fit to the
Cu melting temperature. The calculation of the melting temperature
from the ab initio calculation is a very difficult challenge and well
beyond the scope of the present study. However, we note that there
is no reason to a priori believe that the AIMD will lead to the correct
melting temperature. Then, the disagreement in the liquid structure
obtained from the ab initio and Cu1 MD simulations can be the price
one should pay for providing the correct melting temperature by a
semiempirical potential.
The developed potential also provides an excellent agreement
with the experimental X-ray TSF (see Fig. 3), which is associated
with the fact that the AIMD TSF almost coincides with the exper-
imental one. However, the Cu46Zr54 liquid alloy density is some-
what different from the AIMD value (see Table III) despite that it
was included in the potential development procedure. This is again
a consequence of a compromise one should make to fit all tar-
get properties. The FS2 potential provides also a worse agreement
for the Cu64.5Zr35.5 liquid alloy density (see Table II) comparing to
the FS1 potential although the obtained value is just a little off the
experimental confidential interval.
The FS2 potential provides an excellent agreement with the
experimental value of the mixing enthalpy of the Cu46Zr54 liquid
alloy (see Table III) which was included in the potential development
procedure but contrary to the FS1 potential overestimates the mix-
ing enthalpy of the Cu64.5Zr35.5 liquid alloy which was not included
in the potential development procedure.
The main advantage of the FS2 potential over the FS1 potential
is that it provides that all Laves phases are metastable (see Fig. 1),
although it provides a worse agreement with the ab initio absolute
value of the MgZn2 Laves phase formation energy (see Table I) than
does the FS1 potential. The metastability of the Laves phases was
achieved by much better reproduction of other ab initio values of
the Cu-Zr crystal phase formation energies.
Overall, based on the reproduction of the target properties, the
FS2 potential should be more suitable for the MD simulation of vit-
rification/solidification than is the FS1 potential. In the next four
sections, we present the results of the preliminary MD simulations
we performed with this potential.
IV. MOLECULAR DYNAMICS SIMULATION
OF VITRIFICATION OF THE Cu64.5Zr35.5 ALLOY
Since the FS1 potential failed to describe the vitrification of
the Cu64.5Zr35.5 alloy which is the well-known bulk glass forming
alloy, we started the testing of the FS2 potential from this compo-
sition. All MD simulations described in this and the next sections
were performed using the GPU-accelerated LAMMPS code.22–24 The
simulation cells had periodic boundary conditions in all directions
and contained 5000 atoms. The short-range order (SRO) was iden-
tified using the cluster alignment (CA) method described in Refs.
25 and 26. In this method, the minimal root-mean-square deviation
(RMSD) between an atomic cluster and a perfect motif is computed
and the threshold to identify the short range order was set to be less
than 0.15.
Figure 4 shows that the two potentials result in very similar
PPCFs at T = 1300 K. In the case of glass models at T = 300 K
obtained by cooling from T = 1300 K with cooling rates of 1010 K/s
and higher, there are only slight differences in the second and third
J. Chem. Phys. 151, 214502 (2019); doi: 10.1063/1.5131500 151, 214502-4
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FIG. 4. Partial pair correlation functions
of the Cu64.5Zr35.5 liquid (T = 1300 K)
and glass (T = 300 K) alloys. The lat-
ter were obtained using cooling rates
ranging from 1012 K/s to 109 K/s.
peaks of the Cu-Zr and Zr-Zr PPCFs between the two potentials.
The difference in the Zr-Zr PPCF becomes much more pronounced
when the cooling rate is 109 K/s. We will show below that this obser-
vation is related to the partial crystallization in the FS1 model (the
same conclusion was obtained in Ref. 1).
It was previously found that the dominant SRO motifs in the
Cu64.5Zr35.5 glass are icosahedral ordering around Cu atoms and
Frank-Kasper Z16 ordering around Zr atoms.26,27 Figure 5 shows
that if the cooling rate is higher than 1010 K/s, using the FS2 potential
leads to a slight increase in the icosahedral SRO of the glass model
(by ∼5%) and does not change the fraction of the Z16 SRO. Com-
bining this observation with the similarity of PPCFs obtained using
both potentials, we conclude that if the cooling rate is higher than
1010 K/s, the FS1 and FS2 potentials lead to essentially the same
structure of the liquid/glass Cu64.5Zr35.5 alloy.
On contrary, if the cooling rate is 109 K/s, populations of both
icosahedral and Z16 SROs dramatically increase and clearly are out
of the high cooling rate trends when the FS1 potential is employed,
FIG. 5. (a) Populations of the icosahedron SRO and Z16 SRO in Cu- and Zr-
centered clusters, respectively. The shadow lines indicate the trends of the SRO
populations. [(b) and (c)] Networks of Z16-type Zr atoms in the glass models
obtained using the FS1 and FS2 potentials, respectively. The Zr atoms forming
a tetrahedron motif with its neighbor Z16-Zr are highlighted by red. The right panel
only shows tetrahedron motifs.
while the trends in the case of the FS2 potential do not change. The
centers of Z16 polyhedra in all Laves phases form a tetrahedral net-
work.28 Therefore, one can use the tetrahedral network formed by
the center of Z16-type Zr atoms as the order parameter to detect
the crystallization of the Laves phase in the liquid and glass. By ana-
lyzing the networks of the center of the Z16 cluster in both FS1 and
FS2 phases, we found abundant tetrahedral networks in the FS1 glass
model [see Fig. 5(b)], while there are no tetrahedral networks in the
glass model obtained using the FS2 potential [see Fig. 5(c)].
This subtle difference in the structure of the glass models
obtained using the FS1 and FS2 potentials could be easily overlooked
if the structure analysis was the only tool which was used. Although
the glass model obtained using the FS1 potential by cooling the liq-
uid alloy with the cooling rate of 109 K/s contains the tetrahedral
networks formed by the Z16-type Zr atoms, it is difficult to reveal
any sign of the crystalline order with a simple visual examination of
the final snapshot (see Fig. 6). The difference in the Zr-Zr PPCFs
at this cooling rate is probably a sign of the formation of the tetra-
hedral network in the FS1 glass model but this difference is small
and attracts an attention only if one knows about the presence of the
tetrahedral network. The actual difference between the FS1 and FS2
glass models can be clearly seen once the test proposed in Ref. 1 is
performed; the temperature in the final glass models was increased
up to T = 900 K and NpT simulations were run at this temperature
(which is above the liquid-glass transition temperature). Figure 7
demonstrates that the model obtained using the FS2 potential shows
the expected behavior: the energy quickly raises and then (once
the model reaches the equilibrium) does not change. The model
obtained using the FS1 potential shows a quite different behavior:
the energy also quickly raises but then starts to drop during a rather
long time (∼100 ns). This is associated with the fact that the crys-
tal nuclei start to grow and the alloy crystallizes as can be seen just
from a visual analysis of the final snapshot. Since the cooling rate
used in our MD simulation (109 K/s) is at least 3 orders of mag-
nitude higher than that used in experiment, we conclude that the
FS1 potential does not describe a good glass forming system. Based
on the test described above, it is difficult to conclude whether the
FS2 potential describes a good glass forming system, but at least, it
is much more suitable for the simulation of the vitrification of the
J. Chem. Phys. 151, 214502 (2019); doi: 10.1063/1.5131500 151, 214502-5
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FIG. 6. The energy as a function of temperature during cooling from 1300 K
to 300 K with the rate of 109 K/s. The final snapshots are shown. The blue is
the Cu atom and green is Zr.
Cu64.5Zr35.5 alloy than is the FS1 potential (see further discussion in
Sec. IX).
Figure 7(b) shows the energy as a function of time for the FS1
liquid model at T = 900 K obtained by cooling from T = 1300 K.
No crystal growth is observed in this case. Therefore, the subcriti-
cal nuclei form below T = 900 K but the solid-liquid interface (SLI)
FIG. 7. The energy as a function of time during NpT annealing at T = 900 K of
(a) the heated up FS1 glass model, (b) the cooled down FS1 liquid model, and (c)
the heated up FS2 glass model. The final snapshots are shown. The blue is the
Cu atom and green is Zr. A clear crystalline order which is highlighted by the red
dashed lines can be seen in (a).
velocity is too slow at that temperature such that they do not have
enough time to grow. The authors of Ref. 1 observed nucleation at T
= 800 K and T = 850 K when they stopped annealing and performed
NpT MD simulation.
V. MOLECULAR DYNAMICS SIMULATION
OF VITRIFICATION IN Cu-Zr ALLOYS
While the main motivation for improving the Cu-Zr FS poten-
tial in the present study was the inability of the FS1 potential to
describe the good glass formability of the Cu64.5Zr35.5 alloy, it is
important to find out if the new potential (FS2) is suitable for the
MD simulation of the vitrification in the wide range of the compo-
sitions. Since using the cooling rate of 109 K/s is computationally
expensive, we checked the glass formability for other compositions
using a complex cooling protocol. All models contained 5000 atoms.
First, we cooled down a liquid alloy from T = 2000 K to T = 0 with
the cooling rate of 1012 K/s. This simulation allowed us to approx-
imately determine T̃g from the temperature dependence of E-3kbT
using the method described in Ref. 2. Next, we performed new cool-
ing from the same initial liquid model at T = 2000 K; however, this





1011 K/s if T > T̃g + 100
109 K/s if T̃g − 200 < T < T̃g + 100
1011 K/s if T < T̃g − 200
. (1)
Figure 8 shows the energy as function of temperature obtained for
the Cu45Zr55 alloy as an example. One can clearly see that there is no
difference between the temperature dependences of energy obtained
using two cooling protocols at high temperatures. At low temper-
atures, the diffusion is almost suppressed (at least on the MD time
scale) and there is no point to use a low cooling rate, too. The similar
slopes to the temperature dependences obtained using two cooling
protocols support this supposition. Therefore, the only temperature
range where the cooling rate matters is around Tg . This justifies the
complex cooling protocol we used.
The entire composition range of the Cu-Zr alloys was sampled
with the step of 5%. Pure Cu and Zr completely crystallized even at
the cooling rate of 1012 K/s. The Cu5Zr95 and Cu10Zr90 alloys also
crystallized at the cooling rate of 1012 K/s. Cu15Zr85 and Cu20Zr80
FIG. 8. The energy as a function of temperature during cooling of the liquid
Cu45Zr55 alloy.
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FIG. 9. The populations of different SROs as a function of Zr composition of the
glass model generated with a cooling rate of 109 K/s. Each curve corresponds to
the Cu/Zr-centered clusters aligned to chosen templates (ICO: icosahedra; OCT:
octahedra; Z16: Frank-Kasper Z16 polyhedra). The clusters, which could not be
recognized using the chosen templates, are classified as disordered clusters.
alloys crystallized at the complex cooling protocol. The rest of the
studied alloys vitrified. Thus, the addition of Zr much more strongly
suppresses the crystallization of Cu than the addition of Cu sup-
presses the crystallization of Zr. This can be explained by the dif-
ference in the atomic sizes: Cu is much less tolerant to the larger Zr
atoms than Zr is tolerant to smaller Cu atoms (see the discussion in
Ref. 29). It should also be noted that Zr solidifies into the bcc lattice
which easily nucleates comparing to the fcc lattice (see the discussion
in Ref. 30).
Figure 9 shows the results of the application of the cluster align-
ment method to study the SRO in the obtained glass models at
T = 0. In the Cu rich alloys, the structure is dominated by the icosa-
hedral motif for the Cu atoms and the Z16 motif for the Zr atoms.
The structural analysis did not reveal any dominant motif in the Zr
rich alloys although the hcp motif around Zr atoms clearly increases
with increasing Zr concentration. This increase, however, may not
be related to the fact that the low temperature ground state for Zr is
hcp because as we will show below, the Zr rich alloys solidify into the
bcc structure.
To check if any of the obtained glass models contains crystal
nuclei, we heated all of them up to T = 900 K and annealed at this
temperature for 100 ns. Figure 10 shows that none of these mod-
els shows any signs of crystal growth. Therefore, the FS2 potential
FIG. 10. Change of the energy during annealing the glass models at T = 900 K
and annealing them at this temperature.
can be used to study the vitrification in the Cu-Zr alloys in the con-
centration range between 5% and 75% of Zr. It should be noted
that the actual concentration range where the liquid alloy vitrifies
in experiment is narrower (from 30% to 70% of Zr31). This is obvi-
ously associated with the fact that the cooling rate used in our MD
simulation was still at least 3 orders of magnitude higher than that
in experiment.
VI. MOLECULAR DYNAMICS SIMULATION
OF SOLIDIFICATION IN CU-ZR ALLOYS
As was mentioned in Sec. V, the models with the Zr content
larger than 75% solidified into a crystal structure during cooling
down the liquid alloys. Despite that the dominant Zr motif in the
Zr rich glass samples is hcp, all alloys with the Zr content larger than
75% solidified into the bcc structure (see Fig. 11).
The crystallization of the Cu15Zr85 alloy is shown in Fig. 12.
This figure shows that the liquid alloy does contain the hcp and fcc
subcritical nuclei for some time. Then, a bcc nucleus emerges (at
∼75 ps) and starts to grow while the hcp/fcc nuclei do not. Interest-
ingly, a similar crystallization mechanism was observed for pure Tb
in Ref. 32.
FIG. 11. (a) The energy as a function of temperature for the Zr-rich models cooled
with a cooling rate of 1010 K/s. (b) The snapshot of final models in (a). The local
crystalline order was recognized by the cluster-alignment method. Green is bcc,
pink is hcp, and red is fcc. The gray is for atoms with unrecognized local ordering
(disordered).
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FIG. 12. Crystallization in the Cu15Zr85
model cooled down with a rate of
1010 K/s. The local crystalline order
was recognized by the cluster-alignment
method. Green, pink, red, and blue col-
ors represent bcc, hcp, fcc, and icosahe-
dral ordering, respectively.
We also note that the fraction of the Z16 which is typical for
the Laves phases is slightly higher in the liquid Cu64.5Zr35.5 alloy
described by the FS2 potential than that in the same liquid alloy
described by the FS1 potential. Yet, it is the liquid alloy described by
the FS1 potential which crystallizes into the Laves phase during MD
simulation rather than the liquid alloy described by the FS2 poten-
tial. Therefore, one cannot conclude about the nucleation ability of
a liquid alloy based on the study of the dominant structural SRO
motifs.
VII. MOLECULAR DYNAMICS SIMULATION OF ATOMIC
DYNAMICS IN THE Cu64.5Zr35.5 LIQUID ALLOY
The obvious difference between the FS1 and FS2 potentials is
the ability to predict the Laves phase formation energies at T = 0
(see Fig. 1), which is one of the reasons for their different ability
to describe the vitrification in the Cu64.5Zr35.5 alloy as will be dis-
cussed in Sec. VIII. However, one can still wonder if this difference
in the vitrification can be attributed to the difference in the liquid
alloy properties. As we noted above, the FS1 and FS2 potentials lead
to almost identical liquid structures (see Fig. 4), and now, we turn to
the examination of kinetic properties of the Cu64.5Zr35.5 liquid alloy
obtained with these two potentials. The temperature dependence of
the shear viscosity is frequently used to predict the glass formabil-
ity (e.g., see Refs. 33 and 34). In the present study, we determined
the shear viscosities from NVT constant number of atoms, N, vol-
ume, V, and temperature, T MD simulations via the autocorrelation






FIG. 13. (a) Shear viscosity as a function of temperature. The dashed lines show the interpolations obtained by fitting to the VFT equation (η = 0.016 exp( 848.8T−693.3 ) and
η = 0.0084 exp( 1292.2T−670.9 ) for the FS1 and FS2 potentials, respectively). The upper and lower parts of the inset show normalized stress autocorrelation functions of the glass
models obtained by the FS1 and FS2 potentials, respectively. The colors in this inset ranging from red to blue indicate the temperatures. (b) The Angell plot for the obtained
temperature dependences of the Cu64.5Zr35.5 alloy viscosities, as well as the simulation data for other metallic alloys from Refs. 29 and 36, and experimental data for Si from
Ref. 37.and and experimental data for Si from Ref.and and experimental data for Si from Ref.and and experimental data for Si from Ref.
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where σxy is the off-diagonal components of the stress tensor,
V is the volume of the liquid, and kBT is the thermal factor.
The obtained temperature dependences of the shear viscosities are
shown in Fig. 13(a). Both potentials lead to very similar trends:
the shear relaxation is almost exponential at higher temperatures,
while it becomes highly nonexponential when the system is cooled
down to the lower temperatures. The obtained temperature depen-
dences of the viscosities can be well fitted to the Volger-Fulcher-
Tafmmann (VFT) equation. The liquid described by the FS1 poten-
tial is slightly more fragile than the one described by the FS2
potential. To understand the significance of such a difference, we
show in Fig. 13(b) the Angell plot of the data and compare the
data obtained within the present study with the data obtained for
a few other models of metallic alloys with different glass-forming
ability: a strong glass former Cu40Zr51Al9,36 a marginal glass for-
mer Al90Sm10, a system with no glass-forming ability Al90Mg10,29 as
well as with the experimental data for Si.37 Figure 13(b) shows that
the difference between temperature dependences obtained using the
FS1 and FS2 potentials does not allow itself to explain the dif-
ferent glass formabilities of the liquid alloys described by these
potentials.
VIII. DISCUSSION
In the present study, we modified the FS1 potential developed
in Ref. 2 to be able to simulate the vitrification in the Cu64.5Zr35.5
alloy. Contrary to the FS1 potential which failed to describe a good
glass forming ability of this composition, the new (FS2) potential
demonstrated much better glass formability such that using the
state-of-the-art MD simulation methods, we could not crystallize
the liquid Cu-Zr alloy in the concentration range between 5% and
75% of Zr which is in reasonable agreement with the experiment.
We now turn to the discussion why these two potentials lead to such
a difference in the glass formability.
Figure 1 seems to suggest an obvious explanation; the FS1
potential makes one of the Laves phases stable while the ab initio
calculations show that it is only metastable and the FS2 potential
reproduces this feature. However, in reality, this figure does not
explain the difference in the glass formability. The fact that a crys-
tal phase is metastable does not prevent it to nucleate from a liq-
uid. For example, it is well known that the bcc phase can nucleate
prior to the fcc phase in the systems where the fcc phase is the
ground state (see the discussion in Ref. 30). In the case of binary
alloys, a metastable phase can show up if the formation of the sta-
ble phases requires partitioning. This is the case for the Cu64.5Zr35.5
alloy where the stable crystal phases are Cu8Zr3 and Cu10Zr7. Nucle-
ation of two crystalline phases of different compositions is a very
unlikely event during MD simulation. Therefore, the fact whether
the Laves phase is metastable or stable with a given potential should
not affect its nucleation during MD simulation. Taking into account
that the formation energy of the MgZn2 Laves phases described by
the FS2 potential is actually lower than the corresponding value
obtained with the FS1 potential (see Table I), the data shown in
Fig. 1 do not suggest that the liquid described by the FS2 poten-
tial should be crystallized slower than the one described by the FS1
potential.
Table II gives a clue to understanding the better glass forma-
bility of the Cu64.5Zr35.5 liquid alloy described by the FS2 potential;
it leads to a larger absolute value of the formation enthalpy of the
liquid alloy. This implies that the latent heats of the Laves phases
described by the FS2 potential should be smaller than the corre-
sponding values of the system described by the FS1 potential. To ver-
ify this, we determined the latent heats of all Laves phases described
by both potentials using the procedure described in detail in Ref. 38.
Figure 14 shows that the latent heats of the Laves phases described
by the FS2 potential are indeed much smaller than those obtained
using the FS1 potential. If we assume that the melting temperature
scales as the latent heat, we can expect that the melting temperatures
of the Laves phases described by the FS2 potential are lower than
the melting temperatures of the Laves phases described by the FS1
potential.
Determination of the melting temperature in MD simulation
can be very time consuming in the case of the binary phases if the
SLI mobility is very slow. We found that it is the case for the Laves
phases in the Cu-Zr alloys, and in the present manuscript, we will
report only our preliminary results. In order to determine the SLI
velocity, we used models containing a crystal phase in the middle
and liquid phases in the bottom and top of the simulation cells
(similarly to those described in Ref. 39). Therefore, each model had
two SLIs (normal to the z-direction). The simulation cells contained
18 000–30 000 atoms and had periodic boundary conditions in the x-
and y-directions. The simulation cell sizes in the x- and y-directions
were chosen in accordance with the equilibrium lattice parameters
at a given temperature. Also, the simulation cells had free surfaces
in the z-direction. This simulation scheme automatically provides
zero stresses during the SLI migration at a constant temperature. The
total energy, E, was recorded during the MD simulation as a function
of time and the SLI velocity, V, was determined from the slope of the
E vs t curve (see Ref. 40 for details). The obtained results are shown
in Fig. 15(a). Two observations immediately follow from the exami-
nation of this figure. First, as we expected, the FS2 potential leads to
much lower melting temperatures than does the FS1 potential. The
second observation was much less expected; the SLI migration in the
system described by the FS2 potential is at least one order of magni-
tude slower than that in the system described by the FS1 potential at
the same undercooling.
Now, we can use the classical nucleation theory (CNT) to ratio-
nalize the obtained results. The liquid-glass transition temperature
for the Cu64.5Zr35.5 alloy described by the FS1 potential is 770 K.2 The
FIG. 14. The latent heat of the Laves phases.
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FIG. 15. (a) Solid-liquid interface velocities and (b) difference in the free energy for
the MgZn2 Laves phases as a function of temperature.
nucleation of the Laves phase during cooling the liquid definitely
happens below T = 900 K (see Fig. 7). Therefore, we will assume
that it happens at T = 800 K. According to the CNT, the nucleation
rate can be written as41




where ρ is the atomic density, γ is the SLI free energy, ΔGm is the
change in the free energy associated with melting, and
κ = ρLf +n∗Z (4)
is the kinetic prefactor, which depends on the atomic density of
the liquid phase ρL, the rate of attachment of atoms to the crit-
ical cluster f +n* , and the Zeldovich factor Z,
42 which describes the
curvature of the free energy landscape at the top of the barrier
Z =
√
∣ΔG′′(n∗)∣/2πkBT. The obtained estimations of the melting
temperatures allow us to evaluate ΔGm using the Gibbs-Helmholtz
equation (see Ref. 39 for details). Figure 15(b) shows that the change
in the free energy at any given temperature is much smaller in
the system described by the FS2 potential than that in the sys-
tem described by the FS1 potential. At T = 800 K for MgZn2,
ΔGm = −0.0528 eV/atom for the FS1 potential and ΔGm
= −0.0147 eV/atom for the FS2 potential.
It is much more difficult to evaluate the SLI free energy at such
a large undercooling. In principle, it could be done using a persis-
tent embryo method43 and CNT as it was done for Ni-Zr B2 and
B33 phases in Ref. 44. However, the kinetics of the SLI migration
in the case of the FS2 potential is too slow [see Fig. 15(a)] to make
any evaluation using available computational power. It should be
noted that the number of studies where the SLI free energy was
determined for the same binary phase using different semiempiri-
cal potentials is very limited. The authors of Ref. 45 determined the
SLI free energies of the Ni-Al and Ni-Zr B2 phases at their melting
temperatures described by different semiempirical potentials. It was
found that they scale approximately as ΔHm in agreement with the
Turnbull relationship. If we assume that this relationship works at
any temperature, the ratio of exponents in Eq. (3) for the FS1 and
FS2 potentials is 180. However, we note that the Turnbull relation is
a rather poor approximation (see the discussion in Ref. 45) and the
temperature dependence of the SLI free energy can be very nontrivial
(e.g., see Ref. 44).
The attachment kinetics can also play an important role (e.g.,
see Ref. 46). The growth kinetics for the FS2 Laves phase is so slow
at T = 800 K that we could not observe any interface migration
during 360 ns. This is a surprising result because the difference in
the driving force (ΔGm) is only ∼3.6 times [see Fig. 15(b)], and
we did observe the SLI migration using the FS1 potential at this
temperature. It is not clear what causes such a slow SLI migra-
tion in the case of the FS2 potential. For our purpose to compare
the nucleation rates, we can use the ratio of the SLI velocities at
T = 900 K, where we observed the SLI migration using both FS1
and FS2 potentials. At that temperature, the SLI moves approxi-
mately 10 times faster in the case of the FS1 potential. Combin-
ing these results with our estimation of the ratio of exponents in
Eq. (3), we conclude that the nucleation rate in the alloy described
by the FS2 potential is 3 orders of magnitude lower than that in
the alloy described by the FS1 potential. Since we barely observe
nucleation using the FS1 potential with the nucleation rate of
109 K/s, it explains why we never observe any nucleation using the
FS2 potential.
The estimation above suggests that it is safe to use the FS2
potential in the simulation of the Cu64.5Zr35.5 glass structure if
the cooling rate is higher than 106 K/s. At the present moment,
this is well below any cooling rate which was ever used in MD
simulation. Of course, this estimation was made based on several
approximations we had adopt to use the CNT (e.g., the Turn-
bull relation for the estimation of the temperature dependence of
the SLI free energy). Therefore, one should be cautious applying
the FS2 potential if the cooling rate is below 109 K/s and perform
the detailed analysis of the final glass model structure like we per-
formed in the present study (see also Ref. 47). The acceptable cool-
ing rate for other compositions should be evaluated in future MD
simulations.
Figures 4 and 5(a) show that the FS1 and FS2 potentials lead to
similar glass structures as long as no nucleation happens (that is, the
cooling rate is above 109 K/s). Therefore, glass properties obtained
with the FS1 potential should be realistic (for the cooling rate used to
prepare the glass model!). It is only when a nucleation happens, glass
properties described by the FS1 potential may be viewed as artefacts
of the MD simulation.
IX. CONCLUSIONS
A semiempirical potential to simulate the vitrification/
solidification in the Cu-Zr alloys was developed. No crystal nucle-
ation was observed in MD simulation using this potential in the
concentration range from 75% to 5% of Zr, which is in reason-
able agreement with the experimental observations taking into
account the difference between the cooling rates in MD simulation
and experiment. Since the new potential leads to about the same
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liquid structure and viscosity as the Cu-Zr potential from Ref. 2,
which failed to describe the good glass formability, our study clearly
shows that no reliable conclusions about the glass formability can be
deduced based solely on the analysis of the liquid properties and a
nucleation/crystal growth study should be performed to address this
question.
Our study of the solidification in the Zr-rich alloys also vividly
demonstrates that the dominant motif in the liquid structure may
not be related to the crystal phase which will nucleate from the liquid
alloy.
SUPPLEMENTARY MATERIAL
See the supplementary material for the developed EAM poten-
tial in the LAMMPS48 format.
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