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Land Surface Brightness Temperature
Modeling Using Solar Insolation
Haroon Stephen, Sajjad Ahmad, and Thomas C. Piechota
Abstract—Retrieval of land surface emissivity and temperature
from microwave brightness temperature data is a complex prob-
lem. The diurnal variation of temperature due to the diurnal cycle
of solar radiation and weather conditions makes this problem even
more challenging. In this paper, we use solar radiation in modeling
the temporal variation of the brightness temperature state of the
surface. Solar insolation modeling is used to estimate the diurnal
variation of land surface brightness temperature. Solar radia-
tion and brightness temperature are linked through temperature
of the surface which is derived based on the radiation balance
equation. The temperature state model behaves consistent to the
measured temperature data. The root-mean-square (rms) error
of the model and measured temperature during 1999 is 1.47 K
with a correlation of 0.98. Brightness temperature is calculated
as a product of physical temperature and emissivity. This rela-
tionship is used to transform the temperature state model into
the temporal model of the brightness temperature. The model
is validated using Tropical Rainfall Measuring Mission (TRMM)
Microwave Imager (TMI) brightness temperature observations at
10.65-GHz vertical polarization. The rms error of the modeled and
measured brightness temperature during 1999 is 2.15 K with a
correlation of 0.98. Physical and brightness temperature models
are ordinary differential equations that are solved numerically to
estimate model parameters. The model parameters are related to
geophysical characteristics that modulate the temporal variation
of the physical and brightness temperature. These parameters
provide new insight into the thermal characteristics of the land
surface. Brightness temperature model is used to retrieve emissiv-
ity from TMI measurements. Images of emissivity and other model
parameters are spatially coherent and reflect ground geometrical
and dielectric conditions. The results confirm that incident solar
radiation is an important input in modeling the temporal variation
in the physical temperature and brightness temperature.
Index Terms—Brightness temperature, Colorado River basin,
emissivity, microwave imager, solar insolation, Tropical Rainfall
Measuring Mission (TRMM).
I. INTRODUCTION
M ICROWAVE emission is a function of thermal, di-electric, and geometrical characteristics of the surface.
Spaceborne brightness temperature (Tb) measurements, which
depend upon the emissivity and physical temperature, have
been used to classify land surface types [1]–[6]. The emissivity
of the land surface has a strong dependence on the moisture
content [7]–[9] and is related to the albedo and reflectivity
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of the surface. Brightness temperature measurements depend
upon the surface emissivity and physical temperature. Due to
the complexity of natural surfaces and their thermal behavior,
the retrieval of surface emissivity and temperature from the
spaceborne Tb measurements is a challenging problem. Various
methods have been developed to retrieve the geophysical char-
acteristics from the Tb data. Most of these methods are based
on solving the Tb model of layered media where ground, vege-
tation, and atmosphere are treated as different layers emitting
and transmitting electromagnetic radiation [10]–[12]. These
methods have been used to estimate surface albedo, canopy
moisture, soil moisture, and soil reflectivity. Despite the strong
forcing influence of the Sun, the diurnal variation of incident
solar radiation is not incorporated in these methods. The diurnal
behavior of temperature is driven by solar energy and thus
incorporation of solar insolation into the Tb model can provide
better insight into the thermal behavior of land.
The Tropical Rainfall Measuring Mission (TRMM) has
proved to be a milestone in advancing the understanding of
global rain in relation to the hydrologic cycle and climate. The
TRMM Microwave Imager (TMI) is a multichannel instrument
that provides dual polarization Tb measurements of the ground
surface. Due to TRMM orbital geometry, TMI measurements
are made at different times of day and thus the diurnal variabil-
ity of surface temperature plays a major role in the temporal
behavior of these measurements. The temporal variation of Tb
is influenced by the surface and atmospheric conditions. The
surface conditions include soil moisture, soil reflectivity, land-
cover, etc., whereas the atmospheric conditions primarily are
cloud cover and precipitation. At longer wavelengths of TMI
(e.g., 10 GHz), the contribution and attenuation by atmosphere
under clear conditions is negligible. Generally, 10 GHz
is considered a threshold above which the atmospheric effects
become significant. Nevertheless, 10-GHz measurements are
attenuated by precipitation and also indirectly influenced from
cooler land surface physical temperatures under overcast con-
ditions. Since land surface physical temperature is a function
of incident solar energy, TMI 10-GHz Tb data with its diurnal
sampling can be used to analyze the link between solar insola-
tion and surface Tb response.
In this paper, we model the temporal variation of the physical
and brightness temperature as a function of incident solar radi-
ation. The approach is divided into two steps. In the first step,
a temperature state model is derived from the first principles
of radiation balance. In the second step, the temperature state
model, along with emissivity parameter, is used to derive the
temporal model of brightness temperature. The physical and
brightness temperature models are in the form of ordinary
0196-2892/$26.00 © 2009 IEEE
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Fig. 1. Plot showing the temporal sampling of TMI Tb measurements. The time of day of the observations shifts backward as day of year progresses. The day
and night times are shown by white and gray background colors, respectively, and corresponding measurements are shown as dots and crosses, respectively. The
annual variation of sunrise and sunset is also shown as borders between white and gray backgrounds.
differential equations. These equations are solved numerically
using the Runge–Kutta–Fehlberg method [13], [14] to compute
the temporal variation of T and Tb. In order to find the model
parameters that give the best model fit to the observed data,
the Nelder–Mead simplex method is used to minimize the
least square error between model and observed data [15]. The
sensitivity of the model response to parameters is analyzed, and
the models are validated using measured data. The temperature
state model is validated using measured surface air temperature
at a meteorological station in Walnut Gulch Experimental Wa-
tershed (WGEW) in the Lower Colorado River basin (LCRB),
whereas the brightness temperature model is validated using Tb
data measured by TMI. Tb model is used to estimate model
parameters (emissivity) and analyze their spatial characteristics.
This paper is organized as follows. Section II describes the
characteristics of the data used in this paper and the method
of computing incident solar radiation. A brief description of
LCRB area is also given. In Section III, the temperature state
model is derived and used to determine brightness temperature
model. Model simulations, as part of sensitivity analysis, are
provided in Section IV. Section V presents the results and
discussion. Finally, in Section VI, conclusions are presented.
II. DATA
This section provides information about the data used to
conduct this paper, the method used to compute incident solar
radiation, and a brief description of LCRB is also given.
A. TMI
TMI is a passive multichannel instrument designed to mea-
sure rainfall. It measures the microwave energy emitted by
the ground and atmosphere and is able to quantify the water
vapor, cloud water, and rainfall intensity. Tb is measured at
52.75◦ incidence angle. TMI measures brightness temperature
at five separate frequencies, i.e., 10.65, 19.35, 22.235, 37, and
85.5 GHz. Dual polarization measurements are made for each
frequency except at 22.235 GHz where only vertical polariza-
tion channel is measured. The ground resolution for 10.65-GHz
channel is approximately 50 km [16].
The orbit of the TRMM satellite is inclined at approximately
30◦. The orbit longitude of the ascending node shifts every
repeat cycle. This allows TMI to acquire Tb measurements of
Fig. 2. Beam and diffuse components of the incident solar radiation.
the target sampled at various times of day, which can be used to
study diurnal response of the target. Fig. 1 shows the temporal
sampling of TMI measurements during 1999. On any given day,
there are only a few TMI measurements covering a particular
point on the ground. TMI data collected over approximately
40-day period provides sufficiently dense time-of-day sampling
of the measured brightness temperature.
B. Solar Insolation
The temporal variation of the physical temperature highly
depends upon the incident solar radiation. The amount of
energy that enters the Earth atmosphere is called the solar
constant (Isc) and has been estimated to be an average value of
1367 W/m2. This energy is attenuated by the atmosphere and
the net energy incident on the Earth surface after attenuation
is called solar insolation. Solar insolation depends upon many
factors (time of day, day of year, weather, etc.). The primary
reason of time-of-day and day-of-year variability lies in the
Sun–Earth geometry which effects the incidence angle of the
incoming radiation. Solar insolation also changes with geo-
graphical coordinates of the point of interest on the surface. The
net insolation on the surface is given by
I = Ib + Id (1)
where Ib is the beam insolation and Id is the diffuse component.
The beam component is the solar energy impinging directly on
the surface whereas the diffuse component is the solar energy
approaching indirectly via other parts of atmosphere through
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Fig. 3. (Left) Brightness temperature image of LCRB at 10.65 GHz and vertical polarization. The location of WGEW study site is also shown.
(Right) Corresponding NDVI image of the area showing general vegetation landcover characteristics.
dispersion and scattering (see Fig. 2). The two components of
solar insolation are given by
Ib =Ae−B sec θz cos θz (2)
Id =CIb (3)
where θz is angle of incidence of solar energy. A, B, and C
are constants that have empirically determined values. These
empirical parameters vary during different times of a year and
reflect the influence of the atmosphere (e.g., absorption by
atmospheric species, and absorption and scattering by aerosols
and clouds). The monthly average values of these parameters
are adopted from the field experiment results reported by [17].
C. Colorado River Basin
Colorado River basin provides water supply and hydropower
to a large area of the southwest U.S. The basin drains an area
of 637 000 km2 (246 000 mi2), including parts of seven western
U.S. states: Wyoming, Colorado, Utah, New Mexico, Nevada,
Arizona, and California. It is one of the most important inner
basins in the U.S. in terms of water supply for 25 million people
within the basin states and adjoining areas.
Two main mountain ranges, namely, the Rocky Mountains
and the Wasatch Mountains, border the east and the west of
the basin. The basin contains large variations in topography,
climate, soils, and vegetation. Elevations range from 1400 m
to about 3700 m. The geologic parent materials provide a wide
variety of soils producing vegetation from needle leaf forest
complexes to mostly desert shrubs and grasses. Because of its
geographic and climatologic characteristics, the Colorado River
basin is particularly vulnerable to severe and sustained drought.
The basin’s diverse terrain characteristics are analyzed in the
spatial maps of the model parameters presented in this paper.
The emissivity in particular, which is linked to surface soil
moisture, can help understand the ongoing drought in LCRB.
Fig. 3 shows the Tb image of LCRB at 10.65-GHz V po-
larization. The dark area (low Tb) in the east central LCRB is
the Coconino forest along the Mogollon ridge and the brighter
areas (high Tb) in the image correspond to desert and low veg-
etation. Corresponding normalized difference vegetation index
(NDVI) image indicates similar spatial variability of vegetation
cover. WGEW is located in south east region of the LCRB.
Measured temperature data at this point is used for temperature
state model simulation and validation.
III. BRIGHTNESS TEMPERATURE MODEL
Brightness temperature depends upon the surface phys-
ical temperature (T ) and emissivity (e) governed by the
relationship
Tb = eT. (4)
This relationship is an approximation of the Planck radiation
law for small frequencies (Rayleigh Jean’s approximation)
where the brightness temperature has approximately a linear
relationship with the physical temperature [7]. The physical
temperature depends upon the incident energy from the Sun,
and the thermal properties and thermal processes of the surface.
e and T depend upon the geometrical and dielectric characteris-
tics of the surface where the dielectric properties of the surface
are linked to the moisture content and are affected by rain
and evapotranspiration. Since the microwave remote sensing
observations are made over an area determined by the footprint
of the sensor, the observations represent the bulk characteristics
within the footprint. For a given footprint surface element, the
net change in the internal energy is given by
dEnet = Ein − Eout (5)
where Ein and Eout are incoming and outgoing energies,
respectively (see Fig. 4). The incoming energy includes the
solar insolation (I), longwave radiation from the atmosphere,
and absorption from the ground and lateral boundaries. Rees
[18] has reported low contribution from downwelling radiation
for frequencies below 15 GHz. The outgoing energy constitutes
the emission and conduction to ground and lateral boundaries.
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Fig. 4. Figure showing the incoming and outgoing energies used in radiation
balance.
A part of the incident solar energy is absorbed by the sur-
face and the remaining is reflected back depending upon the
albedo of the surface. The absorbed energy is given by αI ,
where α is the broadband absorptivity of the surface. Based
on Stefan–Boltzmann law, the energy emitted by the surface at
temperature T is σT 4, where σ (5.6704× 108 W/m2/K4) and
 denote the Stefan–Boltzmann constant and broadband emis-
sivity, respectively. Since under thermal equilibrium α = ,
the radiation balance is given by
dEnet = I − σT 4 + X (6)
where X accounts for other heat and radiation exchanges with
the atmosphere, subsurface, and the surrounding area. dEnet is
related to the change in physical temperature (loss in case of
cooling and gain in case of heating). This is given by
dEnet =
mc
A
dT
dt
(7)
where A, m, and c are the area, mass, and specific heat
capacity, respectively. Letting CA = A/mc, CX = AX/mc,
and equating (6) and (7) results in
dT
dt
= CA[I − σT 4] + CX . (8)
This ordinary first-order differential equation describes the state
of temperature as a function of time and is forced by the
solar insolation. The model relates the temperature to the solar
insolation. The parameters CA (in kelvin square meters per
joule) and CX (in kelvins per second) depend on the surface
characteristics. Equations (4) and (8) together represent a state
model and a measuring system, i.e.,
dT
dt
=CA[I − σT 4] + CX (State Model) and
Tb = eT (Measuring System).
In this framework, brightness temperature measurements
are samples of a continuous temperature state. The tempera-
ture state is represented by the ordinary differential equation
whereas sampled measurement depends upon the state and
emissivity at the time of measurement. Through this frame-
work, Tb observations and solar insolation can be used to
estimate the state and measuring system parameters.
Fig. 5. Measured and modeled temperature in the WGEW during summer and
winter showing the diurnal variation of temperature state and solar insolation.
Combining (4) and (8) and assuming that the emissivity of
(4) does not change significantly over a short duration of time,
the equations simplify to give
dTb
dt
= C1I − C2σT 4b + C3 (9)
where
C1 = eCA
C2 =
CA
e3
C3 = eCX .
Numerical methods are used to solve this nonlinear ordinary
differential equation. The parameter e ranges between 0 and 1
and, for most natural surfaces, lies between 0.6 and 0.9 at
10 GHz. Through several test runs, it is found that CA is a
positive number with an approximate range of 0.05–0.25 and
CX ranges between 0 and 50. In order to find the model param-
eters, we solve the differential equation and find parameters
that minimize the error between the model and observed data.
Nelder–Mead minimization algorithm is used which is a multi-
dimensional unconstrained nonlinear minimization technique
[15]. The initial values of the parameters are selected within
their respective acceptable ranges, and the algorithm is run to
minimize the least square error between the observed and com-
puted values. The model values are computed by solving the
differential equation using the Runge–Kutta–Fehlberg method
which is a popular method for solving nonstiff initial value
problems [19]. This numerical solution approach is applied to
(8) and (9).
IV. MODEL SIMULATION AND SENSITIVITY ANALYSIS
Fig. 5 shows the solution of (8) during a typical day in sum-
mer and winter. The corresponding solar insolation function
is also shown. The solution is computed numerically, using
the method described earlier, to fit the model to measured
surface air temperature data in WGEW. Surface air temperature
is measured at a 2-m height from the surface. Although the
brightness temperature is more sensitive to the skin tempera-
ture, the diurnal variation is, in general, similar to the surface air
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Fig. 6. Measured and modeled brightness temperature from TMI and SSMI in
the WGEW showing the diurnal variation of brightness temperature and solar
insolation.
temperature. The model simulation converges to a solution for
most cases: If needed, repeated runs are executed by changing
the initial conditions. The model converges to a solution about
90% of the time. In the 10% of the cases, the convergence
is slow, and upper limit on the maximum number of itera-
tions is exceeded. Example solutions of the run are as fol-
lows. In summer, CA = 0.103 K · m2/J and CX = 13.94 K/s
whereas in winter, CA = 0.116 K · m2/J and CX = 22.58 K/s.
The root-mean-square (rms) error for summer and winter are
1.83 and 0.81 K, respectively. The general diurnal variation
of the simulated temperature is consistent with the natural
temperature behavior, i.e., temperature minimum occurs around
sunrise and maximum occurs after the local solar transition
(noon). The model simulation represents the diurnal variation of
the measured temperature quite well during summer and winter
times of year.
The model is also solved for vertical polarization brightness
temperature observations of TMI and special sensor microwave
imager (SSMI). Data from SSMI sensors over three Defense
Meteorological Satellite Program platforms, i.e., F13, F14, and
F15 are combined and provide six Tb samples for a given day.
Fig. 6 shows the comparison over two days of TMI 10-GHz
channel and SSMI 19-GHz channel. Although the observed Tb
measurements at 19 GHz are higher than 10 GHz, the diurnal
variation is similar. The rms error between observed and model
Tb is higher at 19 GHz (5.8 K) than at 10 GHz (3.14 K).
At 19 GHz, the atmospheric effect on the Tb measurement is
significant thus impacting the model performance.
In order to understand the behavior of (8), we perform simu-
lations to analyze its sensitivity to model parameters. Given the
model parameters and the temporal variation of solar insolation,
(8) is solved for a given initial condition of the temperature
(To). To is the temperature at zero time which is set to midnight
of the first day for diurnal variation analysis. In this analysis, we
run the model for five days using the solar insolation shown in
Fig. 7(a). Each model parameter is changed while keeping the
other parameters fixed to understand the effect on the model
behavior. Fig. 7(b)–(d) shows model sensitivity to To, CA, and
CX , respectively. The model is solved for five days which,
through various trials, is found to be reasonable duration for the
system to stabilize, provided that the chosen parameter values
do not change during the time of model run. In Fig. 7(b), the
model solution for three different To values is shown. In this
figure, the diurnal variation of solar insolation does not change
from day to day. No matter what the initial condition, the system
reaches a steady diurnal cycle within a few days. The steady
cycle is linked to the forcing function which is the amount of
energy supplied to the area through solar insolation.
The parameter CA effects the amplitude of the diurnal vari-
ation. Since it is directly proportional to the broadband emis-
sivity, this indicates that more emissive materials go through a
larger swing in their temperature during the day compared to
the materials that are not very emissive [see Fig. 7(c)]. This
has been observed previously in Sahel where vegetation cover
removal and soil aridation reduced emissivity and thus the
diurnal temperature range [20]. CX is related to the exchange X
with the surrounding atmosphere, ground and lateral boundary.
The response for different values of CX is intuitive since when
more energy enters the cell from the surrounding (CX > 0), it
shifts the curve to a higher diurnal mean and vice versa.
Model sensitivity analysis shows that the parameters are
linked to surface characteristics that influence the amplitude
and mean of diurnal cycle of physical temperature. After a few
days of spin-up time, the model reaches a steady-state diurnal
cycle provided that the surface conditions and diurnal solar
insolation cycle do not change.
V. RESULTS AND DISCUSSION
This section presents model parameters estimated by using
the physical temperature measured in WGEW and brightness
temperature measured at 10.65-GHz vertical polarization by
TMI. The model is fit to the observed temperature data for
each day of the year 1999. The surface conditions are assumed
to change negligibly during a given day and estimated model
parameters are representative of the whole day. Fig. 8(a) shows
the observed and modeled temperature during selected days
of 1999 at WGEW. It is evident that (8) with appropriate
parameters is a good representation of the observed data. The
day-to-day shift in the mean is quite well captured by the
model. Fig. 8(a) shows a narrow time window of 1999 for
clarity. The scatterplot in Fig. 8(b) is for all the measurements
during 1999. The rms error between measured and modeled
temperature is 1.47 K, and the correlation coefficient (R) is
0.98. The time series of the computed model parameters CA
and CX [Fig. 8(c) and (d)] reveals an annual cycle which is
linked to the annual variation in the surface and atmospheric
characteristics. The surface characteristics effect the  and
X , whereas the atmospheric characteristics effect the incident
solar insolation, thus indirectly influencing the optimal value of
computed CA.
Since brightness temperature measured by TMI depends
upon the physical temperature, it follows a similar temporal
variation. Unfortunately, on a given day, the diurnal sampling
of TMI Tb data is sparse and consequently, the solution of the
differential equation for optimal estimation of parameters is
computed from 2–3-day Tb measurements. Fig. 9(a) shows the
Tb measurements and model fit for the same period of 1999
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Fig. 7. Model sensitivity to various model parameters. (a) is a plot of solar insolation function used in the model simulations for a five-day period.
(b)–(d) show the temperature time series from model simulations with different initial conditions. (b) is computed for three different initial temperatures.
(c) and (d) plot simulations for three CA and CX values, respectively.
Fig. 8. (a) Model fit to measured temperature during selected days of 1999.
(b) and (d) are time series plots of parameters CA and CX , respectively.
(c) Scatter plot of measured and modeled temperature showing the rms error
and correlation.
Fig. 9. (a) Model fit to TMI brightness temperature during selected days of
1999. (b) Scatter plot of measured and modeled temperature showing the rms
error and correlation.
as in Fig. 8(a). For natural surfaces, Tb is less than T but,
in general, follows similar temporal variation. The rms error
between observed and modeled Tb is 2.15 K with a correlation
coefficient of 0.98 [see Fig. 9(b)].
Fig. 10. Spatial maps of model parameters of (a) emissivity, (b) CA, and
(c) CX . (d) Image of the Tb model fit rms error.
The analysis of the data in WGEW confirms the validity
of the model presented. Next, the model is implemented for
each grid point in the LCRB to prepare the images. TMI
Tb measurements over the LCRB from Julian day 18–20 are
used to estimate model parameters of (9) which are then used
to compute e, CA, and CX . The images of these parame-
ters are shown in Fig. 10. The spatial variation of emissiv-
ity in Fig. 10(a) reflects the spatial variation of the surface
Authorized licensed use limited to: University of Nevada Las Vegas. Downloaded on January 11, 2010 at 18:17 from IEEE Xplore.  Restrictions apply. 
STEPHEN et al.: LAND SURFACE BRIGHTNESS TEMPERATURE MODELING 497
characteristics such as vegetation type and density; soil type
and density; and moisture conditions. Over the vegetated ar-
eas along the Mogollon ridge the emissivity values are high
(> 0.85) whereas bare areas have relatively lower emissivities
(0.8–0.85). Lake Mead has the lowest emissivities and is shown
as a darker area in the Northwest part of Fig. 10(a). Fig. 10(b)
and (c) shows the spatial maps of CA and CX , respectively, and
shows the spatial coherence consistent to the features observed
in the emissivity map. The surface characteristics governing
these parameters are primarily the bulk thermal properties in
each grid cell which depend upon the landcover, soil properties,
and the water content.
The model performs well for most surface types and the
highest rms error between observed and model Tb occurs over
major water bodies and large urban areas. The bright spots of
high error in the rms error image [Fig. 10(d)] correspond to
Lake Mead and the Phoenix metropolitan area. The proposed
model uses solar insolation to explain the diurnal variation
of physical temperature and observed brightness temperature.
Since urban areas have additional anthropogenic sources of en-
ergy contributing to the diurnal fluctuation of the temperature,
the proposed model gives higher errors. The model’s high error
over water is probably due to the low emissivities of water:
Because at low emissivities, the atmospheric noise is higher and
adversely impacts the model results. Due to the large footprint
of TMI 10-GHz channel, the observed measurements in the
surroundings of water and urban areas, which overlap partly
water or urban land, also have high rms error.
There are various sources of error that impact the perfor-
mance of the proposed model. These include the atmospheric
contributions and the surface inhomogeneities. Although at-
mospheric effects in the form of attenuation and downwelling
contribution have been ignored, there impact is stronger on days
with dense clouds and precipitation. Surface geometry, soil, and
landcover primarily govern the thermal behavior and exchange
of energy fluxes. Thus, assumption of subgrid homogeneity is
also a potential source of error. Nevertheless, the results show
that the proposed model can estimate the diurnal variation of
the land surface physical and brightness temperature with a
reasonable accuracy.
Computationally, the model is time expensive since it has
to solve the differential equation at every iteration of the op-
timization. Nevertheless, the results provide a new insight into
the relationship between solar insolation and thermal behavior
of the land surface. In order to operationally implement the
proposed model, other less expensive optimization techniques
can be explored.
VI. SUMMARY AND CONCLUSION
Decoupling the effect of emissivity and surface temperature
in the brightness temperature measurements is a challenging
problem. The surface temperature by large depends upon the
solar insolation. A simple ordinary differential equation de-
scribing the temporal variation of temperature is derived using
radiation balance equation. The model is physically based
and incorporates the diurnal variations of solar insolation to
relate the observed temperature to the surface parameters. Earth
orbital characteristics are used to compute the Sun–Earth geom-
etry and thus estimate the solar insolation at a given point as a
function of time of day and day of year.
The solution of the model depends upon the surface char-
acteristics reflected through the model parameters. The model
provides temperature time series consistent to the measured
temperature data in the WGEW. A similar model of brightness
temperature is also derived, and its results are consistent to
the TMI observed brightness temperature measurements. The
model also provides similar results with the SSMI data. The
model is extended to compute the spatial maps of the model
parameters that show spatially coherent features. The use of
numerical methods to solve the ordinary differential equation
and perform optimization makes it computationally expensive
method. Nevertheless, results provide new insight into the
spatial characteristics of the surface.
The developed models and analysis of simulation results
show the importance of solar insolation in models of phys-
ical and brightness temperatures. These models would help
in improving the retrieval of geophysical parameters from
spaceborne brightness temperature measurements. Moreover,
spatial maps of the bulk emissivity retrieved from the brightness
temperature measurements can be related to soil moisture con-
ditions and study the ongoing drought in the LCRB at a higher
temporal resolution.
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