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Abstract
Let F be a field of characteristic =D2, V a non-singular 2n-dimensional symplectic space
over F, v1; v2; : : : ; v2n a basis for V, and Spn.F/ the collection of symplectic isometries of
V with respect to this basis. We consider the following completion question: If A is any n  n
F-matrix, must there be some D 2 Sp2n.F/ with
D D

A 
 

:
It is shown that for some particular important choices of bases, the answer is yes, but it does
not hold in general. © 2000 Elsevier Science Inc. All rights reserved.
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Let n be a positive integer and F a field with char.F / =D 2. In the following V is
a 2n-dimensional vector space over F equipped with a non-singular alternate form,
.; /. There is then a basis, e1; e2; e3; : : : ; e2n, for V with .e2i−1; e2i / D −.e2i; e2i−1/
D 1 for i D 1; 2; : : : ; n, and .ei; ej / D 0 otherwise. Such a basis is a symplectic
basis for V. The pair of vectors e2i−1 and e2i generate a non-singular two-dimen-
sional subspace, Hi , called a hyperbolic plane, and V D H1 ?    ? Hn. A linear
transformation T V V −! V is a symplectic transformation precisely when it is an
isometry, i.e. .T .u/; T .v// D .u; v/ for all u; v 2 V . The collection of all symplectic
transformations forms a group, denoted by Sp2n.V /, called the symplectic group. It
is clear that a linear transformation T 2 Sp2n.V / if and only if T maps a symplectic
basis of V into another symplectic basis. See [1] or [2] for general references on
Sp2n.V /, and its underlying geometry.
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If we fix a basis, v1; v2; : : : ; v2n, of V, then we can consider Spn.V / as a group
of 2n  2n matrices over F in the usual way. An element T 2 Spn.V / will cor-
respond with .T /, the matrix of T with respect to the fixed basis. The mapping
 is an isomorphism. Two types of bases of V are of particular importance. Let
e1; e2; : : : ; e2n be a symplectic basis of V. The matrices of Spn.V / with respect to
this basis, Spn.F /, is the collection of all matrices, D, satisfying DCDt D C, where
J D

0 1
−1 0

and
C D
0
BBB@
J 0    0
0 J    0
:::
:::
.
.
.
:::
0 0    J
1
CCCA :
If, instead , we reorder the above basis to obtain the new basis e1; e3; e5; : : : ; e2n−1;
e2; e4; : : : ; e2n, then the symplectic group of F-matrices with respect to this basis,
Sp0n.F /, is the collection of all matrices, D, satisfying, DGDt D G, where
G D

0 I
−I 0

and I is an n  n identity matrix.
Completion questions in matrix theory are posed in many settings (see [3]), and
we, too, consider a completion question. Given an arbitrary r  r F-matrix, A, when
does there exist a D 2 Sp2n.F /, with
D D

A B12
B21 B22

;
for F-matrices B12; B21; B22? Related to this completion problem is the classical
Witt’s extension theorem which states that a partial isometry of V can be extended
to an element of Sp2n.V / (see [1]). Indeed, given an r  2n matrix, A, there exists a
matrix, B, with
A
B

2 Sp2n.F /;
whenever A represents the matrix of a partial isometry of V. To solve our completion
problem it is then sufficient to find a matrix B12 with the property that the matrix
A B12
 

can be completed by Witt’s theorem.
We will see that the above question has a positive solution for all r  r matrices
A if and only if r 6 n. We will also observe that a similar result holds in Sp0n.F /,
while the related completion question is not generally true for the group of symplec-
tic matrices obtained for some other bases of V. We begin our discussions with a
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criterion for a linear transformation on a non-singular symplectic subspace to be a
partial isometry.
Lemma 1. Let V be a non-singular 2n-dimensional symplectic space over the field
F and W a 2k-dimensional non-singular subspace. Suppose T V W −! V is a linear
transformation. Then T is a partial isometry if and only if for each symplectic basis
e1; e2; : : : ; e2k−1; e2k of W we have .T .e2i−1/; T .e2i // D 1 for i D 1; 2; : : : ; k.
Proof. If T is a partial isometry, the condition of the lemma is clear. We check the
converse. If k D 1, the image of a symplectic basis is a symplectic basis and T is a
partial isometry. Now suppose k > 2 and that T satisfies the hypothesis of the lemma
but is not a partial isometry. Let e1; e2; e3; : : : ; e2k−1; e2k be a symplectic basis of W.
It follows that T .e1/; T .e2/; T .e3/; : : : ; T .e2k−1/; T .e2k/ is not a symplectic basis
for T .W/. For i D 1; 2; : : : ; k, let Hi be the subspace generated by T .e2i−1/ and
T .e2i /. Then, for each i, Hi is a hyperbolic plane. Since T is not an isometry we
must have distinct integers i and j with Hi not orthogonal to Hj . By renumbering,
if necessary, we can assume that H1 and H2 are not orthogonal. Hence, there must
exist integers 1 6 i 6 2 and 3 6 j 6 4 with .T .ei/; T .ej // =D 0. For the sake of
argument, we suppose that .T .e1/; T .e3// =D 0, the other possibilities being treated
similarly. We can find an  2 F with .T .e1/; T .e3// D 1. Further, e1 and e2 − e3
form a hyperbolic pair in W and so there is a symplectic basis of W which con-
tains this pair. But .T .e1/; T .e2 − e3// D .T .e1/; T .e2// − .T .e1/; T .e3// D 0,
a contradiction. We conclude that T is a partial isometry establishing the lemma. 
The following lemma is a key step in the solution of the problem.
Lemma 2. Suppose V is a non-singular 2n-dimensional symplectic space and W
a non-singular 2k-dimensional subspace of V with 2k 6 n. Let T V W −! V be a
linear transformation and U a non-singular 2k-dimensional subspace of V which is
disjoint from and orthogonal to T .W/. Then there exists a T 0 2 Sp2n.V / having the
property that for each w 2 W; .T 0 − T /.w/ 2 U .
Proof. It is sufficient to find a partial isometry T1 V W −! V such that .T1 − T /.w/
2 U for each w 2 W . Indeed, if such a T1 exists, by Witt’s theorem, there is then
an element T 0 2 Sp2n.V / with T 0 extending T1. We show the existence of T1 by
induction on k.
Let e1; e2; : : : ; e2k−1; e2k be a symplectic basis of W. Assume, first, that k D 1.
Let u1; u2 2 U be such that .u1; u2/ D 1. Now, define T1.e1/ D T .e1/ C u1 and
T1.e2/ D T .e2/ C bu2, where b D 1 − .T .e1/; T .e2//. Then T1 is a partial isometry
and the result is true in this case.
Let k > 1 and assume the result for smaller values of k. As before, let u1; u2 be
a hyperbolic pair in U, and define T1.e1/ D T .e1/ C u1 and T1.e2/ D T .e2/ C bu2,
where b D 1 − .T .e1/; T .e2//. Further, for i D 3; 4; : : : ; 2k, let T1.ei/ D T .ei/ C
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iu1 C iu2, where i and i are yet to be specified. For i D 3; 4; : : : ; 2k, let i D
−.T .e1/; T .ei//, so that .T1.e1/; T1.ei//D0. Suppose, b =D 0. Then for i D 3; 4; : : : ;
2k, let i be defined by the equation bi D .T .e2/; T .ei//. It then follows that
.T1.e2/; T1.ei// D 0.
Let U1 be the orthogonal complement of hu1; u2i in U. Then U1 is non-singular
and both orthogonal and disjoint from Y D hT1.e3/; T1.e4/; : : : ; T1.e2k/i. The trans-
formation T1 restricted to W1 D he3; e4; : : : ; e2ki then maps W1 to Y and thus, by
induction, there is a partial isometry, T2 V W1 −! V such that .T2 − T1/.w1/ 2 U1
for any w1 2 W1. Write H D he1; e2i, so W D H  W1. Let w 2 W , and w D y C
z, with y 2 H , z 2 W1. Now define T3V W −! V to be the linear transformation
given by T3.w/ D T1.y/ C T2.z/. It is easy to check that T3 is a partial isometry and
T3.w0/ − T .w0/ 2 U for any w0 2 W . We have thus established the result provided
.T .e1/; T .e2// =D 1. Similarly, if i is any integer, with 2 6 i 6 k, and .T .e2i−1/;
T .e2i // =D 1, the result is verified. Further, if there is any symplectic basis b1; b2; : : : ;
b2k−1; b2k of W, and an integer i with .T .b2i−1/; T .b2i// =D 1, then the result holds.
If this is not the case, then for each symplectic basis, e1; e2; : : : ; e2k , of W we have
that .T .e2i−1/; T .e2i // D 1 holds for i D 1; 2; : : : ; k. From Lemma 1, it then follows
that T is a partial isometry of W. In this case we may select T1 D T . The result now
holds. 
In Lemma 4, we will be considering the other important special case of Theorem
1. First, however, we note a general property of non-singular spaces.
Lemma 3. Suppose V is a non-singular 2n-dimensional symplectic F-vector space
with basis v1; v2; : : : ; v2n. Let 1; 2; : : : ; 2n 2 F . Then there exists w 2 V with
.w; vi/ D i for i D 1; 2; : : : ; 2n.
Proof. Let T V V −! V be given by
T .v/ D
2nX
iD1
.v; vi/vi :
Then T is a linear transformation. If v 2 Ker.T /, then .v; vi/ D 0 for all i, and so
v 2 V ?. Since V is non-singular, we have Ker.T / D 0, and so T is surjective. Let
v D P ivi . Then there exists a w 2 V with T .w/ D v. Hence .w; vi / D i for i D
1; 2; : : : ; 2n, verifying the lemma. 
Lemma 4. Suppose e1; e2; : : : ; e2n−1; e2n is a symplectic basis of the non-singular
symplectic F-vector space V. Let W D he1; e2; : : : ; eni; U D henC1; enC2; : : : ; e2ni;
and T V W −! W a linear transformation. Then there exists a T 0 2 Sp2n.V / with
.T 0 − T /.w/ 2 U for each w 2 W .
Proof. If n is even, then W is a non-singular symplectic space and the result follows
from Lemma 2. We can then suppose that n is odd. If n D 1, then T is a partial
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isometry and there is an extension of it to a symplectic transformation. We can now
assume that n > 3. Let X be the subspace generated by e1; e2; : : : ; en−1. So X is a
non-singular symplectic space and W D X ? heni: Let T1 be the restriction of T to
X. By Lemma 2, there is a partial isometry S1 V X −! V such that, for each x 2 X,
we have that
.S1 − T1/.x/ 2 henC2; enC3; : : : ; e2ni:
Let .S1 − T1/.X/ D Y , and write Y D Z  Rad.Y /. Here Rad.Y / D Y \ Y? and
Z is a non-singular symplectic space. The range of S1 is contained in W  Z 
Rad.Y /. Let P be the projection of W  Z  Rad.Y / on W  Z, and S2 the com-
position of S1 and P. Then S2 VX −! V is again a partial isometry and for each
x 2 X, .S2 − T1/.x/ 2 henC2; enC3; : : : ; e2ni. Further, .S2 − T1/.X/ D Z, which is
non-singular.
We consider two cases. First suppose that Z is a proper subspace of henC2; enC3;
: : : ; e2ni. Then there is a hyperbolic plane P in henC2; enC3; : : : ; e2ni which is or-
thogonal to Z. By composing with an isometry of henC2; enC3; : : : ; e2ni, if necessary,
we may assume that this hyperbolic plane is he2n−1; e2ni.
Now define S3 V W −! V as follows. Let S3.en/ D T .en/ C e2n−1, and for i D
1; 2; : : : ; n − 1, let S3.ei/ D S1.ei/ C ie2n, where i 2 F is chosen so that .S3.ei/;
S3.en// D 0. Note that such a choice is possible as .e2n−1; e2n/ D 1. It is straight-
forward to check that S3 is a partial isometry and that .S3 − T /.w/ 2 U for each
w 2 W .
Now suppose that Z D henC2; enC3; : : : ; e2ni. Then .S2 − T /.e1/; .S2 − T /.e2/;
: : : ; .S2 − T /.en−1/ is a basis of Z. By Lemma 3, there is a z0 2 Z such that for each
i D 1; 2; : : : ; n − 1,
.z0; .S2 − T /.ei// C .T .en/; T .ei// D 0:
Let S3 V W −! V be defined as follows. For i D 1; 2; : : : ; n − 1, let S3.ei/ D S2.ei/.
Further let S3.en/ D T .en/ C z0: Again it is straightforward to check that S3 is a
partial isometry and that .S3 − T /.w/ 2 U for all w 2 W . In either case, by Witt’s
theorem, we can extend S3 to an element T 0 2 Sp2n.V /. It is then clear that T 0
satisfies the requirements of the lemma. 
Theorem 1. Let Sp2n.F / be the 2n-dimensional symmetric group over the field F.
If A is an n  n matrix, there are n  n matrices, B12; B21; B22; with
A B12
B21 B22

2 Sp2n.F /:
Conversely, if k is an integer with the property that for each k  k matrix A there
exist matrices B12; B21; B22 with
A B12
B21 B22

2 Sp2n.F /;
then k 6 n.
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Proof. Suppose k 6 n and A is a k  k matrix. From Lemmas 3 and 4 and the
isomorphism between Sp2n.V / and Sp2n.F /, we can find matrices B12; B21; B22
with 
A B12
B21 B22

2 Sp2n.F /:
Conversely, if A is the k  k zero matrix, then, as each element of Sp2n.F / is non-
singular, we must have the rank of B12 at least k. Thus 2n − k > k and k 6 n. 
We now consider the group Sp0n.F /. Recall that Sp0n.F / is the group of matrices
obtained when the elements of Spn.V / are written with respect to the basis e1; e3;
: : : ; e2n−1; e2; e4; : : : ; e2n. Here e1; e2; : : : ; e2n−1; e2n is a symplectic basis of V.
The subspaces he1; e3; : : : ; e2n−1i and he2; e4; : : : ; e2ni are each totally isotropic
subspaces of V.
Theorem 2. Let u1; u2; : : : ; un;w1; w2; : : : ; wn be a basis of the 2n-dimensional
symplectic space and Sp00n.F / the group of symplectic matrices with respect to this
basis. Assume that U D hu1; u2; : : : ; uni and W D hw1; w2; : : : ; wni are each to-
tally isotropic subspaces of V. If A is an n  n F-matrix, there are n  n matrices,
B12; B21; B22; with
A B12
B21 B22

2 Sp002n.F /:
Conversely, if k is an integer with the property that for each k  k matrix A there
exist matrices B12; B21; B22 with
A B12
B21 B22

2 Sp002n.F /;
then k 6 n.
Proof. Let T V U −! U be the linear transformation which has the property that
A is the matrix of T with respect to the basis u1; u2; : : : ; un. Write Y D T .U/ and
suppose that Y is of dimension s. Then Y? is a 2n − s-dimensional subspace of V
which contains the totally isotropic subspace U. Thus Y? C W D V and dim.Y? \
W/ D dim.Y?/ C dim.W/ − dim.Y? C W/ D .2n − s/ C n − 2n D n − s: In par-
ticular, we may find z1; z2; : : : ; zn−s , linearly independent vectors of Y? \ W .
Let U1 D fu1; u2; : : : ; ung. Since dim.Y / D s there are vectors y1; y2; : : : ; ys 2
U1 with Y D hT .y1/; T .y2/; : : : ; T .ys/i. Further, let X D fx1; x2; : : : ; xn−sg D U1 n
fy1; y2; : : : ; ysg. Now let T1V U −!V be the linear transformation given by T1.ui/ D
T .ui/ for ui 2 U1 and T1.xj / D T .xj / C zj for xj 2 X. It is easy to check that
T1.U/ is a totally isotropic subspace of V of dimension n. It follows from Witt’s
theorem that T1 can be extended to a symplectic transformation, T2, of V. Further,
the matrix of T2 with respect to the given basis is of the form
A B12
B21 B22

:
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This establishes the first part of the theorem. The converse follows as in
Theorem 1. 
Suppose, now, that u1; u2; : : : ; un;w1; w2; : : : ; wn is a basis of the 2n-dimen-
sional symplectic vector space, V, and that Spn.F / is the group of matrices of Spn.V /
with respect to this basis. Let U D hu1; u2; : : : ; uni and X D fu1; u2; : : : ; ung. Sim-
ilarly, let W D hw1; w2; : : : ; wni and Y D fw1; w2; : : : ; wng. We wish to determine
whether Spn.F / has a matrix of the form
A 
 

for each n  n F-matrix A. If A D 0 and T is a symplectic transformation having such
a matrix, then T .U/ D W and thus U and W must be isometric. Is the condition U
isometric to W sufficient? If U and W are each totally isotropic, or U and W are each
non-singular and orthogonal, the previous results show that the condition is sufficient
in these cases. To examine this question we consider a basis which combines features
of each of these two cases.
Let U and W be isometric subspaces of V. Suppose U D U1 ? R1, W D W1 ?
R2, where U1 and W1 are non-singular orthogonal spaces of the same dimension,
R1 and R2 are totally isotropic, and R2 is orthogonal to U1. Necessarily, dim.R1/ D
dim.R2/. If this common dimension is 0 or 1, then our condition is sufficient from
Theorem 1 or Lemma 4, respectively. Suppose, then, that dim.R1/ D 2 and
dim.U1/ D 2, the lowest dimensional case not covered by our results. Then V is
eight-dimensional. Suppose it has symplectic basis e1; e2; : : : ; e7; e8. Let X D fe1;
e2; e3; e5g and Y Dfe4; e6; e7; e8g so that U1 Dhe1; e2i; R1 D he3; e5i; W1 D he7; e8i
and R2 D he4; e6i. Define T V U −! U by T .e1/ D 0, T .e2/ D 0, T .e3/ D e1 and
T .e5/ D e2. Suppose there exists a symplectic matrix, T1, with .T1 − T /.U/  W .
Since T1.U1/ must be a hyperbolic plane, we can assume, without loss of gener-
ality, that T1.e1/ D e7 C  and T1.e2/ D e8 C , where ;  2 R2. We may write
T1.e3/ D e1 C a1e7 C a2e8 C γ and T1.e5/ D e2 C a3e7 C a4e8 C , where γ;  2
R2 and ai 2 F for i D 1; : : : ; 4. Since e3 and e5 are orthogonal, for some i, ai =D 0.
Suppose, for the sake of argument (the other cases being similar), that a1 =D 0. Then
.T1.e3/; T1.e2// D a1, while .e3; e1/ D 0. This contradicts T1 being an isometry, and
thus, in the symplectic group of matrices coming from the basis X [ Y , there is no
matrix of the form
A 
 

;
where
A D
0
BB@
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
1
CCA :
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