Integer Quantum Hall Effect of Interacting Electrons in Graphene by Yan, Xin-Zhong & Ting, C. S.
ar
X
iv
:1
61
0.
04
81
3v
2 
 [c
on
d-
ma
t.s
tr-
el]
  3
 Fe
b 2
01
7
Integer quantum Hall effect of interacting electrons in graphene
Xin-Zhong Yan1 and C. S. Ting2
1Institute of Physics, Chinese Academy of Sciences, P.O. Box 603, Beijing 100190, China
2Texas Center for Superconductivity, University of Houston, Houston, Texas 77204, USA
(Dated: April 30, 2019)
By taking into account the charge and spin orderings and the exchange interactions between all
the Landau levels, we investigate the integer quantum Hall effect of electrons in graphene using the
mean-field theory. We find that the fourfold degeneracy of the Landau levels cannot be completely
lifted by the Coulomb interactions. In particular, at fillings ν = 4n + 2 with n = 0, 1, · · · , there
is no splitting between the four-fold degenerated Landau levels. We show that with doping the
degenerated lowest empty level can be sequentially filled one by one; the filled level is lower than
the empty ones because of the Coulomb-exchange interactions. This result explains the step ∆ν =
1 in the quantized Hall conductivity. We present a highly efficient method for dealing with huge
number of the Coulomb couplings between all the Landau levels of the Dirac fermions.
PACS numbers: 73.43.Cd,71.70.-d,73.22.Pr,72.80.Vp
I. INTRODUCTION
The study of quantum Hall effect (QHE) is an im-
portant aspect of graphene physics. By the noninter-
acting electron model, the Hall conductivity is given by
σyx = νe
2/h and ν = ±(4n + 2) with n = 0, 1, · · · as
the index of highest-occupied Landau level (LL) as ob-
served in the very early experiments [1–3]. The step
∆ν = 4 stems from the spin and valley degeneracy of
LLs of electrons in graphene. In addition to the fillings
ν = ±2,±6, · · · , the experiments then observed the states
of 0,±1, and ±4 and fractional fillings at strong magnetic
field [4, 5]. Later, all the integer and some fractional
factors of |ν| ≤ 10 in high-quality suspended graphene
even at weak field (<1 T) [6] as well as |ν| ≤ 14 in
graphene on hexagonal boron nitride substrates at strong
field [7–10] were observed. The appearance of these states
was attributed to the SU(4) symmetry breaking of elec-
tron system [11] including ferromagnetization (FM) [12],
FM with disorders [13], the external magnetic field cat-
alyzed canted antiferromagnetic spin ordering (ferromag-
netic in the easy axis and antiferromagnetic in the easy
plane) or charge-density wave [14–23], the field depen-
dent Peierls distortion [24], and the Kekule´ ordering [16].
The problem has been studied with models of short-
range interactions [15–18] and long-range Coulomb in-
teractions [11–13, 19–23]. Since the Coulomb interaction
V (q) = 2πe2/q with q as the momentum transfer be-
tween electrons scales as 1/
√
B (because of q ∝ √B)
under the Landau quantization in a magnetic field B,
the long-range exchange interactions should be relevant
to the QHE at weak field other than the short-range in-
teractions (that are constants). For the clean system at
weak field, the long-range Coulomb interactions should
play the predominant role in determining the QHE of
electrons. A realistic microscopic model should contain
the long-range Coulomb interactions between electrons.
At weak magnetic field, there is a huge number of LLs
in the valence and conduction bands. It has been a diffi-
cult task to deal with the Coulomb couplings between all
these levels. So far, the long-range Coulomb interactions
are treated within only a single level in most existing
theories [12, 13, 19, 20] or within very limited levels [23],
which are valid at very strong magnetic field. To avoid
manipulating the Coulomb couplings between the LLs,
Ref. 11 adopts the variational approach. Since how to
treat the Coulomb couplings between all the Landau lev-
els is a fundamental problem, it is necessary to develop
a highly efficient method.
In this paper, using the mean-field theory (MFT),
we formulate the integer QHE (IQHE) of electrons in
graphene taking into account the long-range Coulomb
interactions as well as the on-site interaction. To over-
come the numerical difficulty, we develop a highly ef-
ficient method for dealing with the Coulomb couplings
between all the LLs. The QHE with ∆ν = 1 is usually
considered as lifting of the fourfold degeneracy of the
LLs. We will show that the fourfold degeneracy cannot
be completely lifted for the electrons with Coulomb inter-
actions. In particular, at ν = ±(4n+ 2), the degeneracy
is still 4. We will show that with doping the degenerated
empty level can be sequentially filled one by one. For
the interacting electrons, the LLs are not rigid but vary
with the electron doping; the highest-occupied level is
always lower than the lowest-unoccupied level, although
they might be originally degenerated before the doping.
II. FORMALISM
We begin with the description of the electron system in
graphene. The honeycomb lattice of graphene shown in
Fig. 1 (left) contains atoms a and b with lattice constant
a0 ≈ 2.46 A˚. The Hamiltonian of the electrons with a
neutralizing background is
H = −t
∑
〈ij〉s
c†iscjs + U
∑
j
δnj↑δnj↓ +
1
2
∑
i6=j
vijδniδnj
where c†is (cis) creates (annihilates) an electron of spin s
in site i, 〈ij〉 means the sum over the nearest-neighbor
2FIG. 1. (color online) Left: Lattice structure of graphene
contains atoms a (black) and b (white). The dashed diamond
is the unit cell. Right: First Brillouin zone and the two valleys
K and K′ in the momentum space.
(NN) sites, t ≈ 3 eV is the NN hopping energy [25, 26],
δnis = nis − ns is the number deviation of electrons of
spin s at site i from the average occupation ns, and U
and vij are the Coulomb interactions between electrons.
In real space, vij = v(rij) with rij the distance between
sites i and j is given by
v(r) =
e2
r
[1− exp(−q0r)], (1)
where q0 is a parameter taking into account the effect of
wave function spreading. Here we take q0 = 0.5/a0.
Here we treat the interactions between electrons by
the MFT. In the Hartree term, there are spin and charge
orderings with the order parameters defined as mj =
(〈δnj↑〉 − 〈δnj↓〉)/2 and ρj = (〈δnj↑〉 + 〈δnj↓〉), respec-
tively. These parameters depend only on the sublattice
index l (= a or b), mj = ml and ρj = ρl, where the
position j belongs to the sublattice l. There is only one
parameter ρa = −ρb ≡ ρ for the charge ordering because
of the charge neutrality. For the Fock term, we take the
screening effect (due to the charge-density fluctuations)
[27] in the exchange interaction by the Thomas-Fermi
(TF) screening function ǫ(q) = 1+qTF /q with qTF as the
TF wave number and q the momentum transfer between
electrons. By translating the lattice to the continuous
space, the Hamiltonian under the MFT is obtained as
(see Appendix A)
H =
∑
vs
[
∫
d~rC†vs(r)hv(~p)Cvs(r)
+
∫
d~r
∫
d~r′C†vs(r)Σ
vs(r, r′)Cvs(r
′)] (2)
where hv(~p) = v0(svpxσ1 + pyσ2) with ~p the momentum
operator and v0 =
√
3ta0/2h¯ as the Fermi velocity, sv = 1
(−1) for electrons in valley v = K (K ′ = −K) [see Fig.1
(right)], the Pauli matrices σ’s operate in the space (a,
b) of sublattices, C†vs(r) = [c
†
avs(r), c
†
bvs(r)] with c
†
a(b)vs(r)
creating an electron of spin s and valley v on position r in
the a (b) sublattice, and Σvs(r, r′) is a 2×2 matrix of the
self-energy. We will use the units in which h¯ = a0 = v0
= 1. The energy unit then is ǫ0 = h¯v0/a0 = 1.
Under a magnetic field B perpendicular to the
graphene plane, we take the vector potential as ~A(r) =
(0, Bx). The momentum along the y-direction is a good
number and is denoted as k. For going to the LL picture,
we expand the operator Cvs(r) as
Cvs(r) =
∑
nkλ
φvnk(r)ψ
vs
λ (n)aˆ
vs
λnk (3)
where φvnk(r) is a 2×2 matrix given by
φv=Knk (r) =
eiky√
L
(
φn−1(x− xc) 0
0 iφn(x− xc)
)
,
φv=K
′
nk (r) =
eiky√
L
(
φn(x− xc) 0
0 iφn−1(x− xc)
)
(4)
with L the length of the lattice along the y direction and
φn(x − xc) the nth level wave function of a harmonic
oscillator along the x direction with the center at xc =
−k/B, ψvsλ (n) (real) is a two-component spinner, and
aˆvsλnk annihilates an electron of momentum k (along the
y direction) and spin s in valley v at λth LL of index
n. For n < 0, φn is understood as 0. In the LL picture,
the elements of the self-energy matrix are given by (see
Appendix A)
Σvsll′ (n) = (vcρl − sUml)δll′ −
∑
n′
vvll′ (n, n
′)gvsll′ (n
′), (5)
with vc a potential for charge ordering and s = 1 (-1)
for spin up (down), and the two matrices vv(n, n′) and
gvs(n′) are given by
vK(n, n′) = σ1v
K′(n, n′)σ1
=
∫ ∞
0
qdq
2π
vsc(q)e−ξξmJn,n′(ξ) ⊗ J tn,n′(ξ)
(6)
J tn,n′(ξ) = [
√
(n2 − 1)!
(n1 − 1)!L
m
n2−1(ξ),
√
n2!
n1!
Lmn2(ξ)]
gvs(n) =
∑
λ
[fvsλ (n)− 1/2]ψvsλ (n)⊗ ψvs,tλ (n)
where vsc(q) = v(q)/ǫ(q) is the screened interaction,
ξ = q2/2B, J tn,n′ (ψ
vs,t
λ ) is a transpose of Jn,n′ (ψ
vs
λ ),
Lmn2(ξ) is the associated Laguerre polynomial, n1 =
max(n, n′), n2 = min(n, n
′), m = |n − n′|, and fvsλ (n)
is the Fermi distribution of valley-v and spin-s electrons
in the λth level of index n. The wave number qTF in
the TF screening function ǫ(q) = 1 + qTF /q is given by
qTF = 8
√
πδ/
√
3e2/a0v0 where δ is the doped electron
number per atom.
The LLs Evsλn are determined by
[
√
2Bnσ1 +Σ
vs(n)]ψvsλ (n) = E
vs
λnψ
vs
λ (n). (7)
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FIG. 2. (color online) K-valley interaction vll′(n, n
′)’s as
functions of n′ at n = 5 and B = 0.5 T and ν = 0. vaa(n, n
′)
and vab(n, n
′) are defined for n′ ≥ 1.
Express the self-energy matrix as Σvs(n) = Σvs0 (n)σ0 +
Σvs1 (n)σ1 + Σ
vs
3 (n)σ3. The energy levels for n 6= 0 are
obtained as
Evsλn = Σ
vs
0 (n) + sλ{[
√
2Bn+Σvs1 (n)]
2 + [Σvs3 (n)]
2}1/2
≡ Σvs0 (n) + sλEvs(n), λ = +,−. (8)
The wavefunctions are
ψvs+ (n) =
[
Rvs+ (n)
Rvs− (n)
]
,
ψvs− (n) =
[ −Rvs− (n)
Rvs+ (n)
]
(9)
where Rvs± (n) =
√
1± Σvs3 (n)/Evs(n)/
√
2. For n = 0,
the eigenstates are given by
EKs0 = Σ
vs
bb (0), ψ
Ks(0) =
[
0
1
]
,
EK
′s
0 = Σ
vs
aa(0), ψ
K′s(0) =
[
1
0
]
. (10)
The charge and spin orders are calculated by
ρ =
s0B
4π
∑
lλnvs
slf
vs
λ (n)|ψvslλ (n)|2 (11)
ml =
s0B
4π
∑
λnvs
sfvsλ (n)|ψvslλ (n)|2 (12)
where s0 =
√
3/2 is the area of the unit cell, B/2π is the
spatial degeneracy of the Landau state, ψvslλ (n) is the lth
component of ψvsλ (n) and sl = 1 (-1) for l = a (b). By
taking the Hubbard U/ǫ0 = 2.5 [28], the potential vc is
then determined as vc/ǫ0 = 0.173 (see Appendix A).
Here, the magnetic field is in unit of B0 = h¯c/ea
2
0 =
1.105 × 104 T. Corresponding to the momentum cutoff
pc ∼ 1, the largest Landau index is N ∼ 0.5/B. For
B = 0.5 T = 0.45 × 10−4B0, we have N ∼ 1.1 × 104.
According to Eq. (5), the number of the 2×2 interaction
matrix vv(n, n′) = vv(n′, n) in the calculation is about
N2/2. There are two difficulties in the numerical calcu-
lation of the matrix element vvll′ (n, n
′). First, vvll′ (n, n
′) as
given by Eq. (6) for large min(n, n′) cannot be precisely
evaluated by the integral with the Laguerre polynomials
involved. This problem is solved in Appendix B. Second,
since the number of matrix elements is of the order N2,
the requirement for their storage may exceed the mem-
ory limit of a computer. Even though there is no storage
problem, it is still formidable work to self-consistently
solve Eqs. (5)-(12) because of the N term summations at
weak B. Most of the works study the case of strong mag-
netic field so the calculation is simplified by taking only
one term of n′ = n in the sum in Eq. (5) [12, 13, 19, 20].
In Fig. 2, vll′(n, n
′) ≡ vKll′ (n, n′)’s are shown as functions
of n′ at n = 5 and B = 0.5 T and ν = 0. As seen from
Fig. 2, the interactions vKll′ (n, n
′) vary slowly with n′
at a given n. Therefore, the calculation taking only the
peak-value term in the sum is not sufficient for reflecting
the interaction effect. For overcoming this difficulty, we
develop a highly efficient method in Appendix C.
For completeness, we derive the quantum Hall conduc-
tivity in Appendix D.
III. NUMERICAL RESULTS
We have self-consistently solved Eqs. (5)-(12). Shown
in Fig. 3 are the self-energy Σll′(n) ≡ ΣK↑ll′ (n) at B =
0.5 T and ν = 0. In valley K, the self-energy elements
ΣK↑aa (n) and Σ
K↑
ab (n) are defined for n ≥ 1. The element
ΣK↑ab (n) describes the interaction exchange effect between
the sublattices a and b. Because of the induction by the
inter-sublattice hopping, ΣK↑ab (n) is stronger than Σ
K↑
aa (n)
and ΣK↑bb (n) for n > 1. The diagonal parts Σ
K↑
aa (n) and
ΣK↑bb (n) vary slowly with the index n. The diagonal parts
with opposite signs mean a dynamical mass gap.
The LLs at filling numbers ν = 0 to 6 are depicted in
Fig. 4 for B = 0.5 T. At ν = 0, the four-fold degeneracy
of the levels of n = 0 is partially lifted with a gap be-
tween the filled level of spin-up (down) electrons at the
K ′ (K)-valley and the empty level at the K (K ′) valley.
The lowest empty level is still two-fold degenerated. Ac-
cording to the wave functions of n = 0 given by Eq. (4),
the spin-up electrons occupy sublattice a while the spin-
down electrons occupy sublattice b. Such an occupation
gives rise to the antiferromagnetic spin ordering (see Fig.
5). Since there is no charge ordering, ρ = 0, the self-
energy satisfies the relation σ1Σ
Ks(n)σ1 = Σ
K′ s¯(n) with
s¯ = −s, which means each level still has a degeneracy 2.
At the charge neutrality point CNP, the levels satisfy the
particle-hole symmetry [σ2Σ
Ks(n)σ2 = −ΣK′s(n)]: for a
positive K-valley level, there is a negative K ′-valley level
of the same spin electrons.
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FIG. 3. (color online) Self-energy Σll′(n)’s of spin-up elec-
trons in valley K as functions of n at B = 0.5 T and ν = 0.
Σaa(n) and Σab(n) are defined for n ≥ 1.
The question now is, with doping electrons, should the
two empty levels of n = 0 be filled or can there exist a
state in which only one of them is filled? The former will
give a quantum Hall state of ν = 2 and the latter will
be ν = 1. Our result shows that there can exist a state
with the K (or K ′) valley level of n = 0 filled with spin-
up (down) electrons [occupying sublattice b (a)]. For the
case of ν = 1 shown in Fig. 4, the energy of the top oc-
cupied level is ΣK↑bb (0) = vcρb − Umb + ΣK↑,xcbb (0) where
the last term is the exchange part of the self-energy. The
empty level is ΣK
′↓
aa (0) = vcρa + Uma + Σ
K′↓,xc
bb (0). In
this state, above the spin ordering there is another sym-
metry breaking from the charge ordering. Since the sub-
lattice b now is occupied with more electrons than the
sublattice a, the charge order parameter is obtained as
ρ = ρa = −ρb < 0 as shown in Fig. 5. Meanwhile, the
spin ordering in sublattice b is weakened with magnitude
|mb| smaller than |ma|. The charge ordering gives rise
to a negative contribution to the gap ΣK
′↓
aa (0) − ΣK↑bb (0)
which means the Coulomb interactions do not favor the
charge ordering. However, since the spin ordering and
the exchange effect are strong enough in this state, the
energy cost of the charge ordering is fully compensated.
As a result, the imbalanced electron distributions in the
two valleys and in two spins lead to the filled level being
lower than the empty one.
Here we go a step further to analyze the LLs changes
due to the level EK↑0 being filled. As seen from Fig.
4, with this level filled, all the levels shift toward zero
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FIG. 4. (color online) Landau levels Eλn at B = 0.5 T.
The red-filled (empty) upward triangles for occupied (empty)
levels of spin-up electrons in valleys K and K′. The blue
downward-triangles are for the corresponding levels of spin-
down electrons. In each column corresponding to a spin and
valley at filling number ν, the five levels are for n = 0 and ±n
(n = 1, 2) with +n (−n) standing forthe upper (lower) energy
level of index n. An arrow indicates the energy change of a
level from an empty to a filled state.
energy. The self-energy change of (K ↑) electrons is
∆Σvsll′ (n)|vs=K↑ ≈ (vc∆ρl − U∆ml)δll′
−vKll′ (n, 0)ψvslλ (0)ψvsl′λ(0)|vs=K↑,λ=+
= (vc∆ρl − U∆ml)δll′ − vKll′ (n, 0)δll′δlb
(13)
temporarily neglecting the changes due to the wavefunc-
tion changes of filled levels in the valence band. For
n = 0, the energy level shift ∆EK↑(0) < 0 comes mainly
from the last term in Eq. (13)the long-range Coulomb ex-
change. For other states, the effects of ∆ρl and ∆ml and
the wave function changes of the filled levels are equally
important to the self-energy and thereby the LLs. Among
these levels, the largest change is the level EK↑(0). The
analysis here is also valid for other fillings. In short, when
a level is filled with doping, the level not only shifts it-
self, but also influences other levels through the Coulomb
interactions.
With further doping, the only empty level in valley K ′
for spin-down of n = 0 will be filled, giving rise to the
state of ν = 2.
In the state of ν = 2, the orderings vanish ρl = ml = 0
and the self-energy satisfies the symmetry σ1Σ
vs(n)σ1 =
Σv¯s(n) with v¯ = −v and becomes independent of s.
Therefore, the state of ν = 2 is a high symmetry state
with degeneracy 4. We again go back to a similar ques-
tion as mentioned above, with further doping electrons,
should the four empty levels of n = 1 all be filled or can
there exist a state in which only one of them is filled?
The answer is the four levels can be sequentially filled
one by one. Although they are degenerated at ν = 2, the
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FIG. 5. (color online) Spin and charge ordering parameters
as functions of filling number ν. Here, ρ ≡ ρa = −ρb, and
n0 =
√
3B/8pi is the doped electrons per level per atom.
filled levels are lower than the empty levels which can be
seen from Fig. 4. For ν > 2, since the Coulomb interac-
tions are screened, the orderings are weak. For ν = 3 and
5, since more levels are occupied with the spin-up elec-
trons, we get the ferromagnetic states with unequal mag-
nitudes of spin orderings in the two sublattices as shown
in Fig. 5. Corresponding to the imbalanced occupation
in the two valleys and thereby in the two sublattices, the
charge ordering is finite at ν = 3 and 5. At ν = 4 where
the levels for the spin-up electron in valley K and the
spin-down electron in valley K ′ are filled, the symmetry
σ1Σ
vs(n)σ1 = Σ
v¯s¯(n) leads to a degeneracy 2. Because
the numbers of electrons occupied in the two sublattice
are equal, the charge ordering vanishes. But the spins
in the two sublattices are not balanced; the system is in
the antiferromagnetic state. At ν = 6, all of the upper
four levels of n = 1 are filled and we again reach a high
symmetric state with ρ = ml = 0 as in ν = 2.
At higher filling numbers ν > 6, the level filling pro-
cesses are similar as that from ν = 2 to 6. But the gap
between the highest filled level and the lowest empty level
of an index n decreases with n because the Coulomb cou-
pling is less important at high n. Therefore, above certain
large ν, the step ∆ν = 4 in the Hall conductivity will be
observed.
We have checked that all the orderings vanish at zero
magnetic field at the CNP. The reason is that the density
of states of the Dirac fermions vanishes at the zero energy.
The spin ordering at finite B at ν = 0 occurs just because
of the feature of the n = 0 Landau state. This original
spin ordering has an effect on the symmetry breaking at
subsequent fillings. In this sense, the spin and charge
orderings are catalyzed by the external magnetic field.
This result is consistent with the existing theories [14–
23].
The physics of sequentially filling a degenerated level
is consistent with some of the existing works [11, 23].
It should be indicated that a constant term reflecting
the gate voltage should be included within the square
brackets in Eq. (7) for determining the absolute values
of the levels. This term is given by e2n0ν/Cǫ0 where −e
is the charge of an electron, n0 =
√
3B/8π is the number
of doped electrons per atom per level, and C is the charge
capacity per atom. The magnitude of C is dependent on
the real system and is smaller than (or the same order)
2×10−5e/V of the system the graphene placed on a SiO2
substrate [1]. This term increases with ν much stronger
than the decreasing of the levels shown in Fig. 4. As a
result, the absolute values of the levels increase with the
electron doping.
We have neglected the Zeeman splitting. At B = 0.5
T, the splitting µBB/ǫ0 = 1.1 × 10−5 is much less than
the smallest gap ∼ 5× 10−4ǫ0 (= 1.3 meV) appearing at
ν = 5 shown in Fig. 4.
Since the system satisfies the particle-hole symmetry
[29], the above results for the electron doping can be
converted to the case of hole doping.
IV. CONCLUSION
In conclusion, we have investigated the IQHE of elec-
trons in graphene by the MFT taking into account the
Coulomb couplings between all the Landau levels. At the
fillings ν = 4n+2, there are no spin and charge orderings
and the Landau levels are four-fold degenerated because
of the invariance of the system under the exchanges of
spin and valley. We have shown that the lowest degen-
erated empty levels can be sequentially filled one by one
with the filled levels lower than the empty levels. This
filling process can exist because with doping the inter-
electronic interactions give rise to the spin and valley
dependent self-energy and the symmetry is broken. This
filling process results in a step of ∆ν = 1 in the quantized
Hall conductivity.
We have developed a highly efficient method for deal-
ing with a huge number of Coulomb couplings between
all the Landau levels. With this method, we are able
to study the QHS of interacting Dirac fermions at weak
magnetic field.
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Appendix A: Hartree-Fock approximation
By the MFT, the interactions in Eq. (1) are approxi-
mated by the Hartree-Fock factorization. The direct part
6under the Hartree factorization reads
Hdir =
∑
ljs
(−sUml + vcρl)c†ljscljs, (A1)
where the sum runs over the sublattices l and the sites j
of sublattice l and spin s, s = 1(−1) for spin up (down),
and vc is given by
vc = U/2− v(r0) +
∑
~r 6=0
[v(r) − v(|~r + ~r0|)], (A2)
with ~r0 the vector from atom a to atom b in the unit cell
and the ~r-sum runs over the sites of sublattice a. For
U/ǫ0 = 2.5, vc/ǫ0 = 0.173 is obtained.
For the Fock term, the interactions between electrons
include the screening effect due to the charge-density fluc-
tuations [27]. The exchange part under the Fock factor-
ization is given by
Hxc =
1
2
∑
li6=l′j,s
vscli,l′j〈[clis, c†l′js]〉c†liscl′js, (A3)
where vscli,l′j is the screened interaction between electrons
on sites i of sublattice l and j of sublattice l′. Since the
low-energy states of electrons close to the Dirac points
are under consideration, the electron operator cljs can
be expanded as
cljs = cljKs exp(i ~K · ~rlj) + cljK′s exp(−i ~K · ~rlj) (A4)
where ~K = − ~K ′ = (4π/3, 0), ~rjl is the position vector
of lattice point j on sublattice l, exp(±i ~K · ~rlj) is the
rapid phase factor, and cljK(K′)s is an operator slowly
varying with the position. To rewrite Eq. (A3) in terms
of these new operators with valley index, by noting that
the average of two operators of different valleys vanishes,
we obtain
Hxc =
1
2
∑
li6=l′jvs
vscli,l′j{〈[clivs, c†l′jvs]〉
+〈[cliv¯s, c†l′jv¯s]〉 exp[−i2 ~Kv · (~rli − ~rl′j)]}c†livscl′jvs
≈ 1
2
∑
lil′j,vs
{vscli,l′j〈[clivs, c†l′jvs]〉|li6=l′j
+ vvJll′ 〈[cliv¯s, c†l′jv¯s]〉δij}c†livscl′jvs (A5)
where v¯ = K¯(K¯ ′) = -K(K), ~KKvecKK′) = ~K(− ~K), the
use of the property of c†ljvs slowly varying with position
has been made in obtaining the last line, and vvJll′ is given
by
vvJll′ =
∑
j
vscli,l′j exp[−i2 ~Kv · (~rli − ~rl′j)]|li6=l′j .
The last term in Eq. (A5) contributes to the current
ordering [20, 30] and gives rise to slight renormalization
of the interactions U and vc. Since v
vJ
ll′ ’s are short-range
interactions, as argued in the Introduction, they are less
important than the long-range Coulomb interactions in
the present case. Here we neglect the contribution from
the last term in Eq. (A5) for simplifying the equations.
When going to the continuous space, we take the fol-
lowing replacement ∑
j
→ 1
s0
∫
d~r
cljvs → √s0clvs(r)
where s0 =
√
3/2 is the area of the unit cell. Define the
two component operator
Cvs(r) =
[
cavs(r)
cbvs(r)
]
, (A6)
and the 2×2 matrix Σvs(r, r′) with the element given by
Σvsll′ (r, r
′) = (vcρl − sUml)δll′δ(~r − ~r′)
+vsc(|~r − ~r′|)〈[clvs(r), c†l′vs(r′)]〉/2.(A7)
We then get the MFT Hamiltonian in real space as
H =
∑
vs
[
∫
d~rC†vs(r)hv(~p)Cvs(r)
+
∫
d~r
∫
d~r′C†vs(r)Σ
vs(r, r′)Cvs(r
′)], (A8)
the same as given by Eq. (2).
Under a magnetic field B perpendicular to the
graphene plane, we work in the Landau level picture.
With the wavefunction defined in Eq. (4), we have
hv(~p+ ~A)φ
v
nk(r) = φ
v
nk(r)
√
2Bnσ1, (A9)
and [31]∫ ∞
−∞
dx exp(iqxx)φn(x+ k/B)φn′(x+ k
′/B)
=
√
n2!
n1!
exp(−ξ/2)ξm/2Lmn2(ξ) exp(iα)
where ξ = q2/2B, n1 = max(n, n
′), n2 = min(n, n
′),m =
n1−n2, Lmn2(ξ) is the Laguerre polynomial, and α = (n′−
n)(θ − π/2)− qx(k + k′)/2B with θ the angle between ~q
and the x-axis. With these results, we get the formula
for the MFT Hamiltonian in the LL picture as
H =
∑
λnkvs
ψvs†λ (n)[
√
2Bnσ1 +Σ
vs(n)]ψvsλ (n)aˆ
vs†
λnk aˆ
vs
λnk
with the self-energy matrix Σvs(n) given by Eq. (5).
Appendix B: Interaction matrix
Here we discuss how to calculate the elements of in-
teraction matrix vK(n, n′). The calculation algorithm is
given for two cases of ν = 0 and ν 6= 0.
7(A) ν = 0. In this case, vsc(q) = v(q) = 2πe2/q −
2πe2/
√
q2 + q20 . The integral in Eq. (6) with the part
2πe2/q in vsc(q) can be obtained analytically [23] by us-
ing the formula 2.19.14.15 of Ref. 32,
1
π
∫ ∞
0
dx exp(−x)xm−1/2Lmj (x)Lmj′ (x)
=
min(j,j′)∑
k=0
(−1)j+j′Γ(1/2 + k +m)
k!(j − k)!(j′ − k)!Γ(1/2 + k − j)Γ(1/2 + k − j′) ,
where j and j′ are integers. For the second part
2πe2/
√
q2 + q20 ≡ vs(q) (which is a short-range poten-
tial), there is no analytical formula available for the in-
tegral. Denote the corresponding matrix as w(n, n′) in
the Landau picture [defined similarly by Eq. (6)]. In
the large min(n, n′) or large |n − n′| limit, we have the
semiclassical formula
wll(n, n
′)→ B
2π
∫ π
0
dθ
π
vs(|~knl − ~kn′l|), l = 1, 2,
w12(n, n
′)→ B
2π
∫ π
0
dθ
π
vs(|~kn2 − ~kn′2|) cos θ,
where kn1 =
√
2B(n− 1), kn2 =
√
2Bn, and θ is the
angle between ~knl and ~kn′l. The azimuthal integrals in
the above formula mean the angle average of the inter-
action of two electrons with momenta knl and kn′l. The
factor B/2π comes from the degeneracy of the state of
momentum kn′l.
(B) ν 6= 0. In this case, since δ = s0Bν/4π and
qTF 6= 0, vsc(q) is a short-range potential. For large
min(n, n′) or large |n − n′|, we can use the above semi-
classical approximation for vK(n, n′).
For min(n, n′) > 50 or |n− n′| > 50, the semi-classical
approximation gives very accurate results with relative
errors as the order of 10−3 or less.
Appendix C: high efficient approximation of series
sum
The self-energy Σvsll′ (n) expressed in Eq. (5) is calcu-
lated by the sum over n′. The sum needs to be performed
again and again for all n. At low magnetic field, the cutoff
of n′ is very large. Meanwhile, one needs a large mem-
ory volume for storing the matrix function vv(n, n′). To
resolve the numerical difficulty, here we present a highly
efficient scheme.
1. Approximate calculation of a sum
First, we consider the following sum
S =
nb∑
n=na
f(n). (C1)
where na and nb are two integers for the lower and upper
bounds of the sum. We suppose f(x) as a function of
the continuum variable x is at least piecewise continuous
and smooth. Then, we take parabolic approximation for
f(x) in small subintervals where the function is smooth.
With the approximation, the summation can be carried
out analytically.
Suppose the function f(x) is smooth in the interval
[n1, n3], we approximate it as
f(x) ≈ f(n1) + c1(x− n1) + c2(x− n1)2,
where c1 and c2 are two constants. These constants can
be determined with the knowledge of the function values
f(n2) and f(n3) at two other points n2 and n3 with n1 <
n2 < n3,
c1 =
n3 − n1
n3 − n2
f(n2)− f(n1)
n2 − n1 −
n2 − n1
n3 − n2
f(n3)− f(n1)
n3 − n1 ,
c2 =
f(n3)− f(n1)
(n3 − n1)(n3 − n2) −
f(n2)− f(n1)
(n2 − n1)(n3 − n2) . (C2)
At the integer number n, we have
f(n) ≈ f(n1) + c1(n− n1) + c2(n− n1)2. (C3)
We hereafter suppose the three numbers n1, n2, and n3
all are integers. Equation (C3) is exact when n equals
any one of these three integers.
We now consider the following sum over the small in-
terval [n1, n3 − 1],
F (n1, n3) =
n3−1∑
n=n1
f(n). (C4)
Using the expressions (C3) and (C2), and
n∑
k=1
k = n(n+ 1)/2, (C5)
n∑
k=1
k2 = n(n+ 1)(2n+ 1)/6, (C6)
we get
F (n1, n3) ≈ w1(n1, n2, n3)f(n1) + w2(n1, n2, n3)f(n2)
+w3(n1, n2, n3)f(n3)
where the weight functions w1,2,3(n1, n2, n3) are given by
w1(n1, n2, n3) =
n3 − n1 + 1
6(n2 − n1) (3n2 − 2n1 − n3 + 1),
w2(n1, n2, n3) =
(n3 − n1)[(n3 − n1)2 − 1]
6(n2 − n1)(n3 − n2) ,
w3(n1, n2, n3) =
n3 − n1 − 1
6(n3 − n2) (n1 − 3n2 + 2n3 − 1).
We now go back to the sum defined by Eq. (C1). By
selecting a sequence of an odd number of integers, na =
8n1 < n2 < · · · < n2m+1 = nb, we apply the above rule
and get
S =
m∑
ℓ=1
F (n2ℓ−1, n2ℓ+1) + f(nb)
=
2m+1∑
j=1
Wjf(nj) (C7)
with
W1 = w1(n1, n2, n3),
W2ℓ−1 = w1(n2ℓ−1, n2ℓ, n2ℓ+1)
+ w3(n2ℓ−3, n2ℓ−2, n2ℓ−1),
ℓ = 2, 3, . . . ,m,
W2ℓ = w2(n2ℓ−1, n2ℓ, n2ℓ+1), ℓ = 1, 3, . . . ,m,
W2m+1 = w3(n2m−1, n2m, n2m+1) + 1,
In the present scheme, the selected integers are in as-
cending order, but not required to necessarily be equi-
spaced. The choice of the properly distributed integers
depends on the behavior of the function under sum.
To test the accuracy and the efficacy of the scheme,
we compare the numerical computations and the exact
results for two examples below.
Example 1. We consider the sum of the typical series
ζ(p) =
∞∑
n=1
1
np
, (C8)
which is known as the Riemann zeta function. By numer-
ical summation, ζ(p) is calculated by summing the terms
up to a cutoff Nc. The error due to the dropped terms is
about O(N1−pc ). To suppress this error less than a small
quantity δ, we must have Nc ∼ δ1/(1−p). For δ = 10−4
and p = 1.5, one needs to sum Nc = 10
8 terms. Here, we
select M = 151 integers nj as
nj =
{
[qj−1], if [qj−1] > j
j, otherwise
(C9)
where q = 1.15 and the square brackets mean the integer
part of the number. Using the above numerical scheme,
the sum is calculated by
S =
M∑
j=1
Wj/n
p
j . (C10)
The numerical results of this sum and the precise val-
ues of ζ(p) for various p are listed in Table I. The error
∆ = S − ζ(p), stemming partly from the present scheme
and partly from neglecting the terms n > Nc, seems satis-
factorily small. Since the convergence of the sum is worse
for smaller p, larger cutoff is needed for a high accuracy
result. In the calculation, since the cutoff [qM−1] is the
same for all parameters, the error is therefore larger for
smaller p.
TABLE I. Numerical sum S compared with the Riemann
function ζ(p) for various p. The quantity ∆ = S − ζ(p) rep-
resents the numerical error.
p ζ(p) S ∆
1.4 3.1055 3.1048 -0.0007
1.5 2.6124 2.6122 -0.0002
1.6 2.2858 2.2857 -0.0001
1.8 1.8822 1.8822 0.0000
2 1.6449 1.6449 0.0000
We define the efficacy c as the ratio between the to-
tal number of terms to be summed in question and the
actual number of terms in the approximate calculation.
For the infinite series, the total number of terms is the
cutoff number determined by the error tolerance δ from
the dropped terms. Since the cutoff is [qM−1] in this
calculation, the efficacy is
c = [qM−1]/M ≈ 8.4× 106. (C11)
Example 2. We numerically calculate the function
F (x) defined as,
F (x) =
∞∑
n=1
2x
(nπ)2 + x2
. (C12)
By setting the cutoff for the summation as Nc =
max(105, 105x/π), the error stemming from the dropped
terms of n > Nc is about 2x/Ncπ
2. For selecting the
integers over which the sum is carried out, we note that
f(n) is flat for n≪ x/π. We therefore choose m0 equis-
paced integers in the range [1, N0] with N0 = [4x/π] + 1.
The total number of the summation is given asM = 151.
The integer m0 is set as m0 = [4M/5] for N0 > [4M/5]
or m0 = N0 for N0 ≤ [4M/5]. The M −m0 integers in
the interval (N0, Nc) are chosen as
nj =
{
nj−1 + 1, for j = m0 + 1, · · · , j0 − 1
[qnj−1], for j = j0, · · · ,M
(C13)
where q = (Nc/N0)
1/(M−m0) and j0 is the minimum in-
teger that [qnj0−1] > nj0−1. Thus, we have determined
all the integers for the summation. With the selected
integers, the weights can be calculated accordingly. By
using the present sum method, we numerically calculate
the function F (x). The result for F (x) is shown as the
symbols in Fig. 6 and compared with the exact function
(solid line) given by
F (x) = tanh−1 x− x−1.
As seen from Fig. 6, the numerical results are surpris-
ingly good.
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FIG. 6. (color online) Numerical results (symbols) for the
function F (x) compared with the exact formula (solid line).
2. Calculation of the exchange self-energy
We now apply the above numerical method to calculate
the exchange self-energy in Eq. (5). For brevity, here we
express the sum simply as
Σxc(n) = −
∑
n′
v(n, n′)g(n′). (C14)
The factor g(n) corresponding to the distribution func-
tion is smooth except at the Fermi level. For describing
Σxc(n) and g(n), we choose M = 75 points as
nj =
{
[qj−1], if [qj−1] > j
j − 1, otherwise (C15)
where q = N
1/(M−1)
c and Nc is the index of the largest
Landau levels. The small nj ’s are actually adjacent inte-
gers (AIs). By taking M = 75 in the present calculation,
for the magnetic field B = 0.5 T, the AIs range from
0 to 26. The Fermi-level index ≤ 3 falls well into this
range. In general, the AI range should be wide enough
ensuring that there should be at least four AIs above the
Fermi-level index nF . Since the scheme presented in the
previous section [or a quadratic polynomial interpolation
that is used in the sum scheme and for interpolation of
g(n′) again] assumes the function is local smooth, by so
choosing the integers, the sum near the discontinuous
point of g(n) runs automatically over the AIs instead of
using the approximation.
On the other hand, as seen from Fig. 2 in the main
text, the interaction v(n, n′) is not smooth at n′ = n.
Three cases need to be considered as follows. (i) When
n is very small so it falls deep (close to 0) into the range
of AIs, the sum in Eq. (C14) can be performed using
the above method with the points selected by Eq. (C15)
for n′. (ii) But, when n goes out or from below close to
the upper bound of the AI range, we need to choose a
different set of n′. The selected numbers n′ should be
densely distributed close to 0 and around n making sure
that besides an AI range [0, nF + k1] with k1 ≥ 4 [for en-
closing the discontinuous point of g(n′)] there is another
AI range [n − k2, n + k3] with k2 and k3 ≥ 3 [enclos-
ing the spike of v(n, n′)]. (iii) For n = Nc, the second
AI range is [Nc − k2, Nc]. The reason for doing these
has been stated above since the present sum scheme or a
quadratic polynomial interpolation requires the function
to be local smooth. Therefore, the selection of n′ and
thereby the weight for the sum depend on the point n.
In the present calculation, the total number of points n′
for each n is the same M = 75. The values of g at the
selected points n′ in the sum in Eq. (C14) for a given n
are obtained by interpolation from that at those selected
points n.
Shown in Fig. 3 of Sec. III are the self-energy ΣK↑ll′ (n)’s
at B = 0.5 T and ν = 0. These functions vary smoothly
with n. This fact shows that our selection of the integer
points is reasonable and the calculation is reliable.
Appendix D: Quantum Hall conductivity
The quantum Hall conductivity can be derived from
the Kubo formalism. For simplicity, here we give a semi-
classical derivation. By the classical theory, under a mag-
netic field B in the z direction, an electron moving in the
y direction with velocity v feels a Lorentz force along the
−x direction
Fx = −vB (D1)
in units of e = c = h¯ = 1. To maintain the electron
moving along the y direction, we need to apply an electric
field Ex in the −x direction
Ex = −vB ≡ BJy/ρe ≡ Jy/σyx, (D2)
where Jy = −ρev is the current density with ρe as the
electron density, and the Hall conductivity σyx is so de-
fined as
σyx = ρe/B. (D3)
For electrons in graphene under a magnetic field, the
(doped) electron density is calculated as (using the same
notations as in Sec. II)
ρe =
1
s0
∑
l
(〈nl〉 − 1)
=
1
2s0
∑
ls
〈[c†lscls − clsc†ls]〉
=
∑
svknλ
[fvsλ (n)− 1/2]ψvs†λ φv†nk(r)φvnk(r)ψvsλ ,
where the l-sum runs over the two sublattice indexes,
and nl is the electron number on site l in the unit cell.
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By the Landau gauge, the oscillator center is given as
xc = −k/B. With the help of relation dk = Bdxc, after
performing the k sum, we obtain
ρe =
B
2π
∑
svnλ
[fvsλ (n)− 1/2]ψvs†λ ψvsλ
=
B
2π
∑
svnλ
[fvsλ (n)− 1/2].
Therefore, the Hall conductivity is given by
σyx =
1
2π
∑
svnλ
[fvsλ (n)− 1/2] (in unit e2/h¯)
=
∑
svnλ
[fvsλ (n)− 1/2] (in unit e2/h)
≡ νe2/h
At CNP and at zero temperature, all the levels below
(above) zero energy are fully filled (empty) while half of
the zero levels are filled, which gives ν = 0.
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