When there are several experts in a specific domain, each may believe in a different Bayesian network (BN) representation of the domain. In order to avoid having to work with several BNs, it is desirable to aggregate them into a single BN. One way of finding the aggregated BN is to start by finding the structure, and then find the parameters. In this paper, we focus on the second step, assuming that the structure has been found by some previous method.
Introduction
Bayesian networks (BNs) are a popular graphical formalism for representing probability distributions. A BN consists of structure and parameters. The structure, a directed and acyclic graph (DAG), induces a set of independencies that the represented probability distribution satisfies. The parameters specify the conditional probability distribution of each node given its parents in the structure. The BN represents the probability distribution that results from the product of these conditional probability distributions. Typically, a single expert (or learning algorithm such as [1] [2] [3] ) is consulted to construct a BN of the domain at hand. Therefore, there is a risk that a BN constructed in this way is not as accurate as it could be, e.g., if the expert has a bias or overlooks certain details. One way to minimize this risk is to obtain multiple BNs of the domain from multiple experts and combine them into a single BN. This approach has received significant attention in the literature [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] .
The most relevant of these references is probably [9] , because it shows that even if the experts agree on the BN structure, no method for combining the experts' BNs produces a consensus BN that respects some reasonable assumptions and whose structure is the agreed BN structure. Unfortunately, this problem is often overlooked. To avoid it, we proposed combining the experts' BNs in two steps [12, 4, 11] , by first, finding the consensus BN structure and then finding the consensus parameters for the consensus BN structure.
The consensus Bayesian network structure can be obtained by any existing method. In particular, we recommend [12, 8, 11] , because these methods discard the BN parameters provided by the experts and only combine the BN structures provided by the experts, which makes it possible to avoid the problem pointed out by Pennock and Wellman [9] . Even if the experts agree on the BN structure, no method for combining the experts' BNs (structures + parameters) produces a consensus BN that respects some reasonable assumptions and whose structure is the agreed BN structure. Hereafter, we assume that the experts have adopted the consensus structure and thus they differ only in the parameters. In this paper, the second step of the BN combination strategy is studied. Specifically, we introduce a new way of pooling the experts' parameters into one aggregated set of parameters.
In this study, we assume the existence of a ground truth and that experts represent deviations from the ground truth. It seems that this may be a reasonable assumption in many domains such as medicine, where a physical mechanism or system is being modeled. The experts may still disagree due to, for instance, personal beliefs or experiences. However, we do not claim that the assumption of a ground truth is valid in every domain. For instance, if the experts are sport experts that are consulted about the results of the next season, then the idea of the existence of a ground truth is open to discussion, to say the least.
Two commonly used methods for aggregating the BN parameters are linear opinion pool (LinOP) [15] and logarithmic opinion pool (LogOP) [16] , which obtain the weighted arithmetic and geometric means respectively. Both methods suffer from two main problems. First, they are slow, since they have to compute the probability of each state of the world and there are exponentially many states. Second, they can be misled by outliers, i.e., non-experts, especially when there is a ground truth and experts believe in a deviation from this truth. One possible solution to the first problem is to do family aggregation, i.e., locally combine the opinions of the experts for each conditional probability distribution [4] . However, this solution still suffers from the second problem. In this paper, we try to address these problems by introducing a novel and smart family aggregation called DemocraticOP.
The main idea of DemocraticOP is to start by clustering the experts' parameters, and then obtain the aggregated parameter by combining the parameters of those experts who are located in the largest cluster. The underlying logic is to respect the majority, i.e., experts in the largest cluster, and disregard others as they are outliers and would distort the result. Moreover, DemocraticOP is fast because it does not need to compute the probability of each state of the world.
We have implemented DemocraticOP and compared it to two previously well studied methods, LinOP and LogOP, in several BNs with different numbers of variables and parameters, and various numbers of experts as well. It shows superior performance in KL divergence, average of the absolute value of difference between true probability distribution and the one corresponding to the aggregated parameters, and particularly in running time.
The rest of this paper is organized as follows. First the preliminaries are discussed in Section 2. Related works in this area are described in Section 3. We introduce DemocraticOP, its time complexity and the properties it satisfies in Section 4. Section 5 includes the experimental results of implementing three aggregation functions DemocraticOP, LinOP and LogOP, and a comparison of the results with respect to different criteria. Finally, we conclude in Section 6.
Preliminaries
In this section, the notation used in this paper is introduced. Note that p 0 is the aggregated parameter and the function f which aggregates the experts' parameters is called the opinion pool: (p 1 , . . . , p n ).
Previous work
In this section, we explain the background of the various opinion pools and their problems. When combining the parameters of different experts, experts may agree or disagree on the parameters. Experts may all be knowledgeable in the
