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ABSTRACT
Mathematical Problems of Thermoacoustic Tomography. (August 2010)
Linh Viet Nguyen, B.S., National University of Vietnam at Ho Chi Minh City;
M.S., The University of Texas at San Antonio
Chair of Advisory Committee: Dr. Peter Kuchment
Thermoacoustic tomography (TAT) is a newly emerging modality in biomedical
imaging. It combines the good contrast of electromagnetic and good resolution of
ultrasound imaging. The mathematical model of TAT is the observability problem
for the wave equation: one observes the data on a hyper-surface and reconstructs the
initial perturbation. In this dissertation, we consider several mathematical problems
of TAT. The first problem is the inversion formulas. We provide a family of closed
form inversion formulas to reconstruct the initial perturbation from the observed
data. The second problem is the range description. We present the range description
of the spherical mean Radon transform, which is an important transform in TAT. The
next problem is the stability analysis for TAT. We prove that the reconstruction of
the initial perturbation from observed data is not Ho¨lder stable if some observability
condition is violated. The last problem is the speed determination. The question
is whether the observed data uniquely determines the ultrasound speed and initial
perturbation. We provide some initial results on this issue. They include the unique
determination of the unknown constant speed, a weak local uniqueness, a character-
ization of the non-uniqueness, and a characterization of the kernel of the linearized
operator.
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1CHAPTER I
INTRODUCTION
Mathematical foundation of tomography appeared long before the invention of the
X-ray CT scanner in the 1960s by Godfrey Hounsfield and Allan McLeod Cormack,
who received the 1979 Nobel Prize in Medicine. In 1917, motivated purely by math-
ematical interest, Radon investigated an integral transform which was later named
after him. The transform sends a function on the plane to its integrals on the set of
all lines. Radon was able to invert such a transform (see [51]). This has become the
mathematical foundation of biomedical imaging. It also triggered the development of
the new area integral geometry, later championed by I. Gelfand’s school, F. John, S.
Helgason, and others (e.g., [28, 24, 34]).
After the X-ray CT scanner, many other imaging modalities have been invented:
Single Photon Emission Computed Tomography (SPECT), Photon Emission Tomog-
raphy (PET), Magnetic Resonance Imaging (MRI), Electrical Impedance Tomogra-
phy (EIT), Optical, Ultrasound, and Microwave Tomographies, among others. Along
with these inventions, various related mathematical issues have been considered, such
as uniqueness, inversion procedures, characterization of the perfect data, stability
analysis, and regularization. These are the main issues addressed in the area inverse
problems, which involves different branches of mathematics: analysis, geometry, and
even combinatorics. This also determines the list of topics and mathematical tools
presented in this dissertation.
Two main features of an imaging modality are its resolution and contrast. Reso-
lution shows how well the method captures small details. Contrast is the amplitude of
This dissertation follows the style of Inverse Problems.
2variation of the tissue’s response to the radiation. Many imaging methods suffer from
either bad resolution or bad contrast. For example, ultrasound tomography provides
good resolution, but poor contrast in imaging soft biological tissues. On the other
hand, the situation with the microwave tomography is just the opposite. The idea
of combining different signals in a single imaging method to overcome such shortfalls
has been recently proposed. Thermoacoustic tomography (TAT) is one realization of
such an idea [35, 46, 47, 61, 66].
In TAT, a biological object is irradiated by a brief electromagnetic (EM) pulse
in visible light or radiofrequency range. A fraction of the EM energy is absorbed by
the tissues. Since EM absorption is much higher in tumors, knowing the distribution
a(x) of the absorbed energy would provide valuable diagnostic information. The
energy absorption causes thermoelastic expansion in the tissues and thus a pressure
(ultrasound) wave u(x, t) propagating through the body. The ultrasound is then
measured on an observation surface S surrounding the object (see Fig. 1). The
initial pressure f(x) = u(x, 0) is roughly proportional to a(x). One now concentrates
on the recovery of f(x) from the measured data g := u|S×[0,∞).
The standard mathematical model of TAT is (e.g., [12, 58, 64]):
utt(x, t)− c2(x)△ u(x, t) = 0, x ∈ IRn, t ≥ 0,
u(x, 0) = f(x), ut(x, 0) = 0,
u(y, t) = g(y, t), for y ∈ S, t ≥ 0.
(1.1)
Here, c(x) is the ultrasound speed, g(x, t) is the measured data, and f is the function
to be reconstructed.
While in TAT electromagnetic waves of radio frequency range are used to trigger
the ultrasound signal, in the so called photo- (or opto-) acoustic tomography (PAT)
[35, 46, 47, 61, 62], the frequency lies in the visual or near infra-red ranges. For
3S- observation surface
Fig. 1. Setup of TAT.
the mathematical purpose of this dissertation, there is no distinction between these
methods, so we will refer to TAT only, while the results apply to PAT as well.
Mathematical problems of TAT have been intensively investigated (see reviews
in [3, 23, 22, 36]). In the rest of this chapter, we briefly described the topics presented
in the dissertation.
A. TAT in acoustically homogeneous medium and spherical Radon transform
Let us denote by R the spherical Radon 1 transform, which sends a function f(x) to
the function
R(f)(x, t) :=
∫
Sn−1
f(x+ tθ)tn−1dA(θ),
1Radon’s name appears here due to the similarity of this transform and the usual
Radon transform.
4where dA(θ) is the area measure on the unit sphere Sn−1 ⊂ IRn. If the ultrasound
speed c is constant, the standard Kirchhoff-Poisson solution formulas for the wave
equation (1.1) (see [11] or [15, p.77]) imply the representation:
u(x, t) = cn
( ∂
∂t
1
t
)n−1
2
Rf
 (x, ct), x ∈ IRn, t > 0 (1.2)
with a constant cn > 0, whose exact value will be specified when needed. The
measured data g is then related to the transform RS(f), which is the restriction of
R(f) to the set of spheres centered at S.
1. Inversion formulas
Due to the formula (1.2), the reconstruction of f from g is equivalent to inverting the
geometric integral operator RS. One might hope that the general theory of integral
geometry developed by Gelfand’s school [24] would provide some analytic formula for
the inversion. However, their so-called kappa operator technique does not seem to
work in TAT.
In TAT one often assumes that S is the unit sphere and f is supported inside
S. Under these assumptions, Finch et al. [20] obtained analytic formulas in odd
dimensions. Different formulas were then obtained by Finch et al [18], Xu and Wang
[65], and Kunyansky [38]. In Chapter II we present a family of inversion formulas,
which provides not only new formulas but also previously known ones.
52. Range description
LetM be the spherical mean operator which transforms function f to its mean values
on the spheres:
M(f)(x, t) := 1|S(x, t)|
∫
S(x,t)
f(y)dA(y) =
1
ωn
∫
Sn−1
f(x+ tθ)dA(θ).
Here, S(x, t) is the sphere centered at x with radius t, |S(x, t)| is its measure, and ωn
is the measure of the unit sphere Sn−1. LetMS be the restriction ofM to the set of
all spheres centered on S. Then MS and RS are related by
MS(f)(x, t) = 1
ωntn−1
R(f)(x, t).
Due to (1.2), the description of h =MS(f) provides characterization for the measured
data g, and it has been studied by many authors. The common assumptions are: S is
the unit sphere and f ∈ C∞0 (B), where B the unit ball enclosed by S. The complete
range description, obtained by M. Agranovsky, D. Finch, and Kuchment [2], includes:
1. Smoothness and support conditions: h ∈ C∞0 (S × [0, 2]).
2. Orthogonality conditions:
2∫
0
∫
S
h(x, t)∂νϕλ(x)t
n−1dσ(x)dt = 0,
for any pair of eigenvalue-eigenfunction (−λ2, ϕλ) of the Dirichlet Laplacian ∆D
on B, where ∂ν is the normal derivative on S.
In Chapter III we present a new proof of that description, by proving the extendibility
property of some solution for Darboux equation, which is also an interesting obser-
vation by itself.
6B. TAT with variable speed
There are no analytic formulas to represent the solution to the wave equation (1.1)
when the speed c is not constant. However, this does not prevent progress in mathe-
matics of TAT. Several numerical reconstruction methods have been investigated (see,
e.g., [31, 55, 30]). Also, some uniqueness and stability results have been obtained in
[55]. We will present in this dissertation some more results on this issue.
1. Stability analysis
Stability analysis for TAT has been considered in [20] for constant speed, and in
[55] for variable speed. The main tool of the stability analysis is the propagation of
singularities. The visibility condition requires all singularities of f propagate to the
observation surface S. If such condition is satisfied, it was proved that the recon-
struction is Lipschitz stable. In Chapter IV, we prove that the reconstruction is not
even Ho¨lder stable if the condition is violated.
2. Speed determination
Most of the recent work in TAT assumes that the ultrasound speed is known. However,
in applications, it is unknown. It is natural to ask the following question:
Problem B.1 Does the TAT data g (see (1.1)) uniquely determine c(x) and f(x)?
If not, to what extent it does?
We present in Chapter V our initial results in Problem B.1. Work on this topic is
still an ongoing project. We see some similarities between the Problem B.1 and well
known unresolved transmission eigenvalue and Pompeiu problems. Exploiting these
connections will be the a research direction after graduation.
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INVERSION FORMULAS 1
In this chapter, we present a family of closed form inversion formulas in thermoacous-
tic tomography in the case of a constant sound speed. The formulas are presented in
both time-domain and frequency-domain versions. As special cases, they imply most
of the previously known filtered backprojection type formulas.
A. Introduction to the problem and main results
It is known that soft biological tissues have low contrast with respect to ultrasound.
E.g., in breast the sound speed varies not more than 10%. One thus often assumes
in TAT that the ultrasound speed is constant. By choosing the proper units, the
equation (1.1) of TAT becomes:
utt(x, t)−△u(x, t) = 0, x ∈ IRn, t ≥ 0,
u(x, 0) = f(x), ut(x, 0) = 0,
u(y, t) = g(y, t), for y ∈ S, t ≥ 0.
(2.1)
To recover the image f(x) from data g, one needs to invert the operator T : f 7→ g.
Since T is known to be invertible from the left only, different inversion formulas exist.
In this chapter, we develop a family of explicit closed form inversion formulas in the
case when S is the unit sphere centered at the origin and f ∈ C∞0 (B). Here B is
the open unit ball enclosed by S, and C∞0 (B) is the set of all functions f ∈ C∞(IRn)
supported inside B.
We will also need to deal with some other operators closely related to T . Consider
1Reprinted with permission from ”A family of inversion formulas in thermoacoustic
tomography”, by V. Linh Nguyen, Inverse Problems and Imaging, 3(4):649–675, 2009.
Copyright c©AIMS 2009.
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the wave equation problem, which is only different from (2.1) in the initial conditions:
utt(x, t)−△u(x, t) = 0, x ∈ IRn, t ≥ 0,
u(x, 0) = 0, ut(x, 0) = f(x),
u(y, t) = g(y, t), for y ∈ S, t ≥ 0.
(2.2)
One can now define the operator P that maps function f into g: P(f) = g. Then P
is related to T as follows:
P(f)(y, t) =
t∫
0
T (f)(y, τ)dτ and T (f)(t) = ∂tP(f)(t).
We also introduce the spherical Radon transform RS with centers on S by
RS(f)(y, t) =
∫
Sn−1
f(y + tω)tn−1dσ(ω), for all (y, t) ∈ S × IR+.
Finally, MS is the spherical mean operator with centers on S:
MS(f)(y, t) = 1
ωn
∫
Sn−1
f(y + tω)dσ(ω), for all (y, t) ∈ S × IR+.
In these formulas, dσ(ω) is the standard surface measure on the unit sphere Sn−1 ⊂
IRn and ωn is the total measure of the sphere.
In various works cited below, different operators from this list were considered.
However, due to the known explicit connections between T and P, RS, andMS (e.g.,
[11, 34]), inversion formulas for these operators are closely related.
The first such formulas, in odd dimensions, were obtained by Finch, Patch and
Rakesh [20] using some trace identities for the wave operator. Xu and Wang [65]
derived a different formula for n = 3 by working in the frequency domain. A formula
for all dimensions, which coincides with that of [65] when n = 3, was presented by
Kunyansky [38]. Its derivation is based upon some symmetry relation for special
functions. By applying the same method as in [20], Finch, Haltmeier and Rakesh [18]
11
obtained inversion formulas for even dimensions, which involve the data measured for
an infinite time period. The authors of [18] also derived another type of inversion
formulas for even n, which uses only the data measured for a finite period of time
(which we will refer as “finite-time formulas for even dimensions”).
In spite of availability of several types of closed form inversion formulas, some
questions have remained unanswered. For instance, it was not clear, what is the
relation, if any, between formulas of [18, 20] and [38, 65], (which are known to be not
equivalent outside the range of the operator T which maps C∞0 (B) to C∞(S×[0,∞)).
The same applies to the two types of inversion formulas derived in [18] for even
dimensions.
The goal of this chapter is to obtain a unified family of closed form inversion
formulas, which would produce formulas of [18, 20, 38, 65] as particular cases.
We now formulate the main results. Consider the function
G(s, λ) =
i
4
(
λ
2πs
)n−2
2
H
(1)
n−2
2
(λs), (2.3)
where H
(1)
n−2
2
is the Hankel function of the first kind. The following facts are well
known (e.g.,[1]):
• Φ(x, y, λ) = G(|x− y|, λ) is the solution for the Helmholtz equation
∆U(y) + λ2U(y) = −δ(y − x), (2.4)
obtained by limiting absorption.
• For odd n and any s > 0, G(s, .) ∈ C∞(IR). For even n, G(s, .) ∈ C∞(IR \ {0})
with a logarithmic singularity at zero
12
• For fixed s > 0, G has the following asymptotic behavior:
G(s, λ) = O(|λ|n−32 ), as |λ| −→ ∞.
Let g(y, t) be the function in (2.1) that represents the TAT data. Since f ∈
C∞0 (B), using the Kirchhoff-Poisson solution formulas [15], we see that g ∈ C∞(S×IR)
and g vanishes to infinite order at t = 0. Moreover, if n is odd then g is compactly
supported. If n is even, it can be shown that (e.g., [60]):
∥∥∥∂kt g(., t)∥∥∥L∞(S) ≤ Cη(t)‖f‖L2(IRn), (2.5)
where η decays as fast as t−n−k as t→∞.
Let g0(y, t) be the even extension of g with respect to t and gˆ0 be its time Fourier
transform:
gˆ0(y, λ) =
1
2π
∫
IR
g0(y, t)e
iλtdt.
Due to the aforementioned properties of g, gˆ0 is continuous on S × IR and decays
faster than any powers of λ as |λ| → ∞.
Our family of inversion formula reads as follows 2:
Theorem A.1 Suppose that f ∈ C∞0 (B) and g = T (f). Then for any x ∈ B and
ξ ∈ IRn, the following equality holds
f(x) = −2
∫
S
 d
ds
∫
IR
G(s, λ)gˆ0(y, λ)dλ
∣∣∣∣∣∣
s=|x−y|
〈y − x, y − ξ〉
|x− y| dσ(y), (2.6)
where G is the complex conjugate of G.
One can rewrite this inversion formula without going to the frequency domain.
2The inner improper integral of (2.6) is convergent. Indeed, due to the aforemen-
tioned properties of G and gˆ0, the function G(s, λ)gˆ0(y, λ) decays faster than any
powers of λ as λ→ ±∞, and has at most the logarithmic singularity at λ = 0.
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Namely, we define a transform W of a function v ∈ C∞[0,∞) as follows (as long as
the expressions involved make sense)3:
W(v)(s) :=

cn
(
1
s
d
ds
)n−2
2
∞∫
s
v(t)√
t2−s2dt, if n is even,
cn
(
1
s
d
ds
)n−3
2
(
v(s)
s
)
, if n is odd.
(2.7)
Here
cn :=

(−1)n−22
(2pi)
n
2
, if n is even,
(−1)n−32
2(2pi)
n−1
2
, if n is odd.
(2.8)
One can now obtain another representation of the inner integral in (2.6) (see Lemma
C.1): ∫
IR
G(s, λ)gˆ0(y, λ)dλ =W(g)(y, s), (2.9)
where W(g)(y, s) :=W(gy)(s) with gy(t) := g(y, t). Then Theorem A.1 is equivalent
to
Theorem A.2 Suppose that f ∈ C∞0 (B) and g = T (f). Then for any x ∈ B and
ξ ∈ IRn, the following equality holds
f(x) = −2
∫
S
(
d
ds
W(g)(y, s)
)∣∣∣∣∣
s=|x−y|
〈y − x, y − ξ〉
|x− y| dσ(y). (2.10)
One can look at the inner integral in (2.6) in a different manner yet. Namely,
due to the relation between T and RS, it can be shown (see Lemma C.3) that
∫
IR
G(s, λ)gˆ0(y, λ)dλ =
2
π
∞∫
0
λR(s, λ)
∞∫
0
RS(f)(y, r)I(r, λ)drdλ, (2.11)
where R and I are the real and imaginary parts of G. Then Theorem A.1 implies
3As noted in Section G, W is a known transform that intertwines the second
derivative and the Bessel operator.
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Theorem A.3 Suppose that f ∈ C∞0 (B) and g = RS(f). Then for any x ∈ B and
ξ ∈ IRn, the following equality holds
f(x) = −4
π
∫
S
(
d
ds
Kn(y, s)
)
s=|x−y|
〈y − x, y − ξ〉
|x− y| dσ(y), (2.12)
where
Kn(y, s) =
∞∫
0
λR(s, λ)
∞∫
0
g(y, r)I(r, λ)drdλ.
The key ingredient in the proof of Theorem A.1 is the following identity, which
is equivalent to a range description of operator T (see Remark D.3):
Theorem A.4 Suppose that Ω is a ball, f ∈ C∞0 (Ω), and u solves (2.1). Let u0 be
the even extension of u with respect to t. Then for all x ∈ Ω we have
∫
∂Ω
∫
IR
G(|x− y|, λ)uˆ0(y, λ)dλdσ(y) = 0. (2.13)
This statement implies that adding to any inversion formula an expression
A
∫
S
∫
IR
G(|x− y|, λ)gˆ0(y, λ)dλdσ(y)
with an arbitrary linear operator A also produces an inversion formula (since the
added term vanishes on the range of the operator to be inverted). In particular, if
A is the operator of multiplication by an arbitrary function ϕ(x), one can add the
expression
ϕ(x)
∫
S
∫
IR
G(|x− y|, λ)gˆ0(y, λ)dλdσ(y).
to (2.10) and (2.12) to obtain the following inversion formulas (we use the identities
(2.9) and (2.11) again):
Corrolary A.5 Suppose that f ∈ C∞0 (B) and g = T (f). Let ϕ be an arbitrary
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function defined on B. Then for any x ∈ B and ξ ∈ IRn, the following equalities hold
f(x) = −4
π
∫
S
(
d
ds
Kn(y, s)
)
s=|x−y|
〈y − x, y − ξ〉
|x− y| dσ(y)
+ ϕ(x)
∫
S
Kn(y, |x− y|)dσ(y), (2.14)
f(x) = −2
∫
S
(
d
ds
W(g)(y, s)
)∣∣∣∣∣
s=|x−y|
〈y − x, y − ξ〉
|x− y| dσ(y)
+ ϕ(x)
∫
S
W(g)(y, |x− y|)dσ(y). (2.15)
Now, by suitable choices of ξ and ϕ in (2.14) and (2.15), one can recover the
inversion formulas known in the literature. If we let ξ = x, and ϕ = −2(n−2),−2(n−
1), or −2n in (2.15), we obtain correspondingly the formulas derived in [18, Theorem
1.5] and [20, Theorem 3]:
Proposition A.6 Let f ∈ C∞0 (B). Then for any x ∈ B:
f(x) = −2
(
P∗t∂2tPf
)
(x) (2.16)
f(x) = −2 (P∗∂tt∂tPf) (x) (2.17)
f(x) = −2
(
P∗∂2t tPf
)
(x) (2.18)
Here ∂t =
d
dt
is the derivative with respect to t, and P∗ is the L2−adjoint of P.
Choosing ξ = x and ϕ = 0 in (2.14), one gets a finite-time inversion formula for
even dimensions similar to the second one in [18, Theorem 1.3]:
Proposition A.7 Assume that n is even, f ∈ C∞0 (B), and g = MS(f). Then for
all x ∈ B, f(x) is equal to
(−1)n−22 ωn
(2π)n
∫
S
2∫
0
[
∂rr
(
∂r
1
r
)n−1
rn−1g
]
(y, r) ln
∣∣∣r2 − |x− y|2∣∣∣ drdσ(y),
where ωn is the surface area of the unit sphere S
n−1.
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In particular, when n = 2, we obtain the second formula in [18, Theorem 1.1]:
Corrolary A.8 Assume that n = 2, f ∈ C∞0 (B), and g = MS(f). Then for any
x ∈ B,
f(x) =
1
2π
∫
S
2∫
0
[∂rr∂rg] (y, r) ln
∣∣∣r2 − |x− y|2∣∣∣ drdσ(y). (2.19)
Finally, let
J(s) =
Jn−2
2
(s)
s
n−2
2
, N(s) =
Nn−2
2
(s)
s
n−2
2
,
where Jn−2
2
and Nn−2
2
are the Bessel and Neumann functions of order n−2
2
. Choosing
ξ = 0 and ϕ = 0 in (2.14), one arrives at:
Proposition A.9 Assume that f ∈ C∞0 (B) and g = RS(f). Then for any x ∈ B,
f(x) =
−1
2(2π)n−1
∇x ·
∫
S
n(y)kn(y, |x− y|)dσ(y). (2.20)
where n(y) is the outward normal of S at y, and
kn(y, s) =
∞∫
0
λ2n−3N(sλ)
2∫
0
g(y, r)J(rλ)drdλ.
This inversion formula is equivalent to the one obtained in [38]. Indeed, let
h(y, s) =
∞∫
0
λ2n−3N(sλ)
2∫
0
g(y, r)J(rλ)drdλ
−
∞∫
0
λ2n−3J(sλ)
2∫
0
g(y, r)N(rλ)drdλ.
It can be shown that h(y, s) = 2kn(y, s), and thus Proposition A.9 implies the follow-
ing result of [38]:
Proposition A.10 Assume that f ∈ C∞0 (B) and g = RS(f). Then for any x ∈ B,
f(x) =
−1
4(2π)n−1
∇x ·
∫
S
n(y)h(y, |x− y|)dσ(y). (2.21)
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Remark A.11 Formulas of [18, 20, 38, 65] do not reconstruct f(x) inside S correctly
if a part of support of f lies outside S. This feature is absent in other reconstruction
methods such as time reversal (the readers are referred to [3, 36] for these discussion).
It would be interesting to see whether formulas contained in Corollary A.5 are any
different in this regard.
The chapter is organized as follows. In Section B, we derive Theorem A.1 from
Theorem A.4. In Section C, we show that Theorem A.2 equivalent to Theorem
A.1 and Theorem A.3 is implied by Theorem A.1. Two proofs of Theorem A.4
are presented in Section D. In Section E, Propositions A.6, A.7, A.9 and A.10 are
derived from Corollary A.5 using the aforementioned choices of ξ and ϕ. Proofs of
some auxiliary results are given in Section F. Finally, some remarks are provided in
Section G.
B. Derivation of Theorem A.1 from Theorem A.4
Let u solve (2.1) and u0 be its even extension with respect to t. Then u0 solves the
wave equation on IRn × IR. Therefore,
λ2uˆ0(y, λ) + ∆uˆ0(y, λ) = 0. (2.22)
Due to (2.4) and (2.22), we have the Green’s identity:
uˆ0(x, λ) = −
∫
S
[
∂G(|x− y|, λ)
∂νy
uˆ0(y, λ)− ∂uˆ0(y, λ)
∂νy
G(|x− y|, λ)
]
dσ(y). (2.23)
Since f(x) = u0(x, 0), the Fourier inversion gives
f(x) =
∫
IR
uˆ0(x, λ)dλ.
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Due to (2.23), we get
f(x) = −
∫
S
∫
IR
∂G(|x− y|, λ)
∂νy
uˆ0(y, λ)dλdσ(y)
+
∫
S
∫
IR
∂uˆ0(y, λ)
∂νy
G(|x− y|, λ)dλdσ(y). (2.24)
Let S(0, r) be the sphere centered at the origin with radius r. For any function
H ∈ C1(IRn), by changing variables, we derive
d
dr
r−n+1 ∫
S(0,r)
H(y)dσ(y)

∣∣∣∣∣∣∣
r=1
=
d
dr
∫
S
H(ry)dσ(y)
∣∣∣∣∣∣
r=1
.
That is,
d
dr
r−n+1 ∫
S(0,r)
H(y)dσ(y)

∣∣∣∣∣∣∣
r=1
=
∫
S
∂H
∂νy
(y)dσ(y).
Applying this equality for
H(y) =
∫
IR
G(|y − x|, λ)uˆ0(y, λ)dλ,
we get
∫
S
∂
∂νy
∫
IR
G(|y − x|, λ)uˆ0(y, λ)dλdσ(y) =
d
dr
r−n+1 ∫
S(0,r)
∫
IR
G(|y − x|, λ)uˆ0(y, λ)dλdσ(y)

∣∣∣∣∣∣∣
r=1
.
Due to Theorem A.4, the right hand side is zero. Thus,
∫
S
∂
∂νy
∫
IR
G(|y − x|, λ)uˆ0(y, λ)dλdσ(y) = 0.
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Therefore,
∫
S
∫
IR
∂G(|y − x|, λ)
∂νy
uˆ0(y, λ)dλdσ(y)
= −
∫
S
∫
IR
G(|y − x|, λ)∂uˆ0
∂νy
(y, λ)dλdσ(y). (2.25)
Combining this and (2.24), we get
f(x) = −2
∫
S
∫
IR
∂G(|x− y|, λ)
∂νy
uˆ0(y, λ)
= −2
∫
S
∫
IR
Gs(|x− y|, λ)uˆ0(y, λ)〈y − x, y〉|x− y| . (2.26)
Here Gs(s, λ) is the derivative of G(s, λ) with respect to s.
Applying Theorem A.4 for Ω = B, we get
∫
S
∫
IR
G(|x− y|, λ)uˆ0(y, λ) = 0. (2.27)
Taking the derivative with respect to x of the above identity along the direction ξ,
we obtain
−2
∫
S
∫
IR
Gs(|x− y|, λ)uˆ0(y, λ)〈y − x, ξ〉|x− y| = 0.
Subtracting this equality from (2.26), we conclude that
f(x) = −2
∫
S
∫
IR
Gs(|x− y|, λ)uˆ0(y, λ)〈y − x, y − ξ〉|x− y| dλdσ(y)
= −2
∫
S
 d
ds
∫
IR
G(s, λ)gˆ0(y, λ)dλ
∣∣∣∣∣∣
s=|x−y|
〈y − x, y − ξ〉
|x− y| dσ(y).
Theorem A.1 is proved.
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C. Derivation of Theorems A.2 and A.3
We prove Theorem A.2 by showing that it is equivalent to Theorem A.1. Indeed, it
suffices to prove the following result:
Lemma C.1 Suppose that v ∈ L1(IR) ∩ C[0,∞) such that vˆ has proper decay at
infinity, say vˆ(λ) decays faster than any powers of λ as |λ| → ∞. Then for any
s > 0,
∫
IR
G(s, λ)vˆ(λ)dλ =W(v)(s). (2.28)
In order to prove this lemma, we need the following explicit formula for G:
Proposition C.2 Let cn be as in (2.8). For any s > 0, we have
G(s, λ) =

cn
(
1
s
d
ds
)n−2
2
(∞∫
s
eiλt√
t2−s2dt
)
, if n is even,
cn
[(
1
s
d
ds
)n−3
2 eiλs
s
]
, if n is odd.
(2.29)
This formula must be well known. For completeness, its proof is given in Section F.
Proof of Lemma C.1 The relation (2.29) means thatG(s, λ) =W(eiλt)(s). Keeping
this fact in mind, one sees that the following proof consists of just changing the order
of the operator W with the integral sign:
• For even n, due to the decay of vˆ and Proposition C.2, the following calculations
are valid:
∫
IR
G(s, λ)vˆ(λ)dλ = cn
∫
IR
(
1
s
d
ds
)n−2
2
 ∞∫
s
e−iλt√
t2 − s2dt
 vˆ(λ)dλ
= cn
(
1
s
d
ds
)n−2
2
∞∫
s
1√
t2 − s2
∫
IR
e−iλtvˆ(λ)dλ
 dt
= cn
(
1
s
d
ds
)n−2
2
∞∫
s
v(t)√
t2 − s2dt =W(v)(s).
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• For an odd n, due to Proposition C.2 and decay of vˆ,
∫
IR
G(s, λ)vˆ(λ)dλ = cn
∫
IR
(
1
s
d
ds
)n−3
2
(
e−isλ
s
)
vˆ(λ)dλ
= cn
(
1
s
d
ds
)n−3
2
∫
IR
e−isλ
s
vˆ(λ)dλ

= cn
(
1
s
d
ds
)n−3
2
(
v(s)
s
)
=W(v)(s).
The lemma is proved.
We now prove the following result, which shows that Theorem A.1 implies The-
orem A.3:
Lemma C.3 Let f ∈ C∞0 (IRn), g = T (f) and g0 be its even extension with respect
to t. Then
∫
IR
G(s, λ)gˆ0(y, λ)dλ =
2
π
∞∫
0
λR(s, λ)
∞∫
0
RS(f)(y, r)I(r, λ)dr.
We need the following auxiliary result:
Proposition C.4 Let f ∈ C∞0 (IRn) and g = T (f). Then
∞∫
0
g(y, r)eiλrdr = −iλ
∞∫
0
RS(f)(y, r)G(r, λ)dr.
Proof For the expository purpose, we provide here two proofs of this proposition.
1) Let u¯(x, λ) =
∞∫
0
u(x, s)eiλsds. Due to (2.1), u¯(., λ) is the solution for
∆U(x) + λ2U(x) = iλf(x),
obtained by limiting absorption. Due to (2.4), we obtain
u¯(y, λ) = −iλ
∫
IRn
f(x)G(|y − x|, λ)dx
22
= −iλ
∞∫
0
(RSf)(y, r)G(r, λ)dr.
This proves the proposition.
2) Consider the transform
B(v)(r) =

(−1)n−22 cn ddr
(
1
r
d
dr
)n−2
2
(
r∫
0
v(t)√
r2−t2dt
)
, if n is even,
(−1)n−32 cn ddr
(
1
r
d
dr
)n−3
2
(
v(r)
r
)
, if n is odd
Let g ∈ C∞(S × [0,∞)) , we also define B(g)(y, r) = B(gy)(r) where gy(r) =
g(y, r). Let g = T (f), we then have (e.g., [11, 15]) g = B(RSf). Therefore,
∞∫
0
g(y, r)eiλrdr =
∞∫
0
B(RSf)(y, r)eiλrdr.
Substituting the expression of B into the integral and integrating by parts, we
obtain
∞∫
0
g(y, r)eiλrdr = −iλ
∞∫
0
(RSf)(y, r)W(eλ)(r)dr,
where eλ(r) = e
iλr. Due to Proposition C.2, we have
∞∫
0
g(y, r)eiλrdr = −iλ
∞∫
0
(RSf)(y, r)G(r, λ)dr.
This completes the proof.
Proof of Lemma C.3 Due to (2.29), G(s,−λ) = G(s, λ). Since gˆ0 is even, we have
∫
IR
G(s, λ)gˆ0(y, λ)dλ = 2
∞∫
0
R(s, λ)gˆ0(y, λ)dλ. (2.30)
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Since g0 is the even extension of g with respect to t,
gˆ0(y, λ) =
1
2π
∫
IR
g0(y, t)e
iλtdt =
1
π
Re
∞∫
0
g(y, r)eiλrdr.
Due to Proposition C.4, we get
gˆ0(y, λ) =
1
π
Re
−iλ ∞∫
0
RS(f)(y, r)G(r, λ)dr

=
λ
π
∞∫
0
RS(f)(y, r)I(r, λ)dr.
From (2.30), we arrive at
∫
IR
G(s, λ)gˆ0(y, λ)dλ =
2
π
∞∫
0
λR(s, λ)
∞∫
0
RS(f)(y, r)I(r, λ)dr.
The proof is completed.
D. Proof of Theorem A.4
In this section, we present two proofs of Theorem A.4. One of them relies on some
results of [18, 20] and works in the time domain while the other one is self-contained
and works in the frequency domain. Without loss of generality, we can assume that
Ω = B, the open unit ball. We need to prove that if f ∈ C∞(B) and g = T (f) then
for all x ∈ B ∫
S
∫
IR
G(|x− y|, λ)gˆ0(y, λ)dλdσ(y) = 0, (2.31)
where g0 is the even extension of g with respect to t.
1. The indirect proof
This proof is somewhat indirect since it uses inversion formulas in [18, 20].
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Due to Lemma C.1, equality (2.31) is equivalent to
∫
S
W(g0)(y, |x− y|)dσ(y) = 0,
for all x ∈ B. Or, since g = g0|S×[0,∞),
∫
S
W(g)(y, |x− y|)dσ(y) = 0. (2.32)
We introduce the following definition
Definition D.1 Let C˜(S × [0,∞)) be the space of all functions h ∈ C∞(S × [0,∞))
satisfying the following conditions:
i) h vanishes at t = 0 to infinite order.
ii) If n is odd then h is compactly supported. If n is even then for any nonnegative
integer k, ‖∂kt h(., t)‖L∞(S) = O(t−n−k+1) as t→∞.
Then the operator P, introduced in Section A, maps C∞0 (B) into C˜(S× [0,∞)).
Indeed, for f ∈ C∞0 (B), the fact that P(f) satisfies the vanishing condition i) can be
shown by using the Kirchhoff-Poisson solution formulas for wave equation (e.g., [15]).
The decay property ii) of P(f) follows from [60].
We now prove the following auxiliary result:
Lemma D.2 Let x ∈ B and h ∈ C˜(S × [0,∞)). Then
P∗(h)(x) =
∫
S
W(h)(y, |x− y|)dσ(y),
where P∗ is the L2-adjoint of P.
Proof For an even n, a direct calculation (see [22]) gives
P∗(h)(x) = cn
∫
S
∞∫
|x−y|
(
d
dt
1
t
)n−2
2
h(y, t)√
t2 − |x− y|2
dtdy. (2.33)
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We observe that
1
s
d
ds
∞∫
s
h(y, t)√
t2 − s2dt =
1
s
d
ds
∞∫
s
h(y, t)
t
t√
t2 − s2dt
= −1
s
d
ds
∞∫
s
d
dt
(
h(y, t)
t
)√
t2 − s2dt
= −
∞∫
s
d
dt
(
h(y, t)
t
)(
1
s
d
ds
)(√
t2 − s2
)
dt
=
∞∫
s
d
dt
(
h(y, t)
t
)
1√
t2 − s2dt.
Hence, by induction, for all k ≥ 0,
∞∫
s
(
d
dt
1
t
)k
h(y, t)√
t2 − s2 dt =
(
1
s
d
ds
)k ∞∫
s
h(y, t)√
t2 − s2dt.
Therefore, due to (2.33), we have
P∗(h)(x) = cn
∫
S
(
1
s
d
ds
)n−2
2
∞∫
s
h(y, t)√
t2 − s2dtdy
=
∫
S
W(h)(y, |x− y|)dσ(y).
For an odd n, a direct calculation (see [20]) gives
P∗(g)(x) = cn
∫
S
(
1
t
d
dt
)n−3
2
(
h(y, t)
t
)∣∣∣∣∣∣
t=|y−x|
dσ(y)
=
∫
S
W(h)(y, |x− y|)dσ(y).
This proves the lemma.
This lemma tells us that (2.32) is equivalent to P∗(g) = 0. Equivalently,
P∗∂tP(f) = 0. (2.34)
We now derive this equality from inversion formulas in [18, 20]. Indeed, if n is even,
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[18, Theorem 1.5] gives
f(x) = −2
(
P∗t∂2tPf
)
(x),
f(x) = −2 (P∗∂tt∂tPf) (x).
By subtracting these two inversion formulas we obtain the desired equality (2.34). If
n is odd, [20, Theorem 3] gives
f(x) = −2
(
P∗∂2t tPf
)
(x),
f(x) = −2 (P∗∂tt∂tPf) (x).
Again, subtracting these two inversion formulas, we obtain the desired equality (2.34).
The proof of Theorem A.4 is completed.
Remark D.3 As shown in [21], identity (2.34) is the complete range description for
the operator P (or, equivalently, for T ) when n is odd.
2. The direct proof
Let u1 be the extension of u by zero for t < 0, uˆ1 be its Fourier transform, and
g1 = u1|S×IR. Applying Lemma C.1, we have
∫
S
∫
IR
G(|x− y|, λ)gˆ0(y, λ)dλdσ(y) =
∫
S
W(g0)(y, |x− y|)dσ(y),
and ∫
S
∫
IR
G(|x− y|, λ)gˆ1(y, λ)dλdσ(y) =
∫
S
W(g1)(y, |x− y|)dσ(y).
Since g0 = g1 on S× [0,∞), one hasW(g0)(y, |x−y|) =W(g1)(y, |x−y|). The above
two equalities then give
∫
S
∫
IR
G(|x− y|, λ)gˆ0(y, λ)dλdσ(y) =
∫
S
∫
IR
G(|x− y|, λ)gˆ1(y, λ)dλdσ(y). (2.35)
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Due to Proposition C.4,
gˆ1(y, λ) =
1
2π
∞∫
0
g(y, s)eiλsds =
−iλ
2π
∞∫
0
RS(f)(y, s)G(s, λ)ds
=
−iλ
2π
∫
IRn
f(z)G(|z − y|, λ)dz. (2.36)
From (2.35) and (2.36), we get
∫
S
∫
IR
G(|x− y|, λ)gˆ0(y, λ)dλdσ(y)
=
−i
2π
∫
S
∫
IR
G(|x− y|, λ)λ
∫
IRn
G(|y − z|, λ)f(z)dzdλdσ(y)
=
−i
2π
∫
B
f(z)
∫
IR
λ
∫
S
G(|x− y|, λ)G(|y − z|, λ)dσ(y)dλ
 dz.
That is,
∫
S
∫
IR
G(|x− y|, λ)gˆ0(y, λ)dλdσ(y) = −i
2π
∫
B
f(z)
∫
IR
λϕ(λ)dλ
 dz, (2.37)
where
ϕ(λ) =
∫
S
G(|x− y|, λ)G(|y − z|, λ)dσ(y).
From the explicit formula for G in Proposition C.2, we see that G(s,−λ) = G(s, λ).
Thus,
ϕ(−λ) = ϕ(λ). (2.38)
Recall the notations R(s, λ) = Re(G(s, λ)), I(s, λ) = Im(G(s, λ)), and let
K(x, z, λ) =
∫
S
R(|x− y|, λ)I(|z − y|, λ)dσ(y).
We claim the following symmetry whose proof is presented in Section F:
K(x, z, λ) = K(z, x, λ) for any x, z ∈ B and λ ∈ IR. (2.39)
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Assuming this symmetry, one has Im(ϕ(λ)) = K(x, z, λ) − K(z, x, λ) = 0. From
(2.38), we get ϕ(−λ) = ϕ(λ). This implies the following equality:
∫
IR
λϕ(λ)dλ = 0.
Due to (2.37), one concludes that
∫
S
∫
IR
G(|x− y|, λ)gˆ0(y, λ)dλdσ(y) = 0.
The proof is completed.
E. Some special cases
In this section, we derive Propositions A.6, A.7, A.9 and A.10 from Corollary A.5 by
proper choices of ξ and ϕ.
1. Proposition A.6
By choosing ξ = x and ϕ(x) = c in (2.15), we obtain
f(x) = −2
∫
S
∂sW(g)(y, s)|s=|x−y| |x− y|dσ(y) + c
∫
S
W(g)(y, |x− y|)dσ(y).
Here we use the notation ∂s for
d
ds
. That is,
f(x) = −2
∫
S
[s∂sWg] (y, |x− y|)dσ(y) + c
∫
S
W(g)(y, |x− y|)dσ(y). (2.40)
We now claim an identity, whose proof can be found in Section F:
s∂sW(g) =W(s∂sg)− (n− 2)W(g). (2.41)
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Assuming this claim, we see that (2.40) is equivalent to
f(x) = −2
∫
S
W(s∂sg)(y, |x− y|)dσ(y)
+ [2(n− 2) + c]
∫
S
W(g)(y, |x− y|)dσ(y).
Due to Lemma D.2, we obtain
f(x) = −2P∗ (s∂sg) (x) + [2(n− 2) + c]P∗(g)(x). (2.42)
• If c = −2(n− 2) then (2.42) becomes
f(x) = −2P∗ (s∂sg) (x) = −2(P∗s∂2sPf)(x)
• If c = −2(n− 1) then (2.42) becomes
f(x) = −2P∗ (s∂sg) (x)− 2P∗(g)(x) = −2(P∗∂ss∂sPf)(x)
• If c = −2n then (2.42) becomes
f(x) = −2P∗ (s∂sg) (x)− 4P∗(g)(x) = −2(P∗∂2ssPf)(x).
Propositions A.6 is proved (in this proof we used the variable s in place of t).
2. Proposition A.7
Choosing ϕ(x) = 0 in (2.14), we obtain
f(x) = −4
π
∫
S
(
d
ds
Kn(y, s)
)
s=|x−y|
〈y − x, y − ξ〉
|x− y| dσ(y), (2.43)
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Due to (2.3) we have G(s, λ) = λ
n−2
4(2pi)
n−2
2
[iJ(λs)−N(λs)]. Thus,
R(s, λ) = − λ
n−2
4(2π)
n−2
2
N(λs), I(r, λ) = λ
n−2
4(2π)
n−2
2
J(λr). (2.44)
Hence, for Kn defined in Theorem A.3,
Kn(y, s) =
∞∫
0
λR(s, λ)
∞∫
0
RS(f)(y, r)I(r, λ)drdλ
=
−1
16(2π)n−2
∞∫
0
λ2n−3N(sλ)
∞∫
0
RS(f)(y, r)J(rλ)drdλ.
Since f is supported inside B, we have RS(f)(y, r) = 0 for r ≥ 2. Therefore,
Kn(y, s) =
−1
16(2π)n−2
∞∫
0
λ2n−3N(sλ)
2∫
0
RS(f)(y, r)J(rλ)drdλ
=
−1
16(2π)n−2
kn(y, s),
where, as defined Proposition A.9,
kn(y, s) =
∞∫
0
λ2n−3N(sλ)
2∫
0
RS(y, r)J(rλ)drdλ.
From (2.43), we arrive at
f(x) =
1
2(2π)n−1
∫
S
(
d
ds
kn(y, s)
)
s=|x−y|
〈y − x, y − ξ〉
|x− y| dσ(y), (2.45)
Choosing ξ = x, we have
f(x) =
1
2(2π)n−1
∫
S
(
d
ds
kn(y, s)
)
s=|x−y|
|x− y|dσ(y).
That is,
f(x) =
1
2(2π)n−1
∫
S
(
s
d
ds
kn(y, s)
)
s=|x−y|
dσ(y). (2.46)
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We claim that for even n
kn(y, s) =
(−1)n−22
π
2∫
0
(
d
dr
1
r
)n−1
RS(f)(y, r) ln |r2 − s2|dr. (2.47)
Here the integral is understood in the principal value sense. A proof of this claim will
be given in Section 4. Assuming it, we obtain
s
d
ds
kn(y, s) =
2(−1)n−22
π
2∫
0
(
d
dr
1
r
)n−1
RS(f)(y, r) s
2
s2 − r2dr
=
2(−1)n−22
π
2∫
0
(
d
dr
1
r
)n−1
RS(f)(y, r)
[
1 +
r2
s2 − r2
]
dr.
Since
2∫
0
(
d
dr
1
r
)n−1
RS(f)(y, r)dr = 1
r
(
d
dr
1
r
)n−2
RS(f)(y, r)
∣∣∣∣∣∣
2
0
= 0,
we get
s
d
ds
kn(y, s) =
2(−1)n−22
π
2∫
0
(
d
dr
1
r
)n−1
RS(f)(y, r) r
2
s2 − r2dr
=
2(−1)n2
π
2∫
0
r
(
d
dr
1
r
)n−1
RS(f)(y, r) r
r2 − s2dr.
Integrating by part (which can be justified for the principal value integral in question),
we obtain
s
d
ds
kn(y, s) =
(−1)n−22
π
2∫
0
d
dr
r
(
d
dr
1
r
)n−1
RS(f)(y, r) ln |r2 − s2|dr.
From (2.46), we arrive at
f(x) =
(−1)n−22
(2π)n
∫
S
2∫
0
 d
dr
r
(
d
dr
1
r
)n−1
RS(f)
 (y, r) ln ∣∣∣r2 − |x− y|2∣∣∣ drdσ(y).
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Equivalently, f(x) is equal to
(−1)n−22 ωn
(2π)n
∫
S
2∫
0
 d
dr
r
(
d
dr
1
r
)n−1
rn−1MS(f)
 (y, r) ln ∣∣∣r2 − |x− y|2∣∣∣ drdσ(y).
3. Propositions A.9 and A.10
Choosing ξ = 0 in (2.45), we obtain
f(x) =
1
2(2π)n−1
∫
S
(
d
ds
kn(y, s)
)
s=|x−y|
〈y − x, y〉
|x− y| dσ(y),
That is,
f(x) =
−1
2(2π)n−1
∇x ·
∫
S
n(y)kn(y, |x− y|)dσ(y).
This proves Proposition A.9. In order to prove Proposition A.10, we need only show
that h(y, s) = 2kn(y, s) for any s > 0. Indeed, it is a consequence of the following
lemma whose proof can be found in Section F:
Lemma E.1 Suppose that h ∈ C∞[0,∞) such that h does not grow too fast at infinity
and h(i)(0) = 0 for all 0 ≤ i ≤ n− 3 if n is odd, and h(i)(0) = 0 for all 0 ≤ i ≤ n− 2
if n is even. Then
∞∫
0
λ2n−3N(sλ)
∞∫
0
h(r)J(rλ)drdλ = −
∞∫
0
λ2n−3J(sλ)
∞∫
0
h(r)N(rλ)dλ.
F. Proofs of auxiliary statements
1. Proof of Proposition C.2
We now prove
G(s, λ) =

cn
(
1
s
d
ds
)n−2
2
(∞∫
s
eiλt√
t2−s2dt
)
, if n is even,
cn
(
1
s
d
ds
)n−3
2
(
eiλs
s
)
, if n is odd.
(2.48)
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Indeed, from (2.3), we get
G(s, λ) =
i
4
(
λ
2πs
)n−2
2
H
(1)
n−2
2
(λs) =
i
4
λn−2
(2π)
n−2
2
H
(1)
n−2
2
(λs)
(λs)
n−2
2
, (2.49)
where H
(1)
n−2
2
is the Hankel function of the first kind.
• Let n be an even number. Using the equality (e.g. [63, page 74])
H
(1)
ν+m(s)
sν+m
= (−1)m
(
1
s
d
ds
)m (
H(1)ν (s)
sν
)
, (2.50)
we obtain
H
(1)
n−2
2
(λs)
(λs)
n−2
2
= (−1)n−22
(1
t
d
dt
)n−2
2
H
(1)
0 (t)
∣∣∣∣∣∣
t=λs
= (−1)n−22 λ−(n−2)
(
1
s
d
ds
)n−2
2
H
(1)
0 (λs).
Hence, (2.49) gives
G(s, λ) =
i
4
(−1)n−22
(2π)
n−2
2
(
1
s
d
ds
)n−2
2
H
(1)
0 (λs).
Since (e.g., [63, page 170])
H
(1)
0 (s) =
−2i
π
∞∫
1
eist√
t2 − 1dt =
−2i
π
∞∫
s
eit√
t2 − s2dt,
we conclude that
G(s, λ) =
(−1)n−22
(2π)
n
2
(
1
s
d
ds
)n−2
2
 ∞∫
s
eiλt√
t2 − s2dt
 .
This confirms (2.48) for even n.
• Let n be an odd number. Using (2.50) again, one gets
H
(1)
n−2
2
(λs)
(λs)
n−2
2
= (−1)n−32 λ−(n−3)
(1
s
d
ds
)n−3
2 H
(1)
1
2
(λs)
(λs)
1
2
 .
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Hence, from (2.49), we obtain
G(s, λ) =
i
4
(−1)n−32 λ
(2π)
n−2
2
(1
s
d
ds
)n−3
2 H
(1)
1
2
(λs)
(λs)
1
2
 .
Since (e.g., [10, page 487])
H
(1)
1
2
(s) = −i
√
2
πs
eis,
we conclude that
G(s, λ) =
(−1)n−32
2(2π)
n−1
2
(1
s
d
ds
)n−3
2 eiλs
s
 .
This confirms (2.48) for odd n.
2. Proof of identity (2.39)
We prove that for all λ ∈ IR, the function
K(x, z, λ) =
∫
S
R(|x− y|, λ)I(|z − y|, λ)dσ(y),
is symmetric with respect to x, z ∈ B. We now follow the line of reasoning used in
[38].
Due to (2.44), we get
K(x, z, λ) = c0
∫
S
N(λ|x− y|)J(λ|z − y|)dσ(y), (2.51)
where c0 is a constant depending only on n and λ. We recall the following identities
from [38] for |x| > r0 (c1 depends only on n and λ):
∫
|y|=r0
Y kl (yˆ)J(λ|x− y|)dy = c1rn−10 J(k)(λr0)J(k)(λ|x|)Y kl (xˆ), (2.52)
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∫
|y|=r0
Y kl (yˆ)N(λ|x− y|)dy = c1rn−10 J(k)(λr0)N(k)(λ|x|)Y kl (xˆ). (2.53)
Here, xˆ = x|x| , Y
k
l is a spherical harmonic of order k, and
J(k)(t) =
Jn−2
2
+k(t)
t
n−2
2
, N(k)(t) =
Nn−2
2
+k(t)
t
n−2
2
.
Consider the spherical harmonic expansion
K(x, z, λ) =
∑
(k,l),(k′,l′)
a
k,l
k′,l′(α, β)Y
k
l (xˆ)Y
k′
l′ (zˆ),
where α = |x| and β = |z|.
Due to (2.51), we obtain
a
k,l
k′,l′(α, β)
=
∫
S
∫
S
Y kl (xˆ)Y
k′
l′ (zˆ)K(αxˆ, βzˆ, λ)dσ(xˆ)dσ(zˆ)
= c0
∫
S
∫
S
Y kl (xˆ)Y
k′
l′ (zˆ)
∫
S
N(λ|y − αxˆ|)J(λ|y − βzˆ|)dσ(y)dxˆdzˆ
= c0
∫
S
∫
S
Y kl (xˆ)N(λ|y − αxˆ|)dxˆ
∫
S
Y k
′
l′ (zˆ)J(λ|y − βzˆ|)dzˆ
 dσ(y).
Applying (2.52) and (2.53), we arrive at
a
k,l
k′,l′(α, β) = c0c
2
1J(k)(λα)J(k′)(λβ)N(k)(λ)J(k′)(λ)
∫
S
Y lk(y)Y
l′
k′ (y)dσ(y)
= c0c
2
1J(k)(λα)J(k′)(λβ)N(k)(λ)J(k′)(λ)δk,k′δl,l′.
Hence, ak,lk,l(α, β) = a
k,l
k,l(β, α) and K(x, z, λ) =
∑
(k,l) a
k,l
k,l(α, β)Y
k
l (xˆ)Y
k
l (zˆ). These two
equalities give K(x, z, λ) = K(z, x, λ). The proof is completed.
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3. Proof of identity (2.41)
We now prove the identity[
s
d
ds
W
]
(g) =
[
Ws d
ds
]
(g)− (n− 2)W(g). (2.54)
We first recall from (2.7)
W(g)(y, s) :=

cn
(
1
s
d
ds
)n−2
2
∞∫
s
g(y,t)√
t2−s2dt, if n is even,
cn
(
1
s
d
ds
)n−3
2
(
g(y,s)
s
)
, if n is odd.
(2.55)
• For n = 2, due to (2.55), we have(
s
d
ds
W
)
(g)(y, s) = c2
(
s
d
ds
) ∞∫
s
g(y, t)√
t2 − s2dt.
Taking integration by parts, one gets
∞∫
s
g(y, t)√
t2 − s2dt = −
∞∫
s
d
dt
(
g(y, t)
t
)√
t2 − s2dt.
Hence,
s
d
ds
∞∫
s
g(y, t)√
t2 − s2dt = −s
∞∫
s
d
dt
(
g(y, t)
t
)
d
ds
(√
t2 − s2
)
dt
=
∞∫
s
d
dt
(
g(y, t)
t
)
s2√
t2 − s2dt
=
∞∫
s
d
dt
(
g(y, t)
t
)
t2√
t2 − s2dt−
∞∫
s
d
dt
(
g(y, t)
t
)√
t2 − s2dt
Taking integration by parts again, we arrive at
s
d
ds
∞∫
s
g(y, t)√
t2 − s2dt =
∞∫
s
d
dt
(
g(y, t)
t
)
t2√
t2 − s2dt
+
∞∫
s
(
g(y, t)
t
)
t√
t2 − s2dt.
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Simplifying the right hand side, we get
s
d
ds
∞∫
s
g(y, t)√
t2 − s2dt =
∞∫
s
tgt(y, t)√
t2 − s2dt. (2.56)
Here gt(y, t) is the derivative of g with respect to t. Therefore,(
s
d
ds
W
)
(g)(y, s) = c2
∞∫
s
tgt(y, t)√
t2 − s2dt =
(
Ws d
ds
)
g(y, s).
This confirms (2.54) for n = 2.
• Let n > 2 be even. We first observe the simple identity(
s
d
ds
)(
1
s
d
ds
)
=
(
1
s
d
ds
)(
s
d
ds
)
− 2
(
1
s
d
ds
)
.
By induction, we get(
s
d
ds
)(
1
s
d
ds
)k
=
(
1
s
d
ds
)k (
s
d
ds
)
− 2k
(
1
s
d
ds
)k
. (2.57)
Therefore, due to the definition of W in (2.55),
(
s
d
ds
W
)
(g) = cn
(
s
d
ds
)(
1
s
d
ds
)n−2
2
∞∫
s
g(y, t)√
t2 − s2dt
= cn
(
1
s
d
ds
)n−2
2
(
s
d
ds
) ∞∫
s
g(y, t)√
t2 − s2dt
− (n− 2)cn
(
1
s
d
ds
)n−2
2
∞∫
s
g(y, t)√
t2 − s2dt.
Due to (2.56), we obtain
(
s
d
ds
)
W(g)(y, s) = cn
(
1
s
d
ds
)n−2
2
∞∫
s
tgt(y, t)√
t2 − s2dt
− (n− 2)cn
(
1
s
d
ds
)n−2
2
∞∫
s
g(y, t)√
t2 − s2dt
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=
(
Ws d
ds
)
(g)(y, s)− (n− 2)W(g)(y, s).
This confirms (2.54) for any even n.
• Let n be odd. Due to (2.55),
(
s
d
ds
W
)
(g)(y, s) = cn
(
s
d
ds
)(
1
s
d
ds
)n−3
2
(
g(y, s)
s
)
.
This and (2.57) give
(
s
d
ds
W
)
(g)(y, s) = cn
(
1
s
d
ds
)n−3
2
(
s
d
ds
)(
g(y, s)
s
)
− cn(n− 3)
(
1
s
d
ds
)n−3
2
(
g(y, s)
s
)
.
Using the identity
(
s d
ds
) (
g(y,s)
s
)
= gs(y, s)− g(y,s)s for the first term of the right
hand side of the above equality, we obtain
(
s
d
ds
W
)
(g)(y, s) = cn
(
1
s
d
ds
)n−3
2
gs(y, s)
− cn(n− 2)
(
1
s
d
ds
)n−3
2
(
g(y, s)
s
)
=
(
Ws d
ds
)
(g)(y, s)− (n− 2)W(g)(y, s).
This finishes the proof of identity (2.54).
4. Proof of (2.47)
We prove a more general result:
Lemma F.1 Assume that n is even. Let g ∈ C∞0 (S × [0,∞)) and
kn(y, s) =
∞∫
0
λ2n−3N(sλ)
∞∫
0
g(y, r)J(rλ)drdλ.
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Then
kn(y, s) =
(−1)n−22
π
∞∫
0
(
d
dr
1
r
)n−1
g(y, r) ln |r2 − s2|dr.
Obviously, applying this lemma for g(y, s) = (RSf)(y, s) we obtain (2.47).
Proof Since n is even, due to (2.50), we have
N(s) = (−1)n−22
(
1
s
d
ds
)n−2
2
N0(s), J(s) = (−1)n−22
(
1
s
d
ds
)n−2
2
J0(s).
Thus,
kn(y, s) =
∞∫
0
λ2n−3
(1
s
d
ds
)n−2
2
N0
 (sλ) ∞∫
0
g(y, r)
(1
s
d
ds
)n−2
2
J0
 (rλ)drdλ.
Since (1
s
d
ds
)n−2
2
N0
 (sλ) = λ−(n−2) (1
s
d
ds
)n−2
2
N0(sλ),
and (1
s
d
ds
)n−2
2
J0
 (sλ) = λ−(n−2) (1
s
d
ds
)n−2
2
J0(sλ),
we have
kn(y, s) =
∞∫
0
λ
(
1
s
d
ds
)n−2
2
N0(sλ)
∞∫
0
g(y, r)
(
1
r
d
dr
)n−2
2
J0(rλ)drdλ
=
(
1
s
d
ds
)n−2
2
∞∫
0
λN0(sλ)
∞∫
0
g(y, r)
(
1
r
d
dr
)n−2
2
J0(rλ)drdλ.
Integrating by parts for the inner integral, we obtain
kn(y, s) = (−1)n−22
(
1
s
d
ds
)n−2
2
ln(y, s), (2.58)
where
ln(y, s) =
∞∫
0
λN0(sλ)
∞∫
0
(
d
dr
1
r
)n−2
2
g(y, r)J0(rλ)drdλ.
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Following the argument in [3], we obtain
ln(y, s) = −2
π
∞∫
0
(
d
dr
1
r
)n−2
2
g(y, r)
1
r2 − s2dr.
Here the integral is understood in the principal value sense. We now prove that
(
1
s
d
ds
)α
ln(y, s) = −2
π
∞∫
0
(
d
dr
1
r
)n−2
2
+α
g(y, r)
1
r2 − s2dr,
for any nonnegative integer α. Indeed, we can rewrite
ln(y, s) = −2
π
∞∫
0
1
r
(
d
dr
1
r
)n−2
2
g(y, r)
r
r2 − s2dr.
Integrating by parts (which can be justified for the principal value integral in ques-
tion), we get
ln(y, s) =
1
π
∞∫
0
d
dr
1
r
(
d
dr
1
r
)n−2
2
g(y, r) ln |r2 − s2|dr.
Hence,
(
1
s
d
ds
)
ln(y, s) =
2
π
∞∫
0
d
dr
1
r
(
d
dr
1
r
)n−2
2
g(y, r)
1
s2 − r2dr
= −2
π
∞∫
0
(
d
dr
1
r
)n−2
2
+1
g(y, r)
1
r2 − s2dr.
By induction on α, we conclude that
(
1
s
d
ds
)α
ln(y, s) = −2
π
∞∫
0
(
d
dr
1
r
)n−2
2
+α
g(y, r)
1
r2− s2dr,
for any nonnegative integer α. Therefore, due to (2.58),
kn(y, s) =
2(−1)n2
π
∞∫
0
(
d
dr
1
r
)n−2
g(y, r)
1
r2 − s2dr
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Integrating by parts again, we obtain
kn(y, s) =
(−1)n−22
π
∞∫
0
(
d
dr
1
r
)n−1
g(y, r) ln |r2 − s2|dr.
5. Proof of Lemma E.1
In view of (2.44), we have
∞∫
0
λ2n−3N(sλ)
∞∫
0
h(r)J(rλ)drdλ = c
∞∫
0
λR(s, λ)
∞∫
0
h(r)I(r, λ)drdλ (2.59)
∞∫
0
λ2n−3J(sλ)
∞∫
0
h(r)N(rλ)drdλ = c
∞∫
0
λI(s, λ)
∞∫
0
h(r)R(r, λ)drdλ. (2.60)
Here the constant c is the same in these two formulas. Recall that,
G(s, λ) =W(eλ)(s),
where eλ(s) = e
iλs. Let cosλ(s) = cos(λs) and sinλ(s) = sin(λs), we then have
∞∫
0
λR(s, λ)
∞∫
0
h(r)I(r, λ)drdλ =
∞∫
0
λW(cosλ)(s)
∞∫
0
h(r)W(sinλ)(r)drdλ.
Similar to the argument in Lemma C.1, we can take W out of the integral sign to
obtain
∞∫
0
λR(s, λ)
∞∫
0
h(r)I(r, λ)drdλ =W(H)(s), (2.61)
where
H(s) =
∞∫
0
λ cos(λs)
∞∫
0
h(r)W(sinλ)drdλ
=
d
ds
∞∫
0
sin(λs)
∞∫
0
h(r)W(sinλ)drdλ.
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Let W∗ be the L2−adjoint of W, which is
W∗(v)(s) =

(−1)n−22 cn
s∫
0
( 1t
d
dt)
n−2
2 v(t)√
s2−t2 dt, if n is even,
(−1)n−32 cn
(
1
s
d
ds
)n−3
2
(
v(s)
s
)
, if n is odd.
(2.62)
Given the condition in Lemma E.1, integrating by parts (and changing the order of
integration if n is even), we obtain
∞∫
0
h(r)W(sinλ)drdλ =
∞∫
0
W∗(h)(r) sinλ(r)drdλ.
Therefore,
H(s) =
d
ds
∞∫
0
sin(λs)
∞∫
0
W∗(h)(r) sin(λr)drdλ.
Since the Fourier-sine transform inverts itself, we arrive at
H(s) =
d
ds
W∗(h)(s).
Thus, due to (2.61),
∞∫
0
λR(s, λ)
∞∫
0
h(r)J(r, λ)drdλ =
(
W d
ds
W∗
)
(h)(s). (2.63)
Similarly, since
∞∫
0
λI(s, λ)
∞∫
0
h(r)R(r, λ)drdλ =
∞∫
0
λW(sinλ)(s)
∞∫
0
h(r)W(cosλ)(r)drdλ,
we obtain
∞∫
0
λI(s, λ)
∞∫
0
h(r)R(r, λ)drdλ =W(H1)(s),
where
H1(s) =
∞∫
0
λ sin(λs)
∞∫
0
W∗(h)(r) cos(λr)drdλ
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= − d
ds
∞∫
0
cos(λs)
∞∫
0
W∗(h)(r) cos(λr)drdλ
= − d
ds
W∗(h)(s),
Here, we have used the fact that the Fourier-cosine transform inverts itself. Thus,
∞∫
0
λR(s, λ)
∞∫
0
h(r)J(r, λ)drdλ = −
(
W d
ds
W∗
)
(h)(s). (2.64)
From (2.59), (2.60), (2.63), and (2.64), we have
∞∫
0
λ2n−3N(sλ)
∞∫
0
h(r)J(rλ)drdλ = −
∞∫
0
λ2n−3J(sλ)
∞∫
0
h(r)N(rλ)drdλ.
Lemma E.1 is proved.
G. Remarks
• The operator W is an intertwining operator between the second derivative and
Bessel operator (e.g., [4, 40, 59]), i.e.
W
( d
ds
)2
v
 =
( d
ds
)2
+
n− 1
s
d
ds
W(v).
Thus, W transforms the wave equation into the Darboux equation, which is
known to describe spherical means (see [7, 11, 28, 34]).
• The symmetry of K(x, z, λ) is similar to that of I(x, z, λ) in [38]. It implies
Theorem A.4 as shown in Section 2. It is not clear that the converse is true.
However, a close look at the argument in Section 2 shows that Theorem A.4
implies the following weaker symmetry:
∫
IR
K(x, z, λ)dλ =
∫
IR
K(z, x, λ)dλ, for all x, z ∈ B.
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• In [22], the authors derived an inversion formula using the known Neumann
rather than Dirichlet observation data of the solution for wave solution for
n = 3 (see [22, Theorem 12]). Applying the results in this paper, one can derive
the inversion formulas from Neumann data for any n. Indeed, looking at (2.25)
and (2.26), we arrive at:
f(x) = 2
∫
S
∫
IR
G(|y − x|, λ)∂uˆ0
∂νy
(y, λ)dλdσ(y).
Due to Lemma C.1, we obtain
f(x) = 2
∫
S
W(∂νyu)(y, |x− y|)dσ(y),
where ∂νy stands for the (outward pointing) normal derivative.
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CHAPTER III
RANGE DESCRIPTION 1
In this chapter, we describe the range of the spherical mean Radon transform MS,
which evaluates mean values of a function on IRn over all spheres centered on the unit
sphere S. This transform has important applications in TAT in acoustically homo-
geneous medium. Range description for MS has been obtained recently. It includes
smoothness and support condition, orthogonality condition and, for even dimensions,
moment condition. However, it was found out later that, in any dimensions, the mo-
ment condition follows from the other ones, and therefore can be dropped. In terms
of Darboux equation, which describes spherical means, this implies that solutions of
certain boundary value problems in the unit ball B automatically extend to IRn. We
present here a direct proof of this global extendibility phenomenon for Darboux equa-
tion. Correspondingly, it delivers an alternative proof of the range characterization.
A. Introduction
Let us recall the definition of the spherical mean Radon transform:
M(f)(x, t) := 1
ωn
∫
Sn−1
f(x+ tθ)dA(θ),
where dA(θ) is the area measure on the unit sphere Sn−1 ⊂ IRn and ωn is the total
measure of the unit sphere. We now consider the model of TAT in acoustically
1Reprinted with permission from ”Range conditions for a spherical mean transform
and global extendibility of solutions of the Darboux equation”, Mark Agranovsky
and Linh V. Nguyen, accepted for publication in Journal d’Analyse Mathe´matique,
Copyright c©2006 by The Hebrew University Magnes Press, Jerusalem.
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homogeneous medium:
utt(x, t)−△u(x, t) = 0, x ∈ IRn, t ≥ 0,
u(x, 0) = f(x), ut(x, 0) = 0,
u(y, t) = g(y, t), for y ∈ S, t ≥ 0.
(3.1)
The standard Kirchhoff-Poisson solution formulas for the wave equation (see[11] or
[15, p.77]) imply the representation
u(x, t) = c
( ∂
∂t
1
t
)n−1
2
tn−1M(f)
 (x, t), x ∈ IRn, t > 0. (3.2)
Due to this relation, M is of very much interest of mathematics of TAT. Moreover,
this transform actually has been intensively investigated in the literature due to its
applications in PDEs and geophysics (e.g., [34, 11, 8, 9, 14, 24, 3]).
It is well known that G(x, t) =M(f)(x, t) satisfies the following problem for the
Darboux equation [11, 34]:
DG(x, t) = 0, (x, t) ∈ IRn × IR+,
G(x, 0) = f(x), Gt(x, 0) = 0.
(3.3)
Here, IR+ = (0,∞) and D is the Darboux operator:
D = ∂2t +
n− 1
t
∂t −∆x. (3.4)
Moreover, Aisgeirsson’s theorem [11, Ch.6] states that any global C2 solution G(x, t)
of (3.3) is the spherical means of its initial value: G(x, t) =M(f)(x, t).
Since the data g(y, t) of TAT are measured only on the observation surface S,
we are interested in the restrictionMS ofM, which sends the function f to its mean
values on the spheres centered on S. In additions to TAT, the problem of recover-
ing functions from their spherical means restricted to such surfaces has interesting
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applications in analysis, in particular, in approximation theory (see [5, 41]).
In this chapter, we are concerned with the problem of characterizing functions h
that belong to the range of MS.
Let us describe the problem in more precise terms (for the detailed exposition,
we refer the reader to the articles [6, 21, 4]). First of all, in our considerations,
the hypersurface S will be the unit sphere centered at the origin. We assume that
f ∈ C∞(IRn) is supported inside the closure B of the unit ball B = {|x| < 1} (the
class of such functions f will be denoted by C∞0 (B)).
We consider the problem of characterizing all functions h(x, t) on the cylinder
Γ = S × IR+ such that h =MS(f) for some function f ∈ C∞0 (B).
Some necessary conditions are almost obvious. Firstly, the function h(x, t) =
MS(f)(x, t) must be smooth on Γ. Secondly, h(x, t) must vanish for all t > 2 and
also vanish to infinite order at t = 0. Thus, h must satisfy smoothness and support
condition: h ∈ C∞0 (S × [0, 2]).
Another, less trivial, necessary condition can be derived from characterization
of the spherical means by Darboux equation (3.3). This condition, which we call
orthogonality condition (see Theorem C.2), is of Fredholm alternative type. It follows
from the existence of a solution of Darboux equation inside the cylinder Γ (the fact
that S is a sphere is not important here).
The first complete range description for n = 2 was obtained in [6]. It was
proved that a function h belongs to the image of C∞0 (B) under the operator MS if
and only if it satisfies, besides the smoothness and support condition and the above
orthogonality condition, an additional moment condition. Earlier, the necessity of
the moment condition was observed in [49].
Further step in higher dimensions was taken in [21]. There a range character-
ization was obtained for odd dimensions and for a transform related to the wave
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equation, rather than the Darboux equation. The characterization in [21] did not
involve the moment condition. A complete description of the range for the spherical
mean transform RS in any dimension was obtained in [4]. As in [6], the necessary
and sufficient conditions in [4] include: smoothness and support, orthogonality, and
moment conditions, although the moment conditions were needed for even dimensions
only. It is worth mentioning that the conditions of moment type but in a stronger
form still can characterize the range, even without the orthogonality condition in [4]
(see, e.g., [48]).
It had remained unclear whether the moment condition is really needed for even
n, till the recent article [2]. It was proved there that, regardless of parity of the dimen-
sion, the moment condition follows from smoothness and support, and orthogonality
conditions. Therefore, it can be completely dropped from the characterization.
The above result can be immediately translated to the language of Darboux
equation. Namely, on one hand, it was proved in [4] that the orthogonality condition
for the data h(x, t) is in fact the condition of existence of a solution H of Darboux
equation (3.3) inside the cylinder Γ with the boundary data H(x, t) = h(x, t) on Γ
and proper decay when t → +∞. On the other hand, spherical means are global
solutions of Darboux equation. Therefore, h is in the range of transform MS means
that H extends as a global solution to the entire space IRn.
The possibility of such an extension seems to be an interesting observation by
itself and one may wish to have its direct proof. In fact, such a proof was found
in [4], but only in odd dimensions. In this chapter, we modify the construction of
[4] to extend it to all dimensions. Correspondingly, we obtain an alternative proof,
universal for all dimensions, of the range characterization theorem from [2].
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B. Main result
Let us recall here that B is the unit ball centered at the origin, S = ∂B is the unit
sphere, and Γ = S × IR+. We also denote by Jµ the Bessel function of the first kind
of order µ and jµ(u) = u
−µJµ(u) the corresponding normalized Bessel function. The
notation C∞0 (B) will stand for the space of smooth functions in IR
n supported inside
B.
1. Formulation of main result
The goal of this chapter is to present a proof of the following result from [2]:
Theorem B.1 Let h be a function defined on the cylinder Γ. Then there exists
f ∈ C∞0 (B) such that h =MS(f) if and only if the following conditions hold:
a) Smoothness and support condition: h ∈ C∞0 (Γ) and h(x, t) = 0 when
t > 2.
b) Orthogonality condition: Let −λ2 be an eigenvalue of the Dirichlet Laplacian
on B and ϕλ a corresponding eigenfunction. Then
∫
Γ
h(x, t)∂νxϕλ(x)jn−2
2
(λt)tn−1dtdA(x) = 0,
where νx is the outward normal to S at x.
Remark: Since S is the unit sphere, the Dirichlet eigenfunctions ϕλ can be
written in polar coordinates as follows:
ϕλ(rθ) = jn+m−2
2
(λr)Ym(θ),
where Ym is a spherical harmonics of degree m. The Dirichlet condition for ϕλ on the
unit sphere S requires that j(n+m−2)/2(λ) = 0. Choosing Ym = Ym,k, k = 1, · · · , d(m),
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elements of the basis in the space of all harmonics of degree m, one can write the
condition b) in the equivalent form:
b′)
∫
Γ
h(θ, t)Ym,k(θ)jn−2
2
(λt)tn−1dtdA(θ) = 0.
This can be rephrased as follows:
b′′) ĥm,k(λ) = 0, for all zeros λ of the Bessel function jn+m−2
2
(λ), where
ĥm,k(λ) =
∞∫
0
gm,k(t)jn−2
2
(λ t)tn−1dt
is Fourier-Bessel transform of hm,k, which is a Fourier coefficient h:
hm,k(t) =
∫
S
h(y, t)Ym,k(θ)dA(θ).
Theorem B.1 can be reformulated in terms of Darboux equation. Namely, since
the spherical means G =M(f) is the unique solution for the Darboux equation (3.3),
Theorem B.1 is equivalent to:
Theorem B.2 Let h be a function defined on the cylinder Γ. Then the following
statements are equivalent:
i) There exists f ∈ C∞0 (B) such that the following problem has a solution:
DG(x, t) = 0, (x, t) ∈ IRn × IR+,
G(x, t) = h(x, t), (x, t) ∈ Γ,
G(x, 0) = f(x), Gt(x, 0) = 0, x ∈ IRn.
(3.5)
ii) The conditions a) and b) of Theorem B.1 hold.
The proof of the implication i)⇒ ii) is quite simple and can be found in [4]. In the
rest of this article, we will prove the converse implication.
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2. Theorem B.2 as an extendibility property
Let C = B × IR+,Γ = S × IR+. Consider the internal Darboux equation
DH(x, t) = 0, for all (x, t) ∈ C, (3.6)
with the the boundary condition
H(x, t) = h(x, t), for all (x, t) ∈ Γ. (3.7)
If h ∈ C∞0 (S × [0, 2]), the internal problem (3.6),(3.7) has a unique solution
H ∈ C∞(B × IR+) such that H(x, t) = 0 for t > 2. Indeed, we notice that the
equation (3.6) is nonsingular for all t > 0. Consider the time reversed problem
for equations (3.6) and (3.7) with initial values H(x, 2) = Ht(x, 2) = 0. Since the
boundary and initial conditions are compatible on S×{2}, we obtain a unique solution
H ∈ C∞(B × (0, 2]). Extending H by zero for t > 2, we obtain the desired solution
H ∈ C∞(B × IR+).
We now interpret i) in Theorem B.2 as an extendibility property of H . Indeed,
suppose that a global solution G for (3.5) exists. Then G(x, t) = M(f)(x, t) and it
solves (3.6) and (3.7). Since f is supported in B, G(x, t) = 0 for all x ∈ B and t ≥ 2.
Due to the uniqueness of H , we have H(x, t) = G(x, t) for all (x, t) ∈ B × IR+. That
means, G is the global extension of H as the solution of the Darboux equation (3.5).
The above argument shows that the implication ii) ⇒ i) in Theorem B.2 is
equivalent to the following extendibility result:
Theorem B.3 Assume that h satisfies condition ii) in Theorem B.2 (i.e, condition
a) and b) in Theorem B.1). Let H ∈ C∞(B × IR+) be the unique solution for the
internal problem (3.6) and (3.7) satisfying H(x, t) = 0 for t > 2. Then H extends to
a global solution G of the Darboux equation (3.5), for some function f ∈ C∞0 (B).
52
C. Proof of Theorem B.3
We now present the first step in our proof, which shows that H extends to t = 0:
Proposition C.1 Assume the condition in Theorem B.3. Then, there is a smooth
function f(x) in B such that lim
t→0+
H(x, t) = f(x), and lim
t→0+
Ht(x, t) = 0, for all x ∈ B.
This result, indeed, follows from a more general result in [4], which is stated
shortly. Let B be a bounded domain 2 in IRn with smooth boundary S, T > 0, and
h ∈ C∞0 (S × [0, T ]). Similar to the argument in the previous section, the boundary
value internal problem (3.6), (3.7) has a unique solution H ∈ C∞(B× IR+) satisfying
H(x, t) = 0 for all t > T . The following result is proven in [4, Lemma 14]:
Theorem C.2 Let ∆D be the Laplacian in B with Dirichlet boundary condition.
Then, the following statements are equivalent:
a) The boundary value h satisfies the orthogonality condition
∫
∂B
∞∫
0
h(x, t)∂νxϕλ(x)jn−2
2
(λt)tn−1dA(x)dt = 0, (3.8)
for all pairs of eigenvalue-eigenfunctions (−λ2, ϕλ) of ∆D.
b) There is a smooth function f(x) in B such that lim
t→0+
H(x, t) = f(x), and
lim
t→0+
Ht(x, t) = 0.
The detailed proof can be found in [4], and here we only briefly explain its main
idea. The implication b) ⇒ a) immediately follows from Stokes’ formula applied in
x variable and integration by parts with respect to t. Vice versa, assume that the
orthogonality condition (3.8) holds. Since H ∈ C∞(B× IR+), one only needs to show
2Here, we do not need B to be the unit ball.
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that H is not singular at t = 0 and Ht(x, 0) = 0. This is done by applying Stokes’
formula in the domain B × (ǫ,∞], ǫ ≥ 0, using the orthogonality condition (3.8) and
letting ǫ→ 0.
The next result shows that the function f obtained in Proposition C.1 vanishes
up to infinite order on S:
Proposition C.3 Let H ∈ C∞(C) be a solution of Darboux equation
DH(x, t) = 0, ∀(x, t) ∈ C
such that H(x, t) = 0 for t > 2 and x ∈ B. If the boundary value h = H|Γ belongs to
C∞0 (S × [0, 2]) then f(x) = H(x, 0) vanishes to infinite order on the sphere |x| = 1.
This is the main technical challenge of this chapter. We will present its proof in next
section.
Proposition C.4 Let H ∈ C∞(C) be a solution of Darboux equation
DH(x, t) = 0, (x, t) ∈ C,
and H(x, t) = 0 for all t > 2 and x ∈ B. If f(x) := H(x, 0) vanishes to infinite order
on the unit sphere |x| = 1, then H extends to a global solution G(x, t) of Darboux
equation. This global solution is given by the spherical means G(x, t) = M(f ∗)(x, t)
of the function f ∗ in IRn obtained from f by the zero extension outside of the unit
ball.
Proposition C.4 was proven in [4]. We will reprove it in the next section for the sake
of completeness. Meanwhile, we bind the above results together to form the proof of
Theorem B.3:
The proof of Theorem B.3 Let H(x, t) be the internal solution as in Theorem B.3.
Due to Proposition C.1, H can be extended to a function H ∈ C∞(C). Then Propo-
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sition C.3 implies that f(x) := H(x, 0) vanishes to infinite order on the unit sphere
|x| = 1. By Proposition C.4, H extends to a global solution G(x, t) = M(f ∗)(x, t)
for the Darboux equation (3.5) with smooth initial value f ∗, which is obtained from
f by zero extension outside B. This proves Theorem B.3.
D. Proofs of Propositions C.4 and C.3
1. Proposition C.4
As we have already mentioned, Proposition C.4 is proven in [4]. We will present the
proof here for the sake of completeness.
Since f(x) = H(x, 0) vanishes to infinite order on the boundary of B, its zero
extension f ∗ belongs to C∞0 (IR
n). Then the natural candidate for the extended so-
lution is given by the spherical means of f ∗: G = M(f ∗). This function is globally
defined and, since f ∗ is smooth, belongs to C∞(IRn × IR+). It is a global solution of
Darboux equation and our goal is to prove that H and G coincide in the solid cylinder
C := B × [0,∞).
First observe that both solutions share the same initial data at t = 2:
G(x, 2) = H(x, 2) = Gt(x, 2) = Ht(x, 2) = 0.
Then, due to domain of dependence theorem [11, p.696],
G(x, t) = H(x, t) = 0 for all (x, t) ∈ K+, (3.9)
where K+ is the upward characteristic cone (see Fig. 2)
K+ := {(x, t) ∈ B × [0, 2] : t− |x| ≥ 1}.
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Fig. 2. Picture of the double cone K inside the cylinder C: the upper one is K+, the
lower one is K−.
Moreover, G(x, t) and H(x, t) also share the initial data at t = 0 and x ∈ B:
G(x, 0) = H(x, 0) = f(x), Gt(x, 0) = Ht(x, 0) = 0.
Therefore, again by the dependence domain theorem, they coincide in the downward
characteristic cone with the base B × {0} (see Fig. 2):
K− := {(x, t) ∈ B × [0, 1] : |x|+ t ≤ 1}.
Hence, the difference U(x, t) := G(x, t) − H(x, t) vanishes in the union K =
K+ ∪ K− of the two cones. Besides, since both G and H vanish for t > 2, so does U .
Since U satisfies Darboux equation inside the cylinder C, its Fourier-Bessel trans-
form
Û(x, α) =
∞∫
0
U(x, t)jn−2
2
(αt)tn−1dt
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satisfies the Helmholtz equation:
∆xÛ(x, α) = −α2Û(x, α), ∀x ∈ B.
Hence, Û(x, α) is real analytic with respect to x ∈ B.
We recall that U(x, t) = 0 in K ∪ (B × [2,∞)). The union K ∪ (B × [2,∞))
contains the entire ray {(0, t) : 0 ≤ t < ∞} and hence after taking Fourier-Bessel
transform one concludes that Û(0, α) = 0. Since U is smooth, the same argument can
be applied to DβxU to obtain:
Dβx Û(0, α) = D̂
β
xU(0, α) = 0.
Thus, Û(., λ) vanishes to infinite order at x = 0. Since Û(., λ) is real-analytic, one
concludes that Û(x, α) = 0, for all x ∈ B and α ≥ 0. Taking inverse Fourier-Bessel
transform, we obtain U = 0 and therefore G = H in C. This completes the proof of
Proposition C.4.
2. Proof of Proposition C.3
We want to prove that f := H(., 0) vanishes on the sphere S to infinite order:
Dβxf(x) = 0, ∀x : |x| = 1.
First of all, recall that G(x, 2) = Gt(x, 2) = 0 implies H = 0 in the upward charac-
teristic cone K+:
H(x, t) = 0, |x| ≤ t− 1, 1 ≤ t ≤ 2.
In particular, H vanishes at the vertex of the cone K+:
H(0, 1) = 0.
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Since H is smooth in the solid cylinder C := B × [0,∞), the same conclusion holds
for for all derivatives of H :
D
j
tD
β
xH(0, 1) = 0. (3.10)
Here j = 0, 1, ... and β is an arbitrary multi-index.
Now we relate H to the spherical means of the initial value f(x). Albeit we
cannot assert so far that H =M(f), we can claim that the two functions coincide at
least in the downward characteristic cone K−:
K− = {|x| < 1− t, 0 ≤ t ≤ 1}.
Indeed, both H andM(f) solve the equation DG = 0 on C and share the same initial
values on B: G(x, 0) = f,Gt(x, 0) = 0. The conclusion now follows from the domain
of dependence argument.
Since (0, 1) is the vertex of K−, due to (3.10), we conclude that
(DjtD
β
xMf)(0, 1) = 0. (3.11)
Now our aim is to derive from (3.11) that f(x) vanishes on the sphere |x| = 1 along
with all derivatives.
To this end, first observe that condition (3.11) is invariant with respect to action
of the orthogonal group O(n) and hence it holds for any term fm,k(r)r
mYm,k(θ) in
Fourier series of f :
f(x) = f(rθ) =
∞∑
m=0
d(m)∑
k=1
fm,k(r)r
mYm,k(θ), (3.12)
where r = |x|, |θ| = 1 and {Ym,k, k = 1, ..., d(m)} is the orthonormal basis in the
space of all spherical harmonics of degree m. Due to smoothness of f in the closed
ball B , the series (3.12) converges uniformly with all derivatives and hence it suffices
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to prove that each term vanishes on the unit sphere to infinite order.
Thus, we can assume that f is just a single term:
f(x) = fm(r)Pm(x), (3.13)
where
Pm(x) = r
mYm,k(θ)
is a spatial harmonic of degreem. To prove that f vanishes to infinite order for |x| = 1,
it suffices to prove that all the derivatives f (j)m vanishes at t = 1:
f (j)m (1) = 0, j = 0, 1, ...
We will prove this by constructing a system of linear equations that these numbers
satisfy.
Lemma D.1 The following identities hold
1. For any i ≥ 0,
(
di
dri
Lmfm)(1) = 0, (3.14)
where Lm is the following differential operator of order m:
Lm =
m∏
s=1
(
1
n+ 2(m− s)r
d
dr
+ 1
)
. (3.15)
2. For any l ≥ 0,
(Qm)l(fm)(1) = 0, (3.16)
where Qm is the following differential operator of order 2:
Qm = ∂2r +
n+ 2m− 1
r
∂r. (3.17)
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Proof The identity (3.14) is closely related to [14, Theorem 2.1]. We follow here the
proof of the later to show (3.14). Let us introduce the operator
πm(g)(r) =
d(m)∑
k=1
gm,k(r)r
mY mk (θ),
the projection onto spherical harmonics of degree m. We observe that differentiation
in x and the transform M commute:
DβxM(f)(x, t) =M(Dβf)(x, t).
Since the spherical mean with the center at x = 0 and radius t = 1 is exactly the
projection onto order zero harmonics (constants), identity (3.11) now reads as
di
dri
π0(D
βf)(1) = 0 (3.18)
for all i ∈ Z+ and all multiindices β.
The projection π0 of the derivatives of f of the form (3.13) was computed in [14,
formula (2.10)]:
π0(D
βf) =
(
DβPm
)
(Lmfm) , m = |β| = β1 + · · ·+ βn,
where the differential operator Lm is defined in (3.15). Since Pm is a polynomial of
degree m, we can choose in this formula the multiindex β so that DβPm is a non-zero
constant. By allowing the index i to be arbitrary, we derive from (3.18) the identity
(3.14).
As for the identity (3.16), it comes from the equation DH = 0, which means
BH(x, t) = ∆xH(x, t), ∀(x, t) ∈ C,
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where B is the Bessel operator acting on t−variable:
B = ∂2t +
n− 1
t
.
Iterating the above identity, one obtains
BlH(x, t) = ∆lH(x, t), ∀(x, t) ∈ C.
Since H ∈ C∞(C), the above equality holds up to the boundary Γ. In particular,
since G(x, t) = h(x, t) for all (x, t) ∈ Γ and G(x, 0) = f(x), we have
Blh(x, 0) = ∆lf(x), ∀x ∈ S. (3.19)
Since h vanishes to infinite order at t = 0, one concludes that for all x ∈ S
∆lf(x) = 0, l = 0, 1, ...
Now, taking into account that the Laplacian ∆ acts on mth-harmonic term as the
operator
Qm := ∂2r +
n− 1 + 2m
r
∂r,
we arrive at
Qlmfm = 0, l = 0, 1, ... (3.20)
Let us apply Lemma D.1 when indices j and l run independently from 0 to m−1.
We can write the differential operators in (3.14) and (3.16) in the form
di
dri
Lm = Ai,0(r) + Ai,1(r) d
dr
+ · · ·+ Ai,i+m(r) d
i+m
dri+m
,
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and 3
Qlm = Bm−1−l,0(r) +Bm−1−l,1(r)
d
dr
+ · · ·+Bm−1−l,2m−1(r) d
2m−1
dr2m−1
.
Consider the vector
F := (fm(1), f
′
m(1), · · · , f (2m−1)m (1)),
which consist of the first 2m derivatives (including that of order 0) of fm at the point
r = 1.
Let i = 0, 1, · · · , m− 1 and l = 0, 1, · · · , m− 1 in Lemma D.1, we conclude that
F satisfies the following 2m× 2m linear system:
A0,0F0 + A0,1F1 + · · ·+ A0,mFm = 0
A1,1F1 + A1,2F2 + · · · · · · · · ·+ A1,m+1Fm+1 = 0
· · · · · · · · ·
Am−1,m−1Fm−1 + Am−1,mFm + · · · · · · · · ·+ Am−1,2m−1F2m−1 = 0
B0,0F0 +B0,1F1 + · · · · · · · · · · · · · · · · · · · · ·+B0,2m−1F2m−1 = 0
B1,0F0 +B1,1F1 + · · · · · · · · · · · · · · · · · · · · ·+B1,2m−1F2m−1 = 0
· · · · · · · · ·
Bm−1,0F0 +Bm−1,1F1 + · · · · · · · · · · · · · · · · · ·+Bm−1,2m−1F2m−1 = 0
(3.21)
Here the matrix coefficients are Ai,j = Ai,j(1), Bi,j = Bi,j(1).
Lemma D.2 The linear 2m× 2m− system (3.21) is nondegenerate.
We will prove this lemma later. Assuming that the lemma is proven, we can complete
the proof of Proposition C.3. Since the system (3.21) is nondegenerate, one concludes
3Many elements Bi,j are zero, but we consider the operator Qlm in the above form
for the sake of simplicity.
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that the first 2m derivatives of fm vanish:
f (j)m (1) = Fj = 0, 0 ≤ j ≤ 2m− 1.
To obtain the vanishing of higher order derivatives, we will exploit higher values for
the index i in (3.14). Choosing i = m in (3.14) results in shifting of the vector of the
unknowns to the right:
Am,0Fm + · · ·+ Am,2m−1F2m−1 + Am,mF2m = 0
which along with F0 = · · · = F2m−1 = 0 implies F2m = 0 because Am,m 6= 0. Then the
next choice i = m+1 leads to F2m+1 = 0. Proceeding this way by taking successively
j = m,m+ 1, m+ 2, · · · one obtains Fν = 0 for all ν ≥ 0.
This completes the proof of Proposition C.3.
Remark D.3 As it was mentioned earlier, Proposition C.3 was proved for odd n in
[4]. The proof used Weyl and Poisson-Sonine integral transforms, applied to the solu-
tion H(x, t) in t and x variables correspondingly. To have control over the derivatives
of H(x, 0) on the sphere |x| = 1 one needs the inverse transforms to be local (differ-
ential) operators which is the case only in odd dimensions. That is why the proof in
[4] did not work in even dimensions.
Proof of Lemma D.2 Let us denote by Ai the ith row of the matrix of the first
m equations in the system (3.21) and by Bi the ith row from the second group of m
linear equations in (3.21).
One observes that the vectors Ai, i = 0, · · · , m − 1 are linearly independent, as
Ai,j = 0 for all j > m+ i and Ai,m+i 6= 0.
We now use induction with respect to the length of the system of the vectors.
Namely, we will show that adding successively each vector B0, · · · , Bm−1 to the set
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{A0, .., Am−1} does not break the linear independence. Then, in m steps, we will
obtain the linear independence of the entire system.
Thus, our inductive assumption is that the system
Sp := {A1, · · · , Am−1, B0, · · · , Bp−1}
is linearly independent for some p ≤ m − 1. Now we want to check that it remains
linearly independent after adding the next vector Bp. In other words, the vector Bp
is linearly independent from the set Sp.
To this end, it suffices to find a vector vp ∈ IR2m that is orthogonal to Sp but not
to Bp:
〈Ai, vp〉 = 0, i = 0, · · · , m− 1,
〈Bj , vp〉 = 0, j = 0, · · · , p− 1,
〈Bp, vp〉 6= 0.
(3.22)
Indeed, we take the function Ψp(r) = r
−n−2p and construct the vector of succes-
sive derivatives at r = 1:
vp = (Ψp(1), · · · ,Ψ(2m−1)p (1)).
Recall that
Lm =
m∏
s=1
(
1
n+ 2(m− s)r
d
dr
+ 1
)
.
Since all the first order differential operators in the above product commute, we can
rewrite
Lm =
 m∏
s 6=m−p
(
1
n+ 2(m− s)r
d
dr
+ 1
)( 1
n + 2p
r
d
dr
+ 1
)
.
A simple observation gives(
1
n+ 2p
r
d
dr
+ 1
)
Ψp(r) = 0, ∀r > 0.
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Therefore,
LmΨp(r) = 0, ∀r > 0.
This, in particular, implies(
di
dri
LmΨp
)
(1) = 0, i = 0, 1, · · · , m− 1.
By the definition of Ai, this is equivalent to the first group of equations in (3.22):
〈Ai, vp〉 = 0, i = 0, · · · , m− 1.
Here, as we defined, vp = (Ψp(1), · · · ,Ψ(2m−1)p (1)) is the vector of successive derivatives
of Ψp evaluated at r = 1.
We recall that the construction of Bi comes from the iteration of the differential
operator
Qm = ∂2r +
n− 1 + 2m
r
∂r
evaluated at r = 1. Straightforward computation yields
QlmΨp(r) =

Clr
−n−2(p+l), 0 ≤ l ≤ m− 1− p,
0, m− p ≤ l ≤ m− 1.
Here Cl are nonzero constants.
Substituting r = 1, due to the definition of Bi, one is led to the remained
equations in (3.22):
〈Bi, vp〉 = Q(m−1−i)m Ψp(1) = 0, ∀i = 0, .., p− 1,
and
〈Bp, vp〉 = Q(m−1−p)m Ψp(1) = Cm−1−p 6= 0.
This completes the proof of Lemma D.2 and thus finishes the proof of Theorem B.1.
65
CHAPTER IV
STABILITY ANALYSIS
In this chapter we present some stability analysis for the reconstruction in TAT. The
analysis relies on the propagation of singularities of the solution u(x, t) for the wave
equation. The visibility condition requires all the singularities of f propagate to the
observation surface S. It has been previously shown by various authors that under
this condition, the reconstruction is Lipschitz stable. We show that if the condition
is violated, the reconstruction of TAT is not even Ho¨lder stable.
A. Introduction
Let us recall the commonly accepted model of TAT:
utt(x, t)− c2(x)△ u(x, t) = 0, x ∈ IRn, t ≥ 0,
u(x, 0) = f(x), ut(x, 0) = 0,
u(y, t) = g(y, t), y ∈ S, t ≥ 0.
(4.1)
Here c(x) is the the ultrasound speed at location x, g(y, t) is the pressure measured
at location y ∈ S and time t. We assume that the sound speed c(x) is smooth and
there exists constants C0, c0 > 0 such that c0 ≤ c(x) ≤ C0 for all x ∈ IRn.
In this chapter, we concentrate on the stability analysis of the reconstruction of f
in a region of interest Ω, which is a bounded open domain in IRn, from the measured
data g on an observation surface 1 S. This issue has been partially addressed in a
number of papers [67, 68, 39, 20, 31, 55, 30, 48, 42].
If the speed c is constant, it was shown that under the so-called visibility condition
1Here S need not be the boundary of the region of interest Ω. We also do not
assume any special geometries for S and Ω.
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the reconstruction is only mildly unstable, similarly to the inversion of the standard
Radon transform (see, e.g. [39], for more discussion and references). The visibility
condition requires that for each x ∈ Ω, every straight line passing through x intersects
the observation surface S. Equivalently, it requires Ω to lie inside the convex hull of
S in IRn. For instance, if S is a closed hypersurface surrounding Ω then the visibility
condition is satisfied.
Let us now consider the case of variable speed c(x). If Ω is enclosed by S, it
was argued and demonstrated by numerics in [31] that if some geometric rays passing
through Ω are trapped inside S, then the singularities of f that lead to these rays
cannot be stably reconstructed. On the other hand, the authors of [55] recently
proved that under visibility condition, which can be defined for variable speed using
geometric rays instead of straight lines, the reconstruction is Lipschitz stable. Our
goal is to prove a complementary result, which shows that the reconstruction is not
Ho¨lder stable if the visibility condition does not hold. The visibility condition can be
violated when either the data is incomplete (S does not completely surround Ω, see,
e.g., [39]), or the trapping phenomenon occurs (e.g., [31]). These two cases have the
same instability, and we do not distinguish between them. Although we do not use
this in the text, it should be mentioned that the Lipschitz instability can be obtained
from the general framework proposed in [54].
The chapter is organized as follows. In section B, we recall the notion of wavefront
set, whose propagation is the central issue of stability analysis in TAT (as well as other
types of tomography, e.g., [42, 50, 19, 26, 27]). We then present our instability result
in section C.
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B. Singularities and wavefront set
In tomography, singularities are usually related to sharp details, for instance the
boundaries of objects, jumps in densities, or interfaces between tissues. In many cases,
singularities (rather than the exact image) are of the main interest (e.g., they are the
objects of reconstruction in local tomography, e.g. [37, 17, 16]). Reconstruction of
singularities in (X-ray) tomography was first investigated by Greenleaf and Uhlmann
[26] and Quinto [50]. We will see that propagation of singularities also plays an
important role in the stability analysis of reconstruction in TAT.
We denote by D(IRn) and D′(IRn) the standard spaces of test functions and
distributions on IRn. We now recall the definition of wavefront set (e.g., [57]):
Definition B.1 Let f ∈ D′(IRn), x0 ∈ IRn, and ξ0 ∈ IRn\{0}. Then f is microlocally
smooth at (x0, ξ0) if there is a function ϕ ∈ C∞0 (IRn) satisfying ϕ(x0) 6= 0 and an
open cone V containing ξ0, such that F(ϕf) is rapidly decreasing in V . That is, for
any N > 0 there exists a constant CN such that
|F(ϕf)(ξ)| ≤ CN 〈ξ〉−N , for all ξ ∈ V.
Here F is the Fourier transform and 〈ξ〉 = (1 + |ξ|2)1/2. The wavefront set of f ,
denoted by WF (f), is the complement of the set of all (x0, ξ0) ∈ IRn× (IRn \ 0) where
f is microlocally smooth.
For example, if f is the characteristic function of an open set Ω with smooth boundary
∂Ω, then (x0, ξ0) ∈ WF (f) if and only if x0 ∈ ∂Ω and ξ0 is perpendicular to the
tangent plane Tx0∂Ω of ∂Ω at x0.
Propagation of the wavefront set of the solution u(x, t) for equation (4.1) can be
precisely described (e.g., [45, 57, 55, 56]). Since the initial velocity ut(x, 0) is zero,
each element (x0, ξ0) ∈WF (f) propagates in two opposite directions ξ0 and −ξ0. Let
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us consider the bi-characteristics (x±(s), t±(s), ξ±(s), τ±(s)), which are the solutions
of the following Hamiltonian systems:
x˙(s) = −c2(x)ξ, t˙(s) = τ,
ξ˙(s) = 1
2
∇c2(x)|ξ|2, τ˙(s) = 0
(x(0), t(0), ξ(0), τ(0)) = (x0, 0,∓ξ0, c(x0)|ξ0|).
Since c(x) is smooth and 0 < c0 ≤ c(x) ≤ C0, these bi-characteristics are well defined
on s ∈ IR+, and (x±(s), t±(s), ξ±(s), τ±(s)) ∈ WF (u) for all s. We denote the (x,t)-
projections of these bicharacteristics by R+(x0, ξ0) and R−(x0, ξ0). The following
result can be easily obtained by basic tools of microlocal analysis (e.g., [57]):
Theorem B.2 Consider equation (4.1). Let O be an open subset of IRn × IR+.
Assume that for all (x, ξ) ∈WF (f), R+(x, ξ) and R−(x, ξ) do not intersect O. Then
u ∈ C∞(O).
Let Rx(x, ξ) be the x-projection of R+(x, ξ) ∪ R−(x, ξ). Rx(x, ξ) is, indeed, a con-
nected smooth curve in IRn, which we call a (geometric) ray. The following result is
a simple consequence of Theorem B.2:
Corrolary B.3 Consider equation (4.1). Let V be an open subset of IRn. Assume
that for all (x, ξ) ∈WF (f), the rays Rx(x, ξ) do not intersect V . Then u ∈ C∞(V ×
IR+).
C. Instability of reconstruction in thermoacoustic tomography
Let us return to the main equation of TAT:
utt(x, t)− c2(x)△ u(x, t) = 0, ∀x ∈ IRn, t > 0,
u(x, 0) = f(x), ut(x, 0) = 0.
(4.2)
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Let S be a closed piece of a hypersurface in IRn, T > 0, Γ = S × [0, T ], and g be the
restriction of u to Γ. We define the linear operator
T : L2(Ω) −→ D′(Γ)
f 7−→ g.
Here, we identify L2(Ω) with the subspace of L2(IRn) containing functions supported
in Ω. Assuming T is injective, we now consider the stability problem of the recon-
struction of f from g. Let U and V be open sets in IRn such that U ⊂ Ω and
S ⊂ V .
Theorem C.1 Assume that there exists a nonzero vector ξ0 ∈ IRn \ 0 such that for
all x ∈ U , the rays Rx(x, ξ0) do not intersect V . Then the reconstruction of f from g
is not Ho¨lder stable. That is, there do not exist µ > 0, δ > 0, s0, s1 ≥ 0, and C > 0
such that
‖f‖L2(Ω) ≤ C‖T f‖µHs0 (Γ), for all f ∈ Hs1(Ω) satisfying ‖f‖Hs1 (Ω) ≤ δ.
In order to prove this theorem, we need an auxiliary result. Without loss of
generality, we can assume that 0 ∈ U and ξ0 = (0, .., 0, 1). Since U is open, there is
an open set U0 ⊂ IRn−1 and ε > 0 such that U0 × I¯ ⊂ U , where I = (−ε, ε). Let us
fix a nonzero function f0 ∈ C∞0 (U0). For each x ∈ IRn, we write x = (x′, xn), where
x′ ∈ IRn−1 and xn ∈ IR. We now consider
X = {f ∈ L2(U) : f(x) = f0(x′)h(xn), h ∈ L2(IR), supp(h) ⊂ I}.
Then, X is an infinite dimensional closed subspace of L2(Ω).
Lemma C.2 For all s ≥ 0, T induces a linear bounded operator
T |X : X −→ Hs(Γ).
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In what follows, we first prove Lemma C.2, and then show how to obtain Theorem
C.1 from it.
1. Proof of Lemma C.2
Let f ∈ X, then WF (f) ⊂ U × {λξ0 : λ 6= 0}. Since Rx(x, λξ0) = Rx(x, ξ0), one
has Rx(x, ξ) = Rx(x, ξ0) for all (x, ξ) ∈WF (f). Assuming the condition in Theorem
C.1, one deduces that Rx(x, ξ) do not intersect V for all (x, ξ) ∈WF (f).
We consider equation (4.2) and let P(f) = u|V×IR+ . Due to Corollary B.3, P|X
is a linear operator from X to C∞(V × IR+). Let V0 be an open set in IRn such that
S ⊂ V0 ⊂ V 0 ⊂ V . Then, for all s ≥ 0 and T > 0, P induces a linear operator:
P|X : X → Hs(V0 × [0, T ]).
We now prove that this operator is bounded. Indeed, we first show that P :
L2(Ω) → L2(V0 × [0, T ]) is bounded. Let p(., t) = ∫ t0 u(., s)ds, then, from (4.2), p
solves the equation:
ptt − c2(x)∆p(x, t) = 0, x ∈ IRn, t > 0,
p(x, 0) = 0, pt(x, 0) = f(x).
(4.3)
Denoting E(t) = ‖c−1pt(., t)‖2L2(IRn) + ‖∇p(., t)‖2L2(Ω), one concludes that E is inde-
pendent of t, due to the conservation of energy (e.g., [11]). That is, E(t) = E(0) for
all t ∈ IR+. Since pt(., t) = u(., t), p(., 0) = 0, and pt(., 0) = f , one derives
‖c−1u(., t)‖2L2(IRn) + ‖∇p(., t)‖2IRn = ‖c−1f‖L2(IRn).
Using the inequalities 0 < c0 ≤ c(x) ≤ C0, one deduces that there is a constant A > 0
satisfying
‖u(., t)‖L2(IRn) ≤ A‖f‖L2(IRn), for all f ∈ L2(Ω).
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Hence,
‖u‖L2(V0×[0,T ]) ≤ ‖u(., t)‖L2(IRn×[0,T ]) ≤ AT‖f‖L2(IRn),
which proves the boundedness of P : L2(Ω)→ L2(V0 × [0, T ]).
Since Hs(V0 × [0, T ]) is continuously embedded into L2(V0 × [0, T ]), applying
Propositions D.1 (see appendix), one concludes that P|X : X → Hs(V0 × [0, T ]) is
bounded.
We are now ready to prove Lemma C.2. We recall that the restrictionR(u) = u|Γ,
as a linear operator R : Hs(V0 × [0, T ]) −→ Hs−1/2(Γ), is bounded for any s > 12 .
Therefore,
T |X = R ◦ P|X : X −→ Hs(Γ)
is bounded for any s ≥ 0.
2. Proof of Theorem C.1
We first recall some facts concerning singular value decomposition (e.g., [13, 25]). Let
H1, H2 be Hilbert spaces and A : H1 → H2 be a bounded injective operator. Let
A∗ be the adjoint operator of A and B = A∗A. Then B : H1 → H2 is a positive
definite bounded operator. Let us denote by {s2j} the eigenvalues of B and by {ej}
the corresponding unit norm eigenvectors. Then {ej}j is an orthogonal basis of H1.
Denoting fj =
1
sj
A(ej), it is simple to show {fj}j is an orthonormal set in H2. If
range(A) is dense in H2, then {fj}j is an orthonormal basis of H2.
For an operator A, we denote by {sj(A)}j the set of above sj, which are chosen
to be positive and decreasing. Then {sj(A)}j are called s-numbers (or singular
values) of A. We will need the following asymptotic behavior of s-numbers:
Lemma C.3 (e.g., [13, page 119])
1. Let s1 > s2 and i1 : H
s1(Γ) −→ Hs2(Γ) be the natural embedding. There exists
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a constant c1 > 0 independent of j, such that sj(i1) ≤ c1j
s2−s1
n .
2. Let s > 0, ε > 0, and i2 : H
s
0(−ε, ε) −→ L2(−ε, ε) be the natural embedding.
There exists a constant c2 > 0 independent of j, such that sj(i2) ≥ c2j−s.
Proof of Theorem C.1 Suppose that there exist µ > 0, δ > 0, s0, s1 ≥ 0, and C > 0
such that
‖f‖L2(Ω) ≤ C‖T f‖µHs0(Γ)
for all f ∈ Hs1(Ω) satisfying ‖f‖Hs1(Ω) ≤ δ. Then for any f ∈ Hs1(Ω), applying this
inequality to δf‖f‖Hs1 (Ω) , we have
‖f‖L2(Ω)
‖f‖Hs1(Ω) ≤ C1
(‖T f‖Hs0 (Γ)
‖f‖Hs1(Ω)
)µ
,
where C1 is a constant independent of f . That is,
‖f‖L2(Ω) ≤ C1‖T f‖µHs0(Γ)‖f‖1−µHs1 (Ω), (4.4)
for all f ∈ Hs1(Ω). Let us consider the following subspace of space X from Lemma
C.2:
Xs1 = {f : f(x) = f(x′, xn) = u0(x′)h(xn), h ∈ Hs10 (I)}.
We then have Xs1 ⊂ X ∩ Hs1(Ω). We now prove that (4.4) cannot be true for all
f ∈ Xs1 . Indeed, due to Lemma C.2, for any f ∈ Xs1 ⊂ X, one has
‖T f‖µHs(Γ) ≤ Cs‖f‖µL2(Ω). (4.5)
Here, s ≥ 0 and Cs is a general constant depending on s. Combing (4.4) and (4.5),
we have
‖Tf‖µHs(Γ)‖f‖1−µL2(Ω) ≤ Cs‖f‖L2(Ω) ≤ Cs‖T f‖µHs0(Γ)‖f‖1−µHs1 (Ω).
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That is, ( ‖f‖L2(Ω)
‖f‖Hs1(Ω)
)1−µ
≤ Cs
(‖T f‖Hs0(Γ)
‖T f‖Hs(Γ)
)µ
. (4.6)
Since f(x) = f0(x
′)h(xn), direct computations show
‖f‖L2(Ω) = ‖f0‖L2(IRn−1)‖h‖L2(I),
‖f‖Hs1 (Ω) ≤ ‖f0‖Hs1 (IRn−1)‖h‖Hs1 (I).
Inequality (4.6) gives( ‖h‖L2(I)
‖h‖Hs1 (I)
)1−µ
≤ Cs
(‖T f‖Hs0 (Γ)
‖T f‖Hs(Γ)
)µ
, for all h ∈ Hs00 (I). (4.7)
Let s be any arbitrary real number such that s > s0 (we will specify s later when
needed). We now prove that this equality implies [sj(i2)]
1−µ ≤ Cs[sj(i1)]µ for all j,
where i1, i2 are the natural embeddings i1 : H
s(Γ) →֒ Hs0(Γ) and i2 : Hs10 (I) →֒ L2(I).
Indeed, let {hj}j be the orthonormal basis of Hs10 (I) such that
‖hj‖L2(I) = sj(i2)‖hj‖Hs(I).
Let α = (α1, ..., αj) ∈ IRj and h = ∑k≤j αkhk. Since {hj}j are also orthogonal in
L2(I),
‖h‖2L2(I) =
∑
k≤j
|αk|2‖hk‖2L2(I) =
∑
k≤j
|αk|2s2k(i2)‖hk‖2Hs1 (I)
≥ s2j (i2)
∑
k≤j
|αk|2‖hk‖2Hs1 (I) = s2j (i2)‖h‖2Hs1 (I).
That is,
‖h‖L2(I) ≥ sj(i2)‖h‖Hs1 (I). (4.8)
Now, consider {gj}j to be the orthonormal basis of Hs(Γ) such that
‖gj‖Hs0 (Γ) = sj(i1)‖gj‖Hs(Γ).
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Fixing j, we can choose α = (α1, ..., αj) 6= 0 such that, for h = ∑k≤j αkhk and
f(x) = f0(x
′)h(xn), T (f) belongs to the orthogonal complement of span{g1, ..., gj−1}.
Since the embedding i1 : H
s(Γ)→ Hs0(Γ) has dense range, {gk}k is also an orthogonal
basis of Hs0(Γ). One then obtains T f = ∑k≥j βkgk in both Hs0(Γ) and Hs(Γ).
Therefore,
‖T f‖2Hs0(Γ) =
∑
k≥j
β2k‖gk‖2Hs0 (Γ) =
∑
k≥j
β2ks
2
k(i1)‖gk‖2Hs(Γ) ≤ s2j (i1)‖T f‖2Hs(Γ).
That is,
‖T f‖Hs0 (Γ) ≤ sj(i1)‖T f‖Hs(Γ). (4.9)
Combining (4.7), (4.8), and (4.9), one arrives at [sj(i2)]
1−µ ≤ Cs[sj(i1)]µ, where Cs is
a constant independent of j. Due to Lemma C.3, this implies [j−s1](1−µ) ≤ Cs[j
s0−s
n ]µ.
Choosing s big enough such that s1(1 − µ) < (s−s0)µn , we have a contradiction by
letting j →∞. The proof is completed.
D. An auxiliary result
Proposition D.1 Assume that X, Y, Z are Banach spaces and Z is continuously
imbedded into Y . Let T : X −→ Y be a bounded linear operator such that T (X) ⊂ Z.
Then T : X −→ Z is also bounded.
Proof Due to the closed graph theorem [52], if it is sufficient to prove that T has
closed graph. That is, if {xk}k ⊂ X such that xk → x in X and Txk → z in Z, then
Tx = z. In fact, since the imbedding Z → Y is continuous and Txk → z in Z, we
have Txk → z in Y . On the other hand, since xk → x in X and T : X −→ Y is
continuous, we have Txk −→ Tx in Y . Due to the uniqueness of limit of the sequence
{Txk}k in Y , we have Tx = z. This finishes the proof.
75
CHAPTER V
SPEED DETERMINATION 1
In this chapter, we investigate the problem of determining the ultrasound speed c(x)
from the TAT data g. Some numerical experiments have shown that it could be
possible to recover the speed c(x), simultaneously with the initial perturbation f(x),
from measured data g. However, no theoretical analysis has been done. We present
here some initial results on this issue. We first show that the (unknown) constant
speed can be uniquely determined by the TAT data. By using the range description
for the wave operator, we prove a weak local uniqueness for variable speed. We then
establish a necessary condition for the function h(x) = c−21 (x) − c−22 (x) if c1 and c2
provide the same TAT data. Finally, we characterize the kernel of the linearized op-
erator. In particular, we prove that the linearized operator, evaluated at the constant
background speed, is injective in dimension one.
A. Introduction
Let us recall the commonly accepted model of TAT:
utt(x, t)− c2(x)△ u(x, t) = 0, x ∈ IRn, t ≥ 0,
u(x, 0) = f(x), ut(x, 0) = 0,
u(y, t) = g(y, t), y ∈ S, t ≥ 0.
(5.1)
Here c(x) is the the ultrasound speed at location x, g(y, t) is the pressure measured
at location y ∈ S and time t, and f(x) is the initial perturbation at location x.
1Part of this chapter is reprinted with permission from ”Reconstruction and time
reversal in thermoacoustic tomography in acoustically homogeneous and inhomoge-
neous media”, by Yulia Hristova, Peter Kuchment, and Linh Nguyen, Inverse Prob-
lems 24 (5), 2008, 055006, doi: 10.1088/0266-5611/24/5/055006. Copyright c©2008
by IOP Publishing LTD.
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Fig. 3. The phantom and the sound speed density plot.
Most work in TAT relies on the assumption that the sound speed is known,
while it is often not. To overcome this, one either tries to recover somehow the speed
(e.g., using transmission ultrasound tomography [33, 32]), or assumes some (usually
constant) speed. As it has been noted in previous studies (e.g., [33, 32, 69]), it is easy
to conclude that using an incorrect sound speed deteriorates both the amplitudes,
as well as locations of the features (e.g., of interfaces) of the image. The example
shown here is provided to confirm this. In Fig. 3, one sees the speed map c(x) and
the phantom f(x). Fig. 4 shows the reconstructions using the true speed and the
average speed, by the time reversal method (see, e.g., [31]). One can easily see both
aforementioned types of deterioration in the case of the average speed.
Therefore, it would be extremely valuable to be able to recover the speed map
from the TAT data. A numerical simultaneous reconstruction of the speed and the
image was successfully attempted on examples in [70]. It is, thus, natural to formulate
the following problem:
Problem A.1 Does the TAT data g uniquely determine c(x) and f(x)? If not, to
what extent it does?
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Fig. 4. The reconstruction with the correct speed map (left) and with the average
speed (right). One observes both location shifts and amplitude deterioration
of the reconstruction with the average speed.
Once the speed c(x) is determined, the determination of f follows the problem of
TAT with known ultrasound speed, which has been well studied (see, e.g., [20, 55]).
Therefore, Problem A.1, indeed, boils down to the determination of the speed c(x)
from g.
We provide here a natural point of view to the Problem A.1. Consider the linear
operator Lc(x) that, given a sound speed c(x), transforms the initial function f(x)
into the boundary TAT data g(y, t). Then we would like to recover from the equation
Lc(x)f = g with a given g both the sound speed c and the image f . How can this
be possible? A simple-minded objection is: given whatever c, one can solve this
equation and find a solution f , and thus the equation does not carry any information
about c. This argument, however, is correct only if the operators Lc are invertible,
or “almost” invertible (i.e., the ranges of the operators are equal to almost the whole
space of functions g). However, it is common in tomography that the range of Lc is
very small, namely, of infinite co-dimension in natural spaces of functions g [43, 44].
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Suppose that a range description for this transform is known (in appropriate spaces).
A change of the sound speed leads to a “rotation” of the range. If the ranges rotate so
much that their intersections for different sound speeds are only at the zero function,
then given the data g, one could find out to the range of which operator Lc(x) it belongs
and thus determine c(x). This would allow one to recover the sound speed, and then,
using any of the known methods (e.g., [31]), to reconstruct the image f . One can
notice the similarity with the SPECT (single photon emission tomography), where
one faces the still not satisfactory resolved problem of the simultaneous recovery of
the unknown attenuation coefficient (kind of an analog of the speed in TAT) and of
the unknown source intensity distribution function [29, 53, 43, 44].
In this chapter, we present some initial results on Problem A.1. We prove that
the unknown constant speed is uniquely determined by the TAT data in Section B.
In Section C, we prove some local uniqueness for the variable speed from the TAT
data. We characterize the difference h(x) = c−21 (x) − c−22 (x) for the speeds c1 and
c2 that provide the same TAT data g in Section D. Finally, some analysis for the
linearized operator is provided in Section E.
B. Uniqueness of the constant speed
We first look at the simplest question: knowing in advance that the sound speed is
constant, can one recover it from the TAT data? We will show the positive answer
in odd dimensions 2 n > 1. Let us assume that S is the unit sphere and the initial
perturbation f(x) is compactly supported in the open unit ball B, whose boundary
is S. This assumption implies that the support of f(x) does not reach S. In this
case, the finiteness of the speed of propagation shows that the boundary data g(y, t)
2The case n = 1 also follows from the same (even simpler) argument.
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is equal to zero for small t. Let us thus define the first time t0 > 0 when the signal
reaches the boundary as follows:
t0 = inf{t > 0| there exists y ∈ S such that g(y, t) 6= 0}. (5.2)
Since the speed of sound is constant and the dimension is odd, the Huygens’ principle
holds. Thus, the data g will vanish for large values of time t. We can define the last
time T0 > 0 when the signal is detected:
T0 = sup{t > 0| there exists y ∈ S such that g(y, t) 6= 0}. (5.3)
The following result resolves the question of recovering the constant sound speed:
Theorem B.1 Let, as above, the initial perturbation f be supported inside the open
ball B and the numbers t0, T0 > 0 be defined as in (5.2)-(5.3). Then the sound speed
c satisfies the equality
c =
2
t0 + T0
(5.4)
and thus is uniquely determined by the TAT data g.
Proof Let us recall that pressure wave u(x, t) solves the following wave equation
problem in IRn: 
utt(x, t)− c2∆u(x, t) = 0, t > 0,
u(x, 0) = f(x), ut(x, 0) = 0, ∀x ∈ IRn.
The standard Kirchhoff-Poisson solution formulas for the wave equation (see [11] or
[15, p.77]) imply the representation:
g(y, t) = cn
( ∂
∂t
1
t
)n−1
2
Rf
 (y, ct)
= 2
n−1
2 cnt
( 1
2t
∂
∂t
)n−1
2 1
t
Rf
 (y, ct)
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= 2
n−1
2 cnt
( ∂
∂(t2)
)n−1
2 1
t
Rf
 (y, ct), y ∈ S, t > 0. (5.5)
Here, R is the spherical Radon transform defined in Chapter I. The assumptions of
the theorem imply that t0 is the largest value of t such that g(y, t) = 0 for all y ∈ S
and t < t0.
Lemma B.2 The equality g(y, t) = 0 being satisfied for all y ∈ S and t < t0 is
equivalent to the equality R (f) (y, ct) = 0 being satisfied for all these values.
Indeed, due to the formula (5.5), if R(f)(y, ct) = 0 for all y ∈ S and t < t0, this
implies g(y, t) = 0 in the same region. Let us now prove the converse statement. We
recall that the assumption of the support of f not reaching S implies that Rf(y, t)
vanishes for sufficiently small values of t. On the other hand, the last formula in (5.5)
implies that ( ∂
∂(t2)
)n−1
2 1
t
Rf
 (y, ct) = 0
for all y ∈ S and t < t0. These two facts and integration with respect to t2 imply
that R(f)(y, ct) = 0 for all y ∈ S and t < t0. This proves the lemma.
The same argument (with R(f) = 0 for small values of t being replaced by the
Huygens’ principle), implies the following statement:
Lemma B.3 The equality g(y, t) = 0 being satisfied for all y ∈ S and t > T0 is
equivalent to the equality R (f) (y, ct) = 0 being satisfied for all these values.
The above lemmas lead to an alternative description of the numbers t0 and T0
in terms of the spherical mean transform of f rather than the TAT data g:
Corrolary B.4 The following formulas hold true:
t0 =
1
c
sup{t : R(f)(x, s) = 0, for all x ∈ S, s ≤ t},
T0 =
1
c
inf{t : R(f)(x, s) = 0, for all x ∈ S, s ≥ t}.
(5.6)
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We will now use relations (5.6) to evaluate c in terms of t0, T0.
Let us define two quantities related to the support of f :
σ0 = min{|x− y| : x ∈ supp(f), y ∈ S},
Σ0 = max{|x− y| : x ∈ supp(f), y ∈ S}.
The following lemma clearly finishes the proof of the theorem:
Lemma B.5 The numbers σ0,Σ0 satisfy the following properties:
1. σ0 + Σ0 = 2.
2.
σ0 = sup{t : Rf(x, s) = 0, for all x ∈ S, s ≤ t},
Σ0 = inf{t : Rf(x, s) = 0, for all x ∈ S, s ≥ t}.
3. σ0 = ct0,Σ0 = cT0
Proof Let us introduce the radius of the smallest ball centered at the origin that
encloses the support of f :
r0 = sup{|x| | f(x) 6= 0} < 1.
Then it is clear that σ0 = 1− r0 and Σ0 = 1+ r0. This implies the first statement of
the lemma. The third statement follows from the second one and the formulas (5.6).
It remains to prove the second statement of the lemma. In its generality, it
follows from the non-trivial local uniqueness theorem for the spherical transform [42,
Theorem 4]. This theorem, in particular, requires the support of f to be strictly
inside S, which is one of our assumptions. However, in TAT applications, the initial
function f is non-negative. Knowing this additional information, the statement is
82
very easy to prove. Indeed, the following inequalities are obvious:
σ0 ≤ sup{t : Rf(x, s) = 0, for all x ∈ S, s ≤ t}, (5.7)
Σ0 ≥ inf{t : Rf(x, s) = 0, for all x ∈ S, s ≥ t}. (5.8)
It remains to prove that the inequalities
σ0 < sup{t : Rf(x, s) = 0, for all x ∈ S, s ≤ t} (5.9)
and
Σ0 > inf{t : Rf(x, s) = 0, for all x ∈ S, s ≥ t} (5.10)
are impossible. Let us show this for the first of these inequalities. According to the
definition of σ0, there is a point x0 ∈ supp(f) such that the distance from x0 to S
is equal to σ0. Let y0 be the closest point to x0 on S. Then Fubini theorem implies
that for an arbitrarily small ǫ > 0 there is a number σ0 < s < σ0 + ǫ such that the
sphere {x | |x − y0| = s} intersects the support of f over a set of a positive surface
measure. Due to the positivity of f , this implies that R (f) (y0, s) 6= 0. This proves
the impossibility of the inequality (5.9). Impossibility of (5.10) is proven analogously.
This finishes the proof of the lemma and thus of the theorem.
Remark B.6 Assume that f ∈ C∞0 (B) and supp(f) ∩ S 6= ∅. An argument similar
to above shows that the first arrival time t0 = 0 and the last detected time T0 =
2
c
.
Hence, Theorem B.1 is still true for this case.
C. Range conditions and speed determination
Range conditions for the case of a constant sound speed are presented in Chapter
III. They contain two types of restrictions on the TAT data g: one concerns the
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smoothness and support of g and the other involves orthogonality of g to certain
functions.
We provide here without a proof an analog of the orthogonality condition for the
case of a variable sound speed c(x). Let us assume that c(x) is smooth, stabilizes to
a constant c > 0 at large distances (and thus the support of c(x)− c is compact), and
satisfies the non-trapping condition (see Definition C.3). The condition described in
the next theorem is necessary for a function g to belong to the range of Lc(x), while
we cannot claim its sufficiency, as it was done for the constant speed case in Chapter
III. In fact, sufficiency would require some additional constrain(s).
Let us denote by B the domain bounded by the observation surface 3 S. We
consider, in the Hilbert space L2(c−2(x), B), the operator A := −c2(x)∆ with zero
Dirichlet boundary conditions on S and the natural domain H2(B)
⋂
H10 (B). It is a
positive self-adjoint operator. The following result is analogous to the orthogonality
condition in Chapter III:
Theorem C.1 Let {λ2k}∞k=1 be the spectrum of A and {ψk}k be the corresponding
basis of orthonormal eigenfunctions in L2(c−2(x), B). If u(x, t) solves the problem
utt(x, t)− c2(x)∆u(x, t) = 0, for all x ∈ IRn, t > 0
u(x, 0) = f(x) ∈ C∞0 (IRn), ut(x, 0) = 0,
u|S×IR+ = g,
then the function g(x, t) on S × IR+ satisfies, for any k, the condition
∞∫
0
∫
S
g(x, t)
∂ψk
∂ν
 cos(λkt)dt = 0, (5.11)
where ν is the exterior unit normal vector to S.
3We do not assume special geometries of S in the rest of this Chapter.
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The proof of this result is very similar to the one given in [4] for the constant speed
case. Condition (5.11) is not sufficient for g to be in the range of Lc. In particular,
the range description in the constant speed case also needs the support and smooth
condition (see Chapter III).
We will make some observations concerning the usage of the orthogonality condi-
tion provided in Theorem C.1 for the speed determination. The conclusion we reach
here is that this condition alone does not guarantee uniqueness even for constant
speeds. However, it leads to a (rather weak) local uniqueness result.
Lemma C.2 The orthogonality condition (5.11) alone does not determine a constant
speed c uniquely.
The following example in 3D proves the non-uniqueness. Let f be a radial function
supported inside the unit ball B and u solve the problem:
utt(x, t)−△u(x, t) = 0, ∀x ∈ IRn, t > 0,
u(x, 0) = f(x), ut(x, 0) = 0.
(5.12)
Let g = u|S×IR+ . Then the range description (5.11) says
∞∫
0
∫
S
g(x, t)φk(x) cos(λkt)dt = 0,
when φk is any spherical harmonic of degree k, and λk is a zero of the spherical
Bessel function jk+(n−2)/2. Since f is radial, so is g, and thus the condition need to
be checked on radial functions (i.e., for k = 0) only:
∞∫
0
∫
S
g(x, t) cos(λt)dt = 0
for λ being a zero of j(n−2)/2.
Let us choose n = 3, and thus j(n−2)/2(λ) = j1/2(λ) =
sin(λ)
λ
. We then have
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λ = lπ. Therefore, if λ is a zero of j(n−2)/2 then so is mλ for any natural m. Now
one can see that g satisfies the orthogonality condition for the speed c1 = mc as well,
which provides the needed counterexample.
It is clear that the counterexample would not work for the coefficient m being
close to 1. This observation will lead to a (weak) local uniqueness result presented in
the next theorem. First of all, we assume again that the speed c(x) > 0 is smooth,
stabilizes to a constant at infinity, and satisfies the non-trapping condition, which is
defined as follows:
Definition C.3 Consider the Hamiltonian system in IR2nx,ξ with the Hamiltonian H =
c2(x)
2
|ξ|2: 
x′s =
∂H
∂ξ
= c2(x)ξ
ξ′s = −∂H∂x = −12∇ (c2(x)) |ξ|2
x|s=0 = x0, ξ|s=0 = ξ0.
The solutions of this system are called bicharacteristics and their projections into
IRnx are rays. We will say that the non-trapping condition holds, if all rays (with
ξ0 6= 0) tend to infinity when t→∞.
Theorem C.4 Let the dimension n > 1 be odd, B be a bounded domain in IRn with
a smooth boundary S, and g be a non-zero function on S× IR+ such that the problem
utt − c2(x)∆u = 0, x ∈ IRn, t > 0,
u(x, 0) ∈ C∞0 (IRn), ut(x, 0) = 0
(5.13)
has a solution u satisfying u|S×IR+ = g.
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Then there exists ε0 > 0 such that for all 0 < |ε| < ε0, the problem
utt − (1 + ε)2c2(x)∆u = 0, x ∈ IRn, t > 0,
u(x, 0) ∈ C∞0 (IRn), ut(x, 0) = 0
u|S×IR+ = g
has no solution.
Proof Let λ2k be an eigenvalue of the operator A = −c2(x)∆ in B with zero Dirichlet
conditions on S and ψk be an associated eigenfunction. Consider
G(t) =
∫
S
g(x, t)
∂ψk
∂ν
(x).
Notice that since g is not identically equal to zero and due to completeness of functions
ψk in L
2(c−2(x), B), we can pick a value of k for which G is not identically equal to
zero. We also have
|G(t)| ≤
∥∥∥∥∥∂ψk∂ν
∥∥∥∥∥
L2(S)
‖g(·, t)‖L2(S) ≤ C
∥∥∥∥∥∂ψk∂ν
∥∥∥∥∥
L2(S)
‖u(·, t)‖H1(B).
Due to the non-trapping condition imposed on c(x) and dimension being odd, ‖u(·, t)‖H1(B)
decays exponentially at infinity, and hence so does G(t). We extend G to an even
function with respect to t and consider
Gˆ(ξ) =
∞∫
−∞
∫
S
g(x, t)
∂ψk
∂ν
(x)
 eiξtdt.
Due to the exponential decay of G, this function is analytic in the strip |Im(z)| < δ
for small enough δ > 0. Since G, and hence Gˆ, is not identically equal to zero, zeros
of Gˆ are isolated. Moreover, the orthogonality condition (5.11) implies that λk is a
zero of Gˆ. Hence, there exists ε0 > 0 such that (1 + ε)λk is not a zero of Gˆ for any ε
such that 0 < |ε| < ε0.
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On the other hand, suppose g = v|S×IR+ for some v solving the problem
vtt(x, t)− ρ2c2(x)∆v(x, t) = 0, x ∈ IRn, t > 0,
v(x, 0) ∈ C∞0 (IRn), vt(x, 0) = 0.
(5.14)
Applying the range condition (5.11) with c(x) replaced by ρc(x), and hence the zero
λk replaced by ρλk, we see that then Gˆ(ρλk) = 0. On the other hand, since ρ ∈
(1− ε0, 1 + ε0), this cannot happen. This finishes the proof.
D. Characterization of the non-uniqueness
Let us reformulate Problem A.1 as follows:
Problem D.1 Let (c1, f1) and (c2, f2) be two pairs of speed and initial perturbation.
Let g1, g2 be the corresponding TAT data, defined by equation (5.1). Assuming that
g1 = g2, what can we say about h(x) = c1(x)− c2(x)?
If we are able to show h(x) = 0 for all x ∈ IRn, we conclude that the TAT data
uniquely determines the speed c(x). We present here a partial result for problem
(D.1):
Theorem D.2 Assume (c1, f1) and (c2, f2) are such that g1 = g2, and c2 is constant.
If c2(x) − c1, f2 − f1 ∈ C∞0 (B), then h = c−21 (x) − c−22 satisfies h = ∆V , for some
function U ∈ C∞0 (B).
In order to prove this theorem, we need an auxiliary result:
Lemma D.3 Let f be a nonnegative nonzero function and u solve the wave equation:
utt(x, t)−△u(x, t) = 0, x ∈ IRn, t ≥ 0,
u(x, 0) = f(x), ut(x, 0) = 0.
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Denote by uˆ(x, λ) the Fourier transform of f with respect to t. There exist a nonzero
constant C such that limλ→0+
uˆ(x,λ)
λn−1
= C for all x ∈ IRn. Moreover, the convergence
is uniform on any compact sets.
Proof If n is odd, let us recall the Kirchhoff-Poisson solution formula for the wave
equation (see [11] or [15, p.77]):
u(x, t) = cn
( ∂
∂t
1
t
)n−1
2
R(f)
 (x, t), x ∈ IRn, t > 0.
Thus,
uˆ(x, λ) = 2cn
∫
IR+
( ∂
∂t
1
t
)n−1
2
R(f)
 (x, t) cos(λt)dt
= (−1)n−12 cn
∫
IR+
R(f)(x, t)
(
1
t
∂
∂t
)n−1
2
cos(λt)dt
= (−1)n−32 cnλ
∫
IR+
R(f)(x, t)
(
1
t
∂
∂t
)n−1
2
(
sin(λt)
t
)
dt.
Due to (2.48) and (2.3) (see Chapter II):
cn
(
1
t
∂
∂t
)n−1
2
(
sin(λt)
t
)
= IG(t, λ) = I
 i
4
(
λ
2πs
)n−2
2
H
(1)
n−2
2
(λt)

= I
 i
4
(
λ
2πs
)n−2
2 (
Jn−2
2
(λt) + iNn−2
2
(λt)
)
=
1
4
(
λ
2πs
)n−2
2
Jn−2
2
(λt) = cλn−2
Jn−2
2
(λt)
(λt)n−2
.
Here c is a nonzero constant and Jn−2
2
is the Bessel function of order n−2
2
.
Therefore,
uˆ(x, λ) = cλn−1
∫
IR+
R(f)(x, t)
Jn−2
2
(λt)
(λt)n−2
dt. (5.15)
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Let us recall the normalized Bessel function
jn−2
2
(s) = s−
n−2
2 Jn−2
2
(s).
We derive from (5.15) the equation:
lim
λ→0
uˆ(x, λ)
λn−1
= cjn−2
2
(0)
∫
IR+
R(f)(x, t)dt = cjn−2
2
(0)‖f‖L1(IRn).
Since jn−2
2
(0) 6= 0, the limits is also nonzero. The uniform convergence is quite obvious
since f is smooth and compactly supported. This finishes the proof for odd n. Similar
argument provides the proof for even n.
Proof of Theorem D.2 Without loss of generality, we assume that c1 = 1. Taking
the Fourier transform of the equation (5.1), we obtain:
∆uˆ1(x, λ) + c
−2
1 (x)λ
2uˆ1(x, λ) = 0,
∆uˆ2(x, λ) + λ
2uˆ2(x, λ) = 0,
uˆ1(y, λ) = uˆ2(y, λ), ∂νuˆ1(y, λ) = ∂ν uˆ2(y, λ) = 0, y ∈ ∂Ω.
Let vi(x, λ) = ∂
(n−1)
λ uˆi(x, λ). Due to Lemma D.3, we obtain v2(x, 0) is equal to a
nonzero constant. The above equation implies:
∆v1(x, λ) + λ
2c−21 (x)v1(x, λ) = 0,
∆v2(x, λ) + λ
2v2(x, λ) = 0,
v1(y, λ) = v2(y, λ), ∂νv1(y, λ) = ∂νv2(y, λ) = 0, y ∈ ∂Ω.
(5.16)
Multiplying the first equation by v2 and the second one by v1, and then subtract-
ing them, we arrive at
∇ [v2(x)∇v1(x)− v1(x)∇v2(x)] + λ2h(x)v1(x)v2(x) = 0. (5.17)
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Since v2(x, 0) is a positive constant on IR
n and v2(., λ) → v2(x, 0) uniformly on B
(Lemma D.3), v2(x, λ) 6= 0 on B for small enough λ. We obtain the following elliptic
equation: 
∇ (ρλ(x)∇Uλ(x)) + λ2ρλ(x)h(x)Uλ(x) = 0,
U |∂Ω = 1, ∂U∂ν |∂Ω = 0,
(5.18)
where Uλ(x) =
v1(x,λ)
v2(x,λ)
, and ρλ(x) = v
2
2(x, λ).
We now consider the series expressions:
ρλ = ρ0 + λ
2ρ1 + λ
4ρ2 + ...,
Uλ = U0 + λ
2U1 + λ
4U2 + ...,
where U0 = 1, and Uj =
∂Uj
∂ν
= 0 on ∂Ω for all j ≥ 1.
Identifying the terms with respect to λ2 in equation (5.18), we obtain
∇ (ρ0(x)∇U1(x)) + ρ0(x)h(x)U0 = 0,
U1|∂Ω = ∂U1∂ν |∂Ω = 0,
Since ρ0 is constant and U0 = 1, we obtain h(x) = −∆U1(x). The theorem is proved,
with V = −U1.
E. The linearized problem
Let us define the operator L which sends (c2(x), f(x)) to the TAT data g:
L(c2(x), f(x)) = g.
The problem of speed determination is to consider the injectivity of L. One possible
approach is to study the linearized operator of L. Let us formally linearize the
operator L at the background speed c(x) and the given initial perturbation f(x).
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Letting h, k ∈ C∞0 (B), we consider the nonhomogeneous wave equation:
vtt(x, t)− c2(x)△ v(x, t) = h(x)utt(x, t), ∀x ∈ IRn, t > 0,
v(x, 0) = k(x), vt(x, 0) = 0, ∀x ∈ IRn.
where u is the solution of the homogeneous equation (5.1).
Then the linearized operator Λ(c2(x),f(x)) of L at (c2(x), f(x)) is defined by:
Λ(c2(x),f(x))(h, k) = v|S×IR+ .
If Λ(c(x),f(x))(h, k) = 0 then v satisfies the equation:
vtt(x, t)− c2(x)△ v(x, t) = −h(x)utt(x, t), ∀x ∈ IRn, t > 0,
v(y, t) = 0, ∀(y, t) ∈ S × IR+,
v(x, 0) = k(x), vt(x, 0) = 0, x ∈ IRn.
(5.19)
The following result follows directly TAT problem with given speed:
Proposition E.1 Let h, k ∈ C∞0 (B) such that Λ(c2(x),f(x))(h, k) = 0. If h = 0 then
k = 0.
We prove here a result, similar to Theorem D.2 (for the nonlinear problem),
which characterizes the kernel of operator Λ(c2(x),f(x)):
Theorem E.2 Assume that c = 1 and f ∈ C∞0 (B). Let h, k ∈ C∞0 (B) such that
Λ(c2(x),f(x))(h, k) = 0. Then h = ∆V , for some function V ∈ C∞0 (B).
Lemma E.3 Consider the equation (5.19). Let (λ2, ϕλ) be a pair of eigenvalue-
eigenfunction of −c2(x)∆ on B (without boundary condition). Then
∫
B
c−2(x)h(x)ϕλ(x)uˆ(x, λ)dx = 0. (5.20)
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Proof Since h, k are supported inside B, v satisfies the equation:
vtt(x, t) = △v(x, t), ∀x ∈ IRn \B, t > 0,
v(y, t) = 0, ∀y ∈ S, t ≥ 0,
v(x, 0) = 0, vt(x, 0) = 0, ∀x ∈ IRn \B
(5.21)
A simple energy argument then shows that v ≡ 0 on (IRn \B)× IR+. Let us extend v
evenly with respect to t to IRn× IR. Then v(x, t) = 0 on (IRn \B)× IR, and v solves
the wave equation
vtt(x, t)− c2(x)△ v(x, t) = h(x)utt(x, t), ∀(x, t) ∈ IRn × IR.
Multiplying the above equation by ϕλ(x)e
iλt and taking the integration on B × IR,
we obtain:
∫
B
∫
IR
[
c−2(x)vtt(x, t)−△v(x, t)
]
ϕλ(x)e
iλtdtdx =
∫
B
c−2(x)h(x)ϕλ(x)uˆ(x, λ)dx.
Taking integration by parts, one sees that the left hand side is zero. Thus,
∫
B
c−2(x)h(x)ϕλ(x)uˆ(x, λ)dx = 0.
Proof of Theorem E.2 Since c = 1, equation (5.20) becomes
∫
B
h(x)ϕλ(x)uˆ(x, λ)dx = 0, (5.22)
for all ϕλ satisfying
−∆ϕλ(x) = λ2ϕλ(x), for all x ∈ B. (5.23)
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We now prove that for any harmonic function ϕ ∈ H1(B),
∫
B
h(x)ϕ(x)dx = 0, (5.24)
Indeed, for each λ > 0, let ϕλ satisfy (5.23) and ϕλ = ϕ on ∂B. We derive from
(5.23) the equation:
∆(ϕλ − ϕ) + λ(ϕλ − ϕ) = −λϕ.
Multiply the equation by (ϕλ − ϕ) and taking integration by parts, we obtain:
‖∇(ϕλ − ϕ)‖2L2(B) − λ‖ϕλ − ϕ‖2L2(B) = λ
∫
L2(B)
ϕ(x)(ϕλ − ϕ)(x)dx. (5.25)
Let us recall the Poincare’s inequality
‖ϕλ − ϕ‖L2(B) ≤ C‖∇(ϕλ − ϕ)‖L2(B).
Choosing λ in (5.25) small enough, and applying the Ho¨lder inequality, we obtain:
‖ϕλ − ϕ‖L2(B) ≤ Cλ‖ϕ‖L2(B).
This implies
‖ϕλ − ϕ‖L2(B) → 0, λ→ 0. (5.26)
From equation (5.22), we arrive at
lim
λ→0
∫
B
h(x)ϕλ(x)
uˆ(x, λ)
λn−1
dx = 0.
The convergence (5.26) and that uˆ(x,λ)
λn−1
converges uniformly to a nonzero constant
(Lemma D.3) then conclude (5.24).
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Let V solve the equation
∆V (x) = h(x), x ∈ B,
V (y) = 0, y ∈ ∂S.
(5.27)
We now that ∂V
∂ν
(y) = 0 for all y ∈ S. For any function ψ ∈ H1/2(∂Ω), there is a
harmonic function ϕ ∈ H1(B), such that ϕ|∂B = ψ. Multiplying equation (5.27) by
ϕ, and taking the integration by parts, we obtain:
∫
∂B
∂V (y)
∂ν
ψ(y)dσ(y) =
∫
B
h(x)ϕ(x)dx.
Due to (5.24), the right hand side is zero, and so is the left hand side. Since it is true
for all ψ ∈ H1/2(B), we obtain ∂V (y)
∂ν
= 0 for all y ∈ ∂B.
Finally, due to the equation (5.27) and h ∈ C∞0 (h), we conclude that V ∈
C∞0 (B).
Remark E.4 If n ≥ 2, (5.15) gives:
uˆ(x, λ) = cλn−2
∫
IR+
R(f)(x, t)
Jn−2
2
(λt)
(λt)n−2
dt.
Choosing ϕλ(x) = J(λ|x− x0|) in (5.22), we arrive at
∫
Ω
h(x)J(λ|x− x0|)
∫
IR+
R(f)(x, t)
Jn−2
2
(λt)
(λt)n−2
dt = 0.
By exploiting this identity further, we hope to obtain some injectivity result in the
future for n ≥ 2. In the meanwhile, we provide below the injectivity of Λ(1,f(x)) for
n = 1.
Theorem E.5 Assume that c = 1 and f ∈ C∞0 (B). If n = 1, then the linearized
operator Λ(c2,f) is injective.
Proof Assume h, k ∈ C∞(B) are such that Λ(c2,f)(h, k) = 0. We will show h = k = 0.
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Indeed, since n = 1 and c = 1, the solution u of the equation (5.1) is given by
u(x, t) = 1
2
(f(x+ t) + f(x− t)). Thus,
utt(x, t) =
1
2
(f2(x+ t) + f2(x− t)),
where f2(x) = f
′′(x).
Choosing ϕλ(x) = e
iλ(x−x0) for an arbitrary x0 ∈ IRn, we derive from (5.22) the
equation: ∫
IR
h(x)eiλ(x−x0)
∫
IR
[f2(x− t) + f2(x+ t)] eiλtdtdx = 0.
Taking the integration with respect to λ, we obtain
∫
IR
h(x)
∫
IR
eiλ(x−x0)
∫
IR
f2(x− t)eiλtdt+
∫
IR
f2(x+ t)e
iλtdt
 dx = 0.
Thus, ∫
IR
h(x)
∫
IR
eiλ(x−x0)
∫
IR
f2(t)e
iλ(x−t)dt+
∫
IR
f2(t)e
iλ(t−x)dt
 dx = 0.
Equivalently,
∫
IR
h(x)
∫
IR
eiλ(2x−x0)dλ
∫
IR
f2(t)e
−iλtdt+
∫
IR
eiλ(−x0)dλ
∫
IR
f2(t)e
iλtdt
 dx = 0.
The inversion of Fourier transform then gives:
∫
IR
h(x) [f2(2x− x0) + f2(x0)] dx = 0.
Replacing x0 by 2x0, we obtain
∫
IR
h(x) [f2(2x− 2x0) + f2(2x0)] dx = 0.
Let F (x) = f2(−2x), and c = ∫
IR
h(x), we arrive at
∫
IR
h(x)F (x0 − x)dx = −cF (−x0).
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Taking the Fourier transform, we derive the equation:
hˆ(λ)Fˆ (λ) = −cFˆ (−λ). (5.28)
Replacing λ by −λ, we obtain another equation
hˆ(−λ)Fˆ (−λ) = −cFˆ (λ). (5.29)
Combining (5.29) and (5.28), we then arrive at
hˆ(−λ)hˆ(λ)Fˆ (λ) = c2Fˆ (λ).
Since F is a nonzero compactly supported function (since f2 is), Fˆ is nonzero almost
every where. Therefore, hˆ(−λ)hˆ(λ) = c2, which implies (h¯ ∗ h)(x) = c1δ(x). Here c1
is a constant and h¯(x) = h(−x). Since h ∈ C∞0 (IR), one has h¯ ∗ h ∈ C∞(IR). One
thus concludes c1 = 0, and so h = 0. Due to Proposition E.1, k = 0. This finishes
our proof.
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CHAPTER VI
SUMMARY
We considered the wave equation model of TAT:
utt(x, t)− c2(x)△ u(x, t) = 0, x ∈ IRn, t ≥ 0,
u(x, 0) = f(x), ut(x, 0) = 0,
u(y, t) = g(y, t), for y ∈ S, t ≥ 0,
(6.1)
and addressed four mathematical different topics of TAT. We summarize here the
obtained results:
INVERSION FORMULAS. We translate the equation (6.1) into a nonhomoge-
neous Helmhotz equation by working in the Fourier domain. Using the Green function
for the Helmhotz equation, we obtain a formula for f . However, it involves not only
the (Fourier transform of) TAT data g, but also the Neumann data ∂u(y,t)
∂ν
, which
is not measured in TAT. We then relate the Neumann data to the TAT data using
a range identity. We, hence, derive a family of inversion formulas to reconstruct f
from g. This family can be translated into the time domain. It then provides the
previously known formulas.
RANGE DESCRIPTION.We translate the problem of range description into the
extendibility of the solution H(x, t) of some internal Darboux problem in the unit
ball B centered at the origin. The proof of the extendibility boils down to proving
that f(x) = H(x, 0) vanishes to infinite order on the boundary S of B. We express f
in terms of spherical harmonics:
f(x) = f(rθ) =
∞∑
m=0
d(m)∑
k=1
fm,k(r)r
mYm,k(θ),
where r = |x|, |θ| = 1 and {Ym,k, k = 1, ..., d(m)} is the orthonormal basis in the
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space of all spherical harmonics of degree m. It is then sufficient to prove that fm,k(r)
vanishes to infinite order at r = 1. This is proved by combining two facts. Firstly,
the spherical mean transformM(f) of f vanishes to infinite order at (0, 1). Secondly,
∆(i)f(y) = 0 for all y ∈ S and i ≥ 0. These two conditions provide an infinite
system of linear equations for the derivatives f
(j)
m,k(1) of fm,k. Using a combinatorial
argument, we show that this system implies f
(j)
m,k(1) = 0 for all j ≥ 0.
STABILITY ANALYSIS. We assume that the visibility condition does not hold
for a pair of observation surface S and domain of interest Ω. We then show that
there is a closed subspace X of L2(Ω) such that for all f ∈ X the TAT data g is
smooth. This clearly implies that the reconstruction of the map T : f 7→ g is not
Lipschitz stable. In order to prove that the reconstruction of T is not Ho¨lder stable,
we make use of the asymptotic behavior of the s−numbers (or singular values) of
some embeddings between Sobolev spaces.
SPEED DETERMINATION. Work on this problem is still an ongoing project.
Here is the list of the partial results we present in this dissertation:
Constant speed. We obtain a formula to recover the constant speed c from the TAT
data g. The proof relies on some simple geometric argument that gives a relation
between the first arrival time t0 and last detected time T0.
Variable speed. A weak local uniqueness result is proved by using the range or-
thogonality condition. For a given speed c(x) and the TAT data g, we consider a
nonzero analytic function G(λ) with the zero set {λi}i≥0. We show that if αc(x) also
provides the same TAT data g then {αλi}i≥0 ⊂ {λi}i≥0. This cannot happen if α is
close to 1, since the set {λi}i≥0 does not have any accumulation points.
Characterization of the non-uniqueness. Assume that c1(x) and c2(x) = 1
provide the same TAT data g. Let h(x) = c−21 (x)−c−2(x)2, we prove that h(x) = ∆V
for some function V ∈ C∞0 (B). The proof relies on the fact that there is an analytic
99
family of functions Uλ(x) satisfying the elliptic equations:
∇ (ρλ(x)∇Uλ(x)) + λ2ρλ(x)h(x)Uλ(x) = 0,
U |∂Ω = 1, ∂U∂ν |∂Ω = 0,
where ρλ(x) is an analytic family of positive functions satisfying ρ0(x) is constant.
Expressing the families Uλ, ρλ in the series of λ, and identifying the terms of λ
2, we
obtain the conclusion.
Linearized problem. Let Λ(c2(x),f) be the linearized operator at (c
2(x), f(x)). We
prove that if Λ(1,f(x))(h, k) = 0 then h(x) = ∆V (x) for some function V ∈ C∞0 (B).
This is similar to the previous result for the nonlinear operator. The proof follows
from the orthogonality condition:
∫
B
h(x)ϕλ(x)uˆ(x, λ)dx = 0.
Exploiting this relation further, we prove that Λ(1,f(x)) is injective if n = 1.
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