Using renewal times and Girsanov's transform, we prove that the speed of the excited random walk is differentiable of all orders with respect to the bias parameter on (0, 1) in every dimension d 2. For the case of the critical point 0, using a special method, we also prove that the speed is differentiable and the derivative is positive at critical point 0 for every dimension 2 d = 3. We also give some results of monotonicity for m−excited random walk when m large enough and m = +∞.
Introduction

Excited random walk
An m−excited random walk (m−ERW) with bias parameter β ∈ [0, 1] is a discrete time nearest neighbor random walk (Y n ) n 0 on the lattice Z d obeying the following rule: when at time n the walk is at a site it has already visited more than m − 1 times before time n, it jumps uniformly at random to one of the 2d neighboring sites. On the other hand, when the walk is at a site it has not visited more than m − 1 before time n, it jumps with probability (1 + β)/2d to the right, probability (1 − β)/2d to the left, and probability 1/(2d) to the other nearest neighbor sites. From the description of m−ERW, the law P m,β of m−ERW with is the probability on the path space (Z d ) N , defined by:
• P m,β (Y 0 = 0) = 1,
for 2 i d,
• if Y n has been exactly visited k − 1 times before time n and we denote this event by {Y n / ∈ k } then for k > m.
When m = 1 we recover excited random walk (ERW) that was introduced in 2003 by I. Benjamini and D.B. Wilson [4] . We also denote P β the law of ERW and N n (β) is the numbers of visited points by ERW at time n. When m = +∞ we obtain simple random walk with bias β (SRW), we denote R n is the number of visited points by SRW at time n. One proved that (see [18] , [13] ) a.s. R(β) := lim n→+∞ Rn n . In 2007, J. Bérard and A. Ramírez [5] and in 2012, with the different approach, M. Menshikov, S. Popov, A. Ramírez and M. Vachkovskaia [15] proved a law of large numbers and a central limit theorem for the excited random walk for d 2, namely:
• (Law of large numbers). There exists v = v(β, d), 0 < v < +∞ such that a.s. lim n→∞ n −1 Y n · e 1 = v.
• (Central limit theorem). There exists σ = σ(β, d), 0 < σ < +∞ such that (n −1/2 (Y ⌊nt⌋ · e 1 − v⌊nt⌋), t 0) converges in law as n → +∞ to a Brownian motion with variance σ 2 .
Our main result about regularity for the excited random walk is the following: Theorem 1.1. For d 2, let v n (β) be the speed at time n and v(β) be the speed of ERW.
• The speed v(β) is infinitely differentiable on (0, 1) i.e. v(β) ∈ C ∞ (0, 1) and
The derivative is expressed in function of renewal time:
where
• For d = 2 or d 4, the speed is differentiable at β = 0 and the derivative at 0 is positif, and such that R. van der Hofstad and M. Holmes proved in [9] that the speed of ERW v is strictly increasing in β for d 9 and is increasing in a neibourhood of 0 for d = 8 relying on the lace expansion technique. Using the same expansion technique, it is shown in [10] , Th. 2.3 that the speed is in an appropriate sense continuous in the drift parameter β if d 6 and even differentiable if d 8. In our paper, we prove that the speed is infinitely differentiable on (0, 1) for all d 2 using renewal times and Girsanov's transform. We are also interested in the derivative at the critical point β = 0. When the derivative at 0 is positive and is continuous at 0 then the velocity is monotonic in a neighbourhood of 0. The existence of the derivative at 0 of the speed of a random process and it's relation with the diffusion constant of the equilibrium state play an important role in mathematical physic. This problem is known as "Einstein relation for random process", (see for instance the work of N. Gantert, P. Mathieu and A. Piatnitski [8] , see also [3] , [11] , [12] , [14] ). In [8] , the authors use renewal times by τ n ∼ n λ 2 and they use Markov property of random process to prove the existence of the derivative of the speed at 0. However, we have not yet known how to use this technique for ERW when the Markov property disappears and the increments {Y [τn,τ n+1 ) } n 0 are not independent anymore where {Y [n,n+p) } = {Y n+i − Y n , 1 i < p}. In our present work, we use a special method to prove the existence of the derivative at 0 but it is still open for the case d = 3. It is also open for the existence of derivative in order 2 at 0, even the continuity of the derivative at 0.
In Theorem 1.1, we have the formula of the derivative of the speed that is expessed in function of renewal time:
We have ∂v ∂β
Then, if we want to prove the continuity of the derivative at 0, it has to prove that:
For this reason, we want to estimate the renewal time τ in function of bias β. On the other hand, the speed at time n is that:
. Take the derivative in β, we get:
Note that
We imply that if , where R n is the number of the visited point at time n by the simple random walk with bias β (resp. m = +∞). Let v(m, β) be the speed of m−ERW with bias β. Then,
Let us explain the organization of this paper. In Section 2 we present the renewal structure for random walks, we also recall some important properties of renewal times.
In Section 3 we give the proof of Theorem 1.1. We use Girsanov's transform with renewal time to prove that the speed of ERW is infinitely differentiable for bias β positive. For the existence of the derivative at critical point 0, we use a special method for ERW.
In Section 4 we prove Theorem 1.2. Firstly, we introduce the coupling of m−ERW with stationary random walk with bias β. For the monotonicity of the range of simple random walk (resp. m = +∞) we see that a similar proof can apply for the case random walk in random environment on integer (i.e. in dimension d = 1). For the dimension d 2 we have known yet how to prove this problem. For monotonicity of the speed when m large enough, we use the coupling method and a key Lemma presented in this section.
The renewal structure
We define the renewal times for a random walk. Let {Y n } n 0 be a random walk on Z d .
Definition 2.1. We present the definition given in [5] and [15] . For every u > 0, we set:
We define
Moreover , we define two sequences of F Y n −stopping times {S n : n 0} and {D n : n 0} as follows: Let S 0 = 0, R 0 = Y 0 · e 1 and D 0 = 0. We define by induction on k 0
where θ is the canonical shift on the space of trajectories. Let
with the convention that inf{∅} = ∞. We define the first renewal time as follows:
Next, we define by induction on n 1, the sequence of renewal times τ 1 , τ 2 , ... as follows:
Next, we define D 
(1) 0 = 0 and we define by induction on i 0,
For every k 1 and j 0 such that S (k) j < ∞, we need to introduce the σ-algebra G (k) j of the events up to S (k) j as the smallest σ−algebra containing all of the sets of the form
The signification of renewal times is given by the following lemma: Lemma 2.2. The first renewal time τ 1 is the first time when the random walk attend the hyperplane {y · e 1 = Y τ 1 · e 1 }, and after that it do not come back anymore behind this hyperplane:
Proof. By the definition of two sequences S i and D i we have:
we prove that
On the other hand, there exists an integer i 0 such that
and from the definition of the sequence
This implies that i 0 κ = inf{n 0 : S n < ∞, D n = ∞}, and
About the existence of renewal times and the existence of the moments in all orders for excited random walk, we have the following key lemma proved in [5] , [15] : Lemma 2.3. Let (Y n ) n 0 be a random walk with drift β ∈ [0, 1] fixed and let (τ k , k 1) be the matched renewal times. Then, there exists C, α > 0 such that for every n 1,
In particular, for every k 1 and p 1, we have τ k < ∞ p.s and
The lemma above give an estimation of renewal times for every drift fixed. We know that, when β = 0, there does not exist the renewal times, we would like to estimate the renewal times when β converges to 0. It is a interesting and difficult question. These renewal times are used in many models to prove the law of large numbers and to prove the Einstein's relation. This problem in mathematical physic that is studied the first time by the greatest physician Albert Einstein in [7] . Recently this problem appears in the works of mathematicians, for example in [2] , [8] ,... Einstein's relation means to study the relation between the diffusion constant at the equilibrium state and the derivative of the speed of stochastic process at the critical point β = 0. A property very important of renewal times is that, they cut a trajectory of the random walk into the independent increments as the following lemma (see [5] and [15] ): Lemma 2.4. Under the probability P β , the random variables (
From Lemmas 2.3 et 2.4 and with the notation τ = τ 1 , we have P β [τ n] < Ce −n α . We note that Lemma 2.4 is not anymore true for the model of generalized excited random walk (see [15] ), and also for the case the definition of renewal times is modified as in [17] , [8] . We want to estimate the moments of τ in function of β by the question that there exists an integer k such that sup
We are interested in the case k = 2, and we would like to find a definition of renewal times to obtain the estimation of k = 2. With the definition 2.1, it is difficult to estimate τ , and it is useful to change a little the definition of τ , for example, in [8] the authors allow the random walk to come back behind the hyperplane (in Lamma 2.2) of a distant λ = ε β , this means that we redefine
With this change, for Markov process, Lemma 2.4 is still true, but for ERW and nonMarkovian process, it is not anymore true. This is a difficulty when we want to study non-Markovian process by using renewal times.
3 Proof of Theorem 1.1
We repeat some notations necesary.
• (Y n ) n∈Z are the cordinate maps on Z d and P β is the law of the excited random walk. The speed is v = v(β),
• (e 1 , e 2 , ..., e d ) is the canonical generators of the group Z d ,
• {τ n } is the sequence of renewal times,
• The speed at the time n, the speed of the excited random walk and the derivative of the speed at the time n respectivly are
, and
3.1 The existence of the derivative of the speed for β > 0
Remark 3.1. Using renewal times, we have that
We deduce from these equalities thatÊ
The existence of the limits of the derivatives at finite times
To prove the point 1 of Theorem 1.1, we need the following lemmas:
Proof. Firstly, we prove that
, we have that
Because that max
) By the inequality as follows
we get
Note that {S ′ i } is the martingale then
Therefore,
We now consider the sequence of integers
It is similar to prove that
We have similarly the result for the sequences {X n } and {V n }.
Proof. From Lemma 3.2 we get sup n 1Ê
We deduce from the inequality above that
Therefore, ]a] n. So, we have
Proof. Using the inequality |(a + δ)(b + δ) − ab| |aδ| + |bδ| + |δ 2 |, we have that
There exist two finite constants C(β), C ′ (β) depending only on β such that
• For all n 1 then
We need prove that
In fact, we have that
Here, L 1 , L 2 are respectively the first and the second terms of the site on the right hand. Estimate two terms to get
This finishes the proof of Lemma.
Corollary 3.5.
We now prove the existence of the limit ∂vn ∂β (β). Let {p n } be the sequence such that [p n a] n [(p n + 1)a] then lim n→+∞ n pn = a. So, we have
When n goes to infinitely then
Vn n go to 0. So that
Girsanov transform
In this section we prove the existence of the speed using the Girsanov transform. Firstly, we need a lemma as follows:
Where C, α are positive constants depending only on σ.
Proof. To prove this lemma, repeating the proof of Lemma 2.3 (see in [15] ) with note that the constants λ, h, r in [15] of general excited random walk depending only on σ for a excited random walk with the law P t where t ∈ [σ, 1].
Let β 0 , β ∈ (0, 1] and we set
To prove the existence of the speed we need the following lemma Lemma 3.7. Consider a σ−algebra F τ that is defined by
Proof. We see that (τ = n) = Ω ∩ (τ = n) and Ω ∈ F n for all n then by definition of F τ we have (τ = n) ∈ F τ , it means that τ is
Because that (D n) ∈ F n then we deduce (D = ∞) ∈ F τ . Now we prove 7, for all A ∈ F τ then
So, we get dP
A direct consequence is that
Using the Girsanov transform, we get the formular of the speed:
To prove the existence of the derivative, we apply the Fubini's theorem as follows: |f (x, y)|ν(dy) µ(dx) < +∞ or B A |f (x, y)|µ(dx) ν(dy) < +∞ then A×B f (x, y)(µ × ν)(dxdy) < +∞ and
To apply the Fubini's theorem, let β ∈ (β 0 − δ, β 0 + δ) ⊂ (0, 1) we observe that
The last inequality above is implied since sup t∈(
It remains to prove thatÊ
From the observation above we imply that {τ 2 M τ } β∈J (β) and also
We rewrite the formular of the speed:
Taking the derivative we obtain:
As β = β 0 , ∂v ∂β
Therefore, for all β ∈ (0, 1) we have
From 6 and 8 we get that
It is similar to prove that for k 1 and β > 0, there exists a k−th derivative of the speed such that
If we write the speed in the form v(β) =
, we can get the formular 1 of the derivative. We proved the first point of Theorem 1.1.
The existence of the derivative at the critical point 0
We denote the event {Y n / ∈ {Y n−1 , Y n−2 , ..., Y n−k }} by {Y n / ∈ k } with the convention that if n k then the event
We need the following lemma:
Lemma 3.9. There exists a non negative constant N (k) (β) such that P β −a.s.
Proof. The above result is easy to verify by considering two following cases: If β > 0 then there exists a sequence of renewal times {τ n } and the sequence {N
It is similar as the law of large number for Xn n we also have
Observe that when k increases then 1 Yn / ∈ k decreases and lim k→∞ 1 Yn /
. We will prove a result as follows:
Lemma 3.10. When k tend to infinity, N (k) (β) decreases to N(β) and uniformly for d 4.
Proof. Indeed, we have
From the sequences (Z k ) k∈Z , (η k ) k∈Z , (ξ k ) k∈Z , (ζ k ) k∈Z , we can construct the ERW (Y n ) n 0 just as in the first construction. We also define the sequence (Z k ) k∈Z as the sequence of "moves" of Z. More precisely, (Z k ) k∈Z is the unique sequence such that:
We define (Z k ) k∈Z as the sequence of "moves" of Z, see (10) . Using [18] , page 75, we obtain P(
We estimate the first term:
2 dx converging to 0 when n → ∞.
On the other hand
From (9) we get,
It implies
Now, we return to the proof of the point 2 of Theorem 1.1. By v(β) β = N(β), to prove the existence of the derivative at 0 we need to prove that N(β) is continuous at 0. It is known that N k converges uniformly to N in β for d 4, then there is just one thing left is to show that N k (β) is continuous at 0. Indeed,
This implies that N k (β) is continuous at 0. Therefore, for d 4 then
We deduce that N(β) is continuous at 0, it means that
4 The proof of Theorem 1.2
Coupling of random walks
The method coupling is usually used for the proof about the recurrence or the monotonicity of random walks. In [4] , the authors coupled an excited random walk with a simple symetric random walk to prove the recurrence of ERW. In [1] , this method is used to prove the monotonicity by coupling tree random walks, two biased random walks with bias respectively β and β + ε on the Galton-Watson tree, a simple symetric random walk with bias β on Z. In this proof, we will couple a m−ERW with bias β with a stationary random walk that we will construct as follows:
Let (Z n ) n∈Z be a simple random walk on Z d−1 , where Z 0 = 0, a.s. such that it does not move at every site with probability 1 d , it jumps from a site to every next site with probability . Consider a sequence (ξ n , ζ n ) n∈Z of independent couple, independent of Z and satisfies:
We denote {Z n / ∈} the event {Z n / ∈ Z (−∞,n) }. Now, we will construct two random walks (Y n ) n 0 and (Y n ) as follows: Let (Y n ) n 0 be a random walk with Y 0 = 0, a.s., the vertical component (Y n · e 2 , Y n · e 3 , ..., Y n · e d ) = Z n and the horizontal component X n = Y n · e 1 such that:
• If Y n has not been visited more than m − 1 times before time n ({Y n / ∈ m }), then X n+1 − X n = (2ζ n − 1)1 Zn=Z n+1 .
• If not ({Y n ∈ m } ), then X n+1 − X n = (2ξ n − 1)1 Zn=Z n+1 .
With the construction above, (Y n ) is a m−ERW with bias β. Now, we will construct a random walk (Y n ). We set Y 0 = 0a.s. The vertical component is (Y n ·e 2 , Y n ·e 3 , ..., Y n ·e d ) = Z n , n 0. The horizontal component is defined as follows:
• If Z n is new, i.e. on the event {Z n / ∈}, on pose X n+1 − X n = (2ζ n − 1)1 Zn=Z n+1 ,
• If Z n is old i.e. on the event {Z n ∈}, we set X n+1 − X n = (2ξ n − 1)1 Zn=Z n+1 .
We obtain that Y is a stationary random walk. With the coupling above, we have X n+1 − X n X n+1 − X n and we deduce that if (τ n ) n 1 are renewal times of Y then they are also renewal times of m−ERW Y . This property is used to prove the monotonicity of the speed of m−ERW when m is large enough.
4.2
The monotonicity of the range of the simple random walk 
the number of points visited at the time n. Set R(β) = lim n→∞
. We will prove that R(β) is increasing in β ∈ [0, 1]. Firstly, for the range of the simple random walk, we have a known result as follows (see [18] , [6] ):
Then, we obtain:
On the other hand, we see that the trajectories with 2k steps {y 0 = 0, y 1 , y 2 , ..., y 2k−1 , y 2k = 0} start from the origin and return at the origin at the time 2k whose number of jumps to the left equal to the number of jumps to right that we denote equal to a 1 . Therefore
From (11) and (12), we imply that 1 − R(β) is decreasing then R(β) is increasing in β.
4.3
The monotonicity of the speed of excited random walk with several identical cookies Lemma 4.1. Let J be an interval of R and {X n (β)} β∈J,n 1 , {X(β)} β∈J the families of positive random variables. Under supposition that 1. for every n, {X n (β)} β∈J is uniformly integrable, 2. {X(β)} β∈J is uniformly integrable, 3. X n (β) converges in probability to X(β), uniformly in β: for every ε > 0,
Then, lim n→+∞ sup β∈J |E(X n (β)) − E(X(β))| = 0 if and only if {X n (β)} n∈N,β∈J is uniformly integrable.
We construct two random walks, the stationary random walk {Y n } and the m−excited random walk {Y n } as the coupling in the section 4.1. We assume in this section that all of variables are defined on the probability space (Ω, F , P) that is constructed similarly as in [16] with the canonical shift {θ k } k∈Z where θ := θ 1 and three sequences of random variables
Let {τ n } be the sequence of renewal times of the walk {Y n } such that −∞ < ... < τ −2 < τ −1 < τ 0 0 < τ 1 < τ 2 < ... < +∞. By the construction of {Y n }, the speed is following:
Using the idea of proof in [15] to have that, when d 4 we have v(β) > 0 and Lemma 4.2. Let (Y n ) n∈Z be a stationary random walk with drift β ∈ [0, 1] fixed and (τ k , k ∈ Z) is the sequence of the renewal times respectively. Then, there exists C, α > 0 such that for every n ∈ Z, sup
In particular, for every k ∈ Z et p 1 we have that τ k < ∞ p.s and
It is similar as for simple random walk with drif β, we believe that:
where for some positive constants c 0 , c 3 then c 0 c 1 (β), c 2 (β) c 3 . In fact, we don't use these properties for the proof of Theorem 1.2 then we don't prove them. To prove Theorem 1.2, we need one more lemma as follows: Lemma 4.3. P(D) > 0 and P(W ) = 1. UnderP(.) = P(.|D + , D − ) i.e τ 0 = 0 the sequence {τ n+1 − τ n } n∈Z is stationary. Morever, the triples (Ω, P, θ) and (Ω,P,θ) are ergodic systems.
Proof. The random walk Y has these speeds:
Using the idea in [15] we get P(D) > 0. Because Y is stationary, P(D) > 0 implies that P(W ) = 1. Now, we prove the remain part of Lemma 4.3.
(Ω, P, θ) is the standard ergodic system. We will prove it also is true for (Ω,P,θ). First, we prove thatP is invariant underθ. Take any set A ⊂ W . Without loss of generality, suppose that A ⊂ (0 ∈ D), then we have:
Next, we prove that for any set A ⊂ W such thatθ We will prove that θ 1 θ −1 B =θ −1 B. Using the ergodicity of (Ω, P, θ), it follows that It remains to prove thatθ −1 B ⊂ θ 1 θ −1 B . Take x ∈θ −1 B then x = θ 1 (θ −1 x) and we will prove that θ −1 x ∈θ −1 B ⇔θ (θ −1 x) ∈ B. If x ∈Ω, thenθ (θ −1 x) = x ∈θ −1 B ∩Ω = B. If x / ∈Ω, thenθ (θ −1 x) =θx ∈ B. Because the sequence of renewal times of the stationary random walk Y is also for Y the m− cookies excited random walk with bias parameter β. The increments {Y [τn,τ n+1 ) } n∈Z are disjoint, by the construction of the coupling Y and Y , so we have
From the equations above and using the ergodicity of (Ω,P,θ), we apply thatP−a.s. thereand for other cases p xyz = 0.
Girsanov's transform
The 
