In this paper, we propose the construction of Raptor code using LDGM code instead of LDPC code as precode. To see their merits, the simulations are done. The results show that the performance in case of using LDGM code is worse than that of using LDPC code as precode, and the complexity of encoding LDGM code is lower than that of LDPC.
Ⅰ. Introduction
Raptor code is a significant theoretical and practical improvement over LT codes, which were the first practical class of fountain codes. Raptor code consists of LT code and precode. LDPC code, which is a linear code with a parity-check matrix [3] , was used as precode in 2006. The performance of LDPC codes has been determined to approach the Shannon limit by using probabilistic iterative decoding algorithms [1] . Because of the encoding complexity of Raptor code [2] , LDGM codes are considered. Then LDGM code is regarded as a special type of LDPC code, and the encoding complexity of LDGM codes is much less than LDPC codes. And since the parity-check matrix is also sparse [4] , LDGM codes can be decoded using the same techniques as those for LDPC codes. In spite of these advantages, the performance of LDGM codes is asymptotically bad since they have too many degree-1 columns. So in this paper, We proposed a design for construction of Raptor code which require LDGM code instead of LDPC code as precode. and showed their performances and complexities with simulation by Matlab. We could verify that in case of LDGM, the code performance is worse than that of LDPC code, and encoding complexity is lower [5] [6] [7] .
Ⅱ. LDPC code
LDPC codes are linear codes obtained from sparse bipartite graphs. Suppose that  is a graph with n left nodes (called message nodes) and  right nodes (called check nodes). The graph gives rise to a linear code of block length  and dimension at least    in the following way: The  coordinates of the codewords are associated with the  message nodes.
The codewords are those vectors (    ) such that for all check nodes the sum of the neighboring positions among the message nodes is zero. Fig. 1 gives an example. Conversely, any binary ×  matrix gives rise to a bipartite graph between  message and  check nodes, and the code defined as the null space of  is precisely the code associated to this graph. Therefore, any linear code has a representation as a code associated to a bipartite graph. However, not every binary linear code has a representation by a sparse bipartite graph. If it does, then the code is called a low-density parity-check (LDPC) code. Fig. 1 can also express as equation below:
Equation (1) express LDPC code which row weight is 4 and column weight is 2.
Ⅲ. LDGM code
An LDPC code is a linear code with a parity-check matrix that contains a small number of ones. By using probabilistic iterative decoding algorithms, the performance of LDPC codes is known to approach the Here all arithmetic (addition and multiplication) is performed in modulo-two. Presuming that  is full rank, the code  then consists of   possible -bit strings, and so has rate      .
The structure of a given generator matrix  can be captured by its factor graph, which is a bipartite graph in which circular nodes represent code bits   (or row of ), and square nodes represent the information bits(or columns of ). For instance, Fig.  2 shows a binary linear code of block length    and    information bits, represented in factor graph form by its generator matrix  ∈   × , with an overall rate of   . The degree of the check and variable nodes in the factor graph are     and    , respectively, so that the associated generator matrix  has three "1"s in each row, and four "1"s in each column, when the generator matrix is sparse in this sense, we refer to the resulting code as a low-density generator matrix code(or LDGM code for short). produced by an equivalent channel introducing a small amount of erasures at specific locations. So if we use these outputs to initialize the bit nodes of the outer LDGM decoder in the decoding process, the number of residual errors can be reduced. 
Ⅳ. Construction of Raptor code

Fig. 4 Raptor code
Raptor code is consist of traditional erasure correcting code and LT code as Fig. 4 . We encode the input symbols using a traditional erasure correcting code, and then apply an appropriate LT-code to the new set of symbols in a way that the traditional code is capable of recovering all the input symbols even in face of a fixed fraction of erasure. The traditional erasure correcting code usually use the LDPC code. The receiver receives these code symbols then try to decode these code symbols. If fails, receivers could receive more code symbols and try to decode. Receivers will stop this process when decode successfully and sent a simple signal to sender. LT encoder stop encoding this frame date and sourcefile then sent next frame data to receivers. Ⅴ. Simulations which is using LDGM code as precode is lower.
Compare to LDPC code, the construction of LDGM code's generator matrix is more simple.
Ⅵ. Conclusions
We introduce the construction of Raptor code using LDPC code and LDGM code and analysis the difference between them. Then a Raptor codes realization scheme is presented: a LDPC code or LDGM code as outer code and a weakened LT code as inner code. Finally, the performance of Raptor codes using LDPC codes as precode and Raptor code using LDGM codes as precode are compared. The simulation results show that the Raptor codes using LDGM codes as precode has worse performance than the Rpator codes using LDPC codes as precode. But in aspect of the complexity, the latter is better.
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