The cerebral cortex continuously undergoes changes in its state, which are manifested in transient modulations of the cortical power spectrum. Cortical state changes also occur at full wakefulness and during rapid cognitive acts, such as perceptual decisions. Previous studies found a global modulation of beta-band (12-30 Hz) activity in human and monkey visual cortex during an elementary visual decision: reporting the appearance or disappearance of salient visual targets surrounded by a distractor. The previous studies disentangled neither the motor action associated with behavioral report nor other secondary processes, such as arousal, from perceptual decision processing per se. Here, we used magnetoencephalography in humans to pinpoint the factors underlying the beta-band modulation. We found that disappearances of a salient target were associated with beta-band suppression, and target reappearances with beta-band enhancement. This was true for both overt behavioral reports (immediate button presses) and silent counting of the perceptual events. This finding indicates that the beta-band modulation was unrelated to the execution of the motor act associated with a behavioral report of the perceptual decision. Further, changes in pupil-linked arousal, fixational eye movements, or gamma-band responses were not necessary for the beta-band modulation. Together, our results suggest that the beta-band modulation was a top-down signal associated with the process of converting graded perceptual signals into a categorical format underlying flexible behavior. This signal may have been fed back from brain regions involved in decision processing to visual cortex, thus enforcing a "decision-consistent" cortical state.
Introduction
Perceptual decisions transform perceptual signals into categorical behavioral reports. Even the most elementary of such deci-sions entail a complex cascade of central events. Those decisions include transient activations of prefrontal association cortex (Frässle et al., 2014; Brascamp et al., 2015) , top-down feedback interactions between higher-tier and lower-tier cortical regions (Lamme and Roelfsema, 2000; Nienborg and Cumming, 2009; Zagha et al., 2013; van Kerkoerle et al., 2014; Wimmer et al., 2015) , transient release of neuromodulators (Aston-Jones and Cohen, 2005; Parikh et al., 2007; Lin et al., 2015) , boosts of arousal state (de Gee et al., 2014; Kloosterman et al., 2015a) , and changes in fixational eye movements (Bonneh et al., 2010) .
Previous studies have identified a transient modulation of visual cortical population activity during behavioral reports of the following simple perceptual events: the appearance and disappearance of a salient visual target (Wilke et al., 2006 Maier et al., 2008; Kloosterman et al., 2015b) . This modulation is widespread across the retinotopic map of visual cortex, expressed in the 12-30 Hz (beta) frequency range, evident during illusory and stimulus-evoked perceptual events, and weaker during passive viewing Wilke et al., 2009; Kloosterman et al., 2015b) .
We hypothesized that the beta-band modulation is a topdown signal indicating a state change of visual cortex, induced by the conversion of a graded perceptual signal into a categorical "decision state." Critically, the previous studies characterizing the beta-band modulation in visual cortex disentangled neither the motor action used for the report nor other secondary processes from perceptual decision processing. To overcome this limitation and address the above hypothesis, we here assessed the role of the motor act and a number of other candidate processes that might affect the state of visual cortex, namely: an increase in pupil-linked arousal, fixational eye movements, and fluctuations in bottom-up sensory processing indexed by gamma-band responses.
The preparation and execution of motor movements are associated with beta-band modulations in the motor system (Donner et al., 2009; Engel and Fries, 2010) , and corticocortical feedback from motor cortex influences the state of sensory cortex (Zagha et al., 2013) . Here, we uncoupled the perceptual events from motor preparation and execution (O'Connell et al., 2012) . The state of sensory cortex is also strongly affected by the modulatory arousal systems of the brainstem, which exhibit phasic responses during perceptual decisions (Aston-Jones and Cohen, 2005; Parikh et al., 2007; Lin et al., 2015; Varazzani et al., 2015; Joshi et al., 2016; Nelson and Mooney, 2016) . We thus related pupil dilation, a peripheral marker of brainstem activity (Varazzani et al., 2015; Joshi et al., 2016) , and cortical arousal state (McGinley et al., 2015) to the modulation in visual cortex during perceptual events.
We found prominent beta-band modulations in visual cortex during target disappearances and reappearances, during both silent counting and overt button presses, indicating a nonmotor origin of the modulation. This beta-band modulation was dissociated in several respects from power modulations associated with pupil-linked arousal, fixational eye movements, and fluctuations of bottom-up sensory processing that are reflected in gamma-band power.
Materials and Methods

Subjects
Thirty-one subjects participated in the experiment, which consisted of two experimental sessions each of ϳ2 h each. Two subjects were excluded due to not completing all sessions. One further subject was excluded after the first session due to bad eye-tracking data quality. Thus, 28 subjects (17 female subjects; age range, 20 -54 years; mean age, 28.3 years; SD, 9.2) were included in the analysis. All subjects had normal or corrected-tonormal vision and no known history of neurological disorders. The experiment was conducted in accordance with the Declaration of Helsinki and approved by the local ethics committee of the Hamburg Medical Association. Each subject gave written informed consent. Figure 1 . Stimuli, behavioral tasks, and stimulus response in visual cortex. A, Schematic snapshots of stimuli and alternating percepts. Left, Detection stimulus. A salient, flickering target stimulus (Gabor patch) was surrounded by a moving mask pattern (white), which appeared as a rotating grid. The target was intermittently removed from the display. Top left, The corresponding perception of the target. Right, Corresponding stimulus and alternating perception during the Illusion condition, in which the target did not flicker or physically disappear. Perceptual disappearances (top right) were illusory in this condition. B, Behavioral task conditions. Top, Detection-Count. Subjects counted the disappearances during the 3 min run and reported the total after the end of the run in a 4AFC question. Bottom, Detection-Button and Illusion. Subjects reported target disappearances and reappearances by alternating button presses of two buttons. C, Cortical response to the stimulus during Stimulus-on-off. Fully saturated colors indicate clusters of significant modulation ( p Ͻ 0.05, two-sided permutation test across subjects, cluster-corrected; N ϭ 23 subjects). D, Source maps and scalp maps, topography of 8 -25 and 60 -120 Hz modulations (0.25-0.75 s after stimulus onset; see dashed outlines on time-frequency representations). Highlighted circles in high-frequency scalp map (top right): MEG sensors showing the biggest stimulus response. These sensors were used for the subsequent analyses of overall power modulation.
Behavioral tasks and experimental design
Subjects performed several tasks based on the same basic visual stimulus ( Fig. 1A ). Subjects completed a total of 44 3 min runs, divided over blocks of 2 or 4 runs. Subjects performed the two main conditions, Detection and Illusion (see below), in different blocks, with the order of the blocks counterbalanced across subjects. The Stimulus-on-off condition (see below) was performed at the end of one of the two sessions.
Stimulus
The stimulus used for all conditions consisted of a salient target (full contrast Gabor patch; diameter, 2°; two cycles), which was located either in the lower left or lower right visual field quadrant (eccentricity, 5°; counterbalanced between subjects), surrounded by a rotating mask (17°ϫ 17°grid of white crosses) and superimposed on a gray background ( Fig. 1A) . During the Detection condition (see below), the cycles of the Gabor patch modulated at opposite phase at a temporal frequency of 10 Hz. The resulting counterphase flicker rendered the target more salient, thus minimizing the number of illusory target disappearances. The mask rotated at a speed of 160°/s. The target was separated from the mask by a gray "protection zone" subtending ϳ2°around the target (Bonneh et al., 2001) . Subjects fixated on a fixation mark (red outline, white inside, 0.8°w idth and length) centered on the mask in the middle of the screen. Stimuli were presented using the Presentation Software (NeuroBehavioral Systems). Stimuli were back-projected on a transparent screen using a Sanyo PLC-XP51 projector with a resolution of 1024 ϫ 768 pixels at 60 Hz. Subjects were seated 58 cm from the screen in a whole-head magnetoencephalography (MEG) scanner setup in a dimly lit room.
Detection and illusion conditions
In the main experimental conditions (Detection and Illusion), the stimulus was continuously presented for multiple runs with a duration of 3 min each. During the Detection condition, the target was physically removed from the screen at variable times and for variable durations, which were manipulated for predictability. The target disappearance durations were drawn, in different runs, from different distributions corresponding to different hazard rates (i.e., conditional probability of occurrence of target on-/offset, given that it has not yet occurred; Luce, 1986) . The conditional probability distributions were one of two Gaussians (i.e., relatively predictable; ϭ 2 s, ϭ 0.2 s or ϭ 6 s, ϭ 0.6 s, respectively) or a uniform distribution (i.e., unpredictable; ϭ 6 s, truncated at 14 s). The effects of the temporal statistics of target disappearances and reappearances on pupil responses are described in a separate report (Kloosterman et al., 2015a) . On different runs, subjects either immediately reported the target disappearances and reappearances by button press (Detection-Button), or they silently counted the target disappearances (Detection-Count). Detection-Button or Detection-Count conditions were randomly selected on each run, under the constraint that both would occur equally often. The instructions for each condition were displayed on the screen before the run started. Subjects could only start the next run after they confirmed the instructions to the experimenter over the intercom.
In the Detection-Button runs, subjects were instructed to report target disappearances and reappearances by pressing a button with their right index finger and middle finger, respectively. The visual stimulus was identical, and target disappearance and reappearance durations were drawn from the same distributions in Detection-Count and Detection-Button runs. The only systematic difference was that Detection-Count runs did not require immediate behavioral report of the perceptual changes. Instead, subjects counted the number of target disappearances that occurred during the 3 min run and reported the total in a fouralternative forced-choice (4AFC) question after the end of the run (Fig.  1B) by pressing one of four buttons with their right hand. The three incorrect alternatives were generated by adding a number from the set (Ϫ3, Ϫ2, Ϫ1, 1, 2, or 3) to the true number of disappearances. These numbers were randomly selected under the constraint that the four alternatives were all different from each other. This design made it impossible for subjects to anticipate, during the Detection-Count runs, which of the four response buttons would have to be pushed at the end of the run, minimizing motor preparation.
The Illusion condition was identical to Detection-Button with the exception that the target remained physically present on the screen throughout the whole run (without flicker) and disappeared and reappeared subjectively, due to an illusion dubbed motion-induced blindness (Bonneh et al., 2001; Bonneh and Donner, 2011) . As the subjects' overt behavioral reports were required to determine the timing of target disappearances and reappearances of the target, no silent counting condition was included for the Illusion condition. In the Illusion condition, subjects reported that the target was invisible for 19% of the total viewing duration (average across subjects). The distribution of the target disappearance durations had a characteristic asymmetric shape with a rapid rise and long tail, resembling a gamma distribution. The median target disappearance was 1.64 s across subjects (median of medians).
Because we used a Gabor patch as the target stimulus, the overall stimulus luminance remained constant during physical target onsets and offsets, so that retinal influences on fluctuations in pupil diameter during the task were minimized (Loewenfeld, 1993; Kloosterman et al., 2015a) . Subjects completed a total of 19 runs each of the Detection-Count and Detection-Button conditions, respectively, and six runs of the Illusion condition.
Stimulus-on-off
During the Stimulus-on-off condition, subjects viewed the complete visual stimulus (gray background, white rotating mask, fixation, and target) for 0.75 s, preceded and succeeded by only the background and fixation. This stimulus duration was too short to induce illusory target disappearances but was sufficiently long to measure the stimulusinduced modulation of cortical population activity (Fig. 1C ,D). Subjects were instructed to maintain fixation and passively view the stimulus onsets and offsets. The Stimulus-on-off condition was completed by 24 of the subjects; 1 of these subjects was excluded from the analysis of the stimulus-induced responses because of technical problems with the MEG data collection.
MEG, eye tracking, and magnetic resonance imaging
MEG data were acquired on a 275-channel MEG system (VSM/CTF Systems) with a sample rate of 1200 Hz. Subjects were placed in a seated position inside the scanner. The location of the subjects' heads was measured in real time using three fiducial markers placed in both ears and on the nasal bridge to control for excessive movement. Furthermore, electrooculography and electrocardiography were recorded to aid artifact rejection. T1-weighted structural magnetic resonance images (MRIs) were acquired from all subjects for reconstruction of source-level activity.
Concurrently with the MEG recordings, the diameter of the pupil of the left eye was sampled at 1000 Hz with an average spatial resolution of 15-30 min arc, using an EyeLink 1000 Long Range Mount (SR Research). This MEG-compatible (nonferromagnetic) setup was placed on a table under the stimulus presentation screen. The eye tracker was calibrated before every block of four runs.
Data analysis
The data were analyzed in MATLAB (MathWorks) using the Fieldtrip toolbox and custom-made software.
Trial extraction
For the Stimulus-on-off condition, we extracted trials of fixed durations, ranging from 0.2 s before to 0.75 s after stimulus onset.
For the Detection and Illusion conditions involving subjects' reports, we extracted trials of variable duration, centered on subjects' button presses, from the 3 min runs of continuous stimulation. In the case of the Illusion condition, the term "trial" refers to an epoch of constant stimulation and is solely defined based on subjects' subjective reports of target disappearance and reappearance. We call this method for trial extraction "response locked". The following constraints were used to avoid mixing data segments from different percepts when averaging across trials, as follows: (1) the maximum trial duration ranged from Ϫ1.5 to 1.5 s relative to the report; (2) when another report occurred within this interval, the trial was terminated 0.5 s from this report; (3) when two reports succeeded one another within 0.5 s, no trial was defined; and (4) for the analysis of the Detection-Button condition, we included only those reports that were preceded by a physical change of the target stimulus within 0.2-1 s, thus discarding reports following illusory target disappearances.
In an alternative analysis of all Detection conditions, trials were defined in the same way as described above but now aligned to physical target onsets and offsets ("stimulus-locked"). In the Detection-Count conditions, no button responses occurred during the run, so stimuluslocked trial extraction was the only option. We used this method in every analysis that involved the Detection-Count condition.
Preprocessing MEG data. The following preprocessing steps were performed: trial extraction (see Trial extraction); environmental, muscle, jump and eye artifact rejection; removal of line noise; and resampling to 500 Hz. All epochs that contained artifacts caused by environmental noise, eye, muscle activity, or squid jumps were excluded from further analysis using standard automatic methods included in the Fieldtrip toolbox. Epochs that were marked as containing an artifact were discarded after every artifact detection step. For all artifact detection steps, the artifact thresholds were set individually for all subjects. Both of these choices aimed at optimization of artifact exclusion. Line noise was removed by subtracting the 50, 100, 150, and 200 Hz Fourier components from the raw MEG time course of each trial. For all trials that contained a MEG artifact, the pupil data were also discarded. Although the data quality of some of these trials was sufficient to include them in the analysis, we focused on the MEG signal and its relation to pupil diameter in this article. We therefore excluded all trials that had insufficient MEG data quality, regardless of the quality of the corresponding pupil diameter data.
Pupil data. Eyeblinks were detected using the standard algorithms of the manufacturer of the eyetracker system. When a trial contained a blink that occurred within 0.5 s of the stimulus onset or offset, the trial was discarded. Blinks that were not within 0.5 s of a stimulus event were removed by linear interpolation of the values of blink onset and offset plus 0.1 s of padding. During some epochs, the pupil signal was of unacceptable quality due to difficulties specific to pupil measurements (e.g., incorrect threshold settings or partial covering of the pupil by the eyelid), while the MEG data were of sufficient quality. In these trials, the pupil data were discarded, but the trials were still used for the MEG analyses that did not include pupil data.
Pupil responses during cognitive events are sluggish and confined to a frequency range of Ͻ4 Hz (Hoeks and Levelt, 1993; Loewenfeld, 1993) . Consequently, signal fluctuations of Ͼ4 Hz mainly reflect measurement noise. To remove the high-frequency noise, the pupil time series were low-pass filtered using a third-order Butterworth filter with a cutoff of 4 Hz. The filtered pupil time series was then transformed to percent signal change.
Spectral analysis of MEG power
We used sliding window Fourier transform (Mitra and Pesaran, 1999;  step size, 50 ms; window length, 500 ms for perceptual change-related and microsaccade-related modulation or 200 ms for pupil-related modulation) to calculate time-frequency representations of the MEG power (spectrograms) for each sensor and each single trial. We used a single Hanning taper for the frequency range of 3-35 Hz (frequency resolution, 2.5 Hz; bin size, 1 Hz; frequency range for pupil-related modulation, 5-35 Hz) and the multitaper technique for the frequency range of 36 -150 Hz (spectral smoothing, 8 Hz; bin size, 2 Hz; five tapers). To optimize frequency resolution, we used Welch's method to compute frequency spectra of pupil-related modulation (see Fig. 4 E, F ). The signal of each sensor was converted to two orthogonal planar gradients before timefrequency analysis. After time-frequency analysis, the planar gradients of each sensor were recombined by taking the sum of their power values.
For Stimulus-on-off, spectrograms were averaged aligned to stimulus onsets. For Detection and Illusion conditions, spectrograms were averaged aligned to perceptual reports of target disappearances/reappearances (Detection and Illusion) or aligned to the corresponding target offsets/onsets (Detection).
Trial-related modulations of MEG power
Power modulations [denoted as M( f,t) in all figures] during the trials were quantified as the percentage of power change at a given frequency bin and time point, relative to a "baseline" power value for each frequency bin (see next section). We subtracted the trial-specific baseline value from each sample in the time course per frequency bin and divided by the mean baseline power across all trials.
Baseline intervals for MEG power modulations
For Stimulus-on-off, the baseline was computed as the mean power across the prestimulus blank fixation interval (from Ϫ0.25 to 0 s relative to stimulus onset). For the Detection and Illusion conditions, the baseline was computed in the following two different ways: (1) the mean power across the whole trial interval and across all trials, as in an earlier study (Kloosterman et al., 2015b) ; or (2) the single-trial power averaged across a pre-event (i.e., pre-response or pre-stimulus change for response-locked and stimulus-locked analyses, respectively) time window. For the latter version, the time windows ranged from Ϫ1.25 to Ϫ0.75 s for response-locked and Ϫ1 to Ϫ0.5 s for stimulus-locked analyses, respectively. For simplicity, the trial average baseline version 1 is not shown here. As expected, it revealed differences in power modulation levels before the experimental events of interest, which were eliminated, by construction, in version 2. Critically, however, both versions yielded qualitatively identical transient post-event responses. We used the preevent, single-trial baseline (version 2) for all analyses reported in this article, because this version specifically isolated the transient power modulation in response to the perceptual event, and it was identical to the approach used for quantifying transient pupil dilation responses to the perceptual events (see next subsection; Fig. 2 ; see also Fig. 5 ).
We focused our analysis of MEG power modulation around perceptual reports on those cortical regions that also processed the physical stimulus (i.e., visual cortex). Therefore, before performing the statistical tests described in this and the following section, we averaged all power modulation across the 25 occipital sensors exhibiting the biggest stimulus-induced high-frequency response (60 -120 Hz) during Stimulus-on-off ( Fig. 1D ). See the study by Kloosterman et al. (2015b) for a similar procedure.
Modulation of MEG power related to pupil responses
Evoked pupil responses were computed as the difference between the baseline pupil diameter and the peak of the evoked pupil response time course during the trial. Pupil dilation responses typically peak at ϳ1 s after the triggering event (Hoeks and Levelt, 1993; de Gee et al., 2014) . Therefore, we detected the response peak in the time window from 0.5 to 2 s from the stimulus change. From this peak, we subtracted the pupil baseline diameter in the window directly before (from 0.25 to 0.5 s after stimulus change). This window was chosen to rule out the possibility that pupil-related effects in the MEG power are caused by ongoing fluctuations in the pupil signal that are not related to the task. This approach resulted in one scalar value of transient pupil dilation per trial.
To examine the relationship between MEG power modulation and pupil response, we sorted the MEG data (pooled across all conditions) into three bins (equal number of trials) based on the pupil response amplitude: low, medium, and high transient pupil dilation. This was done separately for disappearance and reappearance trials. We focused on stimulus-locked analysis for this characterization, because this allowed us to include both the Detection-Button and Detection-Count conditions. However, similar results were found for response-locked analyses, also when we included only the Illusion condition (data not shown).
Pupil responses were negatively correlated with pupil baseline (Kloosterman et al., 2015a, their Supplementary Fig. 2) . Accordingly, the low, medium, and high pupil response bins also differed in terms of baseline pupil diameter. Our focus was on the relation between transient modulations of MEG power modulation and the evoked pupil responses. Thus, we corrected for differences in pupil baseline between pupil response bins, referred to as "pupil response condition" in the following sections. For this procedure, we used only the data from the low and high pupil response conditions. Separately for both conditions, we further sorted trials by their baseline pupil diameter values into 10 equally spaced bins. This yielded two distributions of baseline pupil diameters, one for each pupil response condition. The aim of our procedure was to match these two distributions as closely as possible. To this end, we randomly discarded trials from the pupil response condition with a higher number of trials until the number of trials was equalized. This procedure was repeated separately for each baseline pupil bin. For example, if baseline pupil bin number 1 contained 15 trials of the low pupil dilation condition and 18 trials of the high pupil dilation condition, three randomly selected trials from the latter condition were discarded. The procedure was repeated 200 times to minimize random biases. We averaged over all iterations of the procedure.
A second possible confound in our analyses was the duration since the last stimulus change. Because the perceptual changes in this study were either caused by or mimicked spontaneous illusory perceptual changes, the variability in duration since the last change was high. It is possible that for some trials the transient modulations in pupil size and/or the MEG power modulation did not completely return to baseline before the next perceptual change, thereby affecting the signals on the subsequent trial. We accounted for these effects in two ways. First, we excluded trials that followed the previous trial within 1 s. Second, we removed the component of power modulations that was explained by previous trial duration (via linear regression) from the pupil dilation scalar values and the power in every time-frequency bin from Ϫ1.5 to 1.5 s from stimulus change. This analysis step did not qualitatively change the results (data not shown).
Control for microsaccades and microsaccade-related modulation of MEG power
To control for the effects of changes in residual fixational eye movements (i.e., those remaining after rejecting trials with large eye movements, see above) around perceptual changes (Bonneh et al., 2010) , we detected microsaccades using a previously established algorithm (Engbert and Kliegl, 2003; Engbert and Mergenthaler, 2006; Dimigen et al., 2011;  http://www2.hu-berlin.de/eyetracking-eeg) and the same parameters as in previous studies (Bonneh et al., 2010; Kloosterman et al., 2015b) . The binary time course of microsaccade occurrences was convolved with a Gaussian window ( ϭ 0.1 s) to compute a continuous estimate of microsaccade rate. The trial-to-trial change in the microsaccade rate was quantified as the number of microsaccades during the time window showing the MEG modulations (0.15-0.75 s after stimulus change) minus the number of microsaccades in the preceding window (Ϫ0.45 to 0.15 s with respect to stimulus change). This difference was then correlated with single-trial modulations of MEG power. To also characterize the MEG power modulations regardless of microsaccades, we performed selective analyses of only those trials without any microsaccades in the time window 0.15-0.75 s after stimulus change.
Control for beta-gamma power correlations and stimulus-evoked responses
We performed two analyses to rule out the effects of variations in the strength of bottom sensory responses on the beta-band modulations characterized here. First, we quantified the trial-to-trial correlation between power modulations in beta bands (15-25 Hz) and gamma bands (60 -120 Hz) from 0.25 to 0.75 s after stimulus change. We then removed (via linear regression) the component of beta-power trialto-trial fluctuations that was explained by gamma-band power to verify that the residual beta-band signal still exhibited a robust modulation during perceptual events.
Second, we assessed the role of evoked sensory responses to the flickering target during the Detection conditions in the generation of the beta-band modulations. To this end, we subtracted the time-domain average (a measure of the phase-locked, stimulus-evoked response) from the single-trial signals before spectral analysis. This isolated the nonphase-locked ("induced") modulations of MEG power . This analysis yielded power modulations (data not shown) that were qualitatively indistinguishable from the modulations of total power shown in Results. Furthermore, we observed a robust beta-band modulation also in the Illusion condition (see Results), in which the target did not flicker. Together, these observations rule out the concern that flicker-evoked sensory processes were responsible for the beta-band modulation. For simplicity, we quantified the total power modulations (i.e., the sum of phase-locked and non-phase-locked modulations) for all analyses throughout this article.
Source reconstruction of MEG power modulations
We used a variant of an adaptive spatial filtering technique called linear beamforming (Van Veen et al., 1997; Gross et al., 2001) for source reconstruction of power modulations. In short, for each frequency and source location, a linear filter was computed that passes activity from that location with unit gain while maximally suppressing activity from other sources. The source-level analyses were performed independently for the frequency bands of 16 -24 Hz for perceptual modulation and of 9 -15 Hz for pupil-related modulation. We used the measured head positions and individual single-shell volume conductor models, based on individual images from T1-weighted structural MRI, to compute a common spatial filter over the transient window of interest and a baseline window. This was performed separately for every MEG recording run because the orientation of the subjects' heads with respect to the MEG sensors was not necessarily comparable between measurements. The transient intervals that were used for the perceptual modulation were 0.25-0.75 s from stimulus change or Ϫ0.25 to 0.25 from response for stimulus-locked and response-locked analyses, and 0.1-0.7 s from stimulus change for the pupil-related modulation. The baseline windows were Ϫ0.5 to 0 s from stimulus change, Ϫ1 to Ϫ0.5 s from response, and Ϫ1 to Ϫ0.4 s from stimulus change, respectively. For each MEG recording run, source-level transient power modulation was computed by projecting the sensor-level data from the transient window through the common spatial filter, and subtracting and dividing by the baseline data that was projected to the same filter. The resulting source-level modulation maps were nonlin-early aligned to a template brain (Montreal Neurological Institute) using the individual images from structural MRI.
Statistical tests
We used a two-tailed permutation test (1000 permutations; Efron and Tibshirani, 1994) to test the significance of the overall power modulation of the sensor group obtained in Stimulus-on-off. To quantify switch-related modulations, we tested the overall power modulation for significant deviations from zero. For pupil-related modulations, we tested the overall power modulation for (1) significant deviations from zero per pupil condition and (2) significant differences between the high pupil dilation and low pupil dilation condition. For all these tests, we used a cluster-based procedure (Maris and Oostenveld, 2007) to correct for multiple comparisons. For time-frequency representations of power modulation (Figs. 1C, 2, 4A ,B, and 5), this procedure was conducted across all time-frequency bins; for spectra of power modulations (Fig. 3 M,N) , this procedure was performed across frequencies. For statistical tests of correlations, we first computed correlation coefficients within subjects and then tested the individual correlation coefficients against zero across subjects using permutation tests (corrected for multiple comparisons using a false discovery rate correction at ␣ ϭ 0.05). This was done to assess the trial-to-trial power correlations between beta and gamma bands (see above) as well as the spectral and spatial pattern correlations (i.e., across frequency bins or sensors) of power modulations (see Fig. 5F ).
Results
We analyzed modulations of MEG power that occur around salient, behaviorally relevant perceptual events: the disappearances and reappearances of a full-contrast target (Gabor patch) surrounded by a moving mask (Fig. 1) . In different conditions, target disappearances and reappearances were either evoked by the physical offsets and onsets of the target or they occurred subjectively due to an illusion called motion-induced blindness (Bonneh et al., 2001; Bonneh and Donner, 2011) . To characterize modulations of cortical population activity in visual cortex during the main experimental conditions (Detection and Illusion), we selected the 25 sensors that exhibited the strongest stimulusinduced increase in 60 -140 Hz (gamma) power during Stimuluson-off (Fig. 1C , top, dashed box; see also Materials and Methods). All selected sensors were located over the occipital cortex ( Fig.  1D , top, topographic plot, circles), and the gamma-band responses peaked in bilateral visual cortices (Fig. 1D) .
To assess the impact of the preparation or execution of motor movement on the modulations in visual cortical activity around the perceptual events, we asked subjects to silently count the target disappearances and report the total at the end of the run, with a motor response that was unpredictable during the perceptual events (see Materials and Methods). We also analyzed transient modulations of visual cortical activity as a function of phasic arousal related to perceptual events. We here operationalized "phasic arousal" as evoked pupil responses. This operational definition was based on recent animal work, which established remarkably strong correlations between non-luminance-mediated variations in pupil diameter and global cortical arousal state (McGinley et al., 2015) .
Top-down modulation of beta-band activity in visual cortex in the absence of motor act
We observed similar modulations of MEG activity over visual cortex around perceptual events in all three conditions, Detection-Button, Detection-Count, and Illusion (Figs. 2, 3) . MEG power decreased in the beta band (ϳ15-25 Hz) in visual cortex around target disappearance during all conditions (Figs. 2A-D, top, dashed boxes, 3A-D), peaking around the time of behavioral report, or ϳ500 ms after target offset during Detection-Count, corresponding to the median response time in Detection-Button.
Around target reappearance, power in the same beta frequency band increased ( Fig. 2E-H, top, dashed boxes, 3E-H ) . This pattern of post-event modulations of MEG power was robust with respect to the baseline interval used for computing the power modulations (see Materials and Methods).
Additional power modulations were evident in the theta (4 -8 Hz) and alpha (ϳ10 Hz) frequency bands, but those were more variable across conditions (Fig. 2, bottom dashed boxes) . For example, robust alpha-band modulations were only observed during the Detection conditions and were absent during the Illu- Figure 1D (black circles in E). sion condition. In all conditions, the transient power modulations spared out the gamma band (Fig. 2) , which exhibited robust stimulus-induced modulations during Stimulus-on-off (Fig. 1C) .
Power modulations after physical target offsets and onsets (in the Detection conditions) might be related to the changes in retinal input associated with these localized perceptual events confined to the position of the target. However, retinal input was constant during the Illusion condition, indicating that the beta-band modulation common to all conditions was more closely associated with the subjective perceptual events than bottom-up sensory processing. Furthermore, as expected based on previous fMRI results , source reconstruction showed that the beta-band modulations were more widespread across occipital and parietal cortex than expected from the localized perceptual events (Fig. 3) .
To further test for a relation to fluctuations in bottom-up processing of the whole stimulus (i.e., target and mask), we used trial-to-trial variations in gamma-band power, which, on average, was robustly driven by the stimulus (Fig. 1C) . We correlated power modulations in the beta and gamma band to each other (see Materials and Methods). Although, on average, the gammaband response during the perceptual events was negligible (Fig.  2) , there was substantial trial-to-trial variability in gamma-power response. These trial-to-trial fluctuations exhibited small, but significant, negative correlations with the trial-to-trial fluctuations of the beta-band modulations for both target disappearances and all trials combined (Fig. 4A ). However, both the beta-power suppression after disappearance and the betapower enhancement after reappearance were not affected by removing (via linear regression) the component of the trialto-trial fluctuations shared with gamma power (Fig. 4B ). If anything, the residual modulations were even stronger.
Together, the results indicated that the beta-band modulation reflected a nonsensory modulation of the global state of visual cortex. Subtracting the beta-power modulations around target disappearance and reappearance yielded a single measure of the (differential) modulation reflecting the binary behavioral report. In the following, we refer to this differential signal as the "percep-tual modulation" and show that it was not affected by motor act, pupil-linked arousal, or fixational eye movements.
Perceptual modulation of visual cortex in the absence of motor act
Across conditions, the perceptual modulation peaked in visual cortex with little modulation in motor cortices (Fig. 3I-L) . The latter is due to the fact that motor cortices exhibited similar modulation (movement-related beta-band suppression; Donner et al., 2009 ) during reports of both target disappearance and reappearance, which is in line with previous observations (Kloosterman et al., 2015b; Fig. 3B-D, F-H ) .
The design of the Detection-Count condition made it impossible for subjects to know when a response was required and which button had to be pressed. However, it is possible that subjects covertly prepared motor responses during Detection-Count, as they did in the Button condition, without executing them. To assess this possibility, we analyzed beta-band suppression over motor cortex (Fig.  3E, white circles) , a reliable marker of motor preparation and execution (Donner et al., 2009; Engel and Fries, 2010) . As expected, we found strong beta-band suppression around the median response time (from 0.45 to 0.75 s after stimulus change) in the Detection-Button condition after both target disappearance and reappearance (Fig. 3M ). In the Detection-Count condition, beta-band suppression was significantly weaker after target disappearance and was completely absent after reappearance. These beta-band modulations over motor cortex were in stark contrast to the beta-band modulations in visual cortex, where we found robust modulations for both the Detection-Button and Detection-Count conditions (Figs. 2, 3A-L, N, which is inconsistent with the idea that motor preparation was the driving factor of the beta-band modulation in visual cortex.
In summary, robust beta-band modulations around perceptual changes occurred in visual cortex both during immediate behavioral report (Detection-Button and Illusion) and silent counting without motor report (Detection-Count). The near absence of robust beta-band suppression in motor cortex in Detection-Count suggests that the role of motor preparation in the beta-band modulation in visual cortex was negligible. Together, these findings indicated that a considerable component of the transient beta-band modulation around the perceptual changes is unrelated to motor processing.
Disentangling perceptual and pupil-linked modulations in visual cortex
Brainstem neuromodulatory systems regulating central arousal state, in particular the noradrenergic locus ceruleus and the cholinergic basal forebrain, are phasically activated during elementary perceptual decisions (Aston-Jones and Cohen, 2005; Parikh et al., 2007; Lin et al., 2015) . We tracked such phasic boosts in central arousal by measuring pupil dilation around the perceptual events ( Across all experimental conditions, the pupil dilated during both target disappearance and reappearance (Fig. 2 , black overlaid time courses). This invariant positive sign of the pupil modulations for target disappearance and reappearance stood in contrast to the opposite sign of the MEG power modulations (Fig. 2 ; see also Kloosterman et al., 2015b) . Thus, pupil dilation and the beta-band modulation exhibited, on average, distinct functional behavior.
To examine the relationship between pupil-linked neuromodulatory responses and the MEG in more detail, we sorted trials based on the amplitude of pupil responses, into Low, Medium, and High pupil response bins and compared the associated power modulations in visual cortex ( Fig. 5 ; see Materials and Methods). The pupil responses exhibited a large trial-to-trial variability. High pupil trials were accompanied by pupil dilation, whereas Low pupil trials exhibited pupil constriction on average. This was true for both target disappearance (Fig. 5A , black overlaid time courses) and reappearance (Fig. 5B) .
The beta-band modulation in visual cortex around perceptual events was of the same sign for Low and High pupil trials (i.e., negative or positive, depending on the type of perceptual event; Fig. 5 A, B) . But, critically, there was no robust difference in betapower modulation between the High and Low pupil trials ( Fig.  5 A, B, right column) . By contrast, pupil dilation did affect power modulations in the alpha band, which is consistent with recent measurements in mouse visual cortex (Reimer et al., 2014; see Discussion) . Target disappearances were accompanied by stronger alpha-band suppression for High compared with Low pupil trials (Fig. 5A, right) . Strikingly, the same was found for target reappearance (Fig. 5B, right) , even though the overall power modulation during reappearance was positive across the entire low-frequency range (Fig. 5B, left, middle) . Notably, for both perceptual events the difference in the pupil-related modulation in the alpha band already started before the stimulus change, suggesting an endogenous origin of this modulation. The topography of the pupil-related alpha-band modulation was more Figure 5 . Distinct signatures of perceptual and pupil-linked modulations in visual cortex. A, Time-frequency representation of visual cortex power around target offsets, for trials with high (left) and low phasic pupil dilation (middle), and the difference (right). Fully saturated colors highlight clusters of significant modulation ( p Ͻ 0.05, two-sided permutation test across subjects, cluster corrected). The solid black lines indicate time courses of pupil diameter, averaged over subjects. B, Corresponding results for target reappearance. C, Source reconstructed maps and scalp maps of the difference between high and low pupil dilation in the window indicated by the dashed box in A. D, Corresponding results for target reappearance. E, Frequency spectra of the modulation in the time window of 0 -0.8 s with respect to stimulus change, compared with prestimulus change baseline. Shaded area corresponds to the SEM over subjects. F, Correlation matrices between the pupil-related and perceptual modulations of the spectra (left matrix, based on spectra shown in E) and spatial topographies (right matrix). Pearson correlations were performed per subject and were tested for significance using a permutation test (10,000 permutations, FDR corrected for multiple comparisons, ***p Ͻ 0.001). widespread (Fig. 5C,D) than that of the beta-power modulation around perceptual events 5C, D) .
We also characterized the relationship between pupil-linked power modulations and those related to perceptual events by quantifying their similarity in the spectral and the spatial domains. To this end, we correlated the spectra and spatial maps of the perceptual modulation (difference between disappearance and reappearance) and the pupil-linked modulation (difference between High and Low pupil trials). For the spatial domain, we used the topographies of the Detection-Count condition only, as the correlation in the Detection-Button condition would be conflated with the movement-related power modulations over motor cortex (Fig. 3B-D, F-H ) . We found no robust correlations between the perceptual and pupil-related power modulations in either the spectral (Fig. 5E ) or the spatial domains (Fig. 5F , bottom left of correlation matrices). By contrast, there were robust correlations between High and Low pupil trials (Fig. 5F , top left of correlation matrices) and between target disappearance and reappearance (Fig. 5F, matrices, bottom right) , indicating that these correlation analyses were sufficiently sensitive to pick up robust effects. These findings provided further support for the notion that the perceptual and pupil-linked modulations were due to distinct underlying mechanisms.
Beta-band modulation in visual cortex not due to changes in retinal illumination or fixational eye movements
Because early visual cortex responds to transient changes in luminance (Rossi et al., 1996; Haynes et al., 2004) , one might wonder whether the modulations in visual cortical activity might be merely due to changes in retinal illumination, mediated by pupil dilation and constriction. A number of observations ruled out this concern. First, the retinal illumination scenario predicted cortical responses that succeed pupil dilation by a latency corresponding to the retino-geniculo-cortical transmission delay. By contrast, even the only robust pupil-linked modulation observed here, the alpha-band suppression, occurred earlier, already reaching significance before the start of pupil dilation ( Fig.  5 A, B , compare modulations in right column to pupil time courses in left and middle columns). Second, the association between beta-band modulation and pupil responses was overall weak (see previous section). Third, retinal illumination predicts a power modulation in the same direction for both target disappearances and reappearances (pupil dilated during both; Figs. 2, 5) and in opposite directions for pupil dilation and constriction. Both of these predictions were in sharp contrast to the observed beta-band modulation: as described above, the beta-band suppression was still robust in trials with pupil constriction (Fig.  5 A, B) . Finally, modulations in cortical activity due to variations in luminance seem to be confined to early visual cortex (Yellin et al., 2015) , in contrast to the widespread distribution of perceptual ( Fig. 3I-L) and pupil-linked ( Fig. 5C,D) power modulations across extrastriate visual and parietal cortex that we observed here.
Another concern might be that systematic changes in fixational eye movements around the time of target disappearance or reappearance (Bonneh et al., 2010) might have evoked modulations of visual cortical activity, for example, due to the ensuing retinal transients. We have used the current MEG dataset to rule out this concern for the Illusion condition in an earlier report focusing on the neural basis of the perceptual dynamics in motion-induced blindness (Kloosterman et al., 2015b, their Fig.  7 ). In the present study, we ran the same control for the Detection conditions. Consistent with earlier findings, we found a decrease in microsaccades after both target disappearance and reappearance ( Fig. 6A ; Bonneh et al., 2010) .
This change in microsaccade rate was positively correlated (on a trial-by-trial basis) with modulations of low-frequency MEG power over visual cortex after target onsets or offsets. This correlation was significant from the lowest frequency bin resolved (3 Hz) up to ϳ12 Hz, and it peaked in a theta range at ϳ7 Hz (Fig.  6B) . This microsaccade-related modulation of theta-band power might have been related to previous observations from local field potential recordings in monkey visual cortex (Bosman et al., 2009) .
The time-frequency representation of the correlation between MEG power and change in microsaccade rate in Figure 6B was distinct from the spectra of perceptual modulations in Figure  3 . The significant correlation in Figure 6B was uniformly positive after the perceptual events, whereas the modulations in Figure 2 , B and F, comprised both positive (for frequencies Ͻ8 Hz) and negative modulations (for alpha and beta bands), respectively. Critically, the significant correlation in Figure 6B did not overlap with the perception-related beta-band modulation in Figure 2 , B and F. Further, when selectively analyzing perceptual modulations, only those trials that did not contain any detected microsaccades around the perceptual events (see Materials and Methods), we found the same modulations of alpha and beta power as in Figure 2 , B and F, except for the absence of a significant positive modulation Ͻ8 Hz (Fig. 6C) .
Because the correlation between changes in microsaccade rates and MEG power in Figure 6B overlapped with the pupillinked modulations in Figure 5, A and B, we repeated the analysis of pupil-linked modulations selectively on trials without detected microsaccades around perceptual events. As expected, effects were overall weaker than in Figure 5A . But, critically, we again found a relative suppression of alpha-band power around target disappearance for high versus low pupil dilation ( Fig. 6D ). Together, the analyses presented in this section provide strong evidence that the modulation of visual cortical beta band related to perception was not due to microsaccades.
Discussion
The cerebral cortex continuously undergoes changes in its internal state. Cortical state changes occur during the transition from sleep or anesthesia to wakefulness (Steriade, 2000; Harris and Thiele, 2011; Haider et al., 2013) . Mounting evidence shows that cortical state changes also occur rapidly during full wakefulness, then often coupled to cognitive acts like decisions (Ress and Heeger, 2003; Aston-Jones and Cohen, 2005; Jack et al., 2006; Wilke et al., 2006 Wilke et al., , 2009 Parikh et al., 2007; Harris and Thiele, 2011; Choe et al., 2014; Kloosterman et al., 2015b; McGinley et al., 2015) . These latter state changes may originate from a variety of sources, including feedback from motor cortical processing (Zagha et al., 2013) , phasic arousal (Aston-Jones and Cohen, 2005; Parikh et al., 2007) , or fixational eye movements (Bonneh et al., 2010) . We here established that task-relevant disappearances and reappearances of salient visual targets were associated with a rapid state change in visual cortex, indexed by modulations of cortical population activity in the beta band. This was true regardless of whether the perceptual events were evoked by the physical stimulus or induced by a perceptual illusion (i.e., during constant sensory input). Using a silent counting condition without motor act enabled us to here dissociate this beta-band modulation from motor factors. We also dissociated the beta-band modulation from pupil-linked phasic arousal, the associated changes in reti-nal illumination, microsaccades, and gamma power-indexed fluctuations in bottom-up processing .
The one factor that was consistently associated with the betaband modulation was the behavioral relevance of the perceptual changes. Both the beta-power suppression during target disappearance and the beta-power enhancement during target reappearance were robust when perceptual changes had to be reported directly (during Illusion or Detection-Button) or when they were needed for delayed report of the total disappearance count after the end of the block (during Detection-Count; Figs. 2 A, B, 3N ) . During Detection-Count, target onsets did not have to be counted explicitly, but we assume they nonetheless underwent the same decision transformation as that occurring during Detection-Button (see next paragraph) to facilitate the registration of the disappearances that had to be counted. Previous studies found that the beta-power suppression during target disappearance was weakened during passive viewing (Wilke et al., 2009; see Replaypassive in Kloosterman et al., 2015b) . The results from these previous studies are consistent with the notion that behavioral relevance of the perceptual changes is critical for the beta-band modulations, but the design of the previous studies did not disentangle the following two processes related to behavioral relevance: decision processing and motor action. By disentangling these two processes, the present study established that the beta-band modulation is specifically associated with the conversion from a perceptual into a behavioral format but not with the motor act per se.
We propose that the beta-band modulation in visual cortex is a top-down feedback signal from decision-related brain regions converting graded perceptual signals into categorical behavioral reports (Nienborg and Cumming, 2009; Wimmer et al., 2015) . The present task required the binary report of the disappearance (and then continued absence) or reappearance (and then continued presence) of the target. Thus, we assume that brain regions involved in decision processing transformed graded (and fluctuating) visual cortical responses to the target into a binary decision signal. This decision signal attained a high level for reappearance and a low level for disappearance, thereby driving the binary (immediate or delayed) behavioral reports. The signal was fed back to visual cortex (Nienborg and Cumming, 2009; Wimmer et al., 2015) , modulating power in the beta band, which explained the bimodal nature of the modulation for target reappearance and disappearance. The decision feedback might originate from higher cortical areas (Gold and Shadlen, 2007; Siegel et al., 2011) or from subcortical nuclei (e.g., the pulvinar of the thalamus; Wilke et al., 2009) , and it may help enforce a coherent decision state across cortical processing stages (Stocker and Simoncelli, 2008) .
While our interpretation accounts for the bimodal nature of the beta-power modulations during the tasks studied here, some aspects of the data suggest a more complex picture. First, the beta-band modulations were transiently pronounced around the perceptual changes and then decayed back toward a lower level (of the same sign as the preceding transient) during the targetvisible and target-invisible periods. Possibly, the decision signal that was being fed back exhibited similar transient and sustained components. Second, the beta-band modulation was retinotopi- cally global and not confined to the subregions in visual cortex corresponding retinotopically to the small target ( Fig. 3 ; Kloosterman et al., 2015b) . This aspect argues against an underlying feedback mechanism akin to top-down selective attention, which modulates visual cortical population activity in a retinotopically specific fashion Gregoriou et al., 2009 ). Third, one previous observation also points to qualitative differences between the beta-band modulations during target disappearances and reappearances: the beta-enhancement after target reappearance remained evident during passive viewing (Kloosterman et al., 2015b) . Thus, the beta suppression after disappearance might have reflected a purely top-down signal, as outlined above, whereas the beta enhancement after reappearance might also have contained a bottom-up component. Future work could address this idea by diverting attention away from the target disappearances and reappearances.
The ϳ15-25 Hz range of the top-down signal, sometimes referred to as "beta 1," has been implicated in integrative modes of cortical processing . Beta-band activity in visual cortex can be decoupled from spiking activity (Wilke et al., 2006) and visual stimulus properties (Belitski et al., 2008) . Modulations of beta-band activity reflect perceptual suppression in the pulvinar nucleus of the thalamus (Wilke et al., 2009 ) and near-threshold detection in visual and frontoparietal association cortex (Donner et al., 2007) . The modulations might reflect neuromodulatory input (Belitski et al., 2008; Safaai et al., 2015) , large-scale network reverberation (Donner et al., 2007; Siegel et al., 2011) , and/or feedback interactions from higher-tier to visual cortical areas (Bastos et al., 2012 (Bastos et al., , 2015 Siegel et al., 2012) .
Phasic increases in pupil-linked arousal during perceptual events were, although robustly present, not essential for the betaband modulation to occur. However, phasic pupil-linked arousal robustly influenced visual cortical alpha-band activity. Pupil dilation is associated with various cognitive processes, such as learning (Nassar et al., 2012) , decision-making and uncertainty (de Gee et al., 2014; Lempert et al., 2015; Urai et al., 2017), orienting (Wang and Munoz, 2015) , or changes in perception (Einhäuser et al., 2008; Hupé et al., 2009; Kloosterman et al., 2015a) .
Recent work has established a close link between pupil diameter and cortical state, which may be the neurophysiological basis of all of the above phenomena. In particular, our findings are in line with recent work in rodents showing that neuronal membrane potentials in cortex are depolarized and their low-frequency (2-10 Hz) power is suppressed during periods of pupil dilation (Reimer et al., 2014) or locomotion, an effect dependent on noradrenaline (Polack et al., 2013) . A similar suppression of low-frequency power occurs in visual cortical local field potentials in visual cortex during pupil dilation, regardless of whether the dilation coincides with locomotion . In addition, noise correlations in visual and somatosensory cortex decrease during pupil dilation (Reimer et al., 2014) . The pupilrelated alpha-band suppression we observed might have been a large-scale correlate of these effects observed at the microscales and mesoscales.
The current findings ruled out pupil-linked arousal as a prerequisite of the top-down signal in visual cortex, but they did not exclude the possibility that phasic neuromodulatory input unrelated to pupil diameter might be involved in the beta-band modulations reported here. A number of studies have shown that pupil dilation robustly coincides with activation of the locus ceruleus ( didate. Phasic release of acetylcholine from the basal forebrain is a possible candidate, as this system has been found to play a role in sensory detection and cholinergic inputs from the basal forebrain that can modulate activity in early visual cortex, even in the absence of visual stimulation (Parikh et al., 2007; Fu et al., 2014) . However, recent evidence has established a cholinergic contribution to non-luminance-mediated pupil dynamics (Nelson and Mooney, 2016; Reimer et al., 2016) . Noncholinergic influences of the basal forebrain on cortex might also be involved (Lin et al., 2015) , and the role of the serotonergic system (Lottem et al., 2016) in transient cognitive acts and visual cortical state is largely unexplored.
In sum, our current results provide support for the idea that the transformation of perceptual events into a categorical format available for behavioral report induces a rapid state change in human visual cortex. Visual cortex is an adaptive processor, the state of which is constantly sculpted by ongoing changes in task demands and cognitive state. Beta-band activity might be a fingerprint of these ongoing adjustments in state.
