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Abstract
We consider the spatially 3-D version of the following Keller-Segel-Navier-Stokes
system with rotational flux


nt + u · ∇n = ∆n−∇ · (nS(x, n, c)∇c), x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− c+ n, x ∈ Ω, t > 0,
ut + κ(u · ∇)u+∇P = ∆u+ n∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0
(∗)
under no-flux boundary conditions in a bounded domain Ω ⊆ R3 with smooth bound-
ary, where φ ∈ W 2,∞(Ω) and κ ∈ R represent the prescribed gravitational potential
and the strength of nonlinear fluid convection, respectively. Here the matrix-valued
function S(x, n, c) ∈ C2(Ω¯× [0,∞)2;R3×3) denotes the rotational effect which satisfies
|S(x, n, c)| ≤ CS(1 + n)−α with some CS > 0 and α ≥ 0. Compared with the signal
consumption case as in chemotaxis-(Navier-)Stokes system, the quantity c of system (∗)
∗Corresponding author. E-mail address: zhengjiashan2008@163.com (J.Zheng)
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is no longer a priori bounded by its initial norm in L∞, which means that we have less
regularity information on c. Moreover, the tensor-valued sensitivity functions result in
new mathematical difficulties, mainly linked to the fact that a chemotaxis system with
such rotational fluxes thereby loses an energy-like structure. In this paper, by seeking
some new functionals and using the bootstrap arguments on system (∗), we establish
the existence of global weak solutions to system (∗) for arbitrarily large initial data
under the assumption α ≥ 1. Moreover, under an explicit condition on the size of CS
relative to CN , we can secondly prove that in fact any such weak solution (n, c, u)
becomes smooth ultimately, and that it approaches the unique spatially homogeneous
steady state (n¯0, n¯0, 0), where n¯0 =
1
|Ω|
∫
Ω n0 and CN is the best Poincare´ constant.
To the best of our knowledge, there are the first results on asymptotic behavior of the
system.
Key words: Navier-Stokes system; Keller-Segel model; Stabilization; Global existence;
Tensor-valued sensitivity
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1 Introduction
In this paper, we investigate the global existence and stabilization of the solutions to the
following Keller-Segel-Navier-Stokes system with rotational flux


nt + u · ∇n = ∆n−∇ · (nS(x, n, c)∇c), x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− c + n, x ∈ Ω, t > 0,
ut + κ(u · ∇)u+∇P = ∆u+ n∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0
(1.1)
in a physical smoothly bounded domain Ω ⊆ R3, under zero-flux boundary conditions
(∇n− nS(x, n, c)∇c) · ν = ∇c · ν = 0, u = 0, x ∈ ∂Ω, t > 0 (1.2)
and with prescribed initial data
n(x, 0) = n0(x), c(x, 0) = c0(x), u(x, 0) = u0(x), x ∈ Ω, (1.3)
where n, c, u, P, φ, respectively denote the bacterial density, chemical concentration, fluid
velocity, the associated pressure and the prescribed gravitational potential. This system was
initially proposed by Wang-Winkler-Xiang ([39, 40]) to describe chemotaxis-fluid interaction
in cases when the evolution of the chemoattractant is essentially dominated by production
through cells.
Before going into our mathematical analysis, we recall some important progresses on
system (1.1) and its variants. When u ≡ 0, the PDE system (1.1) is reduced to the Keller-
Segel system 

nt = ∆n−∇ · (nS(x, n, c)∇c), x ∈ Ω, t > 0,
ct = ∆c− c+ n, x ∈ Ω, t > 0,
(1.4)
where the tensor-valued function (or the scalar function) S measures the chemotactic sensi-
tivity and satisfies
S ∈ C2(Ω¯× [0,∞)2;RN×N) (1.5)
and
|S(x, n, c)| ≤ CS(1 + n)−α for all (x, n, c) ∈ Ω× [0,∞)2 (1.6)
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with some CS > 0 and α ≥ 0. Here N denotes the space dimension. The global existence and
finite time blow-up of system (1.4) have been widely investigated in the past decades. In fact,
in the case S(x, n, c) = 1, solutions of (1.4) may blow up in finite time when N ≥ 2 ([?, 46]).
On the other hand, such explosion phenomena can be ruled out when S(x, n, c) := S(n)
is related to the prototypical assumption of volume-filling effect ([17, 42]). More precisely,
S(x, n, c) := (1 + n)−α is a scalar function, when α > 1 − 2
N
, all solutions are global and
uniformly bounded ([17]); while if Ω ⊆ RN(N ≥ 2) is a ball and α < 1− 2
N
, the solution may
blow up under some technical assumptions ([17, 42]). Quite a number of results have been
investigated, including the system with the logistic terms (see [67, 38, 43, 36], for instance),
the system with nonlinear diffusion (see [6, 20, 60, 59]) and so on. We refer to [2, 16] for the
further reading.
When n = c = 0, the PDE system (1.1) becomes the Navier-Stokes system


ut + κ(u · ∇)u+∇P = ∆u, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0.
(1.7)
As we all know that the corresponding Navier-Stokes system (1.7) does not admit a satis-
factory solution theory up to now. In fact, global weak solvability was studied in [22, 31],
some local existence of smooth solutions are proved by [12] and [41].
In various situations, however, the migration of bacteria may be more complex because
it can be effected by the changes in their living environment (see [7] and [28]). Considering
that in nature some bacteria, like Bacillus subtilis and Escherichia coli, often live in a viscous
fluid, Tuval and his cooperator ([37]) described the above biological phenomena and proposed
the mathematical model consisting of oxygen diffusion and consumption, chemotaxis, and
fluid dynamics. In fact, Tuval et al. ([37]) proposed the following chemotaxis-(Navier-)Stokes
system in the context of signal consumption by cells


nt + u · ∇n = ∆n−∇ · (nS(n)∇c), x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− nf(c), x ∈ Ω, t > 0,
ut + κ(u · ∇)u+∇P = ∆u+ n∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0,
(1.8)
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where f(c) and κ represent the consumption rate of the bacteria and the strength of nonlinear
fluid convection, respectively. In particular, when the fluid flow is slow, we can use the Stokes
equation instead of the Navier-Stokes one, i.e., κ = 0 (see [28, 10]). The chemotaxis fluid
system has been studied in the last few years. In fact, by making use of the energy-type
functionals, system (1.8) and its variants have attracted extensive attention (see, e.g., Chae
et al. [5], Duan et al. [8], Liu and Lorz [27, 28], Tao and Winkler [35, 45, 47, 50], Zhang and
Zheng [58], and references therein). For example, the well-posedness and stabilization in a
two-dimensional bounded domain have been investigated in [45] and [47], respectively. In
[47], Winkler showed that in bounded convex domains Ω ⊆ R2, the global classical solutions
obtained in [45] stabilize to the spatially uniform equilibrium ( 1|Ω|
∫
Ω
n0, 0, 0) as t→∞. For
Ω ⊆ R3, the global existence of weak solution for system (1.8) has been proved in [50].
Recently, the eventual smoothness of weak solutions in the three-dimensional case has also
been investigated by Winkler in [51]. For more literature related to this model, we can refer
to [33, 34, 48, 52, 24] and the references therein.
Compared with the chemotaxis system and the chemotaxis-(Navier-)Stokes system, the
Keller-Segel-Navier-Stokes system (1.1) is much less understood. In fact, compared with
the signal consumption case as in chemotaxis-(Navier-)Stokes system (1.9), the quantity
c of system (1.1) is no longer a priori bounded by its initial norm in L∞, which means
that we have less regularity information on c. Now, let us briefly recapitulate the recent
developments for system (1.1). To this end, in 2018, Wang-Winkler-Xiang ([39]) showed
that when the tensor-valued sensitivity S satisfying (1.5) and (1.6) with α > 0 and Ω ⊆ R2
is a bounded convex domain with smooth boundary, system (1.1) admits a global-in-time
classical and bounded solution. By deriving a new type of entropy-energy estimate, Zheng
([63]) extends the result of [39] to general bounded domains. In comparison to the result for
the corresponding fluid-free system, it is easy to see that the restriction on α here is optimal
(see [63, 39]). In the case of N = 3 and tensor-valued S(x, n, c) satisfying (1.5) and (1.6),
global weak solutions were shown to exist for α ≥ 3
7
([26]). Recently, Zheng and Ke ([19])
presented the existence of global and weak solutions for Keller-Segel-Navier-Stokes system
(1.1) under the assumption that S satisfies (1.5) and (1.6) with α > 1
3
, which, in light of the
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known results for the fluid-free system, is an optimal restriction on α. For more works about
the chemotaxis models with tensor sensitivity (and nonlinear diffusion), we refer readers to
see [62, 53, 66, 3, 29, 25, 23, 62].
Experiments (see [56, 57]) find that the oriented migration of bacteria or cells may not
be parallel to the gradient of the chemical substance, but may rather involve rotational flux
components. This suggests that the sensitivity function S(n) should be replaced by a matrix
S(x, n, c). As a consequence, chemotaxis systems with such rotational flux lose their energy
structure, which plays a key role in the mathematical analysis. Thus, a generalization of the
chemotaxis-fluid system (1.8) should be of the form


nt + u · ∇n = ∆n−∇ · (nS(x, n, c)∇c), x ∈ Ω, t > 0,
ct + u · ∇c = ∆c− nf(c), x ∈ Ω, t > 0,
ut + κ(u · ∇)u+∇P = ∆u+ n∇φ, x ∈ Ω, t > 0,
∇ · u = 0, x ∈ Ω, t > 0,
(1.9)
where S(x, n, c) is a tensor-valued function, which indicates the rotational effect. This gen-
eralization results in considerable mathematical difficulties due to the fact that chemotaxis
systems (1.9) with such rotational fluxes lose some energy structure, which has served as a
key to the analysis for scalar-valued S (see Winkler et al. [39, 49, 54] and Cao-Lankeit [4],
Zheng [64]). Consequently, some new approaches are necessary when studying the global
existence or even boundedness (see [49]). Quite a number of results on global existence and
boundedness properties have also been obtained for the variant of (1.9) obtained on replacing
∆n by nonlinear diffusion operators generalizing the porous medium-type choice ∆nm for
several ranges of m > 1 (see e.g. [52, 48, 34, 33]).
Motivated by the above works, the first purpose of this paper is to show the global
solvability of weak solutions to the problem (1.1).
Throughout this paper, we assume φ and the initial data satisfy
φ ∈ W 2,∞(Ω) (1.10)
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and 

n0 ∈ C(Ω¯) with n0 ≥ 0,,
c0 ∈ W 1,∞(Ω) with c0 ≥ 0 in Ω¯,
u0 ∈ D(Aγ) for some γ ∈ (3
4
, 1),
(1.11)
where A denotes the Stokes operator with domain D(A) := W 2,2(Ω)∩W 1,20 (Ω)∩L2σ(Ω), and
L2σ(Ω) := {ϕ ∈ L2(Ω)|∇ · ϕ = 0} ([31]).
In the context of these assumptions, the first of our main results can be read as follows.
Theorem 1.1. Let Ω ⊆ R3 be a bounded domain with smooth boundary. Suppose that the
assumptions (1.5)–(1.6) and (1.10)–(1.11) hold. If
α ≥ 1, (1.12)
then problem (1.1)–(1.3) possesses at least one global weak solution (n, c, u) in terms of
Definition 2.1 below. Furthermore, this solution satisfies


n ∈ L∞loc([0,∞), L2(Ω)) ∩ L2loc([0,∞),W 1,2(Ω)),
c ∈ L∞loc([0,∞), Lp(Ω)) ∩ L2loc([0,∞),W 1,2(Ω)) for any p > 1,
u ∈ L2loc([0,∞),W 1,20,σ(Ω)) ∩ L∞loc((0,∞), L2σ(Ω)) ∩ L
10
3
loc(Ω¯× [0,∞))
(1.13)
and there exists C > 0 such that
‖n(·, t)‖L2α(Ω) + ‖c(·, t)‖Lp(Ω) + ‖u(·, t)‖L2(Ω) ≤ C for all t > 0. (1.14)
Moreover, (n, c, u) can be obtained as the limit of solutions (nε, cε, uε, Pε) to the regularized
problems (2.1) below in the sense that there exists (εj)j∈N ⊂ (0, 1) such that εj ց 0 as j →∞
and
nε → n as well as cε → c and uε → u a.e. in Ω× (0,∞)
as ε = εj ց 0.
Going beyond these existence statements, the study of global dynamic is a natural con-
tinuation. In fact, in [55], Winkler proved that in the three-dimensional bounded convex
domains, Keller-Segel-Navier-Stokes system with logistic source ρn− µn2 possesses at least
one globally generalized solution, moreover, if µ >
χ
√
ρ+
4
, then this solution converge to
7
the homogeneous steady state with respect to the topology of L1(Ω) × Lp(Ω) × L2(Ω) for
p ∈ [1, 6). However, the regularity properties and the eventual smoothness of arbitrary weak
solutions are still open. The present paper shows that if CS < 2
√
CN , after some relaxation
time, this weak solution enjoys further regularity properties and thereby complies with the
concept of weak solutions. In fact, under an explicit condition on the size of CS relative to
CN , we can secondly prove that in fact any such weak solution (n, c, u) becomes smooth
ultimately, and that it approaches the unique spatially homogeneous steady state (n¯0, n¯0, 0),
where n¯0 =
1
|Ω|
∫
Ω
n0 and CN is the best Poincare´ constant and CS is given by (1.6).
Theorem 1.2. Under the assumptions of Theorem 1.1, and assume that in addition
CS < 2
√
CN , (1.15)
where CN is the best Poincare´ constant and CS is given by (1.6). Then whenever (n0, c0, u0)
satisfies (1.11) with n0 6≡ 0. Then there exist T > 0 and P ∈ C1,0(Ω¯× [T,∞)) such that

n ∈ C2,1(Ω¯× (T,∞)),
c ∈ C2,1(Ω¯× (T,∞)),
u ∈ C2,1(Ω¯× (T,∞);R3),
(1.16)
and such that (n, c, u) solves the boundary value problem in (1.1)–(1.3) classically in Ω¯ ×
[T,∞). Moreover,
n(·, t)→ n¯0, c(·, t)→ n¯0 and u(·, t)→ 0 in L∞(Ω)
as t→∞, where n¯0 = 1|Ω|
∫
Ω
n0.
1.1 Mathematical challenges and Organization of the paper
The global existence in three dimensions requires a more delicate proof and only results
in a weak solvability. The main reason for these difficulties is the dimension dependency
of the Gagliardo-Nirenberg inequalities. System (1.1)–(1.3) incorporates structures of 3-
dimensional fluid dynamics and rotational flux, which involves more complex chemotactic
cross-diffusion reinforced by signal production and brings about many considerable math-
ematical difficulties. In fact, according to [56, 57] (see also [39, 48, 49]), the tensor-valued
8
sensitivity functions result in new mathematical difficulties, mainly linked to the fact that a
chemotaxis system with such rotational fluxes thereby loses an energy-like structure, which
is totally different from [53]. Moreover, unlike the signal consumption system (1.9), we
cannot gain the L∞(Ω) estimates of c via the maximum principle directly. To overcome
these difficulties, some new approaches are necessary when studying the global existence
and stabilization for system (1.1)–(1.3). The strategy for the proof of the Theorem 1.2 lies
in identifying the functional
‖nε − n¯0‖2L2(Ω) +
B
2
‖cε − n¯0‖2L2(Ω) (for some B > 0)
as eventual Lyapunov functional. Apparent estimates for its dissipation rate show L2-
convergence, which together with the Lp-Lq estimates for the Stokes semigroup and a con-
traction mapping implies the decay of uε in L
p(Ω) with some p ≥ 6. Next, applying the
variation-of-constants formula for cε − n¯0 and nε, we can derive the exponential decay for∫
Ω
|∇cε(x, t)|2 and
∫
Ω
|∇cε(x, t)|4 and boundeness of ‖nε(·, t)‖L∞(Ω) and ‖cε(·, t)‖W 1,∞(Ω) for
some large enough t > 2. Then based on maximal Sobolev regularity in the Stokes evolu-
tion system and inhomogeneous linear heat equations, one can successively obtain further
ultimate regularity properties of uε, cε and nε which by standard Schauder theory imply
eventual smoothness (see Lemmas 6.11–6.17). Finally, collecting the regularity for nε, cε and
uε allows for turning the weak decay information previously gathered into the desired uni-
form convergence statements and thereby complete the proof of Theorem 1.2 (see Lemmas
6.18–6.20).
2 Preliminaries
Our intention is to construct a global weak solution as the limit of smooth solutions of
appropriately regularized problem. Since, the nonlinear boundary condition on n ((∇n −
nS(x, n, c)) · ν = 0 x ∈ ∂Ω, t > 0) and the nonlinear convective term (κ 6= 0 in the
Navie-Stokes subsystem of (1.1)–(1.3)) brings about a great challenge to the study of system
(1.1)–(1.3), we shall first follow an idea of [39] (see also [19, 48]) to deal with some regularized
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approximate problems. To this end, we consider the following approximate system of (1.1)–
(1.3): 

nεt + uε · ∇nε = ∆nε −∇ · (nεFε(nε)Sε(x, nε, cε)∇cε), x ∈ Ω, t > 0,
cεt + uε · ∇cε = ∆cε − cε + nε, x ∈ Ω, t > 0,
uεt +∇Pε = ∆uε − κ(Yεuε · ∇)uε + nε∇φ, x ∈ Ω, t > 0,
∇ · uε = 0, x ∈ Ω, t > 0,
∇nε · ν = ∇cε · ν = 0, uε = 0, x ∈ ∂Ω, t > 0,
nε(x, 0) = n0(x), cε(x, 0) = c0(x), uε(x, 0) = u0(x), x ∈ Ω,
(2.1)
where
Fε(s) :=
1
(1 + εs)3
for all s ≥ 0 and ε > 0, (2.2)
as well as
Sε(x, n, c) := ρε(x)S(x, n, c), x ∈ Ω¯, n ≥ 0, c ≥ 0 (2.3)
and
Yεw := (1 + εA)
−1w for all w ∈ L2σ(Ω)
is a standard Yosida approximation and A is the realization of the Stokes operator (see [31]).
Here, (ρε)ε∈(0,1) ∈ C∞0 (Ω) is a family of standard cutoff functions satisfying 0 ≤ ρε ≤ 1 in Ω
and ρε ր 1 in Ω as εց 0.
Due to the nonlinear convective term (u · ∇)u in third equation of (1.1)–(1.3), it is hard
to find a classical solution. We intend to obtain a weak solution by approximation. To begin
with, the definition of weak solutions to (1.1)–(1.3) is given as follows:
Definition 2.1. By a global weak solution of (1.1)–(1.3) we mean a triple (n, c, u) of func-
tions 

n ∈ L1loc([0,∞); Ω¯),
c ∈ L1loc([0,∞);W 1,1(Ω)),
u ∈ L1loc([0,∞);W 1,10 (Ω);R3),
(2.4)
such that n ≥ 0 and c ≥ 0 a.e. in Ω× (0,∞),
u⊗ u ∈ L1loc(Ω¯× [0,∞);R3×3) and n belongs to L1loc(Ω¯× [0,∞)),
cu, nu, and nS(x, n, c)∇c belong to L1loc(Ω¯× [0,∞);R3)
(2.5)
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that ∇ · u = 0 a.e. in Ω× (0,∞), and that
−
∫ ∞
0
∫
Ω
nϕt −
∫
Ω
n0ϕ(·, 0)
= −
∫ ∞
0
∫
Ω
∇n · ∇ϕ+
∫ ∞
0
∫
Ω
nS(x, n, c)∇c · ∇ϕ+
∫ ∞
0
∫
Ω
nu · ∇ϕ
(2.6)
for any ϕ ∈ C∞0 (Ω¯× [0,∞)),
−
∫ ∞
0
∫
Ω
cϕt −
∫
Ω
c0ϕ(·, 0)
= −
∫ ∞
0
∫
Ω
∇c · ∇ϕ−
∫ T
0
∫
Ω
cϕ+
∫ T
0
∫
Ω
nϕ+
∫ ∞
0
∫
Ω
cu · ∇ϕ
(2.7)
for any ϕ ∈ C∞0 (Ω¯× [0,∞)) as well as
−
∫ ∞
0
∫
Ω
uϕt −
∫
Ω
u0ϕ(·, 0)− κ
∫ ∞
0
∫
Ω
u⊗ u · ∇ϕ
= −
∫ ∞
0
∫
Ω
∇u · ∇ϕ−
∫ ∞
0
∫
Ω
n∇φ · ϕ
(2.8)
for any ϕ ∈ C∞0 (Ω¯× [0,∞);R3) fulfilling ∇ϕ ≡ 0.
The following notion of weak solutions to (1.1)–(1.3) is taken from [39]. Here and in the
sequel, for vectors v ∈ R3 and w ∈ R3 we let v ⊗ w denote the matrix (aij)i,j∈{1,2,3} ∈ R3×3
defined on setting aij := viwj for i, j ∈ {1, 2, 3}.
The first lemma concerns the local solvability of system (2.1) in the classical sense.
Applying the Schauder fixed point theorem as well as the standard regularity theory of
parabolic equations and the bootstrap arguments, the local existence of solutions to system
(1.1)–(1.3) can be established by the similar arguments as in Lemma 2.1 of [45] (see also
[49]), therefore, we give the following lemma without proof.
Lemma 2.1. Let Ω ⊆ R3 be a bounded domain with smooth boundary. Suppose that (1.5)
and (1.6) hold. Then there exist Tmax,ε ∈ (0,∞] and a classical solution (nε, cε, uε, Pε) of
(1.1)–(1.3) in Ω× (0, Tmax,ε) such that

nε ∈ C0(Ω¯× [0, Tmax,ε)) ∩ C2,1(Ω¯× (0, Tmax,ε)),
cε ∈ C0(Ω¯× [0, Tmax,ε)) ∩ C2,1(Ω¯× (0, Tmax,ε)),
uε ∈ C0(Ω¯× [0, Tmax,ε)) ∩ C2,1(Ω¯× (0, Tmax,ε)),
Pε ∈ C1,0(Ω¯× (0, Tmax,ε))
(2.9)
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classically solving (1.1)–(1.3) in Ω × [0, Tmax,ε). Moreover, nε and cε are nonnegative in
Ω× (0, Tmax,ε), and
‖nε(·, t)‖L∞(Ω) + ‖cε(·, t)‖W 1,∞(Ω) + ‖Aγuε(·, t)‖L2(Ω) →∞ as tր Tmax,ε, (2.10)
where γ is given by (1.11).
Now, we let (nε, cε, uε) denote the local solution to (2.1) with the maximal time give
by Tmax,ε. In what follows, let C,Ci, Ci,∗, C˜i, C˜i,∗, ρi, λi,∗, ρi,∗, ρ˜i,∗,M,Mi, γi, αi and µi denote
some different constants, which are independent of ε and Tmax,ε, and if no special explanation,
they depend at most on Ω, α,∇φ, n0, c0 and u0.
Let us start with recalling some properties which have been established in previous studies
and are fundamental when discussing results concerning the global existence of classical
solutions in the setting of (1.1)–(1.3). The following estimates of nε and cε are basic but
important in the proof of our result.
Lemma 2.2. The solution of (1.1)–(1.3) satisfies
∫
Ω
nε =
∫
Ω
n0 for all t ∈ (0, Tmax,ε) (2.11)
as well as ∫
Ω
cε ≤ max{
∫
Ω
n0,
∫
Ω
c0} for all t ∈ (0, Tmax,ε). (2.12)
In the following, we proceed to derive ε-independent estimates. In fact, using the idea
comes from [19] and [63], one could propose some regularity estimates for nε and cε by
tracking the time evolution of a certain combinational functional of them. Here we only
state it as a lemma, while for the detailed proof readers can refer to Lemma 3.3 of [19].
Lemma 2.3. Suppose that (1.10)–(1.11) and (1.5)–(1.6) hold with α > 1
3
. Then one can
find C > 0 independent of ε such that for all t ∈ (0, Tmax,ε), the solution of (1.1)–(1.3)
satisfies
∫
Ω
n2αε (x, t) +
∫
Ω
c2ε(x, t) +
∫
Ω
|uε(x, t)|2 ≤ C for all t ∈ (0, Tmax,ε). (2.13)
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Moreover, for all t ∈ (0, Tmax,ε − τ), it holds that one can find a constant C > 0 such that∫ t+τ
t
∫
Ω
[
n2α−2ε |∇nε|2 + |∇cε|2 + |∇uε|2
] ≤ C, (2.14)
where
τ = min{1, 1
6
Tmax,ε}. (2.15)
With Lemma 2.3 at hand, we are now in the position to show the solution of the approx-
imate problem (2.1) is actually global in time, that is, Tmax,ε =∞.
Lemma 2.4. Let α ≥ 1. Then for all ε ∈ (0, 1), the solution of (2.1) is global in time.
Proof. Firstly, we will prove that for any τ ∈ (0, Tmax,ε),
‖Aγuε(·, t)‖L2(Ω) + ‖cε(·, t)‖W 1,∞(Ω) + ‖nε(·, t)‖L∞(Ω) ≤ C(τ) for all t ∈ (τ, Tmax,ε)
(2.16)
holds with some C(τ) > 0. To do so, we fix τ ∈ (0, Tmax,ε) such that τ < 1. In view of (2.2),
we derive
Fε(nε) ≤ 1
ε3n3ε
,
so that, by multiplying the first equation in (2.1) by n5+2αε and using ∇ · uε = 0,
1
6 + 2α
d
dt
‖nε‖6+2αL6+2α(Ω) + (5 + 2α)
∫
Ω
n4+2αε |∇nε|2
= −
∫
Ω
n5+2αε ∇ · (nε
1
(1 + εnε)3
Sε(x, nε, cε) · ∇cε)
≤ (5 + 2α)
∫
Ω
n5+2αε
1
(1 + εnε)3
|Sε(x, nε, cε)||∇nε||∇cε| for all t ∈ (0, Tmax,ε).
(2.17)
Recalling (1.6), by Young inequality, one can see that∫
Ω
n5+2αε
1
(1 + εnε)3
|Sε(x, nε, cε)||∇nε||∇cε|
≤ CS
∫
Ω
n5+2αε
1
(1 + εnε)3
(1 + nε)
−α|∇nε||∇cε|
≤ 1
ε3
CS
∫
Ω
n2+αε |∇nε||∇cε|
≤ (5 + 2α)
2
∫
Ω
n4+2αε |∇nε|2 + C1
∫
Ω
|∇cε|2 for all t ∈ (0, Tmax,ε),
(2.18)
where C1 is a positive constant, as all subsequently appearing constants C2, C3, . . . possibly
depend on ε. This combined with (2.14) implies that∫
Ω
n6+2αε (x, t) ≤ C2 for all t ∈ (0, Tmax,ε) (2.19)
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holds.
Relying on properties of the Yosida approximation Yε, we can also derive that
‖Yεuε(·, t)‖L∞(Ω) = ‖(I + εA)−1uε(·, t)‖L∞(Ω) ≤ C3‖uε(·, t)‖L2(Ω) ≤ C4 for all t ∈ (0, Tmax,ε)
(2.20)
and some positive constansts C3 and C4 depend on ε.
Next, testing the projected Stokes equation uεt + Auε = P[−κ(Yεuε · ∇)uε + nε∇φ] by
Auε, we derive from the Young inequality as well as (2.19) and (2.20) that
1
2
d
dt
‖A 12uε‖2L2(Ω) +
∫
Ω
|Auε|2
=
∫
Ω
AuεP(−κ(Yεuε · ∇)uε) +
∫
Ω
P[nε∇φ]Auε
≤ 1
2
∫
Ω
|Auε|2 + κ2
∫
Ω
|(Yεuε · ∇)uε|2 + ‖∇φ‖2L∞(Ω)
∫
Ω
n2ε
≤ 1
2
∫
Ω
|Auε|2 + C5
∫
Ω
|∇uε|2 + C6 for all t ∈ (0, Tmax,ε),
(2.21)
which together with (2.14) implies
∫
Ω
|∇uε(x, t)|2 ≤ C7 for all t ∈ (0, Tmax,ε) (2.22)
by some basic calculation. Now, let hε(x, t) = P[nε∇φ − κ(Yεuε · ∇)uε]. Then combined
with (2.22) yields to
‖hε(·, t)‖L2(Ω) ≤ C8 for all t ∈ (0, Tmax,ε) (2.23)
by using (2.19) and (2.22). Now, we express Aγuε by its variation-of-constants representation
and make use of well-known smoothing properties of the Stokes semigroup ([15]) to obtain
C9 > 0 such that for any τ ∈ (0, Tmax,ε),
‖Aγuε(·, t)‖L2(Ω) ≤ C9 for all t ∈ (τ, Tmax,ε), (2.24)
where γ ∈ (3
4
, 1). Since, D(Aγ) is continuously embedded into L∞(Ω) by γ > 3
4
, so that,
(2.24) yields to for some positive constant C10 such that
‖uε(·, t)‖L∞(Ω) ≤ C10 for all t ∈ (τ, Tmax,ε). (2.25)
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Now, test the second equation of (2.1) by −∆cε and obtain, upon two applications of
Young’s inequality, that
1
2
d
dt
‖∇cε‖2L2(Ω) +
∫
Ω
|∆cε|2 +
∫
Ω
|∇cε|2
= −
∫
Ω
nε∆cε +
∫
Ω
∆cεuε · ∇cε
≤ 1
2
∫
Ω
|∆cε|2 +
∫
Ω
n2ε + sup
t∈(τ,Tmax,ε)
‖uε(·, t)‖2L∞(Ω)
∫
Ω
|∇cε|2 for all t ∈ (τ, Tmax,ε).
(2.26)
Recalling the bounds provided by (2.25) as well as (2.19) and (2.13), this immediately implies
‖cε(·, t)‖W 1,2(Ω) ≤ C11 for all t ∈ (τ, Tmax,ε) (2.27)
by some calculation. In light of Lemma 2.1 of [18] and the Young inequality, we have
‖∇cε(·, t)‖L∞(Ω)
≤ C12(1 + ‖cε(·, t)− uε(·, t) · cε(·, t)‖L4(Ω))
≤ C12(1 + ‖cε(·, t)‖L4(Ω) + ‖uε(·, t)‖L∞(Ω)‖∇cε(·, t)‖L4(Ω))
≤ C12(1 + ‖cε(·, t)‖L4(Ω) + ‖uε(·, t)‖L∞(Ω)‖∇cε(·, t)‖
1
2
L∞(Ω)‖∇cε(·, t)‖
1
2
L2(Ω))
≤ C13(1 + ‖∇cε(·, t)‖
1
2
L∞(Ω)) for all t ∈ (τ, Tmax,ε),
(2.28)
which combined with (2.27) implies that
‖cε(·, t)‖W 1,∞(Ω) ≤ C14 for all t ∈ (τ, Tmax,ε) (2.29)
by using the Gagliardo–Nirenberg inequality.
Furthermore, applying the variation-of-constants formula to the nε-equation in (2.1), we
derive that for any T ∈ (τ, Tmax,ε),
nε(·, t) = e(t−τ)∆nε(·, τ)−
∫ t
τ
e(t−s)∆∇ · (nε(·, s)h˜ε(·, s))ds, t ∈ (τ, T ), (2.30)
where h˜ε :=
1
(1+εnε)3
Sε(x, nε, cε)∇cε + uε. Next, by (1.6), (2.29) and (2.25), we also have
‖h˜ε(·, t)‖L∞(Ω) ≤ C15 for all t ∈ (τ, Tmax,ε),
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so that, we can thus estimate
‖nε(·, t)‖L∞(Ω) ≤ ‖e(t−τ)∆nε(·, τ)‖L∞(Ω) +
∫ t
τ
‖e(t−s)∆∇ · (nε(·, s)h˜ε(·, s)‖L∞(Ω)ds
≤ C16(t− τ)− 32‖n0‖L1(Ω) + C16
∫ t
τ
(t− s)− 78 e−λ1(t−s)‖nε(·, s)h˜ε(·, s)‖L4(Ω)ds
≤ C18 + C17
∫ t
τ
(t− s)− 78 e−λ1(t−s)‖nε(·, s)‖L4(Ω)ds
≤ C18 + C19
∫ t
τ
(t− s)− 78 e−λ1(t−s)‖nε(·, s)‖
1
2
L∞(Ω)‖nε(·, s)‖
1
2
L2(Ω)ds
≤ C18 + C20 sup
s∈(τ,Tmax,ε)
‖nε(·, s)‖
1
2
L∞(Ω) for all t ∈ (τ, T ),
(2.31)
where
C20 =
∫ ∞
0
s−
7
8 e−λ1s‖nε(·, s)‖
1
2
L2(Ω) < +∞,
λ1 is the first nonzero eigenvalue of −∆ on Ω under the Neumann boundary condition. And
thereby
‖nε(·, t)‖L∞(Ω) ≤ C21 for all t ∈ (τ, Tmax,ε) (2.32)
by some basic calculation and T ∈ (τ, Tmax,ε) was arbitrary.
Together with (2.24), (2.29) and (2.32), yields to (2.16). Assume that Tmax,ε <∞. Due
to (2.16), we apply Lemma 2.1 to reach a contradiction and hence the proof of this Lemma
is completed.
3 Global existence for problem (1.1)–(1.3)
In order to prove Theorem 1.1, we must state some further regularity properties for the ap-
proximate solutions obtained in the last section. To this end, by Lemma 3.1, we immediately
obtain the boundedness of cε with respect to the norm in L
p(Ω) for any p > 1.
Lemma 3.1. Let (nε, cε, uε) be the solution of (2.9). Then there exists a positive constant
C independent of ε such that
‖cε(·, t)‖Lp(Ω) + ‖nε(·, t)‖L2(Ω) ≤ C for all t > 0 (3.1)
and any p > 2. Moreover, there exists C > 0 independent of ε such that, for each T > 0,∫ T
0
∫
Ω
cp−2ε |∇cε|2 +
∫ T
0
∫
Ω
|∇nε|2 ≤ C(T + 1). (3.2)
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Proof. Firstly, multiplying the first equation in (2.1) by nε, in view of (2.2) and using ∇·uε =
0, we derive
1
2
d
dt
‖nε‖2L2(Ω) +
∫
Ω
|∇nε|2
= −
∫
Ω
nε∇ · (nεFε(nε)Sε(x, nε, cε) · ∇cε)
≤
∫
Ω
nεFε(nε)|Sε(x, nε, cε)||∇nε||∇cε| for all t > 0.
(3.3)
Recalling (1.6) and (2.2) and using α ≥ 1, via the Young inequality, we derive
∫
Ω
nεFε(nε)|Sε(x, nε, cε)||∇nε||∇cε|
≤ CS
∫
Ω
|∇nε||∇cε|
≤ 1
2
∫
Ω
|∇nε|2 + C
2
S
2
∫
Ω
|∇cε|2 for all t > 0.
(3.4)
Here we have used the fact that
nεFε(nε)|Sε(x, nε, cε)| ≤ CSnε(1 + nε)−α ≤ CS
by using (1.6) and α ≥ 1. Therefore, collecting (3.3) and (3.4) and using (2.14), we conclude
that there exist positive constants C1 and C2 such that
∫
Ω
n2ε(x, t) ≤ C1 for all t > 0 (3.5)
and ∫ T
0
∫
Ω
|∇nε|2 ≤ C2(T + 1) (3.6)
for all T > 0. Let p > 2. Testing the second equation in (2.1) by cp−1ε , using the fact
∇ · uε = 0, and applying the Ho¨lder inequality, we have
1
p
d
dt
∫
Ω
cpε + (p− 1)
∫
Ω
cp−2ε |∇cε|2 +
∫
Ω
cpε
=
∫
Ω
cp−1ε nε
≤ ‖nε(·, t)‖L2(Ω)
(∫
Ω
c2(p−1)ε
) 1
2
≤ C
1
2
1
(∫
Ω
c2(p−1)ε
) 1
2
for all t > 0
(3.7)
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by using (3.5). Then the Gagliardo–Nirenberg inequality and (2.12) enables us to see that
(∫
Ω
c2(p−1)ε
) 1
2
= ‖c
p
2
ε ‖
2(p−1)
p
L
4(p−1)
p (Ω)
≤ C2(‖∇c
p
2
ε ‖
6(p−2)
3p−2
L2(Ω) ‖c
p
2
ε ‖
2(p−1)
p
− 6(p−2)
(3p−2)
L
2
p (Ω)
+ ‖c
p
2
ε ‖
2(p−1)
p
L
2
p (Ω)
)
≤ C3(‖∇c
p
2
ε ‖
6(p−2)
3p−2
L2(Ω) + 1) for all t > 0
and some positive constants C2 and C3. Here we use the Young inequality to obtain that
there is C4 > 0 such that
1
p
d
dt
∫
Ω
cpε + (p− 1)
∫
Ω
cp−2ε |∇cε|2 +
∫
Ω
cpε
≤ (p− 1)
2
∫
Ω
cp−2ε |∇cε|2 + C4 for all t > 0.
(3.8)
Whereupon, our conclusion comes from (3.5) as well as (3.6) and (6.68) by using some basic
calculation.
By interpolation and the embedding theorem, the estimates from Lemma 3.1 and Lemma
2.3 imply bounds for further spatio-temporal integrals.
Lemma 3.2. Let α ≥ 1. Then there exists C > 0 independent of ε such that, for each
T > 0, the solution of (2.1) satisfies
∫ T
0
∫
Ω
[
|uε| 103 + n
6+4α
3
ε
]
dt+
∫ T
0
‖uε(·, t)‖2L6(Ω)dt ≤ C(T + 1) (3.9)
as well as
∫ T
0
∫
Ω
[
|nεFε(nε)Sε(x, nε, cε)∇cε|2 + |nεuε|
5(3+2α)
3(4+α)
]
dt ≤ C(T + 1) (3.10)
and ∫ T
0
∫
Ω
[
|uε · ∇cε| 54 + |cεuε|q
]
dt ≤ C(T + 1), (3.11)
where q < 10
3
.
Proof. From Lemma 2.3 and (1.6), in light of the Gagliardo–Nirenberg inequality, we derive
that there exist positive constants C1, C2, C3, C4, C5 and C6 such that∫ T
0
∫
Ω
n
6+4α
3
ε dt ≤ C1
∫ T
0
(
‖∇nε‖2L2(Ω)‖nε‖
4α
3
L2α(Ω) + ‖nε‖
6+4α
3
L2α(Ω)
)
dt
≤ C2(T + 1) for all T > 0
(3.12)
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as well as ∫ T
0
∫
Ω
|uε| 103 dt ≤ C3
∫ T
0
(
‖∇uε‖2L2(Ω)‖uε‖
4
3
L2(Ω) + ‖uε‖
10
3
L2(Ω)
)
dt
≤ C4(T + 1) for all T > 0
(3.13)
and ∫ T
0
‖uε(·, t)‖2L6(Ω)dt ≤ C5
∫ T
0
‖∇uε(·, t)‖2L2(Ω)dt
≤ C6(T + 1) for all T > 0,
(3.14)
where the last inequality we have used the embedding W 1,20,σ (Ω) →֒ L6(Ω) and the Poincare´
inequality. Now, in light of (1.6), applying (2.2), (3.12) and Lemma 2.3, one can derive from
the Ho¨lder inequality that for some positive constant C7 such that∫ T
0
∫
Ω
[
|nεFε(nε)Sε(x, nε, cε)∇cε|2 + |uε · ∇cε| 54 + |nεuε|
5(3+2α)
3(4+α)
]
≤ CS
∫ T
0
∫
Ω
n2ε(1 + nε)
−2α|∇cε|2
+
(∫ T
0
∫
Ω
|∇cε|2
) 5
8
(∫ T
0
∫
Ω
|uε| 103
) 3
8
+
(∫ T
0
∫
Ω
n
6+4α
3
ε
) 5
2(4+α)
(∫ T
0
∫
Ω
|uε| 103
) 3+2α
2(4+α)
≤ CS
∫ T
0
∫
Ω
|∇cε|2 +
(∫ T
0
∫
Ω
|∇cε|2
) 5
8
(∫ T
0
∫
Ω
|uε| 103
) 3
8
+
(∫ T
0
∫
Ω
n
6+4α
3
ε
) 5
2(4+α)
(∫ T
0
∫
Ω
|uε| 103
) 3+2α
2(4+α)
≤ C7(T + 1) for all T > 0
(3.15)
by using α ≥ 1, where CS is the same as (1.6).
Next, for any q < 10
3
, by using (3.1), one can find C8 > 0 independent of ε such that
‖cε(·, t)‖
L
10q
10−3q (Ω)
≤ C8 for all t > 0, (3.16)
so that, combined with (3.13) yields to
∫ T
0
∫
Ω
[|cεuε|q]
≤
(∫ T
0
∫
Ω
c
10
3
ε
) 10−3q
10
(∫ T
0
∫
Ω
|uε| 103
) 3q
10
≤ C9(T + 1) for all T > 0
(3.17)
with some positive constant C9 independent of ε. Therefore a combination of (3.12)–(3.17)
directly implies this lemma.
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4 Regularity properties of time derivatives
To construct a weak solution of problem (1.1)–(1.3) by a limit process from the regularized
problems (2.1), we shall rely on the following regularity property with respect to the time
variable.
Lemma 4.1. Let α ≥ 1, and assume that (1.10) and (1.11) hold. Then there exists C > 0
independent of ε such that
∫ T
0
‖∂tnε(·, t)‖
5
3
(W 1,
5
2 (Ω))∗
dt ≤ C(T + 1) for all T ∈ (0,∞) (4.1)
as well as ∫ T
0
‖∂tcε(·, t)‖2(W 1,2(Ω))∗dt ≤ C(T + 1) for all T ∈ (0,∞) (4.2)
and ∫ T
0
‖∂tuε(·, t)‖
5
4
(W 1,50,σ (Ω))
∗
dt ≤ C(T + 1) for all T ∈ (0,∞). (4.3)
Proof. Firstly, testing the first equation of (2.1) by certain ϕ ∈ C∞(Ω¯), we have
∣∣∣∣
∫
Ω
(nε,t)ϕ
∣∣∣∣
=
∣∣∣∣
∫
Ω
[∆nε −∇ · (nεFε(nε)Sε(x, nε, cε)∇cε)− uε · ∇nε]ϕ
∣∣∣∣
=
∣∣∣∣
∫
Ω
[−∇nε · ∇ϕ+ nεFε(nε)Sε(x, nε, cε)∇cε · ∇ϕ+ nεuε · ∇ϕ]
∣∣∣∣
≤
∣∣∣∣
∫
Ω
[
‖∇nε‖
L
5
3 (Ω)
+ ‖nεFε(nε)Sε(x, nε, cε)∇cε‖
L
5
3 (Ω)
+ ‖nεuε‖
L
5
3 (Ω)
]∣∣∣∣ ‖ϕ‖W 1,52 (Ω)
for all t > 0.
Therefore, in view of α ≥ 1, Lemma 2.3 and Lemma 3.2, we deduce from the Young
inequality that for some C1 > 0 and C2 > 0 such that
∫ T
0
‖∂tnε(·, t)‖
5
3
(W 1,
5
2 (Ω))∗
dt
≤ C1
{∫ T
0
∫
Ω
|∇nε|2 +
∫ T
0
∫
Ω
|nεFε(nε)Sε(x, nε, cε)∇cε|2 +
∫ T
0
∫
Ω
|nεuε| 53 + T
}
≤ C2(T + 1) for all T > 0.
(4.4)
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Likewise, given any ϕ ∈ C∞(Ω¯), we may test the second equation in (2.1) against ϕ to
conclude that∣∣∣∣
∫
Ω
∂tcε(·, t)ϕ
∣∣∣∣ =
∣∣∣∣
∫
Ω
[∆cε − cε + nε − uε · ∇cε] · ϕ
∣∣∣∣
=
∣∣∣∣−
∫
Ω
∇cε · ∇ϕ−
∫
Ω
cεϕ+
∫
Ω
nεϕ+
∫
Ω
cεuε · ∇ϕ
∣∣∣∣
≤ {‖∇cε‖L2(Ω) + ‖cε‖L2(Ω) + ‖nε‖L2(Ω) + ‖cεuε‖L2(Ω)} ‖ϕ‖W 1,2(Ω)
for all t > 0. Thus, from Lemma 3.2 and Lemma 2.3 again, we invoke the Young inequality
again and obtain that there exist positive constants C3 and C4 such that
∫ T
0
‖∂tcε(·, t)‖2(W 1,2(Ω))∗dt
≤ C3
(∫ T
0
∫
Ω
|∇cε|2 +
∫ T
0
∫
Ω
n2ε +
∫ T
0
∫
Ω
c5ε +
∫ T
0
∫
Ω
|uε| 103 + T
)
≤ C4(T + 1) for all T > 0.
Finally, for any given ϕ ∈ C∞0,σ(Ω;R3), we infer from the third equation in (2.1) that∣∣∣∣
∫
Ω
∂tuε(·, t)ϕ
∣∣∣∣ =
∣∣∣∣−
∫
Ω
∇uε · ∇ϕ− κ
∫
Ω
(Yεuε ⊗ uε) · ∇ϕ+
∫
Ω
nε∇φ · ϕ
∣∣∣∣ for all t > 0.
Now, Lemma 2.3, Lemma 3.2 and (1.10), we also derive that there exist positive constants
C5 as well as C6 and C7 such that
∫ T
0
‖∂tuε(·, t)‖2(W 1,20,σ (Ω))∗dt
≤ C5
(∫ T
0
∫
Ω
|∇uε|2 +
∫ T
0
∫
Ω
|Yεuε ⊗ uε|2 +
∫ T
0
∫
Ω
n2ε
)
≤ C6
(∫ T
0
∫
Ω
|∇uε|2 +
∫ T
0
∫
Ω
|Yεuε|2 +
∫ T
0
∫
Ω
|uε| 103 +
∫ T
0
∫
Ω
n2ε + T
)
≤ C7(T + 1) for all T > 0,
which implies (4.3) and whereby the proof is completed.
5 Passing to the Limit: Proof of Theorem 1.1
In this section we discuss the convergence of approximate solutions and complete the proof
of Theorem 1.1. To this end, based on the above lemmas (see Lemma 2.3, Lemma 3.1 as
well as Lemma 3.2 and Lemma 4.1), we can take the limit of the approximated solution
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(nε, cε, uε) as ε ց 0 and show that the limit is a global weak solution in the sense of the
above definition (see Definition 2.1).
Lemma 5.1. Let (1.5), (1.6), (1.10), and (1.11) hold, and suppose that α ≥ 1. There exists
(εj)j∈N ⊂ (0, 1) such that εj ց 0 as j →∞ and such that as ε = εj ց 0 we have
nε → n a.e. in Ω× (0,∞) and strongly in L2loc(Ω¯× [0,∞)) (5.1)
nε ⇀ n weakly in L
6+4α
3
loc (Ω¯× [0,∞)) (5.2)
∇nε ⇀ ∇n weakly in L2loc(Ω¯× [0,∞)) (5.3)
cε → c strongly in L2loc(Ω¯× [0,∞)) and a.e. in Ω× (0,∞), (5.4)
∇c
p
2
ε ⇀ ∇c p2 weakly in L2loc([0,∞);L2(Ω)) for all p > 1, (5.5)
cε ⇀ c weakly * in L
∞
loc([0,∞);Lp(Ω)) for all p > 1, (5.6)
∇cε →∇c a.e. in Ω× (0,∞), (5.7)
uε → u strongly in L2loc(Ω¯× [0,∞)) and a.e. in Ω× (0,∞), (5.8)
∇cε ⇀ ∇c weakly in L2loc(Ω¯× [0,∞)) (5.9)
as well as
∇uε ⇀ ∇u weakly in L2loc(Ω¯× [0,∞)) (5.10)
and
uε ⇀ u weakly in L
10
3
loc(Ω¯× [0,∞)) (5.11)
with some triple (n, c, u) that is a global weak solution of (1.1)–(1.3) in the sense of Definition
2.1.
Proof. Based on Lemma 3.1, Lemma 2.3, Lemma 4.1, Lemma 3.2 and the Aubin–Lions
lemma (see e.g. [30]), we can pick a sequence (εj)j∈N ⊂ (0, 1) with ε = εj ց 0 as j →∞ such
that (5.1)–(5.6) and (5.8)–(5.11) are valid with certain limit functions n, c and u belonging
to the indicated spaces. Next, let gε(x, t) := −cε + nε − uε · ∇cε. With this notation, the
second equation of (2.1) can be rewritten in component form as
cεt −∆cε = gε. (5.12)
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Thus, recalling Lemmas 3.1–3.2 and applying the Ho¨lder inequality, we conclude that, for
any ε ∈ (0, 1), gε is bounded in L 54 (Ω×(0, T )), and then we may invoke the standard parabolic
regularity theory to (5.12) and infer that (cε)ε∈(0,1) is bounded in L
5
4 ((0, T );W 2,
5
4 (Ω)). Here,
noting from (4.2) and the Aubin–Lions lemma that (cε)ε∈(0,1) is relative compact in L
5
4 ((0, T );W 1,
5
4 (Ω)).
We can pick an appropriate subsequence that is still written as (εj)j∈N such that ∇cεj → z1
in L
5
4 (Ω× (0, T )) for all T ∈ (0,∞) and some z1 ∈ L 54 (Ω× (0, T )) as j →∞. Therefore, by
(4.2), we can also derive that ∇cεj → z1 a.e. in Ω× (0,∞) as j →∞. In view of (5.9) and
Egorov’s theorem, we conclude that z1 = ∇c and hence (5.7) holds.
In the following proof, we shall prove that (n, c, u) is a weak solution of problem (1.1)–
(1.3) in the sense of Definition 2.1, n, c and u satisfy (1.7), (3.9) and (3.10), (3.11), (3.12).
Therefore, with the help of (5.1)–(5.4) and (5.8)–(5.10), we can derive (2.4). Now, by the
nonnegativity of nε and cε, we obtain n ≥ 0 and c ≥ 0. Next, from (5.10) and ∇ · uε = 0,
we conclude that ∇ · u = 0 a.e. in Ω × (0,∞). However, in view of (2.2), (1.5), as well as
(3.10) and Lemma 3.2, we conclude that
nεFε(nε)Sε(x, nε, cε)∇cε ⇀ z2 in L2(Ω× (0, T )) as ε = εj ց 0 for each T ∈ (0,∞). (5.13)
However, it follows from (1.5), (2.3), (3.10), (5.1), (5.4) and (5.7) that
nεFε(nε)Sε(x, nε, cε)∇cε → nS(x, n, c)∇c a.e. in Ω× (0,∞) as ε = εj ց 0. (5.14)
Again by Egorov’s theorem, we gain z2 = nS(x, n, c)∇c, and therefore (5.13) can be rewritten
as
nεFε(nε)Sε(x, nε, cε)∇cε ⇀ nS(x, n, c)∇c weakly in L2(Ω× (0, T )) as ε = εj ց 0 (5.15)
for each T ∈ (0,∞), which implies that the integrability of nS(x, n, c)∇c in (2.5) as well.
Thereupon, recalling (5.8), (5.1) and (3.10), we infer that, for each T ∈ (0,∞),
nεuε ⇀ z3 weakly in L
5(3+2α)
3(4+α) (Ω× (0, T )), as ε = εj ց 0, (5.16)
which together with (5.1) and (5.8) implies
nεuε → nu a.e. in Ω× (0,∞) as ε = εj ց 0. (5.17)
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(5.16) along with (5.17) and Egorov’s theorem guarantees that z3 = nu, whereupon we derive
from (5.16) that
nεuε ⇀ nu weakly in L
5(3+2α)
3(4+α) (Ω× (0, T )) as ε = εj ց 0, (5.18)
for each T ∈ (0,∞).
As a straightforward consequence of (5.4) and (5.8), it holds that
cεuε → cu in L1loc(Ω¯× (0,∞)) as ε = εj ց 0. (5.19)
Thus, the integrability of nu and cu in (2.5) is verified by (5.4) and (5.8).
Moreover, a combination of (5.8) and arguments in the proof of (6.26) of [19] yields that
Yεuε ⊗ uε → u⊗ u in L1loc(Ω¯× [0,∞)) as ε = εj ց 0. (5.20)
Therefore, the integrability of nS(x, n, c)∇c, nu, cu, and u⊗ u in (2.5) is verified by (5.15),
(5.18), (5.19) and (5.20). Finally, according to (5.1)–(5.4), (5.8)–(5.10), (5.15), (5.18), (5.19)
and (5.20), we may pass to the limit in the respective weak formulations associated with the
regularized system (2.1) and obtain the integral identities (2.6)–(2.8).
Thereby our main result on global existence has actually been established already:
Proof of Theorem 1.1. Theorem 1.1 is a direct result of Lemma 5.1.
6 Asymptotic behavior
As the existence part of the main theorem is covered by the previous section, we will now
turn our attention to verifying the desired convergence result. In the following, we will state
some auxiliary lemmas, which will be frequently used in the sequel. To this end, we first
briefly collect some known facts concerning the Stokes operator from [11, 48].
Lemma 6.1. (Theorem 1 and Theorem 2 of [13]) The Helmholtz projection P defines a
bounded linear operator P : Lp(Ω,R3) → Lpσ(Ω); in particular, for any p ∈ (1,∞), there is
k0(p) > 0 such that
‖Pw‖Lp(Ω) ≤ k0(p)‖w‖Lp(Ω) (6.1)
for every w ∈ Lp(Ω).
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Lemma 6.2. ([17, 44, 67]) The Stokes operator A generates the analytic semigroup (e−tA)t>0
in L2σ(Ω). Its spectrum satisfies λ1 := inf Reσ(A) > 0 and we fix µ ∈ (0, λ1). For any such
µ, the following holds:
(i) For any p ∈ (1,∞) and γ ≥ 0, there is κ1(p, γ) > 0 such that
‖Aγe−tAϕ‖Lp(Ω) ≤ κ1(p, γ)t−γe−µt‖ϕ‖Lp(Ω) for all t > 0 and any ϕ ∈ Lpσ(Ω). (6.2)
(ii) For p, q satisfying 1 < p ≤ q <∞, there exists κ2(p, q) > 0 such that
‖e−tAϕ‖Lq(Ω) ≤ κ2(p, q)t−
3
2
( 1
p
− 1
q
)e−µt‖ϕ‖Lp(Ω) for all t > 0 and any ϕ ∈ Lpσ(Ω). (6.3)
(iii) For p, q satisfying 1 < p ≤ q <∞, there exists a positive constant κ3(p, q) such that
‖∇e−tAϕ‖Lq(Ω) ≤ κ3(p, q)t−
1
2
− 3
2
( 1
p
− 1
q
)
e−µt‖ϕ‖Lp(Ω) for all t > 0 and any ϕ ∈ Lpσ(Ω).
(6.4)
(iv) If γ ≥ 0 and 1 < q < p <∞ satisfy 2γ− 3
q
≥ 1− 3
p
, then there is k4(γ, p, q) > 0 such
that for all ϕ ∈ D(Aγ)
‖ϕ‖W 1,p(Ω) ≤ κ4(γ, p, q)‖Aγϕ‖Lq(Ω). (6.5)
Lemma 6.3. (Lemma 4.6 of [9]) Let λ > 0, C > 0, and suppose that y ∈ C1([0,∞)) and
h ∈ C0([0,∞)) are nonnegative functions satisfying y′(t) + λy(t) ≤ h(t) for some λ > 0 and
all t > 0. Then if
∫∞
0
h(s)ds ≤ C, we have limt→∞ y(t) = 0.
Lemma 6.4. Suppose that
CS < 2
√
CN , (6.6)
where CN is the best Poincare´ constant and CS is given by (1.6). Then there exists B > 0
such that for each ε ∈ (0, 1) we have
B
2
d
dt
‖nε(·, t)− n¯0‖2L2(Ω) +
1
2
d
dt
‖cε(·, t)− n¯0‖2L2(Ω)
+(
BCN
2
− 1
4
)
∫
Ω
|nε − n¯|2 + (1− BC
2
S
2
)
∫
Ω
|∇cε|2
≤ 0 for all t > 0,
(6.7)
where
n¯0 =
1
|Ω|
∫
Ω
n0. (6.8)
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Proof. Firstly, we use the first equation in (1.1)–(1.3) and the fact that ∇·uε = 0 to compute
1
2
d
dt
‖nε(·, t)− n¯ε‖2L2(Ω)
=
∫
Ω
(nε − n¯ε)[∆nε − uε · ∇nε −∇ · (nεFε(nε)Sε(x, nε, cε)∇cε)]
≤ −
∫
Ω
|∇nε|2 +
∫
Ω
|nε||Sε(x, nε, cε)||∇nε||∇cε|
≤ −1
2
∫
Ω
|∇nε|2 + C
2
S
2
∫
Ω
n2ε
(1 + nε)2α
|∇cε|2
≤ −1
2
∫
Ω
|∇nε|2 + C
2
S
2
∫
Ω
|∇cε|2 for all t > 0
(6.9)
by using (2.2) as well as (1.6) and α ≥ 1, where
n¯ε =
1
|Ω|
∫
Ω
nε (6.10)
and CS is the same as (1.6). We note from the Poincare´ inequality that there is CN > 0
such that
‖ϕ− 1|Ω|
∫
Ω
ϕ‖2L2(Ω) ≤ CN
∫
Ω
|∇ϕ|2 for all ϕ ∈ W 1,2(Ω). (6.11)
This combined with (6.9) yields to
1
2
d
dt
‖nε(·, t)− n¯ε‖2L2(Ω) ≤ −
CN
2
∫
Ω
|nε − n¯ε|2 + C
2
S
2
∫
Ω
|∇cε|2 for all t > 0, (6.12)
which together with (2.11) implies
1
2
d
dt
‖nε(·, t)− n¯0‖2L2(Ω) ≤ −
CN
2
∫
Ω
|nε − n¯0|2 + C
2
S
2
∫
Ω
|∇cε|2 for all t > 0. (6.13)
Next, by means of the testing procedure, we may derive from the Young inequality that
1
2
d
dt
‖cε(·, t)− n¯0‖2L2(Ω)
=
∫
Ω
(cε − n¯0)[∆cε − uε · ∇cε − (cε − n¯0) + (nε − n¯0)]
=
∫
Ω
(cε − n¯0)(∆cε − uε · ∇cε)−
∫
Ω
(cε − n¯0)2 +
∫
Ω
(cε − n¯0)(nε − n¯0)
≤ −
∫
Ω
|∇cε|2 + 1
4
∫
Ω
(nε − n¯0)2 for all t > 0,
(6.14)
where we have used the fact that ∇ · uε = 0 and uε|∂Ω = 0.
In view of (6.6), we can choose B > 0 such that
1− B
2
C2S > 0 (6.15)
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and
B
2
CN − 1
4
> 0. (6.16)
Collecting (6.13)–(6.16), we thus infer that
B
2
d
dt
‖nε(·, t)− n¯0‖2L2(Ω) +
1
2
d
dt
‖cε(·, t)− n¯0‖2L2(Ω)
+(
BCN
2
− 1
4
)
∫
Ω
|nε − n¯0|2 + (1− BC
2
S
2
)
∫
Ω
|∇cε|2
≤ 0 for all t > 0,
(6.17)
which completes the proof.
Lemma 6.5. Under the assumptions of Lemma 6.4, then for any t > 0, there exists ρ∗,1 > 0
such that for all ε ∈ (0, 1),
‖nε(·, t)− n¯0‖2L2(Ω) + ‖cε(·, t)− n¯0‖2L2(Ω)
≤ e−ρ∗,1t[‖n0(·, t)− n¯0‖2L2(Ω) + ‖c0(·, t)− n¯0‖2L2(Ω)],
(6.18)
and there exists C∗,1 > 0 such that
∫ ∞
0
∫
Ω
|∇cε|2 +
∫ ∞
0
∫
Ω
|nε − n¯0|2 +
∫ ∞
0
∫
Ω
|∇nε|2 ≤ C∗,1 for all ε ∈ (0, 1), (6.19)
where n¯0 is given by (6.8).
Proof. Let y(t) =
B
2
d
dt
‖nε(·, t)− n¯0‖2L2(Ω) +
1
2
d
dt
‖cε(·, t)− n¯0‖2L2(Ω). Then by (6.7), one can
conclude that there exists a positive constant κ1,∗ (e.g. κ1,∗ ≤ min{2(
BCN
2
− 1
4
)
B
, 2CN(1−BC
2
S
2
)})
such that
y(t) + κ1,∗y(t) ≤ 0,
so that, integrating the above inequality and (6.7) in time, we can get (6.18) and (6.20) by
using (6.9).
In view of the interpolation, the estimates from Lemma 6.5 yield the following Lemma.
Proposition 6.1. Under the assumptions of Lemma 6.4, there exists C∗,2 > 0 such that for
all ε ∈ (0, 1), ∫ ∞
0
∫
Ω
n
10
3
ε ≤ C∗,2 for all ε ∈ (0, 1). (6.20)
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Proof. Firstly, in view of (6.18), there exists a positive constant κ1,∗∗ such that
‖nε(·, t)‖L2(Ω) ≤ κ1,∗∗ for all t > 0.
Therefore, in light of the Gagliardo–Nirenberg inequality, we derive from Lemma 6.5 that
there exist positive constants κ2,∗∗ and κ3,∗∗ such that∫ ∞
0
∫
Ω
n
10
3
ε dt ≤ κ2,∗∗
∫ ∞
0
(
‖∇nε‖2L2(Ω)‖nε‖
4
3
L2(Ω) + ‖nε‖
10
3
L2(Ω)
)
dt
≤ κ3,∗∗.
(6.21)
We are now prepared to prove the claimed asymptotic behavior of uε. In fact, exploiting
the basic identity (6.18), this time in a more elaborate manner, yields the decay of uε with
respect to the norm in L2(Ω) in the first instance.
Lemma 6.6. Under the assumptions of Lemma 6.4, for any η > 0, there are T∗,3 > 0, ρ∗,3
and C∗,3 > 0 such that for any t > T∗,3 such that whenever ε ∈ (0, 1), we have
‖uε(·, t)‖L2(Ω) ≤ C∗,3e−ρ∗,3t, (6.22)∫ t+1
t
‖∇uε(·, s)‖2L2(Ω)ds < η (6.23)
as well as ∫ t+1
t
‖uε(·, s)‖2Lq(Ω)ds < η (6.24)
and ∫ t+1
t
‖uε(·, s)‖Lq(Ω)ds < η (6.25)
for any q ∈ [1, 6).
Proof. From straightforward calculations, while relying on (1.10), we derive the third equa-
tion in (2.1) that
1
2
d
dt
‖uε(·, t)‖2L2(Ω)
= −
∫
Ω
|∇uε|2 +
∫
Ω
nε∇φ · uε −
∫
Ω
∇Pε · uε
= −
∫
Ω
|∇uε|2 +
∫
Ω
(nε − n¯0)∇φ · uε
≤ −
∫
Ω
|∇uε|2 + ‖∇φ‖L∞(Ω)
(∫
Ω
|nε − n¯0|2
) 1
2
(∫
Ω
|uε|2
) 1
2
for all t > 0,
(6.26)
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where we have used the fact that ∇ · uε = 0 and uε|∂Ω = 0. Due to the Poincare´ inequality
again, there exists a positive constant ηN such that
ηN
∫
Ω
|uε|2 ≤
∫
Ω
|∇uε|2,
therefore, collecting (6.18) and (6.26), we derive that for some positive constants κ1,∗∗∗ and
̺1,∗∗∗ ∫
Ω
|uε(x, t)|2dx ≤ κ1,∗∗∗e−̺1,∗∗∗t for all t > 0 (6.27)
and ∫ t+1
t
‖∇uε(·, s)‖2L2(Ω)ds→ 0 as t→∞ (6.28)
and thereby proves (6.22)–(6.23). Finally, we make use of the embedding W 1,2(Ω) →֒ Lq(Ω)
(for any q ∈ [1, 6)) and the Young inequality to find that (6.24) and (6.25) hold.
With the decay property of nε(·, t)− n¯0 (see Lemma 6.5) at hand, applying Lemma 6.6,
we can now make sure that (6.18) implies the following a certain eventual regularity and
decay of uε in L
p(Ω) with some p ≥ 6.
Lemma 6.7. Under the assumptions of Lemma 6.4, then for any p ∈ [6,∞), and ε ∈ (0, 1),
the solution of (2.1) satisfies
‖uε‖L∞((t,∞);Lp(Ω)) → 0 as t→∞. (6.29)
Proof. We let p ≥ 6 and choose q ∈ (3, 6) which is close to 6 (e.g. q = 6p
p+1
) such that
1
2
− 3
2p
− 3(1
q
− 1
p
) > 0. (6.30)
Now, we can fix γ0 =
3
2
(1
q
− 1
p
) and r0 such that r0 ∈ (32(12 − 1p), 1). Then, in view of Lemmas
6.1 and 6.2, for any µ ∈ (0,min{ρ∗,1
2
, λ1}), we recall the Lp-Lq estimates for the Stokes
semigroup (see also Lemma 2.3 of [4]) to choose positive constants k˜1, k˜2, k˜3 and k˜4 such that
‖e−tAPϕ‖Lp(Ω) ≤ κ˜1t−γ0‖ϕ‖Lq(Ω) for all t ∈ (0, 2) and any ϕ ∈ Lq(Ω) (6.31)
as well as
‖e−tAP∇ · ϕ‖Lp(Ω) ≤ κ˜2t−
1
2
− 3
2
( 2
p
− 1
p
)
e−µt‖ϕ‖
L
p
2 (Ω)
for all t ∈ (0, 2) and any ϕ ∈ L p2 (Ω)
(6.32)
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and
‖e−tAPϕ‖Lp(Ω) ≤ ‖Ar0e−tAA−r0Pϕ‖Lp(Ω)
≤ κ˜3t−r0e−µt‖A−r0Pϕ‖Lp(Ω)
≤ κ˜4t−r0e−µt‖ϕ‖L2(Ω) for all t ∈ (0, 2) and any ϕ ∈ L2(Ω),
(6.33)
where A is the Stokes operator as well as λ1 = inf Reσ(A) > 0 and ρ∗,1 is the same as Lemma
6.5. Next, in view of (6.30) and using p ≥ 6, q ∈ (3, 6), we have
−2γ0 − 1
2
− 3
2p
> −1 and − 1
2
− 3
2p
> −1.
Therefore,
2κ˜2
∫ 1
0
(1− τ)− 12− 32p τ−2γ0dτ < +∞, (6.34)
where κ˜2 is the same as (6.32).
We finally invoke the Cauchy-Schwarz inequality to fix κ˜5 > 0 such that
‖v ⊕ w‖
L
p
2 (Ω)
≤ κ˜5‖v‖Lp(Ω)‖w‖Lp(Ω) for all v, w ∈ Lp(Ω).
We now take any positive η ≤ η0 := min{ 1
3κ˜2κ˜5|κ|2
1
2−
3
2p−γ0
∫ 1
0 (1−τ)
−
1
2−
3
2p τ−2γ0dτ
, 1} and let
η1 :=
η
3κ˜2
and η2 :=
η
3 · 2γ0 κ˜4‖∇φ‖L∞(Ω)
∫ +∞
0
s−r0e−µsds
,
and note that as a consequence of Lemma 6.5 and Lemma 6.6, for any such η we can pick
T (η) > 2 such that for all t > T (η)− 2
∫ t+1
t
‖uε(·, s)‖2Lq(Ω)ds ≤ η21 (6.35)
and
‖nε(·, t)− n¯0‖L2(Ω) ≤ η2. (6.36)
To see that these choices ensure that
‖uε(·, t0)‖Lp(Ω) ≤ η, for all t0 > T (η), (6.37)
we fix any such t0 and then infer from (6.35) that there exists t∗ ∈ (t0 − 2, t0 − 1) such that
‖uε(·, t∗)‖Lq(Ω) ≤ η1. (6.38)
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We now follow a standard reasoning to construct, independently of uε, another weak solu-
tion u˜ε of the initial value problem associated with the Navier-Stokes system u˜εt + Au˜ε =
−P[κ(Yεuε · ∇)uε] + P[nε∇φ] in Ω× (t∗, t∗ + 2) with u˜ε(·, t∗) = uε(·, t∗) and some favorable
additional properties, finally implying by a uniqueness argument that actually uε = u˜ε and
that hence uε itself has these properties. To this end, for the above t∗, p, γ0 and η, we let
X := {v ∈ C0((t∗, t∗ + 2];Lpσ(Ω)) |‖ v‖X := sup
t∈(t∗,t∗+2)
(t− t∗)γ0‖v(·, t)‖Lp(Ω) <∞}. (6.39)
Then we consider the mapping Ψ defined by
ϕ(v)(·, t) := e−(t−t∗)Auε(·, t∗)+
∫ t
t∗
e−(t−s)AP [−κ∇ · (Yεv(·, τ)⊗ v(·, τ) + nε(·, τ)∇φ] dτ t ∈ (t∗, t∗+2],
for v belonging to the closed subset
S := {v ∈ X|‖v‖ ≤ η}
of X . Then for v ∈ S we can use (6.31)–(6.33) as well as (6.36) and (6.38) to estimate
‖ϕ(v)(·, t)‖Lp(Ω)
≤ κ˜1(t− t∗)−γ0‖uε(·, t∗)‖Lq(Ω) + κ˜2|κ|
∫ t
t∗
(t− τ)− 12− 32 ( 2p− 1p )e−µ(t−τ)‖v(·, τ)⊕ v(·, τ)‖
L
p
2 (Ω)
dτ
+
∫ t
t∗
‖P {[nε(·, τ)− n¯0]∇φ} ‖Lp(Ω)dτ
≤ κ˜1(t− t∗)−γ0‖uε(·, t∗)‖Lq(Ω) + κ˜2|κ|
∫ t
t∗
(t− τ)− 12− 32 ( 2p− 1p )e−µ(t−τ)‖v(·, τ)⊕ v(·, τ)‖
L
p
2 (Ω)
dτ
+κ˜4‖∇φ‖L∞(Ω)
∫ t
t∗
(t− τ)−r0e−µ(t−τ)‖nε(·, τ)− n¯0‖L2(Ω)dτ
≤ κ˜1(t− t∗)−γ0‖uε(·, t∗)‖Lq(Ω) + κ˜2κ˜5|κ|
∫ t
t∗
(t− τ)− 12− 32p ( 2p− 1p )e−µ(t−τ)‖v(·, τ)‖2Lp(Ω)dτ
+κ˜4‖∇φ‖L∞(Ω)η2
∫ t∗+2
t∗
(t− τ)−r0e−µ(t−τ)dτ
≤ κ˜1(t− t∗)−γ0η1 + κ˜2κ˜5|κ|η2
∫ t
t∗
(t− τ)− 12− 32p τ−2γ0dτ
+κ˜4‖∇φ‖L∞(Ω)η2
∫ +∞
0
s−r0e−µsds for all t ∈ (t∗, t∗ + 2),
(6.40)
where µ and r0 are the same as (6.33). Therefore, in light of the definition of γ0, (6.34),
31
(6.38) as well as (6.39) and (6.40), we see that for every t ∈ (t∗, t∗ + 2) and every v ∈ S
(t− t∗)γ0‖ϕ(v)(·, t)‖Lp(Ω)
≤ κ˜1η1 + κ˜2κ˜5|κ|η2(t− t∗)γ0−
1
2
− 3
2p
−2γ0+1
∫ 1
0
(1− τ)− 12− 32p τ−2γ0dτ
+κ˜4‖∇φ‖L∞(Ω)η2(t− t∗)γ0
∫ +∞
0
s−r0e−µsds
≤ κ˜1η1 + κ˜2κ˜5|κ|η22
1
2
− 3
2p
−γ0
∫ 1
0
(1− τ)− 12− 32p τ−2γ0dτ
+κ˜4‖∇φ‖L∞(Ω)η22γ0
∫ +∞
0
s−r0e−µsds
≤ η
3
+
η
3
+
η
3
< η,
(6.41)
from which it readily follows that ϕ(S) ⊂ S. Likewise, for v ∈ S and w ∈ S we can use
Lemma 6.2 to find that
‖(ϕ(v)− ϕ(w))(·, t)‖Lp(Ω)
≤ κ˜2|κ|
∫ t
t∗
(t− τ)− 12− 32p ‖v(·, τ)⊕ v(·, τ)− w(·, τ)⊕ w(·, τ)‖
L
p
2 (Ω)
dτ
= κ˜2|κ|
∫ t
t∗
(t− τ)− 12− 32p ‖v(·, τ)⊕ (v(·, τ)− w(·, τ)) + (v(·, τ)− w(·, τ))⊕ w(·, τ)‖
L
p
2 (Ω)
dτ
≤ κ˜2κ˜5|κ|
∫ t
t∗
(t− τ)− 12− 32p (‖v(·, τ)‖Lp + ‖w(·, τ)‖Lp)‖v(·, τ)− w(·, τ)‖Lp(Ω)dτ
≤ κ˜2κ˜5|κ|
∫ t
t∗
τ
− 1
2
− 3
2p 2ητ−γ0 · τ−γ0‖v − w‖Xdτ for all t ∈ (t∗, t∗ + 2),
(6.42)
which implies that
(t− t∗)γ0‖(ϕ(v)− ϕ(w))(·, t)‖Lp(Ω)
≤ 2 32− 32p−γ0 κ˜2κ˜5|κ|
∫ 1
0
(1− τ)− 12− 32p τ−2γ0dτη‖v − w‖X for all t ∈ (t∗, t∗ + 2).
(6.43)
Recalling
η ≤ 1
3κ˜2κ˜5|κ|2
1
2
− 3
2p
−γ0 ∫ 1
0
(1− τ)− 12− 32p τ−2γ0dτ
,
thus,
2
3
2
− 3
2p
−γ0 κ˜2κ˜5|κ|
∫ 1
0
(1− τ)− 12− 32p τ−2γ0dτη ≤ 2
3
< 1,
so that, (6.43) implies that ϕ acts as a contraction on S and hence possesses a unique fixed
point u˜ε. In view of a standard arguments (see e.g. [31]), it follows that u˜ε in fact is a
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weak solution of the Navier-Stokes subsystem of (2.1) in Ω× (t∗, t∗+2) subject to the initial
condition u˜ε(·, t∗) = uε(·, t∗). Next, using the definition of S and X , we also derive that∫ t∗+2
t∗
‖u˜ε(·, t)‖q0Lp(Ω)dt ≤ η, (6.44)
where
q0 =
2p
p− 3
satisfy
2
q0
+
3
p
= 1 and q0γ0 =
2p
p− 3 ×
3
2
(
1
q
− 1
p
) < 1 by using q > 3. (6.45)
Collecting (6.44) and (6.45), a well-known uniqueness property of the Navier-Stokes equa-
tions (see e.g. Theorem V.2.5.1 of [31]) entails that u˜ε must coincide with uε in Ω×(t∗, t∗+2).
In particular, since t0 ∈ (t∗ + 1, t∗ + 2), (6.44) thus implies that
‖uε(·, t0)‖Lp(Ω) ≤ ‖u˜ε(·, t0)‖Lp(Ω) ≤ η(t0 − t∗)−γ0 ≤ η,
and thereby establishes (6.37), which together with the fact that η ∈ (0, η0] was arbitrary
yields to (6.29).
With the help of Lemma 6.5 as well as Lemma 2.3 and Lemma 6.7, we can achieve the
boundedness of ∇cε in L∞((T,∞);L4(Ω)) and nε in L∞(Ω× (T,∞)) for some large T > 2.
Lemma 6.8. Under the assumptions of Theorem 1.2, then one can find that T∗,4 > 2, ρ∗,4 ∈
(0, 1) and C∗,4 > 0 such that for each ε ∈ (0, 1),∫
Ω
|∇cε(x, t)|2 < C∗,4e−ρ∗,4t for all t > T∗,4 (6.46)
and ∫
Ω
|∇cε(x, t)|4 < C∗,4e−ρ∗,4t for all t > T∗,4. (6.47)
Proof. To show this Lemma, it will be convenient to introduce the following notation:
wε = cε − n¯0.
Accordingly, in light of the second equation of (2.1), by a straightforward computation, we
see wε has the following property:
wεt −∆wε + uε · ∇wε + wε = nε − n¯0, x ∈ Ω, t > 0.
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For any η ∈ (0, 1), let us apply Corollary 6.5, Lemma 6.7 to fix T1,∗ > 2 and constants
ρ1,∗ ∈ (0, 1), C1,∗ > 0 and C2,∗ > 0 such that for any t > T1,∗
‖uε‖L∞((t,+∞);Lp(Ω)) < η for all p > 1 (6.48)
as well as
‖nε(·, t)− n¯0‖L∞((t,+∞);L2(Ω)) < C1,∗e−ρ1,∗t (6.49)
and
‖wε‖L∞((t,+∞);L2(Ω)) < C2,∗e−ρ1,∗t. (6.50)
On the other hand, by Lemma 6.5, we also have
∫ ∞
T1,∗
∫
Ω
|∇wε|2 ≤ C3,∗ for all ε ∈ (0, 1) (6.51)
and some positive constant C3,∗. Then (6.51) in particular implies that we can find t˜∗ ∈
(T1,∗,∞) such that
‖∇wε(·, t˜∗)‖L2(Ω) ≤ C3,∗. (6.52)
Next, testing the second equation in (2.1) against −∆wε and employing the Young in-
equality yields
1
2
d
dt
‖∇wε(·, t)‖2L2(Ω) =
∫
Ω
−∆wε(∆wε − wε + nε − n¯0 − uε · ∇wε)
≤ −1
4
∫
Ω
|∆wε|2 −
∫
Ω
|∇wε|2 +
∫
Ω
(nε − n¯0)2 +
∫
Ω
|uε · ∇wε||∆wε|
(6.53)
for all t > t∗. Next, one needs to estimate the last term on the right-hand side of (6.53).
Indeed, in view of (6.48) and (6.50), we derive from the Ho¨lder inequality, the Gagliardo–
Nirenberg inequality, and the Young inequality that there exist positive constants C4,∗ as
well as C5,∗ and C6,∗ such that∫
Ω
|uε · ∇wε||∆wε| ≤ ‖uε‖L6(Ω)‖∇wε‖L3(Ω)‖∆wε‖L2(Ω)
≤ C4,∗‖∇wε‖L3(Ω)‖∆wε‖L2(Ω)
≤ C5,∗
(
‖∆wε‖
3
4
L2(Ω)‖wε‖
1
4
L2(Ω) + ‖wε‖2L2(Ω)
)
‖∆wε‖L2(Ω)
≤ C5,∗max{C22,∗, C
1
4
2,∗}e−
ρ1,∗
4
t(‖∆wε‖
7
4
L2(Ω) + ‖∆wε‖L2(Ω))
≤ 1
4
‖∆wε‖2L2(Ω) + C6,∗e−
ρ1,∗
2
t for all t > t˜∗,
(6.54)
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where we have used the fact that t > t˜∗ ≥ T1,∗ > 2. Inserting (6.54) into (6.53) and using
(6.76), we have
1
2
d
dt
‖∇wε(·, t)‖2L2(Ω) ≤ −
1
2
∫
Ω
|∆wε|2 −
∫
Ω
|∇wε|2 + C6,∗e−
ρ1,∗
2
t +
∫
Ω
(nε − n¯0)2
≤ −1
2
∫
Ω
|∆wε|2 −
∫
Ω
|∇wε|2 + C6,∗e−
ρ1,∗
2
t + C1,∗e−ρ1,∗t
≤ −1
2
∫
Ω
|∆wε|2 −
∫
Ω
|∇wε|2 +max{C6,∗, C1,∗}e−
ρ1,∗
2
t for all t > t˜∗.
Integrating the above inequality in time and using (6.66), we derive that there exist positive
constants ρ2,∗ and C7,∗ such that
∫
Ω
|∇wε(x, t)|2dx ≤ C7,∗e−ρ2,∗t for all t ≥ t˜∗. (6.55)
However, from (6.55) and (6.50), with the help of the Sobolev imbedding theorem, it follows
that there exist positive constants C8,∗ and ρ3,∗ such that
‖wε(·, t)‖L5(Ω) ≤ C8,∗e−ρ3,∗t for all t ≥ t˜∗. (6.56)
Now, applying the variation-of-constants formula for wε and applying ∇ · uε = 0 in x ∈
Ω, t > 0, we obtain that for any t > 2t˜∗,
wε(·, t) = e(t−t˜∗)(∆−1)wε(·, t˜∗) +
∫ t
t˜∗
e(t−s)(∆−1)(nε(·, s)− n¯0 +∇ · (uε(·, s)wε(·, s))ds, (6.57)
so that, we have
‖∇wε(·, t)‖L4(Ω)
≤ ‖∇e(t−t˜∗)(∆−1)wε(·, t˜∗)‖L4(Ω) +
∫ t
t˜∗
‖∇e(t−s)(∆−1)(nε(·, s)− n¯0)‖L4(Ω)ds
+
∫ t
t˜∗
‖∇e(t−s)(∆−1)∇ · (uε(·, s)wε(·, s))‖L4(Ω)ds for all t > 2t˜∗.
(6.58)
To address the right-hand side of (6.58), in view of (6.56), we first use Lemma 6.2 to get for
some positive constants µ1,∗ > 0, ρ4,∗ > 0 and C9,∗ > 0 such that
‖∇e(t−t˜∗)(∆−1)wε(·, t˜∗)‖L4(Ω) ≤ κ3(t− t˜∗)− 12− 32 ( 15− 14 )e−µ1,∗t‖wε(·, t)‖L5(Ω)
≤ κ3‖wε(·, t)‖L5(Ω)
≤ C9,∗e−ρ4,∗t for all t > 2t˜∗
(6.59)
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by using t˜∗ > 1, where κ3 is the same as Lemma 6.2. Since
−1
2
− 3
2
(
1
2
− 1
4
)
> −1,
together with this, by using Lemma 6.2 and (6.76), the second term on the right-hand side
of (6.58) is estimated as∫ t
t˜∗
‖∇e(t−s)(∆−1)(nε(·, s)− n¯0)‖L4(Ω)ds
≤ C10,∗
∫ t
t∗
[1 + (t− s)− 12− 32 ( 12− 14 )]e−λ1,∗(t−s)‖nε(·, s)− n¯0‖L2(Ω)ds
≤ C10,∗
∫ t
t˜∗
[1 + (t− s)− 12− 32 ( 12− 14 )]e−λ1,∗(t−s)C1,∗e−ρ1,∗sds
≤ C11,∗e−ρ5,∗t for all t > 2t˜∗
(6.60)
and some positive constants C10,∗, ρ5,∗, λ1,∗ and C11,∗. Here C1,∗ and ρ1,∗ are the same as
(6.76). Next, we will address the third term on the right-hand side of (6.58). To this end, we
choose ι = 23
48
and κ˜ = 1
96
, then 1
2
+ ι+ κ˜ < 1. Therefore, in view of the Ho¨lder inequality, we
derive from Lemma 6.2, (6.48) and (6.56) that there exist positive constants λ2,∗, ρ6,∗, C12,∗,
C13,∗, C14,∗, C15,∗ and C16,∗ such that∫ t
t˜∗
‖∇e(t−s)(∆−1)∇ · (uε(·, s)wε(·, s))‖L4(Ω)ds
≤ C12,∗
∫ t
t˜∗
‖e(t−s)(∆−1)∇ · (uε(·, s)wε(·, s))‖W 1,4(Ω)ds
≤ C13,∗
∫ t
t˜∗
‖(−∆+ 1)ιe(t−s)(∆−1)∇ · (uε(·, s)wε(·, s))‖
L
9
2 (Ω)
ds
≤ C14,∗
∫ t
t˜∗
(t− s)−ι− 12−κ˜e−λ2,∗(t−s)‖uε(·, s)wε(·, s)‖
L
9
2 (Ω)
ds
≤ C15,∗
∫ t
t˜∗
(t− s)−ι− 12−κ˜e−λ2,∗(t−s)‖uε(·, s)‖L45(Ω)‖wε(·, s)‖L5(Ω)ds
≤ C16,∗e−ρ6,∗t for all t > 2t˜∗.
(6.61)
Here we have used the fact that
∫ t
t˜∗
(t− s)−ι− 12−κ˜e−λ2,∗(t−s)ds ≤
∫ ∞
0
σ−ι−
1
2
−κ˜e−λ2,∗σdσ < +∞.
Finally, collecting (6.58)–(6.61), we can obtain that there exists a positive constant C17,∗ and
ρ7,∗ such that ∫
Ω
|∇cε(x, t)|4dx ≤ C17,∗e−ρ7,∗t for all t > 2t˜∗. (6.62)
This completes the proof of Lemma 6.8.
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Lemma 6.9. Under the assumptions of Theorem 1.2, one can find that T∗,5 > 2 and C∗,5 > 0
with the property that for all ε ∈ (0, 1) we have
‖nε(·, t)‖
L
10
3 (Ω)
≤ C∗,5 for all t ≥ T∗,5. (6.63)
Proof. Firstly, let us apply Lemma 6.8 to fix T1,∗∗ > 2 as well as constants ρ1,∗∗ ∈ (0, 1) and
C1,∗∗ > 0 such that for any t ≥ T1,∗∗
‖∇cε‖L∞((t,+∞);L4(Ω)) < C1,∗∗e−ρ1,∗∗t. (6.64)
On the other hand, by Proposition 6.1, we also derive that
∫ ∞
T1,∗∗
∫
Ω
n
10
3
ε ≤ C2,∗∗ for all ε ∈ (0, 1) (6.65)
and some positive constant C2,∗∗. Then (6.65) in particular implies that we can find t∗∗ ∈
(T1,∗∗,∞) such that
‖nε(·, t∗∗)‖
L
10
3 (Ω)
≤ C2,∗∗. (6.66)
Let p = 10
3
. Testing the first equation in (2.1) by np−1ε , using the fact ∇·uε = 0, and applying
the Young inequality and the Ho¨lder inequality, we have
1
p
d
dt
∫
Ω
npε + (p− 1)
∫
Ω
np−2ε |∇cε|2
= −
∫
Ω
np−1ε ∇ · (nεFε(nε)Sε(x, nε, cε)∇cε)
= (p− 1)
∫
Ω
np−2ε Fε(nε)Sε(x, nε, cε)∇cε · ∇nε
≤ p− 1
2
∫
Ω
np−2ε |∇nε|2 +
p− 1
2
∫
Ω
npε(1 + nε)
−2α|∇cε|2
≤ p− 1
2
∫
Ω
np−2ε |∇nε|2 +
p− 1
2
(∫
Ω
n2pε (1 + nε)
−4α
) 1
2
(∫
Ω
|∇cε|4
) 1
2
for all t > t∗∗
(6.67)
by using (1.6) and (2.2). Without loss of generality, we may assume that α < 17
12
, since
α ≥ 17
12
can be proved similarly and easily. Then the Gagliardo–Nirenberg inequality as well
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as (6.64) and (2.11) enables us to see that
p− 1
2
(∫
Ω
n2pε (1 + nε)
−4α
) 1
2
(∫
Ω
|∇cε|4
) 1
2
≤ p− 1
2
(∫
Ω
n2p−4αε
) 1
2
C21,∗∗e
−2ρ1,∗∗t
≤ C21,∗∗
p− 1
2
‖n
p
2
ε ‖
2p−4α
p
L
4p−8α
p (Ω)
≤ C3,∗∗(‖∇n
p
2
ε ‖
6p−12α−3
3p−1
L2(Ω) ‖n
p
2
ε ‖
2(p−1)
p
− 6p−12α−3
3p−1
L
2
p (Ω)
+ ‖n
p
2
ε ‖
2(p−1)
p
L
2
p (Ω)
)
≤ C4,∗∗(‖∇n
p
2
ε ‖
6p−12α−3
3p−1
L2(Ω) + 1) for all t > t∗∗
and some positive constants C3,∗∗ and C4,∗∗, where C1,∗∗ and ρ1,∗∗ are the same as (6.64)
Here we use the Young inequality to obtain that there is C5,∗∗ > 0 such that
1
p
d
dt
∫
Ω
npε +
(p− 1)
2
∫
Ω
np−2ε |∇nε|2 ≤ C5,∗∗ for all t > t∗∗. (6.68)
Next, in view of (2.11), we derive from the Gagliardo–Nirenberg inequality that for some
positive constants C6,∗∗ and C7,∗∗ such that
‖nε‖pLp(Ω)
= ‖n
p
2
ε ‖2L2(Ω)
≤ C6,∗∗(‖∇n
p
2
ε ‖
6(p−1)
3p−1
L2(Ω) ‖n
p
2
ε ‖2−
6(p−1)
3p−1
L
2
p (Ω)
+ ‖n
p
2
ε ‖2
L
2
p (Ω)
)
≤ C7,∗∗(‖∇n
p
2
ε ‖
6(p−1)
3p−1
L2(Ω) + 1) for all t > t∗∗,
which together with the Young inequality implies that
‖nε‖pLp(Ω) ≤ ‖∇n
p
2
ε ‖2L2(Ω) + C8,∗∗
=
p2
4
∫
Ω
np−2ε |∇nε|2 + C8,∗∗ for all t > t∗∗.
(6.69)
with some positive constant C8,∗∗. Inserting (6.69) into (6.68), there exist positive constants
C9,∗∗ and C10,∗∗ such that
d
dt
∫
Ω
npε + C9,∗∗
∫
Ω
npε ≤ C10,∗∗ for all t > t∗∗ (6.70)
by some basic calculation. Finally, employing the Grownwall lemma to (6.70), we can obtain
(6.74) by using (6.66).
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Lemma 6.10. Under the assumptions of Theorem 1.2, one can find that T∗,6 > 2 and
C∗,6 > 0 such that for all t ≥ T∗,6 and ε ∈ (0, 1),
‖cε(·, s)‖W 1,∞(Ω) ≤ C∗,6. (6.71)
Proof. Firstly, applying Lemma 6.5 as well as Lemmas 6.7–6.9, one can derive that for some
positive constants T1,∗∗∗ > 2 and C1,∗∗∗ such that
‖cε(·, s)‖W 1,4(Ω) + ‖cε(·, s)‖L∞(Ω) + ‖uε(·, s)‖Lq(Ω) + ‖nε(·, s)‖
L
10
3 (Ω)
≤ C1,∗∗∗ for all s ≥ T1,∗∗∗
(6.72)
and q > 2. Here we have used the Sobolev embedding W 1,4(Ω) →֒ L∞(Ω). To prove the
boundedness of ‖∇cε(·, t)‖L∞(Ω), we rewrite the variation-of-constants formula for cε in the
form
cε(·, t) = e(t−T1,∗∗∗)(∆−1)cε(·, T1,∗∗∗)+
∫ t
T1,∗∗∗
e(t−s)(∆−1)[nε(·, s)−uε(·, s)·∇cε(·, s)]ds for all t > 2T1,∗∗∗.
Now, we choose θ ∈ (1
2
+ 3
2
× 3
10
, 1), then the domain of the fractional power D((−∆+1)θ) →֒
W 1,∞(Ω) (see [17]). Hence, in view of Lp–Lq estimates associated with the heat semigroup,
(6.72), we derive that there exist positive constants λ1,∗∗∗, C2,∗∗∗, C3,∗∗∗, C4,∗∗∗, and C5,∗∗∗
such that
‖cε(·, t)‖W 1,∞(Ω)
≤ C2,∗∗∗‖(−∆+ 1)θcε(·, t)‖
L
10
3 (Ω)
≤ C3,∗∗∗(t− T1,∗∗∗)−θe−λ1,∗∗∗(t−T1,∗∗∗)‖cε(·, T1,∗∗∗)‖
L
10
3 (Ω)
+C3,∗∗∗
∫ t
T1,∗∗∗
(t− s)−θe−λ1,∗∗∗(t−s)‖nε(·, s)− uε(·, s) · ∇cε(·, s)‖
L
10
3 (Ω)
ds
≤ C4,∗∗∗ + C4,∗∗∗
∫ t
T1,∗∗∗
(t− s)−θe−λ1,∗∗∗(t−s)[‖nε(·, s)‖
L
10
3 (Ω)
+ ‖uε(·, s)‖L20(Ω)‖∇cε(·, s)‖L4(Ω)]ds
≤ C5,∗∗∗ for all t > 2T1,∗∗∗.
(6.73)
Here we have used Ho¨lder’s inequality as well as
∫ t
T1,∗∗∗
(t− s)−θe−λ1,∗∗∗(t−s) ≤
∫ ∞
0
σ−θe−λ1,∗∗∗σdσ < +∞
and t − T1,∗∗∗ > T1,∗∗∗ > 1. Finally, collecting (6.72) and (6.73) imply (6.71) and thereby
completes the proof of Lemma 6.10.
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Lemma 6.11. Under the assumptions of Theorem 1.2, one can find that T∗,7 > 2 and
C∗,7 > 0 with the property that for all ε ∈ (0, 1) we have
‖nε(·, t)‖L∞(Ω) ≤ C∗,7 for all t ≥ T∗,7. (6.74)
Proof. In view of Lemma 6.5, Lemma 6.8 and Lemma 6.10, we can pick T1,∗∗∗∗ > 2 as well
as ρ1,∗∗∗∗ ∈ (0, 1) and C1,∗∗∗∗ > 0 such that for any t ≥ T1,∗∗∗∗
‖uε‖L∞((t,+∞);Lp(Ω)) < C1,∗∗∗∗ for all p > 1 (6.75)
as well as
‖nε(·, t)− n¯0‖L∞((t,+∞);L2(Ω)) < C1,∗∗∗∗ (6.76)
and
‖∇cε‖L∞((t,+∞);L∞(Ω)) < C1,∗∗∗∗. (6.77)
Next, let h˜ε := Fε(nε)Sε(x, nε, cε)∇cε+uε. In view of (1.6), (2.2) as well as (6.75) and (6.77),
there exists C2,∗∗∗∗ > 0 such that
‖h˜ε(·, t)‖
L
190
3 (Ω)
≤ C2,∗∗∗∗ for all t ≥ T1,∗∗∗∗. (6.78)
Hence, due to the fact that ∇·uε = 0, again, by means of an associate variation-of-constants
formula for nε, we can derive
nε(·, t) = e(t−T1,∗∗∗∗)∆nε(·, T1,∗∗∗∗)−
∫ t
T1,∗∗∗∗
e(t−s)∆∇· (nε(·, s)h˜ε(·, s))ds, t > 2T1,∗∗∗∗. (6.79)
Since, T1,∗∗∗∗ > 1, then in light of the Lp-Lq estimates for the Neumann heat semigroup and
Lemma 6.5, we conclude that for some positive constants C3,∗∗∗∗ as well as C4,∗∗∗∗ and ρ˜2,∗∗∗∗
such that for all t > 2T1,∗∗∗∗
‖e(t−T1,∗∗∗∗)∆nε(·, T1,∗∗∗∗)‖L∞(Ω) ≤ C3,∗∗∗∗(t− T1,∗∗∗∗)− 34 e−ρ˜2,∗∗∗∗t‖nε(·, T1,∗∗∗∗)‖L2(Ω) ≤ C4,∗∗∗∗.
(6.80)
In the follwing, we will estimate the last term on the right-hand side of (6.79). In fact,
applying the smoothing properties of the Stokes semigroup as well as (3.1) and the Ho¨lder
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inequality to find C5,∗∗∗∗ > 0, C6,∗∗∗∗ > 0 and λ˜1,∗∗∗∗ such that∫ t
T1,∗∗∗∗
‖e(t−s)∆∇ · (nε(·, s)h˜ε(·, s)‖L∞(Ω)ds
≤ C5,∗∗∗∗
∫ t
T1,∗∗∗∗
(t− s)− 12− 919 e−λ˜1,∗∗∗∗(t−s)‖nε(·, s)h˜ε(·, s)‖
L
19
6 (Ω)
ds
≤ C5,∗∗∗∗
∫ t
T1,∗∗∗∗
(t− s)− 12− 919 e−λ˜1,∗∗∗∗(t−s)‖nε(·, s)‖
L
10
3 (Ω)
‖h˜ε(·, s)‖
L
190
3 (Ω)
ds
≤ C6,∗∗∗∗ for all t > 2T1,∗∗∗∗,
(6.81)
where we have used the fact that
∫ t
T1,∗∗∗∗
(t− s)− 12− 919 e−λ˜1,∗∗∗∗(t−s)ds ≤
∫ ∞
1
σ−
1
2
− 9
19 e−λ˜1,∗∗∗∗σdσ < +∞.
In combination with (6.79)–(6.81), we may finally derive
‖nε(·, t)‖L∞(Ω) ≤ C7,∗∗∗∗ for all t ≥ 2T1,∗∗∗ (6.82)
by some basic calculation. This completes the proof of Lemma 6.11.
Along the idea of the proof of Section 7.3 in [51], we could derive the Ho¨lder regularity of
the components of a solution on intervals of the form (T0, T0 + 1) for any large T0 > 2. For
this purpose, we firstly introduce the following cut-off functions, which will play a key role
in deriving higher order regularity for solution of problem (2.1).
Definition 6.1. Let ξ : R → [0, 1] be a smooth, monotone function, satisfying ξ ≡ 0 on
(−∞, 0] and ξ ≡ 0 on (1,∞) and for any t0 ∈ R we let ξt0 := ξ(t− t0).
Due to the above cut-off function, it follows from maximal Sobolev regularity that the
solution (nε, cε, uε) even satisfies estimates in appropriate Ho¨lder spaces:
Lemma 6.12. Let (nε, cε, uε) be a solution of (2.1) as well as (1.12) and (1.15) hold. Then
for all p ≥ 2, there exist T∗,8 > 0 and C∗,8 > 0 such that for all ε ∈ (0, 1),
‖uε‖Lp((t,t+1);W 2,p(Ω)) + ‖uεt‖Lp(Ω×(t,t+1)) ≤ C∗,8 for all t ≥ T∗,8. (6.83)
Proof. Firstly, for any p ≥ 2, we invoke Lemmas 6.7 and 6.11 to fix T˜1,∗ as well as C˜1,∗ > 0
and C˜2,∗ > 0 such that with q := max{6p, 6p2p−3} we have
‖nε‖
L∞((t−1;t+1);L 3p2 (Ω)) ≤ C˜1,∗ for all t > T˜1,∗ (6.84)
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and
‖uε‖L∞((t−1;t+1);Lq(Ω)) ≤ C˜2,∗ for all t > T˜1,∗. (6.85)
For given t0 > T˜1,∗, we let ξt0 be as defined in Definition 6.1. Then the function vε :
Ω× (t0 − 1,∞)→ R3 defined by vε(x, t) := ξt0(t)uε(x, t), (x, t) ∈ Ω× (t0 − 1,∞), is a weak
solution in L∞loc([t0 − 1,∞);L2σ(Ω)) ∩ L2loc([t0 − 1,∞);W 1,20,σ (Ω) ∩W 2,2(Ω)) of
vεt + Avε = hε in Ω× (t0 − 1,∞), (6.86)
where
vε(·, t0 − 1) ≡ 0 and hε = ξt0(t)P[−κ(Yεuε · ∇)uε + nε∇φ] + ξ′t0uε.
To estimate the inhomogeneity hε herein, we first note that the known maximal Sobolev
regularity estimate for the Stokes semigroup ([14]) yields that there exist positive constants
k˜1,∗ > 0, k˜2,∗ > 0 and k˜3,∗ > 0 such that∫ t0+1
t0−1
‖ξt0(t)P[nε(·, t)∇φ]‖
3p
2
L
3p
2 (Ω)
dt
≤ k˜1,∗
∫ t0+1
t0−1
‖nε(·, t)∇φ‖
3p
2
L
3p
2 (Ω)
≤ k˜1,∗‖∇φ‖L∞(Ω)
∫ t0+1
t0−1
‖nε(·, t)‖
3p
2
L
3p
2 (Ω)
dt
≤ k˜2,∗
(6.87)
and ∫ t0+1
t0−1
‖ξ′t0uε(·, t)‖
3p
2
L
3p
2 (Ω)
dt ≤ k˜3,∗. (6.88)
From the boundedness of the Helmholtz projection in Lp-spaces and the Ho¨lder inequality
we derive from Lemma 6.7 that there exist positive constant k˜i,∗, i = 4, . . . , 8 such that for
any t0 > T˜1,∗ ∫ t0+1
t0−1
‖ξt0P[Yεuε · ∇uε](·, t)‖
3p
2
L
3p
2 (Ω)
dt
≤ k˜4,∗
∫ t0+1
t0−1
‖∇uε(·, t)‖
3p
2
L2p(Ω)‖uε(·, t)‖
3p
2
L6p(Ω)dt
≤ k˜5,∗
∫ t0+1
t0−1
‖∇uε(·, t)‖
3p
2
L2p(Ω)dt
≤ k˜6,∗
∫ t0+1
t0−1
‖uε(·, t)‖pW 2,p(Ω)‖uε(·, t)‖
p
2
L
6p
2p−3 (Ω)
dt
≤ k˜7,∗
∫ t0+1
t0−1
‖uε(·, t)‖pW 2,p(Ω)dt
≤ k˜8,∗.
(6.89)
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As a consequence of (6.87)–(6.89), once more by maximal Sobolev regularity estimates, now
applied to (6.86), we obtain k9,∗∗∗∗ > 0 and k10,∗∗∗∗ > 0 satisfying
∫ t0+1
t0
‖uε(·, t)‖
3p
2
W 2,
3p
2 (Ω)
dt+
∫ t0+1
t0
‖vεt(·, t)‖
3p
2
W 2,
3p
2 (Ω)
dt
≤
∫ t0+1
t0−1
‖uε(·, t)‖
3p
2
W 2,
3p
2 (Ω)
dt+
∫ t0+1
t0−1
‖vεt(·, t)‖
3p
2
W 2,
3p
2 (Ω)
dt
≤ k˜9,∗
∫ t0+1
t0−1
‖hε(·, t)‖
3p
2
L
3p
2 (Ω)
dt
≤ k˜10,∗.
(6.90)
Therefore, by the definition of ξ, for any p > 1, there exist positive constants T∗,8 > 0 and
C∗,8 > 0 such that for any t > T∗,8 and for all ε ∈ (0, 1),
‖uε(·, t)‖Lp((t,t+1);W 2,p(Ω)) + ‖uεt(·, t)‖Lp(Ω×(t,t+1)) ≤ C∗,8. (6.91)
This establishes (6.83) and thereby completes the proof.
Lemma 6.13. Let α ≥ 1 and (1.15) hold. Then one can find µ∗,9 ∈ (0, 1) and T∗,9 > 2 and
C∗,9 > 0 such that for each ε ∈ (0, 1) and t > T∗,9 we have
‖uε(·, t)‖
C
1+µ
∗,9,
µ
∗,9
2 (Ω¯×[t,t+1]);R3)
≤ C∗,9. (6.92)
Proof. Using sufficiently high values of p, in view of Lemma 6.14, an application of the
embedding result in [1] refines this into the assertion on Ho¨lder continuity.
Applying a similar reasoning (see the proof of Lemma 6.12), concerning cε we obtain
bounds of the same kind by using Lemmas 6.11 and 6.13–6.10.
Lemma 6.14. Let (nε, cε, uε) be a solution of (2.1). If (1.12) and (1.15) holds, then for all
p > 1, there exist T∗,10 > 2 and C∗,10 > 0 such that for any ε ∈ (0, 1) and t ≥ T∗,10 we have
‖cε(·, t)‖Lp((t,t+1);W 2,p(Ω)) + ‖cεt(·, t)‖Lp(Ω×(t,t+1)) ≤ C∗,10. (6.93)
Proof. Firstly, applying Lemmas 6.11, 6.10 and 6.13, there exist T˜1,∗∗ > 2 and positive
constants C˜1,∗∗ as well as C˜2,∗∗ and C˜3,∗∗ such that
‖nε‖L2p(Ω×(t0−1,t0+1)) ≤ C˜1,∗∗ for all t0 ≥ T˜1,∗∗ (6.94)
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as well as
‖uε‖L∞((t0−1,t0+1);L∞(Ω)) ≤ C˜2,∗∗ for all t0 ≥ T˜1,∗∗ (6.95)
and
‖∇cε‖W 1,2p(Ω×(t0−1,t0+1)) ≤ C˜3,∗∗ for all t0 ≥ T˜1,∗∗. (6.96)
Now for fixed t0 > T˜1,∗∗ we let ξt0 be as given by Definition 6.1 and consider the following
problem 

v˜εt −∆v˜ε = h˜ε x ∈ Ω, t > t0 − 1,
∂v˜ε
∂ν
= 0, x ∈ ∂Ω, t > t0 + 1,
v˜ε(x, t0 − 1) = 0, x ∈ Ω,
(6.97)
where
h˜ε(·, t) := ξt0(t)(−cε + nε − uε · ∇cε) + ξ′t0(t)cε.
Here using (6.94)–(6.96) we see that for some C˜4,∗∗ > 0 and C˜5,∗∗ > 0 such that
∫ t0+1
t0−1
‖h˜ε(·, t)‖2pL2p(Ω)dt
≤
∫ t0+1
t0−1
‖ξt0(t)(−cε + nε − uε · ∇cε) + ξ′t0(t)cε‖2pL2p(Ω)dt
≤ C˜4,∗∗
∫ t0+1
t0−1
[
‖cε(·, t)‖2pL2p(Ω) + ‖nε(·, t)‖2pL2p(Ω)
]
dt
+C˜4,∗∗
∫ t0+1
t0−1
[
‖uε(·, t)‖2pL∞(Ω)‖∇cε(·, t)‖2pL2p(Ω) + 2‖ξ′0‖2pL∞(R)‖cε(·, t)‖2pL2p(Ω)
]
dt
≤ C˜5,∗∗.
(6.98)
Therefore, we may argue as above to conclude from maximal Sobolev regularity estimates
that there exist C˜6,∗∗ > 0 and C˜7,∗∗ > 0 such that
∫ t0+1
t0−1
‖v˜ε(·, t)‖2pW 2,p(Ω))dt+ ‖v˜εt(·, t)‖2pL2p(Ω)dt
≤ C˜6,∗∗
∫ t0+1
t0−1
‖h˜ε(·, t)‖2pL2p(Ω))dt
≤ C˜7,∗∗.
(6.99)
Again since v˜ε = cε a.e. in Ω× (t0, t0 + 1) by definition of ξt0, this shows (6.93) and thereby
completes the proof of Lemma 6.14.
Again, this implies the Ho¨lder estimates as follows.
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Lemma 6.15. Suppose that α and CS satisfy (1.12) and (1.15), respectively, where CS is
the same as (1.6). Then one can find µ∗,11 ∈ (0, 1) as well as T∗,11 > 2 and C∗,11 > 0 such
that for all ε ∈ (0, 1) and t > T∗,11,
‖cε(·, t)‖
C
1+µ
∗,11,
µ
∗,11
2 (Ω¯×[t,t+1])
≤ C∗,11. (6.100)
Proof. In precisely the same manner as Lemma 6.13 was derived from Lemma 6.12, this
follows from Lemma 6.14 by application of a standard embedding result.
Using once more Lemma 6.11 and Lemma 2.3, we can improve our knowledge on the
regularity of nε.
Lemma 6.16. Under the assumptions of Theorem 1.2, then one can find µ∗,12 ∈ (0, 1) as
well as T∗,12 > 0 and C∗,12 > 0 such that whenever ε ∈ (0, 1), we have
‖nε(·, t)‖
C
µ
∗,12,
µ
∗,12
2 (Ω¯×[t,t+1])
≤ C∗,12 for all t > T∗,12. (6.101)
Proof. Firstly, in light of Lemma 6.11 as well as Lemma 6.15 and Lemma 6.13, there exist
µ˜1,∗∗∗ ∈ (0, 1) as well as T˜1,∗∗∗ > 2 and C˜1,∗∗∗ > 0 such that for all t > T˜1,∗∗∗,
‖∇cε‖
C
µ˜1,∗∗∗,
µ˜1,∗∗∗
2 (Ω¯×[t,t+1])
+ ‖nε‖L∞(Ω¯×[t,t+1]) + ‖uε‖
C
µ˜1,∗∗∗,
µ˜1,∗∗∗
2 (Ω¯×[t,t+1])
≤ C˜1,∗∗∗.
(6.102)
In order to derive (6.101), we may now use that ∇· (nεuε) = uε ·∇nε thanks to the fact that
∇uε ≡ 0, we have
nε(·, t)
= e(t−T˜1,∗∗∗)∆nε(·, T˜1,∗∗∗)
+
∫ t
T˜1,∗∗∗
e(t−s)∆∇ · {nε(·, s)Fε(nε(·, s))Sε(x, nε(·, s), cε(·, s))∇cε(·, s) + nε(·, s)uε(·, s)}ds
(6.103)
for all t > T˜1,∗∗∗. Therefore, in view of (6.102) and the standard regularity arguments
involving well-known smoothing properties of the Neumann heat semigroup (eτ∆)τ≥0 (see
e.g. [43]), one can readily derive the existence of µ∗,12 ∈ (0, 1) as well as T∗,12 and C∗,12 > 0
such that for any ε > 0, (6.101) holds.
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Straightforward applications of standard Schauder estimates for the Stokes evolution
equation and the heat equation, respectively, finally yield eventual smoothness of the solution
(nε, cε, uε).
Lemma 6.17. Under the assumptions of Theorem 1.2, then one can find µ∗,13 ∈ (0, 1) and
T∗,13 > 2 such that for some C∗,13 > 0 with the property that for each ε ∈ (0, 1),
‖uε(·, t)‖
C
2+µ
∗,13,1+
µ
∗,13
2 (Ω¯×[t,t+1];R3)
≤ C∗,13 for all t > T∗,13 (6.104)
as well as
‖cε(·, t)‖
C
2+µ
∗,13,1+
µ
∗,13
2 (Ω¯×[t,t+1])
≤ C∗,13 for all t > T∗,13 (6.105)
and
‖nε(·, t)‖
C
2+µ
∗,13,1+
µ
∗,13
2 (Ω¯×[t,t+1])
≤ C∗,13 for all t > T∗,13. (6.106)
Proof. We first combine Lemma 6.13 as well as Lemma 6.15 and Lemma 6.16 to infer the
existence of µ˜1,∗∗∗∗ ∈ (0, 1) as well as T˜1,∗∗∗∗ > 0 and C˜1,∗∗∗∗ > 0 such that for all t > T˜1,∗∗∗∗,
‖uε · ∇cε‖
C
µ˜1,∗∗∗∗,
µ˜1,∗∗∗∗
2 (Ω¯×[t,t+1])
+ ‖uε · ∇nε‖
C
µ˜1,∗∗∗∗,
µ˜1,∗∗∗∗
2 (Ω¯×[t,t+1])
+‖nε‖
C
µ˜1,∗∗∗∗,
µ˜1,∗∗∗∗
2 (Ω¯×[t,t+1])
+ ‖cε‖
C
µ˜1,∗∗∗∗,
µ˜1,∗∗∗∗
2 (Ω¯×[t,t+1])
≤ C˜1,∗∗∗∗.
(6.107)
The standard parabolic Schauder estimates applied to the second equation in (2.1) (see [21])
thus provide C˜2,∗∗∗∗ > 0 fulfilling
‖cε‖
C
2+µ˜1,∗∗∗∗,1+
µ˜1,∗∗∗∗
2 (Ω¯×[t,t+1])
≤ C˜2,∗∗∗∗ for all t > T˜1,∗∗∗∗. (6.108)
According to Lemma 6.16, it is possible to fix µ˜2,∗∗∗∗ ∈ (0, 1) as well as T˜2,∗∗∗∗ > 2 and
C˜3,∗∗∗∗ > 0 such that
‖nε‖
C
1+µ˜2,∗∗∗∗,
µ˜2,∗∗∗∗
2 (Ω¯×[t,t+1])
+ ‖uε‖
C
1+µ˜2,∗∗∗∗,
µ˜2,∗∗∗∗
2 (Ω¯×[t,t+1];R3)
≤ C˜3,∗∗∗∗ for all t > T˜2,∗∗∗∗.
(6.109)
We next set T := T˜2,∗∗∗∗ + 1 and let t0 > T be given. Then with ξt0 taken from Definition
6.1, we again use that vε(·, t) := ξt0uε(·, t), (x ∈ Ω, t > t0 − 1), is a solution of

vεt −∆vε = hε x ∈ Ω, t > t0 − 1,
vε(x, t0 − 1) = 0, x ∈ Ω,
(6.110)
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where
hε = −κ(Yεuε · ∇)v +∇(ξPε) + ξnε∇φ+ ξ′uε.
Now from (6.109) and the smoothness of ξ we readily obtain µ˜3,∗∗∗∗ ∈ (0, 1) and C˜4,∗∗∗∗ > 0
fulfilling
‖hε‖
C
µ˜3,∗∗∗∗,
µ˜3,∗∗∗∗
2 (Ω¯×[t0−1,t0+1];R3)
≤ C˜4,∗∗∗∗, (6.111)
so that, the regularity estimates from Schauder theory for the Stokes evolution equation ([32])
ensure that (6.110) possesses a classical solution v¯ ∈ C2+µ˜3,∗∗∗∗,1+ µ˜3,∗∗∗∗2 (Ω¯× [t0 − 1, t0 + 1])
satisfying
‖v¯‖
C
2+µ˜3,∗∗∗∗,1+
µ˜3,∗∗∗∗
2 (Ω¯×[t0−1,t0+1];R3)
≤ C˜5,∗∗∗∗ (6.112)
with some C˜5,∗∗∗∗ > 0 which is independent of t0. This combined with the uniqueness
property of (6.110), one can prove
‖uε‖
C
2+µ˜3,∗∗∗∗,1+
µ˜3,∗∗∗∗
2 (Ω¯×[t,t+1];R3)
≤ C˜6,∗∗∗∗. (6.113)
Again relying on Lemma 6.16, this in turn warrants that for some µ˜4,∗∗∗∗ ∈ (0, 1), T˜4,∗∗∗∗ > 0
and C˜7,∗∗∗∗ > 0 such that for all t > T˜4,∗∗∗∗
‖∇·(nεFε(nε)Sε(x, nε, cε)∇cε)‖
C
µ˜4,∗∗∗∗,
µ˜4,∗∗∗∗
2 (Ω¯×[t,t+1])
+‖uε·∇nε‖
C
µ˜4,∗∗∗∗,
µ˜4,∗∗∗∗
2 (Ω¯×[t,t+1])
≤ C˜7,∗∗∗∗,
(6.114)
which along with the Schauder theory establishes
‖nε‖
C
2+µ˜4,∗∗∗∗,1+
µ˜4,∗∗∗∗
2 (Ω¯×[t,t+1])
≤ C˜8,∗∗∗∗. (6.115)
Finally, choose
T∗,13 = max{T˜1,∗∗∗∗, T˜2,∗∗∗∗, T˜3,∗∗∗∗, T˜4,∗∗∗∗}
and
µ∗,13 = min{µ˜1,∗∗∗∗, µ˜2,∗∗∗∗, µ˜3,∗∗∗∗, µ˜4,∗∗∗∗},
then (6.108), (6.113), (6.115) imply (6.104)–(6.106).
Having found uniform Ho¨lder bounds on nε, cε and uε for ε > 0 in the previous three
lemmas (see Lemmas 6.16 and 6.17), also n, c and u share this regularity and these bounds.
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Lemma 6.18. Assume that α ≥ 1 and CS < 2
√
CN , where CN is the best Poincare´ constant
and CS is given by (1.6). There exist θ ∈ (0, 1) as well as T0 > 0 and (εj)j∈N ⊂ (0, 1) of the
sequence from Lemma 6.4 such that for any t > T0


n ∈ C2+θ,1+ θ2 (Ω¯× [t, t+ 1]),
c ∈ C2+θ,1+ θ2 (Ω¯× [t, t + 1]),
u ∈ C2+θ,1+ θ2 (Ω¯× [t, t+ 1];R3),
(6.116)
that εj ց 0 as j →∞ and


nε → n ∈ C1+θ, θ2 (Ω¯× [t, t+ 1]),
cε → c ∈ C1+θ, θ2 (Ω¯× [t, t + 1]),
uε → u ∈ C1+θ, θ2 (Ω¯× [t, t + 1];R3)
and (6.117)
as ε = εj ց 0. Moreover, there is C > 0 such that
‖c(·, t)‖
C2+θ,1+
θ
2 (Ω¯×[t,t+1]) ≤ C for all t > T0 (6.118)
as well as
‖n(·, t)‖
C
2+θ,1+ θ2 (Ω¯×[t,t+1]) + ‖u(·, t)‖C2+θ,1+θ2 (Ω¯×[t,t+1]);R3) ≤ C for all t > T0. (6.119)
Proof. According to Lemma 6.17 and Lemma 6.4, an application of the Aubin-Lions lemma
(see [30]) provides a sequence (εj)j∈N ⊂ (0, 1) such that εj ց 0 as j → ∞ and such that
(6.116)–(6.119) hold. And thereby completes the proof.
Lemma 6.19. Let α ≥ 1. Then one can find θ ∈ (0, 1) and T > 0 such that
‖c(·, t)‖
C2+θ,1+
θ
2 (Ω¯×[T,∞)) ≤ C (6.120)
as well as
‖u(·, t)‖
C2+θ,1+
θ
2 (Ω¯×[T,∞);R3) ≤ C (6.121)
and
‖n(·, t)‖
C2+θ,1+
θ
2 (Ω¯×[T,∞)) ≤ C. (6.122)
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Proof. Let g := −ξc+ nξ − ξu · ∇c+ cξ′, where ξ := ξT0 is given by Definition 6.1 and T0 is
same as the previous lemmas. Then we consider the following problem


c˜t −∆c˜ = g x ∈ Ω, t > T0,
c˜(T0) = 0, x ∈ Ω,
∂c˜
∂ν
= 0, x ∈ ∂Ω.
(6.123)
According to Lemma 6.18 and Definition 6.1, we can find θ ∈ (0, 1) such that
g is bounded in Cθ(Ω¯× (T0,∞)).
Therefore, the regularity estimates from Schauder theory for the parabolic equation (see e.g.
III.5.1 of [21]) ensure that problem (6.123) admits a unique solution c˜ ∈ C2+θ,1+ θ2 (Ω¯× [T0 +
1,∞)). This combined with the property of ξ implies that
c ∈ C2+θ,1+ θ2 (Ω¯× [T0 + 1,∞)). (6.124)
Finally, employing almost exactly the same arguments as in the proof of Lemma 6.17 (the
minor necessary changes are left as an easy exercise to the reader), and taking advantage of
(6.119), we conclude that
u ∈ C2+θ,1+ θ2 (Ω¯× [T0 + 1,∞);R3) (6.125)
and
n ∈ C2+θ,1+ θ2 (Ω¯× [T0 + 1,∞)), (6.126)
whence combining the result of (6.124) completes the proof.
Our main result on eventual smoothness thereby becomes immediate.
Lemma 6.20. Under the assumptions of Theorem 1.2, the solution (n, c, u) of (2.1) con-
structed in Lemma 6.4 satisfies
n(·, t)→ n¯0 as well as c(·, t)→ n¯0 and u(·, t)→ 0 in L∞(Ω), (6.127)
where n¯0 =
1
|Ω|
∫
Ω
n0.
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Proof. Firsly, due to Lemmas 6.4, we derive from Lemma 6.19 that
n(t)→ n¯0 as well as c(t)→ n¯0 and u(t)→ 0 in L2(Ω) as t→∞, (6.128)
where n¯0 is given by (6.8). Next, due to Lemma 6.19, one can obtain there exist positive
constants M1 and T such that for all t > T
‖n(·, t)‖C2+θ(Ω¯) + ‖c(·, t)‖C2+θ(Ω¯) + ‖u(·, t)‖C2+θ(Ω¯) ≤M1. (6.129)
Therefore, a straightforward reasoning based on interpolation and the compactness of the
first among the continuous embeddings C2+θ(Ω¯) →֒→֒ L∞(Ω) →֒ L2(Ω) shows that (6.128)
and (6.129) entail (6.127). In fact, for any η > 0, we may employ an Ehrling-type lemma to
pick M2 > 0 fulfilling
‖n(·, t)− n¯0‖L∞(Ω) ≤ η
2M1
‖n(·, t)− n¯0‖C2+θ(Ω¯) +M2‖n(·, t)− n¯0‖L2(Ω) (6.130)
as well as
‖c(·, t)− n¯0‖L∞(Ω) ≤ η
2M1
‖c(·, t)− n¯0‖C2+θ(Ω¯) +M2‖c(·, t)− n¯0‖L2(Ω) (6.131)
and
‖u(·, t)‖L∞(Ω) ≤ η
2M1
‖u(·, t)‖C2+θ(Ω¯) +M2‖u(·, t)‖L2(Ω). (6.132)
Now due to (6.128), we may choose t0 > max{1, T} large enough such that for all t > t0,
‖n(·, t)− n¯0‖L2(Ω) + ‖c(·, t)− n¯0‖L2(Ω) + ‖u(·, t)‖L2(Ω) < η
2M2
, (6.133)
which in conjunction with (6.130)–(6.132) entails that
‖n(·, t)− n¯0‖L∞(Ω) ≤ η
2M1
‖n(·, t)− n¯0‖C2+θ(Ω¯) +M2‖n(·, t)− n¯0‖L2(Ω)
<
η
2M1
M1 +M2
η
2M2
= η for all t > t0,
‖c(·, t)− n¯0‖L∞(Ω) ≤ η
2M1
‖c(·, t)− n¯0‖C2+θ(Ω¯) +M2‖c(·, t)− n¯0‖L2(Ω)
<
η
2M1
M1 +M2
η
2M2
= η for all t > t0
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as well as and
‖u(·, t)‖L∞(Ω) ≤ η
2M1
‖u(·, t)‖C2+θ(Ω¯) +M2‖u(·, t)‖L2(Ω)
<
η
2M1
M1 +M2
η
2M2
= η for all t > t0,
which combined with the fact that η > 0 is arbitrary yields to (6.127), and thereby completes
the proof.
In order to prove Theorem 1.2, we now only have to collect the results prepared during
this section:
Proof of Theorem 1.2.
Proof. The statement is evidently implied by Lemmas 6.18–6.20.
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