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ABSTRACT 
Let T be a nonnegative linear continuous operator in a partially ordered Banach 
space g, and let x be a nonnegative nonzero vector in ~r. We establish relations 
between the local spectral radius rr(x ) and the upper and lower Collatz-Wielandt 
numbers ~r(x) and r r(X ). Examples will show that the situation in an infinite 
dimensional space *FE can be much more complicated than in the classical case oI R n 
with positive cone R~.. We also present in certain situations ufficient and/or 
necessary conditions for beth sequences (~T(Tnx)}n and (rT(Tnx)}, to converge to 
rr(X ). The significance of some conditions in the infinite dimensional case is demon- 
strated, and we make several comments on the earlier literature oI the subject. 
1. INTRODUCTION 
Let T be a nonnegative linear continuous operator in a partially ordered 
Banaeh space d °. For a nonnegative nonzero vector x in 8 we shall establish 
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relations between the following three quantities: 
rr(  x ) = l imsupl lTnxl l l /n,  
n 
~r(x) = inf { tx ~ R : Tx <~ gx  } , 
rv(x ) = sup{k ~ R:  hx  ~ Tx }. 
If the positive cone o~÷ is normal, then, as we shall show, 
r r (x )<~rr (x )<~i r (x  ) forall x~d~+, x4:0. 
This inequality extends estimates for the spectral radius of a nonnegative 
matrix given by L. Collatz [2] and H. Wielandt [13]; therefore we call Fa,(x) 
and rr(x ) the upper and the lower Collatz-Wielandt numbers of x with 
respect o T, respectively. 
In Section 2 we prove some elementary results on the CoUatz-Wielandt 
numbers, and we show by examples that the situation in infinite dimensional 
spaces ~ is more involved than in the finite dimensional case R n with 
positive cone R +. 
In Section 3 we give necessary and/or sufficient conditions for both 
sequences { ~'r(T"x)} and {rr(T"x)) to converge to rr(x ). For the case of a 
nonnegative matrix this question was completely settled by S. Friedland and 
H. Schneider [6] and the present authors [5]. Our results and examples how 
again that the infinite dimensional case is significantly more involved than 
the finite dimensional case. It also follows from the examples that some 
results on this question, stated in the literature, are not valid. 
2. NOTATIONS AND PRELIMINARIES 
Let e be a real Banach space, and let T be a linear continuous operator 
from o ~ into o ~. As usual [12, p. 261], we sometimes identify T with its 
complex extension acting in the complexification O~c of d ~. In this spirit, e.g., 
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for x ~ do we define 
195 
rr( x ) = l imsupl lT"xl la/L 
n 
~2T(x) = {x ~c :  rr(x) < IXl}, 
oo 
Ec with x (X) = E x---'T-x. 
n=0 
We call rr(x ) the local spectral radius of the element x with respect o the 
operator T, and x r the local resolvent function of the element x with respect 
to the operator T in its main component f~r(x). Of course, (~ - T )xr (h  ) = x 
for all h ~ f~r(x). 
Unless stated otherwise, in the following do will always be a partially 
ordered real Banach space with dosed positive cone do+, and T a nonnegative 
operator in d °. In the following we shall use the terminology of [12]. 
For x E do we define 
r r (x  ) = sup{• ~ a: Xx <~ Tx }, 
~T( X ) = inf{/x ~ H: Tx <~ t~x }. 
Note that here we use the convention that the supremum of the empty set 
and the infimum of a subset of R not bounded from below are -oo ,  and 
accordingly that the infimum of the empty set and the supremum of a subset 
of R not bounded from above are oo. We call ?r(x) and rr(x ) the upper and 
the lower Collatz-Wielandt numbers of the element x with respect o the 
operator T, respectively. First we collect some elementary facts on these 
numbers. 
PROPOSITION 2.1. For all x ~ do we have rr(x ) ~< r( T ) - spectral radius 
o fT .  I f  x~do+, x#O,  then 0~<rr(x)~<~'r(x)<oo, andrr(x)=oo i f  and 
only i f  x = O. Also we have ~r(0) = - oo. 
I f  rr( x ) is finite then rr( x )x <~ Tx, and i f  ~r( x ) is finite then Tx <~ ~r(x)x. 
The proof of these assertions follows from the facts that the order in do is 
archimedian and that the cone do+ is closed 
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PROPOSITION 2.2. I f  -- X ~ g+ then rT( X ) <~ rr(x ). 
To prove this, assume rr(x ) <r r (x  ) for some x, -x  ~ g+. Choose 
a X~R such that r r (x )<)~<rr (x ) ;  then -x=(T-h)xr ( )~ )= 
e~ -n -1  n Y-,= o X T (T - h)x >/0, since Tx >1 Xx. This inequality contradicts 
-x~&.  
REMARK. By Proposition 2.2 we have rr(x)~< rr(x ) for all x~+,  
x 4= 0; however, in general we do not have rr(x ) ~< ?r(x) for such x. To see 
this we use [1, §2, Example (iv)]: ~ is the closed linear subspace of the disc 
algebra (that is, the Banach algebra of all functions that are analytic in the 
open unit disc of C and continuous on its closure with the maximum norm; 
see for example [14, §3.9]), consisting of all functions which are real-valued 
on [ -1 ,1 ] ;  d+={fed: f (O>~O if -1~<~<-~) ;  and T :~od is 
defined by (T f ) (O=- (~+ ~)f(~). Then T is nonnegative, linear and 
continuous, and $r ( f )  = 0 and r r ( f )  = ~ for all f ~ d+, f¢  O, but r r ( f )  = 
for all f ~ g, f ¢ O. The first two equalities follow easily, since for f ~ d, 
f=/= O, its zeros have no accumulation point in ] - 1, - ~]. For f ~ @ the local 
resolvent function f r  satisfies 
[ fT ( )k ) ] (~)=( )k" l -~- J -1 ) - l f (~)  if h~$v( f )  , 161~<1. 
For the same reason as above we get r r ( f )  = ~ if f~  0. 
However, ff the positive cone is normal, the situation becomes more 
orderly. 
PaOPOSITION 2.3. I f  ~+ is a normal cone, then rr(x ) <<, rr(x ) ~< 7r(x ) 
for  all x ~ 8+, x * O. 
To prove this let x ~ d+, x ~ 0, and /x ~ R such that 0 ~ Tx ~ # x. Then 
# >/0 and, by induction, 0 ~< T"x <~ #"x for n = 1,2 . . . . .  Since the norm is 
semimonotone on g+, there exists a y >/0 such that IITnxll < "/t~"lbxll for 
n = 1,2 .... ; therefore rr(x ) ~< #. This implies rr(x ) ~ ~r(x). The reversed 
inequality rr (x ) ~< rr(x ) was proved in Proposition 2.2. 
PROPOSITION 2.4. For x ~ ~+ with finite Collatz-Wielandt numbers, we 
have rr( x ) = ~r(x) i f  and only i f  x is an eigenvector o f  T. In this case x 
corresponds to the eigenvahe rr(x ) = ~T( X ) = rT( X ). 
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By do', do~, and T' we denote in the following the dual space of d °, the 
dual cone of do+, and the dual operator of T, respectively; ( , ) denotes the 
dual pairing on do × do'. 
PROPOSITION 2.5. For x ~ do+ we have 
<rx, x'> , , ) 
<x,x'> 
( <Tx, x'> :x' do; <x x'>.0} 
rT(X ) =inf <X,X') 
The proof is simple and will be omitted. Sometimes it is useful to know 
that the x' in these descriptions of the Collatz-Wielandt numbers need only 
belong to an do+-total set [9, §3]. 
PROPOSITION 2.6. I f x  ~ do+ and x' ~ do~ such that (x, x') * 0, then 
rr(x ) ~< ?T,(X') and ~T,(X') ~ ~(X). 
Combining Propositions 2.6 and 2.4, we get 
PROPOSITION 2.7. I f  there exists a strictly positive x' ~ do~ (i.e. x ~ do+ 
and <x, x'> = 0 i f  and only i f  x = O) such that T 'x '= rx' for some r >1 O, 
then rT( x ) <~ r <~ £T( x ) for all x ~ do+, x --/: O. 
In [4, §3] several conditions on do+, T, and x were given which imply 
r(T)  = rr(x ). Here we quote two of them: 
(I) do+ is normal and solid (i.e., do+ has a nonempty interior int do+ ) and 
x ~ int do+, 
(II) T is irreducible, r(T) is a pole of the resolvent of T, and x ~ d~+, 
x4=0. 
As a coronary of Proposition 2.3 or 2.7 we get under these conditions 
rr(x ) ~< r(T) <~ ~'r(x). In the matrix case we have thus obtained the well-known 
inclusion theorems for the spectral radius due to L. Collatz [2] under 
condition (I) and due to H. Wielandt [13] under condition (II). 
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The remark after Proposition 2.2 shows that 
sup inf e (x) 
x~. \ (o}  ~÷\ (o}  
is possible. By Proposition 2.4 this cannot happen for a nonnegative matrix 
or, more generally, for nonnegative operators with distinguished eigenvalues; 
we call ~ >/0 a distinguished eigenvalue of T if there exists an x ~ o~+, x ~ 0, 
such that Tx = hx.  Below we shall give two examples of irreducible operators 
T in spaces with normal cones such that T' has at least two distinguished 
eigenvalues. Since the corresponding eigenfunctionals have to be strictly 
positive, we obtain by Proposition 2.7 rr(x ) ~< rt < r 2 < Fr(x) for all x ~ oz+, 
x ~: 0, where r t and r 2 are two distinguished eigenvalues of T'. 
EXAMPLE 2.8. Let o~=/r ( l<r<oo)  and T=(q i )®el+S,  where 0< 
q < ~ and (q~) is in the dual of l r (which is identified with 1 r', 1/ r  + 1 / r '  = 1), 
e 1 is the column vector with 1 in the first position and 0 in all others, and S is 
the fight shift. By [4, Example 8] T' is irreducible (hence T is irreducible), 
and all ~ ~ [2q, 1[ are distinguished eigenvalues of T'. 
EXAMPLE 2.9. Let 6 ~ = 1 ~, and let T be given by the matrix 
T= 
a q2 q3 . . .  
1 0 0 . . .  
1 1 0 . . .  
1 0 1 . . .  
: : 
= 31® 12 + l®e 1+ S, 
where e I and S are as in Example 2.8, 12 = (0,0,1,1 .... )r, 1 = (a, q2, q3 .... )r 
and 8 t is the functional ((xi),81> = x r We assume that 0 < q <~ and 
a = q - q2(1 - q ) - l .  Then T is irreducible, since 
n T~x>~a ax l+ q x n 1, 
n=2 ] 
where 1=(1 ,1  .... )r. We have r(T)>~l,  since T is a finite dimensional 
perturbation of the right shift S and the essential spectrum of S is the unit 
circle. Since 8+ = l °°+ = {(x~) ~ l °° : x i >~ O for i = 1,2, . .. } is a solid normal 
cone, r (T )  is a distinguished eigenvalue of T' [12, Appendix, Corollary 2.6]. 
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It is easy to check that also 2q is a distinguished eigenvalue of T' with 
corresponding eigenvector (qi-l), using that l ~ has the predual 11 [ which is 
embedded into ( l~) ' in the canonical way] and T has as predual the operator 
in 11 which is represented by the transpose of the matrix representing T.
3. ON THE CONVERGENCE OF THE COLLATZ-WlELANDT 
NUMBERS FOR THE SEQUENCE (T"x } 
Assume that d~+ is a normal cone, x ~ d~+, and T"x ~ 0 for n = 0,1,2 . . . . .  
Since rT(T"x ) = rT(X ) for all n, by Proposition 2.3 we easily obtain 
rT(T"x)<~rr(x)<~fr(T"x ) for n = 0,1,2 . . . . .  
It is also clear that the sequence {rr(Tnx)} is increasing and the sequence 
{ ~T(T"x)} is decreasing. So the following question arises naturally: For which 
x ~ d~+, x ~= 0, do we have lim,rT(T"x ) = lim,~T(T"x ) = rT(X)? For a non- 
negative matrix a complete answer to this question was given in [6, Theorem 
6.8] and [5, Theorem 6]. Partial answers in spaces of arbitrary dimension 
were given earlier in [8, Theorem 1] and [10, Theorem 3.2]; unforttmately, 
these latter results are not correct. The example given at the end of this 
section is a counterexample to [8, Theorem 1]. Using [6, Theorem 6.8], it is 
easy to construct a counterexample to [10, Theorem 3.2] even in the matrix 
ease .  
Examples 2.8 and 2.9 show that (even if T is irreducible) it can happen 
that for all x ~ d~+, x ~= 0, the limits of the Collatz-Wielandt numbers for 
{ T nx } are different. This is not possible for nonnegative matrices and, more 
generally, for nonnegative operators with distinguished eigenvalues. 
Let x ~ 8+ such that rT(X ) > 0. In the next propositions and examples 
we discuss the relation between lim, ~r(T"x) = l im,rr(T"x ) and the conver- 
gence of 
T x 
For a > 0 it follows immediately that 
raT(x) =  rT(x), . ar(x) = and  = 
Therefore, it is enough to consider the case rr(x ) = 1. 
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PROPOSITION 3.1. Let ~+ be ruranal, and let x ~ o~+ be such that 
rr(x ) = 1 and  0 < .rr (T~ox) ~< FT(Tm°X)  < CO for some m o ~ ~. I f  
FT( TnX ) 
l n - -  < o0, 
n= o 
then { T"x } converges to a nonnegative eigenvector f  T corresponding to the 
eigenvalue 1. 
Proof. We may and shall assume that m 0 = 0. Let  %. = r r (T"x  ), /~. = 
= -•"  lnoi,  "r=Eiffiolnoi, and o=eL  Then  o= FT(TnX) '  On ~n/ /~n , "In-- i=O oo 
Yl~= o o i, and furthermore 
h.+k" " " ~. T"x <~ Tn+k+ lx  <~ I~n+k " " " ~t.T"x 
for k, n = 0 ,1 ,2  . . . . .  Set z 0 = x and 
1 1 
z .= . . . . .  T"x for n=1,2  . . . . .  
> ' . -1  ;~0 
Then  z .  ~< z .÷k+ 1 ~< %+k" " " %z .  for k, n = 0,1 . . . . .  In part icular z o ~< z .  
~< %- 1 " " " OoZo ~< aZo for n = 0,1 . . . . .  So we have for n, k = 0,1 . . . .  
0 ~ Zn+k+ 1 -- Z n ~ (e  ~÷k-~" ' - 1)oz o. 
S ince o~+ is normal  and l im.  v. = T exists, the sequence { z .  } converges and 
l im z .  >/z  0 = x ~ 0. Now A.  ~< 1 ~</z., therefore 1 ~ 1 /~.  ~< %, and thus 
Y'.~=o ln (1 /~)  < oo. Hence  {~. . . -  ~1} converges to a posit ive number ,  and 
then { T"x } converges to a nonzero, nonnegat ive lement,  by the def init ion 
of z . .  • 
PROPOSITION 3.2. Let ~+ be normal, and let x ~ ~+ be such that 
rT(X ) = 1, X r has onlg poles on F 1 = {~ ~ C:l~l = 1} as singularities, and 1 
is a pole of  order 1. I f  l imnrr(T"x)=lim.~r(Tnx),  then {Tnx} converges 
to a nonnegative eigenvector of T corresponding to the eigenvalue 1. 
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Proof. Let  ~0 i ( j  = 0,1 . . . . .  k) be the poles of x T on F t, % = 1. From 
the Pringsheim theorem [12, Appendix, 2.1] we know that the order of each 
o~ i is one. Let  c i be the residue of x r at ~0i; then 0 ~ c i ~ N(to i - T) = kernel 
of 60 i - T. Therefore the vectors Co, c 1 . . . . .  c k are l inearly independent.  Let 
= x - c o . . . . .  %. Then rr(~ ) < 1, and T"x = c o + ~oTc 1+ . . .  + o~c k + 
Tn~ for n=0,1 ,2  . . . . .  Since (Tn£} converges to zero, and I , . , i1=1 
( ]  = 0 . . . . .  k), the sequence {T"x} is bounded. 
Now {T"x } converges if and only if k = 0; this follows from the linear 
independence of the vectors c o, c 1 . . . . .  c k and the fact that for I~ol = 1, ( ~0 ~ } 
converges if and only ff ~o = 1. 
Assume that k > 0. By the definition of the Collatz-Wielandt numbers, we 
have 
0<~ [T - r r (Tnx) ]Tnx  ~ [?T(Tnx)-rT(Tnx)]T"x. 
Now o~+ is normal, {Tnx} is bounded, and l imnrr(T"x)= lim,Fr(Tnx)= 
r r (x  ) = 1; therefore {[T - r r (T"x ) ]T"x  } converges to 0. Hence ([T - 1]Tnx ) 
converges to 0. Since { [T -1]T"£)  converges to zero, and [T -1 ]T"x  = 
[oJ 1 - 1]o~7cl + - - -  + [o~ k - 1Ionic k + [T - 1]T"£, we obtain that {[o~ i - 
1] ~0~c i } converges to 0 for all j = 1 . . . . .  k. Now o~ i * 1 for j = 1 . . . . .  k. This is 
a contradiction. Thus k=0,  and {T"x} converges to co~N(1-T  ), and 
Co~+,co~O.  • 
In order to fix the terminology, by the essential spectrum %ss(T) of T we 
shall mean the set of all points X in C for which the dimension of the kernel 
or the codimension of the range of A - T is not finite. The essential spectral 
radius r~s,(T) of T (or, equivalently, the Fredholm radius or Riesz radius; cf. 
[15, pp. 511-512]) is defined as 
ress(T ) = in/{ r > 0: )~ ~ %~(T) for all IAI > r }. 
COROLLAaY 3.3. I f  ~+ is normal, T is irreducible, tess(T) < r(T), and 
x ~ o~+ is such that limnrr(Tnx) = limnFT(Tnx) = 1, then (Tnx} converges 
to a nonnegative eigenvector f  T corresponding to the eigenvalue 1. 
Proof. The assumption r~(T) < r(T) guarantees that the resolvent of T 
has only poles as singularities on the circle with radius r(T). Since T is 
irreducible, r(T) is a pole of order one [12, Appendix, Theorem 3.2]. From 
[4, Theorem 70)] we get r(T) = rr(x  ) = 1, so we can apply Proposition 3.2. • 
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PaovosirmN 3.4. Let {x~} be a sequence of  elements in oz+ which 
converges to an eigenvector u of  T. Assume that u is a quasiinterior element 
of  ~+ and that {x '~o~ : (u ,x ' )= l )  is norm-bounded in o ~'. Then 
limnrr(X.) = l im, ~r(x,) = rr(u). 
Proof. Since u is a quasiinterior element of ~÷, (u, x')4= 0 for all 
x' ~ oz+, x' ¢ 0. By Proposition 2.5 we get for x ~ d°+, x ¢ 0, 
(Tx, x') x '~o~ (u ,x ' )  1 , (x ,x ' ) -~O)  rT(X )= in f  (X,X') : ' 
and, similarly, ?r(x) is the supremum of this subset of R +. Let ~ = rr(u ). 
Then Tu = )~u by Proposition 2.4, and 
(Tx, x') X(u,x')+(T(x-u),x') 
(X,X ~) (U, X t )+(£ -  U, X p) 
if x' ~ ~+ with (x, x') ¢ 0. For every e > 0 there exists a n, ~ N such that 
I (T(x , -u) ,x ' ) l<<.e and I (x , -u ,x ' ) l<e  for all n>~n~ and all x '~:  
with (u, x') = 1, by the assumptions of the proposition. Thus for such n and 
x' we have 
X-e  (Tx . ,x ' )  ~ +~ 
l+e  (x . ,x ' )  1 -~ 
and this proves the proposition using the characterization of rT(xn) and 
~r(x.) given above. • 
The following theorem is a generalization of [6, Lemma 6.4]. It is also a 
generalization of the finite dimensional case, since d~+ can be an arbitrary 
normal solid cone, not only • ~_. 
T~EOREM 3.5. Let T be a nonnegative irreducible operator in a partially 
ordered Banach space 8 with normal solid cone o~+, and let re~(T ) < r(T) = 1. 
Then for x ~ o~+, x 4:0 the following statements are equivalent: 
(I) l im. rT(T"x ) = lim. ~T(Tnx ), 
(II) { r"x  } converges. 
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Proof. By Corollary 3.3 the implication (I)=, (II) is true. Let us prove 
that (II) implies (I). We remark that rr(x ) = r(T) = 1 by [4, Theorem 7(i)], 
x r has on r I only poles as singularities, and 1 is a pole of order 1 of x r. From 
the proof of Proposition 3.2 it follows that u = l im,T"x is a nonzero vector, 
and that u is an eigenvector f T corresponding to the eigenvalue r(T) = 1. 
Since T is irreducible, u is a quasiinterior dement of do+, by [12, Appendix, 
Theorem 3.2]. Since do+ is solid, u is an interior point of do+ (by [12, p. 
252]), and then H ,= {x'edog : (u ,x ' )= l}  is o(do',do)-compact by [11, 
Proposition 4.4.8]. Then H, is evidently o(d ~', do)-bounded; thus, by the 
principle of uniform boundedness, H u is norm-bounded in do'. Therefore we 
can apply Proposition 3.4. • 
The next example shows that the implication (II) = (I) in Theorem 3.5 is 
not true in arbitrary partially ordered Banach spaces. 
EXAMPLE 3.6. Let do=l p (l~<p <oc) or do=c o, let q~]~, l [ ,  and let 
Tq = 8x®(qi)+ S, where S is now the left shift in do, and 81 as in Example 
2.9. Tq is nonnegative and irreducible (by [4, Example 8]), and ress(Tq)= 
ress(S) = 1, since Tq is a one dimensional perturbation of S. We have r(Tq) = 
2q > 1, and 2q is the only point in the spectrum of Tq with modulus 2q; this 
follows from the fact that X 4: q is an eigenvalue of Tq with corresponding 
eigenvector x =(x l )  ff and only if x~ = [X -q] - l [ )d -x (X  - 2q)+ qi]x x for 
i = 2,3 .... and x e do; see [4, Example 8]. Thus T = [2q]-lTq satisfies the 
assumptions of Theorem 3.5, and rr(x ) = 1 for all x e d°+, x :/: 0 [4, Theorem 
7(i)]. We have for each x e do and n = 0,1, 2 .... 
T"x = an( qi ) + [2q] - "S'x, where a .=a . . . .  q= ~ [2q] - ix  r 
j= l  
Thus for x ~ do+, x 4= O, the inequality XT"x <~ T"+lx is equivalent to 
)k[2q]-nxn+i~ [1--)k]Olnqi-I - [2q]-n-l[Xn+lqi"F Xn+i+l] , 
and Tn+Xx <~ #T"x is equivalent to 
[2q] -n - l [Xn+lq i+Xn+l+i ]  ~< [~--l]Olnqi+Itt[2q] -nxn+i ,  
i=1 ,2  . . . . .  Let q<t<l ,  and define X=(Xi)~.do+ such that x i=t  i if 
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i=2 k (k=0,1  . . . .  ) and x i=0 otherwise. We show that rT(Tnx)=O and 
?r(Tnx) = ~ for all n. 
Let )~ >1 0 with hTnx <~ Tn+tx for such an n that x~+ 1 = 0. Choose i such 
that xn+i~0 (i.e. xn+i=t  n+~) and Xn+l+i=O. Then we obtain from the 
general inequalities above 
0~< 1- - -~  ~< a n 
If i --* ~ ,  we get k = 0, i.e. r r (Tnx)  = 0 for n ~: 2 k - 1. Since (lrr(T~x)} is an 
increasing sequence of nonnegative numbers, we get rT(TnX)= 0 for n = 
0,1 ,2  . . . . .  Now assume there is a /~>~0 with T~+lx<~lxTnx for such an n 
that x ~ ÷ l = 0. Choose i such that x ,  ÷ i = 0 and x n ÷ 1 ÷ i :/: 0. Then we obtain 
from the general inequalities above 
2q] [q 1]O n" 
If i --* ~ ,  we get a contradiction to # ~ R ÷, i.e. ?r(Tnx) = ~ for n ~: 2 k - 1. 
Again by the monotonicity of {rr(Tnx)} we obtain ?T(T"x)= ~ for all 
n =0,1 ,2  . . . . .  
It is also possible, but more complicated, to exhibit an x ~ ~÷ such that 
0 < l im~rr (T"x  ) < r~(x) = 1 < l im~rr(T~x) < ~.  Since ress(T) < r(T), T is 
irreducible, and only r(T) = 1 is a pole of the resolvent of T on F 1, for all 
x ~ d ~ the sequence (T"x} converges. However, as shown above, there are 
x ~ v~+, where the sequences of the Collatz-Wielandt numbers do not con- 
verge to the same limits. 
This example shows that [9, Theorem 1] is not valid as stated there. It also 
shows that it is not possible to generalize [6, Theorem 6.8] and [5, Theorem 
6] to arbitrary reducible operators. In the formulation and the proof of these 
results the Frobenius form of a nonnegative matrix plays an essential role; for 
eventual ly compact,  nonnegative operators in an order-continuous Banach 
latt ice there is a substitute for the Frobenius form [7], but, unfortunately, in 
many classical order-continuous Banach lattices (like L p spaces, 1 ~< p < ~)  
the cone is not solid, and Theorem 3.5 is not applicable. 
The authors would like to acknowledge the kind suggestions of the editor 
and the referee, which have improved the formulation of the paper. 
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