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Abstract—Face detection is essential to facial analysis tasks
such as facial reenactment and face recognition. Both cascade
face detectors and anchor-based face detectors have translated
shining demos into practice and received intensive attention from
the community. However, cascade face detectors often suffer
from a low detection accuracy, while anchor-based face detectors
rely heavily on very large networks pre-trained on large scale
image classification datasets such as ImageNet [1], which is
not computationally efficient for both training and deployment.
In this paper, we devise an efficient anchor-based cascade
framework called anchor cascade. To improve the detection
accuracy by exploring contextual information, we further propose
a context pyramid maxout mechanism for anchor cascade. As
a result, anchor cascade can train very efficient face detection
models with a high detection accuracy. Specifically, comparing
with a popular CNN-based cascade face detector MTCNN [2],
our anchor cascade face detector greatly improves the detection
accuracy, e.g., from 0.9435 to 0.9704 at 1k false positives on
FDDB, while it still runs in comparable speed. Experimental
results on two widely used face detection benchmarks, FDDB
and WIDER FACE, demonstrate the effectiveness of the proposed
framework.
Index Terms—Multi-scale Anchors, Cascade Face Detection.
I. INTRODUCTION
FACE detection, aiming to locate all faces in a given im-age, is indispensable to a variety of facial analysis tasks,
such as facial point detection [3], facial reenactment [4], [5],
and face recognition [6], [7], [8]. While the seminal cascade
face detector [9] showed impressive performance for real-
time near-frontal face detection, face detection in real-world
scenarios remains very challenging due to large variations in
scale, illumination, expression, pose, and occlusion [10].
The cascade framework is suited to efficient face detection
due to its fundamentals, i.e., an extremely unbalanced binary
classification problem with a majority of negative samples
[9]. A cascade face detector rejects most of easy negative
samples in the early stages using simple classifiers. As a
result, cascade face detectors are generally extremely fast
[11]. To further boost cascade face detector performance in
real-world scenarios, robust features are crucial for detecting
non-frontal faces with large variations in scale and occlusion
[12]. Recently, convolutional neural networks (CNNs) have
been effectively applied to image classification [13] due to
their great capacity for representation learning [14]. Inspired
by this, CNNs have been introduced to traditional cascade
face detectors by replacing the original node classifiers, e.g.,
AdaBoost, with CNNs [15]. However, cascade face detectors
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Fig. 1. A comparison between the traditional single-scale detector (left)
and the anchor-based detector (right). To detect faces of different scales, a
single-scale detector needs to scan an image pyramid slice by slice, while an
anchor-based detector only needs to scan the smallest slice of the same image
pyramid. By using the anchors, the computational cost are greatly reduced.
For example, given the scale factor α = 0.7937 for the image pyramid and a
set of 4 anchors, the computational cost of anchor-based detector will reduce
to approximate 1/10 comparing with the single-scale detector.
detect faces of different scales using a dense image pyramid
and the computations on different slices of the dense image
pyramid are not shared. As a result, CNN-based cascade face
detectors use only tiny CNNs (e.g., two or three convolutional
layers) in early stages, significantly degrading their perfor-
mances in real-world scenarios [15], [16], [2].
Anchor-based detectors such as Faster R-CNN [17] and
single shot multibox detector (SSD) [18] have become the
most popular frameworks for generic object detection. With
the help of multi-scale anchors, anchor-based detectors can
detect objects of different scales simultaneously, and thus work
without an image pyramid. We demonstrate a comparison
between the traditional single-scale detector and the anchor-
based detector in Fig. 1. Anchor-based detectors usually use
anchors to cover an extremely wide range of object scales,
e.g., from 16x16 pixels to 512x512 pixels. As a result,
very large CNNs, e.g., VGGNet [19] and ResNet [20], are
usually indispensable for anchor-based detectors to learn scale-
invariant features. Furthermore, large CNNs usually need to be
pre-trained on a large-scale image classification dataset such
as ImageNet [1], which takes intensive computational load and
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2Fig. 2. An example of the trade-off between the multi-scale anchors and the dense image pyramid for dealing with large variations in object scale. (a) A
single-scale detector with a dense image pyramid, i.e., traditional cascade face detectors rely on a dense image pyramid to detect faces of different scales. (b)
a set of anchors with a coarse image pyramid, which is a computationally efficient. (c) A full set of anchors without an image pyramid, i.e., anchor-based
detectors rely on multi-scale anchors to detect faces of all scales.
makes it difficult for us to explore new network architectures
for detection. As a special case of generic object detection,
face detection has been dominated by anchor-based detectors
on detection accuracy [21], [22], [23], [24]. However, anchor-
based detectors rely heavily on very large base networks,
which have become the bottleneck for efficient face detection
in both training and inference phases.
For efficient face detection, it is important to avoid both
a dense image pyramid and very large base networks. Two
observations raise our concerns: (1) anchor-based detectors use
very large CNNs to handle extremely large variations in object
scale; and (2) the computational cost for scanning a dense
image pyramid has a long-tail property, i.e., the majority of
computational cost comes from the largest slice of an image
pyramid. Inspired by this, we devise an anchor-based cascade
framework, or anchor cascade, by introducing the anchors to
cascade framework. More specifically, we try to embed a set of
single-position anchors to a coarse image pyramid: (1) we use
a set of anchors to handle a small range of object scales, e.g.,
from 12x12 pixels to 24x24 pixels, and thus avoid very large
CNNs; (2) we use a coarse image pyramid to handle extremely
large variations in object scale, and thus avoid the dense image
pyramid. See a trade-off between a set of anchors and a
dense image pyramid in Fig. 2. As a result, anchor cascade
significantly reduces the computational cost for dealing with
large variations in object scale.
Although anchor cascade is computationally efficient, it still
fails to recall some difficult faces such as tiny faces and
those in profile. However, this can be addressed by exploring
the contextual information, i.e., the areas surrounding the
face region [25], [22], [26]. Intuitively, for a fixed detection
window, e.g., 24x24 pixels, additional context will always
squeeze the face region. On the one hand, additional context
such as face contours and ears are crucial for detecting low-
resolution faces or faces in profile; On the other hand, face
parts such as the eyes, nose, and mouth, help detect partially
occluded faces [27]. As a result, there will be a trade-off
between adding additional context and preserving face region.
Since the optimal context ratio for each candidate window
is not available, we propose a maxout structure based on a
diverse set of context templates. More specifically, for each
candidate window, we use multiple different context templates,
i.e., the context region increases with a fixed scale factor, and a
candidate window is rejected only if all context templates fail
to recall it. Considering that all context templates forms in a
pyramid, we refer to this maxout structure as context pyramid
maxout (CPM). As a result, we greatly improve the detection
accuracy, especially on difficult faces. Specifically, the context
pyramid maxout structure can be efficiently implemented using
a parallel-style pipeline (see details in Section III-C and IV).
In summary, we have devised anchor cascade as well
as a context pyramid maxout mechanism for efficient face
detection: (1) to largely reduce the computational cost and
(2) to significantly boost the detection accuracy. The anchor
cascade face detector enables to train small models with a
high detection accuracy: (1) it outperforms typical CNN-based
cascade face detectors, e.g., MTCNN [2], with a large margin,
while it still runs in comparable speed; and (2) it achieves
comparable detection accuracy comparing with typical anchor-
based face detectors, e.g., HR [22], while it uses less than 1/25
parameters and 1/10 inference time. We conduct a number of
experiments on two challenging face detection benchmarks,
FDDB [28] and WIDER FACE [10], to demonstrate the
effectiveness of the proposed anchor cascade framework.
II. RELATED WORK
Cascade face detector. The cascade face detector [9],
which uses Haar-like features and AdaBoost to train a cascade
of binary classifiers, was the seminal work for real-time
detection of near-frontal faces. The cascade face detector
has since been improved by using: (1) robust hand-crafted
features, e.g., HOG [29], MB-LBP [12], SURF [30], ACF
[31], CCF [32], NPD [33], and LDF [34]; (2) asymmetric
feature selection approaches, e.g., FFS [11] and SAFS [35];
(3) boosting algorithms, e.g., MILBoost [36], RealBoost [37],
and LACBoost [38]; (4) new cascade structures, e.g., boosting
chain [39], Closed-Loop [40], and soft-cascade [41]; and (5)
multi-task learning, e.g., face/non-face classification, bounding
3Fig. 3. The main framework of CNN-based cascade face detector. It usually contains one proposal stage and several refinement stages. More specifically, the
proposal stage usually is a FCN-based binary classifier, which generates a detection score map for each slice of the dense image pyramid. The refinement
stages use larger CNNs to remove hard negative examples.
box regression [42], facial landmark localization [2], and face
pose estimation [43], [44].
CNN-based cascade face detector. CNNs have recently
contributed significantly to the progress in image classification
[13]. Inspired by this, CNNs have been introduced to cascade
face detection [15] and improved by jointly training all stages
[16]. Recently, CNN-based cascade face detectors have been
further improved by using multi-task learning, i.e., jointly
learning face/non-face classification, bounding box regression
as well facial key point detection [2].
Anchor-based face detector. Anchor-based detectors,
which use multi-scale anchors at each sliding window position
to simultaneously predict multiple different candidate regions,
were first proposed in Faster R-CNN [17]. After that, SSD [18]
tried to assign different anchors to feature maps with different
receptive fields. These anchor-based detectors have shown im-
pressive performance in face detection [21]. Recently, anchor-
based face detectors have been further improved by addressing
(1) the mismatch between the receptive fields and anchor sizes
[24], (2) the positions of facial landmarks [45], [46], and the
scale distribution histogram of faces [47], [48].
Contextual information. Contextual information has turned
out to be crucial for object detection [49], [50] and recognition
[51], [52], [53], [54]. Recently, [22] analyzed the relationship
between templates with different context regions. To explore
contextual information in anchor-based face detectors, [25]
combined the features from different region of interests (RoIs),
while [23] designed a context module using multiple different
convolutional filters, e.g., 5x5 and 7x7 filters. Specifically,
[55] cascaded the predictions from different RoIs to efficiently
boost the performance. To explore contextual information for
cascade face detectors, [26] used an additional network to
extract features with body information.
III. MAIN FRAMEWORK
In this section, we first introduce the pipeline of CNN-based
cascade face detector. We then describe the long-tail problem
on computational cost and the anchor-based proposal network
(APN) used in anchor cascade. After that, we introduce the
context pyramid maxout structure, as well as its relationship
with the multi-scale anchors. Finally, we briefly discuss the
refinement stages, i.e., context-aware refinement networks.
A. CNN-based Cascade Face Detector
Cascade face detectors rely on a dense image pyramid
to detect faces of different scales, i.e., it slides a detection
window and detects single-scale faces on each slice of the
dense image pyramid. Inspired by [56], the fully convolutional
neural networks [57] (FCN)-based sliding-window approach
has been widely used in CNN-based cascade face detectors
[16], [2], [26]. More specifically, by replacing last fully
connected layer with a 1x1 convolutional layer, the FCN-
based sliding window approach shares the computation of the
overlapped area between different windows.
Image pyramid. Given an image, a dense image pyramid
is built by resizing the original image according to the size
of detection window. For example, given the size of detection
window Sw, if we want to detect faces of scale S, the original
image then need to be resized by Sw/S. In practice, we usually
construct the image pyramid using a fixed scale factor αI ,
e.g., 0.7937. That is, if the first slice of image pyramid is the
original image, the k-th slice then is obtained by resizing the
original image to αk−1I .
Proposal generation. During test, by replacing the last fully
connected layer with a 1x1 convolutional layer, the proposal
network can deal with arbitrary input size and a score map will
be generated for the input. After that, all candidate windows
can be decoded from the score map and a majority of non-
face windows are removed by a score threshold as well as the
non-maximum suppression (NMS).
Refinement. In candidate windows generated by the pro-
posal stage, a number of non-face windows still exist. As
a result, refinement stages usually train larger networks by
mining hard examples from the proposal stage. To remove
4Fig. 4. An example of anchor-based proposal network (APN). For training, APN uses 24x24 image patches as input to predict n different proposals based
on the same 128-d features. During test, by replacing the last fully connected layer with a 1x1 convolutional layer, APN can detect image with arbitrary size.
Fig. 5. An example of long-tail problem on computational cost. If a single-
scale face detector scans 32x32-pixels faces in the original image, it then
needs to resize the original image by a factor of 2 to detect 16x16-pixels faces.
Furthermore, the computational cost will become four times. As a result, to
detect faces from 16x16 to 512x512 pixels, the computational cost in the
shaded area, i.e., from 64x64 pixels to 512x512 pixels, is trivial. We refer to
this problem as the long-tail property on computational cost.
non-face windows, one or two refinement stages are generally
required.
B. Anchor-based Proposal Network
To design an efficient proposal network, we first describe the
long-tail problem on computational cost for scanning a dense
image pyramid, e.g., in cascade face detectors. Specifically,
we find that the majority of computational cost comes from
detecting objects within a relatively small range of object
scales, e.g., from 16x16 pixels to 32x32 pixels. As a result, we
refer to this problem as the long-tail problem on computational
cost and we given an example of the long-tail problem in Fig.
5.
Multi-scale anchors share the computations for detecting
objects of different scales. However, the long-tail problem on
computational cost has not been well addressed by anchor-
based detectors for efficient face detection. More specifically,
anchor-based detectors usually use multi-scale anchors to
cover an extremely wide range of object scales, e.g., from
16x16 to 512x512 pixels. As a result, it heavily relies on a
very large base network to learn scale-invariant features. We
argue that it is more computationally efficient to deal with an
extremely large variations in object scale by using a coarse
image pyramid. To avoid very large CNNs by addressing the
long-tail problem, we thus design our anchor-based proposal
network according to the following rules: (1) we use a set
of anchors to cover only a small range of object scales, e.g,
from 16x16 pixels to 32x32 pixels; (2) we use a coarse image
pyramid to cover the long-tail areas in Fig. 5.
We describe the details of our anchor-based proposal net-
work (APN) for efficient face detection as follows. In real-
world scenarios, it is computationally intensive to detect small
or tiny faces e.g., 20x20 pixels in FDDB and 10x10 pixels in
WIDER FACE. Inspired by this, we use a detection window
24x24 pixels with a set of anchors as follows: given the size of
detection window SW = 24, the size of k-th anchor is defined
by
SA(k) = SW ∗ αk−1A , (1)
where αA is a scale factor to control the density of anchors.
In this paper, we always use αA = αI and a set of anchors
thus coincide with an image pyramid. That is, while the largest
anchor of APN works on the k-th slice of an image pyramid,
other smaller anchors will equivalently work on the (k+1)-th,
(k+2)-th, . . . , slices of the image pyramid. As a result, APN
simultaneously scans multiple slices of a dense image pyramid,
and thus only needs a coarse image pyramid, i.e., 1/nA of all
slices in the original dense image pyramid, where nA is the
number of anchors in APN. For example, given αA = 0.7937
and nA = 4, the scale factor of the coarse image pyramid
reduces from 0.7937 to 0.79374 ≈ 0.4. Considering that the
5Fig. 6. An example for context pyramid maxout (CPM). In Fig. (a), it is a set of four context templates with different context regions. In Fig. (b), for each
candidate window (dashline area), we use multiple context templates and only the template with maximum prediction score are kept for further processing.
long-tail problem, the computational cost will further reduce
to less than 1/nA, i.e.,
CnA∑nA
k=1 Ck
=
αnA∑nA
k=1 α
k
=
αnA−1(1− α)
1− αnA+1 , (2)
where α = α2A and Ck denotes the computational cost on
the k-th slice of an image pyramid. As a result, for αA =
0.7937 and nA = 4, the computational cost will reduce to
approximately 1/9.74.
Anchors used in APN are inspired by the region proposal
network (RPN) used in Faster R-CNN [17], the aim being to
share the computations of the dense image pyramid. However,
there are several differences between APN and RPN. For
simplicity, we refer to these anchors as APN anchors and RPN
anchors, respectively. The differences then can be described as
follows. First, APN uses a small base network, which does not
need to be pre-trained on ImageNet; Second, RPN allocates
anchors on a W ×H feature map, while APN contains only
a set of single-position anchors and is trained using image
patches as a simple classification network; Third, APN anchors
only cover a small range of object scales and thus do not
suffer from the problem of a mismatch between anchors and
the receptive fields [58], [24].
C. Context Pyramid Maxout
Contextual information has turned out to be crucial for face
detection, especially for detecting challenging faces such as
tiny faces [25], [22], [26]. However, for CNN-based cascade
face detectors, there is always a trade-off between adding
additional context and preserving face regions due to the fixed
detection window. See Fig. 6 (a) for a set of context templates
with different context regions. For each candidate window,
the optimal context region varies due to the large variations
in illumination, occlusion, and pose. That is, we do not have
prior information on context template selection. To improve
the recall rate by using proper context templates, we use a
diverse set of context templates with a maxout structure. More
specifically, given a candidate window x, let pi(x) denote the
score given by the i-th context template, the maxout score then
is evaluated as follows:
p(x) = max
i=1,2,...,nC
pi(x), (3)
where nC is the number of context templates. By using the
maxout score, we will only reject a candidate window if all
context templates fail to recall it. A diverse set of context
templates can be constructed as follows. Let SC(i) denote the
padding size of the i-th context template, we then have
SC(i) =
SW ∗ (1− αi−1C )
2
, (4)
where αC ∈ (0, 1] is a scale factor. Furthermore, a set of
context templates can be efficiently implemented using the
same structure with a set of anchors. See more details about
the implementation of context pyramid maxout in Section IV.
D. Context-Aware Refinement
The motivation of each refinement stage is to reject as
many non-face windows as possible and simultaneously retain
any face windows. The refinement stage thus is important to
boost the performance of a face detector on hard faces. More
specifically, our refinement networks share the same structure
with APN for training except that (1) refinement networks
have more layers and larger input size, e.g., 48x48 pixels for
RNet48 and 96x96 pixels for RNet96; (2) refinement networks
are trained by mining the hard examples from the proposal
stage.
During testing, we perform context-aware refinement as fol-
lows. Given each candidate window retained by the proposal
stage, we also obtain a context template in maxout structure,
i.e., the “optimal” template for candidate window x is
i∗ ∈ argmax
i=1,2,...,nC
pi(x). (5)
After that, we use the i∗-th context template of the refinement
network to classify the candidate window x. Considering all
stages in our cascade framework are based on anchors, we
refer to the proposed framework as anchor-based cascade or
anchor cascade.
6Fig. 7. An efficient implementation of context pyramid maxout. Given an APN with nA anchors, a context pyramid on the k-th slice of the image pyramid
is constructed as follows: the i-th context templates is the i-th anchor of APN, i.e., APN actually works on the (k − i + 1)-th slice of the image pyramid.
As a result, a set of context templates exist on the k-th slice of the image pyramid constructed by APN working on the k-th, (k − 1)-th, . . . , slices of the
image pyramid; that is, the overlap between APN anchors forms a set of context templates in a parallel-style pipeline. The maxout structure can be trivially
implemented by using NMS with a large threshold, e.g., 0.9.
IV. IMPLEMENTATION DETAILS
In this section, we first describe the implementation details
of context pyramid maxout. We then introduce the multi-
task loss as well as the network architectures used in each
stage of anchor cascade face detector. Finally, we discuss data
preparation as well as hyper parameters for training.
A. Implementation of CPM
To share the computations between different context tem-
plates, we find that a set of anchors share the same input
in APN, and each anchor thus contains different context
information. Inspired by this, our context templates share the
same scale factor with APN, i.e., αC = αA, and a set of
anchors thus form a diverse set of context templates (see Fig.
6 (a) for an example). More specifically, the context templates
induced by the multi-scale anchors run in a parallel pipeline
style. We demonstrate the parallel pipeline of context pyramid
maxout in Fig. 7. As a result, the maximum number of context
templates nC is limited by the number of anchors in APN, i.e.,
nC = nA − i+ 1. (6)
A shortcoming for such an implementation is that more
context templates always degrade the computational efficiency
of APN. That is, there will be a trade-off between using more
context templates and keeping computational efficiency.
B. Multi-task Loss
Face/non-face classification and bounding box regression
are two important tasks in object detection. It has turned out
that joint learning classification and regression tasks improves
object detectors [17], [2], [59], [60]. Inspired by this, we train
our anchor cascade in a similar multi-task learning frame-
work [2]. For face/non-face classification, we use the softmax
loss, i.e., the softmax activation function with cross entropy
loss. For bounding box regression, we adopt the Euclidean
loss based on the parameterizations of four coordinates as
follows. Let x1a, y
1
a, x
2
a, y
2
a denote the coordinates of the top-
left corner and bottom-right corner of the candidate window,
and let x1g, y
1
g , x
2
g, y
2
g denote the ground truth. The regression
parameters then are defined as follows:
δ1x = (x
1
g − x1a)/w, (7)
δ1y = (y
1
g − y1a)/h, (8)
δ2x = (x
2
g − x2a)/w, (9)
δ2y = (y
2
g − y2a)/h, (10)
where w and h are the width and height of the candidate
window, respectively. Specifically, all context templates share
the same regression parameters, i.e., the regression parameters
are evaluated without considering the padding size. The final
loss function uses a loss weight λ to balance the face/non-face
classification loss Lcls and bounding box regression loss Lreg,
i.e.,
Ltotal = Lcls + λ ∗ Lreg. (11)
C. Network Architectures
For simplicity, we use plain CNNs, i.e., stacked convolu-
tional layers, in both the proposal and refinement stages of
the anchor cascade face detector. Unlike [15], [2], [16], we use
convolutional layers with stride 2 to replace all max-pooling
layers. As a result, all networks used in anchor cascade face
detector contain only 3x3 convolutional layers followed by a
PReLU [61] activation function, except the last two layers (see
a typical configuration of network architectures in Figure 8).
D. Data Preparation and Training
We collect training and validation data from the training set
of WIDER FACE [10]. Inspired by [15], [2], we randomly
generate positive (IoU > 0.65) and negative (IoU < 0.3)
samples by keeping a ratio pos:neg=1:3. For bounding box
regression, we randomly collect semi-positive (IoU > 0.4)
samples with the same ratio as positive samples. For the
7Fig. 8. A typical configuration of network architectures used in anchor cascade. The text in convolutional layers refers to the number of channels, size of
kernel, stride, and padding size, respectively. We use four anchors nA = 4 in our current implementation, i.e., n = 4.
proposal stage, we use 0.8M positive samples. For the two
refinement stages, we use 1M and 1.1M positive samples,
respectively. More specifically, in the first refinement stage,
we use 3.0M negative samples (1.0M from the proposal stage;
2.0M hard negative samples). In the second refinement stage,
we use 3.3M negative samples (1.1M from the first refinement
stage; 2.2M hard negative samples).
The proposed anchor cascade is implemented using a cus-
tomized Caffe [62]. We use λ = 1.0 for the second refinement
stage and λ = 0.5 for other stages. All models are trained
using stochastic gradient descent (SGD) with momentum 0.9
and weight decay 2e-5. For the proposal stage, we start with a
learning rate 0.1 for 4 epochs and then divide by 5 for every 2
epochs, with 12 epochs in total. For both refinement stages, we
use a learning rate of 0.01 for 5 epochs and 0.001 for 3 epochs.
We use the batch size 480, 360 and 240 for APN24, RNet48,
and RNet96, respectively. Specifically, we use a dropout of
0.5 for the second refinement stage, i.e., RNet96.
V. EXPERIMENT
In this section, we first briefly introduce two widely used
benchmarks in face detection, FDDB [28] and WIDER FACE
[10]. We then conduct a number of experiments to demonstrate
the effectiveness of the proposed anchor cascade framework.
A. Datasets and Benchmarks
FDDB contains 2,845 images with 5,171 faces. For FDDB
evaluations, we follow the “unrestricted training” setting, i.e.,
we use all ten folds of the dataset as validation data without
performing 10-fold cross-validation.
WIDER FACE contains 32,203 images with 393,793 faces,
of which 40% are used for training, 10% for validation, and
50% for testing. According to the detection rate, the validation
data are divided into three classes: “easy”, “medium”, and
“hard”. We train all our models using the training set and test
on the validation set.
Fig. 9. The recall rate of APN24 on WIDER FACE. Specifically, we use
min-face Smin = 10 and nC = 3 in this experiment.
B. Effectiveness for Proposal Generation
Proposal generation is very important for efficient face
detection, especially for cascade face detectors. On the one
hand, refinement stages are based on generated proposals and
they will never recall any faces outside generated proposals;
On the other hand, refinement stages usually contain larger
networks for hard examples and thus are not efficient for
thousands of proposals. As a result, it is crucial for efficient
face detection to generate high quality proposals.
In this experiment, we train several APNs using input size
12x12 and 24x24 pixels, i.e., APN12 and APN24, respectively.
To demonstrate effectiveness of APNs for proposal generation,
we compare the recall rate of APNs under different num-
ber of proposals. More specifically, in Table I, we evaluate
the recall rate on FDDB using 50 and 100 proposals per
8Fig. 10. Qualitative results on FDDB and best view in color.
TABLE I
THE RECALL RATE OF APN24 ON FDDB. WE USE MIN-FACE Smin = 16, 20, 24, AS FDDB DATASET CONTAINS FACE AROUND 20X20 PIXELS.
SPECIFICALLY, APN24(S) SHARES THE SAME STRUCTURE WITH APN24, EXCEPT THE NUMBER OF CHANNELS IN EACH CONVOLUTIONAL LAYER, I.E.,
8, 16, 24, 32, 64, 128, RESPECTIVELY.
Network nC Smin R@50 R@100 Model Speed Network nC Smin R@50 R@100 Model Speed
PNet [2] 1 16 0.9604 0.9712 28KB 25.17 FPS APN24 3 16 0.9920 0.9948 360KB 15.73 FPS
PNet [2] 1 20 0.9557 0.9700 28KB 33.75 FPS APN24 3 20 0.9898 0.9919 360KB 23.16 FPS
PNet [2] 1 24 0.9540 0.9673 28KB 43.15 FPS APN24 3 24 0.9851 0.9876 360KB 30.13 FPS
APN24 1 16 0.9872 0.9910 360KB 22.91 FPS APN12 2 16 0.9598 0.9685 69KB 43.31 FPS
APN24 1 20 0.9860 0.9882 360KB 32.63 FPS APN12 2 20 0.9484 0.9553 69KB 55.78 FPS
APN24 1 24 0.9825 0.9856 360KB 43.39 FPS APN12 2 24 0.9354 0.9408 69KB 72.11 FPS
APN24 2 16 0.9907 0.9946 360KB 20.82 FPS APN24(S) 2 16 0.9760 0.9885 164KB 38.33 FPS
APN24 2 20 0.9888 0.9921 360KB 29.68 FPS APN24(S) 2 20 0.9604 0.9743 164KB 51.41 FPS
APN24 2 24 0.9859 0.9901 360KB 38.02 FPS APN24(S) 2 24 0.9564 0.9624 164KB 65.81 FPS
image (in average). We find that (1) APN24 achieves very
high recall rate comparing with PNet used in MTCNN, e.g.,
0.9825 vs 0.9540; (2) APN24 runs in comparable speed with
PNet, even though it is 12 times larger than PNet. Furthermore,
with an average of 250 proposals per image, APN24 recalls
almost all faces in FDDB, i.e., more than 99.9% faces. To
further demonstrate the efficiency of APNs, we train two small
models, i.e., APN12 and APN24(S). We find that both APN12
and APN24(S) run very fast, and APN24(S) outperforms PNet
with a clear margin. A possible reason for the weakness
of APN12 is that the smallest anchor in APN12, i.e., 6x6
pixels, is too small to carry useful information for challenge
faces. In Figure 9, we demonstrate the recall rate on WIDER
FACE, which contains a large number of tiny faces. We see
that APN24 recalls more than 93% faces with less than 1k
proposals per image on “hard” set of WIDER FACE. By
comparison, the default face detector used in WIDER FACE,
i.e., Faceness-Net [63], achieves a recall rate 93.1% with 10k
proposals.
9Fig. 11. Qualitative results on WIDER FACE. Please zoom in to see tiny detections.
C. Two-stage Anchor Cascade
APNs achieve very high recall rate, while there are still
a large number of false positives in generated proposals.
To further remove hard false positives, we use a refinement
network RNet48 and demonstrate its effectiveness for efficient
face detection by comparing with (1) a popular CNN-based
cascade face detector MTCNN [2]; and (2) a typical anchor-
based face detector HR [22]. In Table II, we see that (1) the
two-stage anchor cascade face detector is comparable with
MTCNN in both model size and running speed, while it greatly
outperforms MTCNN in detection accuracy; (2) it achieves
comparable performance with HR on FDDB using less than
1/25 parameters and 1/10 inference time. As a result, with
TABLE II
THE PERFORMANCE OF THE TWO-STAGE ANCHOR CASCADE ON FDDB.
SPECIFICALLY, WE USE MIN-FACE Smin = 18 FOR BOTH APN24(S) AND
APN24.
Method nC FP=1k Model Speed
MTCNN [2] - 0.9435 2.10MB 25.09 FPS
HR-ResNet101 [22] - 0.9698 103.7MB 2.12 FPS
APN24(S)+RNet48 1 0.9416 3.56MB 40.79 FPS
APN24+RNet48 1 0.9704 3.76MB 24.74 FPS
anchor cascade, we further bridge the gap between CNN-based
cascade face detectors and anchor-based face detectors.
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Fig. 12. The performance of three-stage anchor cascade on WIDER FACE.
TABLE III
THE PERFORMANCE OF ANCHOR CASCADE ON WIDER FACE. WE USE
MIN-FACE Smin = 8.
Method nC Easy Medium Hard
MTCNN [2] - 0.848 0.825 0.598
HR-ResNet101 [22] - 0.925 0.910 0.806
APN24+RNet48 3 0.883 0.879 0.761
APN24+RNet48+RNet96 3 0.906 0.895 0.801
D. Three-stage Anchor Cascade
Although the two-stage anchor cascade face detector
achieves a good trade-off between detection accuracy and
inference speed, we find that most of false positives come
from detecting tiny faces. To further boost the performance,
we use one more refinement stage RNet96 as the three-stage
anchor cascade face detector and demonstrate its performance
in Table III. We show that the three-stage anchor cascade face
detector achieves comparable detection accuracy with HR [22]
on hard set of WIDER FACE. In Fig. 13, we also find that
it achieves a detection rate 98.37% at 1k false positives on
FDDB, which outperforms both SSH [23] (98.1%) and SFD1
[24] (98.26%). However, for detecting tiny faces, there is still
a clear margin between anchor cascade face detectors and the
state-of-art anchor-based detectors such as SSH [23] and SFD
[24], as shown in Fig. 12. A possible reason is that the anchor
cascade face detectors use limited contextual information for
efficient face detection, while it is more effective for tiny faces
to explore more contextual information, such as body part [25],
[26].
VI. CONCLUSION
In this paper, we propose an anchor cascade framework for
efficient face detection by exploring the multi-scale anchors
in CNN-based cascade face detectors. To further improve the
recall rate, we devise a context pyramid maxout mechanism in
harmony with the anchor cascade framework. By using anchor
cascade face detector, we further bridge the gap between
1They add 238 unlabelled faces as ground truth.
Fig. 13. The performance of three-stage anchor cascade on FDDB.
anchor-based face detectors and CNN-based cascade face
detectors. Specifically, our anchor cascade face detector is
comparable with typical CNN-based cascade face detectors,
e.g., MTCNN, in both model size and running speed, while
the detection accuracy has been greatly improved, e.g., from
0.9435 to 0.9704 at 1k false positives on FDDB. Experimental
results on FDDB and WIDER FACE demonstrate the effective-
ness of the proposed anchor cascade framework for efficient
face detection.
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