Abstract-This paper describes a methodology for automatically synthesizing task solutions for heterogeneous multi-robot teams. In contrast to prior approaches that require a manual predefinition of how the robot team will accomplish its task (while perhaps automating who performs which task), our approach automates both the how and the who to generate task solution approaches that were not explicitly defined by the designer a priori. The advantages of this new approach are that it: (1) enables the robot team to synthesize new task solutions that use fundamentally different combinations of robot behaviors for different team compositions, and (2) provides a general mechanism for sharing sensory information across networked robots, so that more capable robots can assist less capable robots in accomplishing their objectives. Our approach, which we call ASyMTRe (Automated Synthesis of Multi-robot Task solutions through software Reconfiguration, pronounced "Asymmetry"), is based on mapping environmental, perceptual, and motor control schemas to the required flow of information through the multirobot system, automatically reconfiguring the connections of schemas within and across robots to synthesize valid and efficient multi-robot behaviors for accomplishing the team objectives. We validate this approach by presenting the results of applying our methodology to two different teaming scenarios: altruistic cooperation involving multi-robot transportation, and coalescent cooperation involving multi-robot box pushing.
I. INTRODUCTION
When dealing with heterogeneous multi-robot teams, two issues are particularly challenging: (1) determining how to share sensor and perceptual resources across heterogeneous team members, and (2) determining the appropriate teaming behaviors to accomplish a task when the definition of how to solve a task is dependent on the available collection of robots and their sensory, perceptual, and motor resources. In typical approaches to multi-robot teaming, the task tree describing the decomposition of the team task into subtasks is defined by the human designer in advance of the robot team performance. The robots then choose from one of the alternative task decomposition trees, followed by the use of an automated approach for task allocation to determine the dynamic mapping of subtasks to robots. In these typical approaches, the predefined task decomposition tree defines the available multirobot task solutions in advance of the mission (i.e., the how). This paper describes a new methodology for automating the synthesis of multi-robot task solutions in a general way that addresses both of the above challenges.
Our approach, which we call ASyMTRe (Automated Synthesis of Multi-robot Task solutions through software Reconfiguration, pronounced "Asymmetry"), automates the task solution generation process by providing the ability for heterogeneous robots to collaborate to find new solutions to tasks through various combinations of sensing, effectors, and behaviors that may be distributed across multiple robots. ASyMTRe enables a close, dynamic cooperation amongst heterogeneous team members to accomplish tasks that might be impossible for a single type of robot to achieve, even if it were duplicated multiple times.
Our ASyMTRe automated task synthesis approach is inspired by the concept of information invariants [5] , which showed the equivalences between different combinations of sensing, communication, and action based upon information content. ASyMTRe allows the robots to reason about how to solve an application based upon the fundamental information needed to accomplish the task. The information needed to activate a certain behavior remains the same regardless of the way that the robot may obtain or generate it. Robots can collaborate to define different task strategies in terms of the required flow of information in the system.
The basic building blocks of our approach are collections of environmental sensors, perceptual schemas [9] , motor schemas [1] , and a simple new component we introduce, called communication schemas. These schemas are assumed to be preprogrammed into the robots at design time, and represent fundamental individual capabilities of the robots. Perceptual schemas process input from environmental sensors to provide information to motor schemas, which then generate an output control vector corresponding to the way the robot should move in response to the perceived stimuli. Communication schemas transfer information between various schemas. ASyMTRe automatically determines the proper connections between the sensors and the schemas -across multiple robots -to ensure that the team-level goals are achieved.
The rest of this paper is organized as follows. Section II introduces the formal definition of the problem with motivating examples. Section III explains our approach. We present the details of the experiments that are used to validate our approach in Section IV. Our results are shown and discussed in Section V. We end the paper with a review of related work and a discussion of future work and conclusions.
II. THE PROBLEM
The problem we address in this paper is the automation of task solution synthesis that enables a collection of heteroge- neous robots to reorganize into subteams as needed depending upon the requirements of the application tasks and the sensory, perceptual, and effector resources available to the robots. We assume that there is a sufficient mixture of robot capabilities available to solve the problem, although those capabilities may be distributed across multiple robots. An additional assumption is that with a large team of heterogeneous robots, different combinations of robots will be able to solve certain tasks in different ways. We also assume that the robots are team members that share high-level goals and the intent is to cooperate with each other to ensure that the high-level goals are achieved.
A. Motivating Example
To motivate the problem, consider a simple multi-robot transportation application, in which robot team members are given the task of transporting themselves from a set of starting locations to a set of goal positions (one for each robot). This task requires that each robot be able to localize itself relative to its goal position, and to move in a way that reduces this distance to zero. If every robot has these capabilities, a straightforward approach would be to have each robot navigate to its goal independently, e.g., using laser range scannerbased localization. However, if some robots do not have the sensing capabilities to localize themselves relative to their goals, an alternative solution would be for the more capable robots to guide the less capable robots toward their goals by providing them with relative positioning information, perhaps through camera observations. The less capable robot can use this information obtained through another robot's sensors to allow it to accomplish its task. In fact, this particular solution strategy has been demonstrated in our previous work of mobile sensor net deployment [13] , in which a capable robot helped other simpler robots deploy to required positions using visual sensing.
In other team compositions, alternative strategies for achieving the transportation application could be imagined, in which different combinations of sensors could be used to generate the information needed to solve the task. It is important to note, however, that the resulting robot behaviors for accomplishing the task could be dramatically different depending upon the combination of sensors that is selected for solving the task (see [12] for a further discussion of this issue). In one case of the transportation problem, a robot would be directly invoking a go-to-goal behavior, whereas in another case, a robot must maintain another robot within its field of view so as to transmit relative position information to that robot, followed perhaps by an invocation of its own go-to-goal behavior once the less capable robot has reached its own goal. Therefore, it is important that the solution approach also synthesize the correct combination of motor behaviors to achieve the goal in light of the sensory distribution that is present and the configuration of schema connections that are generated. In summary, the problem we address is, given a robot team, automatically synthesize an effective task solution by reconfiguring the schema connections across robots to ensure that all robots have access to all information needed to accomplish their objectives.
B. Formalism of the Problem
We formalize the automated task synthesis problem as follows. Given:
• A collection of n robots, denoted ⊂ F , for k going from 1 to the number of inputs to the motor schema. These inputs always come from the outputs of perceptual schemas or communication schemas.
We assume each motor schema has only one output with a set of features (e.g., velocity). The output always goes to the robot effector control process.
where S i and S j are types of schemas. This notation means that the output of S i can be connected to one of the inputs of S j , if and only if they have the same information type.
where i represents the ith robot in the team, and j represents the jth sensori-computational system that the robot needs to use. The utility µ(i) measures the fitness of the solution on robot R i . We also have:
where SCS k is a module that computes a function of its inputs and its current pose or position [5] . SCS k is composed of a specific sensor ES k and its computational unit.
where 0 ≤ P k ≤ 1, and P k = probability(SCS k ).
, the sensing cost of a sensor ES k . -Weight w, which combines probability and cost.
• A task is described as a set of Motor Schemas T = {MS 1 , MS 2 , ...} along with some application-specific, user defined parameters, such as the goal position and the pushing direction 1 .
• A solution is to organize a team into subteams, such that each subteam can contribute to the goal. There exists a solution if and only if for all MS i ∈ T , the inputs of MS i are satisfied, along with all the inputs of the schemas that feed into MS i . More formally, the connections for subteam t must satisfy the following constraints:
The inputs of S j are satisfied. This process continues until there is a series of connections that connect I
The inputs of S p are satisfied by some ES(s).
-Where S j , S m or S q ∈ P S CS, S p ∈ P S, and ES n ∈ ES. -The utility j µ(j)) for every R j in subteam t is maximized. The problem is to organize the robots into subteams such that robots within each subteam cooperate with each other to contribute to the accomplishment of the team-level task T with a maximum utility.
III. THE ASYMTRE APPROACH

A. Information Representation
We represent three types of information in the ASyMTRe system -the information of robot team capabilities, the flow of information required into and out of schemas, and the sensing costs and success probabilities of all sensori-computational systems. Robot team capabilities describe each robot and its sensor resources in the format (robotID, ES 1 , ES 2 , ...). The sensing costs and success probabilities are provided to estimate the fitness of a solution among other possible solutions. Most importantly is the flow of information, which is a set of information types F that constitutes the input and output of the available schemas. This information flow allows us to distribute the perceptual input or the calculation of effector output across multiple robots. With the introduction of communication schema, information can flow within and across robot team members, which increases the number of possible solutions to the problem.
B. Reasoning Process
Our reasoning process enables robot team members to autonomously connect the inputs and outputs of their available schemas to result in dynamic task solution strategies that are a function of the current team's capabilities. Given the information representation of robot team capabilities and the flow of information, the collaborative reasoning among robots must generate such a mapping that leads to all required connections being made for each robot to accomplish its task.
None of the schemas are connected initially and connections can be made within or across robots depending on the required information flow. A connection within a robot can be built between two schemas if and only if the input information type of one schema is exactly the output information type of another schema, and these two schemas can be implemented on one robot. Figure 1 shows some possible connections between two robots. According to the connection rules, the general task solutions are converted to combinations of various schemas, providing different ways to accomplish the task so that each robot can determine its possible solution.
C. The Configuration Algorithm
The core of the ASyMTRe configuration algorithm shown in Table I is a greedy search algorithm which first handles robots with fewer sensor resources (less capable robots). Each robot is assigned a priority at the beginning of a task according to its sensing capability. Less capable robots have higher priorities to configure their solutions, since these robots will likely have fewer solutions for success. When a robot does not have the required sensor to fulfill a task, the algorithm will find a robot with the least sensing capability and maximal utility to provide the needed information. Therefore, robots with more sensor resources are saved for future configuration, since they likely can be helpful in many different ways.
At present, this approach clearly utilizes a centralized reasoning system. We began with a centralized reasoner to illustrate the capabilities of the software reconfiguration approach that is based on varying the connections of environmental, perceptual, and motor schemas within and across multiple robots. • All the robots in the team can accomplish the task.
• Or, after k number of trials. 5) If a solution exists, report the solution; otherwise, report "Failure".
* A complete version of the ASyMTRe algorithm can be found in [16] .
The level of redundancy and the maintenance of a centralized database would be the main concern of the centralized system. Thus, our ongoing work focuses on distributing the reasoning capability across multiple robots. An important feature of the algorithm is its relatively low complexity bound. The computational complexity of the algorithm is O(kmn 2 ), where n is the number of robots, m is the number of potential solutions to accomplish the task, and k is the number of iterations. Since k and m are relatively small, the complexity is primarily determined by n. In our experiments, we have varied the value of n from 2 to 100, and the running time is always less than one second on desktop computers. With this performance, we can duplicate the reasoning system on every robot to increase the robustness, and can also easily replan the solution when required. A more formal analysis of this approach is given in [16] , showing the soundness, completeness, and optimality of ASyMTRe.
IV. EXPERIMENTS
We have claimed that the ASyMTRe approach can enable the robot team to find a task solution automatically based on the flow of information in the system. To validate this approach, we designed two experiments: multi-robot transportation and box pushing. These two experiments present the characteristics of the robot cooperation task to which the reasoning system is applicable: altruistic cooperation and coalescent cooperation. In altruistic cooperation, robots cooperate only when a less capable robot needs help from a more capable robot (helper) to accomplish the task. The helping behavior does no good to the helper, but it is beneficial to the entire team. In coalescent cooperation, robots cooperate when the task requires them to work together to achieve the goal. It is beneficial to the robot itself and to the entire robot team. In the following sections, we describe the two experiments in detail, as well as the results of these studies.
A. Multi-Robot Transportation
1) Task description:
In this application, a team of robots must navigate from their starting positions to a set of goal positions (one per robot) defined in a global coordinate reference frame. Assume that all the robots are programmed with the motor schema go-to-goal, which moves the robot from its current position to a goal position, defined in a global coordinate reference frame. To successfully use this motor schema, a robot must be able to perceive its own current position relative to its goal. If every robot team member can localize itself, obviously the solution is to have every robot navigate independently. However, on some teams, there might be robots that do not have the sensing and behavior capabilities to localize (e.g., see [13] ); they need help from more capable robots to provide the information needed to fulfill the task. In this application, robots exhibit altruistic cooperation for the benefit of the entire team. In the following paragraphs, we detail the application by introducing the environmental sensors and various schema used in this application.
The environmental sensors are: laser scanner with an environmental map (laser), omnidirectional camera (camera), DGPS, and communication sensor (comm). The functionalities of the perceptual schemas, communication schemas and motor schemas are defined in Table II . We assume:
• A robot with a laser and an environmental map can estimate its current global position in the environment.
• A robot with a DGPS can estimate its current global position in the environment.
• A robot with a camera or laser can estimate the relative position of another robot in the environment, as long as the other robot is within its sensing range.
• A robot has the computational ability to convert a relative position to a global position. From the description of the task, we define a set of information F = {Self Global Position, Other Global Position}. Table II shows the input and output information for each schema used in this application. According to the flow of information, the configuration algorithm generates all the possible connections that can connect the available schemas and lead the robot to achieve its goal. Assuming that all the robots have communication capabilities, two specific connections are shown in Figures 2 and 3 . Initially, there are no connections between schemas. After the solution is generated, proper sensors are activated, and the schemas are connected, based on the connection rules in Section II. As an example, in Figure 2 , the output of PS 1 is connected to the input of MS 1 because we have O P S1 = I MS1 1 = Self Global Position. Calculates self global position Laser or DGPS Self Global Position P S 2 Calculates self goal position Hardcoded Goal Position P S 3 Calculates global position of another robot Laser or camera and Other Global Position Self Global Position Calculates self global position according to the detected relative position Camera and Self Global Position P S 4 of another robot and the global position of the same robot Other Global Position CS 1 Communicates self global position to another robot Self Global Position Other Global Position CS 2 Communicates global position of another robot to that robot Other Global Position Self Global Position CS 3 Receives global position of another robot Other Global Position Other Global Position CS 4 Receives global position of itself from another robot Self Global Position Self Global Position MS 1 Go-to-goal schema that calculates motor command that leads the robot Self Global Position Motor commands towards the goal.
and Goal Position Fig. 2 . One solution for connecting the schemas to accomplish the "navigate" goal. This solution involves R 1 using its laser to globally localize itself and to calculate a relative position of R 2 . With this information, R 1 can calculate the global position of R 2 and communicate this information to R 2 , for its use in moving to its goal position. Fig. 3 . A second solution for connecting the schemas to accomplish the "navigate" goal. This solution involves R 1 using its DGPS to globally localize itself, and then communicating this information to R 2 . R 2 uses camera to calculate the relative position of R 1 , and then combines this with R 1 's communicated global position to determine its global position.
2) The reasoning process: After searching through all possible connections of schemas, the system generates several methods to accomplish the navigation task: 1) A robot R i can navigate using laser or DGPS.
2) A robot R j can navigate if there is another robot R i that can navigate and estimate the global position of R j using laser or camera. 3) A robot R j can navigate if there is another robot R i that can navigate, and R j can use camera to estimate R i 's relative position and calculate its own global position. With multiple solutions available, a robot needs to determine which solution it should use. This is decided by each robot's current sensing capability and the estimated utility of the Table III lists the values of sensing costs and success probabilities in our application. Here, we have provided fuzzy estimates; in most application, these costs and probabilities will be specific numeric values. The sensing cost is determined by the sensory and computational requirements of the solution. Perceptual processes with a significant amount of sensor processing, such as laser scan matching or image processing, are given higher sensing costs. Perceptual processes with a relatively low processing requirement, such as DGPS, are assigned lower sensing costs. Success probability is an estimated value based upon experiences. Perceptual processes that are easily influenced by environmental factors, such as image processing under different lighting conditions, are given lower success probabilities. Otherwise, they are given higher success probabilities.
B. Box Pushing 1) Task description:
Box pushing was studied by Donald, et al. [5] in the development of information invariants for analyzing the complexity of alternative cooperation algorithms. To illustrate the connection of our approach to the theory of information invariants, we have defined our box pushing experimentation in a similar manner to [5] . In our box pushing example, a team of robots is brought together to push boxes. The goal is to organize the team into subteams, such that each subteam is able to push a box with exactly two robots, which we call pusher robots. Assume that all the robots 
Schema
Description Input Output P S 1 Computes the force when pushing a box Bumper force P S 2 Computes the relative displacement when pushing a box Odometry displacement P S 3 Computes the angle between the line of pushing and the actual moving direction Gripper angle P S 4 Computes the vector of the box relative to the pusher robot Laser or Camera box relative vector CS 1 Communicates information from one robot to another
The Push schema which computes the motor commands needed for the robot force, displacement, Motor commands to push a box along a line angle, or box relative vector MS 2 Move along with the box, so that the helper robot can keep track of the box box relative vector Motor commands and the pusher robots. Fig. 4 . One solution for connecting the schemas to accomplish the "Push" goal. This solution involves R 1 using its laser to perceive the relative vector of the box, and then communicating this information to the pusher robots. The pusher robots R 2 and R 3 can then take actions.
are programmed with the motor schema Push, which pushes the box along a straight line. To use this motor schema, a robot must be able to perceive the box's vector relative to itself. Here, the relative vector includes the applied force, relative displacements, the angle between the actual pushing direction and the line of pushing. For example, the two pusher robots can record the relative displacements while they are pushing the box, and by comparing these two values, they can decide which robot should push harder. Suppose that the environmental sensors are: bumper, odometry, gripper, comm, laser, and camera. Three methods were presented in [5] to push a box with two robots. In addition, we generate another method here where the pusher robots do not have the capabilities to perceive the relative vector of the box, while a helper robot helps them get this information. The box pushing application exhibits both coalescent and altruistic cooperation. The cooperative box pushing methods from [5] are as follows: 1) Using bumper, two robots can compute their applied forces and communicate this information to each other, allowing them to decide which robot should push harder. 2) Using odometry, two robots can compute the relative displacements along the line of pushing; they exchange the location information and take actions to reduce the difference between the relative displacements. 3) Using special grippers, two robots can compute the angles between the line of pushing and its actual moving direction; they take actions to reduce its angle on the next step -no explicit communication is needed in this case. 4) Using a laser or camera, a helper robot can help the pusher robots calculate the relative vector of the box, enabling the pusher robots to take appropriate actions. The information set in the box pushing application is F ={force, displacement, angle, box relative vector}. Various schemas and their input and output information are defined in Table IV . The reasoning process is similar to the multi-robot transportation application, which generates software schema connections based on the connection rules. Figure 4 shows one of the connections that enables the robots to push a box. The result is the decomposition of the team such that each subteam can accomplish the task. To calculate the utility, we assume that the sensing costs and success probabilities for {gripper, bumper, odometry} are the same. The only difference is laser and camera, in which the values are the same as the multi-robot transportation application.
V. RESULTS AND DISCUSSION
With the above setup of the two applications, we now present the results of the ASyMTRe approach to autonomous software reconfiguration. To validate the reasoning system, robots with different sensing capabilities are brought together to form a team. The experiments focus on two aspects of the team: the number of robots n and the heterogeneity of robots. In our experiments, n varied from 2 to 100. The total reasoning time is always less than one second. To measure the diversity of the robot team, we calculate H, the simple social entropy metric of the team [2] . The value of H measures the diversity of the robot team and depends on the number of homogeneous subteams it contains and the proportion of robots in each subteam. This measure is proportional to the diversity of the team. For the sensing capability of the robots, we assume every robot has the ability to communicate.
A. Multi-Robot Transportation
In this application, we can choose from {gps, laser, camera} to build a robot, which provides up to 2 3 choices of different robot capabilities. The different types of robots are shown in Table V . Among them, a robot of type 1 or 4 cannot localize by itself since it has neither laser nor DGPS. We present three cases with different team capabilities.
Case 1, n = 2, H = 1.0. We first describe a simple case, where the robot team is composed of only two robots from type 3 and 4 respectively. The solution generated is obvious: the robot with laser can navigate by itself, while it helps the robot with camera navigate by method 2 or 3 (see Section IV-A.2), depending on the weight factor. This particular example has been successfully implemented on two Pioneer robots by Chandra in [4] . Her control algorithm reads in the output from the configuration algorithm and activates the proper sensors and schemas to accomplish the navigation task, according to the described ASyMTRe approach. Part of the navigation process is shown in Figure 5 . Case 2, n = 6, H = 1.58. In this case, the robot team is composed of six robots, with two each of types 1, 2, and 4. If the maximum number of robots allowed in a subteam is 3 and the maximum number of robots that any robot can help is 1, the solution is shown in Figure 6 . The team is divided into two subteams, each of which has three robots from each type. The team is moving forward along the direction of the arrow. There are physical constraints, such as the camera's field of view. At the beginning, we need to manually place the robots into proper positions so that the constraints are satisfied. (In future work, we plan to build in automated mechanisms to handle maintaining appropriate fields of view.) For instance, R 3 and R 1 must be in the field of view of R 5 . In subteam 1, R 3 with a DGPS localizes by itself using method 1, and it helps R 5 with a camera localize using method 3. After R 5 has been helped, it helps R 1 localize using method 2. A similar situation occurs with subteam 2.
Case 3, n = 99, H = 1.58. To test the adaptability of the reasoning system, we applied it to a robot team of size 99. To make the setup easier, we still use the three types of robots from type 1, 2, 4, respectively, but we duplicate them 33 times. For the parameters, we have the same setup as in case 2, where the size of the subteam is 3. The reasoning system generates the result in less than one second. It divides the team into 33 subteams, and each with three different types. The result is the Fig. 6 .
Results of ASyMTRe applied to Case 2, in which the team is composed of six robots from three different types. The simple social entropy is 1.58, the maximum value is 2.58. According to the automated software reconfiguration process, the team is divided into two subteams to accomplish the transportation task. same as is shown in Figure 6 , except that it has 33 subteams.
B. Box Pushing
In this application, if every box needs exactly two pusher robots, the maximum subteam size is 3 (there might be one helper). The environmental sensors are {laser, camera, gripper, bumper, odometry}. We have 2 5 choices of different robot capabilities.
To demonstrate how the box pushing task can be achieved, we designed the following robot team. As shown in Table VI , the team is composed of 7 robots from 6 different types, the simple social entropy is 2.52. Figure 7 presents the results, in which the team is divided into three subteams. In subteam 1, robot R 1 and R 4 push the box together. Since R 1 cannot perceive the box's relative vector by itself, they are helped by R 5 using either laser or camera. In subteam 2, robot R 3 and R 6 push the box together using method 2, since they both have odometry. In subteam 3, robot R 2 and R 7 push the box together using method 1, since they both have bumper. The team has been divided into several subteams and each subteam can fulfill the box pushing task. We notice that in subteam 1, R 5 can use either laser or camera to help the pusher robots. The correct choice depends on its utility of using a certain sensor. In this example, if we focus on sensing cost, camera is a better choice. Otherwise, if we focus on the success probability, laser is a better choice.
VI. RELATED WORK
Research specific to heterogeneous robots often focuses on the issue of task allocation, which is the problem of determining a suitable mapping between robots and tasks. Several approaches have been developed in the last decade. Since it has been shown that developing the optimal mapping of tasks to robots is NP-hard [11] , existing mechanisms Fig. 7 . Results of applying ASyMTRe to an instance of the box pushing task, in which the team is composed of seven robots from six different types. The simple social entropy is 2.52, and the maximum value is 2.81. The team is autonomously divided into three subteams, and each heterogeneous subteam can successfully push a box. for multi-robot task allocation use some type of heuristic greedy strategy to achieve the mapping. There are behaviorbased approaches (e.g., [10] , [17] ), auction-based approaches (e.g., [3] , [8] ), and First-price auctions (e.g., [18] ). In all of these approaches, each robot is given the utility measure for it to perform a particular task. The various task allocation approaches then provide distributed decision-making processes that use these utility measures to derive an allocation of tasks to robots. Another approach is for the human designer to subdivide the application into roles that define action strategies for achieving part of the application. Robot team members then determine autonomously which robots should perform which roles. Collaborative architectures provide general mechanisms to coordinate the robots depending upon the requirements of the roles they are fulfilling and the types of collaboration that are necessary (e.g., [15] ). In other related work, research in multi-agent coalition formation [14] is related to the approach of ASyMTRe, in that the objective is to generate coalitions of agents needed to accomplish joint intentions. However, these approaches do not address the autonomous synthesis of cooperative behaviors at the low level of environmental, perceptual, and motor schemas. The automatic generation of these cooperative task solutions is needed since required low-level cooperative control approaches are dependent upon the combination and distribution of sensors across the robot team members. Our representation of the robot capabilities is essentially the same as in STRIPS planning [6] , although we abstract the problem in a very different manner. In common STRIPS planning, the robot capabilities are usually represented by predicates such as Has(laser) and Action(Goto), which requires solution strategies to be previously incorporated into the STRIPS rules. We represent the capabilities at the level of schema, which allows the planner to be independent of precompiled solution strategies, enabling ASyMTRe to generate how to solve tasks in a much more general manner.
VII. CONCLUSIONS AND FUTURE WORK
This paper has presented ASyMTRe -a mechanism for the automatic generation of task solution for heterogeneous robot teams. Built upon schema and information invariants theories, our approach enables the robot team to dynamically connect schemas within and across robots to accomplish a task. We have successfully demonstrated the solution capability of the robot team in many scenarios. Two specific applications were presented to validate our algorithms.
A more formalized ASyMTRe approach and its performance analysis can be found at [16] . Our ongoing work is to implement ASyMTRe as a distributed reasoning system and compare it with the current centralized reasoning system. Additionally, we plan to consider motion constraints in the reasoning process to facilitate physical implementation.
