We develop the theory of Berezin-Toeplitz operator on any compact symplectic prequantizable manifold from scratch. Our main inspiration is the Boutet de Monvel-Guillemin theory, that we simplify in several ways to obtain a concise exposition. A comparison with the spin-c Dirac quantization is also included.
Statement of the results
Let (M, ω) be a symplectic compact manifold with dimension 2n. Let j be an almost complex structure compatible with ω, that is ω(jX, jY ) = ω(X, Y ) for any X, Y ∈ T M and ω(X, jX) > 0 if X = 0. Assume that the cohomology class 
Existence of the projector
For any integer k, set A k = L k ⊗ A and introduce the scalar product on C ∞ (M, A k ) given by integrating the pointwise scalar product against the Liouville measure.
Let H k be a finite dimensional subspace of C ∞ (M, A k ). Consider the orthogonal projector of C ∞ (M, A k ) onto H k and its Schwartz kernel Π k ∈ C ∞ (M 2 , A k ⊠ A k ). This kernel may be defined in a elementary way by the formula
where (f i , i = 1, . . . , N k ) is any orthonormal basis of H k .
Theorem 1.1. For any symplectic compact manifold (M, ω) with a compatible almost complex structure j, a prequantum bundle L → M and a Hermitian vector bundle A → M , there exists a family (H k ⊂ C ∞ (M, L k ⊗ A), k ∈ N) of finite dimensional subspaces such that the corresponding family (Π k ) of Schwartz kernels is in O ∞ (k n ) and satisfies for any m ∈ N,
where 2n is the dimension of M and
• E is a section of L ⊠ L satisfying E(x, x) = 1, |E(x, y)| < 1 if x = y, E(y, x) = E(x, y) for any x, y and for any vector field Z ∈ C ∞ (M, T 1,0 M ), (∇ Z ⊠ id)E vanishes to second order along the diagonal of M 2 .
• For any ℓ ∈ Z, σ ℓ is a section of A ⊠ A. If ℓ is negative, σ ℓ vanishes to order −3ℓ along the diagonal.
Furthermore σ 0 (x, x) = id Ax for any x ∈ M .
In this statement, we have made the identification L x ⊗ L x ≃ C and A x ⊗ A x ≃ End A x induced by the Hermitian metrics. The meaning of O(k −N ) and O ∞ (k n ) is explained in Sections 2.1 and 2.2. Let us just say now that the O(k −N ) are uniform on M 2 and that the set O ∞ (k n ) consists of families in O(k n ) whose successive derivatives are controlled in a precise way.
The dimension of H k is given by integrating the function x → tr(Π k (x, x)) against the Liouville measure. This leads to the following estimate:
where the volume of M is by definition the integral of ω n /n!.
Remark 1.2. Assume that j is integrable, so that M is a Kähler manifold. Then L has a unique holomorphic structure such that ∇ 0,1 = ∂. Assume that A has a holomorphic structure. Then we can consider the space H k = H 0 (M, A k ) of holomorphic section of A k . In the case where A is the trivial line bundle, it is deduced in [Cha03a] from the seminal paper [BdMS76] that the sequence (H 0 (M, A k ), k ∈ N) satisfies the conditions of Theorem 1.1. A direct proof of this result has been given in [BBS08] which includes the case of any Hermitian holomorphic bundle A.
Actually, in these results, one has more precise estimates. First, we may choose the section E so that (∇ Z ⊠ id)E and (id ⊠∇ Z )E vanish to infinite order along the diagonal of M 2 . With this choice, we can assume that for any ℓ < 0, the section σ ℓ is null. Furthermore, for any ℓ 0 and for any Z ∈ C ∞ (M, T 1,0 M ), (∇ Z ⊠ id)σ ℓ and (id ⊠∇ Z )σ ℓ vanish to infinite order along the diagonal of M 2 .
The construction of (Π k ) is as follows: consider any sections E and σ 0 satisfying the conditions given in Theorem 1.1 and let P k be the operator with Schwartz kernel k 2π n E k σ 0 . Assume furthermore that σ 0 (y, x) = σ 0 (x, y) so that P k is self-adjoint. One proves that the spectrum P k concentrates onto 0 and 1, more precisely spec(P k ) ⊂ [−Ck −1/2 , Ck −1/2 ] ∪ [1 − Ck −1/2 , 1 + Ck −1/2 ] where C is a positive constant. Then we define Π k for large k by Π k = f (P k ), with f ∈ C(R, R) any function equal to 0 (resp. 1) on a neighborhood of 0 (resp. 1).
Toeplitz operators
Consider a family H = (H k ⊂ C ∞ (M, A k ), k ∈ N) of subspaces satisfying the conditions of Theorem 1.1. A Toeplitz operator is any family (T k : H k → H k , k ∈ N) of operators of the form
where f (·, k), viewed as a multiplication operator, is a sequence in C ∞ (M, End A) admitting an asymptotic expansion f 0 + k −1 f 1 + . . . for the C ∞ topology. Furthermore the norm of R k ∈ End H k is a O(k −N ) for any N . We denote by T (M, L, A, H) the space of Toeplitz operators. According to Berezin terminology, we call σ cont (T ) the contravariant symbol of T . We can also define in this context a covariant symbol, cf. Section 5. The principal symbol σ 0 (T ) ∈ C ∞ (M, End A) is by definition the first coefficient of the contravariant symbol, so σ cont (T ) = σ 0 (T ) + O( ). The properties of the principal symbol are summarized in the following theorem. Denoting by T k (x, x) ∈ A X ⊗ A x the value of the Schwartz kernel of T k at (x, x), we have
Denoting by T k the operator norm of T k corresponding to the scalar product of H k ⊂ C ∞ (M, A k ), we have
where for any y ∈ M , |f (y)| is the operator norm of f (y) ∈ End A y .
The computation of the principal symbol of ik [T, S] in the case where only f is scalar valued is more delicate, because it depends on the class of T modulo O(k −2 ), cf. Section 5.3.
In the Kähler case, cf. Remark 1.2, with A = C, Theorem 1.3 and Theorem 1.4 have been deduced in [BMS94] from the theory of [BdMG81] , cf. also [Cha03a] and [MM12] for different approaches, this last paper treats also the case of any holomorphic vector bundle A. Similar results in the general symplectic case are proved in [Gui95] and [MM08] .
We will also prove that the composition laws of covariant and contravariant symbol is a star-product, cf. Section 5.4.
Comparison with other approaches

Spin-c Dirac operators
First the previous results can be generalized as follows: Let (M, j, L, A) be as above and assume that A is a subbundle of an Hermitian bundle
of finite dimensional subspaces, satisfying exactly the same condition as in Theorem 1.1 with A replacing A, except that σ 0 (x, x) = π A (x) where π A (x) ∈ End A x is the orthogonal projector onto A x ⊂ A x . We can define the corresponding Toeplitz operators, as we did in (2), with multiplicators in C ∞ (M, End A). Then Theorems 1.3 and 1.4 hold with these data.
This generalization allows us to compare our constructions with the spin-c Dirac quantization. In that case, we start with (M, L, j, A) and set A = A ⊗ S where S = ∧((T * M ) 1,0 ) is the Spinor bundle. Writing S = C ⊕ ∧ >0 ((T * M ) 1,0 ), we can view A as a subbundle of A. Choosing any Hermitian connection on the canonical bundle on M , we obtain a spin-c Dirac operator
. Then we will deduce from the results of Dai, Liu and Ma [DLM06] that the Schwartz kernel of the projector onto H k = Ker D k satisfies the condition of Theorem 1.1 with σ 0 (x, x) = π A (x), cf. Theorem A.1. So the spin-c Dirac quantization may be viewed as a particular case of our theory.
Boutet de Monvel-Guillemin theory
The main difference with the theory in [BdMG81] , is that first we have a direct semi-classical approach and second we do not use Fourier integral operators or Hermite operators. Instead of that, we consider an algebra of operators, denoted by A(M, L, j, A), which consists of families (P k :
of operators whose Schwartz kernels satisfy the conditions of Theorem 1.1, except for σ 0 (x, x) which can be arbitrary. We will see that this algebra has a natural filtration. The main result, Theorem 3.3, is the computation of the product of the symbols corresponding to this filtration. The symbol composition law is rather algebraic and has the particularity of being non commutative. This is the use of this algebra which shorten the theory. The origin of this algebra can be found in the papers [Cha03a] , [Cha06] [Cha03b] devoted to the Kähler case.
Outline of the paper
Sections 2 and 3 are devoted to the algebra A(M, L, j, A). In section 4, we prove Theorem 1.1. In Section 5, we define and prove the basic facts on Toeplitz operators, in particular Theorems 1.3 and 1.4. The paper ends with an appendix on spin-c Dirac quantization.
2 On a class of section families
Asymptotic expansions
Let M be a manifold. Introduce a Hermitian line bundle L → M and a Hermitian vector bundle A → M . We call A the auxiliary bundle. For any integer k, let
We say that Ψ is a O(k −p ) if for any compact set K of M , there exists C such that
Here |Ψ(x, k)| denotes the pointwise norm of Ψ(·, k) at x. We need the following version of Borel lemma.
. Then there exists a family (Ψ(·, k)) in O(1) such that for any m, we have
Proof. The proof is based on the same argument showing the existence of a function with a prescribed Taylor expansion. Since this kind of proof is standard in microlocal analysis, we only give a sketch. We introduce a function χ ∈ C
where the sequence λ m → ∞ has to be fixed. Choose an exhausting sequence (K j ) of compact sets of M . By a diagonal argument, if we choose the λ m sufficiently large, we have for any j and any m j,
With this choice, Ψ(·, k) has the required asymptotic expansion.
Derivatives control
Consider first a sequence (Ψ(·, k), k ∈ N * ) of C ∞ (M ). As above we say that (
Observe that at each derivative we loose one power of k. The reason for this is that we want the definition to be invariant by multiplication by exp(ikh) where h ∈ C ∞ (M, R). Indeed it is easy to check that
With this property, we will extend the definition to families of sections of bundles. Assume now that Ψ is a family of the form (3). We say that Ψ is a O ∞ (k −m ) if for any point p ∈ M , there exists an open neighborhood U of p and local unitary frames σ and (τ i , i = 1, . . . , r) of L and A respectively defined on U , such that the families (
Because of the equivalence (5), this definition does not depend on the choice of the local frames σ and (τ i ).
Let us state the corresponding Borel lemma.
The proof is similar to the one of Proposition 2.1. Another useful result is the following.
Proposition 2.3. Let Ψ be a family of the form (3) such that for any m
where for any ℓ ∈ N,
for any m.
Again the proof is a standard argument, cf. as instance Lemma 3.2 of [Shu87] . In particular, Proposition 2.3 says that for any N , we have
where we use the notations
Gaussian weight
Let S ∈ C ∞ (M ). Assume that ϕ = −2 Re S satisfies (2.3.i) ϕ 0 and Σ = {ϕ = 0} is a submanifold of M , (2.3.ii) the restriction of the Hessian of ϕ to the normal bundle of Σ is non degenerate.
Note that the first condition implies that the differential of ϕ vanishes along Σ and the Hessian of ϕ vanishes in the directions tangent to Σ. So Hess(ϕ) factorizes to a non negative quadratic form of the normal bundle of Σ. The second condition says that this quadratic form is definite, that is for any p ∈ Σ and X ∈ T p M ,
In the sequel we will study the asymptotic behavior of families of the form (e −τ S f , τ 1), with f a smooth function. The asymptotic properties of such a family only depend on the Taylor expansion of the amplitude f along Σ.
For any positive integer N , we say a function f ∈ C ∞ (M ) vanishes to order N along Σ, if for any integer m such that 0 m < N , for any vector fields X 1 , . . . ,
We use the notation
to say that f − g vanishes to order N along Σ. The basic property that we will need is that a function f ∈ C ∞ 0 (M ) vanishes to order N along Σ if and only if there exists C > 0 such that for any x ∈ M , we have |f (x)| C(ϕ(x)) N/2 .
Proposition 2.4. Let S ∈ C ∞ (M ) which satisfies conditions (2.3.i) and (2.3.ii). Let ℓ ∈ N and f ∈ C ∞ 0 (M ) which vanishes to order ℓ along Σ . Then there exists C such that
Let N ∈ N and f 0 , . . . , f N ∈ C ∞ 0 (M ) such that for any p = 0, . . . .N , f p vanishes to order p along Σ. Assume there exists C such that
Then, for any p = 0, . . . , N , f p vanishes to order p + 1 along Σ.
Proof. Let us prove the first part. By assumption,
ℓ is bounded on R. We obtain estimate (7) with C = C ′ sup(e −t 2 t ℓ ). Let us prove the second part. Assume that Equation (8) holds. For any positive integer j, introduce the functions b j
Applying Equation (8) to τ = j/ϕ(x), we obtain that the function b j is bounded. Assume now that j = 1, . . . , N + 1. Then viewing the numbers f p (x)(ϕ(x))
as the solutions of an invertible linear system of Vandermonde type, we deduce that for any p = 0, . . . , N , the function x → f p (x)(ϕ(x)) −(p+1)/2 is bounded. This implies that f p vanishes to order p + 1 along Σ.
Remark 2.5. The second part of Proposition 2.4 always holds if we only assume that equation (8) is satisfied for any τ ∈ N * . The proof is the same except that we define the function b j (x) for x ∈ D where D = {x ∈ M/ ϕ(x) −1 ∈ N}. The fact that the function x → f p (x)(ϕ(x)) −(p+1)/2 is bounded on D is sufficient to conclude that f p vanishes to order p + 1 along Σ. Let A → M be an auxiliary Hermitian bundle. Consider a family
The class
We say that Ψ belongs to F 0 (E, A) if Ψ ∈ O ∞ (1) and there exists a family (
and such that for any N > 0, we have
As a first observation, since |E| < 1 on M \ Σ, the restriction of any
There is no additional control outside of Σ. More precisely, we have the following easily checked lemma. Lemma 2.6. Let U be a neighborhood of Σ. A family Ψ of the form (9) belongs to F 0 (E, A) if and only if it is in O ∞ (1), its restriction to M \ Σ is in O(k −∞ ) and its restriction to U satisfies Equation (11) for any N > 0, with coefficients f ℓ ∈ C ∞ (U, C) satisfying (10).
To understand better the expansion (11), let us estimate the growth of each term.
Lemma 2.7. We have for any ℓ and f ℓ ∈ C ∞ (M, A) satisfying (10)
Proof. First, since |E| 1 on M , we have E k f ℓ = O(1) which proves the result for ℓ non negative. Then, on the open set {|E| < 1}, we have that
For any x such that E(x) = 1, we can write on a neighborhood U of x that E = e S τ where τ is a unitary frame of L and S ∈ C ∞ (U ). The function ϕ = −2 Re S satisfies conditions (2.3.i) and (2.3.ii). So we deduce from Proposition 2.4, Equation (7),
Actually a similar proof shows that
. So we deduce from Proposition 2.3 that the asymptotic expansion (11) also holds for the derivatives of Ψ. More precisely, for any N > 0, we have
As a consequence of Proposition 2.2, we have the following lemma.
Lemma 2.8. For any family (f ℓ , ℓ ∈ Z) of C ∞ (M, A) satisfying (10), there exists Ψ ∈ F 0 (E, A) such that (11) holds for any N .
For any integer m 0, we set
This defines a filtration (F m (E, A), m ∈ N). By Proposition 2.3 we have that
The fact that Ψ belong to F m (E, A) for some m, can be read on the coefficients f ℓ as follows.
Lemma 2.9. A family Ψ ∈ O ∞ (1) satisfying (11) belongs to F m (E, A) if and only if the coefficients f ℓ 's satisfy
In particular Ψ(·, k) = O(k −∞ ) if and only if for any ℓ, the Taylor expansion of f ℓ vanishes along Σ.
An equivalent and sometimes usefull way to state Condition (12) is that for any
Proof. Arguing as in the proof of Lemma 2.7, we check that 
Then by the second assertion of Proposition 2.4 and Remark 2.5, we conclude that f ℓ = O(m − 2ℓ + 1) for any −m ℓ m/2.
It can be helpful to have in mind the following board. 
Here if m is the integer in the column of k ℓ and the row of k p , we have that
where the coefficients f ℓ , ℓ = −4, . . . , 2 vanish respectively to order 12, 9, 6, 4, 2, 0, 0. Compare with the underlined numbers in (14). 
There is another useful way of writing the asymptotic expansion (11) that we will present now. First by Lemma 2.6, there is no real restriction to restrict M to a neighborhood of Σ. So we can assume that M is a neighborhood of the null section of a vector bundle p : B → Σ. Furthermore, we may assume that the bundle A has the form p * A Σ for some vector bundle A Σ → Σ. For any r ∈ N, we denote by P r (B) the vector bundle over Σ whose fiber at x is the space of polynomial map B x → C with degree at most r. Observe that any section σ of P r (B) defines a function from B to C, sending ξ ∈ B x into σ(x)(ξ). We say that σ is even (resp. odd) if for any x ∈ Σ, σ(x) is even (resp. odd) as a polynomial map.
Proposition 2.10. Let Ψ ∈ O ∞ (1). Then Ψ ∈ F 0 (E, A) if and only if for any N ,
where for any r ∈ N, P r is a section of P 3r (B) ⊗ A Σ which has the same parity of r. Furthermore Ψ ∈ F m (E, A) if and only if P 0 = . . . = P m−1 = 0.
Proof. Assume that Ψ ∈ F m (E, A) and write
with f ℓ = O(m − 2ℓ) along Σ for any ℓ. Linearizing along Σ, we have
where
Observe that m − 2ℓ has the same parity of m. Furthermore, −m ℓ m/2 if and only if 0 m − 2ℓ 3m. Now arguing by induction on N , we obtain that any Ψ ∈ F 0 satisfies (15) with the convenient P r . The proof of the converse is similar. For any integer m, introduce the space
Symbols and easy properties
Here the parameter is formal. For any Ψ ∈ F m (E, A) satisfying Equation (11), we set
and we call σ m (Ψ) the symbol of Ψ.
Remark 2.11. Observe that the sum here corresponds to the m-th line in the board (13). For instance, the symbol of Ψ ∈ F 2 (E, A) is the sum of four terms:
, g 0 and g 1 are respectively of degree 6, 4, 2 and 0.
Remark 2.12. With the notation of proposition 2.10, we have
where we have identified the normal bundle of Σ with B.
By Lemma 2.9, we have for any m an exact sequence
Let us consider the following elementary operations:
• Multiplication by a function f ∈ C ∞ (M ) vanishing to order N along Σ: it sends F m (E, A) in F m+N (E, A) and multiplies the symbol by [f ].
• Multiplication by k −ℓ with a non negative ℓ: it sends F m (E, A) in F m+2ℓ (E, A) and multiplies the symbol by ℓ .
• Multiplication by kf with f ∈ C ∞ (M ) vanishing to second order along Σ: it sends
• Multiplication by kf with f ∈ C ∞ (M ) vanishing to third order along Σ: it sends F m (E, A) in F m+1 (E, A), it multiplies the symbol by
As a consequence, we have the following important property.
Lemma 2.13. Let E and E ′ be two sections of L satisfying both the conditions (2.4.i) and (2.4.ii). Assume that {|E| = 1} = {|E ′ | = 1} and
Furthermore the symbol maps σ m :
Proof. By Lemma 2.6, we can restrict M to any neighborhood of Σ. So we can write E ′ = E exp(a) where a ∈ C ∞ (M ) vanishes to third order along Σ. Restricting M again if necessary, we have |a| 
Consequently (E
and that its symbol is the function constant equal to 1. We easily conclude that F m (E, A) = F m (E ′ , A) for any m and that the symbol maps are the same.
The section E
Consider a Hermitian line bundle L → M with a connection ∇ of curvature 1 i ω. Let Σ be a closed submanifold of M such that the restriction of ω to Σ vanishes. So the restriction of ∇ to L → Σ is flat. Assume that the holomomy of L → Σ is trivial. So there exist a non-vanishing flat section t : Σ → L. If Σ is connected, it is unique up to multiplication by a complex number.
Extend t to a section E of L → M and introduce the one form α E defined on a neighborhood of Σ by the equation
Assume that α E vanishes along Σ. Then there exists a section B E of (
along Σ. This sections encodes the second derivatives of E along Σ. It satisfies the following two conditions: for any p ∈ Σ, (2.6.i) for any X ∈ T p Σ and
The following lemma tells us that these are the only conditions B E have to satisfy.
Lemma 2.14. For any section B of (T * M ⊗ T * M ) ⊗ C → Σ satisfying conditions (2.6.i) and (2.6.ii), there exists a section E of L → M such that E| Σ = t, the associated one form α E vanishes at any point of Σ and B E = B. This section is unique up to a section vanishing to order 3 along Σ.
Proof. Consider any section E whose restriction to Σ is t.
If f vanishes along Σ, then the restriction of E to Σ does not change and α E ′ = α E + df . So replacing by E by e if E with f conveniently chosen, we have that α E = 0 along Σ. Assume it is the case. If f vanishes to the second order along Σ, then E and E ′ satisfy both α E = 0, α E ′ = 0 along Σ. Furthermore we have that B E ′ = B E + Hess f . Again, choosing f conveniently, we obtain that B E ′ = B.
Assume now that the curvature ω in symplectic and that Σ is Lagrangian. Consider an almost complex structure j compatible with ω. Denote by T 1,0 M the subbundle ker(id −ij) of T M ⊗ C and by T 0,1 M its conjugate.
Proposition 2.15. For any non vanishing flat section t of L → Σ, there exists a section E of L → M such that E| Σ = t and for any Z ∈ C ∞ (M, T 1,0 M ),
This section is unique up to a section vanishing to order 3 along Σ. The corresponding section B E is given by
where q is the projection of
So the fact that E| Σ = t with t flat and
Since the antisymmetric part of B E is ω, we conclude that necessarily B E (Z, Y ) = ω(Z, Y ). Furthermore B E (X, Y ) = 0 for any X ∈ T p Σ. So necessarily B E satisfies equation (18). Assume now that B E is defined by this formula. Then it satisfies condition (2.6.i). Let us check Condition (2.6.ii). Since T 0,1 p M and T p Σ are Lagrangian, we have for any X, Y ∈ T p M , ω(qX, qY ) = 0 and
which was to be proved. The existence of E is now a consequence of Lemma 2.14.
Remark 2.16. Let E be a section of L satisfying the conditions of Proposition 2.15. Let ϕ = −2 ln |E|.
Since j is compatible with ω, T p M admits a natural scalar product g given by
Since Σ is Lagrangian, the orthogonal of
for any X and Y in the orthogonal subspace of T p M . Assume now that |t| = 1 so that ϕ = 0 on Σ. Since the Hessian of ϕ is positive on the orthogonal of T Σ, there exists a neighborhood U of Σ such that ϕ is positive on U \ Σ. Modifying E outside a neighborhood of Σ, Conditions (2.4.i) and (2.4.ii) are satisfied.
Let us present an alternative construction of the section E. There is no real restriction to reduce M to a tubular neighborhood of Σ, so we can assume that M is an open neighborhood of the null section of a vector bundle p : B → Σ. Restricting M again if necessary, we can assume that for any ξ ∈ B x ∩ M , the path γ ξ : t ∈ [0, 1] → tξ is contained in M . Then starting from a flat non vanishing section t : Σ → L, we can extend t to M by parallel transport along these paths. Observe that B has a natural metric obtained by identifying B with a subbundle of the restriction of T M to Σ, so for any ξ ∈ B x , |ξ| 2 = g(γ ξ (0),γ ξ (0)).
Proposition 2.17. The section E(x, ξ) = e −|ξ| 2 /4 t(x, ξ) satisfies the conditions of Proposition 2.15.
Proof. Clearly the covariant derivative of t vanishes along Σ. So the same holds for E. Let x ∈ Σ be fixed. Let us compute the second derivative of the section E(x, ·) of L → B x . Since the curvature of L is 1 i ω and the section t(·, x) is flat along the paths γ ξ , ξ ∈ B x , we have that ∇t(x, ·) = 1 i α x ⊗ t(x, ·) with α x a 1-form of B x vanishing at the origin and such that
for any constant vector fields ξ 1 , ξ 2 of B x . Here we identify as above B x with a subspace of T x M and the O(1) is a function of B x vanishing at the origin. Then
So we have at the origin
where we have used that T 0,1
x M are Lagrangian. So Equation (18) is satisfied for X and Y ∈ B x . Then, by Conditions (2.6.i) and (2.6.ii), Equation 
Further properties of the section E
In this section we give some properties of the section E, that we will use later to compute the commutator of Toeplitz operators.
Let E be a section of L satisfying the conditions in Proposition 2.15. Let f ∈ C ∞ (M, R) and X be the Hamiltonian vector field of f . Let a ∈ C ∞ (M 2 ) be such that on a neighborhood of Σ, we have: (f + i∇ X )E = aE.
Proposition 2.18. Assume that f vanishes along Σ. Then the function a vanishes to second order along Σ. Furthermore, for any sections U, V of T 1,0 M , we have
Proof. By definition, a = f + α E (X) where α E is defined in (16). Since f and α E vanish along Σ, the same holds for a. Let us compute the derivative of a with respect to a vector field Y .
This vanishes along Σ because α E vanishes along Σ and X is tangent to Σ. Assume now that U , V are sections of T 1,0 M . Putting Y = V in the last equation and using that dα E = ω, we obtain
The last term of the right hand side vanishes along Σ because α E vanishes along Σ. The second term vanishes too along Σ because α E (U ) vanishes to second order along Σ. Finally, α E (V ) vanishing to second order along Σ and X being tangent to Σ, X.α E (V ) vanishes to second order Σ. So U .X.α E (V ) vanishes along Σ. This concludes the proof.
Introduce an auxiliary bundle A → M and consider the spaces F m (E, A) defined in Section 2.4. Let X be a vector field X of M and D X be a derivative
Proof. For any section g ∈ C ∞ (M, A), we have that
We conclude by applying Lemma 2.9.
Let f ∈ C ∞ (M ). Assume that the restriction of f to Σ vanishes and that X is the Hamiltonian vector field of f .
) is the linearization of the function a introduced above.
Since a vanishes to second order along Σ,
3 The algebra A(M, L, j, A)
A formal product
Consider a symplectic vector space (E 2n , ω) with a linear complex structure j. Denote by E 1,0 the subspace ker(i id −j) of E ⊗ C and by E 0,1 the conjugate subspace. E 1,0 has a natural scalar product given by
. Introduce an orthonormal basis (∂ i ) of E 1,0 and let (z i ) be the dual basis of (E 1,0 ) * . Then W(E) is generated by the monomials
In the sequel we consider the elements of W(E) as functions of the variables , z i , z i . Introduce the product of W(E) given by
In this formula, ∆ u,ū = ∂ i ∂ i acts on the variables u,ū. Furthermore exp( ∆) = 1 + ∆ + 2 ∆ 2 /2 + . . . and the corresponding sum in Equation (20) is actually finite because f and g are polynomial. The product ⋆ does not depend on the choice of the orthonormal basis, but it depends on the choice of the complex structure. Another equivalent formula for ⋆ is
where (f ⊠ g)( , z 1 , z 1 , z 2 , z 2 ) = f ( , z 1 , z 1 )g( , z 2 , z 2 ) and
The product ⋆ is associative and we have with similar notations as above
In particular, 1 is an idempotent. For any m ∈ N, let W m (E) be the subspace of W(E) generated by the monomials ℓ z α z β such that 2ℓ + |α| + |β| = m. Observe that
Introduce a finite dimensional complex vector space A. Let W(E, A) be the algebra W(E) ⊗ End A. We still denote the product by ⋆. We also have that
In the sequel we will need the following lemma Lemma 3.1. For any integer m 0 and for any f ∈ W m (E, A), we have the following equivalence
This follows from Equations (22).
Schwartz Kernels
Let M be a symplectic manifold. Let F → M be a Hermitian vector bundle. We denote by F ⊠ F → M 2 the vector bundle p * 1 F ⊗ p * 2 F where p 1 and p 2 are the projections M 2 → M onto the first and second factor respectively. We use the following convention for Schwartz kernel: if K is a section of C ∞ (M 2 , F ⊠ F ), then the operator corresponding to K is the endomorphism P of C ∞ (M, F ) given by
where the dot stands for the contraction F y ⊗ F y → C induced by the metric and µ is the Liouville measure. In the sequel we denote the operator P and its Schwartz kernel K by the same letter.
Definition of A and symbolic calculus
The data to define the algebra A are a compact symplectic manifold M , a prequantum bundle L → M , a Hermitian vector bundle A → M and an almost complex structure j of M compatible with ω.
Lemma 3.2. There exists a section E of L ⊠ L satisfying the following conditions
(3.3.iii) |E(x, y)| < 1 for any x = y.
(3.3.iv) E(y, x) = E(x, y), for any x, y ∈ M 2 .
Such a section is unique up to a section vanishing to order 3 along the diagonal.
In condition (3.3.i), we have identified L x ⊗L x with C by using the metric of L. In condition (3.3.ii), we have used the connection of L⊠L induced by the connection of L.
Proof For any m ∈ N, we define A m = A m (M, L, j, A) as the set consisting of families
of linear maps with a smooth Schwartz kernel,
such that the family (P k (·, ·)) belongs to k n F m (E, A ⊠ A). In other words, (P k ) belongs to A m if the corresponding family of Schwartz kernel is in O ∞ (k n ) and there exists a family (f ℓ ∈ C ∞ (M 2 , A ⊠ A), ℓ ∈ Z) such that for any N 0, we have
and for any ℓ m/2, we have
Since the section E is uniquely determined by the complex structure j up to a section vanishing to order 3 along the diagonal, the set A m only depends on j and not on the choice of E, cf. Lemma 2.13. To define the symbol as in Section 2.4, we will identify the normal bundle to the diagonal of M 2 with the tangent bundle of M by the isomorphism
To describe this more explicitly, introduce a local frame ∂ 1 , . . . , ∂ n of T 1,0 M . Let (z i ) be the dual frame of (T 1,0 M ) * . Then we have
and
. By lemma 2.13 the symbol map is defined independently of the choice of E.
Applying fibrewise the product ⋆ associated to the complex structure j, we obtain bilinear applications
that we still denote by ⋆. Let us define also the adjoint map
and denote it by * .
Theorem 3.3. For any compact symplectic manifold M , prequantum bundle L → M , Hermitian vector bundle A → M and almost complex structure j, the space
is closed by multiplication and by adjunction. Furthermore, if
The proof is given in Section 3.4. Let L 2 (M, A k ) be the space of L 2 -sections of A k . Endow L 2 (M, A k ) with the scalar product defined by integrating the pointwise scalar product against the Liouville measure µ. Any bounded operator of L 2 (M, A k ) has a corresponding norm that we call the operator norm. For any (P k ) ∈ A 0 (M, L, j, A) and k ∈ N, since M is compact and P k has a smooth kernel, P k extends to a bounded operator of L 2 (M, A k ). We denote again this operator by P k hoping it will not create any confusion.
Proposition 3.4. For any m ∈ N and (P k ) ∈ A m (M, L, j, A), the operator norm
Proof. Recall the Schur test. Let P :
be an operator with Schwartz kernel K as in (23). Assume that there exists C such that for any x ∈ M one has
Then the operator norm of P is bounded above by C.
Let (P k ) ∈ A m (M, L, j, A). Assume that its Schwartz kernel is k n−ℓ E k f with ℓ ∈ Z and f ∈ C ∞ (M 2 , A ⊠ A) vanishing to order d m − 2ℓ along the diagonal. Choose a coordinate system (x i ) on an open set U of M and assume that f has a compact support contained in U 2 . Write µ = ρ|dx 1 . . . dx 2n |. Then there exists C such that
and |E(x, y)| Ce
It is easy now easy to deduce the same result for any (P k ) ∈ A m (M, L, j, A) by using the expansion (26) and a partition of unity.
Consider now a function f ∈ C ∞ (M ). Let X be its Hamiltonian vector field.
Assume that D X preserves the metric of A, meaning that
Denote by P X,k the derivation
Lemma 3.5. For any Q ∈ A 0 , the family ( f + i k P X,k , Q k ) belongs to A 2 . Using the same notations as in Equation (27), its symbol is
Proof. The Schwartz kernel of
Using that ∇ preserves the metric of L and that D preserves the metric of A, we prove that the Schwartz kernel of
where div(X) is the divergence of X with respect to the Liouville measure. Since X is a symplectic vector vector field, div X = 0.
Consequently, the Schwartz kernel of f +
So the result is a consequence of Lemma 2.20. Indeed, observe that the Hamiltonian vector field of f ⊠ 1 − 1 ⊠ f for the symplectic structure of M × M − is the vector field (X, X). The computation of the symbol follows from Proposition 2.18.
Proof of Theorem 3.3
Let us denote by A k the bundle L k ⊗ A and by π the projection from
given by π(x, y, z) = (x, z).
First step
Consider two families (R k ) and (S k ) consisting of smooth sections
where the dot stands for the contraction A k,y ⊗ A k,y → C. Let us start by an easy observation.
Let E be a section of L ⊠ L satisfying the Conditions (3.3.i), (3.3.ii) and (3.3.iii).
The function ψ := −2 ln |F | satisfies
where ϕ = −2 ln |E|. Since ϕ satisfies Conditions (2.3.i) and (2.3.ii), ψ satisfies the same conditions. So the space F p (F, π * (A ⊠ A)) is well defined. Observe also that the zero level set of ψ is
The following proposition is not difficult to prove.
Second step
Consider now any family (
Then U k is a smooth section of A k ⊠ A k . Our goal is to prove the following
The proof will consist in several lemmas. First we easily show the following Lemma.
Next we will introduce convenient coordinates on M 2 and M 3 and compute the sections E and F in terms of these coordinates.
Local data on M 2
Let p 0 ∈ M . Introduce a local frame (∂ i , i = 1, . . . , n) of T 1,0 M on a neighborhood U of p 0 , which satisfies ω(∂ j , ∂ k ) = iδ jk .
Consider functions u i ∈ C ∞ (U × U ) vanishing along the diagonal and such that
Here and in the sequel, we denote by O(m) any function or section on U 2 vanishing to order m along the diagonal of U 2 . Restricting U to a convenient neighborhood of p 0 , we introduce a coordinate system (x i ) on U . Let us extend the functions x i to U 2 by setting x i (x, y) := x i (x).
Lemma 3.10. Restricting U if necessary, the functions x i , i = 1, . . . , 2n, Re u j , Im u j , j = 1, . . . , n form a coordinate system on U 2 . Furthermore,
Proof. Equation (30) and the fact that the u j vanish along the diagonal imply that
We easily deduce that (x i , Re u j , Im u j ) is a coordinate system on U 2 if U is a sufficiently small neighborhood of p 0 .
Write
As a consequence of equation (18), we have
for any tangent vectors X 1 , Y 1 , X 2 , Y 2 ∈ T p M . Here we denote by X 1,0 and X 0,1
In particular, we have that (∂ j , 0).α E (∂ k , 0) = 0 and (∂ j , 0).α E (∂ k , 0) = −iδ jk along the diagonal. We deduce the first equation of (31) from Equations (30). The proof of the other equations in (31) is similar.
To prove that
it is sufficient to check that the derivatives of the two sides with respect to (∂ i , 0), (∂ i , 0) are equal up to O(2). This follows from the previous equations. We could also deduce it from Equation (19).
Local data on M 3
Introduce the functions v i , w i ∈ C ∞ (U 3 ) given by
Extend the functions x i to U 3 by setting x i (x, y, z) := x i (x, z). Here and in the sequel, we denote by O Σ (m) any function or section on U 3 vanishing to order m along Σ.
Lemma 3.11. Restricting U if necessary, the functions
Re v j , Im v j , Re w j , Im w j , j = 1, . . . , n form a coordinate system on U 3 . We have
Furthermore Σ intersects U 3 in {v = w = 0}. (30) and (32) gives
Proof. A simple computation from Equations
Using that x i = π * x i , v j = π * u j and (x i , Re u j , Im u j ) is a coordinate system on U 2 , we obtain that (x i , Re v j , Im v j , Re w j , Im w j ) is a coordinate system on U 3 . We have
To check that, it is sufficient to prove that the covariant derivative with respect to (∂ i , 0, 0), (∂ i , 0, 0), (0, ∂ i , 0) and (0, ∂ i , 0) of the two sides are equal modulo O Σ (2). This follows from a simple computation using Equation (31) and Equations (30), (32). To deduce the first part of Equation (34) from (36), observe that
which follows again from Equations (30) and (32). The computation of the norm |F | 2 is similar.
The deformation
For any ǫ ∈ C, introduce the section
Consider a function f ∈ C ∞ 0 (U 3 ). Our goal is to compute the asymptotic expansion of
for ǫ = 1/2. We start with a rough estimate.
Lemma 3.12. Restricting U if necessary, there exists a neighborhood Ω of [0, 1/2] in C such that |F ǫ | 1 for any ǫ ∈ Ω. Consequently, there exists C > 0 such that we have for any ǫ ∈ Ω and k ∈ N * ,
, we obtain that ψ ǫ |v| 2 /2 + |w| 2 + O Σ (3). So on a sufficiently small neighborhood Z of [0, 1/2], we have
Restricting U to a convenient neighborhood of p 0 , we obtain ψ ǫ 0 on U 3 .
Let us prove now that I k (ǫ, ·) has an asymptotic expansion for ǫ imaginary close to 0. To state the result, we need some notations. Since the coordinates x i , v j only depend on x and z, we can use the functions w j as coordinates on each set S x,z = {(x, y, z)/y ∈ U }. Let us write on S x,z :
with δ the convenient function on U 3 . It follows from Equation (35) that
Introduce the vector fields ∂ wj of U 3 which are tangent to the second factor and such that ∂ wj w k = δ jk , ∂ wj w k = 0. Then denote by ∆ the second order differential operator ∆ = ∂ wj ∂ wj acting on C ∞ (U 3 ).
Lemma 3.13. There is a neighborhood J of the origin in R such that for any t ∈ J, for any N ,
where ϕ t is the application from U 2 to U 3 sending (x, z) into the point with coordinates x i (x), v j = u j (x, z) and w j = −itu j (x, z).
Since f has a compact support in U 3 , if ǫ is sufficiently small we can replace w + ǫv by w, which gives for real t,
In this equation, abusing notation, we consider f and δ as functions of the coordinates x i , v j , w j . Recall now the standard estimate, obtained by the Laplace method: for any smooth function g ∈ C ∞ (C n ) with compact support, for any N ∈ N, we have
as τ tends to infinity. The O here is uniform when g stays in a bounded set in C 2N +1 (C n ) and has its support contained in a fixed compact set. Applying this result to the integral (38), we reach the conclusion.
For any function g ∈ C ∞ (U 3 ), N ∈ N and ǫ ∈ C, define the function
Lemma 3.14. There is a neighborhood J of the origin in R such that for any t ∈ J, for any N ,
Observe that w • ϕ t = −itu. Then on one hand, r N (g)(it, ·) = g N • ϕ t . On the other hand, g
if t remains bounded. Using now that |E| = e −|u| 2 +O(3), we deduce by Proposition 2.4 that
Now the conclusion follows from Lemma 3.13.
We will use the following result, cf. Lemma 7.7.11 in [Hör90] . Lemma 3.16. We have for any N ,
Proof. By Lemma 3.15 and Lemmas 3.14, 3.12, we have for any M
Applying this result with M such that (n + M + 1/2)γ n + N + 1/2 and using that
we obtain that
Finally we can replace
Lemma 3.17. For any p ∈ Z and m ∈ N, (k n−p I k (1/2, ·)) belongs to F m (E, A⊠ A) if one of the following conditions is satisfied
This proves that (k A) . This shows the last part of the Lemma.
To prove the first two parts, we apply Lemma 2.9 and the following observation: if f ∈ O Σ (r), then a ℓ vanishes to order r − 2ℓ along the diagonal.
Proof of Proposition 3.8. By Lemma 2.13, the space F m (F, π * (A⊠A)) only depends on the class of F modulo O Σ (3). By Lemma 3.12,
where f ℓ vanishes to order −3ℓ (resp. m − 2ℓ) along Σ if ℓ −m (resp. −m ℓ m/2). The proposition is now a consequence of Lemma 3.17.
Symbol computation
To complete the proof of Theorem 3.3, we now have to compute the symbol of the product of two operators. As in Section 3.3, denote by (z i ) the frame of (T 1,0 M ) * dual to (∂ i ). Consider R ∈ A m and S ∈ A p . Denote their symbols by r(x, , z, z) and s(x, , z,z) respectively. Here we use the convention in Section 3.3 to identify the symbols of operators in A m with section of W m (M, A). So r and s are polynomials in the variable , z i , z i . The Schwartz kernels of R and S have the form
Let T k be defined by Equation (28). Then it follows from Equation (37) that
Since the function δ is equal to 1 on Σ, we also have
Let U k be defined by Equation (29). It is the Schwartz kernel of R k S k . By Lemma 3.16,
Here ∆ = ∂ w i ∂ w i acts on the variable w and w of t(x, , v, v, w, w). To show this, we use the fact that if g = g(x, v, v, w, w) is polynomial in the variables v, v, w, w, then r N (g)(ǫ) = g(x, u, u, −ǫu, ǫu). The conclusion is that the symbol of (
To recover Formula (20), instead of the variable v, v, w, w, we use
where in this formula ∆ = ∂ Ui ∂ Ui .
Existence of the projector
In this section we prove the following result. 
where g k (x) is the trace of Π k (x, x) ∈ End A k,x and µ = ω n /n! is the Liouville measure. So we deduce that
where 2n is the dimension of M .
Proof of Theorem 4, step 1
Consider the usual data (M, L, j, A) and let A 0 = A 0 (M, L, j, A) be the associated algebra. Choose P = (P k ) ∈ A 0 with symbol 1 A . Replacing P k by 1 2 (P k + P * k ) if necessary, we may assume that P k is formally self-adjoint. Recall that P k extends to a continuous operator of L 2 (M, A k ). It is self-adjoint and by Proposition 3.4, its norm is bounded independently of k.
Proposition 4.2. There exists C > 0 such that for any k, the spectrum of P k is contained in
Proof. Since the symbol of P is 1 A , by Theorem 3.3, P 2 − P belongs to A 1 . So by Proposition 3.4, the operator norm of
Recall that for any bounded operator R and polynomial P P (R) = sup
cf. as instance Lemma 2, page 223 of [RS80] . Applying this to R = Π k and P (X) = X 2 − X, we get the result.
Replacing P k by 0 for a finite number of values of k, we may assume that for any k, the spectrum of P k is contained in I 0 ∪ I 1 with I 0 and I 1 the following neighborhoods of 0 and 1 respectively:
In the sequel, we will use the functional calculus for operators of a Hilbert space. Since we consider only bounded operators, this is relatively easy, cf. for instance Theorem VII.1 of [RS80] . Recall that if f and g are two continuous functions from R to C and Q is a bounded self-adjoint operator of a Hilbert space H, then
Recall also that if f = g on the spectrum of Q, then f (Q) = g(Q).
Let χ : R → R be any continuous function which is equal to 0 on I 0 and equal to 1 on I 1 . We will define our projector as
Since χ is real, χ(P k ) is a bounded self-adjoint operator. Since χ 2 = χ on I 0 ∪ I 1 ,
It remains to prove that χ(P ) ∈ A 0 .
Proof of Theorem 4.1, step 2
The idea is to express χ(
Observe that for any x ∈ R \ {1/2}, y = x 2 − x > −1/4. A direct computation shows that
We learned this formula in [BdM02] . For any positive integer m, let us write
where p m is a polynomial with degree m and f m a continuous function on (−1/4, ∞).
Then we have
Lemma 4.3. For any positive integers m < m ′ , we have
Proof. This follows from p m (X) = p m ′ (X) mod X m+1 , Theorem 3.3 and the fact that Q ∈ A 1 . Lemma 4.4. For any m 1 and k ∈ N, r m (P k ) has a smooth Schwartz kernel. Furthermore, for any m 1, the Schwartz kernel family
Lemmas 4.3 and 4.4 imply that χ(P ) belongs to A 0 . This concludes the proof of Theorem 4.1.
Proof of Lemma 4.4
Consider any Hermitian rank r vector bundle F → M . Denote by C −∞ (M, F ) the space of F -valued distributions. Let π : C ∞ (M, F ) × C −∞ (M, F ) → C be the continuous bilinear map given for smooth sections f , g by
where the dot stands for the contraction F x ⊗ F x → C induced by the metric.
By the Schwartz kernel theorem (section 5.2 and Theorem 5.2.6 of [Hör90] ), there is a one to one correspondence between the space of continuous operators
If A and K A are the corresponding operator and kernel, we have for any f ∈ C −∞ (M, F ),
Furthermore
with the scalar product obtained by integrating the pointwise scalar product against the Liouville measure µ. As an application of Equations (40) and (41), we have the following lemma.
Lemma 4.5. Let A and C be two continuous operators C −∞ (M, F ) → C ∞ (M, F ) with Schwartz kernels K A and K C respectively. Let B be a bounded operator of
It implies in particular that
where for any kernel K, K ∞ = sup z∈M 2 |K(z)|, and B is the operator norm of B. Furthermore if D and D ′ are any differential operators of C ∞ (M, F ) and
so that we have
Consider now families of operators. Introduce an Hermitian line bundle L → M and set F k = L k ⊗ F . Consider three families A, B and C of continuous operators
By Lemma 4.5, for any k, A k B k C k has a smooth Schwartz kernel K k . Assume that 
Proof of Lemma 4.4. Write
Since Q is in A 1 , Q m is in A m . So the Schwartz kernel family of Q m is a O(k n−m/2 ). Similarly, the Schwartz kernel families of P Q m and Q are respectively in O(k n−m/2 ) and O(k n−1/2 ). Furthermore, f m (Q k ) = O(1). Applying the previous considerations to A = Q m or P Q m , B = f m (Q) and C = Q, we get the conclusion.
Toeplitz Operators
Consider a compact symplectic manifold M , a prequantum bundle L → M , a Hermitian vector bundle A → M and an almost complex structure j. Introduce the associated algebra A 0 = A 0 (M, j, L, A). Let Π ∈ A 0 be self-adjoint, idempotent and with symbol 1 A . A Toeplitz operator associated with these data is by definition an operator T ∈ A 0 such that ΠT Π = T . We denote by T = T (M, j, L, A, Π) the corresponding set of Toeplitz operators. Since by Theorem 3.3, A 0 is closed by composition and Π 2 = Π, T is an algebra with unit Π.
Covariant and contravariant symbols
The following useful lemma is an immediate consequence of Lemma 3.1.
Lemma 5.1. For any m ∈ N, for any T ∈ A m ∩ T , we have the following
• if m is odd, then σ m (T ) = 0 so that T ∈ A m+1 .
• if m is even, σ m (T ) = m/2 f for some f ∈ C ∞ (M, End A).
We define now the contravariant and covariant symbol of a Toeplitz operator. Let us denote by S(M, End A) the set of sequences (f (·, k)) of C ∞ (M, End A) admitting an asymptotic expansion for the C ∞ topology of the form
By Borel Lemma, the map from
is a Toeplitz operator. Furthermore, the coefficients f ℓ , ℓ ∈ N of the asymptotic expansion of f (·, k) are uniquely determined by T . More precisely, for any m, T ∈ A 2m if and only if f ℓ = 0 for any ℓ < m. If it is the case, σ 2m (T ) = m f m . Conversely, any Toeplitz operator T ∈ T has the form (
In this statement, we denoted by A ∞ the space A ∞ = m∈N A m which consist in the families (24) with a Schwartz kernel in
. This defines an application
called the contravariant symbol map. It is onto and its kernel is A ∞ ∩ T .
Assume that the coefficients of the asymptotic expansion of f (·, k) satisfy f ℓ = 0 for any ℓ < m. Then considering again the Schwartz kernel of
Applying again Theorem 3.3, it follows that T ∈ A 2m and σ 2m (T ) = m f m . Furthermore, by Lemma 5.1, σ 2m (T ) = 0 if and only if T ∈ A 2(m+1) .
Arguing by induction on m, we deduce that T ∈ A 2m if and only if f 0 = . . . = f m−1 = 0. In that case, σ 2m (T ) = m f m . If T is any Toeplitz operator in A p , then by lemma 5.1, we can assume that p = 2m and we have σ 2m (P ) = m f m for some function
Arguing by induction on m and using Borel Lemma, we conclude that T has the form (
Proposition 5.3. For any Toeplitz operator T ∈ T with Schwartz kernel
is onto and its kernel is T ∩ A ∞ . Furthermore for any m, T ∈ A 2m if and only if
has an associative product induces by the pointwise product of
Define the covariant symbol map by
Here we could have chosen to multiply by σ(Π) −1 on the left. This would not change the properties of σ cov .
Proof. The fact that the restriction r(·, k) to the diagonal of the renormalized Schwartz kernel ( 2π k n K k ) belongs to S(M, End A) is actually a property of any operator P in A 0 . Furthermore, if P ∈ A 2m and σ 2m (P )
In the case where P is a Toeplitz operator, this proves by Lemma 5.1 that P ∈ A ∞ if and only if r(·, k) = O(k −∞ ). To prove that σ is onto, observe that σ(
is the series we want.
So we have defined two symbol maps, the contravariant and the covariant ones. These are total symbols in the sense that an operator with vanishing symbol is an operator in A ∞ . Furthermore these symbol maps agree to first order. Indeed, for any Toeplitz operator,
The leading coefficient σ 0 (T ) is the principal symbol of the Toeplitz operator. It follows from Theorem 3.3, that if T and S are two Toeplitz operators, then
More generally, by Propositions 5.2 and 5.3, for any non negative integer m,
Norms of Toeplitz operator
First we can characterize the Toeplitz operators in the residual ideal A ∞ ∩ T by their operator norm as follows.
Lemma 5.4. Consider any operator family
Proof. The implication follows from Proposition 3.4. To prove the converse, we apply Lemma 4.5 with A = C = Π k and B = T k . We deduce the result from Formulas (43) and (42).
Remark 5.7. Consider the same data (M, L, j, A) as previously. Assume that A is a subbundle of a Hermitian bundle A. Let Π ∈ A 0 (M, L, j, A) be such that Π 2 = Π, Π * = Π and with symbol 1 A . Here, we view End A as a subbundle of End A, by extending any endomorphism of A x to an endomorphism of A x vanishing on the orthogonal of A x . Such a projector exists. This follows from Theorem 4.1 by 
Commutators
Let T ∈ T be a Toeplitz operator whose principal symbol f = σ 0 (T ) takes scalar values. Then for any Toeplitz operator S ∈ T , the principal symbol of [T, S] vanishes, so that ik[T, S] is a Toeplitz operator. Let us compute its principal symbol. We will first do the computation for a particular operator with principal symbol f .
Introduce a derivative D X :
in the direction of the Hamiltonian vector field X of f . Assume that D X preserves the metric of A. Denote by P X,k the endomorphism:
Then consider the operator Proof. The Schwartz kernel of
For the second part, using that ΠS = SΠ = S, we have We can now answer our initial question. Let
Corollary 5.9. For any Toeplitz operators T and S with scalar valued principal symbols f and g, the principal symbol of ik[T, S] is the Poisson bracket of f and g.
Proof. First, notice that since both f and g are scalar valued symbols, the principal symbol of ik[T, S] only depends on f and g. So we can assume that T = Π k (f + i k P X,k )Π k and apply Theorem 5.8. We deduce that the principal symbol of ik[T, S] is −D X .g = {f, g}. At that point it can be interesting to note that modifying D X by a zero order term, D X .g does not change because g is scalar.
Remark 5.10. In Theorem 5.8, the operators T We know the answer only in the following case: assume that j is integrable, A is holomorphic, and let H k consist of the holomorphic sections of L k ⊗ A as in Remark 1.2. Let D X = ∇ A X where ∇ X is the Chern connection of A. Then the covariant symbol of T ′ is f up to O( 2 ) and the contravariant symbol is f − 2 ∆f where ∆ is the Riemannian Laplacian associated to the metric ω(·, j·), cf. [Cha03a] .
Locality of symbols products
We have defined three symbol maps
. These maps are onto and their kernel A ∞ ∩ T is an ideal of T . So
inherits three associative products. The goal of this section is to prove that these products are star-products. The only difficulty is to check the locality.
Supports
Consider a family
We say that Ψ is slowly increasing if there exist N ∈ R such that Ψ is a O(k N ). Let us define the support of Ψ as the subset of M given by
Clearly supp Ψ is a closed set and supp(Ψ + Ψ ′ ) ⊂ supp Ψ ∪ supp Ψ ′ . We can define similarly the support of a sequence f = (f (·, k)) of C ∞ (M ). If f and Ψ are both slowly increasing, we have that supp(f Ψ) ⊂ supp f ∩ supp Ψ.
We can apply this to any family of Schwartz kernels such that there exists y ∈ M satisfying (x, y) ∈ supp T and (y, z) ∈ supp T ′ . In particular, is the supports of T and T ′ are contained in the diagonal of M 2 , then the same holds for T T ′ and
where diag denotes the application M → M 2 sending x into (x, x). As a last definition, the support of a formal series ℓ f ℓ with coefficients in C ∞ (M, End A) is the closure of the union ℓ∈N supp f ℓ . So if the f ℓ 's are the coefficients of the asymptotic expansion of f ∈ S(M, End A), then supp f = supp( ℓ f ℓ ).
Support of Toeplitz operators
By definition, the Schwartz kernel family of any T ∈ A 0 (M, L, j, A) is slowly increasing and its support is a subset of the diagonal of M 2 , cf. Lemma 2.6 and the previous remark. For Toeplitz operators, we have the following characterization.
Proposition 5.11. For any Toeplitz operator T , supp T is a subset of the diagonal and diag −1 (supp T ) = supp σ cont (T ) = supp σ(T ) = supp σ cov (T ).
Proof. Using that σ(T ) = σ cov (T )σ(Π) and σ(Π) = 1 + O( ), we easily show that supp σ(T ) = supp σ cov (T ). Let F = diag −1 (supp T ). Since the symbol σ is the formal series corresponding to the asymptotic expansion of the restriction of T to the diagonal, we clearly have that supp σ(T ) ⊂ F . Write T k = Π k M f (·,k) Π k + O(k −∞ ) with f ∈ S(M, End A). Since the Schwartz kernel of M f (·,k) Π k is the section (x, y) → f (x, k)Π k (x, y), we have that f (·, k) )), where we have used that supp Π is contained in the diagonal. Using this fact again and Equation (47), we obtain that supp T ⊂ diag(supp(f (·, k))), that is F ⊂ supp σ cont (T ).
To conclude the proof, it is enough to show that supp σ cont (T ) ⊂ supp σ(T ). Write σ cont (T ) = ℓ f ℓ . Let x ∈ supp f ℓ . Let m ∈ N be such that x / ∈ supp f ℓ for any ℓ < m and x ∈ supp f m . We have that
where R k = Π k (f 0 + . . . + k −m+1 f m−1 )Π k and (S k ) is a Toeplitz operator with principal symbol f m . On the one hand, σ cont (R) = f 0 + . . . + m−1 f m−1 , so that x / ∈ supp σ cont (R). By the previous inclusions this implies that x / ∈ diag −1 (supp R) and then x / ∈ supp σ(R). On the other hand, σ(k −m S) = m f m + O( m+1 ) so that x ∈ supp σ(k −m S). Consequently, x ∈ supp σ(T ). So we have showed that supp f ℓ ⊂ supp σ(T ) which implies by taking the closure that supp σ cont (T ) ⊂ supp σ(T ).
Lemma 5.12. For any f ∈ C ∞ (M ), the support of T = (Π k (f + i k P X,k )Π k , k ∈ N * ) is diag(supp f ), where P X,k is defined as in Equation (46).
Proof. We first argue as in the second part of the proof of Proposition 5.11. The Schwartz kernel of i k P X,k Π k being ( i k P X,k ⊠ id)Π k the support of ( i k P X,k Π k ) is contained in diag(supp X). Consequently, the support of (Π k i k P X,k Π k ) is contained in diag(supp X).
Since X is the Hamiltonian vector field of f , supp X ⊂ supp f . furthermore supp Πf Π = supp f by Proposition 5.11. So supp T ⊂ diag(supp f ). Conversely, by Theorem 5.8, the principal symbol of T is f , so that supp f ⊂ supp σ cont (T ) ⊂ diag −1 (supp T ) by Proposition 5.11.
Star products
Denote by ⋆ cont the product of As a consequence of Proposition 5.11 and Equation (47), we have that supp(f ⋆ cont g) ⊂ supp f ∩ supp g, ∀f, g ∈ C ∞ (M, End A).
This implies that for any p, B p is local in the sense that supp B p (f, g) ⊂ supp f ∩ supp g, ∀f, g ∈ C ∞ (M, End A).
We deduce that the B p 's are bidifferential operators by using the following bilinear version of Peetre's Theorem. 
where A x = A x ⊗ S x . Here we have used the identification L 
Here for any r, the map P r (x, ·) : (T x M ⊕ T x M ) → A x ⊗ A x is polynomial with degree 3r and it has the same parity as r. Since t N ℓ e −t/C ℓ is bounded over R + , we have that r ℓ (x, ξ, 0) = O(k −(ℓ+1)/2 ).
By Proposition 2.17, the section E satisfies the required conditions. We conclude the proof of Theorem A.1 by applying Proposition 2.10.
