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11 Introduction
The seminal work of Engle and Russell (1998) hoisted a great interest in
the implications of price and trade durations in empirical ¯nance. For in-
stance, the modeling of price duration processes hinges the approaches to
option pricing and intraday risk management recently proposed by Pringent,
Renault and Scaillet (1999) and Giot (2000), respectively. Although Engle
and Russell's (1998) autoregressive conditional duration (ACD) model is the
starting point of such analyses, the literature carries several extensions.
Bauwens and Giot (2000) work with a logarithmic version of the ACD
model that avoids the nonnegativeness constraints implied by the original
speci¯cation so as to facilitate the testing of market microstructure hy-
potheses. Bauwens and Veredas (1999) propose the stochastic conditional
duration process, leaning upon a latent stochastic factor to capture the un-
observed random °ow of information in the market. Ghysels, Gouri¶ eroux
and Jasiak (1997) introduce the stochastic volatility duration model to cope
with higher order dynamics in the duration process. Zhang, Russell and
Tsay (2001) argue for a nonlinear version based on self-exciting threshold
autoregressive processes.
This paper develops a family of ACD models encompassing most of the
existing models in the literature, such as the nonlinear ACD speci¯cations
recently put forward by Dufour and Engle (2000). For that purpose, we
exploit the common features shared by the ACD and GARCH processes
and follow a similar approach taken by Hentschel (1995) to build a family of
asymmetric GARCH models. The nesting relies on a Box and Cox's (1964)
transformation with shape parameter ¸ ¸ 0 to the conditional duration
process and on an asymmetric response to shocks. The motivation for the
latter stems from Engle and Russell (1998), who show that standard ACD
models applied to ¯nancial data tend to overpredict after extreme (very long
or very short) durations.
We establish su±cient conditions for the existence of higher order mo-
2ments, strict stationarity, geometric ergodicity and ¯-mixing property with
exponential decay in this class of augmented ACD models. Although there
are no analytical solutions for the autocorrelation function and moments of
the duration process, we show that it is possible to derive the autocovariance
function and moment recursion relations for the power ¸ of the duration pro-
cess. Alternatively, one must restrict attention to particular subclasses, e.g.
¸ ! 0 and ¸ = 1, in order to work out expressions for any arbitrary moment
and the autocovariance function.
We then demonstrate the practical usefulness of our ACD family model-
ing IBM price durations. Our ¯ndings clearly reject the restrictions imposed
by the existing models in the literature. Further, we show that allowing for
a concave shocks impact curve is paramount when ¯tting IBM price dura-
tions, because it mitigates the problem of overpredicting short durations.
It is thus no wonder that we ¯nd some sort of substitutability between the
Box-Cox transformation and the asymmetric e®ects given that both may
lead to concavity of the shocks impact curve.
The remainder of the paper is organized as follows. Section 2 outlines
the statistical properties of the family of augmented ACD processes. Section
3 collects the ¯ndings of the empirical application to IBM price durations.
Section 4 summarizes the main results and o®ers some concluding remarks.
2 The augmented ACD model
Let xi = ti¡ti¡1 denote the time spell between two events occurring at times
ti and ti¡1. For example, price durations correspond to the time interval
needed to observe a certain cumulative change in the stock price, whereas
trade durations stand for the time elapsed between two consecutive trans-
actions. To account for the serial dependence that is common to ¯nancial
duration data, Engle and Russell (1998) formulate the accelerated time pro-
cess xi = Ãi²i, where the conditional duration process Ãi = E(xi j­i¡1) is
stochastically independent of the iid sequence formed by ²i and ­i¡1 is the
3set including all information available at time ti¡1. As in Hentschel (1995),
we generalize the ACD processes by applying a Box-Cox transformation with
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The shape parameter ¸ determines whether the Box-Cox transformation is
concave (¸ · 1) or convex (¸ ¸ 1).
The augmented autoregressive conditional duration (AACD) model then
ensues by rewriting (1) as
Ã¸
i = ! + ®Ã¸
i¡1
h




where ! = ¸!¤ ¡ ¯ + 1 and ® = ¸®¤. The AACD model provides a °ex-
ible functional form that permits the conditional duration process fÃig to
respond in distinct manners to small and large shocks. The shocks impact
curve g(²i) = [j²i ¡ bj + c(²i ¡ b)]
À incorporates such asymmetric responses
through the shift and rotation parameters b and c, respectively.
Because durations are nonnegative, the shift parameter b is key to the
identi¯cation of the asymmetric response implied by the shocks impact
curve. In turn, the parameter c determines whether rotation is clockwise
(c < 0) or counterclockwise (c > 0). Interestingly, it is not necessarily the
case that shift and rotation reinforce each other. Indeed, the shift parameter
a®ects mostly small shocks, whereas rotation is dominant for large shocks.
The shape parameter À plays a similar role to ¸, inducing either concavity
(À · 1) or convexity (À ¸ 1) to the shocks impact curve. Figure 1 illustrates
the behavior of the shocks impact curve g(¢) according to the values of the
shift, rotation and shape parameters.
The original ACD model of Engle and Russell (1998) is recovered by
imposing ¸ = À = 1 and b = c = 0, whereas letting ¸ ! 0 and b = c = 0
renders the Box-Cox ACD speci¯cation put forward by Dufour and Engle
(2000). Further, (1) reduces to Bauwens and Giot's (2000) logarithmic ACD
models either if ¸ ! 0, À = 1 and b = c = 0 (Type I) or if ¸;À ! 0 and
4b = c = 0 (Type II). Following the GARCH literature, one may build
other conditional duration models by imposing restrictions on (1). The
examples we consider in the sequel include the asymmetric logarithmic ACD
(¸ ! 0 and À = 1), asymmetric power ACD (¸ = À), asymmetric ACD
(¸ = À = 1), and power ACD (¸ = À and b = c = 0). Dufour and Engle
(2000) independently propose a version of the asymmetric logarithmic ACD
model with b = 1 under the name of exponential ACD model. We keep
our notation because the linear ACD model with exponential distribution is
sometimes referred to as the exponential ACD model. Table 1 summarizes
the typology of ACD models under consideration.
2.1 Properties
In this section, we build heavily on Carrasco and Chen's (2000) general re-
sults to establish su±cient conditions that ensure ¯-mixing and ¯nite higher
order moments for (conditional) duration processes belonging to the aug-
mented ACD family. The ¯rst step consists in casting (2) into a generalized
polynomial random coe±cient autoregressive model
Xi+1 = A(ei)Xi + B(ei); i = 0;1;2;::: (3)
where feig forms an iid sequence. Next, we apply Mokkadem's (1990) result
for polynomial autoregressive models to derive the mixing properties of fÃig.
For the duration process fxig, we take advantage of Carrasco and Chen's
result on the mixing properties of a process Yi = Xi + "i, where Xi is a ¯-
mixing homogeneous Markov process and "i is an iid noise with a continuous
density. These two results are collected in Propositions 2 and 4 of Carrasco
and Chen (2000), respectively.
Proposition 1: Let xi = Ãi²i, where Ãi satis¯es (2) and ²i is an iid ran-
dom variable that is stochastically independent of Ãi. Assume further that
the probability distribution of ²i is absolutely continuous with respect to the
Lebesgue measure on (0;1) and such that the density is positive almost
5everywhere. Suppose that j¯ j < 1 and
E j¯ + ®[j²i ¡ bj + c(²i ¡ b)]
Àj
m < 1; (4)
for some integer m > 1. Then, fÃig is a geometrically ergodic Markov
process and, if initialized from its ergodic distribution, is also strictly sta-











< 1. Condition (4) with m = 2 is also necessary to entail geomet-





< 1. Lastly, if initialized from its ergodic
distribution, fxig is strictly stationary and ¯-mixing with exponential decay.
Proof: The ¯rst two results follow immediately from Carrasco and Chen's
Proposition 2 with Xi = Ã¸
i , A(ei) = ¯ + ®[j²i ¡ bj + c(²i ¡ b)]
À, and
B(ei) = !, where ei = (j²i ¡ bj;²i)
0. The need for condition (4) with m = 2
stems from Lemma 2 of Pham (1986). The last result follows from Carrasco
and Chen's Proposition 4 with Yi = logxi, Xi = logÃi, and "i = log²i: ¥
If the interest were only in deriving su±cient conditions for the dura-
tion processes xi to be nondegenerate and covariance stationary, one could
alternatively use the tools provided by Nelson (1990, Theorems 1 to 3) as
in Hentschel (1995). Actually, for most of the models in the family spanned
by the augmented ACD process, the conditions in the proposition above
are both necessary and su±cient. The exceptions are formed by the models
that ascertain a positive conditional duration even when at least one of the
following restrictions are violated: ! > 0, ® > 0, ¯ > 0, and jcj · 1 for
some odd integer À. For instance, letting ¸ ! 0 ensures nonnegativeness of
the duration process without imposing further restrictions.
For the sake of completeness, we establish similar properties for the ACD
models belonging to the family of augmented ACD processes. At ¯rst glance,
it seems that it su±ces to consider the parametric restrictions implied by
each model in condition (4) to extract the corresponding result. That is
not the case, though. To derive (4), one must impose restrictions on A(¢)
and B(¢), which vary according to the speci¯cation of the model. More
6speci¯cally, Carrasco and Chen's (2000) results require that jA(0)j < 1 and
that, for some integer m ¸ 1, EjA(ei)jm < 1 and EjB(ei)jm < 1.
The generalized polynomial random coe±cient autoregressive represen-
tation of the asymmetric logarithmic ACD process ensues from Xi = logÃi,
A(ei) = ¯, and B(ei) = ! + ®[j²i ¡ bj + c(²i ¡ b)], implying that con-
dition (4) becomes E (²m
i ) < 1. For the asymmetric power ACD model,
A(ei) = ¯ + ®[j²i ¡ bj + c(²i ¡ b)]
¸ and B(ei) = !, so that it su±ces
to impose that E
¯ ¯





< 1. The latter condition
also holds for the asymmetric ACD model with ¸ = 1 and for the the
power ACD speci¯cation with b = c = 0. While the Box-Cox ACD process
asks for E (²Àm
i ) < 1, the logarithmic ACD models of Bauwens and Giot
(2000) require either that E (²m
i ) exists (Type I) or that j® + ¯ j < 1 and
Ejlog²ijm < 1 (Type II). As advanced by Carrasco and Chen (2000), in
the linear ACD model, condition (4) reduces to E j¯ + ®²i j
m < 1, which is
equivalent to assuming that ® + ¯ < [E (²m
i )]
¡1=m is ¯nite.
2.2 Higher-order moments and autocovariance function
In general, there is no analytical solution for the moments and autocorrela-
tion function of duration processes belonging to the augmented ACD family.
Nonetheless, it is possible to derive moment recursion relations and the au-
tocovariance function of the power ¸ of the duration process by extension
of He and TerÄ asvirta's (1999) results for the family of GARCH models.
To derive the ¸m-th moment ¹¸m of the duration process, we write (2) in
its generalized polynomial random coe±cient autoregressive representation
Ã¸
i = Ai¡1Ã¸
i¡1 + B; (5)
where B = ! and Ai = ¯ + ®g(²i). Raising both sides to the power m > 0











































We are now ready to state the next proposition that documents moment
recursion relations for the augmented ACD class of processes.
Proposition 2: Let xi = Ãi²i, where Ãi satis¯es (5) with 0 < EAm
i < 1
and f²ig is an iid process stochastically independent of fÃig. Assume further




















for some integer m ¸ 1 and ¹0 = 1.
Proof: Because the process started at some ¯nite value in¯nitely many





































To complete the proof, it su±ces to observe that Ãi and ²i are stochastically
independent, and hence ¹¸m = E²¸m
i EÃ¸m
i . ¥
Before moving to the autocovariance function of the power ¸ of the dura-
tion process, two remarks are in order. First, assuming that 0 < EAm
i < 1 is
analogous to imposing condition (4) in Proposition 1. Second, the moment
recursion relation in (7) involves moments that are possibly of fractional
order. Unfortunately, it is not possible to derive expressions for a moment
of an arbitrary order for such a general family of processes without restrict-
ing the shape parameter ¸ of the Box-Cox transformation of the conditional
duration process. For instance, imposing linearity (¸ = 1) su±ces to extract
a recursion relation involving moments of any integer order. Alternatively,
one could also consider the subclass of conditional duration processes deter-
mined by the limiting case ¸ ! 0. We follow the latter approach in the end
8of this section in view that the log-transformation of the duration process is
quite convenient for avoiding nonnegativeness constraints.
Proposition 3: Let xi = Ãi²i, where Ãi satis¯es (5) with 0 < EAm
i < 1 for
some integer m ¸ 2. Let ²i form an iid sequence stochastically independent
of fÃig such that EAi²¸
i is ¯nite. It then follows that the autocovariance
function °¸;n = Ex¸
i x¸
i¡n ¡ ¹2





















































































The result then ensues from the fact that equation (6) implies that the
¯rst and second moments of Ã¸
i are respectively EÃ¸
i = B=(1 ¡ EAi) and
EÃ2¸
i = B2(1+EAi)=[(1¡EAi)(1¡EA2
i)], whereas the moment recursion
relation in (7) gives ¹¸ = BE²¸
i =(1 ¡ EAi): ¥
As an example, consider the linear ACD process with an exponential
noise introduced by Engle and Russell (1998), which results from ¸ = 1,
Ai = ¯ + ®²i and B = !. Proposition 2 then implies that
¹m =
¡(m + 1)










9provided that ® + ¯ < 1. Solving for m = 1 and m = 2 yields the ¯rst two
moments as derived in Engle and Russell (1998). In turn, it follows from
Proposition 3 that the autocovariance function of order n reads
°n = !2
½
1 ¡ (® + ¯)n
1 ¡ (® + ¯)
+
(® + ¯)n¡1(1 + ® + ¯)(2® + ¯)
[1 ¡ (® + ¯)][1 ¡ (® + ¯)2 ¡ ®2]
¾
:
This expression provides a sharper result than Bauwens and Giot's (2000)
recursive formula for computing the autocovariance function of a linear ACD
process with exponential errors.
We now focus on a particular subclass of the augmented ACD family
that permits working out expressions for any arbitrary moment as well as
the autocorrelation function. This subclass is determined by shrinking the
Box-Cox shape parameter to zero (¸ ! 0), yielding
logÃi = ! + ®g(²i¡1) + ¯ logÃi¡1: (9)
This subclass is particularly interesting for ensuring that the duration pro-
cess is always positive regardless of the sign and magnitude of the pa-
rameters. In particular, it nests the asymmetric logarithmic ACD model,
Bauwens and Giot's (2000) logarithmic ACD speci¯cations, and the Box-Cox
ACD process put forward by Dufour and Engle (2000). He, TerÄ asvirta and
Malmsten (1999) derive analogous results for a class of exponential GARCH
models.
To derive the m-th moment ¹m = Exm
i of the duration process, it is
convenient to write equation (9) in the exponential form. Raising both sides
to the power m > 0 and then applying recursions give
Ãm





































10We are now ready to state the next result that reports the m-th moment of
the duration process de¯ned in (9).
Corollary 1: Let xi = Ãi²i, where Ãi satis¯es (9) with j¯j < 1 and f²ig is
an iid process stochastically independent of fÃig. Assume that the process
started at some ¯nite value in¯nitely many periods ago. If both E²m
i and












Proof: Because the process started at some ¯nite value in¯nitely many














The result then follows from the fact that Ãi and ²i are stochastically
independent. ¥
Next we move to the autocovariance function of duration processes in
the (¸ ! 0)-subclass of augmented ACD models. As before, the exponential
form of (9) facilitates the task.
Corollary 2: Let xi = Ãi²i, where Ãi satis¯es (9) with j¯j < 1 and is
stochastically independent of the iid process f²ig. Assume further that both
E fexp[®g(²i)]g and E f²i exp[®g(²i)]g are ¯nite. It then follows that the
autocovariance function °n = Exixi¡n ¡ ¹2


































































Taking expectations in both sides yields (12). ¥
3 Empirical application
In this section, we estimate di®erent ACD speci¯cations using IBM price
durations at the New York Stock Exchange (NYSE) from September to
November 1996. Data were kindly provided by Luc Bauwens and Pierre
Giot, who have formed a broad data set using the NYSE's Trade and Quote
database. We de¯ne price duration as the time interval needed to observe a
cumulative change in the mid-price of at least $0.125 as suggested by Giot
(2000). Price durations are closely tied to the instantaneous volatility of
the mid-quote price process (Engle and Russell, 1997 and 1998); hence it
is not surprising that they may have serious implications to option pricing
(Pringent et al., 1999) and intra-day risk management (Giot, 2000).
Apart from an opening auction, NYSE trading is continuous from 9:30 to
16:00. Overnight spells, as well as durations between events recorded outside
the regular opening hours of the NYSE, are removed. As documented by
Giot (2000), durations feature a strong time-of-the-day e®ect. We therefore
consider diurnally adjusted durations xi = Di=%(ti), where Di is the plain
duration in seconds and %(¢) denotes the diurnal factor determined by ¯rst
averaging the durations over thirty minutes intervals for each day of the
week and then ¯tting a cubic spline with nodes at each half hour. The
resulting (diurnally adjusted) durations serve as input for the remainder of
the analysis.
Table 2 describes the main statistical properties of the IBM price du-
rations. We compute descriptive statistics for both plain and diurnally ad-
justed data. It takes on average 4.4 minutes for a cumulative price change
of $0.125 to take place, though the median waiting time is much lesser than
2 minutes. Overdispersion is robust to the time-of-the-day e®ect, thus it
12is not an artifact due to data seasonality. Sample autocorrelations reveal
that persistence is slightly reduced when we account for the diurnal fac-
tor. Altogether, the combination of overdispersion and autocorrelation in
the price durations warrants the estimation of autoregressive conditional
duration models.
We then estimate by maximum likelihood the ACD models listed in
Table 1 assuming that ²i is iid with Burr density









where · > ° > 0 and
¹B;m ´
¡(1 + m=·) ¡(1=° ¡ m=·)
°1+m=· ¡(1 + 1=°)
denotes the m-th moment, which exists for m < ·=°. The Burr family
encompasses both the Weibull (° ! 0), exponential (° ! 0 and · = 1), and
log-logistic (° ! 1) distributions.
Tables 3 and 4 report respectively the estimation results for the existing
models in the literature and the novel speci¯cations. Asymptotic standard
errors are based on the outer-product-of-the-gradient (OPG) estimator of
the information matrix since the absolute value function in the shocks im-
pact curve makes Hessian-based estimates tricky to compute due to numer-
ical problems. Nonetheless, for the models without the asymmetric e®ect,
we have also computed robust standard errors rooted in the sandwich form
involving both Hessian and OPG terms. In comparison to the OPG coun-
terpart, the robust standard errors indicate a signi¯cantly lower degree of
accuracy in the estimation of the parameters of the duration process, while a
slightly better precision for the Burr parameters. The results are nonetheless
qualitatively similar and are therefore omitted.
It is interesting to observe that the estimates of the Burr parameters ·
and ° are quite robust regardless of the speci¯cation of the duration process.
They imply that the baseline hazard rate function is nonmonotonic and that
there are at most three ¯nite moments in view that ^ ·=^ ° 2 [2:7173;3:0438].
13The parameter estimates of the linear and logarithmic ACD models are very
much in line with the previous results in the literature (see columns ACD,
LACD I and LACD II, respectively). Interestingly, the log-likelihood value
of the logarithmic ACD Type I model substantially di®er from the values
of the linear and logarithmic ACD Type II speci¯cations. The asymmet-
ric logarithmic ACD model with b = 1 introduced by Dufour and Engle
(2000) palpably increases the log-likelihood value (-4,920.5 versus -4,950.5),
suggesting that asymmetry may play a role (see column EXACD). The last
column BCACD shows however that letting the power À of ²i¡1 free to vary
in the logarithmic ACD processes ampli¯es even more the log-likelihood
value than introducing asymmetric e®ects. Indeed, in the Box-Cox ACD
model, ^ À is signi¯cantly di®erent from both zero and one, lending some
support against the logarithmic ACD Type I and II models, respectively.
In the power ACD speci¯cation, we notice that the shape parameter ¸ of
the Box-Cox transformation is also signi¯cantly di®erent from both zero and
one (see column PACD). This indicates that the restrictions imposed by the
linear and the logarithmic ACD Type I models seem inconsistent with the
data, even though the latter is only marginally inferior to the power ACD
model in terms of log-likelihood value. Introducing an asymmetric e®ect to
the power ACD speci¯cation ameliorates only marginally the ¯t of the model
(see column A-PACD). Despite the fact that b is signi¯cantly di®erent from
zero, the standard error of c is quite large, showing that the shocks impact
curve features no rotation. Although both shift and rotation parameters
are signi¯cant in the asymmetric ACD speci¯cation (see column A-ACD), it
violates the constraints usually imposed to ensure the nonnegativeness of the
duration process, namely ® > 0 and jcj < 1. The A-LACD column shows
that all parameters are signi¯cantly di®erent from zero in the asymmetric
logarithmic ACD model. In particular, given that ^ ® is negative, the shift
and rotation e®ects are such that the shocks impact curve is concave.
The ¯gures displayed in the column AACD demonstrate that the dou-
ble Box-Cox transformation (¸ 6= À) brings about further improvements as
14indicated by the value of the log-likelihood of the augmented ACD model.
The di®erence between ^ À and ^ ¸ is striking. Indeed, there is strong evidence
supporting that ¸ converges to zero (i.e. the log transformation), whereas
0:1310 < ^ À < 0:5178 with 99% of con¯dence. The fact that ^ ¸ is close to zero
also explains why the estimate of ® is not statistically di®erent from zero.
From equations (1) and (2), it happens that ® = ®¤¸ only if ¸ > 0, while ®
and ®¤ are equivalent in the limiting case ¸ ! 0. Table 4 reports ^ ® = ^ ®¤^ ¸
and the corresponding standard error as computed by the delta method. It
is therefore straightforward to retrieve the estimate of ®¤ from the ¯gures
in Table 4: Indeed, ^ ®¤ = 0:3898 with standard error equal to 0.1839.
To have a better idea about the ¯t of the models, we undertake an in-
formal log-likelihood comparison that accounts for overparametrization. We
do not pursuit a formal analysis based on log-likelihood ratio tests because,
due to the presence of inequality constraints in the parameter space, the
limiting distribution of the test statistic is a mixing of chi-square distribu-
tions with probability weights depending on the variance of the parameter
estimates (Wolak, 1991). Accordingly, it is extremely di±cult to obtain
empirically implementable asymptotically exact critical values. As an alter-
native, Wolak suggests applying asymptotic bounds tests. However, bounds
are in most instances quite slack, often yielding inconclusive results.
We therefore compute the Bayesian information criterion, de¯ned by
BIC ´ ¡(2logL ¡ klogT)=T, where logL denotes the value of the log-
likelihood, k the number of parameters and T the number of observations.
In terms of BIC values, the horse race winners are the Box-Cox ACD, power
ACD, the asymmetric logarithmic ACD, the logarithmic ACD Type I models
and, to a lesser extent, the augmented ACD process. Indeed, the rewards of
the extra °exibility granted by these speci¯cations are in contrast to the poor
performance of the linear and logarithmic ACD Type II models. Further,
letting ¸ free to vary and accounting for asymmetric e®ects seem operate as
substitute sources of °exibility. For instance, the power ACD speci¯cation
¯ts better the data than the asymmetric power ACD model according to
15the Bayesian information criterion, whereas it is very rewarding to introduce
asymmetric responses to shocks in speci¯cations with ¯xed ¸.
Figure 2 portrays the e®ective shocks impact curves of each speci¯cation
by depicting the variation of the conditional duration ¢Ãi ´ Ãi ¡ Ãi¡1 in
response to a shock ²i¡1 at time ti¡1. We ¯x the conditional duration process
Ãi¡1 at time ti¡1 to one, while we vary the shock ²i¡1 from zero to ¯ve.1
It is striking that, in all instances, ¢Ãi reacts in a very similar fashion to
the shock. In particular, it seems that the concavity of the shocks impact
curve is the most important feature to account for when modeling IBM price
durations, alleviating the problem of overpredicting short durations. In the
sequel, we argue that the apparently substitutability between the Box-Cox
transformation and the asymmetric e®ects is chie°y caused by the need to
achieve concavity of the shocks impact curve.
The asymmetric linear and logarithmic ACD's shocks impact curves are
concave only for certain values of the shift and rotation parameters, namely
b > 0 and c < ¡1. From this perspective, the parameter estimates reported
in the column EXACD in Table 3 and columns A-ACD and A-LACD in Ta-
ble 4 are not surprising. The estimates of the shift and rotation parameters
are signi¯cantly di®erent from zero and inferior to minus one, respectively.
In contrast, if the shape parameter À is inferior to one, both the Box-Cox
and augmented ACD models produce concave shocks impact curves. In the
case of the AACD, this holds regardless of the shift and rotation parame-
ters, hence it comes with no wonder that the corresponding estimates are
not jointly signi¯cant in the AACD speci¯cation. As the power ACD model
imposes ¸ = À, the estimate of ^ ¸ sets in towards the estimates of À in
the Box-Cox and augmented ACD models so as to entail a concave shocks
impact curve. The same happens with the asymmetric power ACD model,
despite the fact that, at ¯rst glance, one could also induce concavity through
the shift and rotation parameters. It turns out, however, that to ensure a
1 We refrain from plotting the shocks impact curve for larger shocks because it is merely
a byproduct of the assumed speci¯cation of the duration process, without necessarily
representing some meaningful property of the data (Hentschel, 1995).
16concave shocks impact curve the absolute value of the rotation parameter
must exceed one, running counter to the nonnegativeness constraint.2 In-
deed, the augmented ACD model avoids this problem by letting ¸ converge
to zero, thereby mimicking the asymmetric logarithmic ACD speci¯cation.
All in all, Figure 2 illustrates some of the pitfalls from the speci¯c to gen-
eral modeling approach: There are various ways to achieve a concave shocks
impact curve that the data call for and failing to start from a su±ciently
general speci¯cation may point to quite misleading directions.
We now infer about the statistical properties of the duration processes by
checking whether they satisfy the su±cient conditions for strict stationarity
derived in Proposition 1. The aim is to illustrate how to use Proposition 1
for testing purposes. Maximum likelihood requires strict stationary of the
duration process to ensure consistency, hence estimates that violate either
j¯ j < 1 or (4) are not very reliable. In the linear ACD model, this is
equivalent to verifying whether j® + ¯ j < ¹
¡1=m
B;m < 1 for some integer
m > 1. The second inequality poses no problem as ¹B;m exists for m <
^ ·=^ ° = 3:0139. However, ^ ® + ^ ¯ = 0:9915, whereas m = 2 yields ^ ¹
¡1=2
B;2 =
0:4348. In contrast, all other speci¯cations seem to satisfy the su±cient
conditions put forth in Proposition 1. For both versions of the logarithmic
ACD model satisfy condition (4) since j ^ ® + ^ ¯ j < 1 in Type I and j ^ ¯ j < 1
in Type II. Further, j ^ ¯ j < 1 guarantees that both restricted (EXACD) and
unrestricted (A-LACD) versions of the asymmetric logarithmic ACD model
as well as the Box-Cox ACD process are strictly stationary. The power ACD
model requires that Ej¯ +®²¸
i j
2 < 1 for some integer m > 1, which reduces
to j® + ¯ j < ¹
¡1=2
B;2¸ for m = 2. The latter inequality is empirically satis¯ed
as the parameter estimates are such that 0:9738 = ^ ® + ^ ¯ < ^ ¹
¡1=2
B;2^ ¸ = 1:0058.
Numerical results based on 10,000 Monte Carlo simulations also show that
(4) holds for the asymmetric ACD and asymmetric power ACD models. As
¸ ! 0 in the augmented ACD model, strict stationarity follows from the
2 Unlike what occurs in the asymmetric ACD case, the estimation of the asymmetric
power ACD model depends heavily on this constraint, since if the shocks impact curve is
negative complex numbers would arise disrupting the maximum likelihood algorithm.
17fact that j ^ ¯ j < 1.
To check for misspeci¯cation, we ¯rst inspect whether the standardized
durations display any serial correlation by looking at the sample autocorre-
lation function of n-th order with n varying from 1 to 60. Tables 3 and 4
document that there is no sample autocorrelation greater than 0.05 (in mag-
nitude) irrespective of the speci¯cation of the conditional duration process.
Moreover, the Ljung-Box statistics also show no evidence of serial correla-
tion in the residuals. We therefore conclude that the conditional duration
models are doing a great job of accounting for the serial dependence in the
IBM price durations.
Next, we apply Fernandes and Grammig's (2000) D-test to gauge the
closeness between the parametric and nonparametric estimates of the den-
sity function of the residuals. Under the correct speci¯cation of the condi-
tional duration process, both the parametric and kernel density estimates
of the residuals ^ ²i =
Ãi
^ Ãi
²i converge to the true Burr density. In contrast,




does not converge to one in probability. The kernel density estimate
will then converge to this mixture of Burr densities, whereas the parametric
estimate always belongs to the Burr family. The test statistic is thus pre-
sumably close to zero under the null, whereas it should be large under the
alternative. The motivation to apply the D-test is twofold. First, although
it is slightly conservative, the D-test entails excellent power against both
¯xed and local alternatives. Second, it is nuisance parameter free in that
there is no asymptotic cost in replacing errors with estimated residuals.
To avoid boundary e®ects in the kernel density estimates due to the non-
negativeness of standardized durations, we work with log-residuals rather
than plain residuals. All nonparametric density estimates use a Gaussian
kernel, whereas the bandwidths are chosen according to an adjusted-version
of Silverman's (1986) rule of thumb. The adjustment is necessary because
the asymptotic theory of the D-test requires a slight degree of undersmooth-
ing so as to avoid additional bias terms (see Fernandes and Grammig, 2000).
18Despite the fact that the p-values of the D-test seem to decrease with the
degree of smoothing, the results are qualitatively robust to minor variations
in the bandwidth value.
The D-test results illustrate the rewards of the extra °exibility provided
by the AACD family of models. There is no standard speci¯cation that
performs well as seen in Table 3. At the 1% level of signi¯cance, we soundly
reject the linear and logarithmic Type I ACD models, whereas we ¯nd a
borderline result for the asymmetric logarithmic ACD model with b = 1
proposed by Dufour and Engle (2000). At the 5% level, rejection ensues
for the Box-Cox ACD model, while rejecting the logarithmic ACD Type II
speci¯cation is somewhat arguable given that the p-value is very close to
0.05. The ¯gures in Table 4 are much rosier: There is indeed no clear rejec-
tion, though we ¯nd a borderline result for the asymmetric ACD model at
the 5% signi¯cance level. The D-test results also indicate that the asymmet-
ric logarithmic ACD speci¯cation is the most successful model, achieving a
quite large p-value. Figure 3 illustrates this pattern by plotting the kernel
and parametric density estimates of the log-residual for the two groups of
models in the ¯rst and second column, respectively. While there are striking
discrepancies in the ¯rst column, the nonparametric density estimates nicely
oscillate around the parametric density estimates of the log-residuals in the
second column.
4 Conclusion
This paper introduces a family of augmented ACD models that encom-
passes most speci¯cations in the literature. The nesting leans upon a Box-
Cox transformation to the conditional duration process and an asymmet-
ric shocks impact curve. The motivation for the latter stems from Engle
and Russell's (1998) empirical ¯ndings, evincing that the linear ACD model
tends to overpredict after either very long or very short durations. We de-
rive su±cient conditions for the existence of higher-order moments, strict
19stationarity, geometric ergodicity and ¯-mixing property with exponential
decay in this class of ACD models.
Our empirical results on IBM price durations show that the restrictions
imposed by the existing models in the literature are incompatible with the
data, warranting the extra °exibility granted by the augmented ACD mod-
els. Actually, inspecting the parameter estimates of the di®erent speci¯ca-
tions we conclude that imposing concavity in the shocks impact curve is the
main issue and therefore the Box-Cox transformation and the asymmetric
response to shocks work to some extent as substitutes. In particular, the
power ACD and asymmetric logarithmic ACD models produce the best ¯t.
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25Table 1
Typology of ACD models
Augmented ACD
Ã¸
i = ! + ®Ã¸
i¡1
h




Asymmetric Power ACD (¸ = À)
Ã¸
i = ! + ®Ã¸
i¡1
h




Asymmetric Logarithmic ACD (¸ ! 0 and À = 1)
logÃi = ! + ®
h
j²i¡1 ¡ bj + c(²i¡1 ¡ b)
i
+ ¯ logÃi¡1
Asymmetric ACD (¸ = À = 1)
Ãi = ! + ®Ãi¡1
h
j²i¡1 ¡ bj + c(²i¡1 ¡ b)
i
+ ¯ Ãi¡1
Power ACD (¸ = À and b = c = 0)
Ã¸
i = ! + ®x¸
i¡1 + ¯ Ã¸
i¡1
Box-Cox ACD (¸ ! 0 and b = c = 0)
logÃi = ! + ®²À
i¡1 + ¯ logÃi¡1
Logarithmic ACD Type I (¸;À ! 0 and b = c = 0)
logÃi = ! + ® logxi¡1 + ¯ logÃi¡1
Logarithmic ACD Type II (¸ ! 0, À = 1 and b = c = 0)
logÃi = ! + ®²i¡1 + ¯ logÃi¡1
Linear ACD (¸ = À = 1 and b = c = 0)
Ãi = ! + ®xi¡1 + ¯ Ãi¡1
26Table 2
Descriptive statistics
IBM price durations plain adjusted






n-th order sample autocorrelation
n = 1 0.256 0.179
n = 2 0.231 0.184
n = 3 0.240 0.166
n = 4 0.168 0.121
n = 8 0.127 0.106
n = 12 0.095 0.099
n = 16 0.061 0.072
n = 20 0.018 0.062
n = 24 0.021 0.073
n = 28 0.000 0.050
n = 32 -0.008 0.047
n = 36 0.004 0.054
27Table 3
Estimation results for the AACD family of models
IBM price durations ($0.125 mid-price change)
parameter ACD LACD I LACD II EXACD BCACD
! 0.0171 0.0774 -0.0865 -0.0964 -0.5230
(0.0038) (0.0069) (0.0063) (0.0131) (0.1708)
® 0.1116 0.1250 0.0912 -0.1157 0.5843
(0.0088) (0.0083) (0.0067) (0.0152) (0.1768)
¯ 0.8799 0.8327 0.9759 0.9614 0.9616





· 1.2616 1.3036 1.2592 1.2892 1.2954
(0.0318) (0.0331) (0.0318) (0.0327) (0.0330)
° 0.4186 0.4808 0.4137 0.4519 0.4635
(0.0471) (0.0487) (0.0469) (0.0478) (0.0486)
logL -4,952.4 -4,924.8 -4,950.5 -4,924.5 -4,920.5
BIC 2.2130 2.2007 2.2121 2.2013 2.1996
D-test 0.0029 0.0025 0.0488 0.0140 0.0266
Q(4) 0.1965 0.0845 0.1152 0.5821 0.4990
Q(8) 0.0898 0.1433 0.1136 0.2410 0.2327
Q(16) 0.0836 0.0534 0.1569 0.1956 0.1891
Q(24) 0.0496 0.0897 0.1084 0.2853 0.2698
max ACF 0.0326 0.0403 0.0344 0.0370 0.0378
min ACF -0.0282 -0.0264 -0.0259 -0.0310 -0.0320
Figures in parentheses correspond to standard errors based on the OPG
estimator of the information matrix. logL reports the value of the log-
likelihood function, whereas BIC denotes the Bayesian information cri-
terion. D-test displays the p-values of the nonparametric test proposed
by Fernandes and Grammig (2000) applied to the log-residuals. Q(n)
correspond to the p-values of Ljung-Box statistic for up to n-th order
serial correlation. The last two rows report the maximum and minimum
values of the sample autocorrelations from order 1 to 60, respectively.
28Table 4
Estimation results for the AACD family of models
IBM price durations ($0.125 mid-price change)
parameter PACD A-ACD A-LACD A-PACD AACD
! 0.0378 0.0208 0.0217 0.0378 0.0361
(0.0067) (0.0049) (0.0147) (0.0061) (0.0064)
® 0.1352 -0.1990 -0.2294 0.1270 0.00001
(0.0110) (0.0452) (0.0448) (0.0268) (0.1022)
¯ 0.8386 0.9760 0.9639 0.8468 0.9639
(0.0123) (0.0168) (0.0062) (0.0116) (0.0891)




b 0.4456 0.5066 0.0411 0.0451
(0.0741) (0.0680) (0.0019) (0.0015)
c -1.4294 -1.3172 0.2326 0.1117
(0.1099) (0.0724) (0.9446) (1.1718)
· 1.2976 1.2882 1.2926 1.2979 1.2935
(0.0331) (0.0328) (0.0329) (0.0330) (0.0329)
° 0.4688 0.4556 0.4589 0.4685 0.4588
(0.0487) (0.0484) (0.0485) (0.0482) (0.0483)
logL -4,922.7 -4,930.1 -4,921.1 -4,921.0 -4,918.4
BIC 2.2006 2.2047 2.2007 2.2014 2.2011
D-test 0.0955 0.0494 0.4039 0.1353 0.1370
Q(4) 0.3011 0.1794 0.4259 0.3866 0.5031
Q(8) 0.2085 0.0600 0.1182 0.2100 0.1840
Q(16) 0.1447 0.0719 0.1124 0.1447 0.1726
Q(24) 0.2224 0.1085 0.1536 0.2262 0.2594
max ACF 0.0378 0.0351 0.0352 0.0386 0.0381
min ACF -0.0301 -0.0341 -0.0370 -0.0316 -0.0331
Figures in parentheses correspond to standard errors based on the OPG
estimator of the information matrix. logL reports the value of the log-
likelihood function, whereas BIC denotes the Bayesian information crite-
rion. D-test displays the p-values of the nonparametric test proposed by
Fernandes and Grammig (2000) applied to the log-residuals. Q(n) cor-
respond to the p-values of the Ljung-Box statistic for up to n-th order
serial correlation. The last two rows report the maximum and minimum
values of the sample autocorrelations from order 1 to 60, respectively.
29