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Abstract
In Content Based Image Retrieval (CBIR), images are
segmented to synthesize image information. Among several
characteristics like color or edges, texture is useful for seg-
menting. This paper proposes an intensive multiresolution
approach to texture segmentation based on a wavelet trans-
form. The technique delivers schematic descriptions of im-
ages. That is to say, it provides the main regions of interest
(ROIs) according to image information. Firstly, the pro-
cess divides images into 2×2 blocks. Then, it tracks texture
through the multiresolution offered by the wavelet transform
to form featuring vectors. Next, a K-means algorithm par-
titions the texture vector space into clusters. Finally, a con-
nected component extraction delivers the image schema.
keywords : CBIR, intensive schematization, texture,
color, wavelet
1 Introduction
With the exponential growing of digital databases, mul-
timedia search becomes more and more complex. Thus, or-
ganizing these data ensure the effectiveness and efficiency
of their retrieval.
Concerning image retrieval (IR), a simple way to do is to
annotate them. But these annotations are not always without
ambiguity and are often manually done.
To improve IR, images can be identified by the informa-
tion their pixels deliver. This is known as content based
image retrieval (CBIR).
This paper deals with CBIR where images are described
according to the objects they contain. Thus, pixels are la-
beled according to the objects they describe.
The presented work belongs to this category.
1.1 Related work
CBIR implies the need of models and tools to extract
relevant information from image pixels to allow the match-
ing of a requested image (or parts of it) with images in a
database in a way to retrieve similar ones.
Different models define texture and color. Since texture
is based on a repetitive local pattern, it is extracted from the
luminance component of the images. So, images are first
defined into a specific color space – e.g., Lab, YUV, YCbCr
or Gaussian color space – where the first component deliv-
ers the luminance information. The two other components
describe the chrominance.
The Lab color space need the specification of its white
color and its conversion from RGB color space is non lin-
ear. Nevertheless, the euclidean distance can be used as a
measure of color difference. Other more recent color spaces
(Gaussian color space) have been proposed [8, 9]. Like Lab
color space, assumptions are made that imply the specifica-
tion of some parameters which determine the effectiveness
of the color space.
By definition, texture is a deep-structure property [13].
So multiscale approaches are used to identify it [15, 21].
One of the most attractive is the wavelet analysis, since its
main algorithm is effective and relatively easy to implement
[2, 11].
Once the models of texture and color specified, the seg-
mentation is done. There are two major approaches : point
of interest and regions.
1.1.1 Point of interest
Points of interest are identified using tools like Harris point
extractor[10]. Then, the selected points are labeled accord-
ing to some measure concerning their neighborhood. For
example, Local Jet and SIFT characterize interest points
by vectors invariant under some geometric transformations
[13, 7, 16, 17, 27].
However, the meaning of such set of points is not clear
for CBIR user when she/he wants to retrieve a specific ob-
ject or person in the image database (IDB).
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Here, an image is partitioned into regions that correspond
to the objects present in the observed scene. At first glance,
regions are more closed to the user meaning when queries
are based on objects (or parts of them) present in the im-
ages. Unfortunately, their extraction is not trivial and their
characterization suffers from invariance. In fact, regions are
more sensible than points of interest to viewpoint, occlu-
sions, scene clutter, and so on.
Three main classes of region extraction tool can be iden-
tified :
• The split-and-merge techniques decompose the im-
age into homogeneous regions and then merge similar
neighboring regions.
• The graph-cut algorithm maps a graph onto the im-
age. The edges of the graph are weighted according
to some pixel characteristic distances. Then the al-
gorithm splits the graph into sub-graphs following the
minimum edges [20, 25, 24].
• The variational approaches model the image by a
piecewise continuous function. A functional is design
according to some desired properties concerning the
function (e.g., regularity) and the image regions (e.g.,
homogeneity in texture).
Usually, the functional is minimized using some tech-
nique of optimization. An initial region partition of the
image can be used to decrease the optimization tech-
nique cost [1, 14].
Despite that it is an expensive process and that the ob-
tained regions do not provide invariance property, region
extraction is attractive. It is because regions are actually
significant to people when they search IDB.
The variational and cut-graph approaches are currently
the most effective algorithm since they fit rather well objects
in images in most configuration. Their main drawback is
their algorithmic complexity.
Some hybrid approaches propose a mixture of interest
points and regions. For example, interest points are first
extracted. Then, local area (small regions) around the in-
terest points are approximated as planar. By this way, the
characterization can be defined invariant to some geometric
transformation [17].
1.2 The proposed technique
The technique described in this paper proposes a region
based image partitioning. The proposed labeling process is
closed to the Blobworld system [4] and to the SimpliCITY
system [23]. These systems describe pixels with some fea-
ture vectors to group them into regions. An image request
is then based on user selection of regions to find in other
images.
Blobworld extracts object regions using a steerable filter
bank for texture. The pixels are characterized by vectors
which are partitioned using the Expectation-Maximization
(EM) algorithm with a mixture of K gaussians. The number
of clusters, K, is first estimated by maximizing the likeli-
hood. Then, a connected component process groups pixels
into regions. However, the labeling process is expensive.
EM and steerable filter bank are effective but difficult to
use.
The common framework with the presented work is the
separation between the pixel labeling and the connected
component extraction. But, the present paper proposes a
more intensive way to characterize pixels.
SimpliCITY uses wavelet transform (Haar or db4
wavelet) to characterize 2 × 2 blocs of pixels. These blocs
are labeled using the standard K-mean algorithm where K
is gradually incremented until the distortion between two
successive values of K is no longer significant. The re-
quested image is matched to the images of the database us-
ing the Integrated Region Matching (IRM) which is a many-
regions-to-many-regions matching technique. Based on the
χ2 test, SimpliCITY also proposes the creation of an ontol-
ogy where images are annotated as textured or not, as being
a photography or a graphic. This ontology is used to prune
the database before performing the IRM search.
As SimpliCITY does, the technique proposed in this pa-
per uses the K-mean algorithm to classify pixel vectors
which are the coefficients of a Haar wavelet analysis. The
number K of clusters is predicted and then adjusted accord-
ing to the relative scattering information. Since no spa-
tial information is taken into account, a connected com-
ponent process groups pixels into regions. While Sim-
pliCITY stops at the first level of decomposition, the pro-
posed wavelet analysis operates a decomposition up to 4.
This is motivated by the fact that texture is a deep-structure
[13, 2, 19, 11, 22].
The originality of this process is its simplicity with per-
formances quite similar to those of more complex systems.
Moreover, note that :
• The process could be used with compressed images too
(e.g, JPEG2000 images) [12].
• This crude but intensive segmentation can later be im-
proved using some level sets technique [1].
These two properties help achieve the CBIR goal : it is an
intensive schematization of the given image which should
be a good initialization for segmentation.
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1.2.1 Principle
The principle is described in Figure 1. First, conversion
from RGB color space to Lab color space separates lumi-
nance (L component) from chrominance (a and b compo-
nents). As texture is a luminance characteristic, the follow-
ing stages deal with the L component.
Texture is identified and characterized using a wavelet
packet decomposition. Once this is done, each pixel is de-
scribed by a characteristic vector. These texture vectors are
partitioned into clusters with the help of a dissimilarity mea-
sure. Finally, a region is defined by a group of connected
pixels which share the same texture labeling.
Figure 1. Schematizing process.
1.3 Plan
Section 2 presents the wavelet packet decomposition
process which delivers the vectors characterizing the image
texture. Then, sections 3 and 4 explain the two stages seg-
mentation technique based on the texture vectors. Before
concluding, section 5 analyzes several experiments.
2 Image characterization
Texture can be defined as a repetitive pattern [14, 5].
This pattern can be modeled in a multi-scale way describ-
ing it at different levels of observation. Roughly speaking,
each level corresponds to a certain degree of precision in
the observation. Thus, a fine-to-coarse characteristic stack
is assigned to the pattern.
The wavelet packet transform decomposes the original
image into four sub-images. One of them is an approxi-
mation of the original image. The three others provide the
horizontal, vertical and diagonal details lost by the approx-
imation. The process is reversible : combining together the
four sub-images delivers the original image.
The process uses a bank of two 1D filters to separate
low frequencies from high frequencies. The bank is ap-
plied successively on the lines and the columns of the im-
age. A sub-sampling by two is done to eliminate the re-
dundant information. Experiments use the Haar filters :
L(i) = xi+xi+1√
2
and H(i) = xi−xi+1√
2
The reasons are the short length of the filters (the size of
the filters) and their simplicity. The length of the L and H
sequences is half the length of the sequence x.
The process is applied on each sub-images until a given
threshold, J , of decomposition is reached. At the end, the
decomposition can be presented as a tree where the root
is the original image and the leaves the sub-images of the
deepest decompositions (cf. fig. 2).
Figure 2. Wavelet tree with J = 2 : A0 is the original
image, A1 its approximation at level 1, H2V 1 the horizon-
tal detail at level 2 of V 1 (the vertical detail at level 1), and
so on.
To lighten this description, the tree can be pruned accord-
ing to some energy measure. If the energy entropy of an in-
ternal node (a sub-image which is decomposed) is less then
the sum of the energy entropies of its chlild nodes, the inter-
nal node becomes a leaf and the decomposition is pruned.
Otherwise, the decomposition is kept.
Once the decomposition tree is pruned, the leaf image
coefficients are grouped to form the characteristic vectors.
The multi-scale description, delivered by the decomposi-
tion, implies that several pixels of the original image share
some coefficients : for example, a coefficient of the approx-
imation at level 1 (A1) is shared by four pixels of the origi-
nal image. This encloses the third dimension of the texture
patterns.
Experiments show that parameter J can be set to 3.
When J = 4, the deepest decomposition level coefficients
are shared by 4J = 256 pixels. This is, obviously, larger
than texture currently observable into images.
3 Clustering process
The vectors describing the pixel texture are grouped into
clusters using a classical K-means algorithm with the help
of the Euclidean distance measure.
This classification do not care about the spatial position
which is dealt by the connected component extraction pro-
cess. The separation into two processes allows identifying
the different textures independently they belong to the same
regions or not.
The number K of clusters is not a prior knowledge. It
is iteratively estimated. At the begin of the process, K is
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fixed to an initial value (6 in experiments). The cluster-
ing is done for this value of K and for values K − 1 and
K + 1. Each clustering is evaluated according to the trace
criterion : CK = trace(S−1W SB); where SW is the within-
cluster scatter matrix and SB is the between-cluster scatter





j=1(xk,j − μk)(xk,j − μk)T
SB =
∑K
k=1(μk − μ)(μk − μ)T
with μk, the mean of cluster k and μ, the mean of the
whole vector set.
If CK is lower than the trace criteria of the two other
clusterings (CK−1 and CK+1), the K-partition is the good
one and the process stop. Otherwise, if the (K+1)-partition
(resp. (K − 1)-partition) minimizes the criterion, the num-
ber of cluster is incremented (resp. decremented) by one.
The clustering is achieved with this new value and the trace
criterion is compared to CK+1 (resp. CK−1).
The iteration stops when the criterion minimum is
reached. Minimum and maximum numbers of clusters are
fixed to bound the process (Kmin = 2 and Kmax = 15 for
experiments).
4 Connected component extraction
The clustering process labels each vector according to
the class it belongs to. But, no spatial information is taken
into account. This allows to identify texture patterns even if
they appear in different locations in the image.
To obtain the final image regions, a classical connected
component tool is used [3]. Pixels are grouped if they share
the same texture label and if they are neighbors.
A 4-connected neighboring is usually used to do this. By
propagation, pixels of a region are labeled with the same
region label.
5 Experiments
Experiments are made on different kinds of images with
J = 3. The setting of J is reasonnable as more and more
pixels share the same caracteristics when the decomposition
goes deepest. Experiments confirm this fact. We can see a
block effect on some schemas.
All experiment images can be found in color at :
lita.sciences.univ-metz.fr/˜paris/Intensive/
Figure 3 exhibits the segmentation of a photography of a
little rhinoceros. The original image is shown at the top of
the figure. Two experiments are conducted from this image.
Firstly, The photography is segmented as explained
above. The image is transformed into a pruned Haar wavelet
tree. The coefficients of the wave-tree leaves form the tex-
ture vectors. These vectors are completed with the energy
coefficients (squared values of the pixels) of the chromi-
nance components of the image (components a and b).
The segmentation result is presented in the right column
of the figure. The clustering of the vector space delivers
two clusters (see top image in right column). And 199 con-
nected components (CC) are extracted from this clustering
(see bottom image in right column). Amid all these CCs,
The one corresponding to the rhinoceros is relatively ho-
mogeneous and easily identifiable.
The left column presents the segmentation for an approx-
imation version of the original image. This approximation
is obtained by selecting the approximation delivered by the
first level of decomposition. The texture vectors are built
with the Haar decomposition of this approximation. In fact,
this decomposition correspond to the sub-tree of the wave-
tree associated to the approximation. The results are quite
similar, but, of course, less precise for the contours of the
connected components. Moreover, The segmentation deliv-
ers only 33 connected components.
Since the decomposition of the approximation is a sub-
tree of the decomposition of the original image, we can
use these two segmentations : the clustering and connected
component stages use two different vector sets. By this way,
the user can select regions from the approximation segmen-
tation or from the original image segmentation.
Experiments in Figures 4 and 5 show similar results. The
aborigene and the folk dancers are quite well identified us-
ing the approximation segmentations. And the original im-
age segmentations present more precise connected compo-
nents. While this choice is not of great importance for these
images, sometimes it can be. Surprisingly, the duck is diffi-
cult to be identified, as shown in Figure 6. Only the segmen-
tation of the approximation offers the possibility to catch all
the connected components attached to the duck.
Other experiments are shown in Figure 7. The experi-
ences, presented at lines 4 and 5 in Figure 7, exhibit the
weakness of the color characteristic.
6 Conclusion
The first experiments show rough schemata of images.
These raw descriptions should help the CBIR user to select
the image portions she/he wants to put into her/his request.
But, some results fail in describing the objects present in the
images. The weakness of the process lies in how to use the
multiresolution.
Different kinds of schemata extraction can be investi-
gated :
• One way consists in segmenting each level of resolu-
tion. Next, the segmentation stack is merged into a
schema.
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• Another way consists in modifying the euclidean dis-
tance, such as :
1. It is weighted by the level of decomposition; i.e.
lower is the resolution level, less important is its
impact on the texture definition.
2. More importance is given to the color compo-
nents.
One could note that segmented region contours are not
precise. However, this is not a major goal in CBIR context
since the silhouettes of the objects cannot be used to de-
scribe them : contours suffer from clutters and occlusions.
Thus, other invariant and robust features must be defined
to characterize regions. For example, a region extension of
the local jets [13, 16, 26, 27] has to be experimented.
As experiments show, this is a primary study with
promising initial results. Several improvements can be ex-
perimented to increase its effectiveness. A deepest study
can be found at [18].
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Figure 3. Rhinoceros picture segmentation : at top the
original is shown. The left column presents the segmen-
tation of the approximation image, the right one the seg-
mentation of the original image. For each column, the top
image shows the texture vector space clustering and the bot-
tom image the connected component result.
Figure 4. Aborigene picture schema (original, its schema
and the schema of its approximation).
Figure 5. Folk dancer schema.
Figure 6. Duck schema.
Figure 7. for reach row :At the left the original image,
at the middle its schema and at the right the schema of its
approximation.
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