Rigid and zero reducing linear transformations  by Arazy, J & Fisher, S.D
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 130, 552-555 (1988) 
Rigid and Zero Reducing Linear Transformations* 
J. ARAZV 
University of Ha$a, Haifa, Israel 
AND 
S. D. FISHER 
Northwestern University, Evanston, Illinois 60208 
Submitted by Dr. Ralph P. Boas 
Received October 16, 1986 
A linear transformation T taking complex-valued functions on a set E to 
complex-valued functions on some other set E’ is rigid if whenever the 
function f has no zeros on E, then the function T(f) has no zeros on E’. 
This paper characterizes rigid linear transformations in certain instances 
and examines a closely related type of transformation, one which reduces 
the number of zeros. The definition of this appears later. We let b(E) 
denote the space of bounded complex-valued functions on E with the 
supremum norm. 
THEOREM 1. Let A be a complex linear subalgebra of b(E), with 1 E A. 
Suppose that T is a rigid linear transformation of A into b(E’). Then 
T( f ) = YS( f ), where Y is a nonvanishing boundedfunction on E’ and S is a 
multiplicative, rigid linear transformation. 
ProoJ Let Y= T( 1). Since T is rigid, Y does not vanish. Let 
S(f) = (l/Y) T( f ); then S is linear, rigid, and S( 1) = 1. If y’ = (Sf )(x’) for 
some x’ E E’, then S( f - v’) = Sf - y’ has a zero (at x’) and hence f-y’ 
must vanish on E. It follows that 
the range of Sf lies in the range off: (1) 
Let A, be the closure of A in b(E) in the sup norm. If ge A,, then there is a 
sequence { fn} of elements of A with fn +g uniformly on E. By (1) {S( f,)} 
forms a Cauchy sequence in b(F). Define S(g) to be lim S( f,). It is 
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elementary that S(g) is independent of the particular sequence { f,} which 
converges to g. This extends S to A,. 
We now show that S is multiplicative by an application of the following 
theorem; see [3]. 
THEOREM (Gleason, Kahane, and Zelasko). Let cp be a linear functional 
on a Banach algebra A with unit e. I f  q(e) = 1 and q(x) # 0 for every inver- 
tible element x E A, then cp(xy) = q(x) q(y) for all x, y  in A. 
Suppose that h E A, is invertible in A i Then there is a 6 > 0 such that 
\h(x)l 3 6 for all x E E. Hence, there is a sequence { f,l} of elements of A 
with f ,  --t h uniformly on E and ) f,(x)\ 3 6 on E for all n. It then follows 
from (1) that S( f,) + S(h) uniformly on E’ and (S(h)\ 2 6 on E’. In par- 
ticular, if h E A, is invertible in A,, then S(h) is never zero on E’. 
For x’ E E’ define a linear functional cpI, on A, by q.,,(h) = (S(h))(x’). 
The comments above show that q,,(h) #O if h is invertible in A,. 
Consequently, cp,. is multiplicative by the Gleason, Kahane, and Zelasko 
theorem. This is so for each x’ E E’ and thus S is multiplicative on A, and 
hence on A. 
Theorem 1 shows that rigid linear transformations are “essentially” 
multiplicative. The following proposition gives the form of such trans- 
formations. 
PROPOSITION 2. Let S be a rigid algebra homomorphism from A into 
h(E’ ). Then there is a compact Hausdorff space X and an embedding qf E 
into X so that each element of A extends to a continuous function on X. 
Further, there is a ,function (T: E’ -+ X so that Sf (x’) =f(o(x’)), x’ E E’. 
Proof. Let B = S(A) so that B is a subalgebra of b(E’) and let B, be the 
closure of B in b(E’). S induces a mapping cr from the maximal ideal space 
M,, of B, into M,,, the maximal ideal space of A,, by a(m)( f ) = m(Sf ). 
In particular, (T maps E’ into M,, by the rule a(x’)( f  ) = (Sf )(x’). Define A’ 
to be the closure in M,, of o(E’). The proof is complete. 
Considered as subsets of A, each of the ideals cr(x’) is a subset the set of 
those functions in A that vanish somewhere on E. The next example shows 
that generally this is the best that can be expected. 
EXAMPLE 1. Let I- be an arc in the complex plane of positive Lebesgue 
area measure and define A to consist of all functions which are continuous 
on the sphere S2 and analytic off r. Since r has positive measure, A 
contains nonconstant functions. It is further true that for each f  E A 
the range off on S2 = the range off on r, 
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see [2, p. 291. Take the set E to be r (or any subset of S2 which contains 
r) and E’ to be S2. Define (S’)(z) =f(z), ZE S2. Then S is a rigid mul- 
tiplicative linear transformation of A into b(E’) and the mapping c from 
Proposition 2 is the identity function. This shows that o does not, in 
general, map E’ into E but only into the maximal ideal space of A. 
DEFINITION. Let A be a linear space of analytic functions on a domain 
E in the complex plane. A linear transformation T of A into some space of 
analytic functions on another domain E’ is zero-reducing if the number of 
zeros of Tf, counting multiplicities, is no more than the number of zeros 
off, also counted with multiplicities. 
THEOREM 3. Let E he a bounded domain in the complex plane and A a 
subalgebra of H”(E) which contains the constants and the identity function, 
F(z) = z. If T is a zero-reducing linear transformation of A into H”(E’), then 
there is a one-to-one analytic function cp from E’ into E and a nonvanishing 
bounded analytic function !P on E’ such that (T(f))(z)= Y(z) f(cp(z)), 
ZEE’. 
Proof We apply Theorem 1 and Proposition 2; these yield the 
appropriate general form of T. We need only show that the mapping c has 
the required form. We define rp by cp = S(F). It is elementary that 
q(z) = a(z) for each z E E’ and that cp is analytic on E’. Further, (1) implies 
that the range of cp lies in E. The fact that cp is one-to-one is a consequence 
of the fact that T is zero-reducing. For if q(a) = q(b), then the function 
z - q(a) has only one zero in E but its image under S, namely q(z) - q(a), 
has at least two zeros in E’. 
EXAMPLE 2. Let E be a compact subset of the complex plane and A a 
subalgebra of A(E), the space of functions continuous on E and analytic on 
the interior of E, if E has any interior. Again suppose that the constant 
function and the identity function F(z) = z lie in A. Let T be a zero reduc- 
ing linear transformation of A into A(E’) for some other compact set E’. 
Here the zeros in the interior of E or E’ are counted with multiplicities and 
any zeros on aE are counted without multiplicities. As in Theorem 3 the 
zero-reducing property of T implies that Tf(z) = Y(z) f(cp(z)), where Y 
and cp are elements of A(E’), Y is never zero on E’, and cp maps E’ into E. 
Finally, cp is one-to-one on E’ just as in Theorem 3. 
EXAMPLE 3. Specialize Example 2 to the case when E is an interval in 
the real axis, A is the polynomials, and T is required to map polynomials 
to polynomials. It follows that Y and cp are polynomials; if T is required to 
preserve the degree of the polynomials, then it is elementary that Y is a 
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nonzero constant c and q(z) = az + b where a and b can be any numbers 
subject to the restriction that cp maps the interval E into itself. If we add 
the further restriction that T(z”)=p,z”, then q(z) = az and so p,,= ca”. 
This stands in stark contrast to the case when the transformation is 
required to preserve real polynomials; see [ 11. 
REFERENCES 
1. T. CRAVEN AND G. CSORDAS, Zero-diminishing linear transformations, Proc. Amer. Math. 
Sot. SO (1980), 544-546. 
2. 7. W. GAMELIN, “Uniform Algebras,” Prentice-Hall, Englewood Cliffs, NJ., 1969. 
3. W. RUDIN, “Functional Analysis,” McGraw-Hill, New York, 1973. 
409/l 30;:. I7 
