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Prea´mbulo
Motivacio´n
Este trabajo nace de la pasio´n, sembrada a lo largo de todo el grado, por profundizar
en la investigacio´n de la Inteligencia Artificial.
Asignaturas como Visio´n por computador, Sistemas inteligentes y Sistemas de per-
cepcio´n me han abierto la puerta a un campo muy amplio e interesante del que todav´ıa
queda mucho por explotar. A esto se suma el hecho de que las nuevas tendencias tec-
nolo´gicas se centran cada vez ma´s en implementar sistemas inteligentes en los dispositivos
electro´nicos como smartphones, veh´ıculos auto´nomos, smartwatches y otros wearables,
por no hablar de los complejos programas inteligentes que desarrollan las empresas para
el ana´lisis de datos, seguridad, etc.
La motivacio´n de este proyecto es ser capaz de unir los conocimientos adquiridos a lo
largo de todo el grado y darle forma en la resolucio´n de un problema de cara´cter real.
Pasando por todos los puntos, desde la comprensio´n de los algoritmos de aprendizaje
artificial, su matema´tica, las herramientas que nos permiten implementarlos y co´mo
hacerlo, exponerlos ante distintas situaciones y ser capaz de comprender los resultados,
extraer conclusiones y averiguar las ventajas que nos ofrecen unos algoritmos frente a
otros.
Por supuesto, como estudiante de Ingenier´ıa Robo´tica, no hab´ıa mejor forma de apli-
car la inteligencia artificial que un brazo robo´tico articulado. De este modo, realizamos
un proyecto que permita a este sistema ser capaz de aprender a moverse en busca de un
objetivo concreto, con el incentivo extra de, mediante trabajos futuros, llegar a imple-
mentarlo en un robot real.
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Objetivos
El objetivo general de este trabajo es que al final del mismo, tanto el autor como el
lector hayan comprendido los principios y funcionamiento del aprendizaje por refuerzo
(Reinforcement Learning), empleando estos en el control de un brazo robo´tico y obtenien-
do conclusiones sobre cua´les son los algoritmos que nos proporcionan mejores resultados
en menor tiempo de entrenamiento para diversas tareas de dificultad progresiva.
Entrando ma´s en detalle, podemos definir la siguiente lista de objetivos:
Entender los principios y funcionamiento de Reinforcement Learning (RL) y Deep
Reinforcement Learning (DRL).
Realizar un estudio de los algoritmos ma´s importantes que conforman el estado del
arte de RL y DRL, para poder ser usados posteriormente en la experimentacio´n.
Aprender a trabajar con un hardware capaz de asumir la alta carga computacional
que normalmente acarrea el proceso de entrenamiento en sistemas de inteligencia
artificial, en tiempos de espera asequibles.
Instalar el software necesario que sirva de base para que el alumno pueda realizar la
experimentacio´n sin indagar demasiado en conceptos que escapan de su nivel en la
materia. Si bien, el alumno debera´ comprender y aprender a utilizar los programas
y gran parte del co´digo implementado, adema´s de ser capaz de realizar cambios en
la implementacio´n para adaptarlo a las tareas propuestas en este trabajo.
Conseguir que un brazo robo´tico aprenda a moverse para realizar diferentes ta-
reas de complejidad progresiva y analizar los resultados aplicando los diferentes
algoritmos estudiados.
Ser capaz de trabajar con la bu´squeda de hiperpara´metros y conseguir valores
adecuados para ellos.
A partir de los conocimientos adquiridos, ser capaz de analizar, comprender y
justificar los resultados de los experimentos, obteniendo conclusiones y propuestas
de trabajo futuro.
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Cap´ıtulo 1
Introduccio´n
Este proyecto profundiza en la comprensio´n y desarrollo de diferentes te´cnicas de
Aprendizaje por Refuerzo y Aprendizaje por Refuerzo Profundo, en las que un agente es
capaz de aprender tareas a partir del feedback que obtiene del entorno como consecuencia
de sus acciones.
En particular, el reto consiste en entrenar un brazo robo´tico para que aprenda a realizar
una serie de tareas de distinta complejidad, usando diferentes algoritmos de Reinforce-
ment Learning (RL) y Deep Reinforcement Learning (DRL). Para ello, empleamos la
herramienta S-RL Toolbox, la cual fue creada para estudiar el uso de estados de re-
presentacio´n sobre algoritmos de RL. En este proyecto realizaremos los experimentos
aplicando un aprendizaje de tipo end-to-end, donde el agente aprende directamente de
las observaciones en crudo de los sensores (en nuestro caso, una ca´mara RGB).
En este trabajo ha sido esencial realizar una metodolog´ıa que permitiese conocer mejor
las caracter´ısticas de los algoritmos que conforman el estado del arte de RL y DRL, y que
son los utilizados en los experimentos. Gracias a esta investigacio´n previa, ha sido posible
extraer conclusiones razonadas y justificadas, comprendiendo mejor el comportamiento
mostrado por cada algoritmo.
Cabe destacar que para que este tipo de aprendizaje obtenga buenos resultados son
necesarias muchas repeticiones de la tarea hasta que el robot aprende “que´ es lo que
esta´ bien y que´ es lo que esta´ mal”. Es por ello que las pruebas se realizan en simulador,
puesto que de este modo podemos acelerar la velocidad de ca´lculo y reducir riesgos
experimentales.
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Cap´ıtulo 2
Estado del arte
Los robots industriales nacieron como una evolucio´n de la maquinaria automa´tica
convencional, con la ventaja de que son fa´cilmente adaptables a multitud de tareas de
manipulacio´n. Normalmente, los robots necesitan un te´cnico o ingeniero especializado
que defina previamente cada una de las trayectoria que el robot debe seguir durante la
tarea. Este hecho provoca que ante cualquier mı´nimo cambio en el proceso de produccio´n,
sea necesaria la reprogramacio´n de las trayectorias.
Un robot se suele equipar con multitud de sensores de presencia, sensores de visio´n,
etc junto a sen˜ales de comunicacio´n que le permiten interactuar con su entorno. Sin
embargo, sigue presente el mismo problema: normalmente el robot se comporta como
un agente que solo reacciona a lo que se le ha predefinido. Por lo que hay una carencia
importante de genericidad.
Por otro lado, en el campo de la investigacio´n, la Inteligencia Artificial (IA) es una de
las a´reas con mayor desarrollo y potencial a d´ıa de hoy. Desde la aparicio´n de AlexNet
(Alex Krizevsky 2012) [1], el aprendizaje mediante redes neuronales profundas (deep
learning) se aplica cada vez en ma´s campos con la finalidad de descubrir soluciones
alternativas y ma´s efectivas que las establecidas actualmente.
En este apartado profundizaremos en la teor´ıa de la inteligencia artificial y en parti-
cular en la del aprendizaje por refuerzo, con el objetivo de abrir el camino a aplicaciones
robo´ticas que cuenten con este tipo de tecnolog´ıa. Las te´cnicas de Reinforcement Learning
(RL) esta´n basadas en unos principios ba´sicos que resaltaremos a lo largo de este proyec-
to. Conseguir un sistema capaz de adaptarse y aprender constantemente, que modifique
su modelo automa´ticamente a medida que se va encontrando con nuevas situaciones, no
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solo permitir´ıa implantar la robo´tica en muchos ma´s sectores de la industria, sino que
tambie´n supondr´ıa un importante paso adelante para poder aplicar la robo´tica fuera de
esta.
2.1. Introduccio´n a la Inteligencia Artificial
En primer lugar, debemos esclarecer que´ se entiende por Inteligencia Artificial (IA).
Un agente inteligente es aquel capaz de percibir su entorno y adaptarse, imitando fun-
ciones cognitivas propias de los seres humanos tales como el razonamiento y la solucio´n
de nuevos problemas. Dicho de otro modo, la inteligencia artificial es la capacidad de un
sistema para interpretar correctamente datos externos, aprender de dichos datos y em-
plear esos conocimientos para lograr tareas y metas concretas a trave´s de la adaptacio´n
[2].
En el caso del RL, el agente selecciona las acciones a realizar teniendo en cuenta
un objetivo a corto plazo (que consistira´ en maximizar sus posibilidades de e´xito o
recompensa), sin perder de vista el objetivo a largo plazo de resolver una tarea.
Los sistemas inteligentes combinan una memoria duradera, firmeza en sus metas, y una
toma de decisiones basadas en su estado actual y estado objetivo que les permite lograr un
comportamiento extremadamente eficiente, especialmente ante problemas complejos [3].
Por esta y ma´s razones es por la que los sistemas de IA toman cada vez ma´s protagonismo
en nuestro d´ıa a d´ıa y son considerados esenciales en campos como economı´a, medicina,
ingenier´ıa e industria, etc.
2.2. Introduccio´n al aprendizaje automa´tico
El aprendizaje automa´tico (Machine Learning en ingle´s) es una rama de la inteligen-
cia artificial, cuyo objetivo es desarrollar te´cnicas que permitan que las computadoras
aprendan [4]. Se dice que un agente aprende cuando mejora en la realizacio´n de una tarea
a partir de datos de ejemplo o de la experiencia, o cuando adquiere habilidades que no
pose´ıa en sus inicios [5]. El aprendizaje automa´tico resulta especialmente interesante en:
Tareas en las que el algoritmo se debe adaptar a circunstancias particulares (hace
falta un “entrenamiento”): deteccio´n de spam, reconocimiento del habla, etc
Algoritmos dif´ıciles de programar “a mano”: reconocimiento del habla, de escritura
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manuscrita, visio´n por computaddor, etc
Un factor clave en el que profundizaremos en los siguientes apartados es co´mo conseguir
que el sistema aprenda a comportarse de forma inteligente, do´nde y co´mo sentar las bases
de dicha inteligencia. En el aprendizaje automa´tico encontramos dos ramas que hacen
referencia a dichas cuestiones [6]:
Por un lado, algunos sistemas de aprendizaje automa´tico intentan mantenerse in-
dependientes y no necesitar de la intuicio´n o conocimiento experto. Es decir, no
se intenta imponer al sistema una forma predeterminada de aprender, sino que
el sistema parte desde cero hasta encontrar su me´todo de aprendizaje (a lo que
llamaremos pol´ıtica). En ocasiones esta pol´ıtica coincidira´ con la humana pero en
otras ocasiones no.
Por otro lado, encontramos los sistemas que buscan establecer una colaboracio´n
entre el experto y la computador. A pesar de que esto pueda parecer ma´s sencillo,
en la mayor´ıa de ocasiones no lo es. Debe tenerse muy en cuenta la complejidad que
acarrea el tratar de imitar la intuicio´n humana, ya que el disen˜ador del sistema ha
de especificar la forma de representacio´n de los datos y los me´todos de manipulacio´n
y caracterizacio´n de los mismos.
Tanto si se elige un me´todo u otro, al final con el aprendizaje automa´tico siempre
obtendremos un modelo que define el comportamiento que el agente ha aprendido para
solucionar la tarea. Podemos comparar el modelo con “la solucio´n del problema”. En-
tre los modelos ma´s comunes encontramos los geome´tricos, probabil´ısiticos, lo´gicos, de
agrupamiento y de gradiente.
En cuanto a los algoritmos de aprendizaje automa´tico, podemos agruparlos en cuatro
grandes familias:
1. Aprendizaje supervisado. En estos algoritmos se hace uso de un conjunto de
entrenamiento para adaptar el modelo de clasificacio´n a unos datos concretos, con
la finalidad de que sea capaz de asignar la clase de cada una de las muestras. Un
clasificador supervisado consta de dos fases:
a) Entrenamiento. Inicialmente se debe crear el modelo de entrenamiento a partir
de muestras etiquetadas. Junto al conjunto de entrenamiento se utiliza el
conjunto de validacio´n, que se usa para verificar que el modelo generaliza bien
y poder identificar cua´ndo terminar el entrenamiento. El objetivo es encontrar
una generalizacio´n de la funcio´n a aprender que nos permita clasificar nuevos
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ejemplos cuya clase es desconocida.
b) Reconocimiento o clasificacio´n. Se usa una muestra que no se ha visto en la
fase anterior, y se obtiene su clase tras aplicar el modelo a esa entrada.
Entre los me´todos de aprendizaje supervisado ma´s destacados encontramos las
redes neuronales y convolucionales, a´rboles de decisio´n, Support Vector Machines
y Na¨ıve Bayes.
2. Aprendizaje no supervisado. En este caso no es necesario tener un conjunto de
entrenamiento etiquetado. La idea es aprender mediante observacio´n sin tener un
conocimiento previo. A medida que se le proporcionen muestras no etiquetadas,
el clasificador debe ser capaz de agruparlas segu´n unas caracter´ısticas comunes
(clustering). Con los datos de cada cluster se construye un modelo que permitira´
predecir a que´ clase pertenecen los nuevos datos que queramos clasificar.
Algunos de los me´todos ma´s destacados de aprendizaje no supervisado son: K-
Means, KNN, Gaussian Mixture Models (GMM) y Expectation Maximization
(EM).
3. Aprendizaje semi-supervisado. Este tercer tipo de aprendizaje reu´ne las ca-
racter´ısticas de los dos anteriores. Necesita un conjunto de entrenamiento amplio,
en el que existe una pequen˜a proporcio´n de muestras etiquetadas frente al resto
que no esta´n etiquetadas.
4. Aprendizaje por refuerzo: se trata de una te´cnica en la que no se utiliza un
conjunto de datos para realizar el aprendizaje, sino que se aprende en base a la
experiencia. En este caso, un agente interactu´a con el entorno mediante acciones
y modifica su modelo en funcio´n de la realimentacio´n que obtiene de este. El
objetivo del agente consiste en aprender que´ secuencia de acciones le permiten
maximizar su rendimiento. En los siguientes apartados profundizaremos en este
tipo de aprendizaje, puesto que se trata del tema central del proyecto.
2.3. Redes Neuronales
Las redes neuronales son una rama del aprendizaje automa´tico inspirado en las neu-
ronas biolo´gicas. Se trata de un sistema conexionista de neuronas que colaboran entre s´ı
para producir una respuesta de salida. A estas conexiones se les asignan unos pesos que
ira´n variando a medida que el sistema adquiere experiencia.
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Las redes neuronales profundas (Deep Neural Networks) despegaron en 2012, cuando
Alex Krizhevsky gano´ la competicio´n de ImageNet con el desarrollo de AlexNet [1],
una red convolucional para el reconocimiento de objetos en ima´genes. Establecio´ un
hito consiguiendo un extraordinario nivel de acierto y de mejora con respecto a los
otros me´todos. A partir de entonces, el aprendizaje profundo (Deep Learning) empezo´ a
aplicarse en multitud de a´mbitos, mejorando en casi todos ellos los resultados conseguidos
hasta ese momento. Donde ma´s se destaca su uso es en el reconocimiento de ima´genes.
En las te´cnicas deep learning, el modelo aprende automa´ticamente las mejores carac-
ter´ısticas que describen cada clase, lo que lleva generalmente a conseguir tasas de acierto
mayores. Esto es una gran ventaja si lo comparamos con otros me´todos de aprendizaje
automa´tico tradicional, donde debemos definir una serie de caracter´ısticas para clasificar
las instancias. Esto se debe a que es muy complicado saber cua´les son las caracter´ısticas
y descriptores o´ptimos.
Si bien, debemos considerar que una de las desventajas del aprendizaje profundo es
que no tenemos control sobre lo que se aprende exactamente o co´mo se aprende. El
conocimiento se “reparte”por la red y muchas veces no se alcanza a comprender co´mo
se ha llegado al modelo.
2.4. Aprendizaje por Refuerzo (RL)
La inmensa complejidad de algunos feno´menos biolo´gicos, pol´ıticos, sociolo´gicos, etc
hace que sea muy complicado razonar a partir de sus datos. La u´nica forma de estu-
diarlos es a trave´s de estad´ısticas, midiendo eventos superficiales e intentando establecer
correlaciones entre ellos, incluso cuando no entendemos el mecanismo por el cual se rela-
cionan. El aprendizaje por refuerzo (Reinforcement Learning, RL), y las redes neuronales
profundas (Deep Neural Networks, DNN ) son algunas de esas estrategias, y se basan en
el muestreo para extraer informacio´n de los datos [7].
El aprendizaje por refuerzo ha ido evolucionando notablemente en los u´ltimos an˜os.
Algunos de los ejemplos ma´s fascinantes en el a´rea de investigacio´n son la aparicio´n de
las arquitecturas de DeepMind y Deep Q-learning de 2014, batiendo al entonces campeo´n
del juego Go con AlphaGo en 2016, y la revolucio´n de OpenAI y el algoritmo PPO en
2017, entre otros [8].
Esta estrategia de aprendizaje consiste en que un agente aprenda a comportarse en
base a la experiencia (prueba y error) en un entorno, realizando acciones y viendo los
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resultados, es decir, interactuando con este. Para conseguir esto es necesario una re-
troalimentacio´n, a la que llamamos “recompensa”, por las consecuencias de sus acciones
(u´ltima accio´n o la secuencia de las u´ltimas k acciones) que sera´ obtenida por una funcio´n
a la que llamaremos “funcio´n de recompensa”.
En la mayor´ıa de entornos existen ciertas restricciones a las acciones que el agente
puede realizar. Llamaremos espacio de acciones al conjunto de acciones que el agente
puede realizar en el entorno dado. Adema´s, este conjunto sera´ discreto o continuo en
funcio´n del entorno. Cuando hablamos de entorno tambie´n estamos hablando de la tarea
que debe realizar el agente. Por tanto, al igual que los entornos, las tareas pueden ser
episo´dicas o continuas:
Las tareas episo´dicas son aquellas en las que tenemos un estado inicial Si y un
estado final St (como es el caso que trataremos en este proyecto). La tarea se lleva
a cabo a trave´s de un conjunto de estados, acciones y recompensas.
Las tareas continuas son aquellas que no tienen definidos un un inicio y un final.
Son tareas que transcurren por siempre.
El modelo ba´sico de aprendizaje por refuerzo se define como un proceso de decisio´n
de Markov, y consiste en [9]:
1. Un conjunto de estados del agente en el entorno S.
2. Un conjunto de acciones A que el agente puede realizar
3. Reglas de transicio´n entre los estados, siendo P (s, s′) = Pr(st+1 = s′|st = s, at = a)
la probabilidad de transicio´n del estado s al estado s′ aplicando la accio´n a.
4. Reglas que determinan la recompensa inmediata de una transicio´n, siendo Ra(s, s
′)
la asociada a la transicio´n del estado s al s′ aplicando la accio´n a.
5. Reglas que describen lo que observa el agente y que nos ayudan a quedarnos con
la informacio´n relevante del entorno.
El agente interactu´a con el entorno durante una secuencia de instantes de tiempo t
(a un instante de tiempo lo denominaremos “paso”). Para cada paso el agente recibe
una representacio´n del entorno, a la que llamaremos observacio´n ot. A partir de esa
observacio´n se considera el estado ma´s probable en el que debe encontrarse el agente
st, y seguidamente se escoge la accio´n at, dentro del conjunto de acciones posibles para
el estado actual, que tiene mayor probabilidad de obtener una recompensa ma´xima. La
accio´n repercutira´ sobre el entorno, actualizando su estado a st+1 y entregando una
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Figura 2.1: Interaccio´n entre el agente y el entorno en RL [9]
recompensa nume´rica al agente [9].
Llamaremos trayectoria a una secuencia de estados y acciones en el entorno.
Una forma gra´fica de resumir los conceptos anteriores es mediante el esquema de la
figura 2.4, donde podemos apreciar que los dos componentes principales de un sistema
de RL son el agente y el entorno en el que actu´a. En la interaccio´n entre estas dos
partes aparece el concepto de observabilidad. Hablamos de plena observabilidad cuando
suponemos que el agente posee conocimiento completo del estado actual del entorno. Y
hablamos de observabilidad parcial cuando el conocimiento es incompleto.
La forma de aprender que define el RL esta´ muy ligada a la forma natural de co´mo los
seres humanos interactuamos y aprendemos del medio. Esto puede verse con un ejemplo
pra´ctico muy sencillo:
Imagina que eres un nin˜o en una sala de estar. Ves una chimenea y te acercas a ella.
Es ca´lido, es positivo, te sientes bien (Recompensa positiva +1). Entiendes que el fuego
es algo positivo. Pero luego intentas tocar el fuego. ¡Ay! Te quemas la mano (recompensa
negativa -1). Acabas de comprender que el fuego es positivo cuando se encuentra a una
distancia suficiente, ya que produce calor. Pero ace´rcate demasiado y te quemara´s. As´ı
es como aprenden los humanos, a trave´s de la interaccio´n. El aprendizaje por refuerzo
es solo un enfoque computacional para aprender de la accio´n [8].
Un aspecto ya mencionado anteriormente y en el que vale la pena detenerse es la fun-
cio´n de recompensa. Esta´ funcio´n es la encargada de asignar la informacio´n de recom-
pensa correspondiente (positiva o negativa) asociada a alcanzar ciertos estados (pueden
ser todos). El agente recibe dicha informacio´n y aprende a medida que se van reforzando
aquellas decisiones que nos llevan a recompensas mayores y debilitando las que nos llevan
a recompensas menores.
El objetivo principal es aprender la funcio´n de recompensa que ayude al agente inte-
10 CAPI´TULO 2. ESTADO DEL ARTE
ligente a maximizar la recompensa acumulada esperada, y as´ı optimizar su modelo para
comprender el comportamiento del entorno y tomar buenas decisiones para el logro de
sus metas [9].
Obtener una buena funcio´n de recompensa es un aspecto clave para el e´xito del apren-
dizaje puesto que el principal objetivo del agente es maximizar la recompensa acumulada
esperada, dado que en RL todos los objetivos se pueden describir mediante la maximi-
zacio´n de la recompensa acumulada esperada.
Otro aspecto importante a tener en cuenta es que el agente debe razonar sobre las con-
secuencias de sus acciones a corto y largo plazo para poder actuar de manera o´ptima. Es
decir, es posible que el agente pueda realizar una accio´n que le proporcione una inmensa
recompensa inmediata pero que no sea viable a largo plazo. Y por el contrario, es posible
que la accio´n siguiente no suponga una gran recompensa inmediata, pero s´ı un inicio al
camino de una gran recompensa a largo plazo. A este dilema se le conoce comu´nmente
en ingle´s como exploration/exploitation trade-off. La clave consiste en definir una regla
que nos ayude a tomar la mejor decisio´n en cada caso.
Podemos formular la recompensa acumulada esperada en cada instante de tiempo t
como [8] :
Gt = Rt+1 +Rt+2 + ...
lo que es equivalente a:
Gt =
T∑
k=0
Rt+k+1
Sin embargo, en la realidad no podemos sumar las recompensas de este modo. Las
recompensas ma´s cercanas al estado inicial de la ejecucio´n de la accio´n tienen mayor
probabilidad de ser alcanzadas que las recompensas a largo plazo. Como consecuencia
obtenemos que no todas las recompensas valen lo mismo, esta´n afectadas con el paso
del tiempo, el estado actual, los estados anteriores, etc. Para lidiar con esto y plasmar
el concepto de exploracio´n/explotacio´n, se introduce un factor de descuento γ que var´ıa
entre 0 y 1, y que esta´ asociado con la probabilidad de obtener la recompensa. Cuanto
menor sea γ, mayor sera´ el descuento aplicado sobre la recompensa. Esto significa que el
agente se preocupa ma´s por la recompensa a largo plazo. Por el contrario, cuanto mayor
sea γ, menor sera´ el descuento, es decir, nuestro agente se preocupa ma´s por la recom-
pensa a corto plazo [8].Esto es muy interesante, puesto que al inicio del entrenamiento
nos interesa un valor de γ mı´nimo, para que le agente se arriesgue a explorar todo lo
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posible y aprenda ma´s. A medida que el agente vaya aprendiendo iremos aumentando el
valor de γ.
Gt =
∞∑
k=0
γkRt+k+1whereγ ∈ [0, 1)
= Rt+1 + γRt+2 + γ
2Rt+3...
En funcio´n de cuando se recogen las recompensas obtenidas, podemos clasificar los
algoritmos de RL en dos me´todos [9]:
En el me´todo de Monte Carlo, el agente tiene en cuenta la recompensa obtenida
solo al final de cada episodio. En dicho momento, revisara´ co´mo de bien se ha
realizado la accio´n y modificara´ el modelo y la ma´xima recompensa esperada en
consecuencia.
En el me´todo de Temporal Difference Learning(TD), el agente tiene en cuenta
la recompensa tras cada instante de tiempo, momento en el que se actualizara´
su modelo y se seleccionara la siguiente accio´n como aquella que maximice la
recompensa esperada.
Una vez definidas las bases del aprendizaje por refuerzo y las dos formas principales
de aprendizaje en dicho campo, ahora veremos las diferentes aproximaciones para la
resolucio´n de problemas mediante RL, puesto que, aunque el tema de la exploracio´n
se tiene en cuenta, el problema sigue siendo conocer que´ acciones son las adecuadas en
consideracio´n con la experiencia pasada.
1. Aproximacio´n basada en Valor. En este caso el objetivo consiste en optimizar
una funcio´n que representa la recompensa ma´xima esperada que el agente puede
obtener en cada instante de tiempo, a esta funcio´n la llamaremos funcio´n de valor
y se representa como V (s). Dicho de otro modo, el V de un estado es la recompensa
total que un agente podr´ıa llegar a acumular en el futuro partiendo de dicho estado.
Gracias a esto, el agente es capaz de tomar la mejor accio´n para cada estado en
el que se encuentre, que sera´ aquella que proporcione el mayor valor [8]. Esta
definicio´n coincide con la de funcio´n de recompensa, y es que todos los algoritmos
de RL cuentan con ella, pero no todos la utilizan del mismo modo. Este me´todo
funciona especialmente bien cuando se tiene un espacio de estados y un espacio de
acciones finito. Si bien, una de sus principales desventajas es que puede generar
grandes oscilaciones durante el entrenamiento. Esto normalmente sucede debido a
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que la eleccio´n de cualquier accio´n puede cambiar drama´ticamente por un pequen˜o
cambio arbitrario en los valores estimados por la funcio´n de valor [10].
Figura 2.2: Definicio´n gene´rica de la funcio´n de valor [10]
2. Aproximacio´n basada en Pol´ıtica. La pol´ıtica (policy) define el comportamien-
to del agente en cada estado, es decir, sera´ lo que determine que´ accio´n se toma en
cada instante en funcio´n del estado actual. En este caso la pol´ıtica pi(s) se optimiza
directamente, sin preocuparse por la funcio´n de valor. Si bien, en algunos casos si
se emplea una funcio´n de valor para optimizar los para´metros de la pol´ıtica, pero
no sera´ usada para seleccionar la accio´n a tomar por el agente [10].
a = pi(s)
Los me´todos basados en pol´ıtica se dividen a su vez en dos grupos: por un lado
tenemos a las pol´ıticas deterministas, que para el mismo estado siempre devuel-
ven la misma accio´n y que normalmente son empleadas en entornos deterministas.
Y por otro lado tenemos las pol´ıticas estoca´sticas, cuyo resultado es una distri-
bucio´n de probabilidad del conjunto de acciones posibles para cada estado y que
normalmente empleadas cuando el agente se encuentra en un entorno desconocido
[11].
La principal complejidad de este me´todo reside en encontrar una funcio´n que evalu´e
correctamente que tan buena es la pol´ıtica empleada.
3. Aproximacio´n basada en Modelo, donde el entorno es un modelo que nosotros
podemos modificar. El inconveniente de este caso es que son necesarias diferentes
representaciones del modelo para cada entorno. No profundizamos ma´s en esta
aproximacio´n ya que en este proyecto no trataremos ningu´n algoritmo de este
tipo, adema´s de que son ma´s complejos de entender.
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2.5. Deep Reinforcement Learning
El RL convencional resulta ineficiente en entornos donde el espacio de estados y el
conjunto de acciones posibles son muy grandes. Esto se debe a que el agente debe hacer
una gran exploracio´n hasta tener suficiente conocimiento como para obtener un resulta-
do razonable. Por ejemplo, en el juego del ajedrez, el espacio de estados esta´ limitado al
nu´mero de casillas del tablero y fichas de cada jugador, lo cual resulta bastante asequi-
ble. Sin embargo, ahora pongamos el caso de la tarea de este proyecto, un entorno 3D
donde el espacio de estados esta´ definido por todas las posibles configuraciones que un
brazo robo´tico sea capaz de alcanzar, mas todas las posibles posiciones del objetivo. Evi-
dentemente, en este segundo caso el nu´mero de estados y acciones es significativamente
superior.
Como solucio´n a este problema aparece el aprendizaje profundo por refuerzo (Deep
Reinforcement Learning), donde se emplean redes neuronales profundas (Deep Neural
Networks) para solucionar las limitaciones del aprendizaje por refuerzo. En este caso,
para cada accio´n posible en el estado actual, la red neuronal se encarga de devolver
la aproximacio´n de la recompensa acumulada esperada correspondiente. Durante el en-
trenamiento, la red debe encontrar los coeficientes que mejor aproximen la funcio´n que
relaciona la entrada con la salida del sistema, a trave´s de una ajuste iterativo [12].
Al comienzo del aprendizaje por refuerzo los coeficientes de la red neuronal se ini-
cializan estoca´stica o aleatoriamente. Usando la retroalimentacio´n del entorno, la red
neuronal puede usar la diferencia entre su recompensa esperada y la recompensa del
ground-truth para ajustar sus pesos y mejorar su interpretacio´n de las tuplas de estado-
accio´n. Este bucle de retroalimentacio´n es ana´logo al proceso de backpropagation en el
aprendizaje supervisado. Si bien, debe tenerse en cuenta que las recompensas devueltas
por el entorno pueden variar, retrasarse o verse afectadas por variables desconocidas, lo
que puede introducir ruido en el bucle de retroalimentacio´n [7].
Asimismo, las redes convolucionales pueden utilizarse en RL para reconocer el estado
del agente y del objetivo. Es decir, nos permiten transformar informacio´n en crudo
en informacio´n u´til para el agente. Por ejemplo, a partir de una imagen 2D, que la
red aprenda a identificar cual es la posicio´n del agente y del objetivo. Concretamente,
el principal objetivo de esta alternativa es reducir la complejidad de los estados para
reducir de este modo el tiempo de computacio´n necesario para el entrenamiento.
A continuacio´n se muestra la analog´ıa entre un clasificador basado en redes convolu-
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cionales y un agente convolucional:
Figura 2.3: Clasificador convolucional [7]
Figura 2.4: Agente convolucional [7]
Cap´ıtulo 3
Tecnolog´ıas empleadas
3.1. S-RL Toolbox
S-RL Toolbox [13] es un repositorio creado para el ana´lisis de me´todos de aprendizaje
de representacio´n de estado (State Representation Learning) aplicado a RL. Nosotros
haremos uso de este repositorio con la finalidad de comprender el funcionamiento de RL
y Deep RL y ser capaces de aplicar diversos algoritmos de esta metodolog´ıa que nos
permitan resolver problemas de distinta complejidad. Este procedimiento nos ayudara´
a entender los comportamientos, explicarlos, y extraer conclusiones. S-RL Toolbox nos
proporciona herramientas para entrenar el sistema, guardar el modelo del agente entre-
nado, cargar el agente y visualizar resultados, etc. Esta librer´ıa tambie´n incluye una serie
de entornos Gym donde simular los entrenamientos y poder analizar los resultados del
aprendizaje de un modo visual.
3.2. Anaconda
Para poder hacer uso de S-RL Toolbox hemos instalado Anaconda en nuestra ma´quina
de trabajo. Anaconda es una distribucio´n libre y abierta del lenguajes R y Python,
utilizada en ciencia de datos, y aprendizaje automa´tico, lo que nos permite realizar
procesamientos de grandes volu´menes de informacio´n, ana´lisis predictivos y ca´lculos
cient´ıficos [14] t´ıpicos de aprendizaje automa´tico.
Las tres grandes ventajas que han hecho que nos decidamos por trabajar con esta
herramienta son:
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1. Nos permite instalar todas las dependencias de una sola vez y de forma co´moda, a
trave´s de un fichero de entorno que llamaremos environment.yml. En este fichero,
incluiremos todos los paquetes y dependencias necesarias en Python para poder
trabajar con el repositorio.
2. Podemos crear entornos v´ırgenes con los que trabajar con Python libremente, con
independencia de lo ya instalado en el equipo de trabajo, y sin miedo de ocasionar
incompatibilidades en nuestro equipo.
3. Facilita trabajar con cualquier versio´n de Python, independientemente de la que
tengamos instalada en nuestra ma´quina.
3.3. Python
El co´digo utilizado e implementado en este trabajo esta´ escrito en lenguaje Pytnon.
Python es un lenguaje de programacio´n que nacio´ en 1991 por la mano de Guido van
Rossum. Especialmente en la u´ltima de´cada, se ha convertido en uno de los lenguajes
ma´s populares gracias a su gran portabilidad (ya sea en Mac, Linux o Windows), esto se
debe gracias a que la mayor´ıa de las librer´ıas ma´s comunes ya esta´n dentro del inte´rprete.
Y las que no lo esta´n, se instalan con facilidad gracias a la herramienta pip.
Se trata de un lenguaje de programacio´n caracterizado por ser multiparadigma. Es-
to significa que ma´s que forzar a los programadores a adoptar un estilo particular de
programacio´n, permite varios estilos: programacio´n orientada a objetos, programacio´n
imperativa y programacio´n funcional. Adema´s, otros paradigmas pueden ser soportados
mediante el uso de extensiones [15].
Otro de los aspectos importantes que nos aporta Python y que nos hizo decidirnos
por e´l para este trabajo, es la facilidad de extensio´n que nos proporciona, es decir, nos
permite escribir nuevos mo´dulos fa´cilmente en otros lenguajes como C o C++, lo que
es una gran ventaja debido a que estos dos u´ltimos son los lenguajes sobre los que ma´s
hemos trabajado a lo largo del grado de Ingenier´ıa Robo´tica.
Adema´s, Python tambie´n facilita el trabajo con Tensorflow, una librer´ıa fundamental
para el desarrollo de este proyecto y que explicaremos en el siguiente punto.
Si bien, la simplicidad que nos proporciona este lenguaje acarrea la desventaja de
no ser un lenguaje tan o´ptimo como otros lenguajes de alto nivel como por ejemplo
C y C++. Algo que ha afectado significativamente en los tiempos de ejecucio´n de los
3.4. TENSORFLOW 17
programas que aqu´ı se estudian.
La versio´n empleada para la realizacio´n de los experimentos es Python 3.5.
3.4. Tensorflow
TensorFlow es una herramienta de ca´lculo computacional creada por Google, destinada
principalmente para su uso en aprendizaje automa´tico. Actualmente es una plataforma
de co´digo abierto, por lo que se usa para cientos de proyectos tanto dentro como fuera
de Google.
Se trata de la principal herramienta utilizada para implementar los algoritmos de RL
en la librer´ıa de S-RL Toolbox, y a su vez de Stable Baselines.
TensorFlow [16] tiene un excelente equilibrio de flexibilidad y escalabilidad. La flexi-
bilidad permite a los desarrolladores e investigadores probar ideas nuevas en un tiempo
corto. Aunque muchos piensan que TensorFlow so´lo sirve para redes neuronales profun-
das, realmente permite hacer todo tipo de tareas como aprendizaje por refuerzo (que es
el principal intere´s de este proyecto).
TensorFlow, adema´s, es portable, por lo que puede ser utilizado en todo tipo de dispo-
sitivos [16]. Este u´ltimo aspecto nos deja una puerta abierta para implementar la solucio´n
que aqu´ı se estudia en dispositivos de aplicacio´n real, como podr´ıa ser la Rasberry Pi.
Todas estas ventajas descritas en el pa´rrafo anterior hacen de Tensorflow la herramien-
ta ido´nea para ser utilizada en este trabajo. Adema´s, tiene la ventaja de ser especialmente
sencilla tanto para principiantes como para experimentados, lo cual es otro punto a fa-
vor, debido a que es la primera vez que el alumno se enfrenta a un problema de este
calibre.
3.5. Stable Baselines
Stable Baselines es una bifurcacio´n de OpenAI que tiene como objetivo hacer que el
aprendizaje por refuerzo sea accesible a ma´s desarrolladores. Mediante OpenAI obtene-
mos algoritmos de RL que funcionan correctamente, si bien, a pesar de ser open source,
la implementacio´n esta´ muy desorganizada y poco documentada, por lo que resulta muy
complejo adaptarla a problemas concretos [17].
Stable Baselines da solucio´n a los problemas de OpenAI mediante una presentacio´n
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ma´s organizada, simplificada y unificada de los algoritmos, siguiendo una estructura
comu´n en sus clases y me´todos. Todo esto facilita al sector de investigacio´n e industria
poder replicar, refinar y crear nuevas ideas para desarrollar proyectos de vanguardia.
Tambie´n abre las puertas a jo´venes estudiantes investigadores, como es el caso del autor
de esta memoria.
Esta librer´ıa permite el entrenamiento de RL en funciones arbitrarias, es decir, los
algoritmos de RL se pueden entrenar con algo ma´s que p´ıxeles (las actuales l´ıneas base
de OpenAI solo admiten acciones continuas cuando no se usan ima´genes como entrada).
Adema´s, esta´ mejor optimizado, lo que se ve reflejado significativamente en su rendi-
miento [17].
Por lo que a nuestro trabajo respecta, Stable Baselines viene incorporado en el re-
positorio de S-RL Toolbox, y nos proporciona la implementacio´n de los algoritmos de
RL y Deep RL que emplearemos en este trabajo. Para el correcto funcionamiento de los
algoritmos ha sido indispensable la herramienta de TensorFlow, descrita en el apartado
anterior.
3.6. Gym
S-RL Toolbox nos proporciona una serie de entornos personalizados en Gym para
probar los algoritmos de RL en simulacio´n.
Gym es una herramienta creada junto a OpenAI. Se trata de un simulador que fue
desarroyado con el objetivo de proporcionar un punto de referencia de inteligencia ar-
tificial, fa´cil de instalar con una amplia variedad de entornos diferentes (algo parecido,
pero ma´s amplio, al reto de reconocimiento visual de gran escala ImageNet utilizado
en la investigacio´n de aprendizaje supervisado), y que espera estandarizar la forma en
que se definen los entornos en las publicaciones de investigacio´n de IA, de modo que la
investigacio´n publicada se vuelva ma´s fa´cil de reproducir [18].
A efectos pra´cticos, Gym nos permite realizar un mejor ana´lisis de co´mo se comportan
los distintos algoritmos de RL que proporciona Stable Baselines-OpenAI en simulacio´n
de problemas reales. Por lo que a este trabajo respecta, utilizaremos 4 entornos de
simulacio´n editados por S-RL Toolbox, en los que un robot antropomo´rfico Kuka modelo
LBR iiwa debera´ realizar distintas tareas. Estos entornos sera´n descritos con detalle ma´s
adelante.
La simulacio´n es una parte crucial de cualquier proyecto, sobre todo en campos tan
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innovadores como es la robo´tica, donde los materiales y equipos son muy caros. A esto
se suma la peligrosidad que acarrea el manejo de ma´quinas con un alto alcance, grado
de movimiento y velocidad, que puede producir consecuencias graves para las personas
que este´n trabajando cerca. Todo esto supone un factor de riesgo que se puede reducir
enormemente al trabajar previamente en simulacio´n.
Hoy en d´ıa los simuladores son cada vez ma´s complejos y pra´cticamente consiguen
replicar la realidad. Por tanto, no solo sirve como prevencio´n de riesgos, sino tambie´n
para ahorrar mucho dinero en investigaciones, evitando la compra de equipos antes de
saber si la solucio´n disen˜ada sera´ posible de llevar a cabo o no. Si bien, el e´xito en
simulacio´n nunca garantiza el e´xito del proyecto en la realidad.

Cap´ıtulo 4
Metodolog´ıa - Algoritmos de RL
En este apartado se pretende dar un conocimiento ba´sico al lector para que sea capaz
de entender y diferenciar los algoritmos de Reinforcement Learning (RL) con los que se
experimenta en este proyecto.
4.1. Q-Learning
Q-Learning es un algoritmo de RL basado en valor. La idea principal de este algoritmo
es crear una tabla, denominada tabla-Q, donde se representa la recompensa ma´xima
esperada para cada posible accio´n en el espacio de estados del entorno. Por lo tanto, se
trata de una tabla bidimensional (espacio de estados x espacio de acciones). Inicialmente
la tabla partira´ con valores aleatorios y esta se ira´ actualizando a medida que el agente
interactu´e con el entorno [19].
Gracias a la tabla-Q, para un estado dado el agente conoce cual es la accio´n que debe
tomar para maximizar la recompensa futura. Es decir, el valor de cada elemento de
la tabla-Q sera´ la recompensa ma´xima esperada si se toma una accio´n concreta en un
estado concreto. Esto ayuda al agente a decidir siempre la mejor accio´n.
Junto a la tabla-Q aparece la funcio´n-Q. Esta funcio´n proporcionara´ la recompensa
esperada futura para un estado y una accio´n dados. Puede entenderse esta funcio´n
simplemente como un lector de la tabla-Q.
La funcio´n-Q normalmente cuenta con un para´metro que indica en que´ medida deben
de aleatorizarse las decisiones del agente. Puesto que al principio nos interesa recorrer al
ma´ximo el espacio de estados, las acciones deben tomarse de una manera ma´s aleatoria,
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y a medida que el agente va aprendiendo (actualiza la tabla en funcio´n de la recompensa
que recibe del entorno), interesara´ que las decisiones sean menos aleatorias para que el
agente deje de explorar y optimice su comportamiento.
El procedimiento de aprendizaje es muy sencillo y puede resumirse en el siguiente
esquema:
Figura 4.1: Proceso de aprendizaje de Q-learning [19]
4.2. Deep Q-Learning (DQL)
Una vez comentado Q-Learning, es muy fa´cil comprender DQL. No es ma´s que el
mismo concepto pero sustituyendo la Q-table y la Q-function por una red neuronal. A
esta red le proporcionaremos el estado actual en cada instante de tiempo y ella nos dara´
una aproximacio´n de cual es la recompensa ma´xima que podemos alcanzar para cada
accio´n posible en dicho estado. Del mismo modo, elegiremos la accio´n que maximice la
recompensa futura.
Emplear una red neuronal en vez de una tabla tiene grandes ventajas:
Puede usarse en entornos donde el espacio de estados es grande. En el caso de
Q-learning, definir y actualizar la tabla-Q resulta ineficiente y costoso computacio-
nalmente en entornos con un gran espacio de estados.
A pesar de que Q-learning es un algoritmo muy potente, su principal debilidad
es la falta de genericidad. En Q-learning, el agente no es capaz de estimar que´
accio´n debe tomar en los estados que todav´ıa no ha visitado. DQN aparta este
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problema sustituyendo la matriz bidimensional por una Red Neuronal para estimar
la Funcio´n de valor [20].
El algoritmo Q-learning no se aplicara´ en los experimentos de este proyecto dadas sus
limitaciones. En este caso se ha introducido para comprender mejor el algoritmo DQL.
Antes de explicar los siguientes algoritmos, tambie´n es importante comprender dos
sub-me´todos de RL derivados de las aproximaciones basadas en pol´ıtica y/o valor. Se
trata de Policy Gradient y Actor-Critic. Ambos esta´n a la vanguardia del RL y la mayor´ıa
de algoritmos que veremos esta´n basados al menos en uno de ellos, y que surgen con el
objetivo de solucionar sus desventajas.
4.3. Policy Gradient (PG)
Policy Gradient (PG) es un subme´todo derivado de la aproximacio´n basada en pol´ıtica.
Su objetivo consiste en actualizar la pol´ıtica en la direccio´n de ma´ximo crecimiento de
la recompensa. Esto se consigue a trave´s de la denominada Policy Gradient Objective
Function, que por cada paso de ascenso de gradiente gu´ıa al agente a tomar acciones que
conduzcan a mayores recompensas.
Para que este me´todo resulte eficiente se utiliza una derivada de primer orden y se
aproxima la superficie del espacio de estados para que sea plana. Esto conlleva un al-
to riesgo, puesto que si la superficie original tiene una curvatura alta, podemos hacer
movimientos que conduzcan a desaprender bruscamente. Es decir, un cambio demasia-
do grande en la pol´ıtica puede conducir al desastre pero, al mismo tiempo, debemos
considerar que si el cambio es demasiado pequen˜o, el modelo aprendera´ muy lento. Por
lo tanto, una de las principales dificultades de este me´todo consiste en ajustar dicho
para´metro [21].
Otras desventajas de este me´todo son:
Resulta complicado mapear los cambios de pol´ıtica en los para´metros de esta.
Tiene una eficiencia de muestreo pobre, necesitando de millones de pasos de en-
trenamiento para experimentos donde el agente actu´a sobre un entorno de tres
dimensiones. Por lo que para la vida real, en aplicaciones de robo´tica supone un
costo computacional demasiado elevado [21].
Como solucio´n a los problemas de PG nacen los algoritmos de TRPO y PPO (que
explicaremos ma´s adelante), donde se busca limitar los cambios en las pol´ıticas que
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Figura 4.2: Policy Gradient vs Value based method
se esta´n aprendiendo, e idealmente, que cualquier cambio garantice una mejora en las
recompensas.
En cuanto a las ventajas de este me´todo destacamos los siguientes puntos:
Es un me´todo basado en pol´ıtica y estos tienen mejores propiedades de convergen-
cia.
Puede utilizarse para aprender pol´ıticas estoca´sticas (lo que no pueden hacer los
algoritmos basados en valor).
Obtiene mejores resultados en espacios de accio´n de alta dimensionalidad (co´mo
es el caso de este proyecto), o cuando se usan acciones continuas.
4.4. Actor-Critic (AC)
Actor-Critic es un me´todo h´ıbrido entre el me´todo basado en valor y el basado en
pol´ıtica, tratando de unir las ventajas de ambos.
El me´todo Actor-Critic consta de dos partes, normalmente aproximadas mediante
redes neuronales [11]:
Critic: se encarga de evaluar co´mo de buena es la accio´n tomada. Es la parte que
copia el modelo basado en valor.
Actor : toma las decisiones en funcio´n de la informacio´n que le proporciona Critic,
es decir, se encarga de controlar el comportamiento del agente. Sigue el modelo
basado en pol´ıtica.
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Ambas redes trabajan en paralelo, lo que significa que tenemos dos grupos de pesos que
deben ser optimizados separadamente. Sin embargo, su entrenamiento es dependiente.
Al principio del entrenamiento, puesto que el Actor no tiene ningu´n conocimiento de
co´mo debe comportarse, realizara´ acciones de forma aleatoria. Ante estas acciones, el
Critic se encargara´ de comunicarle si las acciones tomadas son buenas o malas, y el
Actor actualizara´ su pol´ıtica de toma de decisiones en consecuencia. De la misma forma,
el Critic tambie´n actualizara´ su manera de evaluar las acciones y enviarle informacio´n al
Actor. De este modo es como el feedback entre ambos mejora a lo largo del entrenamiento
[22].
Figura 4.3: Proceso de aprendizaje del me´todo Actor-Critic [23]
Entender la arquitectura Actor-Critic nos sera´ muy u´til para comprender el estado
del arte de algoritmos basados en dicho me´todo, como son A2C y PPO.
4.5. Advantage Actor Critic (A2C)
Advantage Actor-Critic (A2C) es un algoritmo de RL que sigue la estructura Actor-
Critic. Surgio´ como una versio´n s´ıncrona y determinista de A3C (Asyncronous Advantage
Actor-Critic) tras ver que este u´ltimo no proporcionaba ventajas claras. Adema´s, una
caracter´ıstica importante de A2C frente A3C es que es ma´s eficiente en GPU, por lo que
ofrece mayor rendimiento ante espacios de accio´n de alta dimensionalidad [23].
Para poder explicar el algoritmo A2C antes debemos definir que´ es la Funcio´n de
ventaja (Advantage Function). Esta funcio´n sustituye a la funcio´n de valor de la aproxi-
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macio´n basada en valor, con el objetivo de reducir la alta variabilidad que esta acarrea,
obteniendo as´ı un modelo ma´s estable. Advantage es un te´rmino que aparece comu´nmen-
te en gran cantidad de algoritmos de RL. Lo podemos entender como: co´mo de buena
es una accio´n comparada con el resto para un estado espec´ıfico. Por lo tanto, el Critic
aprendera´ los Advantage values.
La Funcio´n de ventaja se define como:
A(s, a) = Q(s, a)− V (s)
donde Q(s, a) es el valor que proporciona la funcio´n de valor para el estado y la accio´n
actual, V (s) es la media de los valores de recompensa proporcionados para ese estado,
y A(s, a) es la recompensa adicional recibida para una accio´n concreta para un estado
dado. La recompensa extra es aquella que excede el valor esperado para ese estado.
La variacio´n de la pol´ıtica se produce a partir del resultado que nos proporcione la
funcio´n Advantage. Si el resultado de esta es mayor que 0, quiere decir que la accio´n
estudiada es mejor que la media para el estado actual. Por lo tanto, el objetivo es
emplear esta funcio´n para incrementar la probabilidad de tomar esa accio´n en dicho
estado. Por el contrario, cuando la funcio´n Advantage da un resultado menor que cero,
la pol´ıtica se actualizara´ para dejar de tomar decisiones con la tendencia que lo estaba
haciendo [24] .
En A2C se lanzan m copias diferentes del mismo entorno en paralelo (de este modo,
es posible explorar una mayor parte del espacio estados en un tiempo menor), donde
una primera red interactuara´ con todos ellos durante n instantes de tiempo, lo que
proporcionara´ una pila de conocimiento. Con dicho conocimiento se entrenara´ la segunda
red, que representa el modelo de entrenamiento, y cuyos pesos se actualizara´n de forma
s´ıncrona, solo cuando se haya recogido el resultado de todos los entornos lanzados con la
primera red. Finalmente, a partir de el modelo de entrenamiento actualizado, se vuelven
a lanzar m entornos en paralelo, para volver a repetir el proceso explicado [23].
4.6. Trust Region Policy Optimization (TRPO)
Trust Region Policy Optimization (TRPO) es un algoritmo derivado principalmente
de PG. Adema´s, parte de su estructura tambie´n deriva de Actor-Critic, pero modificando
la forma en que se actualizan los pesos del Actor [25].
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Tal y como se ha explicado en su descripcio´n, el principal inconveniente de PG es el
taman˜o del paso. Donde un paso demasiado grande puede llevar bruscamente a un gran
desaprendizaje. Y con un paso demasiado pequen˜o el aprendizaje se eterniza. TRPO es
uno de los algoritmos ma´s reconocidos por solucionar este problema.
Al igual que PG, TRPO es un algoritmo basado en pol´ıtica donde esta se actualiza
seleccionando en cada instante de tiempo la accio´n que proporcione el mayor aprendizaje
posible en el comportamiento del agente (ascenso de gradiente). Si bien, a diferencia del
PG, TRPO solo se comporta de este modo siempre y cuando se satisfaga una restriccio´n
especial que controla co´mo de parecidos son los comportamientos de las pol´ıticas anterior
(antes de la u´ltima actualizacio´n) y actual [26].
Dicho de otra forma, la mayor´ıa de algoritmos basados en PG intentan mantener las
pol´ıticas anterior y actual cerca en el espacio de para´metros, pero esto no es efectivo
porque pequen˜os cambios en los para´metros pueden llevar a grandes cambios en el com-
portamiento de la pol´ıtica. TRPO soluciona esto olvida´ndose de co´mo de parecidos son
los para´metros y centra´ndose en que el comportamiento del agente no var´ıe bruscamente.
Entre las principales ventajas de esta algoritmo destacamos:
Es un me´todo basado en pol´ıtica por lo que tiene mejores propiedades de conver-
gencia.
Presenta buen comportamiento tanto en entornos con espacio de accio´n continuo
como discreto.
Nos permite despreocuparnos ma´s del taman˜o del paso.
Segu´n los experimentos llevados a cabo en [25], TRPO proporciona normalmente
una mejora monoto´nica en el aprendizaje, sin ser necesario un gran ajuste de sus
hiperpara´metros.
Nos permite optimizar de forma efectiva complejas pol´ıticas no-lineales, como
ser´ıan aquellas basadas en redes neuronales [25].
Por otro lado, en cuanto a las ventajas sen˜alamos los siguientes puntos:
Para solucionar el problema de PG lleva a cabo un complejo me´todo/optimizacio´n
de segundo orden (por lo que es un algoritmo ma´s complejo y con ma´s carga
computacional que otras alternativas del estado del arte).
En la misma pa´gina web de OpenAI podemos encontrar la siguiente advertencia:
”TRPO, a pesar de ser u´til en tareas de control continuo, no es fa´cilmente compa-
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tible con algoritmos que comparten para´metros entre una pol´ıtica y una funcio´n
de valor o pe´rdidas auxiliares, como los utilizados para resolver problemas en do-
minios donde la entrada visual es significativa”[27]. Este es un factor importante a
tener en cuenta en nuestros experimentos y que trataremos de comprobar, debido
a que la tarea a resolver que aqu´ı se plantea depende principalmente de la entrada
visual.
4.7. Proximal Policy Optimization (PPO)
Proximal Policy Optimization (PPO) es un algoritmo bastante reciente (2017-2018),
que no deja de ser uno ma´s de los que surge intentando solucionar los problemas de PG. Al
igual que TRPO, PPO surge con la motivacio´n de conseguir que cada paso garantice una
mejora ma´xima en la pol´ıtica, es decir, conseguir un muestreo ma´s eficiente. Mientras
TRPO trata de conseguir dicho objetivo utilizando un complejo me´todo de segundo
orden, PPO pertenece al grupo de algoritmos que trata de hacerlo mediante optimizacio´n
de primer orden, junto a otras te´cnicas sencillas [28].
PPO no actu´a sobre la funcio´n objetivo restringiendo las actualizaciones de pol´ıtica
que producen un cambio demasiado grande en el comportamiento de esta, sino que las
penaliza [24]. En el art´ıculo donde se publico´ PPO podemos ver algunos de los me´todos
ma´s comunes para implementar este concepto [28].
Otra caracter´ıstica importante de PPO es que tambie´n emplea la funcio´n de ventaja
explicada en A2C. Sin embargo, en este caso queremos penalizar aquellas acciones que
nos conduzcan hacia una actualizacio´n brusca, por lo que, ante un resultado positivo
de la funcio´n de ventaja incrementaremos la probabilidad de tomar la accio´n estudiada
pero no demasiado.
PPO obtiene resultados que son comparables a los de otras aproximaciones que per-
tenecen al estado el arte de RL y que son mucho ma´s complejas y computacionalmente
costosas. Gracias a estas caracter´ısticas, PPO se ha convertido en el algoritmo RL de re-
ferencia para OpenAI. De hecho, en los experimentos realizados por OpenAI en tareas de
control continuo, PPO ha obtenido resultados muy cercanos a algoritmos especializados
en este campo como ACER, a pesar de ser mucho ma´s simple [27].
Podemos resumir las ventajas de este algorimo en los siguientes puntos:
Se caracteriza por ser un algoritmo con una implementacio´n ma´s sencilla y con me-
nor coste computacional, proporcionando resultados que compiten con algoritmos
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del estado del arte con mayor complejidad [29].
Aporta genericidad, obteniendo buenas soluciones para gran diversidad de proble-
mas, tanto por el tipo de entorno como por la complejidad de la tarea. Adema´s,
estos buenos resultados los proporciona sin a penas tener que ajustar sus hyper-
para´metros [30].
Puede ser usado tanto para entornos con espacio de acciones continuo como dis-
creto.
En este proyecto emplearemos una implementacio´n especial de PPO. Se trata de
PPO2, una versio´n publicada por OpenAI que permite ser ejecutada en GPU, pro-
porcionando un tiempo de ejecucio´n tres veces menor que la implementacio´n original,
segu´n declara la propia OpenAI [27].
4.8. Actor-Critic Experience Replay (ACER)
ACER es otro de los algoritmos de la familia de PG, que aplica la arquitectura Actor-
Critic con repeticio´n de experiencia, Experience Replay en ingle´s. En muchos casos es
conocido como la versio´n off-policy de A3C. La repeticio´n de experiencia le permite
realizar ma´s de una actualizacio´n de gradiente por cada paso [27]
La mayor dificultad de conseguir una versio´n off-policy de A3C es co´mo controlar su
estabilidad [31]. ACER propone tres principios para solucionarlo:
Aplicar un mayor control sobre los pesos, trunca´ndolos y aplicando una correccio´n
de sesgo si fuese necesario. Esto ayuda a reducir la alta varianza generada por PG
Copia la idea de TRPO pero con la intencio´n de hacerlo computacionalmente ma´s
eficiente. En lugar de calcular la diferencia entre pol´ıticas antes y despue´s de ser
actualizada, ACER calcula un promedio de las pol´ıticas pasadas y fuerza que la
pol´ıtica actualizada no se desv´ıe demasiado de dicho promedio.
Emplea una estimacio´n del valor Q que ayuda a garantizar la convergencia en casi
cualquier objetivo propuesto.
Estas te´cnicas, junto al uso de la repeticio´n de experiencia, no son algo sencillo y
convierten a ACER en un algoritmo ma´s complejo que PPO. Si bien, segu´n publica
OpenAI en su pa´gina web, ACER solo proporciona mejores resultados que en PPO en
entornos concretos, [27].
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4.9. Augmented Random Search (ARS)
Augmented Random Search (ARS) es un algoritmo basado en pol´ıtica y con carac-
ter´ısticas muy distintas a los ya explicados en este proyecto. ARS trata de resolver pro-
blemas de control continuo mediante un interesante me´todo de bu´squeda aleatoria para
entrenar la pol´ıtica, basado en el art´ıculo Simple random search provides a competitive
approach to reinforcement learning [32].
Para actualizar los pesos de manera efectiva, lo que se hace en este algoritmo es obtener
una matriz de valores pequen˜os aleatorios, y a continuacio´n se le an˜ade dicha matriz a la
matriz de pesos del agente (red neuronal). Ma´s tarde, en vez de sumar los valores lo que se
hace es restarlos. Y luego se repite este mismo procedimiento muchas veces. El resultado
es un agente que intenta realizar una tarea con pesos ligeramente diferentes en cada
episodio. Como consecuencia, se obtienen diferentes recompensas por cada configuracio´n
de pesos generada al interaccionar con el entorno, unas recompensas sera´n ma´s altas
que otras. Lo que ARS hace es ajustar los pesos en funcio´n de la configuracio´n de pesos
que ha proporcionado una recompensa mayor. Se continuara´ ajustando dichos pesos
hasta llegar a un ma´ximo local o global. Aquellas configuraciones de pesos que den
recompensas muy pobres se descartara´n directamente, lo que ayuda a ahorrar tiempo
y coste computacional. A este procedimiento se le denomina “me´todo de diferencias
finitas”[33].
A diferencia del resto de algoritmos vistos hasta el momento, ARS explora el espacio
de pol´ıticas en vez del espacio de acciones. Esto significa que en vez de analizar la
recompensa obtenida tras cada accio´n, se analiza la recompensa tras una serie de acciones
con la finalidad de determinar si los pesos de la pol´ıtica utilizados en dichas acciones
han conducido hacia una mayor recompensa [34].
Otra caracter´ıstica importante de ARS que lo diferencia notablemente del resto de
algoritmos es que, mientras el resto de algoritmos usan Deep Learning con muchas capas
ocultas, ARS utiliza una estructura ma´s sencilla por lo que hay menos pesos que ajustar
y aprender. Con esta estructura simplista, ARS consigue obtener mayores recompensas
en menos tiempo de entrenamiento, pero solo para algunas tareas concretas [33].
Todas estas caracter´ısticas hacen de ARS un algoritmo que en tareas concretas llega
a ser hasta 15 veces ma´s ra´pido que sus competidores directos [32]. Este algoritmo debe
contemplarse como una opcio´n interesante a tener en cuenta en cualquier tarea en la que
queramos aplicar RL, puesto que pueden pasar dos cosas: que la tarea no sea compatible
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con el algoritmo y no se obtengan buenos resultados, por lo que otros algoritmos como
TRPO, PPO, etc dara´n resultados mejores; o bien puede darse el caso de que la tarea
sea compatible con el algoritmo y se obtengan resultados mucho mejores que para el
resto de algoritmos.
En el apartado de experimentacio´n, trataremos de comprobar si las caracter´ısticas
descritas a lo largo de este apartado son ciertas o en que medida se corresponden para
el entorno y tarea que es este proyecto se estudian.

Cap´ıtulo 5
Entornos de simulacio´n
En esta seccio´n se describen cada uno de los entornos de experimentacio´n que se
utilizan en este proyecto y sus caracter´ısticas ma´s importantes.
Uno de los pilares fundamentales para conseguir que el agente de RL aprenda es tener
un entorno bien disen˜ado que proporcione realimentacio´n de calidad al agente sobre co´mo
de buenas son las acciones que realiza, y de este modo que el aprendizaje se realice de
la forma ma´s ra´pida y correcta posible. En este trabajo se han utilizado cuatro entornos
proporcionados por el repositorio S-RL Toolbox. Estos entornos podremos visualizarlos
gracias a la herramienta Gym para obtener as´ı una realimentacio´n visual y comprobar
los resultados obtenidos.
En todos los entornos tenemos como agente ejecutor de acciones al robot Kuka LBR
iiwa, situado sobre una mesa a 0.5 metros del suelo. Las diferentes tareas son todas
tambie´n episo´dicas, ya que el robot parte de una posicio´n inicial y la tarea termina
cuando se alcanza la posicio´n objetivo. EL robot inicia cada episodio siempre con sus
articulaciones rotacionales con valores de (0,0,90,0,0,90) grados, lo que corresponde a
todas las articulaciones con a´ngulo cero excepto las tercera y la quinta, que marcan un
a´ngulo de 90 grados.
5.1. Boto´n fijo
En este entorno el objetivo del robot es accionar un boto´n de 3 cent´ımetros de radio
situado encima de la misma mesa que sujeta la base del robot, a aproximadamente 20
cent´ımetros delante de este. La posicio´n del boto´n es fija, es decir, es la misma para
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todos los episodios.
Los estados que marcan el final del episodio son:
El robot acciona el boto´n 5 veces o lo mantiene durante 5 segundos (cada pulso de
un segundo cuenta como un accionamiento), lo que se recompensara´ con +1 por
cada accionamiento. La recompensa ma´xima que puede alcanzar el agente es de
+5, lo que marcara el final de la tarea.
El robot golpea contra la mesa o supera el umbral de distancia ma´xima respecto al
objeto, lo que se recompensara´ con -1. En el caso de que el robot haya accionado
alguna vez el boto´n previamente, la recompensa total entregada al agente sera´ la
suma de las recompensas obtenidas a lo largo del episodio.
Para evitar que el robot quede estancado infinitamente en un estado intermedio,
se establece un nu´mero l´ımite de 1000 pasos en cada episodio. De este modo, en el
caso de que ninguno de los estados finales se produzca en el periodo marcado, el
episodio terminara´ entregando una recompensa nula al agente.
Figura 5.1: Entorno de boto´n fijo (simulador Gym)
5.2. Boto´n aleatorio
En este entorno el boto´n ya no se encuentra fijo. En cada nuevo episodio su posicio´n es
escogida aleatoriamente, pero siempre sobre el plano de la mesa y en un a´rea contenida
en el espacio de trabajo del robot.
Los estados finales de los episodios y las recompensas asociadas son las mismas que
en el entorno de boto´n fijo.
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Figura 5.2: Sucesio´n de ima´genes del estado inicial en diferentes episodios (simulador
Gym)
5.3. Boto´n mo´vil aleatorio
En este entorno se presenta un solo boto´n que se mueve de derecha a izquierda en l´ınea
recta, siendo aleatoria la posicio´n inicial de este y la direccio´n inicial de movimiento. El
rango de movimiento del boto´n esta´ limitado dentro del espacio de accio´n del robot, y su
movimiento siempre sera´ de un extremo a otro, es decir sin cambios de sentido a mitad
del recorrido. El robot debe aprender que el objetivo esta´ cambiando su posicio´n cons-
tantemente a lo largo de todo el episodio y debera´ adaptar su posicio´n en consecuencia
(haciendo un seguimiento o tracking).
Los estados que marcan el final del episodio y las recompensas asociadas son las mismas
que en el entorno del boto´n fijo, pero con la diferencia de que en este caso el l´ımite de
pasos por episodio tambie´n es 1500.
Figura 5.3: Sucesio´n de ima´genes durante un episodio en el que se puede apreciar el
movimiento lateral del boto´n (simulador Gym)
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5.4. Dos botones fijos
Ante el robot se presentan dos botones, uno al lado del otro, uno de color amarillo y
otro de color verde oscuro. Las posiciones de los botones son fijas y comunes en todos
los episodios. El objetivo es que el robot aprenda la secuencia de activacio´n correcta:
primero debe pulsar el boto´n amarillo y luego el boto´n verde oscuro, obteniendo una
recompensa de +1 por cada activacio´n.
Los estados que marcan el final del episodio son:
El robot acciona ambos botones en la secuencia correcta, obteniendo una recom-
pensa total de +2.
El robot golpea contra la mesa o supera el umbral de distancia ma´xima respecto al
objeto, lo que se recompensara´ con -1. Si bien, antes de que esto suceda, el robot
podr´ıa activar el primer boto´n, por lo que la recompensa total quedar´ıa en cero.
Para evitar que el robot quede estancado infinitamente en un estado intermedio,
se establece un nu´mero l´ımite de 1500 pasos en cada episodio. De este modo, en el
caso de que ninguno de los estados finales se produzca en el periodo marcado, el
episodio terminara´ entregando una recompensa nula al agente.
Figura 5.4: Entorno de dos botones (simulador Gym)
Los entornos planteados se han escogido teniendo en cuenta una serie de caracter´ısti-
cas que garanticen una buena base sobre la que realizar proyectos de investigacio´n y
comparacio´n de resultados. Estas caracter´ısticas son:
Se trata de tareas ba´sicas para un brazo robo´tico, en las que el objetivo consiste
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en alcanzar posiciones concretas del espacio.
Los entornos son simples. Contamos con pocos elementos relevantes (el robot y el
objetivo), lo que facilita la interpretacio´n de informacio´n mediante visio´n.
Cada uno de los entornos planteados presenta un grado de dificultad mayor que el
anterior.

Cap´ıtulo 6
Experimentacio´n
Los primeros pasos que llevamos a cabo consistieron en preparar nuestro ordenador
con el software necesario para poder llevar a cabo los experimentos.
En primer lugar, descargamos e instalamos Anaconda en nuestra ma´quina. Seguida-
mente descargamos el repositorio de S-RL Toolbox [35] y creamos un entorno virtual de
Anaconda en el que instalar todas las dependencias necesarias para el correcto funcio-
namiento de los programas. Basta con abrir el terminal y ejecutar el siguiente comando:
1 conda env create --file environment.yml
Donde el fichero environment.yml es un documento en el que se encuentran listadas
todas las dependencias y paquetes pip, y tambie´n el nombre que le queremos dar al
entorno (en nuestro caso py35). Para activar el entorno que acabamos de crear debemos
ejecutar:
1 $source activate py35$
En principio, con estos pasos podemos empezar a trabajar con el Toolbox, si bien,
dado que se trata de una herramienta compleja que requiere de muchas dependencias,
es muy posible que en un primer instante encontremos incompatibilidades y errores
justo en el momento en que lanzamos cualquier entrenamiento. Esto puede deberse a
que alguna de las versiones de paquetes instalados no sean compatibles entre s´ı o con
nuestra ma´quina. Por ejemplo, debemos considerar si vamos a utilizar la GPU o si vamos
a correr los procesos directamente en CPU. En funcio´n de esto instalaremos la versio´n
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de tensorflow para CPU o para GPU. Otro paquete que tambie´n suele causar problemas
es la versio´n de Stable Baselines. En nuestro caso el archivo environment.yml ten´ıa
asignada una versio´n desactualizada de Stable Baselines, y al actualizarlo creo´ varias
incompatibilidades con el resto de dependencias que tuvimos que resolver una a una.
En este proyecto los experimentos han sido ejecutados en una GPU GForce GTX
1080, proporcionada por el Grupo de Reconocimiento de Formas e Inteligencia Artificial
perteneciente al departamento de Sistemas y Lenguajes informa´ticos de la Universidad
de Alicante.
6.1. Colocacio´n de la ca´mara
En primer lugar definimos cual es la posicio´n de la ca´mara, dado que nuestro sistema
hace uso de la visio´n artificial 2D para obtener informacio´n sobre cua´l es la posicio´n del
objetivo y del extremo de la herramienta del robot dentro del entorno.
Puesto que los experimentos se han realizado con una sola ca´mara dada la alta com-
plejidad que supondr´ıa an˜adir ma´s de una, es indispensable escoger una perspectiva que
nos proporcione la mayor informacio´n posible. Este hecho determinara´ en gran medida
la velocidad y calidad del aprendizaje.
Por ejemplo, si colocamos la ca´mara en una posicio´n elevada y con poco a´ngulo,
casi encima del robot, como la que se muestra en la imagen 6.1, apenas tendremos
informacio´n de altura y al robot le sera´ mucho ma´s complicado aprender co´mo llegar al
objetivo. En la imagen 6.2 podemos apreciar que, visto desde arriba el robot parece que
este´ pra´cticamente en la misma posicio´n que en la imagen 6.1, pero si cambiamos el punto
de vista a una visio´n lateral se ve claramente que hay una diferencia muy importante
que no estamos percibiendo.
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Figura 6.1: Posicio´n 1, vista superior y lateral
Figura 6.2: Posicio´n 2, vista superior y lateral
Del mismo modo, para el caso contrario, si elegimos un punto de vista totalmente
lateral al robot, tenemos mejor informacio´n de altura pero ninguna informacio´n de pro-
fundidad. Esto tambie´n se puede apreciar en las ima´genes anteriores, donde desde la vista
lateral vemos si el robot esta´ ma´s arriba o ma´s abajo, pero no sabemos si el extremo del
robot esta´ alineado con el boto´n.
La imagen 6.3 muestra el punto de vista elegido para realizar los experimentos, si-
mulando la posicio´n de la ca´mara. Este punto de vista ha sido seleccionado teniendo
en cuenta los factores anteriores y tratando de conseguir la mayor informacio´n visual
posible. Si bien, debemos ser conscientes que seguiremos teniendo problemas de falta de
informacio´n que solo podr´ıamos solucionar con ma´s ca´maras. (aunque ma´s ca´maras no
garantizan mayor informacio´n si estas no esta´n colocadas debidamente).
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Figura 6.3: Posicio´n de la ca´mara durante los experimentos
La informacio´n que podamos obtener mediante la visio´n va muy ligada al espacio de
acciones y el espacio de estados que definamos en nuestro sistema. Ya hemos comprobado
que si nos basamos u´nicamente en la imagen de la ca´mara para definir en que estado
se encuentran el agente y el objetivo, en muchas ocasiones e´sta nos dara´ la misma
informacio´n para dos posiciones del robot diferentes, debido a que nos falta la informacio´n
de profundidad. Eso hace que sea mucho ma´s dif´ıcil de entrenar, dado que ¿Co´mo puede
aprender el agente que para el mismo estado en unas ocasiones debe aplicar una accio´n
y en otras ocasiones debe aplicar otra accio´n totalmente distinta?. Por ejemplo, puede
que con la misma imagen en un caso el robot este´ encima del boto´n y en el otro este´ a
la misma altura pero ma´s adelantado.
En muchas ocasiones, la representacio´n de la informacio´n proporcionada por los sen-
sores tiene una dimensio´n mayor que la informacio´n que es realmente u´til para definir el
espacio de estados de una tarea. La ventaja de RL es que nos permite aprender una tarea
directamente de la informacio´n en crudo, teniendo en cuenta que cuanta ma´s informacio´n
haya ma´s tiempo de entrenamiento se necesitara´. Esto es justo lo que se hace en este
proyecto, el agente aprende de un modo end-to-end, es decir, aprende a identificar cada
estado directamente a partir de la informacio´n de la ca´mara. Diremos que cada frame de
la ca´mara es la observacio´n en cada instante, mientras que el espacio de estados estara´
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definido por la informacio´n que el propio agente aprende a distinguir como u´til para
realizar la tarea.
En cuanto al espacio de acciones, S-RL Toolbox nos permite elegir si queremos realizar
el aprendizaje del control del robot de dos maneras:
Siendo el espacio de acciones cada una de las articulaciones del robot. El agente
aprende a identificar cua´les de sus 6 articulaciones activa y en que´ sentido de giro
para poder llegar al objetivo.
Siendo el espacio de acciones el movimiento de su TCP (Tool Center Point) en
las direcciones XYZ de un sistema de coordenadas cartesiano. El simulador se en-
cargara´ de aplicar la cinema´tica inversa para traducir los movimientos cartesianos
en movimientos articulares. El agente aprende a identificar la direccio´n que debe
tomar su TCP para llegar al objetivo.
El principal inconveniente de la primera opcio´n es que diferentes movimientos articu-
lares pueden llevar al TCP al mismo punto, lo que quiere decir que el agente se vera´
constantemente en la situacio´n de tener varias acciones va´lidas para un mismo estado.
Lidiar con esta situacio´n es una cosa ma´s que deber´ıa aprender. Adema´s, el espacio de
acciones es ma´s amplio, por lo que se requerira´ ma´s tiempo y memoria hasta aprender
la tarea. Es por ello que para los experimentos de este proyecto hemos optado por la
segunda opcio´n, ya que en este caso es el propio simulador Gym quien se encarga de
solucionar el problema de la cinema´tica inversa.
Una vez elegido el punto de vista de la ca´mara y definido el espacio de estados y el
espacio de acciones con el que trabajara´ nuestro agente, ya estamos ma´s cerca de poder
comenzar con el entrenamiento. Sin embargo, todav´ıa queda concretar los hiperpara´me-
tros que utilizaremos en cada algoritmo. Este punto se abarca en el siguiente apartado.
6.2. Bu´squeda de hiperpara´metros
Uno de los aspectos ma´s complejos que suele ir unido al uso del aprendizaje automa´tico
es el ajuste de los hiperpara´metros que estos me´todos utilizan, ya que para cada entorno
y cada tarea el algoritmo puede variar considerablemente sus resultados si usamos unos
u otros valores. Para saber usar correctamente estas variables normalmente es necesario
tener un alto conocimiento del algoritmo y de como este se comporta en diferentes
situaciones.
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El me´todo ma´s comu´n para ajustar los hiperpara´metros es realizar una cadena de
experimentos hasta encontrar aquellos valores que proporcionen los mejores resultados.
Este procedimiento es largo y tedioso, y aun ma´s en nuestro caso, dado que en este
proyecto se emplean 6 algoritmos para 4 tareas diferentes. Por suerte, S-RL Toolbox
nos proporciona una herramienta que nos facilita encontrar buenos valores para los
hiperpara´metros ma´s importantes de cada uno de los algoritmos estudiados. Esto nos
facilita enormemente el trabajo ya que ajustar tantos hiperpara´metros podr´ıa ser todo
un nuevo reto.
S-RL Toolboox realiza un procedimiento muy sencillo: inicialmente, se var´ıan de for-
ma ordenada los para´metros del algoritmo en cuestio´n, ejecuta´ndolo en cada caso ante
entrenamientos cortos (30000 pasos para los experimentos de este proyecto) para quedar-
nos con los valores que mayor recompensa hayan obtenido; seguidamente, se realiza un
procedimiento similar, esta vez partiendo directamente de los mejores valores obtenidos
en la primera fase para intentar optimizarlos. Para ello, se realizaran variaciones ma´s
pequen˜as de los hiperpara´metros pero en un conjunto de valores mucho ma´s pequen˜o.
Adema´s, se va aumentando el tiempo de entrenamiento hasta llegar a los 1000000 pasos.
Puesto que este proyecto no tiene el objetivo de entrar ma´s en detalle en este aspecto,
agradecemos a RL-Toolbox por proporcionarnos esta herramienta. A continuacio´n, se
muestran los valores de los hiperpara´metros obtenidos con dicha herramienta para cada
algoritmo:
Hiperpara´metro Valor
batch size 10
exploration final eps 0.4375872112626925
exploration fraction 0.8121687287754932
gamma 0.925596638292661
learning rate 0.04799771723750573
learning starts 6754
target network update freq 2907
train freq 2
Tabla 6.1: Hiperpara´metros obtenidos para DQN.
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Hiperpara´metro Valor
alpha 0.9627983191463305
ent coef 0.07103605819788694
epsilon 0.0056804456109393235
gamma 0.5435646498507704
learning rate 0.002021839744032572
max grad norm 2.691585106789232
n steps 59
vf coef 0.7917250380826646
Tabla 6.2: Hiperpara´metros obtenidos para A2C.
Hiperpara´metro Valor
cg damping 0.45615033221654855
cg iters 3
entcoeff 0.10590760718779213
gamma 0.7586156243223572
lam 0.1433532874090464
max kl 0.4736004193466574
timesteps per batch 671
vf iters 8
vf stepsize 0.0036071889969380372
Tabla 6.3: Hiperpara´metros obtenidos para TRPO.
Hiperpara´metro Valor
cliprange 0.6458941130666561
ent coef 0.5448831829968969
gamma 0.5488135039273248
lam 0.6027633760716439
learning rate 0.007027629280620722
max grad norm 0.7151893663724195
n steps 1528
noptepachs 5
vf coef 0.4236547993389047
Tabla 6.4: Hiperpara´metros obtenidos para PPO2.
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Hiperpara´metro Valor
alpha 0.7894611937694473
correction term 7.132532595434541
delta 1.952595828333363
ent coef 0.9564057227959488
gamma 0.7680887473517259
learning rate 0.009226017040693325
max grad norm 2.826504193239529
n steps 5
q coef 0.39267567654709434
replay ratio 4
rprop alpha 0.5644302827331601
rprop epsilon 0.002775960977317661
Tabla 6.5: Hiperpara´metros obtenidos para ACER.
Hiperpara´metro Valor
exploration noise 0.0033304626546696195
max step amplitude 26.60972262205136
step size 0.08490383084285108
top population 3
Tabla 6.6: Hiperpara´metros obtenidos para ARS.
6.3. Entrenamiento
Para realizar los entrenamientos hacemos uso del programa train.py que S-RL Tool-
box [13] nos proporciona, y que a su vez esta´ desarrollado gracias a RL-Baselines [17].
Este programa es gene´rico para todos los algoritmos de RL que utilizaremos en este
proyecto. Es el encargado de recibir los para´metros de ejecucio´n que se utilizara´n en el
entrenamiento (nu´mero de pasos, algoritmo a utilizar, tarea que el agente debe realizar,
valores de los hiperpara´metros, etc) y filtrar que no haya informacio´n erro´nea o para´me-
tros incompatibles. Seguidamente se realiza una llamada al algoritmo. Este programa
quedara´ en ejecucio´n paralela, a la espera de ir recibiendo las recompensas que el agente
consiga durante el entrenamiento.
El co´digo de train.py calcula la media de las cien u´ltimas recompensas recibidas hasta
el momento tras cada episodio. Esta media la muestra por pantalla denomina´ndola mean
reward. De este modo podemos tener una idea de co´mo se desarrolla el entrenamiento.
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Por ejemplo, para el entorno del boto´n fijo, la ganancia ma´xima que podemos obtener
si el robot completa la tarea con e´xito es 5, por lo que si train.py nos indica que mean
reward tiene un valor muy pro´ximo a 2.5 querra´ decir que el robot ha completado la
tarea con e´xito la mitad de las cien u´ltimas veces. Cuanto ma´s se acerque el valor de
mean reward a 5, querra´ decir que mejor se comporta el agente.
Otra variable importante es best mean reward, que corresponde con el mejor valor de
mean reward hallado hasta el momento. Cada vez que best mean reward se actualice,
train.py guardara´ en un fichero .pkl el modelo del agente con el que se ha alcanzado
dicho resultado. Debemos tener en cuenta que si el modelo se actualizase cada episodio,
a pesar de si best mean reward mejora o no, nos ver´ıamos expuestos a perder buenos
modelos.
El modelo del agente es como su “cerebro”. Dependiendo de que´ arquitectura siga el
algoritmo, su modelo se correspondera´ con los pesos de los para´metros de la pol´ıtica, los
pesos de la red neuronal, o de la funcio´n de valor. En todos los casos es lo mismo, dentro
del modelo tenemos los para´metros que definen el comportamiento del agente.
Algo a lo que tambie´n debemos de prestar atencio´n es que no siempre un mean reward
muy alto significa que el agente ha aprendido mucho, principalmente en el inicio del
entrenamiento, cuando se han ejecutado solo unos pocos episodios. Imaginemos, para
el entorno del boto´n fijo, que al lanzar un entrenamiento de mil episodios, para los
tres primeros episodios: en los dos primeros se cumple el tiempo ma´ximo y el robot ni
alcanza el objetivo ni choca contra la mesa (la recompensa es cero), y en la tercero, por
casualidad, el robot alcanza el objetivo; en este caso el valor medio de las recompensas
ser´ıa 1.6667, que hasta el momento ser´ıa el mejor mean reward obtenido, por lo que se
asignar´ıa dicho valor a best mean reward y guardar´ıamos el modelo como va´lido. Si bien,
puesto que hemos alcanzado el objetivo por casualidad, puede que el modelo guardado
no sea realmente adecuado y no nos lleve de nuevo a alcanzar el objetivo. Despue´s de
estos tres episodios, en el entrenamiento el robot no alcanza el objetivo durante los
ochocientos noventa y siete siguientes episodios. A partir de ese momento el agente
empieza a aprender realmente su tarea y acierta el 40 % de los u´ltimos cien intentos y el
resto de intentos choca contra la mesa, queda´ndose cerca del objetivo. Parece obvio que
el modelo obtenido en la u´ltima parte del entrenamiento es mejor que el obtenido en el
tercer episodio, sin embargo, al final del entrenamiento el mean reward es, como ma´ximo
1.4, mientras que en el tercer episodio ten´ıamos 1.67. Como el mean reward obtenido al
final del entrenamiento no supera el best mean reward el sistema no considera el segundo
modelo mejor que el primero, por lo que no se guarda y terminamos el entrenamiento
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con un agente que realmente no ha aprendido nada.
Ante el planteamiento de este problema podr´ıa pensarse que una posible solucio´n
ser´ıa quedarnos siempre con el modelo obtenido al final del entrenamiento. Sin embargo
esto tampoco ser´ıa la solucio´n, dado que podr´ıa ocurrir que en los primeros instantes
del entrenamiento el modelo alcance una solucio´n local con unos pesos que son buenos
que proporcionan resultados razonablemente buenos, pero a al final del entrenamiento,
tratando de llegar a una solucio´n mejor, el modelo se encuentre con un valle de gradiante
y se acabe quedando con un resultado peor.
La solucio´n que se ha puesto a este problema ha sido poner un umbral mı´nimo de
episodios que deben ejecutarse hasta asignar por primera vez un valor a best mean reward
al que mantendremos con un valor constante -10000. Por tanto, una vez superemos el
umbral, en el momento que mean reward supere un valor de -10000, se asignara´ dicho
valor a best mean reward y se guardara´ el modelo actual en un fichero .pkl.
Tras cada entrenamiento, los resultados y para´metros empleados se guardan en los
siguientes ficheros:
Un fichero .pkl que almacena el modelo del agente.
Un fichero 0.monitor.csv en el que se visualiza para cada episodio la recompensa
obtenida, el nu´mero de pasos empleados, y el tiempo que ha transcurrido desde el
inicio del entrenamiento hasta el final del episodio actual.
args.json, en el que se guardan los argumentos seleccionados para llevar a cabo
el entrenamiento: algoritmo, nu´mero de pasos, hyperpara´metros, tipo de aprendi-
zaje (end-to-end), umbral de episodios a ejecutar antes de guardar el modelo por
primera vez, etc
env-globals.json, donde se guardan los valores de las variables globales que
definen el entorno en el que se ha ejecutado el entrenamiento: posicio´n del boto´n,
velocidad de desplazamiento y sus posiciones ma´xima y mı´nima, posicio´n de la
ca´mara, nu´mero de veces que hay que pulsar el boto´n para que el entrenamiento
termine, etc.
rl-locals.json, en el que se guarda informacio´n del estado de nuestra ma´quina
en el momento en que se lanzo´ el entrenamiento y otros para´metros que son menos
relevantes de entender y que se salen de los objetivos de este proyecto.
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6.4. Resultados y evaluacio´n
A continuacio´n se muestran una serie de gra´ficas para representar los resultados obte-
nidos en los experimentos ejecutados. En cada gra´fica se muestra la evolucio´n del mean
reward a lo largo del entrenamiento. Cada entrenamiento se ha realizado durante 106
pasos, y puesto que no todos los episodios requieren del mismo nu´mero de pasos, el
nu´mero total de episodios realizados en cada entrenamiento es distinto.
Tal y como ya se ha mencionado en la introduccio´n, en este apartado se pretende
mostrar y comprender el comportamiento de diferentes algoritmos de RL y Deep RL
ante problemas de complejidad diversa. Unido a los conceptos plasmados en el apartado
de Metodolog´ıa, se esperan obtener conclusiones de forma razonada y justificada que
ayuden a conocer mejor el resultado de aplicar RL en problemas simples de robo´tica
industrial.
Otro aspecto en el que tambie´n indagaremos es en si el grado de dificultad que in-
tuitivamente asignamos a cada tarea se corresponde a la dificultad que encuentran los
algoritmos. Es decir, si ordenamos las tareas intuitivamente de menor a mayor dificultad,
el orden ser´ıa: boto´n fijo, boto´n aleatorio, boto´n mo´vil aleatorio y dos botones fijos. En
los experimentos comprobaremos si este orden se cumple o si hay tareas que el agente
aprende con mayor rapidez que otras sin ser esto lo esperado.
Para poder obtener resultados que realmente representen el comportamiento de cada
algoritmo ante cada entorno, cada entrenamiento se ha repetido tres veces, y la media
de esas tres ejecuciones se representa en las siguientes gra´ficas.
Entorno de boto´n fijo
En la figura 6.4 podemos observar como en los 10.000 primeros pasos todos los algo-
ritmos alcanzan ra´pidamente un mean reward superior a 3. Que los agentes aprendan
tan ra´pido puede ser debido a que la tarea es muy sencilla y repetitiva. Aprender esta
tarea realmente no aporta genericidad, el agente se especializa en una situacio´n concreta
ya que el boto´n esta´ siempre en el mismo punto.
Por un lado tenemos a los algoritmos A2C, ACER, ARS y PPO que proporcionan
resultados muy buenos, llegando a alcanzar todos ellos un mean reward ma´ximo 5 en
varios momentos a lo largo del entrenamiento. Adema´s, se mantienen bastante constantes
a lo largo del proceso, a excepcio´n de ACER, que oscila en un mean reward de entre 4
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Figura 6.4: Resultados de los entrenamientos con el entorno de boto´n fijo.
y 5, incrementando esta inestabilidad en la segunda mitad del entrenamiento.
Por otro lado, tenemos los resultados de DQN y TRPO. Estos, a pesar de tener
un ra´pido aprendizaje en la primera parte del entrenamiento, ra´pidamente empiezan a
desaprender y permanecen todo el entrenamiento con resultados inestables. En este caso,
el peor resultado lo proporciona DQN, el cual a pesar de haber llegado a un mean reward
superior a 4 en los primeros 60.000 pasos, decae hasta 0,46 en 82.500 pasos.
En este entorno destaca especialmente ARS, que solo necesita una media de 54.301
pasos para alcanzar un mean reward de 5. Tambie´n destaca su gran estabilidad a lo largo
del entrenamiento, siendo el que ma´s tiempo permanece con un mean reward de 5.
Entorno de boto´n aleatorio
En el entorno de boto´n aleatorio, cuyos resultados pueden verse en la figura 6.5, se
confirma que en el caso anterior se obten´ıan resultados muy buenos porque los agentes
estaban sobre-aprendiendo una tarea mono´tona por definicio´n. En este caso, ninguno de
los algoritmos alcanza un mean reward superior a la unidad al final del entrenamiento.
ARS es de nuevo el que mejor comportamiento muestra, manteniendo sus resultados
por encima del resto durante casi todo el entrenamiento y siendo el u´nico que supera
un mean reward de 1 en varias ocasiones. Sin embargo, al contrario que en el primer
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Figura 6.5: Resultados de los entrenamientos con el entorno de boto´n aleatorio.
entorno, es uno de los que tiene una subida inicial ma´s suave.
Por otro lado, PPO vuelve a mostrar resultados buenos y es el que ma´s estable se
mantiene a lo largo del entrenamiento.
Con peores resultados al inicio del entrenamiento destacan TRPO y ACER, a los que
les cuesta bastante mantenerse con un mean reward positivo. Si bien, con ACER se
alcanza un pico que llega hasta la unidad en 63.905 pasos, cosa que solo ha conseguido
ARS en este entorno.
En te´rminos generales, los resultados en este entorno son peores de lo esperado (con
recompensas medias entorno al 0,6 al final del entrenamiento para la mayor´ıa de los
algoritmos) teniendo en cuenta que inicialmente se planteaba como el segundo entrono
menos complejo.
Entorno de boto´n mo´vil
Lo primero que sorprende del entorno de boto´n mo´vil cuyos resultados pueden verse
en la figura 6.6 es que para todos los agentes se han obtenido resultados mejores que en
el entorno del boto´n con posicio´n aleatoria, que supon´ıamos ma´s sencillo.
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Figura 6.6: Resultados de los entrenamientos con el entorno de boto´n mo´vil.
En lo positivo, destacan principalmente los resultados de ACER y TRPO. El primero
por tener una subida inicial de aprendizaje que alcanza valores medios de recompensa de
hasta 3,55, pero que se mantiene muy inestable a lo largo del entrenamiento y por ello
termina con recompensas medias similares a algoritmos con aprendizajes ma´s lentos. En
cuanto a TRPO, este sorprende con un comportamiento muy estable y bueno a lo largo
de todo el proceso.
De nuevo PPO se mantiene en la media entre los mejores y peores algoritmos, con un
aprendizaje lento pero constante, al igual que A2C, que llega hasta un mean reward de
1,88 poco antes del final del entrenamiento.
Al igual que en los entornos anteriores DQN es uno de los que peores resultados obtiene.
Pero quien en este caso tiene un peor comportamiento es ARS, lo cual sorprende bastante
teniendo en cuenta que ha destacado por sus buenos resultados en los casos anteriores.
Que los resultados en este entorno sean mejores que en el caso anterior puede deberse
al propio movimiento del boto´n. En el caso del boto´n colocado en posiciones aleatorias
el agente puede no tener claro donde esta´ colocado debido a sus limitaciones visuales
(utilizamos visio´n 2D). Si bien, si el boto´n se mueve sobre la mesa, la diferencia de
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su posicio´n respecto de la mesa entre fotogramas permite una mejor percepcio´n de la
posicio´n del boto´n. Esto es muy sencillo de entender con un simple ejemplo pra´ctico:
si ponemos una moneda frente a nosotros encima de la mesa en una posicio´n aleatoria,
nos tapamos un ojo y tratamos de tocarla con el dedo partiendo este de una posicio´n
elevada, nos sera´ ma´s dif´ıcil acertar si la moneda esta´ fija que si se esta´ moviendo.
Entorno de dos botones
Figura 6.7: Resultados de los entrenamientos con el entorno de dos botones.
En el entorno de dos botones (ver figura 6.7) vemos que los algoritmos no son capaces
de aprender la tarea. Las razones de esto pueden ser:
Que el tiempo de entrenamiento sea demasiado corto para la alta complejidad de
esta tarea.
Que las recompensas no este´n bien definidas. Hay que tener en cuenta que la
recompensa por alcanzar el primer boto´n es +1, y si el TCP del robot choca
contra la mesa o se sale de rango obtenemos -1. Por tanto, si el robot toca el boto´n
y luego choca contra la mesa la recompensa total sera´ nula, por lo que el agente
no aprendera´ nada.
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A2C es el u´nico que alcanza recompensas positivas, llegando a un mean reward ma´ximo
de 0,41 en el u´ltimo tramo del entrenamiento.
Al igual que en los dos primeros entornos, vuelven a destacar TRPO y DQN por tener
los peores resultados.
Si hacemos una evaluacio´n general de los resultados y tratamos de relacionarlos con
la teor´ıa vista en el apartado de Metodolog´ıa, podemos destacar los siguientes puntos:
DQN ha sido el que peores resultados ha proporcionado en dos de los entornos y el
segundo peor en los otros dos. Es posible que esto sea debido a que se trata de unos
de los algoritmos ma´s sencillos que aqu´ı se plantean. Por lo que estos experimentos
han servido para descartarlo en aplicaciones de ı´ndole robo´tica.
Los experimentos han demostrado las ventajas de PPO. Es un algoritmo que aporta
genericidad, donde sus resultados han sido razonables para las distintas tareas, sin
destacar por ser el mejor ni el peor en ninguna de ellas, compitiendo e incluso
superando a alternativas de implementacio´n ma´s complejas como es TRPO.
A2C nos deja conclusiones similares a PPO, un algoritmo que se adapta a diferentes
tareas. Gracias a esto, entendemos que ambos representen el estado del arte de las
dos arquitecturas ma´s importantes en RL: PG y Actor-Critic.
TRPO, pese a destacar por ser un algoritmo de alta complejidad, solo ha propor-
cionado resultados razonables en el entorno del boto´n mo´vil. Con esto, podemos
afirmar la advertencia de OpenAI que dec´ıa que este algoritmo no es compatible
para resolucio´n de tareas con entrada visual significativa.
ACER ha destacado por tener resultados bastante inestables, si bien, en la mayor´ıa
de casos obtiene picos de aprendizaje que superan a la mayor´ıa de algoritmos.
Estos picos son interesantes ya que debemos recordar que el modelo del agente se
guardara´ en el momento en que se llega al mejor mean reward. Tambie´n se confirma
que ACER es una mejora a TRPO dado que sus resultados son mejores en todos
los entornos.
ARS se ha ajustado a lo predicho en la metodolog´ıa, donde advert´ıamos que era
un algoritmo que proporcionaba muy buenos resultados en tareas concretas y muy
malos en otras. Sus resultados han sido los mejores en los entornos de boto´n fijo y
boto´n aleatorio, pero ha sido el peor me´todo en el entorno de boto´n mo´vil. Si bien,
en los mejores casos su diferencia con el resto no ha sido tan significativa como se
esperaba.
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Otra conclusio´n importante es que los entornos no han seguido el orden de dificultad
esperado, ya que el entorno en el que el boto´n toma posiciones aleatorias ha resultado
ma´s dif´ıcil de aprender que el entorno en el que el boto´n se mueve.
Con los experimentos realizados no podemos decir que RL sea una te´cnica sencilla
para aplicar a un brazo robo´tico industrial de forma efectiva. Es posible que se necesiten
entrenamientos mucho ma´s largos y una mejor definicio´n de las recompensas.

Cap´ıtulo 7
Conclusiones
Este proyecto ha sido una pieza clave con la que interiorizar muchos de los conceptos
de inteligencia artificial vistos a lo largo del grado de Ingenier´ıa Robo´tica. Durante
su elaboracio´n se han alcanzado los objetivos propuestos. El alumno ha sido capaz de
comprender los pilares sobre los que se asienta RL e indagar en varios de los algoritmos
que conforman el estado del arte en este campo.
S-RL Toolbox ha resultado en una herramienta clave con la que realizar experimentos
y poner en pra´ctica los conocimientos. Gracias a la buena estructuracio´n de esta librer´ıa
y a su implementacio´n en python, el alumno ha sido capaz de comprender el co´digo y
emplear los programas para realizar los experimentos planteados.
El simulador Gym ha resultado tambie´n clave para realizar la evaluacio´n. De no ser
por este simulador, los experimentos se hubieran vuelto inviables dada su complejidad
y el tiempo de ca´lculo. Adema´s, poner a un robot real a realizar movimientos casi
aleatorios al inicio de un aprendizaje acarrea una alta peligrosidad y podr´ıa tener graves
consecuencias. En este proyecto se ha comprobado que este tipo de software es esencial
en experimentos de este calibre.
Tambie´n hemos comprobado como RL nos permite alimentar la entrada del sistema
directamente con datos en crudo. Al agente no se le ensen˜a que´ debe aprender y co´mo
debe aprenderlo, e´l mismo llega a la solucio´n con el simple principio de alcanzar la
mayor recompensa posible. La desventaja de este tipo de aprendizaje end-to-end es que
ha resultado costoso computacionalmente y eso se ha traducido en largas esperas para
obtener los resultados de los experimentos, siendo inviable de ejecutar en el PC del
alumno.
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Tal y como esta´ definida la asignacio´n de recompensa para las tareas planteadas en
este proyecto, tenemos la desventaja de que hay que esperar hasta el final de cada epi-
sodio para calcular la recompensa. Un error comu´n es deducir que si se obtiene una alta
recompensa es porque todas las acciones que se tomaron fueron correctas, incluso si una
de ellas fue realmente mala. Como consecuencia, para obtener una pol´ıtica o´ptima, es
necesario realizar un gran nu´mero de intentos, lo que ralentiza el aprendizaje. Quiza´s
podr´ıa reducirse el tiempo de aprendizaje y mejorar el comportamiento del robot ha-
ciendo que se calcule la recompensa en cada step, haciendo que e´sta sea proporcional a
la distancia que hay del TCP al objetivo; de este modo se puede saber en mejor medida
co´mo de buena es la accio´n que se toma en cada momento.
El uso de S-RL Toolbox nos ha ayudado a comprender mejor cua´l es el procedimiento
normal a seguir para aplicar me´todos de inteligencia artificial del estado del arte en un
robot industrial. Este proyecto deja abiertas muchas puertas a trabajos futuros y ha
servido para que el alumno aunara todos los conocimientos vistos a lo largo del grado.
Detra´s de lo que en esta memoria ha quedado plasmado, queda mucho tiempo invertido
para comprender y depurar la multitud de compleja parametrizacio´n que caracteriza a
los algoritmos de RL y Deep RL, y que han requerido de un esfuerzo extra en su ajuste
para obtener resultados razonables.
7.1. Trabajo futuro
Este proyecto ha sido todo un reto y una gran experiencia para el alumno. Si bien
esto no queda aqu´ı, gracias a este trabajo se han abierto muchas puertas de futuras
propuestas y ramas de investigacio´n interesantes.
Como no pod´ıa ser de otro modo, un paso futuro ser´ıa aplicar los modelos a un robot
real. Por ejemplo podr´ıa ponerse en pra´ctica con los robots industriales ABB IRB 120
con los que cuenta la Universidad de Alicante en el laboratorio de robo´tica. Gracias a que
S-RL Toolbox esta´ implementada en python y al uso de Tensorflow, podr´ıamos utilizar
como computadora una tecnolog´ıa tan sencilla como es la RaspBerry.
En este proyecto se ha puesto el foco de atencio´n sobre la tarea de aprender la trayec-
toria hacia el objetivo, pero no hay una parte de manipulacio´n, que es realmente el fin
que tienen en la industria la mayor´ıa de robots antropomo´rficos. Es por ello que se deja
la puerta abierta a aplicar un segundo mo´dulo tambie´n basado en inteligencia artificial,
que aprenda a coger el objeto en funcio´n de la forma de este y la herramienta que posea
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el robot. Este mo´dulo se encargar´ıa de identificar cua´les son los puntos de agarre o´ptimos
del objeto y la apertura y presio´n que debe aplicar con la pinza.
En cuanto a mejorar los resultados obtenidos, contamos con varias ideas:
La primera ser´ıa utilizar ma´s ca´maras para proporcionar ma´s informacio´n al agente
sobre el entorno. Con una ca´mara ma´s ya conseguir´ıamos lidiar con el problema
de la falta de informacio´n de profundidad y evitar´ıamos el problema de tener
incongruencias como que para la misma imagen de entrada la accio´n correcta
sea diferente. Sin embargo, debe tenerse en cuenta el hecho que al proporcionar
mayor informacio´n tambie´n tenemos mayor coste computacional, pero seguramente
mejorar´ıamos en calidad de aprendizaje.
Por otro lado, que el agente aprenda de un modo end-to-end se convierte en una
desventaja cuando queremos llevar este proyecto ma´s alla´ de la simulacio´n. Cuan-
do se entrena directamente de la informacio´n en crudo se tarda mucho ma´s en
aprender. Una opcio´n ser´ıa lo que plantea S-RL Toolbox, utilizar un sistema de
representacio´n aparte. En particular, una red neuronal que aprenda a obtener las
mejores caracter´ısticas (filtrar la informacio´n u´til) y pasarle solo eso al agente,
de modo que la dimensio´n de datos con la que aprende es mucho menor y es-
to acelerar´ıa el aprendizaje, aumentando su efectividad y disminuyendo el coste
computacional.
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