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STOCHASTIC ACCELERATION OF SOLITONS FOR THE
NONLINEAR SCHRO¨DINGER EQUATION
WALID K. ABOU SALEM1,∗ AND CATHERINE SULEM1,∗∗
Abstract. The effective dynamics of solitons for the generalized nonlinear
Schro¨dinger equation in a random potential is rigorously studied. It is shown
that when the external potential varies slowly in space compared to the size of
the soliton, the dynamics of the center of the soliton is almost surely described
by Hamilton’s equations for a classical particle in the random potential, plus
error terms due to radiation damping. Furthermore, a limit theorem for the
dynamics of the center of mass of the soliton in the weak-coupling and space-
adiabatic limit is proven in two and higher dimensions: Under certain mixing
hypotheses for the potential, the momentum of the center of mass of the soliton
converges in law to a diffusion process on a sphere of constant momentum.
Moreover, in three and higher dimensions, the trajectory of the center of mass
of the soliton converges to a spatial Brownian motion.
1. Introduction
1.1. Overview of earlier results and heuristic discussion. In the last few
years, there has been substantial progress in rigorously understanding solitary
wave dynamics for the nonlinear Schro¨dinger equation in slowly varying potentials
(or in the presence of small rough perturbations), see [1]-[9]. The basic picture is
that in the space-adiabatic limit, or in the presence of small perturbations, the
long-time dynamics of the center of the soliton is described by Hamilton’s (or
Newton’s) equations in an effective potential that corresponds to the restriction
of the external potential to the soliton manifold, plus error terms due to radiation
damping.
In the above cited work, a soliton behaves like a classical point particle over
certain scales. The main question that we address is whether this analogy between
solitons and point particles over a certain temporal and spatial scale still holds
when the soliton is moving in the field of a random potential. We show that
the answer to the above question is affirmative. Furthermore, we have strong
enough explicit control over the long-time dynamics of the soliton in the random
potential that allows us to look at the limiting dynamics over large-distances and
long-times. In a certain weak-coupling /space-adiabatic limit, and under some
mixing hypotheses for the random potential, we show that the long-time, large-
distance behavior of the soliton is described by momentum diffusion in N ≥ 2
dimensions: The soliton center of mass undergoes Brownian motion on the energy
1
2sphere of constant momentum. This is analogous to the long-time/large-distance
behavior of the a classical particle in a random potential, [14] - [16]. Moreover,
in dimensions N ≥ 3, the long-time limit of a momentum diffusion is a spatial
Brownian motion, [17]. We also show this spatial diffusive behavior for the soliton
center of mass. We note that the weak-coupling and space-adiabatic limit are
taken simultaneously. This is more difficult than taking the semi-classical limit
first, and then the weak-coupling limit.
This diffusive motion of the center of mass has been observed numerically in
[10, 11] for the NLS equation with power nonlinearity and white multiplicative
noise; see also [12] for a discussion of a concrete experiment where such a dynamics
may be observed. For the derivation of the NLS equation in the mean-field limit
of interacting bosons in a random potential, we refer the reader to [13].
We note that a somewhat related problem arises in the semi-classical limit of
the dynamics of a quantum particle in a random field. It is shown by Erdo¨s,
Salmhofer and Yau in [18] that the semi-classical/weak-coupling limit of the dy-
namics of a quantum particle in a random potential displays a diffusive behavior
of the energy density of solutions of the linear Schro¨dinger equation. Another
related problem is that of localization for the nonlinear Schro¨dinger equation,
which has been studied recently by Bourgain and Wang in [19].
1.2. Description of the problem. In what follows, we consider the probability
triple (Ω,F ,P), such that the probability space Ω has a generic point ω and is
endowed with measure µ. For a measurable and integrable function f on Ω, we
define the expectation value of f as E(f) :=
∫
f(ω)µ(dω).
In this paper, we study the long-time dynamics of solitary wave solutions for
the generalized nonlinear Schro¨dinger equation in a random potential
(1) i∂tψ(x, t) = (−∆+ λVh(x, t;ω))ψ(x, t)− f(ψ(x, t)),
where ω ∈ Ω, x ∈ RN denotes a point in the configuration space, t ∈ R is time,
∂t =
∂
∂t
,∆ =
∑N
j=1
∂2
∂xj2
the N -dimensional Laplacian, Vh is the random potential,
which is a measurable real function on RN × R× Ω→ R satisfying
Vh(x, t;ω) ≡ V (hx, t;ω), h ∈ (0, 1],
λ ∈ [0, 1] is a coupling constant, and the nonlinearity f is a mapping on complex
Sobolev spaces,
f : H1(RN ;C)→ H−1(RN ;C),
with f(0) = 0, and f(ψ) = f(ψ), where · denotes complex conjugation.
Typical focusing nonlinearities are local ones
(2) f(ψ) = |ψ|sψ, 0 < s < 4
N
.
3When λ = 0, the NLS equation (1) with nonlinearity as given above admits
solitary wave solutions, which are stable spherically symmetric and positive so-
lutions
(3) ησ(x, t) := e
i( 1
2
v·(x−a)+γ)ηµ(x− a),
where σ := (a,v, γ, µ), a = vt + a0, γ = µt +
‖v‖2
4
t + γ0, with γ0 ∈ [0, 2π),
a0,v ∈ RN , µ ∈ R+, and ηµ is a positive solution of the nonlinear eigenvalue
problem
(4) (−∆+ µ)ηµ − f(ηµ) = 0.
The solution (3) stands for a soliton traveling with velocity v, center of mass
position a, and phase 1
2
v · (x− a) + γ. The size of the soliton is ∝ µ−1/2, in the
sense that ηµ ∼ e−
√
µ‖x‖ as ‖x‖ → ∞, see for example [27] and [28].
We consider in this paper an external potential whose realizations are P-a.s.
varying slowly in space compared to the size of the soliton, i.e.,
ess − supω∈Ω, t∈R, x∈RN
|∇V (x, t;ω)|√
µ
≪ 1,
which corresponds to the space-adiabatic limit (h ≪ 1) if we set the size of the
soliton to O(1). Furthermore, we assume that the realizations of the external
potential satisfy
(5) Vh ∈ W 1,∞(R, C2(RN) ∩W 2,∞(RN)) P−a.s.,
i.e., there exists Ω ⊂ Ω with µ(Ω) = 1, such that
Vh, ∂tVh ∈ L∞(R, C2(RN) ∩W 2,∞(RN)) for ω ∈ Ω.
We are interested in the dynamics of a single soliton in the external potential.
We assume that there exists σ0 = (a0,v0, γ0, µ0) such that
(6) ‖ψ(t = 0)− ησ0‖H1 ≤ C0h,
for some positive constant C0, where h appears in (1). Theorem 1 below is a
rigorous result in the space-adiabatic limit for the long-time dynamics of the soli-
ton for the special class of nonlinearities and potential discussed above. A more
general result, Theorem 4, is stated in Section 2 after listing general assumptions,
and is proven in Section 4.
Theorem 1. Consider the NLS equation (1) with nonlinearity f given by (2) and
potential Vh satisfying (5) , and suppose the initial condition satisfies (6). Then
there exists h0 > 0 and positive constants C and C, such that, for all h ∈ (0, h0)
and for any fixed ǫ ∈ (0, 1), we have that
sup
t∈[0,Cǫ| log h|/λh)
E[‖ψ − ησ(t)‖H1] ≤ Ch1− ǫ2 ,
4uniformly in λ ∈ (h1−ǫ, 1], and the parameters σ(t) = (a(t),v(t), γ(t), µ(t)) satisfy
the system of effective equations
∂ta = v +O(h
2−ǫ)
∂tv = −2λ∇Vh(a, t;ω) +O(h2−ǫ)
∂tγ = µ+
1
4
‖v‖2 − Vh(a, t;ω) +O(h2−ǫ)
∂tµ = O(h
2−ǫ),
with initial condition satisfying
‖a(0)− a0‖, ‖v(0)− v0‖, |γ(0)− γ0|, |µ(0)− µ0| = O(h).
We now discuss a limit theorem for the dynamics of the center of mass of
the soliton moving in a time-independent and strongly mixing random potential.
Suppose that
(7) Vh(x, t;ω) ≡ V (hx;ω), ω ∈ Ω.
Performing the simple scaling
a := ha
v := v
t := ht,
it follows from Theorem 1 that, for t ∈ [0, Cǫ| log h|/λ),
∂ta = v +O(h
2−ǫ)(8)
∂tv = −2λ∇V (a;ω) +O(h1−ǫ),(9)
with initial condition
(10) ‖a(0)− ha0‖ = O(h2), ‖v(0)− v0‖ = O(h),
which are, up to small remainder terms, the equations of motion of a classical
particle in a random potential. This motivates introducing an auxiliary stochastic
process (a˜(t), v˜(t))t≥0 that is given by
∂ta˜ = v˜(11)
∂tv˜ = −2λ∇V (a˜;ω),(12)
with initial condition
(13) a˜(0) = 0, v˜(0) = v0.
This process corresponds to a classical particle with Hamiltonian
Hcl(a˜, v˜) =
‖v˜‖2
2
+ 2λV (a˜).
The dynamics of a classical particle in a weak, strongly mixing and homogeneous
random potential has been studied extensively in the literature, see [14]-[17].
5We assume that V : RN×Ω→ R is measurable such that it is strictly stationary
in space, i.e., the laws of (V (x1 + x0) · · ·V (xn + x0)) and (V (x1) · · ·V (xn)) are
the same for all n ∈ N and x0 ∈ RN . We also assume that
(14) E(V ) = 0,
and that the realizations of the potential
(15) V ∈ C2(RN) ∩W 2,∞(RN), P− a.s..
Furthermore, we assume that V is strongly mixing in the uniform sense. For
any r > 0, let Cir and Cer be the σ-algebras generated by the random variables
V (x), x ∈ Br := {x ∈ RN , ‖x‖ < r} and x ∈ Bcr respectively, where Bcr is the
complement of the open ball Br in R
N . We define the uniform mixing coefficient
between the σ-algebras Cir and Cer as
(16) ϕ(ρ) = sup{|P(A)− P(B|A)|, r > 0, A ∈ Cir, B ∈ Cer+ρ}, ρ > 0.
We assume that ϕ(ρ) decays faster than any power of ρ, i.e., for all p > 0,
(17) sup
ρ≥0
ρpϕ(ρ) <∞.
We introduce the two-point spatial correlation function corresponding to the
random potential
(18) R(a˜) := 4E(V (a˜)V (0)),
with Fourier transform R̂(v˜). We assume that
(19) R ∈ C∞(RN),
such that
(20) R̂ does not vanish identically on any Hp := {v˜ ∈ RN , v˜ · p = 0},p ∈ RN .
In order to observe diffusive behavior of the soliton dynamics for all “macro-
scopic” times 1/λ2 < Cǫ| log h|/λ, as the coupling constant λ→ 0 and h→ 0, we
need that | log h|λ→∞ as h→ 0. This is satisfied, for example, if λ = 1| log h|1−α ,
for some α ∈ (0, 1).
We now discuss the limit process as λ → 0 and h → 0. Let (v(t))t≥0 be
a diffusion process starting at v(t = 0) = v0, where v0 appears in (6), with
generator L whose action on u ∈ C∞0 (Rd\{0}) is given by
(21) Lu(v) =
N∑
i,j=1
∂vi(Dij(v)∂vju(v)).
Here Dij is the diffusion matrix given by
(22) Dij(k) := − 1
2‖k‖
∫ ∞
−∞
∂xi∂xjR(s
k
‖k‖)ds, k ∈ R
N .
6We have the following theorem on the convergence of the momentum of the center
of mass of the soliton to a Brownian motion on a sphere of constant momentum.
A stronger result stated for more general nonlinearities, Theorem 5 in Section 2,
will be proven in Section 5.
Theorem 2. Consider the NLS equation (1) in N ≥ 2 dimensions with non-
linearity f given by (2) and potential V satisfying (7)-(20). Suppose the initial
condition satisfies (6) with ‖v0‖ 6= 0, and that there exists α˜ > 0 such that the
coupling constant λ → 0 as h → 0 with | log h|λ3/2+α˜ → ∞. Then, for any fixed
and finite T > 0, the stochastic process (λ2a(t/λ2),v(t/λ2))t∈(0,T ), satisfying (8)
- (10), converges weakly (in law), as λ, h→ 0, to (∫ t
0
v(s)ds,v(t))t∈(0,T ), where v
satisfies (21).
Actually, in dimensions N ≥ 3, we have a stronger result about the convergence
of the trajectory of the soliton’s center of mass to a spatial Brownian motion.
Let φλ(x, t,k) satisfy the Liouville equation
(23) ∂tφ
λ = ∂ta|a=x,v=k · ∇xφλ + ∂tv|a=x,v=k · ∇kφλ.
with initial condition φλ(x, 0,k) = φ0(λ
2+βx,k), β > 0, where φ0 is compactly
supported, twice differentiable in x ∈ RN , and four times differentiable in k ∈ RN ,
such that its support is contained in the shell
A(M) := {(x,k) ∈ R2N , 1/M < ‖k‖ < M},
for some M > 1. Let u(x, t,k) be the solution of the spatial diffusion
(24) ∂tu =
∑
i,j
dij(‖k‖)∂xi∂xju,
with initial condition
u(x, 0,k) =
1
ΓN−1
∫
SN−1
φ0(x, ‖k‖l)dΣ(l),
where ΓN−1 is the area of a unit sphere SN−1 in N -dimensions, and dΣ(l) is the
measure on the unit sphere SN−1. Here, the coefficients dij are given by
dij(‖k‖) = 1
ΓN−1
∫
SN−1
‖k‖liχj(‖k‖l)dΣ(l),
where χj are the mean-zero solutions of
N∑
i,j=1
∂ki(Dij(k)∂kjχj) = −‖k‖kˆj.
We have the following theorem.
Theorem 3. Consider the NLS equation (1) in N ≥ 3 dimensions with non-
linearity f given by (2) and potential V satisfying (7)-(20). Suppose the initial
condition satisfies (6) with ‖v0‖ 6= 0, and that there exists α˜ > 0 such that λ→ 0
7as h→ 0 with | log h|λ1+α˜ →∞. Then there exists β˜ ∈ (0, α˜/2) such that, for all
0 < β < β˜, any fixed 0 < t0 < T <∞, and all compact sets K ⊂ A(M), we have
lim
λ,h→0
sup
(t,x,k)∈[t0,T ]×K
|E[φλ(x/λ2+β, t/λ2+2β,k)]− u(x, t,k)| = 0,
where φλ satisfies (23) and u satisfies (24).
The same result holds for more general nonlinearities, see Theorem 6, Section
2. We note that the conditions on the convergence of λ→ 0 as h→ 0 in Theorem
3 are optimal, in the sense that they are the ones needed for the time scale over
which the soliton behaves like a point particle, O(| logh|/λ), is larger than the
macroscopic time scale over which spatial diffusion is observed, O(λ−2−2β), β > 0.
Our analysis of the effective dynamics of the soliton in the external potential
is based on an extension of [7] to the case where the potential has a random
character and on the derivation of explicit estimates involving both the spatial
variation of the external potential h and the coupling constant of the potential
λ; see also [4]-[9]. This analysis relies on three main ingredients. First, using a
skew-orthogonal (or Lyapunov-Schmidt) decomposition property, we decompose,
almost surely, the solution of the NLS equation with initial condition close to
a soliton configuration into a path belonging to the soliton manifold and a part
describing a fluctuation skew-orthogonal to the manifold. The dynamics on the
soliton manifold is obtained by the skew-orthogonal projection of the Hamiltonian
flow generated by the NLS equation in a small tubular neighbourhood of the
soliton manifold onto the latter. As for the fluctuation, we control its H1-norm
almost surely using an approximate Lyapunov functional. To study the limiting
dynamics in the weak-coupling/space-adiabatic limit, we rely on explicit control
of the difference between the effective dynamics of the soliton and a classical
particle in the random potential and on the results of [14],[15] and [17] on the
stochastic acceleration of a classical particle in a random potential.
The organization of this paper is as follows. In Section 2, we list our general as-
sumptions and state our main results for general nonlinearities: Theorem 4 on the
long-time dynamics of the soliton in the random potential, and Theorems 5 and
6 on the limiting diffusive dynamics in the weak-coupling/space-adiabatic limit.
In Section 3, we recall basic properties of the NLS equation, which we will use in
the analysis. We then prove Theorem 4 in Section 4. In Section 5 we prove The-
orems 5 and 6 by showing first that the limiting effective dynamics of the soliton
converges almost surely to that of a classical particle in a random potential and
then applying the results of [14], [15] and [17] on the motion of a classical particle
governed by a weakly random Hamiltonian flow. For sake of completeness, we
discuss the well-posedness of the generalized NLS with random interactions and
potential in Appendix A. We also prove some technical statements in Appendix
B.
1.3. Notation.
8• Given x ∈ RN , we denote x ≡ ‖x‖ :=
√∑N
i=1 x
2
i and xˆ :=
x
‖x‖ . For
x,y ∈ RN , we denote their inner product by x · y :=∑Ni=1 xiyi.
• Lp(I) denotes the standard Lebesgue space, 1 ≤ p ≤ ∞, with norm
‖f‖Lp = (
∫
I
dx |f(x)|p) 1p , f ∈ Lp(I), p <∞,
‖f‖L∞ = ess− sup(|f |), f ∈ L∞(I).
We also define
‖f‖Lp(I,Lq(J)) := ‖ ‖f‖Lq(J) ‖Lp(I).
For 1 ≤ p ≤ ∞, p′ is the conjugate of p, i.e., 1/p+1/p′ = 1. We denote by
〈·, ·〉 the scalar product in L2(RN),
〈u, v〉 = Re
∫
RN
uv, u, v ∈ L2(RN),
as well as its extension by duality to Y×Y′, where Y and Y′ are complete
metric spaces such that Y →֒ L2 →֒ Y′, with dense embedding
• Given the multi-index α = (α1, · · · , αN) ∈ NN , we denote |α| =
∑N
i=1 αi.
Furthermore, ∂αx := ∂
α1
x1 · · ·∂αNxN .• For 1 ≤ p ≤ ∞ and s ∈ N, the (complex) Sobolev space is given by
W s,p(RN) := {u ∈ S ′(RN) : ∂αxu ∈ Lp(RN), |α| ≤ s},
where S ′(RN) is the space of tempered distributions. We equip W s,p with
the norm
‖u‖W s,p =
∑
α,|α|≤s
‖∂αxu‖Lp,
which makes it a Banach space. Moreover, W−s,p
′
is the dual of W s,p. We
use the shorthand W s,2 = Hs.
• Given f and g real functions on RN , we denote their convolution by ⋆,
f ⋆ g(x) :=
∫
dy f(x− y)g(y).
• We say that a real function f ∈ C1,1,2b (RN × [0,+∞) × RN\{0}) if it
satisfies
sup
|α|≤1,β≤1,|γ|≤2
sup
(x,t,k)∈RN×[0,+∞)×RN\{0}
|∂αx∂βt ∂γkf(x, t,k)| <∞.
2. General nonlinearities
2.1. The model. We now list our general assumptions and discuss models where
they are satisfied.
9(A1) Nonlinearity. The nonlinearity f = f1 + · · ·+ fk such that each
fj ∈ C2(H1(RN ;C), H−1(RN ;C)), j = 1, · · · , k.
We assume that there exists
rj ∈ [2, 2N
N − 2), ([2,∞] if N = 1),
such that ∀M > 0, ∃ a finite constant Cj(M) such that
‖fj(u)− fj(v)‖
L
r′
j
≤ Cj(M)‖u− v‖Lrj ,
∀u, v ∈ H1(RN ;C), ‖u‖H1 + ‖v‖H1 ≤M. Furthermore,
Imfj(u)u = 0
almost everywhere on RN , ∀u ∈ H1(RN ;C).
Let F :=
∑k
j=1 Fj , where Fj satisfies fj = F
′
j , and the prime stands for
the Fre´chet derivative. We have that
∃Fj ∈ C3(H1(RN ;C),R).
For every M > 0, there exists a positive constant C(M) and ǫ˜ ∈ (0, 1)
such that
F (u) ≤ 1− ǫ˜
2
‖u‖H1 + C(M), ∀u ∈ H1(RN)
such that ‖u‖L2 ≤M. Furthermore,
sup
‖u‖H1≤M
‖F ′′(u)‖B(H1,H−1) <∞
sup
‖u‖H1≤M
‖F ′′′(u)‖H1→B(H1,H−1) <∞,
where B denotes the space of bounded operators.
(A2) Symmetries. The nonlinearity F satisfies F (T ·) = F (·), where T is a
translation
T tra : u(x)→ u(x− a), a ∈ RN ,
or a rotation
T rR : u(x)→ u(R−1x), R ∈ SO(N),
or a gauge transformation
T gγ : u(x)→ eiγu(x), γ ∈ [0, 2π),
or a boost
T bv : u(x)→ e
i
2
v·xu(x), v ∈ RN
or a complex conjugation
T c : u(x)→ u(x).
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(A3) Solitary Wave. ∃I ⊂ R such that ∀µ ∈ I, the nonlinear eigenvalue prob-
lem
(25) (−∆+ µ)ηµ − f(ηµ) = 0
has a positive, spherically symmetric solution ηµ ∈ L2(RN) ∩ C2(RN),
such that
‖‖x‖3ηµ‖L2 + ‖‖x‖2‖∇ηµ‖‖L2 + ‖‖x‖2∂µηµ‖L2 <∞, ∀µ ∈ I.
(A4) Orbital Stability. The solution ηµ appearing in assumption (A4) satisfies
∂µm(µ) > 0, ∀µ ∈ I,
where m(µ) := 1
2
∫
dx η2µ is the “mass” of the soliton.
(A5) Null Space Condition. We define
Lµ := −∆+ µ− f ′(ηµ),
which is the Fre´chet derivative of the map ψ → (−∆ + µ)ψ − f(ψ) eval-
uated at ηµ. For all µ ∈ I, the null space
N (Lµ) = span{iηµ, ∂xjηµ, j = 1, · · · , N}.
(B1) External Random Potential. The external potential is a real measurable
function on RN × R× Ω→ R such that
Vh(x, t;ω) ≡ V (hx, t;ω), h ∈ (0, 1],
and it realizations
V (x, t;ω) ∈ W 1,∞(R, C2(RN) ∩W 2,∞(RN)), P− a.s..
(B2) Time-Independent, Homogeneous and Strongly Mixing Random Potential.
The external potential is time-independent,
V (a, t;ω) ≡ V (a;ω),
and V is a homogeneous random potential that is strongly mixing in the
uniform sense, satisfying conditions (7)-(20), Subsection 1.2.
Remark 1. Assumptions (A1) and (B1) are sufficient to establish almost surely
the global well-posedness of the NLS equation (1) in H1 (see Appendix A). More-
over, (A1) implies
|F (u+ v)− F (u)− 〈F ′(u), v〉| ≤ C(M)‖v‖2H1
|F (u+ v)− F (u)− 〈F ′(u), v〉 − 1
2
〈F ′′(u)v, v〉| ≤ C(M)‖v‖3H1
‖F ′(u+ v)− F ′(u)− F ′′(u)v‖H−1 ≤ C(M)‖v‖2H1 ,
for any u ∈ H2(RN) and v ∈ H1(RN ) such that ‖u‖H1 + ‖v‖H1 ≤M.
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Remark 2. We now discuss typical nonlinearities where the various assumptions
are satisfied. Assumptions (A1) and (A2) are satisfied, for example, if
F (u) =
1
2
∫
dx G(|u|2) +W ⋆ |u|2,
where G(r) =
∫ r
0
dsg(s), such that g ∈ C2(R+) with g(s) ≤ C(1 + sα), α ∈ [0, 2
N
),
|∂ks g(s)| ≤ C(1 + sq−k), k = 0, 1, 2, q ∈ [0, 2N−2), if N ≥ 3, q ∈ [0,∞), if N =
1, 2. Furthermore, W ∈ Lp+L∞, p > N
2
, p ≥ 1, such that max(0,W ) ∈ Lr(RN)+
L∞(RN), r > N
2
,≥ 1, if N ≥ 2, and W is spherically symmetric, see [27].
Furthermore, (A3) is satisfied for local nonlinearities if
−∞ < lim
s→0
g(s) < µ
−∞ ≤ lim
s→∞
s−αg(s) ≤ C,
where 0 < α < 2/(N − 2), when N > 2 and α ∈ (0,∞) if N = 1, 2, such that
∃ζ > 0, with
∫ ζ
0
dsg(s) > µζ,
see [21, 22, 27]. Assumption (A3) is also satisfied for nonlocal nonlinearities if,
in addition to the above,
W ∈ Lqloc, q ≥
N
2
, and W → 0 as ‖x‖ → ∞;
see [27, 20, 2, 3]. Assumption (A4) implies orbital stability of the solitary wave
solution, [23]. It is satisfied, in particular, for local nonlinearities
f(ψ) = |ψ|sψ, s < 4
N
.
Assumption (A5) is satisfied for local nonlinearities if
g′(s) + g′′(s)s2 > 0,
or if N = 1, [4, 24].
2.2. Statement of the main theorems for general nonlinearities. We now
state the main results of this paper.
Theorem 4. Consider the NLS equation (1) with initial condition satisfying (6).
Suppose that (A1)-(A5) and (B1) hold. Then the result of Theorem 1 hold.
We now discuss convergence of the dynamics of the center of mass of the soliton
to Brownian motion in the weak-coupling/space-adiabatic limit.
Theorem 5. Consider the NLS equation (1) in dimensions N ≥ 2 and with
initial condition satisfying (6) and ‖v0‖ 6= 0. Assume hypotheses (A1)-(A5),
(B1) and (B2) hold. Suppose in addition that there exists α˜ > 0 such that λ→ 0
as h→ 0 with | log h|λ3/2+α˜ →∞. Then the result of Theorem 2 hold.
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We also have the following stronger result for the convergence of the trajectory
of the soliton to spatial Brownian motion in the weak-coupling/space-adiabatic
limit in dimensions N ≥ 3.
Theorem 6. Consider the NLS equation (1) in dimensions N ≥ 3 and with
initial condition satisfying (6) and ‖v0‖ 6= 0. Assume hypotheses (A1)-(A5),
(B1) and (B2) hold. Suppose in addition that there exists α˜ > 0 such that λ→ 0
as h→ 0 with | log h|λ1+α˜ →∞. Then the result of Theorem 3 hold.
We prove Theorem 4 in Section 4, and Theorems 5 and 6 in Section 5. Before
doing so, we recall some useful properties of the NLS equation.
3. Mathematical preliminary
In this section, we recall some basic properties of the nonlinear Schro¨dinger
equation (1), see for example [4].
3.1. Hamiltonian structure. The phase space for the NLS equation (1) is cho-
sen to be H1(RN ;C). The space H1(RN ;C) has a real inner product (Riemannian
metric)
(26) 〈u, v〉 := Re
∫
dx uv
for u, v ∈ H1(RN ;C). The tangent space at an element ψ ∈ H1 is TψH1 = H1.
On H1(RN ;C), one can define a symplectic 2-form
(27) Ξ(u, v) := Im
∫
dx uv = 〈u, iv〉.
The Hamiltonian functional corresponding to the NLS equation (1) is
(28) Hλ(ψ) :=
1
2
∫
dx |∇ψ|2 + λ
2
∫
Vh|ψ|2 − F (ψ).
Using the correspondence
H1(RN ;C)←→ H1(RN ;R)⊕H1(RN ;R)
ψ ←→ (Reψ Imψ)
i−1 ←→ J,
where J :=
(
0 1
−1 0
)
is the complex structure on H1(RN ;R2), the NLS equation
can be written as
∂tψ = JH
′
λ(ψ).
We note that since the Hamiltonian functional Hλ defined in (28) is nonau-
tonomous, energy is not conserved. For ψ ∈ H1 satisfying (1), we have that
∂tHλ(ψ) =
λ
2
∫
dx (∂tVh)|ψ|2, P− a.s.,
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see Appendix B for a proof of this statement. Yet, Hλ is almost surely invariant
under global gauge transformations,
Hλ(e
iγψ) = Hλ(ψ), P− a.s.,
and the associated conserved quantity is the “charge”
N(ψ) :=
1
2
∫
dx |ψ|2.
The assumption ∂µm(µ) > 0, where m(µ) is defined in (A4), implies that ηµ
appearing in assumption (A3) is a local minimizer of Hλ=0(ψ) restricted to the
balls Bm := {ψ ∈ H1 : N(ψ) = m}, for m > 0; see [23]. They are critical points
of the action functional
(29) Eµ(ψ) := 1
2
∫
dx (|∇ψ|2 + µ|ψ|2)− F (ψ),
where µ = µ(m) is a Lagrange multiplier.
3.2. Soliton Manifold. Let ηµ be an (orbitally stable) soliton solution of (25),
and define the soliton manifold as
Ms := {ησ := Tavγηµ, σ = (a,v, γ, µ) ∈ RN × RN × [0, 2π)× I},
where I appears in assumption (A3), and the combined transformation Tavγ is
given by
ψavγ := Tavγψ = e
i( 1
2
v·(x−a)+γ)ψ(x− a),
where v, a ∈ RN and γ ∈ [0, 2π).Note that if the nonlinearity f satisfies f ′(0) = 0,
then I ⊂ R+.
The tangent space to Ms at ηµ ∈Ms is given by
TηµMs = span{Et, Eg, Eb, Es},
where
Et := ∇aT tra ηµ|a=0 = −∇ηµ
Eg := ∂γT
g
γ ηµ|γ=0 = iηµ
Eb := 2∇vT bvηµ|v=0 = ixηµ
Es := ∂µηµ.
In the following, we denote by
ej := −∂xj , j = 1, · · · , N,
ej+N := ixj , j = 1, · · · , N,
e2N+1 := i,
e2N+2 := ∂µ,(30)
which, when acting on ησ ∈Ms, generate the basis vectors {eαησ}2N+2α=1 of TησMs.
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The soliton manifold Ms inherits a symplectic structure from (H1,Ξ). For
σ = (a,v, γ, µ) ∈ RN × RN × [0, 2π)× I, the matrices
Ξσ := PσJ
−1Pσ
where Pσ is the L
2-orthogonal projection onto TησMs, define the induced sym-
plectic structure on Ms. Explicitly, we have
Ξσ|TησMs : = {〈eαησ, ieβησ〉}1≤α,β≤2N+2
=

0 −m(µ)1N×N 0 −12vm′(µ)
m(µ)1N×N 0 0 am′(µ)
0 0 0 m′(µ)
1
2
vTm′(µ) −aTm′(µ) −m′(µ) 0
 ,(31)
where 1N×N is the N ×N identity matrix, and (·)T stands for the transpose of a
vector in RN . One can easily show that if ∂µm(µ) > 0, then Ξσ is invertible.
3.3. Group structure. The anti-selfadjoint operators {eα}α=1,··· ,2N+1 defined
in (30) form the generators of the Lie algebra g corresponding to the Heisenberg
group H2N+1, where the latter is given by
(a,v, γ) · (a′,v′, γ′) = (a′′,v′′, γ′′),
with a′′ = a+ a′, v′′ = v+v′, and γ′′ = γ′+ γ+ 1
2
v · a′. Elements of g satisfy the
commutation relations
(32) [ei, ej+N ] = −e2N+1δij , i, j = 1, · · · , N,
and the rest of the commutators are zero.
3.4. Zero modes. The solitary wave solutions transform covariantly under trans-
lations and gauge transformations, i.e.,
E ′µ(T tra T gγ ηµ) = 0
for all a ∈ RN and γ ∈ [0, 2π). Here, the prime stands for the Fre´chet derivative.
There are zero modes of the Hessian,
(33) Lµ := −∆+ µ− f ′(ηµ),
associated to these symmetries. One can show that
iLµ : TηµMs → TηµMs
with (iLµ)2X = 0, for any vector X ∈ TηµMs.
To see this, differentiate E ′µ(T tra ηµ) = 0 with respect to a and set a to zero,
which gives
(34) E ′′(ηµ)∇aηµ(x− a)|a=0 = LµEt = 0.
Similarly, differentiating E ′µ(T gγ ηµ) = 0 with respect to γ and setting γ to zero
gives
(35) LµEg = 0.
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Using (25), we have
(36) LµEb = iEt,
and
(37) LµEs = iEg.
3.5. Skew-Orthogonal Decomposition. Consider the manifoldM′s = {ησ, σ ∈
Σ0}, Σ0 = RN × RN × [0, 2π)× I0, where I0 ⊂ I\∂I is bounded. We define the
δ neighbourhood of M′s in H1 as
(38) Uδ := {ψ ∈ H1, inf
σ∈Σ0
‖ψ − ησ‖H1 ≤ δ}.
Then, for δ small enough and for all ψ ∈ Uδ, there exists a unique σ(ψ) ∈
C1(Uδ,Σ) such that
Ξ(ψ − ησ(ψ), X) = 〈ψ − ησ(ψ), iX〉 = 0,
for all X ∈ Tησ(ψ)Ms. For a proof of this statement, we refer the reader to [4].
Remark 3. The group element Tavγ ∈ H2N+1 is given by
Tavγ = e
−a·∂xei
v·x
2 eiγ .
It follows from (32) that T−1avγY Tavγ ∈ g if Y ∈ g. Furthermore, it follows from
translational invariance that Ξ(Tavγu, Tavγv) = Ξ(u, v), for u, v ∈ L2. Therefore,
Ξ(w, Y ησ) = Ξ(w
′, Y ′ησ′) = 0,
∀Y ∈ g, where Y ′ = T−1avγY Tavγ ∈ g, w′ = T−1avγw, and ησ′ = T−1avγησ.
4. Long-time dynamics in a random potential
In this section, we study the long-time dynamics of the center of mass of the
soliton, and we prove Theorem 4. The main ingredient of our analysis is an
extension of the analysis of solitary wave dynamics in time-dependent potentials,
[7], to the case of random potentials; see also [4]-[6], [8] and [9] for the time-
independent case. Furthermore, we improve slightly the error bounds in [7] by
obtaining estimates that depend both on the coupling constant λ and the scale
of the spatial variation of the external potential, h.
The weak solution of (1) with initial condition φ is given by the Duhamel
formula
(39) ψ(t) = U(t, 0)φ− iλ
∫ t
0
ds U(t, s)Vh(x, t)ψ(s) + i
∫ t
0
dsU(t, s)f(s, ψ(s)),
where U(t, 0) = ei∆t is the unitary operator corresponding to free time evolution.
One can show that it is unique, and that it is P-a.s. in H1; see Appendix A
for a proof. It follows from (39) that ψ is ω-measurable. We have the following
proposition.
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Proposition 1. Consider (1) with initial condition satisfying (6). Suppose as-
sumptions (A1)-(A5) and (B1) hold. Then there exists h0 > 0 and positive
constants C and C, such that, for all h ∈ (0, h0), any fixed ǫ ∈ (0, 1), and all
times t ∈ [0, Cǫ| log h|/λh), we have that
ψ(x, t) = ησ(t)(x) + w(x, t), ω ∈ Ω,
with
sup
ω∈Ω
sup
t∈[0,Cǫ| logh|/λh)
‖w‖H1 ≤ Ch1− ǫ2 ,
uniformly in λ ∈ (h1−ǫ, 1], and the parameters a,v, γ and µ satisfy the effective
differential equations, for ω ∈ Ω and t ∈ [0, Cǫ| log h|/λh),
∂ta = v +O(h
2−ǫ)(40)
∂tv = −2λ∇Vh(a, t) +O(h2−ǫ)(41)
∂tγ = µ− λVh(a, t) + 1
4
v2 +O(h2−ǫ)(42)
∂tµ = O(h
2−ǫ),(43)
with ‖a(0)− a0‖, ‖v(0)− v0‖, |γ(0)− γ0|, |µ(0)− µ0| = O(h).
The proof of Proposition 1 is given in Subsection 4.3. We first find the
reparametrized equations of motion corresponding to the restriction of the Hamil-
tonian flow generated by the NLS equation to the soliton manifold.
Remark 4. In the special case of local nonlinearities in dimension N = 1, and
under the strong assumption on the initial condition,
ψ(t = 0) = ησ0 ,
one obtains a slightly better estimate on the H1 norm of the fluctuation w in
Proposition 1,
sup
ω∈Ω
sup
t∈[0,Cǫ| logh|/λh)
‖w‖H1 ≤ Ch2− ǫ2 ,
see, for example, [9] for a discussion of the cubic one dimensional NLS equation
with a slowly varying time-independent potential. Here, we choose to work with
general nonlinearities in all dimensions under weaker hypotheses for the initial
condition.
4.1. Reparametrized equations of motion. Suppose ψ satisfies the initial
value problem (1) such that, P-almost surely, ψ ∈ Uδ ⊂ H1, where Uδ is defined
in (38), Subsection 3.5. By the skew-orthogonal decomposition, there exists a
unique
σ = σ(ψ) = (a,v, γ, µ) ∈ Σ = RN × RN × [0, 2π)× I
and w′ ∈ H1 such that
ψ = ησ + w
′, ∀ω ∈ Ω,
17
with
w′ ⊥ J−1TησMs.
For ω ∈ Ω, let
(44) u := T−1avγψ = ηµ + w,
where w = T−1avγw
′.
We introduce the coefficients
cj := ∂taj − vj , cN+j := −1
2
∂tvj − λ∂xjVh(a, t), j = 1, · · · , N,
(45) c2N+1 := µ− 1
4
v2 +
1
2
∂ta · v − λVh(a, t)− ∂tγ, c2N+2 := −∂tµ.
We denote by
(46) |c| := sup
i∈{1,··· ,2N+2}
|ci|,
and
C(|c|, w, h) := sup
ω∈Ω
{|c|‖w‖H1 + λh2 + ‖w‖2H1}.
We have the following lemma.
Lemma 1. Consider the NLS equation (1) with initial condition (6). Suppose as-
sumptions (A1)-(A5) and (B1) hold, and that for ω ∈ Ω, ψ(t) ∈ Uδ for t ∈ [0, T ],
where δ and T are independent of ω ∈ Ω. Then the parameter σ = (a,v, γ, µ), as
given above, satisfy
∂taj = vj +O(C(|c|, w, h))
∂tvj = −2∂xjλVh(a, t;ω) +O(C(|c|, w, h))
∂tγ = µ− 1
4
‖v‖2 + 1
2
∂ta · v − λVh(a, t;ω) +O(C(|c|, w, h))
∂tµ = O(C(|c|, w, h)),
for t ∈ (0, T ), j = 1, · · ·N.
Proof. We first find the equations of motion in the center of mass reference frame.
For ω ∈ Ω, we differentiate
u(x, t) = T−1avγψ(x, t) = e
− i
2
(v·x+γ)ψ(x+ a)
with respect to t, and use the fact that
e−
i
2
(v·x+γ)∆ψ(x+ a) = ∆u(x, t) + iv · ∇u(x, t)− ‖v‖
2
4
e−
i
2
(v·x+γ)f(ψ(x+ a, t)) = f(u(x, t)).
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We have that
(47) ∂tu = −i((−∆+ µ)u− f(u)) +
2N+1∑
j=1
cjeju− iRV u
where
RV := λVh(x+ a, t;ω)− λVh(a, t;ω)− λ∇Vh(a, t;ω) · x,
and ej and cj are as defined in (30) and (45) respectively. Equivalently, we have
that
∂tu = −iE ′µ(u) +
2N+1∑
j=1
cjeju− iRV u,
where Eµ appears in (29).
We now use (47) and the skew-orthogonal decomposition to find equations for
the parameters σ = (a,v, γ, µ) and w, for ω ∈ Ω. Since
E ′µ(ηµ) = 0,
we have that
E ′µ(u) = Lµw +Nµ(w),
where Lµ = (−∆+µ−f ′(ηµ)) = E ′′µ(ηµ) and Nµ(w) = f(ηµ+w)−f(ηµ)−f ′(ηµ)w.
Substituting this back in (47) gives
∂tw = (−iLµ +
2N+1∑
j=1
cjej − iRV )w +Nµ(w) +
2N+2∑
j=1
cjejηµ − iRV ηµ.
Now, we know that 〈X, iw〉 = 0 for all X ∈ TηMs, ω ∈ Ω, see Remark 3. It
follows that
∂t〈X, iw〉 = ∂tµ 〈∂µX, iw〉+ 〈X, i∂tw〉 = 0.
Therefore, for ω ∈ Ω, we have that
∂tµ 〈∂µX, iw〉 = 〈iX, ∂tw〉
= −〈iX, iLµw〉 − 〈iX, iRV (ηµ + w)〉+ 〈iX,Nµ(w)〉+ 〈iX,
2N+1∑
j=1
cjejw〉
+ 〈iX,
2N+2∑
j=1
cjejηµ〉.
It follows from (34)-(37) that 〈iX, iLµw〉 = 0. Together with
[ej , i] = 0, e
∗
j = −ej , j = 1, · · · , 2N + 2,
we have that
(48)
2N+2∑
j=1
cj〈ejX, iw〉 = −〈X,RV (w + ηµ) +Nµ(w)〉+
2N+2∑
j=1
cj〈X, iejηµ〉,
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for ω ∈ Ω. Now, choosing X = Ek, where Ek, k ∈ {1, · · · , 2N + 2}, is a basis
vector of TηµMs gives
2N+2∑
j=1
(Ξ)kjcj = 〈Ek, Nµ(w) +RV (w + ηµ)〉+
2N+2∑
j=1
cj〈iejEk, w〉, ω ∈ Ω,
where Ξ appears in (31). Replacing the definition of cj , appearing in (45), in
(48), and using the fact that
〈xjηµ, iRV ηµ〉 = 0, ηµ(x) = ηµ(‖x‖), 〈ηµ, iRV ηµ〉 = 0,
gives, for ω ∈ Ω,
(49) ∂tak = vk +
1
m(µ)
(〈ixkηµ, Nµ(w)− iRV w〉+
2N+2∑
j=1
cj〈ejxkηµ, w〉),
(50)
∂tvk = −2∂xkλVh(a, t;ω)+
2
m(µ)
(〈∂xkηµ, Nµ(w)+RVw〉−
2N+2∑
j=1
cj〈iej∂xkηµ, w〉+〈∂xkηµ,RV ηµ〉),
∂tγ =µ− 1
4
‖v‖2 + 1
2
∂ta · v− λVh(a, t;ω)− 1
m′(µ)
(〈∂µηµ, Nµ(w) +RV (w + ηµ)〉
−
2N+2∑
j=1
cj〈iej∂µηµ, w〉),(51)
(52) ∂tµ =
1
m′(µ)
〈iηµ, Nµ(w)− iRV w〉 −
2N+2∑
j=1
cj〈ejηµ, w〉.
The claim of the lemma follows directly from Assumptions (A1) and (A3),
which imply that
sup
ω∈Ω
‖RVEk‖L2 = O(λh2),
and
sup
ω∈Ω
‖Nµ(w)‖H1 ≤ C sup
ω∈Ω
‖w‖2H1,
for supω∈Ω ‖w‖H1 ≤ 1 and some constant C that is independent of h and λ.

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4.2. Control of the fluctuation. We use an approximate Lyapunov functional
to obtain an explicit control on supω∈Ω ‖w‖H1 and supω∈Ω |c|. This approach dates
back to [24], and has been used, with various generalizations, in [4]-[9]. We define
the Lyapunov functional
(53) Cµ(u, v) := Eµ(u)− Eµ(v), u, v ∈ H1(RN),
where Eµ is given in (29). We proceed by estimating upper and lower bounds for
Cµ(u, ηµ), ω ∈ Ω, where u = ηµ + w is defined in (44).
Lemma 2. Suppose the hypotheses of Lemma 1 hold. Then there exists a constant
C independent of h such that
(54) sup
ω∈Ω
|∂tCµ(u, ηµ)| ≤ C sup
ω∈Ω
(
λh2‖w‖H1 + (|c|+ λh + ‖w‖2H1)‖w‖2H1
)
,
where |c| appears in (46), uniformly in t ∈ (0, T ) and λ ∈ (h1−ǫ, 1].
Proof. For ω ∈ Ω, we have
Eµ(u) = 1
2
∫
dx |∇u|2 + µ|u|2 − F (u)
= Hλ(T
−1
avγψ) +
1
2
µ‖T−1avγψ‖2L2 −
λ
2
∫
dx Vh|T−1avγψ|2.
By translational symmetry, we have, for ω ∈ Ω,
‖u‖2L2 = ‖ψ‖2L2 ,
∫
dx Vh|u|2 =
∫
V −ah |ψ|2,
where V x0h (x) := Vh(x+ x0), x0 ∈ RN . Moreover, for ω ∈ Ω,
Hλ(T
−1
avγψ) = Hλ(ψ)+
1
2
(
1
4
‖v‖2+µ)‖ψ‖2L2−
1
2
v·〈iψ,∇ψ〉+λ
2
∫
dx(V −ah −Vh)|ψ|2,
and hence
(55) Eµ(u) = Hλ(ψ) + 1
2
(
1
4
‖v‖2 + µ)‖ψ‖2L2 −
1
2
v · 〈iψ,∇ψ〉 − λ
2
∫
dx Vh|ψ|2.
We have the following relationships for the rate of change of field energy and
momenta, whose proof we give in Appendix B. For ω ∈ Ω,
(56) ∂t
1
2
∫
dx Vh|ψ|2 = 〈∇Vhiψ,∇ψ〉+ 1
2
〈ψ, ∂tVhψ〉,
(57) ∂tHλ(ψ) =
λ
2
〈ψ, ∂tVhψ〉
and Ehrenfest’s theorem
(58) ∂t〈iψ,∇ψ〉 = −〈ψ, λ∇Vhψ〉.
One can use (1) to formally derive (56),(57) and (58). Rigorously, one can prove
them using a regularization scheme and a limiting procedure, and we refer the
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reader to the Appendix B for a proof of these statements. Furthermore, it follows
from gauge invariance of (1) that the charge is P-a.s. conserved,
(59) ∂t‖ψ‖L2 = 0, ω ∈ Ω,
(Proposition 2 in Appendix A). Differentiating (55) with respect to t and using
(56-59) gives, for ω ∈ Ω,
∂tEµ(u) = ∂tHλ(ψ) + 1
2
(
∂tv · v
2
+ ∂tµ)‖ψ‖2L2 −
1
2
∂tv · 〈iψ,∇ψ〉+ 1
2
v · 〈ψ, λ∇Vhψ〉
− 〈λ∇Vhiψ,∇ψ〉 − λ
2
〈ψ, ∂tVhψ〉
=
1
2
(
∂tv · v
2
+ ∂tµ)‖ψ‖2L2 −
1
2
∂tv · 〈iψ,∇ψ〉+ 1
2
v · 〈ψ, λ∇Vhψ〉 − 〈λ∇Vhiψ,∇ψ〉
=
1
2
∂tµ‖u‖2L2 − 〈
1
2
〈i(∂tv + 2λ∇V ah )u,∇u〉,
(60)
where we have used u(x, t) = ei(
1
2
v·x+γ)ψ(x + a, t) and translation invariance of
the integral in the last line. Furthermore, it follows from (29) that
∂tEµ(ηµ) = 1
2
∂tµ‖ηµ‖2, ω ∈ Ω,
which, together with (53) and (60), implies
(61) ∂tCµ(u, ηµ) = 1
2
∂tµ(‖u‖2L2 − ‖ηµ‖2L2)− 〈i(
1
2
∂tv + λ∇V ah )u,∇u〉,
for ω ∈ Ω. We now estimate the right-hand side of (61). Since 〈iX, w〉 = 0 for all
X ∈ TµMs and ω ∈ Ω, we have that
‖u‖2L2 − ‖ηµ‖2L2 = ‖w‖2L2,
and hence
(62)
1
2
∂tµ(‖u‖2L2 − ‖ηµ‖2L2) = O(|c|‖w‖2L2).
To estimate the second term in the right-hand side of (61), we replace u =
ηµ + w, and use the fact that 〈iEg, w〉 = 〈i∇ηµ, w〉 = 0, and 〈igηµ,∇ηµ〉 = 0 for
all real g ∈ L∞(RN) and ω ∈ Ω. We have
〈i(1
2
∂tv+λ∇V ah )u,∇u〉 = 〈iλ∇V ah w,∇ηµ〉+〈iλ∇V ah ηµ,∇w〉+〈i(
1
2
∂tv+λ∇V ah )w,∇w〉,
for ω ∈ Ω. Adding and subtracting the quantity
λ∇Vh(a, t;ω) · 〈iw,∇ηµ〉 = λ∇Vh(a, t;ω) · 〈iηµ,∇w〉 = 0
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gives
〈i(1
2
∂tv + λ∇V ah )u,∇u〉 = (
1
2
∂tv + λ∇Vh(a, t;ω))〈iw,∇w〉+ 〈(λ∇V ah − λ∇Vh(a, t;ω))iw,∇w〉
+ 〈(λ∇V ah − λ∇Vh(a, t;ω))iηµ,∇w〉+ 〈(λ∇V ah − λ∇Vh(a, t;ω))iw,∇ηµ〉,
for ω ∈ Ω. It follows from Lemma 1 that the first term of the above equation is
of order O(|c|‖w‖2H1 + λh2‖w‖2H1 + ‖w‖4H1), while Assumption (B1) implies that
the second term is of order O(λh‖w‖2H1). Assumptions (B1) and (A3) imply that
the third and forth terms are of order O(λh2‖w‖H1).

The object of the next lemma is to provide a lower bound for supω∈Ω |Cµ(u, ηµ)|.
Let
Xµ := {w ∈ H1(RN) : 〈w, iX〉 = 0, ∀X ∈ TηµMs}.
It follows from the coercivity property of Lµ that there exists a positive constant
(63) ρ := inf
w∈Xµ
〈w,Lµw〉 > 0,
(see Appendix D in [4] for a proof of this statement).
Lemma 3. Suppose the hypotheses of Lemma 1 hold. Then there exists positive
constants ρ and C independent of h and ω such that, for supω∈Ω ‖w‖H1 ≤ 1 and
uniformly in t ∈ [0, T ],
(64) sup
ω∈Ω
|Cµ(u, ηµ)| ≥ sup
ω∈Ω
{ρ
2
‖w‖H1 − C‖w‖3H1},
where ρ is defined in (63).
Proof. For ω ∈ Ω, we expand Eµ(u) around ηµ, which is a critical point of Eµ.
(65) Eµ(ηµ + w) = Eµ(ηµ) + 1
2
〈w,Lµw〉+R(3)µ (w),
where
R(3)µ (w) = F (ηµ + w)− F (ηµ)− 〈F ′(ηµ), w〉 −
1
2
〈F ′′(ηµ)w,w〉.
It follows from Assumption (A1) that
sup
ω∈Ω
|R(3)µ (w)| ≤ C sup
ω∈Ω
‖w‖3H1,
for supω∈Ω ‖w‖H1 ≤ 1, where C > 0 is independent of t ∈ R. Moreover, the
coercivity property (63) implies
sup
ω∈Ω
〈w,Lµw〉 ≥ ρ sup
ω∈Ω
‖w‖2H1,
and hence
sup
ω∈Ω
|Cµ(u, ηµ)| = sup
ω∈Ω
|Eµ(u)− Eµ(ηµ)| ≥ sup
ω∈Ω
{1
2
ρ‖w‖2H1 − C‖w‖3H1},
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for supω∈Ω ‖w‖H1 ≤ 1. 
We now use the upper and lower bounds on the Lyapunov functional to obtain
an upper bound on supω∈Ω ‖w‖H1.
Lemma 4. Suppose (A1)-(A5) and (B1) hold. Let ψ satisfy (1) and, for ω ∈ Ω,
u, ηµ, w be given as above. For h ≪ 1, choose T ∈ R+ such that, for ω ∈ Ω,
ψ(t) ∈ Uδ, t ∈ [0, T ], where Uδ is defined in (38), Subsection 3.5. Fix ǫ ∈ (0, 1),
and choose t0 ∈ [0, T ] such that supω∈Ω ‖w(t0)‖2H1 < h2−ǫ. Then, for h small
enough, there exist absolute constants C1 > 1 and C2 > 0, which are independent
of h and ǫ, such that
sup
ω∈Ω
sup
t∈[t0,t0+C2/λh]
‖w(t)‖2H1 ≤ C1(h2 + sup
ω∈Ω
‖w(t0)‖2H1))
sup
ω∈Ω
sup
t∈[t0,t0+C2/λh]
|c(t)| ≤ C1(h2 + sup
ω∈Ω
‖w(t0)‖2H1),
uniformly in λ ∈ (h1−ǫ, 1].
Proof. It follows from Lemma 2 that, for t ≥ t0
sup
ω∈Ω
|Cµ(ηµ + w(t), ηµ)| ≤ sup
ω∈Ω
{|Cµ(ηµ + w(t0), ηµ)|
+ C(t− t0)(|c|‖w(t)‖2H1 + λh2‖w(t)‖H1 + λh‖w(t)‖2H1 + ‖w‖4H1)}.
Expanding Eµ(ηµ+w(t0)) around ηµ and using Assumption (A1) gives the upper
bound
|Cµ(ηµ + w(t0), ηµ)| ≤ C‖w(t0)‖2H1 , for ‖w(t0)‖H1 < 1 and ω ∈ Ω,
where C is a constant independent of h, ǫ and λ. Therefore,
sup
ω∈Ω
|Cµ(ηµ+w(t), ηµ)| ≤ C sup
ω∈Ω
‖w(t0)‖2H1+C(t−t0) sup
ω∈Ω
(λh2‖w(t)‖H1+(|c|+λh+‖w‖2H1)‖w(t)‖2H1),
for some constant C independent of h, ǫ and λ. Together with Lemma 3, it follows
that
1
2
sup
ω∈Ω
ρ‖w(t)‖2H1 ≤ C sup
ω∈Ω
‖w(t0)‖2H1 + C(t− t0) sup
ω∈Ω
(λh2‖w(t)‖H1 + (|c|+ λh + ‖w‖2H1)‖w(t)‖2H1)
+ C sup
ω∈Ω
‖w(t)‖3H1
where ρ appears in (63). Equivalently, there exists a positive constant C inde-
pendent of h, ǫ and λ, such that
C sup
ω∈Ω
‖w(t)‖2H1 ≤ sup
ω∈Ω
‖w(t0)‖2H1 + (t− t0) sup
ω∈Ω
(λh2‖w(t)‖H1 + (|c|+ λh+ ‖w‖2H1)‖w(t)‖2H1)
+ sup
ω∈Ω
‖w(t)‖3H1.
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For
t− t0 ≤ C
2(λh+ |c|+ supω∈Ω ‖w‖2H1)
=: τ,
C sup
ω∈Ω
‖w(t)‖2H1 ≤ sup
ω∈Ω
{‖w(t0)‖2H1 +
C
2
h‖w(t)‖H1 + C
2
‖w(t)‖2H1 + ‖w(t)‖3H1}.
Using the fact that
h‖w(t)‖H1 ≤ 1
2
h2 +
1
2
‖w(t)‖2H1,
we have
sup
ω∈Ω
‖w(t0)‖2H1 +
C
4
h2 − C
4
sup
ω∈Ω
‖w(t)‖2H1 + sup
ω∈Ω
‖w(t)‖3H1 ≥ 0.
Let y0 := supω∈Ω ‖w(t0)‖H1 , y := supω∈Ω supt∈[t0,t0+τ ] ‖w(t)‖H1, and f(y) = y3 −
C
4
y2 + y20 +
C
4
h2. For h≪ 1, the function intersects the x-axis in a point y∗ such
that y2∗ < c1(h
2 + y20), where c1 is a positive constant independent of h and ǫ. It
follows, if y0 < y∗, that y < y∗ for t ∈ [t0, t0 + τ ]. Substituting back in (49-52)
and using (45) and (46) gives
sup
ω∈Ω
|c| ≤ C ′2(h2 + y20),
for some positive constant C ′2 that is independent of h, ǫ and λ. It follows that for
h small enough, there exists positive constants C1 and C2 which are independent
of h and ǫ, such that
sup
ω∈Ω
sup
t∈[t0,t0+C2λh ]
‖w(t)‖2H1 ≤ C1(h2 + sup
ω∈Ω
‖w(t0)‖2H1)
sup
ω∈Ω
sup
t∈[t0,t0+C2λh ]
|c(t)| ≤ C1(h2 + sup
ω∈Ω
‖w(t0)‖2H1),
uniformly in ω ∈ Ω and λ ∈ (h1−ǫ, 1]. 
4.3. Proof of Proposition 1. We are now in a position to prove Proposition
1 by iterating Lemma 4 on time intervals of order O( 1
λh
) and using the result of
Lemma 1.
Proof of Proposition 1. Fix ǫ ∈ (0, 1). For ω ∈ Ω and h small enough, let T ∗
be the maximal time for which the skew-orthogonal decomposition is possible.
Consider the interval
[0, T ] = [t0, t1] ∪ [t1, t2] ∪ · · · ∪ [tn−1, tn] ⊂ [0, T ∗],
such that
0 = t0 < t1 < · · · < tn = T, (ti+1 − ti) ≤ C2
λh
, i = 0, · · · , n− 1,
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where C2 appears is Lemma 4. We will choose n ∈ N depending on h and ǫ later.
Let
|c|i := sup
ω∈Ω
sup
t∈[ti,ti+1]
|c(t)|,
yi := sup
ω∈Ω
sup
t∈[ti,ti+1]
‖w(t)‖H1, i = 0, · · · , n− 1.
Note that y0 ≤ h and |c|0 ≤ Ch, for some constant C independent of h, λ and ǫ.
Iterating the application of Lemma 4 we have
y2n ≤ (
n∑
j=1
Cj1)h
2 ≤ Cn+11 h2
|c|n ≤ CCn+11 h2.
We now choose n such that Cn+11 h
2 ≤ h2−ǫ. This implies
n + 1 ≤ −ǫ log h
logC1
.
Therefore, for t ∈ [0, ǫ C2
logC1
| log h|
λh
],
sup
ω∈Ω
‖w(t)‖2H1 ≤ h2−ǫ
sup
ω∈Ω
|c(t)| ≤ Ch2−ǫ.
The effective equations for the parameters on the soliton manifold follow from
the above estimates and Lemma 1. Furthermore, it follows from (6) and the
skew-orthogonal property that
‖a(0)− a0‖, ‖v(0)− v0‖, |γ(0)− γ0|, |µ(0)− µ0| = O(h).

Equipped with the above results, we are in position to prove Theorem 4.
4.4. Proof of Theorem 4. In Proposition 1, the time-dependent parameters
σ(t) = (a(t),v(t), γ(t), µ(t)) of the soliton solution satisfying equations (40)-(43)
are defined for ω ∈ Ω (a dense set of Ω). We extend them to be random variables
of all the realization space Ω
26
Proof of Theorem 4. We extend (a(t),v(t), γ(t), µ(t))0≤t≤Cǫ| logh|/λh appearing in
Proposition 1 to random variables on Ω by requiring that they satisfy
∂tak =vk + ξ(ω)
1
m(µ)
(〈ixkηµ, Nµ(w)− iRV w〉+
2N+2∑
j=1
cj〈ejxkηµ, w〉),
∂tvk =− 2∂xkλVh(a, t;ω) + ξ(ω)[
2
m(µ)
(〈∂xkηµ, Nµ(w) +RVw〉
−
2N+2∑
j=1
cj〈iej∂xkηµ, w〉+ 〈∂xkηµ,RV ηµ〉)],
∂tγ =µ− 1
4
‖v‖2 + 1
2
∂ta · v − λVh(a, t;ω)− ξ(ω) 1
m′(µ)
(〈∂µηµ, Nµ(w) +RV (w + ηµ)〉
− ξ(ω)
2N+2∑
j=1
cj〈iej∂µηµ, w〉)
∂tµ =ξ(ω)
1
m′(µ)
〈iηµ, Nµ(w)− iRV w〉 −
2N+2∑
j=1
cj〈ejηµ, w〉
where
ξ(ω) =
{
1, ω ∈ Ω
0, ω ∈ Ω\Ω ,
with the same intial conditions appearing in Proposition 1, which are determined
by the skew-orthogonal decomposition property. Since V is also ω-measurable,
σ(t) = (a(t),v(t), γ(t), µ(t)) and ησ(t) are ω-measurable for 0 ≤ t ≤ Cǫ| log h|/λh.
Note that we have from Proposition 1 that, for 0 ≤ t ≤ Cǫ| log h|/λh,
E‖ψ(t)− ησ(t)‖2H1 ≤ Ch2−ǫ,
which completes the proof of the theorem. 
5. A limit theorem in the weak-coupling/space-adiabatic regime
In this subsection, we prove Theorems 5 and 6, which are limit theorem for
the dynamics of the center of mass of the soliton moving in N ≥ 2, respectively
N ≥ 3, under the influence of a homogeneous, time-independent and strongly
mixing potential satisfying, in addition to assumption (B1), assumption (B2),
Section 2. The main ingredient of our analysis is proving (strong) convergence of
the center of mass dynamics to the auxiliary dynamics of a classical particle in the
weak-coupling/space-adiabatic limit, Lemmatta 5 and 7 below. This allows us to
use the results of [14], [15] and [17] for the limiting dynamics of a classical point
particle in a random potential. For the convenience of the reader, we summarize
the main conceptual ideas in the analysis of [14], [15] and [17] in the following
subsection.
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5.1. Proof of Theorems 5 and 6. We know from Theorem 4, that up to times
of order O(| logh|/λh), the soliton center of mass behaves like a point particle
over spatial and temporal scales of order O(h−1). This motivates introducing the
scaling
a := ha
v := v
t := ht.
It follows from Theorem 4 that the rescaled dynamics of the center of mass of
the soliton, for t ∈ [0, Cǫ| log h|/λ), is given by
∂ta = v +O(h
2−ǫ)(66)
∂tv = −2λ∇V (a;ω) +O(h1−ǫ),(67)
with initial condition satisfying
‖a(0)− ha0‖ = O(h2)(68)
‖v(0)− v0‖ = O(h).(69)
We introduce the auxiliary dynamics corresponding to a classical particle in
the random potential,
∂ta˜ = v˜(70)
∂tv˜ = −2λ∇V (a˜;ω),(71)
with initial condition
(72) a˜(0) = 0, v˜(0) = v0.
This dynamics is “close” to the effective dynamics of the solitary wave in the
limit h → 0. Moreover, it has been studied extensively as a model of stochastic
acceleration of classical particles in a random potential, [14]-[17].
We note that momentum diffusion occurs at scales of order O(λ−2), while
spatial diffusion occurs at scales of order O(λ−2−β), for β > 0. This motivates
comparing the limiting behavior of the true dynamics of the center of mass of
the soliton to the auxiliary one corresponding to a classical point particle in the
external potential. We have the following lemma about the convergence of the
effective dynamics of the center of the soliton to the auxiliary dynamics over
scales O(λ−2).
Lemma 5. Assume (A1)-(A5), (B1) and (B2), and suppose that there exists
α˜ > 0 such that λ → 0 as h → 0 with | log h|λ3/2+α˜ → ∞. Then, for any finite
T > 0, the stochastic process
(λ2a(t/λ2),v(t/λ2))t∈[0,T ]
converges P-a.s. (strongly) to the stochastic process
(λ2a˜(t/λ2), v˜(t/λ2))t∈[0,T ],
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as λ, h→ 0.
Proof. We fix finite T > 0, and choose λ and h small enough such that T/λ2 <
Cǫ| log h|/λ. We define
fλ,h(t) := λ
2‖a(t/λ2)− a˜(t/λ2)‖,
and
gλ,h(t) = ‖v(t/λ2)− v˜(t/λ2)‖,
for t ∈ [0, T ]. We have from (66) - (72) that
(73) |∂tfλ,h(t)| ≤ C(gλ,h(t) + h2−ǫ)
and
|∂tgλ,h| ≤ C(
1
λ
‖a(t/λ2)− a˜(t/λ2)‖ sup
ω∈Ω
‖∇2V ‖L∞ + h1−ǫλ−2)
≤ C( 1
λ3
fλ,h + h
1−ǫλ−2),(74)
where C is a positive constant that is independent of h, ǫ and λ. We now use
Gronwall’s lemma and Duhamel formula to obtain bounds on fλ,h and gλ,h.
Introduce the auxiliary C1(R) functions f˜λ,h and g˜λ,h that satisfy
|∂tf˜λ,h(t)| ≤ Cg˜λ,h(t)(75)
|∂tg˜λ,h(t)| ≤ C
1
λ3
f˜λ,h(t),(76)
with initial conditions f˜λ,h(0) = fλ,h(0) and g˜λ,h(0) = gλ,h(0). We also introduce
the rescaled C1(R) functions f and g defined by
fλ,h(t) := λ
−3/2f˜λ,h(λ3/2t)(77)
gλ,h(t) := g˜λ,h(λ
3/2t).(78)
They satisfy the differential inequalities
|∂tfλ,h(t)| ≤ Cgλ,h(t)
|∂tgλ,h(t)| ≤ Cfλ,h(t).
We define
lλ,h := f
2
λ,h + g
2
λ,h.
It follows from the above inequalities that
|∂tlλ,h| ≤ 2Clλ,h.
By Gronwall’s lemma, we have
sup
t∈[0,T ]
lλ,h(t) ≤ e2CT lλ,h(0),
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which implies
sup
t∈[0,T ]
(|fλ,h(t)|, |gλ,h(t)|) ≤ eCT (|fλ,h(0)|+ |gλ,h(0)|).
Using (78), we have that
(79) sup
t∈[0,T ]
(|f˜λ,h(t)|, |g˜λ,h(t)|) ≤ C ′eCT/λ3/2h,
for some constant C ′ that is independent of h, ǫ and λ. Now, it follows from
(73)-(76), (79) and the Duhamel formula that
(80) sup
t∈[0,T ]
(|fλ,h(t)|, |gλ,h(t)|) ≤ C ′eCT/λ3/2h1−ǫλ−2.
Since | log h|λ3/2+α˜ →∞ as λ, h→ 0 for some α˜ > 0, we have that
(81) lim
λ,h→0
eCT/λ
3/2
h1−ǫλ−2 = 0,
which, together with (80) imply the claim of the lemma. 
This lemma allows us to apply the results of [14] and [15] on momentum dif-
fusion for weakly random Hamiltonian systems.
Proof of Theorem 5. We know from [14] that in dimensions N ≥ 3, and from [15]
in N = 2, that the auxiliary stochastic process
(λ2a(t/λ2),v(t/λ2))t≥0
converges in law, as λ → 0, to the stochastic process (∫ t
0
v(s)ds, v(t)), where
v satisfy (21). The claim follows now from Lemma 5 and the fact that P-a.s.
convergence implies convergence in law. 
We now specialize to the case N ≥ 3. We introduce the auxiliary Liouville
equation corresponding to a classical particle moving in the random potential.
Let φ˜λ(x, t,k) satisfy the Liouville equation
(82) ∂tφ˜
λ = ∂ta˜|a˜=x,v˜=k ·∇xφ˜λ+∂tv˜|a˜=x,v˜=k ·∇kφ˜λ = k ·∇xφ˜λ−2λ∇xV ·∇kφ˜λ.
with initial condition φ˜λ(x, 0,k) = φ0(λ
2+βx,k), β > 0, where φ0 is compactly
supported, twice differentiable in x ∈ RN , and four times differentiable in k ∈ RN ,
such that its support is contained in the shell
A(M) := {(x,k) ∈ R2N , 1/M < ‖k‖ < M},
for some M > 1. We now show that the solutions of (23) and (82) are almost
surely in C1(R;C1(R2N ) ∩W 1,∞(R2N)).
Lemma 6. Let φλ and φ˜λ be solutions of the Liouville equations (23) and (82),
respectively, with the same initial condition φ0 as described above. Then
φλ and φ˜λ ∈ C1(R;C1(R2N) ∩W 1,∞(R2N)) P− a.s.,
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for all t ≥ 0.
Proof. Consider first the Liouville equation corresponding to the auxiliary dy-
namics, (82). The analysis for (23) is similar. Introduce the variables X :=
(x,k) ∈ R2N , and let A(X) = (k,−2λ∇xV (x))|X:=(x,k), Φ(X, t) := φ˜λ(x, t,k).
Note that
A(X) = Al(X) + An(X),
where Al is linear inX and An is nonlinear inX, with An ∈ C1(R2N)∩W 1,∞(R2N)
as a vector-valued function, since V ∈ W 2,∞ ∩C2. Now, Eq. (82) can be written
as the Hamilton-Jacobi equation
∂tΦ(X, t) = A(X) · ∇XΦ(X, t),
with initial condition Φ0 ∈ C2(R2N). We use the method of characteristics to
solve the above Hamilton-Jacobi equation; see for example [31] for a discussion
about Hamilton-Jacobi equations. Consider the mapping
χt,t0(X) := X− A(X)(t− t0) ∈ R2N .
We want to show that P-a.s. χ is a diffeomorphism of class C1, i.e., for ω ∈ Ω,
χ is bijective and with a C1 inverse. For ω ∈ Ω and 0 < t− t0 < 12 supω∈Ω ‖An‖L∞ ,
the mapping χ is invertible and differentiable, since the linear part Al is clearly
invertible and differentiable, while the nonlinear part An is a differentiable per-
turbation for short times.
We claim that for any t − t0 > 0, the mapping χ is a P-a.s. diffeomorphism
of class C1. Let τ > 0 be the maximal time such that χτ+t0,t0 is P-a.s. invertible
with C1 inverse, and suppose that τ < ∞. Let δt := 1
4 supω∈Ω ‖An‖L∞
. It follows
from the definition of χ that
χτ+ δt
4
,t0
= χτ− δt
4
,t0
+ Al
δt
2
+ An
δt
2
.
Since τ − δt
4
< τ, χτ− δt
4
,t0
is a C1 diffeomorphism. Furthermore, the linear part
is differentiable and invertible. Again, An
δt
2
is a small differentiable perturba-
tion, and hence χτ+ δt
4
,t0
is a C1 diffeomorphism. However, this contradicts the
definition of τ, and hence τ =∞.
Using the definition of χ, it is straightforward to verify that the solution Φ of
the Hamilton-Jacobi equation satisfies
Φ(χt,0(X), t) = Φ0(X).
Since χ has a differentiable inverse P-a.s.,
Φ(X, t) = Φ0(χ
−1
t,0 (X)).
Furthermore, Φ0 ∈ C2(R2N), implies that Φ ∈ C1(R;C1(R2N) ∩W 1,∞(R2N )) P-
almost surely.
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Using the same argument, one can show that the solution of (23) with initial
condition φ0 is almost surely in C
1(R;C1(R2N) ∩ W 1,∞(R2N)) by studying the
solution of the corresponding Hamilton-Jacobi equation. 
We also have the following lemma on the convergence of the (rescaled) solutions
of (23) and (82) in the weak-coupling/space-adiabatic limit.
Lemma 7. Let φλ and φ˜λ be solutions of the Liouville equations (23) and (82),
respectively, with the same initial condition φ0 as described above. Suppose that
there exists α˜ > 0 such that λ → 0 as h → 0 with | log h|λ1+α˜ → ∞. Then, for
any fixed T > 0 and any β ∈ (0, α˜/2), we have that
(83)
lim
λ,h→0
sup
(t,x,k)∈[0,T ]×K
[φ˜λ(x/λ2+β, t/λ2+2β,k)− φλ(x/λ2+β, t/λ2+2β,k)] = 0 P− a.s..
Proof. For fixed 0 < T < ∞, let λ, h be small enough such that Tλ−2−2β <
Cǫ| log h|/λ. This is possible since | log h|λ1+α˜ → ∞ as λ, h → 0, and β < α˜/2.
Recall that φλ and φ˜λ satisfy the same initial conditions. Let
φ
λ
:= φλ − φ˜λ.
It follows from (23), (82) and Lemma 6 that,
∂tφ
λ
= k · ∇xφλ − 2λ∇xV (x) · ∇kφλ +O(h1−ǫ‖φλ‖W 1,∞(R2N )),
for t ∈ [0, T ], with initial condition φλ(0) = 0. Therefore, for t ∈ [0, T ] and all
ω ∈ Ω,
|φλ(x/λ2+β, t/λ2+2β,k)| = O(Tλ−4−3βh1−ǫ).
Now, for 0 < β < α˜/2,
lim
λ,h→0
Tλ−4−3βh1−ǫ = 0,
which implies the claim of the lemma. 
We now use Lemma 7 and the results of [17] to prove Theorem 6.
Proof of Theorem 6. It is shown in [17] that momentum diffusion of a classical
particle in a random and strongly mixing potential converges to a spatial Brow-
nian motion over longer time scales (see Subsection 5.2). As a cosequence, the
auxiliary stochastic process given in (70)-(72) converges in the weak-coupling
limit to a spatial Brownian motion: For λ≪ 1, there exist β˜ ∈ (0, α˜/2) and some
constant C independent of h and λ, such that, for all 0 < β < β˜, fixed 0 < t0 < T
and all compact sets K ⊂ A(M), we have
(84) sup
(t,x,k)∈[t0,T ]×K
|E[φ˜λ(x/λ2+β, t/λ2+2β,k)]− u(x, t,k)| ≤ CTλβ˜−β,
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where φ˜λ satisfied (82) and u satisfies (24). We also have from Lemma 7 that
(85) lim
λ,h→0
sup
(t,x,k)∈[t0,T ]×K
E[φ˜λ(x/λ2+β, t/λ2+2β,k)− φλ(x/λ2+β, t/λ2+2β,k)] = 0.
It follows (84) and (85) that
lim
λ,h→0
sup
(t,x,k)∈[t0,T ]×K
|E[φλ(x/λ2+β, t/λ2+2β,k)]− u(x, t,k)| = 0.

5.2. Remarks on diffusion for weakly random Hamiltonian flows. In this
subsection, we recall the main conceptual ideas of references [14], [15] and [17].
Let (aλ(t),vλ(t)) be the rescaled positions and velocities of a classical particle
in a random Hamiltonian flow defined by
aλ(t) := λ2a˜(t/λ2),
vλ(t) := v˜(t/λ2).
They satisfy the differential equations
∂ta
λ = vλ,
∂tv
λ = −2
λ
∇V (aλ/λ2),
with initial condition
aλ(0) = 0
vλ(0) = v0.
The main difficulty in obtaining the limit of the above stochastic process is that
aλ(t + δt), δt ≪ 1, may be correlated to aλ(t), and hence the process may be
non-Markovian.
We start with discussing the case N ≥ 3, which was studied in [14]. The
authors of [14] introduce an auxiliary modified dynamics and a stopping time
τλ such that, up to times τλ, the momenta of the modified process are locally
aligned and the modified trajectory is a straight line during times of intersection.
Furthermore, for times larger than τλ, the modified process is a diffusion process.
Because of the spatial mixing property of the random potential, the limit of the
modified process is Markovian. The proof is completed by showing two more
elements: First, the process (aλ(t),vλ(t))0<t<τλ converges weakly to the modified
process as λ→ 0. Second, the stopping time τλ →∞ as λ→ 0.
The case of N = 2 is a little bit more difficult, due to the fact that the
limiting process self-intersects. This difficulty is overcome in [15] by modifying
the stopping time condition for the modified process: up to stopping time τλ,
only transversal intersections of the modified trajectory are allowed.
We also recall the main ingredients in [17] for proving convergence of the tra-
jectory of a classical particle in a strongly mixing random potential in dimensions
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N ≥ 3 to a spatial Brownian motion in the weak-coupling limit. The proof is
based on extending the analysis in [14] to obtain explicit estimates on the con-
vergence to momentum diffusion, and then using asymptotic expansion to obtain
spatial diffusion from momentum diffusion on longer time scales.
Consider φ ∈ C1,1,2b (RN × [0,+∞)× RN\{0}) satisfying
(86) ∂tφ =
N∑
i,j=1
∂kiDij(k)∂kjφ+ k · ∇xφ,
with initial condition φ(x, 0,k) = φ0(x,k). Using an extension of the analysis in
[14] and [30], it is shown in [17] that there exists β˜ > 0 such that, for all compact
sets K ∈ A(M),
(87) sup
(t,x,k)∈[0,T ]×K
|E[φλ(x/λ2, t/λ2,k)]− φ(x, t,k)| ≤ CT (1 + ‖φ0‖L1xL4k)λβ˜,
where C is independent of λ and T. Note that (86) is well-posed in C1,1,2b , see for
example [32]. Furthermore, the nonvanishing property of the correlation function
implies that the diffusion matrix has rank N − 1, and hence (86) corresponds to
diffusion on a sphere of constant momentum, see [14] and [17]. By applying stan-
dard asymptotic expansion techniques, one can show that the long-time limit of
the solution of (86) is spatial diffusion: For every 0 < t0 < T <∞, φ(x/γ, t/γ2,k)
converges in C([t0, T ];L
∞(RN×RN )) as γ → 0 to u(x, t,k), where u satisfies (24),
with
(88) sup
t∈[t0,T ],(x,k)∈RN×RN
|u(x, t,k)− φ(x/γ, t/γ2,k)| ≤ C(γT +√γ)‖φ0‖L1xL1k ,
where C is a constant that is independent of λ and T. Now, (87) and (88) yield
(84).
6. Appendix A: Well-posedness of a generalized nonautonomous
nonlinear Schro¨dinger equation
We now discuss the local and global well-posedness of a generalized nonau-
tonomous NLS equation with random (time-dependent) nonlinearities and po-
tential. Global well-posedness and possible occurence of blow up are addressed
in [33] and [34] for the NLS equation with power nonlinearities and additive or
multiplicative random potential in the form of white noise.
Consider the problem corresponding to a generalized nonlinear Schro¨dinger
equation
(89) i∂tψ = −∆ψ + g(t, ψ;ω), ψ(t = 0) = φ,
where ω ∈ Ω and g contains both the potential and the nonlinearity. Here, g
also depends on x ∈ RN , but we drop the explicit dependence when there is no
danger of confusion.
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We say that (q, r) is an admissible pair if
r ∈ [2, 2N
N − 2), (r ∈ [2,∞], N = 1)
2
q
= N(
1
2
− 1
r
)(90)
We make the following assumptions on g.
(C1) The nonlinearity g = g1 + · · ·+ gk with
gj ∈ C(R, C(H1, H−1)) P− a.s., j = 1, · · · , k.
(C2) There exist admissible pairs (qj , rj), j = 1, · · ·k, such that, for every
T,M > 0, there exist a constant C(M) independent of T, and β indepen-
dent of T and M, such that
‖gj(t, u)− gj(t, v)‖
L
r′
j (RN )
≤ C(M)(1 + T β)‖u− v‖Lrj (RN ), P− a.s.,
for all u, v ∈ H1 with ‖u‖H1 + ‖v‖H1 ≤ M, and |t| < T, where r′ is the
conjugate of r, i.e., 1/r + 1/r′ = 1. Furthermore,
‖gj(t, u)‖
W
1,r′
j
≤ C(M)(1 + T β)(1 + ‖u‖W 1,rj ), P− a.s.,
for all u ∈ H1(RN) ∩W 1,r(RN) such that ‖u‖H1 ≤M and |t| ≤ T.
(C3)
Imgj(t, u)u = 0, j = 1, · · · , k, P− a.s.
almost everywhere on RN , for all t ∈ R and u ∈ H1.
(C4) There exists a functional Gj ∈ C(R, C1(H1,R)) with G′j = gj, where the
prime stands for the Fre´chet derivative. We let G = G1 + · · ·Gk. For
u ∈ H1,
(91) |∂tG(t, u;ω)| ≤ C(‖u‖L2)l(t) P− a.s.,
where C depends only on ‖u‖L2 and the real function l ∈ L∞(R) such
that l(t) ≤ 1 for almost all t ∈ R.
(C5) For all M > 0, there exists C(M) > 0 and ǫ ∈ (0, 1), both independent of
t ∈ R, such that
(92) |G(t, u;ω)| ≤ 1− ǫ
2
‖u‖2H1 + C(M), P− a.s.,
uniformly in t ∈ R, ∀u ∈ H1, such that ‖u‖L2 ≤M.
In what follows, we let Ω ⊂ Ω, with µ(Ω) = 1, denote the set over which (C1)-
(C5) hold. We have the following result about local well-posedness almost surely
in H1.
Proposition 2. Suppose g satisfies assumptions (C1)-(C3). Then the following
holds.
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(i) For every φ ∈ H1(RN), there exists P-a.s. strong H1-solution u of (89),
which is defined on a maximal time interval (−T∗, T ∗), such that there
exists a blow-up alternative, i.e., if T ∗ < ∞, ess − supω∈Ω‖u(t)‖H1 → ∞
as t ր T ∗, and if T∗ < ∞, ess − supω∈Ω‖u(t)‖H1 → ∞ as t ց −T∗.
Moreover,
u ∈ Laloc((−T∗, T ∗),W 1,b(RN)), ω ∈ Ω
for all admissible pairs (a, b).
(ii) The charge is P-a.s. conserved,
‖u(t)‖L2 = ‖φ‖L2, ω ∈ Ω,
for all t ∈ (−T∗, T ∗).
(iii) P-a.s., u depends continuously on φ : If φn
n→∞→ φ in H1, and if un is the
maximal solution of (89) corresponding to the initial condition φn, then
un
n→∞→ u in C([−S, T ], Lp(RN)) for every compact interval [−S, T ] ⊂
(−T∗, T ∗) and p ∈ [2, 2NN−2) (p ∈ [2,∞), N = 1).
The proof of the above proposition is a direct extension of the deterministic
case with ω ∈ Ω; see the Appendix in [7] for a discussion of the latter. It is
based on Kato’s method, which relies on Strichartz estimates and a fixed point
argument, [25, 26].
Proving global well-posedness for data which are not necessarily small is a
little bit more delicate, since energy is not conserved. We now define the energy
functional
(93) E(t, u;ω) :=
1
2
∫
|∇u|2dx+G(t, u;ω),
for u ∈ H1(RN) and ω ∈ Ω. Since the nonlinearity and the potential depend on
time, the energy is not conserved. We have the following proposition.
Proposition 3. Suppose that (C1)-(C4) are satisfied, and let u denote the solu-
tion of (89) given by Proposition 2. Then
(94) |E(t, u(t);ω)| ≤ |E(0, φ;ω)|+ TC(‖φ‖L2), P− a.s.,
for all t ∈ [−T, T ], where [−T, T ] is a compact subset of (−T∗, T ∗), and C(‖φ‖L2)
appears in (C4).
Proof. Let ω ∈ Ω. Since (C1)-(C3) are satisfied, the results of Proposition 2 hold.
We choose a finite T > 0 such that T < min(T∗, T ∗). We have from Proposition
2 that
u ∈ Laloc((−T∗, T ∗),W 1,b(RN)), ω ∈ Ω
for all admissible pairs (a, b). In particular,
u ∈ Lqj ((−T, T ),W 1,rj(RN)), j = 1, · · · , k, ω ∈ Ω
where the admissible pairs (qj , rj) appear in (C2).
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Since ∇ commutes with the unitary propagator U the L2 norm is invariant
under unitary transformations, we have using the Duhamel formula that
‖∇u(t)‖2L2 = ‖∇U(0, t)u(t)‖2L2
= ‖∇φ− i
∫ t
0
ds U(0, s)∇g(s, u(s);ω)‖2L2
= ‖∇φ‖2L2 − 2Im〈∇φ,
∫ t
0
ds U(0, s)∇g(s, u(s);ω)〉+ ‖
∫ t
0
ds U(0, s)∇g(s, u(s);ω)‖2L2
= ‖∇φ‖2L2 + 2Im
∫ t
0
ds 〈∇g(s, u(s);ω), U(s, 0)∇φ〉+ ‖
∫ t
0
ds U(0, s)∇g(s, u(s);ω)‖2L2
= ‖∇φ‖2L2 + 2
k∑
j=1
Im
∫ t
0
ds 〈∇gj(s, u(s);ω),∇u(s)〉
= ‖∇φ‖2L2 − 2
k∑
j=1
Im
∫ t
0
ds 〈gj(s, u(s);ω),∆u(s)〉, ω ∈ Ω
where the scalar product is well-defined using (C2) and duality on
(L1((−T, T ), H1)+Lq′j ((−T, T ), H1,r′j))×(L∞((−T, T ), H1)∩Lqj((−T, T ), H1,rj))),
j = 1, · · · , k, see for example [29]. Here,
Hs,p(RN ) := {u ∈ S ′(RN) : F−1(1 + |k|2) s2Fu ∈ Lp(RN)}, s ∈ R, 1 ≤ p ≤ ∞,
where F stands for the Fourier transform; and the space Hs,p is equipped with
the norm
‖u‖Hs,p = ‖F−1(1 + ‖k‖2) s2Fu‖Lp, u ∈ Hs,p(RN).
Now,
Im〈g(t, u(t);ω),∆u(t)〉 = lim
ǫց0
Im〈(1− ǫ∆)−1g(t, u(t);ω), (1− ǫ∆)−1∆u(t)〉
= lim
ǫց0
Im〈(1− ǫ∆)−1g(t, u(t)), (1− ǫ∆)−1(−i∂tu(t) + g(t, u(t)))〉
= Re〈g(t, u(t);ω), ∂tu(t)〉
=
d
dt
G(t, u(t);ω)− (∂tG)(t, u(t);ω), ω ∈ Ω
for almost all t ∈ (−T, T ),where G appears in Assumption (C4). Therefore,
(95)
‖∇u(t)‖2L2 = ‖∇φ‖2L2 − 2G(t, u(t);ω) + 2G(0, φ;ω) + 2
∫ t
0
ds (∂sG)(s, u(s);ω),
for ω ∈ Ω. Together with (93), Assumption (C4) and conservation of charge, this
implies
|E(t, u(t);ω)| ≤ |E(0, φ;ω)|+ TC(‖φ‖L2),
for t ∈ [−T, T ] and all ω ∈ Ω. 
37
We have the following theorem about P-a.s. global well-posedness in H1.
Theorem 7. Suppose (C1)-(C5) hold. Then the solution u of (89) with initial
condition φ ∈ H1(RN) is P-a.s. global in H1, i.e., for ω ∈ Ω,
T ∗ = T∗ =∞,
where T ∗, T∗ appear in Proposition 2.
Proof. Let ω ∈ Ω. Propositions 2 and 3 follow from (C1)-(C4). It suffices to show
that ‖u(t)‖H1, t ∈ [0, T ∗) is finite if T ∗ < ∞, which, together with the blow-up
alternative, implies a contradiction. Suppose T ∗ <∞. Assumption (C5), charge
conservation and (94) imply that
1
2
‖u(s)‖2H1 =
1
2
(‖u(s)‖2L2 + ‖∇u(s)‖2L2)
≤ 1
2
‖u(s)‖2L2 + |E(s, u(s);ω)|+ |G(s, u(s);ω)|
<
1
2
‖φ‖2L2 + |E(0, φ;ω)|+ T ∗C(‖φ‖L2) +
1− ǫ
2
‖u(s)‖2H1 + C(‖φ‖L2),
for all s ∈ [0, T ∗), ω ∈ Ω, and hence
sup
ω∈Ω
sup
s∈[0,T ∗)
‖u(s)‖H1 <∞,
for finite T ∗, which contradicts the blow-up alternative. The case of T∗ is proven
similarly.

7. Appendix B: Rate of change of field energy and momenta
Proof of (56), Section 4. Differentiating 〈ψ, λVhψ〉 with respect to t and using
(1), Assumption (A1), and the fact that ψ ∈ H1(RN), we have, for ω ∈ Ω,
∂t〈ψ, λVhψ〉 = 〈ψ, λ∂tVhψ〉+ 〈∂tψ, λVhψ〉+ 〈ψ, λVh∂tψ〉
= 〈ψ, λ∂tVhψ〉+ 〈−∆ψ + λVhψ − f(ψ), iλVhψ〉
+ 〈iψ, λVh(−∆ψ + λVhψ − f(ψ))〉
= 〈ψ, λ∂tVhψ〉+ 2〈iλ∇Vhψ,∇ψ〉,
where we have used integration by parts in the last step. 
Proof of (57), Section 4. The proof of (57) follows directly from (95) in the proof
of Proposition 3, Appendix A, with the identification
g(t, u) = λVh(t)u− f(u).

38
Proof of (58), Section 4. We use a regularization scheme similar to the one used
in Proposition 3, Appendix A. Let Iǫ := (1− ǫ∆)−1. For all ω ∈ Ω, we have that
∂t〈iψ,∇ψ〉 = ∂t lim
ǫց0
〈Iǫiψ, Iǫ∇ψ〉
= lim
ǫց0
{〈Iǫi∂tψ, Iǫ∇ψ〉+ 〈Iǫiψ, Iǫ∇∂tψ〉}
= lim
ǫց0
{〈Iǫ(−∆ψ + λVhψ − f(ψ)), Iǫ∇ψ〉 − 〈Iǫψ, Iǫ∇(−∆ψ + λVhψ − f(ψ))〉}
= λ〈ψ, Vh∇ψ〉 − λ〈ψ,∇(Vhψ)〉
= −λ〈ψ,∇Vhψ〉.

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