Abstract-Low-dose X-ray computed tomography (CT) simulation from a high-dose scan is required in optimizing radiation dose to patients. In this paper, we propose a simple low-dose CT simulation strategy in the sinogram domain using the raw data from high-dose scan. Specially, a relationship between the incident fluxes of low-and high-dose scans is first determined according to the repeated projection measurements and analysis. Second, the incident flux level of the simulated low-dose scan is generated by properly scaling the incident flux level of the high-dose scan via the determined relationship in the first step. Third, the low-dose CT transmission data by energy integrating detection is simulated by adding a statistically independent Poisson noise distribution plus a statistically independent Gaussian noise distribution. Finally, a filtered back-projection (FBP) algorithm is implemented to reconstruct the resultant low-dose CT images. The present low-dose simulation strategy is verified on the simulations and real scans by comparing it with the existing low-dose CT simulation tool. Experimental results demonstrated that the present low-dose CT simulation strategy can generate accurate low-dose CT sinogram data from high-dose scans in terms of qualitative and quantitative measurements.
seconds (mAs) control, raw data preprocessing, and advanced reconstruction algorithms, have been explored to reduce radiation dose. Among these techniques, lowering the mAs in data acquisition is an effective and easy way to minimize the radiation dose. However, the associated images would be seriously degraded if no adequate noise control is applied during image reconstruction [3] , [4] . To optimize the minimum radiation dose with reliable diagnostic information through advanced image reconstruction algorithms, developing a low-dose CT simulation strategy from high-dose scan is an interesting and useful task.
To date, several approaches of simulating low-dose CT scan have been proposed [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Notably, when the raw data of high-dose scan is available, generating some simulated lowdose projection data can be straightforward by injecting Poisson or a combination of Poisson and Gaussian noise into high-dose ones according to the scan protocols and noise properties of the measurements [5] , [6] . For example, Massoumzadeh et al. [8] , [9] proposed an accurate simulation method to generate low-dose projection data by adding synthetic noise to high-dose data with a realistic projection measuring process that was extensively studied by Whiting et al. [7] . Zabic et al. [10] proposed a low-dose CT simulation tool that is achieved by properly accounting for the noise variance of the high-dose data. In their simulations, the effect of electronic noise was also considered. Considering that the high-dose projection data and related calibration parameters are not fully available to general academic researchers, several studies attempted to simulate lowdose CT images by directly adding appropriate noise to the high-dose ones in image domain [11] [12] [13] [14] . For example, Veldkamp et al. [13] generated the low-dose CT images by adding Gaussian white noise with a certain standard deviation to highdose images. Kim et al. [14] proposed a synthetic CT noise simulation method by considering incident photon flux and system electronic noise. Although these low-dose CT image simulation techniques are distinct and understandable, more concerns occur in realistic applications because of the unstable noise properties of the CT image particular in the low-dose case [8] , [11] .
Inspired by our previous studies on low-dose CT imaging [15] [16] [17] , in this paper we propose a simple low-dose CT simulation strategy in sinogram domain using the raw data from high-dose scan. The idea is based on the fact that a relationship between the mAs levels and the corresponding incident flux levels can be established as an inverse proportional function [16] , [17] . According to the determined relationship, the incident flux level of the simulated low-dose scan can be generated by properly scaling the incident flux level of a high-dose scan, and then the low-dose CT projection data by energy-integrating detection can be simulated by adding a statistically independent Poisson noise distribution and a statistically independent Gaussian noise distribution. The contributions of the current study can be summarized as follows: i) estimating a relationship between the incident fluxes of low-and high-dose scans in the service of low-dose CT simulation wherein all the system calibration operations on raw data can be implicitly included in the related curve fitting; and ii) presenting a simple low-dose CT simulation strategy from high-dose scan with extensive qualitative and quantitative validation and evaluation.
The remaining sections of this paper are organized as follows. In Section II, the background knowledge on the properties of noise statistics in transmission domain is briefly described and then the proposed low-dose CT simulation strategy is presented. The experimental setup is also included in this section. In Section III, experimental results are presented in detail. Finally, the discussion and conclusion are provided in Section IV.
II. METHODS AND MATERIALS

A. Statistical Model of CT Transmission Data
Based on the polyenergetic nature of X-ray generation, a compound Poisson model can be used to accurately describe the statistical properties of CT transmission data [18] , [19] . In practice, several reports have demonstrated that a simple Poisson distribution can be close to the compound Poisson distribution with the assumption of monochromatic X-ray generation [17] , [19] [20] [21] . For example, a statistical model of CT transmission data by energy integrating detection can be described as a statistically independent Poisson distribution and a statistically independent Gaussian distribution [20] , [22] , [23] . The associative formula can be expressed as follows: (1) where is the measured noisy transmission datum and is the mean number of photon passing though the patient, and the magnitude of is primarily determined by the mAs value. and are the mean and variance of the electronic noise, respectively. In modern CT systems, can be immediately determined before each scan and are usually calibrated to be zero, and can be estimated from the sample variance of a series of dark current measurements [22] , [24] . Mathematically, the mean signal and variance of in (1) with can be written as follows [7] , [8] , [10] :
and Var (2) where is a scaling factor dependent on the X-ray spectrum and CT system. Assuming that the focal spot is stable and well calibrated, can be estimated as a ratio between the variance of and the mean of , i.e.,
B. Low-Dose CT Simulation Procedure
Based on the theoretical statistical model of CT transmission data in (1) , in this paper we propose a simple low-dose CT simulation strategy in sinogram domain using the raw data from high-dose scan. To smoothly describe the present low-dose CT simulation strategy in detail, we first list the main simulation procedure and definitions of the related factors as follows.
Step 1) Obtain the raw data files of high-dose (or normaldose) sinogram data from a CT scanner.
Step 2) Extract the header information of the raw data files, including kVp, mA, rotation time per circle. Step 3) Convert the high-dose sinogram data to the transmission one, i.e., .
Step 4) Multiply the transmission data by the simulated low-dose scan incident flux to produce the simulated low-dose transmission data , i.e., , wherein the factor is determined by a relationship between the incident fluxes of low-and high-dose scans as described in following subsection.
Step 5) Generate the simulated low-dose transmission data by injecting Poisson and Gaussian noise into , i.e., , where the factors and are determined by the techniques described in following subsection.
Step 6) Achieve the desired low-dose sinogram data by performing the logarithm transform on the ratio of simulated unattenuated and attenuated signal , i.e., .
Step 7) Perform image reconstruction by different methods from the simulated low-dose sinogram data . In this study, conventional filtered back-projection (FBP) method [23] is used for image reconstruction with a fan-beam imaging geometry. 1) Determining , , and : For the present lowdose sinogram data simulation strategy, three parameters should be determined, namely, the incident flux level ( of the desired low-dose scan, the means ( and the variance ( of electronic noise. In modern CT systems, these parameters can be measured during the standard routine calibration operation. Specifically: 1) the incident flux level ( across the field of view (FOV) can be estimated from the measurements of air scans; 2) the mean of the electronic noise, arising from the detector dark current, can be immediately determined before each scan by sampling the signals in those unexposed detectors over a certain time interval [22] , [24] ; and 3) the variance of the electronic system noise can be estimated from the sample variance of a series of dark current measurements.
2) Relationship Between the Incident Fluxes of Low-and High-Dose Scans:
The incident flux level of desired low-dose scan acquired by air scan at each mAs is not practical. To address this issue, we first establish a relationship between the incident fluxes of low-and high-dose scans aiming to continuously simulate the desired incident flux levels only according to a high-dose scan. As reported in a previous study [8] , the incident flux on the object equals to the output of the X-ray tube, i.e., (4) where is a constant determined by a specific CT system and is a collimation factor. Based on (4), the ratio between the incident flux and , which correspond to the high-dose scan at a given and the desired low-dose scan at a specific , respectively, can be denoted as (5) where . The ratio between the incident flux and nearly expresses as a linear function about . In practice, with the effects of system noise, the relationship in (5) can be expressed as follows: (6) where represents an error compensation factor. In the low-dose sinogram simulation, if two parameters, , , are determined, then any desired at can be generated from the given under a fixed kVp. A simple method to determine the parameters and from the repeatedly measured sinogram data is presented in Section III-A.
C. Experimental Data Acquisition 1) Anthropomorphic Torso Phantom:
An anthropomorphic torso phantom (Radiology Support Devices Inc., Long Beach, CA) as shown in Fig. 1 (a) was used for experimental data acquisition. A clinical CT scanner (Siemens SOMATOM Sensation 16 CT) was used to scan the phantom with the following scanning geometry parameters: 1) each rotation included 1160 projection views evenly spaced on a circular orbit; 2) each view contained a total of 672 data elements each from one of the 672 detector bins; 3) the detector arrays were on an arc concentric to the X-ray source with a distance of 1040 mm; 4) the distance from the rotation center to the X-ray source was 570 mm; and 5) the detector cell spacing was 1.407 mm. The data acquisition protocols were as follows: mm mm detector collimation, 0.5 s per rotation, and 120 kVp tube voltage. A total of five different mAs values were set from 100 down to 17, i.e., 100, 80, 60, 40, and 17 mAs. At each mAs level, the phantom was scanned 150 times repeatedly with a step-and-shoot mode at a fixed bed position. Based on the calibrated output of projections as described in previous studies [16] , [25] , the obtained raw data in the present study were scaled by a scaling factor 2294.5, which relates to the number of bits stored in the computer. In the experiments, the sinogram data acquired at 100 mAs (namely, high-dose scan) was used as an input for simulating a low-dose scan.
2) Patient Data: The patient scan was scheduled for a chest CT study with medical reasons under patient consent. The experimental data were acquired by a Siemens SOMATOM Sensation 16 CT scanner. The scanning geometry parameters are the same as that described in Section II-C1 and the remaining parameters were set as follows: the time of per gantry rotation was 0.5 s with the pitch of 1.0, the tubes currents were 400 mA and 40 mA with the fixed tube voltage of 120 kVp, and the slice thickness was 5.0 mm. In the simulation study, the high-dose scan with 200 mAs was selected as an input to simulate the low-dose scan with 20 mAs.
D. Performance Evaluation
To validate and evaluate the present low-dose simulation method, qualitative and quantitative comparisons would be performed between the simulated and real low-dose data in both the sinogram and image domains.
1) Visualization-based Evaluation:
In this study, a qualitative evaluation is conducted using visual inspection and comparison between simulated and actual low-dose data in sinogram and image domains. Although visual inspection in sinogram and image domain both only provide a qualitative evaluation of simulation performance, visual inspection can be an informative assessment of the simulated images, particularly in the presence of photon-starved measurements in sinogram domain and artifacts in image domain that are otherwise difficult to evaluate meaningfully using quantified metrics. In sinogram domain, the narrow grayscale window is used to reveal the photon-starved measurements and artifacts that may be otherwise invisible in the wide grayscale window for the comparison between simulated and actual low-dose data.
2) Quantitative Evaluation: In this study, to quantitatively demonstrate the benefits of the proposed scheme, we calculate root mean square relative error (RMSRE) [8] between the simulated and actual low-dose data in sinogram and image domains, i.e.,
where and refer to the measured or simulated data at . In sinogram domain, the calculation of variance is performed for all detectors over all gantry steps between the original and simulated scans. In image domain, the performance of the simulation method on the reconstruction of ROIs with detail structures, which are labelled with red solid squares in Fig. 1(c) , was evaluated. Four different simulated low-dose scans would be obtained from the high-dose scan with 100 mAs, i.e., 17, 40, 60, and 80 mAs. These images will be compared with the associative real images. Five square ROIs comprising pixels are defined at various locations on the phantom images, and the pixel statistics (mean and standard deviation) are estimated in these ROIs. This selection provides a total of four sets of simulated ROIs to be compared with four sets of original ROIs for a total of 20 comparisons. In addition, we also adopted the method in [26] to measure the noise of the simulated and real data in sinogram and image domains to validate the noise properties of the simulated data by comparing with the corresponding real one.
3) Profile-based Evaluation: To further visualize the performance of the three simulation methods at local details, we perform profile-based evaluations in sinogram and image domains. In sinogram domain, horizontal and vertical profiles of the resulting sinogram data are drawn across the 580th row and 386th column, respectively. In image domain, a horizontal line profile of the simulated low-dose images and actual low-dose image are drawn across the red line labelled in Fig. 8(a) . These horizontal line profiles are the average (in the vertical direction) of a strip with a height of 5 pixels. In addition, the noise for the horizontal line profile is compared between the simulated low-dose and actual low-dose images.
4) Subjective Assessment: For subjective assessment, 5 radiologists with at least five years of experience in CT imaging scored the simulated images by measuring the degree of similarity between the real and simulated images in terms of the following attributes: image noise, artifacts, edge, and structure. A total of eight low-dose sinograms are simulated from sinograms acquired with high-dose protocols. Specifically, from both measured sinograms at 100 and 80 mAs levels, low-dose sinograms were simulated at 17, 40, and 60 mAs levels; from the measured sinogram at 60 mAs level, low-dose sinograms at 17 and 40 mAs levels were simulated. The total of eight simulated datasets was used to compare with the corresponding datasets from the original scans with 17, 40, and 60 mAs. For the patient study, there is one dataset in the cases of 20 mAs simulated from the original scan with 200 mAs. The scoring was performed with a five-point scale: excellent is 5; good is 4; adequate is 3; suboptimal is 2; poor is 1.
E. Comparison Method
To further evaluate the performance of the present low-dose CT simulation strategy, we use the method proposed by Zabic [10] for comparison. The associative simulated low-dose scan incident flux from a high-dose scan can be written as follows: (8) where is a ratio between the variance and the mean of raw data. and denote the high and low current, respectively. represents the influence of the detector noise. The noise variances of the high-dose scan and the electronic noise with an energy-integrating detector are both considered in the simulation model. Fig. 2 shows the incident flux values from a total of 150 repeatedly measured samples at the five different mAs levels. The curves at different mAs levels have a similar shape and the detected incident flux level increases with mAs changing from 17 to 100 mAs at the fixed 120 kVp. The curve shape was , where denotes the value of at 100 mAs, whereas denotes the value of at another mAs level. Fig. 3(a) shows the plots of the paired points at the five different mAs. An experiment-grounded linear relationship can be observed at each mAs level, i.e., 17, 40, 60, and 80. Furthermore, the ratios of versus the mAs values are shown in Fig. 3(b) . Through a linear fitting operation, the coefficients of the fit curve with 95% confidence bounds were obtained (Table I ). The results illustrate that the theoretical linear relationship in (6) can be successfully validated. As for the explored CT scanner, , are optimal values for our concerned low-dose CT simulation.
III. RESULTS
A. Parameters Estimation of , in (6)
B. Simulation Validation From Anthropomorphic Torso Phantom Study
1) Visualization-Based Evaluation in Sinogram Domain:
In this experiment, the case of 17 mAs level was chosen as the object of the study and 100 mAs sinogram data was used as an input. Fig. 4 shows the sinogram data of 100 mAs, original 17 mAs, and simulated 17 mAs by the two methods. It can be seen that the starved photon was serious in the sinogram data of original 17 mAs. Meanwhile, the simulated sinogram data of 17 mAs by both the Zabic's method and the present method closely match the original low-dose data in terms of noise level and photon starvation artifacts. To further reveal the detailed structural features, an ROI indicated by a yellow dotted square in Fig. 4 was selected to display the images with a zoom fashion in Fig. 5 . The results illustrate that the difference between the Zabic's and the present methods was insignificant in terms of visual inspection.
2) Profile-Based Comparison: Fig. 6 shows the horizontal and vertical profiles of the resulting sinogram data drawn across the 580th row and 386th column, respectively. Both the present and Zabic's methods can produce closely matching results overall. To further reveal the detailed structural features in the profile comparison study, the ROIs indicated by the navy blue dotted squares in Figs. 6(a) and Figs. 6(b) were zoomed in Figs. 6(c) and (d) . The results indicate that the gains from the present method yielded a similar resolution to that from the Zabic's method.
3) RMSRE Measure in Sinogram Domain: A sinogram at a lower mAs level was simulated using the 100 mAs level scan as an input to the present simulation tool, and the RMSRE between the original and simulated sinograms was computed. The RMSREs are 3.46%, 4.05%, 3.89%, and 1.73% for the 17, 40, 60 and 80 mAs simulations, and are less than 9% for all individual cases [8] . The results demonstrate no significant difference between the selections of the simulated and original sinogram data in terms of the RMSRE measurement.
4) Noise Measurements in Sinogram Domain:
The noise of the original and simulated sinograms at four different mAs levels was measured respectively. The corresponding results are listed in Table II . It can be observed that the present method can yield more accurate noise simulation in sinogram domain than the Zabic's method in term of the percent difference between the original and simulated CT sinograms for all the cases. Fig. 7 shows the reconstruction images from the original and simulated sinograms with 17 mAs. It can be seen that the simulated images obtained by the three methods can closely match the real image in terms of the noise level and streak artifacts. Furthermore, the zoomed images within these ROIs were displayed to examine the reconstruction details. The results again indicate that the present method can successfully simulate the photon starvation artifacts compared to the real values with an eye-appealing visualization.
5) Visualization-Based Evaluation in Image Domain:
6) Profile-Based Comparison: Fig. 8(a) shows the targeted horizontal profiles [as indicated by a red line in Fig. 7(a) in Fig. 7(a) . These horizontal line profiles were the average (in the vertical direction) of a strip with a height of 5 pixels. Both the line profiles from the three methods show reasonable agreement between the simulated and actual images overall. In addition, the pixel indicated by the green arrow in Fig. 8(a) was more approximately isointense than that in the Zabic's method. In addition, the noise for a horizontal line was compared in Fig. 8(b) between the actual and simulated images for the 17 mAs level, further demonstrating this agreement. In other words, the present method can yield accurate low-dose simulation in terms of noise and detail distribution measurements.
7) Quantitative Analysis in Image Domain:
For the anthropomorphic torso phantom images reconstructed from the original and different simulated sinograms at four different mAs levels, Fig. 9 shows the corresponding noise and mean of CT values in five ROIs at four different mAs levels, respectively. It can be observed that the noise and mean from the simulated low-dose CT image using the present method closely match with those from the ground-truth as compared with the Zabic's method in all the cases. Therefore, these results demonstrate that the present method can achieve slight gains over the Zabic's method in term of simulation accuracy in image domain.
8) Subjective Assessments:
A total of eight images were scored by each radiologist and the subjective scores are listed in Table III . The results indicate that the simulated images from the two methods are acceptable to radiologists and the images from the real and simulated sinograms in the same case of mAs were equivalent in term of visual inspection. Meanwhile, the present method can yield slight higher subjective scores than the Zabic's method in all the cases. using the presented method. It can be seen that the image from the simulated sinogram can closely match that from the original one in term of noise-induced artifacts. Furthermore, the noise measurements of the corresponding images were performed and the results are listed in Table IV . The results illustrate that there are no significant difference of noise level between the original and simulated CT images in the case of 20 mAs. As an additional validation, we also performed subjective assessments on the simulated images from the present method and the score is , which is well consistent with that from the physical phantom simulation. Therefore, the presented method would be useful for practical tasks.
C. Simulation Validation From Patient Study
IV. DISCUSSION AND CONCLUSION
The low-dose CT simulation tool can offer radiologists, technologists, and medical physicists the ability to retrospectively study the effect of lower dose on image quality in actual patients. It is known that compared with the simulation method in image domain, the simulation methods in sinogram domain were straightforward and accurate by considering the noise properties and incident flux level [8] , [11] . Zabic et al. [10] presented a low-dose incident flux simulation strategy from a high-dose scan by fully taking the variance/mean of high-dose scan and electronic noise into consideration with reasonable gains in low-dose CT simulation. Meanwhile, there are four parameters, i.e., , , , and in the Zabic's method need to be determined. Among them, and are related to system calibration process, which are rarely accessible to general academic researchers. In this study, we propose a simple low-dose CT simulation strategy in sinogram domain. The main difference between the present and other methods is that low-dose projection can be simulated from high-dose scan via a linear relationship between the incident fluxes of low-and high-dose scans. And, one major advantage of the present method over other methods is that there are only two parameters, i.e., and , to be determined and all the system calibration operations on raw data can be implicitly included in the related curve fitting. Through extensive experiments, the effectiveness of the present method has been validated and evaluated by comparison with the state-of-the-art method developed by Zabic et al. [10] .
To develop an accurate low-dose CT simulation tool, both an accurate statistical distribution synthesis of projection data and a reasonable background electronic noise should be fully considered. In this study, we only considered the case of monochromatic photon model which implied a simple Poisson statistical model. In realistic low-dose CT projection data simulation, the polychromatic photon model should be further explored. In addition, the validation of the present method in image domain is only based on the FBP method in terms of qualitative and quantitative measurements. In our further study, more validation and evaluation would be performed on the real images reconstructed by the statistical iterative methods to determine whether our present method is effective for clinical real data.
In summary, the present low-dose simulation method can be used in various areas of evaluating CT acquisition by simulating realistic low-dose CT images, including optimizing low-dose scan protocol and developing advanced low-dose CT image reconstruction algorithms. This is another interesting topic in our future research.
