I
Let G be a reductive algebraic group, and X an affine G-scheme of finite type. The invariant Hilbert scheme Hilb G h (X) is a moduli space that parametrizes Gstable closed subschemes of X whose coordinate rings have Hilbert function h. It was introduced by Alexeev and Brion in [AB05] as a common generalization of the G-Hilbert scheme of Ito and Nakamura [IN96] and the multigraded Hilbert scheme of Haiman and Sturmfels [HS04] . If we take h to be the Hilbert function of the general fibers of the quotient morphism π : X → X//G, we obtain the following morphism:
γ : Hilb )) is a projective birational morphism, we can ask whether γ gives a resolution of singularities of the quotient variety X//G. Becker [Bec11] studies the case in which G = SL(2), and X the zero fiber of the moment map of a certain SL(2)-action on (C 2 ) ⊕6 as one of the first examples of the invariant Hilbert scheme with multiplicities, and she proves that γ gives a desingularization. In [Ter14], Terpereau considers some cases in which G is a classical group, and X a rational representation of G, and he provides examples where the Hilbert-Chow morphism γ is a desingularization and where it is not. Other examples where γ gives a resolution can be found in [Ter14b, JR09] . The present article studies singularities of 3-dimensional affine normal quasihomogeneous SL(2)-varieties via an invariant Hilbert scheme, and this gives another example where γ is a resolution.
We say that a G-variety is quasihomogeneous if it contains a dense open orbit. In [Pop73] , Popov gives a complete classification of 3-dimensional affine normal quasihomogeneous SL(2)-varieties: they are uniquely determined by a pair of numbers (l, m) ∈ {Q ∩ (0, 1]} × N. Many of their properties are studied in [Pop73] . For instance, he proves that the corresponding variety E l,m to a pair (l, m) is smooth if and only if l = 1; otherwise E l,m contains a unique SL(2)-invariant singular point. The varieties E l,m with l < 1 are one of the simplest non-trivial examples of affine quasihomogeneous varieties with singularities, and what makes the study of such SL(2)-varieties interesting and intriguing is the classification due to Popov. It is known that the singularity of E l,m is Cohen-Macaulay but not Gorenstein ( [Pop73] , [Pan91] , see also [BH08] ), and its minimal equivariant resolution is given in [Pan88] . In [BH08] , Batyrev and Haddad show by using Popov's classification that every 3-dimensional affine normal quasihomogeneous SL(2)-variety E l,m can be described as a categorical quotient of an affine hypersurface H q−p in C 5 modulo an action of C * × µ m , where we write l = p/q as an irreducible fraction. Also, according to [BH08] , an SL(2)-variety E l,m admits an action of C * and becomes a spherical SL(2) × C * -variety with respect to the Borel subgroup B × C * . Furthermore, it is shown in [BH08] that there is an SL(2) × C * -equivariant flip diagram
, where E − l,m and E + l,m are different GIT quotients of H q−p corresponding to some non-trivial characters, and that the varieties E l,m , E − l,m , and E + l,m are dominated by the weighted blow-up E ′ l,m = Bl ω O (E l,m ) of E l,m with a weight ω defined by the C * -action on E l,m . The weight ω is trivial if and only if E l,m is toric.
This article may be considered as a continuation of above-mentioned works on E l,m , especially of [BH08]: we study 3-dimensional affine normal quasihomogeneous SL(2)-varieties via an invariant Hilbert scheme by using the GIT quotient description due to Batyrev and Haddad. Namely, we study the SL(2)-variety E l,m by means of the invariant Hilbert scheme H = Hilb
, where h is the Hilbert function of the general fibers of the quotient morphism π : H q−p → H q−p //(C * × µ m ) E l,m , and of the corresponding Hilbert-Chow morphism
which is an isomorphism over the dense open SL(2)-orbit U in E l,m (see §3). Our main result proves that γ gives a desingularization of E l,m . The smoothness of the invariant Hilbert scheme H is independent of the pair of numbers (l, m), but the behavior of the resolution γ does depend on it: it depends on whether E l,m is toric or not. Here we remark that a necessary and sufficient condition for E l,m being a toric variety is given in [Gaȋ08] (see also [BH08, Corollary 2.7]) in terms of the numbers l = p/q and m: an affine variety E l,m is toric if and only if q − p divides m. In both toric and non-toric case, we see that the restriction of γ to the main component H main = γ −1 (U) of the invariant Hilbert scheme H factors equivariantly through the weighted blow-up E ′ l,m :
If E l,m is toric then we see that ψ is an isomorphism, while if E l,m is non-toric then we see by an easy observation that ψ is not an isomorphism. It is known that if E l,m is non-toric then the weighted blow-up E ′ l,m contains a family of cyclic quotient We need to discuss the toric case and the non-toric case separately, which is because of the difference appeared in items (ii) and (iii) of Main Theorem. The present article treats the toric case, and the non-toric case is considered in the forthcoming article [Kub18] .
This article is organized as follows: in the first section, we introduce the invariant Hilbert scheme and summarize some general properties that we use later. In §2, we review Popov's classification of 3-dimensional affine normal quasihomogeneous SL (2) 
G H
Brion's survey [Bri13] offers a detailed introduction to the invariant Hilbert scheme. Here we present some definitions and properties on invariant Hilbert schemes that we will use later.
Let G be a reductive algebraic group, and X an affine G-scheme of finite type. We denote by Irr(G) the set of isomorphism classes of irreducible representations of G. For any G-module V, we have its isotypical decomposition:
We call the dimension of Hom
If the multiplicity is finite for every M ∈ Irr(G), we can define a function
which is called the Hilbert function of V.
Let S be a Noetherian scheme on which G acts trivially, and Z a closed Gsubscheme of X × S. We denote the projection Z → S by f . Then, according to [Bri13] , there is a decomposition of f * O Z as an O S -G-module
where sheaves of covariants 
f is a flat morphism; 
The invariant Hilbert scheme comes with a projective morphism called the quotient-scheme map, or the Hilbert-Chow morphism. This is a generalization of the Hilbert-Chow morphism from the G-Hilbert scheme G-Hilb(X) to the quotient variety X/G that sends a G-cluster to its support. The construction of the quotientscheme map in a general setting is explained in [Bri13, §3.4]. Here we restrict ourselves to the situation we consider in this article. Let
be the quotient morphism. If X is irreducible, then by the generic flatness theorem, π is flat over a non-empty open subset Y 0 of X//G. According to [Bri13, §3.4 ], the scheme-theoretic fiber of π at any closed point of Y 0 has the same Hilbert function. This special function is called the Hilbert function of the general fibers of π, and we denote it by h X . Since h X (0) = 1, where 0 stands for the trivial representation of G, the associated quotient-scheme map is a morphism 
]). With the preceding notation, the diagram
commutes. Furthermore, the pullback of γ to the flat locus Y 0 of π is an isomorphism.
Hilbert scheme Hilb
, and is called the main component of Hilb
Since the restriction of the quotient-scheme map to the main component
is projective and birational, it is natural to ask whether γ| H main gives a desingularization of X//G.
Let us consider a situation that there is an action on X by another connected reductive algebraic group G ′ . If the action of G ′ on X commutes with that of G, then G ′ acts both on Hilb
, and every morphism appeared in Theorem 1.4 is G ′ -equivariant ([Bri13, Proposition 3.10]). We especially consider the action of a Borel subgroup B ′ ⊂ G ′ on Hilb 
(ii) The following are equivalent:
(a) Hilb
There is one more useful tool to study the invariant Hilbert scheme. According to [Bec11, §4.2], any invariant Hilbert scheme can be embedded into a product of Grassmannians (see also [Ter14] ). Let G, X, h X , and G ′ as above. For any irreducible representation M ∈ Irr(G), there is a finite-dimensional
be the composition of the inclusion
) and the natural sur-
. Then, the quotient vector space
. In this way, we obtain a G ′ -equivariant morphism
Moreover, there is a finite subset M ⊂ Irr(G) such that the morphism
, Popov gives a complete classification of affine normal quasihomogeneous SL(2)-varieties. Consult also the book of Kraft [Kra84] .
Theorem 2.1 ([Pop73]). Every 3-dimensional affine normal quasihomogeneous SL(2)-variety containing more than one orbit is uniquely determined by a pair of numbers
We denote the corresponding variety by E l,m . The numbers l and m are called the height and the degree of E l,m , respectively. Write l = p/q, where g.c.d.(q, p) = 1.
Theorem 2.2 ([Gaȋ08], see also [BH08, Corollary 2.7]). An affine normal quasihomogeneous SL(2)-variety E l,m is toric if and only if q − p divides m.
We use the following notation for some closed subgroups of SL(2):
An SL(2)-variety E l,m is smooth if and only if l = 1. If l < 1, then E l,m contains three SL(2)-orbits: the open orbit U, a 2-dimensional orbit D, and the closed orbit {O}. The fixed point O is a unique SL(2)-invariant singular point. Let
An explicit construction of the variety E l,m reduces to determine a system of generators of the following semigroup ( [Kra84] , [Pan88] ): j 1 ) , . . ., (i u , j u ) be a system of generators of M + l,m , and consider a vector
where V (n) := Sym n X,Y is the irreducible SL(2)-representation of highest weight
Remark 2.2.1. An algorithm for finding a system of generators of M + l,m is described in [Pan88] . Consider for example the case when m = a(q − p), that is to say, when E l,m is a toric variety (see Theorem 2.2). By applying the algorithm, we see that M + l,m is minimally generated by (m, 0), (m + 1, 1), . . ., (aq, ap), and that
Note that v maps to X aq ⊗ Y ap ∈ V(aq) ⊗ V(ap) under the above isomorphism. Moreover, it is known that if E l,m is toric then E l,m is isomorphic to the affine cone over the projective embedding of P 1 × P 1 into P (aq+1)(ap+1)−1 defined by the global sections of O(aq, ap):
(see [BH08, §3] for more details).
According to [BH08, §1] , an affine normal quasihomogeneous SL(2)-variety E l,m has a description as a categorical quotient of a hypersurface in C 5 . We consider C 5 as the SL(2)-module V(0) ⊕ V(1) ⊕ V (1) with coordinates X 0 , X 1 , X 2 , X 3 , X 4 , and identify X 1 , X 2 , X 3 , X 4 with the coefficients of the 2 × 2 matrix
so that SL(2) acts by left multiplication. Let (l, m) ∈ {Q ∩ (0, 1]} × N, and write l = p/q as above. We consider actions of the following diagonalizable groups:
It is easy to see that the SL(2)-action on C 5 commutes with the G 0 × G m -action. 
modulo the action of G 0 × G m .
H
The contents of this section are valid for every affine SL(2)-variety E l,m , i.e., valid for both toric and non-toric cases.
be the quotient morphism. In this section, we determine the flat locus of π and the Hilbert function h := h H q−p of the general fibers of π. (ii) For any g ∈ SL(2), the G 0 × G m -orbit of g · x is closed and isomorphic to
Proof. By the generic flatness theorem, there is a non-empty open subset U of E l,m such that π −1 (U) → U is flat. Since U ∩ U φ and π is SL(2)-equivariant, it follows that π is flat over the open orbit U. To show (ii), it suffices to consider the case when g is the identity matrix. First we see that the G 0 × G m -orbit of x is isomorphic to G 0 × G m , since the stabilizer of x is trivial. To see that this orbit is closed, consider the ideal
. By a simple calculation, we see that the underlying topological space of the orbit (G 0 × G m ) · x coincides with the zero set of I 1 . Therefore, (G 0 × G m ) · x is a closed orbit. Item (iii) is a consequence of (ii) and the fact that U is the SL(2)-orbit of π(x).
Q.E.D.
Remark 3.1.1. We will see in §4 that the ideal of the closed orbit (G 0 × G m ) · x = π −1 (π(x)) ⊂ H q−p coincides with I 1 .
Corollary 3.2. The Hilbert function h of the general fibers of the quotient morphism π coincides with that of the regular representation
where we identify Irr(G 0 × G m ) with Z × Z/mZ.
where M (n,d) stands for the irreducible representation of weight (n, d) ∈ Z × Z/mZ.
Let us denote by H the invariant Hilbert scheme Hilb
(H q−p ) associated with the triple (G 0 × G m , H q−p , h) and consider the Hilbert-Chow morphism
which is an isomorphism over the open orbit U ⊂ E l,m .
C
For each s ∈ C, we consider two kinds of ideals
We remark that the ideal I 1 has already appeared in the proof of Proposition 3.1. In what follows, we prepare some lemmas needed for the proof of Theorems 4.1 and 4.2. Let S be the coordinate ring of H q−p : 
Theorem 4.1. The quotient ring A/I s has Hilbert function h for any s ∈ C, i.e., we have dim(A/I
Proof. Since X 1 , X 2 ∈ S (−p,−1) , it is clear that S (−p,−1) ⊃ S G 0 ×G m X 1 + S G 0 ×G m X 2 . To see the other inclusion, take an arbitrary f = X 
If E l,m is toric, then we see by Remark 2.2.1 that this coincides with
Let (n, d) ∈ Z × Z/mZ. As we have seen in §1, there is a finite-dimensional SL(2)-module F n,d that generates the weight space S (n,d) over the invariant ring S G 0 ×G m . By Lemma 4.3, we can take F −p,−1 = X 1 , X 2 and F q,1 = X 3 , X 4 . Also, it follows that for any closed point [I] ∈ H, we have
(1) and s 3 X 3 + s 4 X 4 ∈ I (2) for some (s 1 , s 2 ) 0 and (s 3 , s 4 ) 0, respectively, since h(−p, −1) = h(q, 1) = 1. ∈ I, and this implies that X 3 ∈ I concerning (2). Therefore, we have I 1 ⊂ I, and hence the natural surjection A/I 1 → A/I. It follows that dim(A/I 1 ) ( 
Lemma 4.4. We have dim(
. We see by following the same line that J 0 ⊂ J ′ , and thus dim(A/J 0 ) (n,d) ≥ h(n, d).
Let j ∈ {3, 4}, and set R := C[X 0 , X 1 , X j ]. For each c, n ∈ Z, consider the vector subspaces
Then we see that the polynomial ring R decomposes as follows:
Moreover, let R c n := R c ∩ R n . Then, for any weight (n, d) ∈ Z × Z/mZ, we have
Lemma 4.6. For any (n, d) ∈ Z × Z/mZ, the minimum
Proof. Take an arbitrary 0
Example 4.7. If 0 ≤ n ≤ q − p, then we have c (n,0) = 0. Indeed, suppose that R c n 0 for some c < 0. Then we can take a non-zero X
n , and we have
Consider a Z-linear map µ : Z 3 → Z 3 defined by
We see that µ is injective. Let us denote by Λ the image of µ| Z 3
≥0
, and define
The next lemma follows from the definition of µ by a direct calculation.
Lemma 4.8. The following properties are true.
Then, the vector space R λ is spanned by
Example 4.9. Let (u 1 , u 2 ) ∈ M + l,m , and λ = (0, u 1 − u 2 , pu 1 − qu 2 ). Then we have
Remark 4.9.1. The polynomial ring R has a natural Z × Z/mZ-grading defined by the G 0 × G m -action, but each graded component R (n,d) with respect to this grading is infinite-dimensional. Lemma 4.8 implies that R admits another grading, namely, the Λ-grading, such that each graded component R λ is one-dimensional. We will see below that this makes it easier to analyze the structure of the weight space R (n,d) .
Next, consider the projectionμ : Z 3 → Z 2 , (n, c, ω) → (n, c). Let µ ′ =μ • µ, and denote by Λ ′ the image of µ ′ | Z 3
. Then we have
As an immediate consequence of Lemma 4.8, we get the following Lemma 4.10. Let (n, c) ∈ Λ ′ . Then we have ω − ω ′ ∈ (q − p)Z for any (n, c, ω), (n, c, ω ′ ) ∈μ −1 (n, c).
Concerning Lemma 4.8, we also see that the minimum ω (n,c) := min{ω ∈ Z : (n, c, ω) ∈μ −1 (n, c)} exists for any (n, c) ∈ Λ ′ .
Remark 4.10.1. The maximum max{ω ∈ Z : (n, c, ω) ∈μ −1 (n, c)} also exists, and hence the vector space R c n is finite-dimensional.
Lemma 4.11. Let (n, c, ω) ∈ Λ. Then, we have n + ω < q − p if and only if ω = ω (n,c) .
Proof. First, notice that the condition (n, c, ω) ∈ Λ implies that (n, c) ∈ Λ ′ and that (n, c, ω) ∈μ −1 (n, c). Suppose that n + ω ≥ q − p, and set ω ′ = ω − (q − p).
qc−ω q−p + 1, and d j = pc−ω q−p + 1. Then, taking Lemma 4.8 into account, we see that
. By a direct calculation, we have µ (d 0 , d 1 , d j ) = (n, c, ω ′ ) , and therefore (n, c, ω ′ ) ∈ Λ. It follows that ω ′ ≥ ω (n,c) . Conversely, suppose that ω > ω (n,c) . Then we have ω − ω (n,c) ≥ q − p by Lemma 4.10. Since we have n +ω (n,c) ≥ 0 by Lemma 4.8, it follows that n +ω ≥ n +ω (n,c) +q
Definition 4.12. For each (n, d) ∈ Z × Z/mZ, we define:
Using the notation introduced above, we have different ways of expressing the weight space R (n,d) : is minimally generated by (2, 0) and (3, 1). Therefore, in view of Remark 4.3.1,
We can also calculate the following:
We see that λ (0,0) = (0, 0, 0), λ (1,0) = (1, 0, 0), and λ (2,0) = (2, 0, −2). Lemma 4.14. Let λ = (n, c, ω), λ ′ = (n, c ′ , ω ′ ) ∈ Λ (n,d) . Then we have the following.
If E l,m is toric, i.e., if we have m = a(q − p), then the following properties are true.
Proof. By Lemma 4.8, we have f λ = X n+ω
. We can write c and c ′ as c = c (n,d) + mx and c ′ = c (n,d) + mx ′ with some x, x ′ ∈ Z ≥0 , respectively. Without loss of generality, we may assume that c ≥ c ′ .
(i) We may assume that ω ≥ ω ′ . Then, by Lemma 4.10, we have ω −ω ′ = y(q − p) for some y ≥ 0. Therefore, we have
(ii) We first remark that
Taking (i) into account, we may assume that c > c ′ . Let λ ′′ be as in the proof of (ii), and
. Therefore we get
, and , ω (n,c ′ ) ). Therefore (n, c, ω (n,c ′ ) ) ∈ µ ′−1 (n, c), and we have ω (n,c ′ ) = ω (n,c) + y(q − p) for some y ≥ 0 by Lemma 4.10 and by the minimality of ω (n,c) . Further, we have q − p > n + ω (n,c ′ ) = n + ω (n,c) + y(q − p) ≥ y(q − p) by Lemma 4.11, and thus we get y = 0.
Q.E.D. by Lemma 4.14 (v). The condition c > c (n,d) implies that we can write c = c (n,d) + mx for some x > 0, and therefore we have 
⊂ I 0 by Lemma 4.14 (ii).
Therefore, we get dim(R/ I 0 ) (n,d) ≤ 1 by applying Lemma 4.14 (i) with c = c (n,d) . Similarly, we have dim(R/ I 1 ) (n,d) ≤ 1 by Lemma 4.14 (iii).
Proof of Theorem 4.2. As in the proof of Theorem 4.1, we only consider the cases where s = 0, 1. Let j = 3, i.e., R = C[X 0 , X 1 , X 3 ], and set 
B -
Throughout this and next section we assume that an affine SL(2)-variety E l,m is toric. In this section, we consider the action of the Borel subgroup B ⊂ SL(2) on H induced by the SL(2)-action on H q−p . Let us denote by H B the set of B-fixed points. Proof. Take an arbitrary [J] ∈ H B . By (1), we have s 1 X 1 + s 2 X 2 ∈ J for some (s 1 , s 2 ) 0. Since J is stable under the B-action, we see that X 2 ∈ J. By the same argument using (2), we have X 4 ∈ J, and hence (X ) = α 1 X 1 X 3 , φ(X 2 ) = α 2 X 1 , φ(X 4 ) = α 3 X 3 , and φ(X aq 1 X ap 3 ) = α 4 for some α 1 , α 2 , α 3 , α 4 ∈ C. Also, since φ is a homomorphism of S-modules, we have 0 = φ(X q−p 0 − X 1 X 4 + X 2 X 3 ) = φ(X q−p 0 ) − X 1 φ(X 4 ) + φ(X 2 )X 3 = (α 1 + α 2 − α 3 )X 1 X 3 . Notice that X 1 X 3 J 0 , since otherwise we have dim(A/J 0 ) (q−p,0) = 0, which contradicts to h(q − p, 0) = 1. Therefore we have dim Hom Q.E.D.
T
In this last section, we decide the main component H main .
Theorem 6.1. The invariant Hilbert scheme H is isomorphic to the blow-up
Bl O (E l,m ) of E l,m at the origin.
As we have seen in §1, we can construct an SL(2)-equivariant morphism η −p,−1 : H / / Gr(1, F ∨ −p,−1 ) P 1 , where the isomorphism Gr(1, F ∨ −p,−1 ) P 1 is given by t 0 X 1 ∨ + t 1 X 2 ∨ → [t 0 : t 1 ].
Analogously, we have η q,1 : H / / Gr(1, F ∨ q,1 ) P 1 .
Let η = η −p,−1 × η q,1 , and define ψ = γ × η : H / / E l,m × P 1 × P 1 .
We see that P 1 × P 1 contains exactly two orbits under the induced SL(2)-action. 
