Graded Response Method (GRM) is an alternative to multiple-choice testing where students rank options according to their relevance to the question. GRM requires discrimination and inference between statements and is a cost-effective critical thinking assessment in large courses where open-ended answers are not feasible. This study examined critical thinking assessment in GRM versus open-ended and multiple-choice questions composed from Bloom's taxonomy in an introductory undergraduate course in anthropology and archaeology (N=53students). Critical thinking was operationalized as the ability to assess a question with evidence to support or evaluate arguments (Ennis, 1993) . We predicted that students who performed well on multiple-choice from Bloom's taxonomy levels 4-6 and open-ended questions would perform well on GRM involving similar concepts. High performing students on GRM were predicted to have higher course grades. The null hypothesis was question type would not have an effect on critical thinking assessment. In two quizzes, there was weak correlation between GRM and open-ended questions (R 2 =0.15), however there was strong correlation in the exam (R 2 =0.56). Correlations were consistently higher between GRM and multiple-choice from Bloom's taxonomy levels 4-6 (R 2 =0.23,0.31,0.21) versus levels 1-3 (R 2 =0.13,0.29,0.18). GRM is a viable alternative to multiple-choice in critical thinking assessment without added resources and grading efforts.
Introduction

The Problem
Post-secondary institutions regularly include critical thinking as a learning outcome for their undergraduate programs (Behar-Horenstein & Niu, 2011; Ennis, 1991; Fliegel & Holland, 2013; Mahapoonyanont, Krahomwong, Kochakornjarupong, & Rachasong, 2010; Poondej & Lerdpornkulrat, 2015; Stanger-Hall, 2012; Stupnisky, Renaud, Daniels, Haynes, & Perry, 2008) . This is largely in response to employers who have encouraged them to develop critical thinking in their students as transferable skills for success in the workplace (Barnett & Francis, 2012; Halpern, 2014; Hyytinen, Nissinen, Ursin, Toom, & Lindblom-Yianne, 2015 ). Today's workplace is such an information rich environment that it is important for individuals to be able to evaluate alternative forms of evidence (Ku, 2009) . The development of critical thinking in education therefore, involves teaching techniques that emphasize "how to think" rather than "what to think" (Daud & Husin, 2004, p. 478 ).
Importance of the Problem
Although critical thinking is a common educational goal, teaching critical thinking is not a straightforward task. The definition of critical thinking, and consequently how to accurately assess it, is diverse in the literature (see Ennis, 1993; Facione, 2000; Fliegel & Holland, 2013; Halpern, 2001; Halonen, 1995; Kerkman & Johnson, 2014; Norris, 1989) . Most definitions acknowledge that critical thinking is a process by which individuals form a solution and evaluate their thought process by demonstrating the reasoning they used to support their conclusions (Ennis, 1993; Facione, 2000; Halpern, 2001; Kerkman & Johnson, 2014) . Wilson-Mulnix (2012, p. 465) states that the fundamental skills underlying all critical thinking definitions is the ability of the thinker to "acquire, develop, and exercise the facility to grasp inferential connections holding between statements". The definition, therefore, incorporates thinking critically about the course material through an assessment of the question with the application of evidence to support or evaluate the argument (Bassett, 2016; Ennis, 1993; Gellin, 2003; Loes, Salisbury, & Pascarella, 2015; Watson & Glaser, 2008) . This involves a number of skills that are necessary for critical thinking such as interpretation, analysis, inference, decision-making (i.e. evaluating your reasoning), and problem solving (Ennis, 1985; Facione, 2000; Barnett & Francis, 2012) . These skills correspond with the higher levels of Bloom's taxonomy, which emphasize higher order thinking versus rote skills, such as factual recall of course material at Bloom's lower levels (Barnett & Francis, 2012; Ennis, 1985; 1993; Krathwohl, 2002; Seaman, 2011) .
Relevant Scholarship
It is widely held that critical thinking is best assessed through open-ended problems or argumentative essay questions, where students can demonstrate their reasoning and the ability to defend their arguments (Ennis, 1989; 1993; Halpern, 2003; Ku, 2009; Taube, 1997; Parmenter, 2009; Sommer & Sommer, 2009; Walstad & Becker, 1994) . However, in large introductory courses, open-ended questions are often not feasible for practical reasons. Multiple-choice questions are used instead due to resource constraints and the efficiency of grading (Ennis, 1993; Kim, Patel, Uchizono, & Beck, 2012; Parmenter, 2009) . There is much debate about whether multiple-choice questions are capable of testing critical thinking (Bassett, 2016; Kerkman & Johnson, 2014; Ku, 2009; Stanger-Hall, 2012) . The very nature of multiple-choice means that students are required to select the correct option. This precludes them from demonstrating their reasoning and evaluating their own criteria to form a solution. They are unable to demonstrate synthesis, analysis, and problem-solving (Bassett, 2016; Ennis, 2003; Halpern, 2003; Norris, 1989; Norris, 2003) . As a consequence, multiple-choice testing has been associated with information reproduction rather than information synthesis (Fink, 2003) . Ironically, Parmenter (2009) found that students prefer multiple-choice testing over open-ended exams because multiple-choice often requires less study effort, involves less difficult questions, and includes the process of elimination or even guessing to find the correct answer. Alternatively, students thought that multiple-choice did not reflect their comprehension and knowledge of the material as well as open-ended questions, and that multiple-choice was less fair because it did not allow for partial credit (Parmenter, 2009 ). Kerkman & Johnson (2014) point out that multiple-choice questions do involve a component of the definition of critical thinking because students must evaluate the relative validity of each option to decide which one best answers the question. Several studies have suggested that carefully constructed multiple-choice questions using the higher cognitive levels of Bloom's taxonomy (Bloom, 1956; Krathwohl, 2002; Seaman, 2011) may assess higher order thinking skills in students (Kibble & Johnson, 2011; Kim et al., 2012; Morrison & Free, 2001; Naastreom, 2009; Nevid & McClelland, 2013; Tiemeier, Stacy, & Burke, 2011; Su, Osisek, & Starnes, 2005; Zheng, Lawhorn, Lumley, & Freeman, 2008) . Problem-based questions, practical scenarios, case studies, as well as data or image analysis have also been suggested as methods to develop critical thinking skills in multiple-choice testing (Azer, 2003; Bassett, 2016; Holmes, Wieman & Bonn, 2015; Ku, 2009; Morrison & Free, 2001; Su, Osisek, Montgomery & Pellar, 2009 ). Bassett (2016) and Ennis (1993) added a metacognition component to multiple-choice questions that allowed students to provide a rationale for their option choice. Similarly, Kerkman & Johnson (2014) gave students a multiple choice "challenge" in which students could argue against the correct solution after the exam answer key was distributed. The drawback to these creative attempts to develop critical thinking in multiple-choice tests is that they require additional resources and they have not been tested against open-ended exams. Hickson, Reed, & Sander (2012) found no difference in grade outcomes between multiple-choice and open-ended questions (called constructed response questions in their study) in a large sample (N=7754) from two first year undergraduate economics courses. They used the levels of Bloom's taxonomy to construct the questions and suggested that similar grade outcomes indicated a comparable level of higher order thinking between the question types. Similarly, Barnett & Francis (2012) found that critical thinking was significantly greater in students who were given higher order questions based on Bloom's taxonomy on quizzes regardless of whether they were multiple-choice or essay format. In fact, in their study students who were given higher order multiple-choice questions had a significantly greater increase in critical thinking as measured by the Watson Glaser Critical Thinking Appraisal (short form) over students who were given factual essay questions (Barnett & Francis, 2012) .
Hypothesis and Correspondence to Research Design
Recently, deBraga, Boyd & Abdulnour (2015) suggested that ranking options rather than just choosing one correct answer in a multiple-choice question may be a way to incorporate critical thinking into the convenience of a multiple-choice format. This Graded Response Method (GRM) allows students to rank multiple-choice options in order of their relative accuracy to answer the question. They demonstrated a positive correlation (p = 0.388, N=31) between the GRM and an objective critical thinking test (i.e. Watson-Glaser Critical Thinking Appraisal) (deBraga et al., 2015; Watson & Glaser, 2006) . The GRM is based on the graded response model that was developed by Samejima (1969) as a statistical archetype founded on the allocation of partial credit by the ordering of item responses (see Matteucci & Stracqualursi, 2006) . Su et al., (2009) tested a similar concept to increase higher order thinking in multiple-choice exams in their nursing program. They created multiple-choice questions where the students were asked to choose the most appropriate option in a clinical scenario when all of the options were plausible. They found improvements in p-values (item difficulty) and point biserial index (ability to discriminate knowledge of course content) with the revised questions over standard multiple-choice. The authors suggested that students elicited higher order thinking because they were required to have a high discriminative capacity with the ability to evaluate multiple coinciding factors in order to answer the questions (Su et al., 2009 ).
The purpose of this pilot project was to examine the assessment of critical thinking in GRM questions by comparing them with open ended short answer questions and multiple-choice questions composed from the cognitive levels of Bloom's taxonomy in an introductory undergraduate course in anthropology and archaeology (N=53 students). Critical thinking was operationalized in terms of the ability to assess a question with the application of evidence to support or evaluate the argument (Barrett, 2016; Ennis, 1993; Gellin, 2003; Loes, Salisbury, & Pascarella, 2015; Watson & Glaser, 2008) . We predicted that students who performed well on multiple-choice questions from Bloom's taxonomy levels 4 through 6 and open-ended short answer questions would also perform well on the GRM questions involving the same concepts. In addition, it was predicted that these high performing students would have higher overall grades in the course. Our null hypothesis was that question type would not have an effect on the assessment of critical thinking.
Method
The introduction to biological anthropology and archaeology is a first-year undergraduate course at a large, research focused, Ontario University. This study was conducted during the summer session 2016. There is no pre-requisite for the course and the majority of students take the course in the summer session for a science breadth requirement. Two quizzes worth 15% each of the final grade (20 multiple-choice, 7 GRM, 5 open-ended short answer) and one final exam worth 40% of the final grade (60 multiple-choice, 8 GRM, 8 open-ended short answer) were comprised of all three question types (i.e. multiple-choice (MC), graded response method (GRM) and short answer (open ended questions). The multiple-choice (MC) questions were composed according to the levels of Bloom's taxonomy. The three question types involved the same course material so that the investigators could assess whether question type was related to the ability of the participants to correctly answer the question. GRM questions were composed by the instructor (a primary investigator in the study) and reviewed by three teaching assistants in the course.
How Assessment Was Undertaken
Students were given an overview of the GRM in an introductory lecture by the investigators. In addition, two practice GRM questions were included at the end of their weekly lab assignments so that question familiarity was not a limiting factor in their ability to answer. Students could work in their lab groups to answer these practice GRM questions. They were then taken up and discussed with the teaching assistant. Collaborative small group, written lab assignments were worth 25% of the final grade, and participation in an online problem-based learning exercise was worth 5% of the final grade. The Student Opinion Survey at the end of the course invited students to comment on their perception of any differences between question types. The study examined the relationship between question type and the level of higher order thinking. The analysis of the data examined the correlation between student answers (N=53) for different question types that have been ranked on similar levels of the Bloom's taxonomy and involved the same information (e.g. the same theory). Please refer to the Appendix for an example of the question types from this study.
Participant (Subject) Characteristics
Participants were registered in the summer iteration of an introductory anthropology course. The student population represented a diverse demographic and was made up of 53 participants. Students were provided with a formal consent letter identifying their role in the investigation and were assured that at no time would their participation negatively impact on their course grade. To ensure this procedure, the data was used as an aggregate and therefore no individual student could be identifiable to the course instructor.
Sampling Procedures & Data Gathering
Student performance on each test was compared across all three tests and only students completing all three tests (i.e., quizzes 1 & 2 and the final exam N=53) were included in the final analysis. Grade distribution was tested for normality using the Shapiro-Wilk test. The null hypothesis assumed a-priori that grades would not be normally distributed. Normal distribution of the data is essential to properly frame the analysis as strongly skewed data would be suggestive of additional variance that could not be readily explained. The null hypothesis was rejected and data was found to be normally distributed. Data was then subjected to a maximum likelihood analysis using the VGAM statistical package with the "vglm-tobit" command, which tests for the strength of the correlation between data that is representative of vector generalized linear models (Yee, 2015; Yee & Hastie, 2003) . The analysis was completed using the open source software "R-studio" version 3. Multiple-choice (MC) questions were segregated and pooled by combining the scores for all questions on each separate test and then taking the average for all MC questions that were segregated prior to administration, using Bloom's taxonomic categories. Questions identified as belonging to Levels 1, 2, & 3 were thus averaged for each test independently. The same procedure was repeated for MC questions assigned, under Bloom's methodology, as belonging to Levels 4, 5, & 6. The average scores for each of the MC tests was then compared to the results for each of the average GRM and short answer scores for all three tests. The null hypothesis being tested, was that student performance on the GRM would not show any preferred correlation across MC question types. In other words, there should be no difference in the strength of the correlation between GRM scores and either MC level 1-3 or MC level 4-6. In addition, the null hypothesis also predicted that the GRM performance would not serve as a statistically valid predictor of student performance on open-ended short answer questions. Finally, we examined the predictive value of each question type with respect to students' final grades as a combined average across all three tests. This project was approved by the Social Sciences, Humanities and Education Research Ethics Board according to the Tri-Council Policy Statement on Ethics (protocol reference number 33158).
Results
The data below is examined sequentially starting with a test for correlation between GRM and MC levels 1-3, followed by an evaluation of the same relationship between GRM and MC levels 4-6, and finally between GRM and short answer questions. When examining the strength of the correlation between GRM and MC levels 1-3, two tests (Quiz 1 and Final Exam) showed only a weak correlation, but Quiz 2 showed a moderate correlation between GRM and MC levels 1-3 question types (Table 1) . Table 3 displays the strongest correlation between open-ended short answer questions and GRM questions, with an R 2 of 0.56.
Recruitment
Students involved in this investigation were enrolled in an introductory anthropology course and represented both science and non-science students. Recruitment was automatic with enrolment in the course. Description: Analysis for all three separate tests showed a moderate to moderately strong (*) correlation between student performance on GRM questions to MC level 4-6 question types. 
Statistics and Data Analysis
Discussion
The results of this study illustrate that the graded response method (GRM) does correlate with higher order thinking questions of multiple-choice (according to Bloom's taxonomy), and generally for the open-ended short answer questions. However, the correlation with open-ended short answer questions was not consistent throughout the course.
There were consistently higher correlations between the GRM and MC questions from Bloom's taxonomy levels 4-6 (R 2 = 0.23, 0.31, 0.21 respectively) versus levels 1-3 (R 2 = 0.13, 0.29, 0.18 respectively). This suggests that the GRM questions are comparable to higher order MC questions and supports the notion that the GRM is a viable alternative to multiple-choice in the assessment of critical thinking without added resources and grading efforts. It has been argued that because students rank the relevancy of each option to the question in GRM, they use a higher degree of discrimination and inference between statements and therefore elicit greater critical thinking skills over traditional MC (deBraga et al., 2015; Su et al., 2009) . In this way, GRM may reduce the tendency in forced choice testing towards student study strategies that emphasize ways to recognize the correct option rather than think critically about the inferences between options (Ennis, 1993) .
It is important to keep in mind however, that other limitations of multiple-choice testing in the assessment of critical thinking may still apply to the GRM. There are inherent limitations in forced choice testing. For example, Ennis (1993, p. 181) points out that multiple-choice options do not allow students to come up with their own solutions and use creativity in problem solving based on "differences in the background beliefs and assumptions between the test maker and the test taker". Similarly, students are not able to provide a rationale for their rankings in GRM questions.
In our study, the comparison of GRM to open-ended short answer questions was less consistent throughout the course than the GRM to MC relationship. In both quizzes there was a weak correlation between the GRM and short answer questions (R 2 = 0.15), however there was a strong correlation in the final exam (R 2 = 0.56). This could reflect an increasing familiarity with the GRM questions as the course progressed. By the final exam, students had developed a test strategy to revise the GRM after they had written their short answers for the same course material. This aligns with Hickson et al., (2012) in their study of both multiple-choice and open-ended questions. They suggest that by including more than one question type in a single test it changes the study strategy of students in comparison to a multiple-choice only setting. In our study, the short answer questions in the final exam acted as a means for students to provide a rationale for their GRM rankings. It appears that it was not until the end of the course that the students realized that the GRM and short answers covered the same practical problems (see Appendix for an example of the question types). Another factor in the discrepancy between the correlations in the final exam versus the quizzes may be that the GRM and short answer questions on the final exam made up a larger portion of their final grade (40% of the final grade) than the quizzes (15% each). The students had more time and appeared to make more of an effort to work through the GRM and short answers in the exam. A testing effect may also have played a part in the higher correlation between exam GRM and short answer questions (Toppino, Thomas, & Cohen, 2009; Veltre, Cho, & Neely, 2015) . The course material for the final exam included the information from both quizzes, but the quizzes themselves did not have overlapping information. Before the exam there was an optional review session with sample quizzes where the students practiced GRM questions. Fukuzawa, Goodman, & Jankowski (2015) demonstrated in an earlier iteration of the same course that self-selected attendance at the exam review resulted in an overwhelming participation by students with term grades of 80% or more. Review session attendees performed significantly better on the final exam in comparison to other students in their grade cohort for all grade categories.
Inconsistencies between the correlations of the GRM with other question types emphasizes the importance of the relationship between course design, instruction, and forms of assessment (Barnett & Francis, 2012; deBraga et al., 2015) . GRM critical thinking skills must be developed, practiced, and reinforced in the instruction of the course. This may require an entire course redesign to develop critical thinking skills through student centered teaching techniques (see deBraga et al., 2015) . Su et al., (2009) changed lecture-based classes to student centered case study discussions to facilitate their revisions in the multiple-choice questions to include plausible options. Similarly, Barnett & Francis (2012) suggest that instructional techniques to encourage and develop writing skills may play a part in the student's ability to express their ideas in open-ended questions.
In our study, in an end of course survey students did express an appreciation for the practice of GRM questions in the lab. They evaluated that portion of the lab highly for the discussion it generated around specific concepts. However, they evaluated the GRM questions on the quizzes and the exam negatively. This probably reflected the collaborative nature of the GRM questions in the lab to generate discussion and engagement in the material, which was not possible during test taking. The lack of collaboration for GRM questions on the tests meant that students had less confidence in their answers. Students also found the GRM questions to be time consuming in the stressful test setting, and preferred multiple-choice or short answer. The students did acknowledge an appreciation for the ability to achieve partial grades for a GRM question over the standard multiple-choice question. However, they felt that the first and last GRM options were easy to decipher but the second and third rankings were confusing and convoluted. This may reflect the quality of the GRM questions.
GRM questions require significantly more time to effectively compose in comparison to multiple-choice questions. This is especially true in courses where the course material is largely qualitative and open to interpretation. GRM seems to work best in courses with a range of finite quantitative solutions like statistics (see Matteucci & Stracqualursi, 2006) or biology (deBraga et al., 2015) . In this anthropology course, there was much discourse and discussion around the order of the options amongst the teaching assistants. Differences in their level of knowledge for course material led to different interpretations on the ranking of GRM options. It was difficult to compose GRM questions from the perspective of the varying knowledge of the students, while taking into consideration their interpretation of course material.
It was expected that the highest achieving students would also have the highest scores in all question types. Student performance on the multiple-choice and short answer questions was a strong predictor (MC: R 2 = .44; short answer: R 2 = 0.55) of a student's final grade. There was a moderate correlation between GRM performance (GRM: R 2 = 0.25) and final grade. This most likely reflected question type familiarity as students overall found the GRM questions difficult to navigate at the beginning of the course. It was the first time that any of the students had written GRM assessments.
Limitations of Study
The small sample size (N = 53 out of 100 students registered in the course) may have resulted in a sample bias. The use of three question types in a single assessment may have altered the testing strategy of students in comparison to one question type per assessment (Hickson et al., 2012) . There is no question that the assessment of critical thinking is diverse across the literature (Norris, 1989; Wilson-Mulnix, 2012) . Identifying objective standards to test critical thinking is variable depending on whether critical thinking is considered to be a composite of generalized skills or contextual within a specific discipline (Behar-Horenstein & Niu, 2011; Tsui, 2002) . It seems that there are universal skills in almost all definitions of critical thinking. However, some argue that the definition of critical thinking is "too vague to guide us in developing and judging critical thinking assessment" (Ennis, 1993, p. 179) . A quantitative critical thinking assessment of the GRM (e.g. Watson-Glaser Critical Thinking test) in comparison to higher order MC and open-ended questions would provide insight into GRM as an effective critical thinking tool.
Conclusion
The GRM is a cost-effective alternative to multiple-choice testing where options are ranked according to their relative accuracy to answer a question. As we predicted, students who performed well on MC questions from higher Bloom's taxonomy levels (i.e. levels 4-6) and open-ended short answer questions generally performed well on GRM questions involving the same concepts. Also, high performing students on all three question types had better overall course grades. The null hypothesis that question type would not have an effect on critical thinking assessment was rejected. This suggests that GRM questions are comparable to higher order MC questions and supports GRM as a viable alternative to MC in critical thinking assessment. However, there are limitations to the effectiveness of GRM questions, particularly in subjects with qualitative course material. In addition, GRM questions require significantly more time to compose than standard multiple-choice testing.
While acknowledging that there are limitations, notably in the time required to conceive GRM style questions, the apparent challenge is mitigated by the GRM's strength in providing an additional opportunity for the test designer to verify or quantify the degree of difficulty of the test question. We suggest that the use of the GRM is an excellent method for ensuring greater test question complexity, which in turn will help to contribute to better test question design even when using traditional MC tests. We recommend that future research be undertaken to standardize the components of GRM questions in courses with quantitative course material.
