Abstract. Given a C 1,1 -function f : U → R (where U ⊂ R n open) we deal with the question of whether or not at a given x 0 ∈ U there exists a local minorant ϕ of f of class C 2 that satisfies ϕ(x 0 ) = f (x 0 ), Dϕ(x 0 ) = Df (x 0 ) and D 2 ϕ(x 0 ) ∈ Hf (x 0 ) (the generalized Hessian of f at x 0 ). This question is motivated by the second-order viscosity theory of the PDE, since for nonsmooth functions, an analogous result between subgradients and first-order viscosity subjets is known to hold in every separable Asplund space. In this work we show that the aforementioned second-order result holds true whenever Hf (x 0 ) has a minimum with respect to the semidefinite cone (thus in particular, in one dimension), but it fails in two dimensions even for piecewise polynomial functions. We extend this result by introducing a new notion of directional minimum of Hf (x 0 ).
Introduction
Rademacher's theorem asserts that every Lipschitz continuous function f : U → R k , where U is a nonempty open subset of R n , is almost everywhere differentiable with respect to the Lebesgue measure, thus in particular, the set dom Df of points where the derivative of f exists is dense in U. Given any x 0 ∈ U, one of the primary notions of standard variational analysis is the notion of generalized Jacobian Jf (x 0 ) (respectively, subdifferential ∂f (x 0 ), if k = 1, i.e. f : U → R) defined as follows:
Jf (x 0 ) := q ∈ R n×k : q = lim xn→x 0
Df (x n ), x n ∈ dom Df ,
that is, Jf (x 0 ) is the set of all possible limits of derivatives of f (identified to their Jacobian matrix) at points in dom Df converging to x 0 (see for example [2] , [8] , [10] , [7] ). Note that the fact that the derivatives exist in a dense set together with the boundedness of their norms (by the Lipschitz constant of f ) guarantee that the generalized Jacobian Jf (x 0 ) is always nonempty and compact. Another standard notion in the literature is the notion of the Clarke Jacobian [2, Section 2.6], denoted by J o f (x 0 ), (respectively, Clarke subdifferential ∂ o f (x 0 )) which is defined as the convex hull of Jf (x 0 ).
In case of real-valued functions, the Clarke subdifferential is known to contain the so-called Fréchet (or regular [16] ) subdifferential ∂f (x 0 ) := p ∈ R n : lim inf
The above subdifferential∂f (x 0 ) is sometimes called viscosity subdifferential, because in every separable Asplund space (more generally, in every Banach space admitting a Fréchet differentiable renorming) the elements of∂f (x 0 ) can be identified to the first-order viscosity subjets in the following sense (see [1] , [6] , [9] and references therein): p ∈∂f (x 0 ) if, and only if, there exists a C 1 local minorant ϕ of f satisfying
Dϕ(x 0 ) = p.
In the above formula, since x 0 is a local minimizer of the (nonsmooth) function f − ϕ, the second line of (3) actually interprets the first-order necessary optimality condition 0 ∈ ∂(f − ϕ)(x 0 ). At the same time, formula (3) relates subdifferential theory to the notion of first-order viscosity subsolutions of Partial Differential Equations (see [3] e.g.). The last two decades the second-order viscosity theory has been developed to cover the fully nonlinear partial differential equations (see [4] for details). A natural question is thus arising, on whether or not the previous correspondence can be extended to the second-order setting. This has been one of the motivations of this work.
In the sequel, f : U ⊂ R n → R denotes a C 1,1 function (i.e., f everywhere differentiable and Df : U → R n locally Lipschitz continuous). Then formula (1) applied to the derivative function Df gives the so-called generalized Hessian of f at x 0 Hf (x 0 ) := A ∈ R n×n : A = lim
and its convex envelope defines the Clarke Hessian H o f (x 0 ). In the literature of nonsmooth analysis there are many works on this topic, see for example [7] , [15] , [10] and references therein. See also [14] for applications to positive semidefinite optimization, as well as [11] , [12] for some generalizations. In this setting, a second-order result -analogous to (3)-reads as follows:
(Q) Does there exist a local minorant ϕ of f around x 0 of class C 2 satisfying
Since x 0 is a local minimizer of the function f − ϕ, a relaxation of (iii) to the following condition
would correspond to a second-order necessary optimality condition for f − ϕ. (As usual, the notation A D 2 ϕ(x 0 ) means that the (symmetric) matrix A − D 2 ϕ(x 0 ) has non-negative eigenvalues.) This weaker version of (Q) will be always true (Remark 10). However, (Q) is much more demanding, since it asserts equality: A = D 2 ϕ(x 0 ).
The above question has a positive answer whenever the generalized Hessian has a minimum element (Corollary 4), that is, whenever there exists A * ∈ Hf (x 0 ) such that for all A ∈ Hf (x 0 ) we have A A * . This is always the case in dimension one (Corollary 5), but notice that the element of Hf (x 0 ) that satisfy (Q) might hold be unique (Example 6). In R n the existence of a minimum for the generalized Hessian is a very restrictive condition and can only guaranteed in very particular cases (Theorem 17).
Our sufficient condition is then extended to the case where Hf (x 0 ) admits a directional minimum (Theorem 3), a notion that we make precise in Section 2. In what follows we show that directional minima may not exist (Example 7) or may not be unique (Example 8), while under an additional regularity assumption, they characterize the elements of Hf (x 0 ) for which (Q) has a positive answer (Theorem 23).
However (Q) has a negative answer in general: we provide an example of a C 1,1 function in R 2 for which (Q) fails (Example 9), even if condition (iii) is relaxed as follows:
At this stage, let us observe that a stronger statement asserting that all generalized Hessians can be represented as second derivatives of such minorants would not have any chance to hold. To see this, let us consider the following simple one-dimensional example:
Indeed, one easily sees that H o f (0) = [1, 2] while any C 2 minorant ϕ of f with ϕ(0) = f (0) = 0 and ϕ (0) = f (0) = 0 should necessarily satisfy ϕ (0) ≤ 1. This example seems to indicate that in the one-dimensional case -where (Q) has a positive answer-the only element of the Clarke Hessian with this property is its minimum. Even if this comes about to hold for most functions we meet in practice, an easy example reveals that this assertion is not true in general (Example 6). Example 7 reflects the same situation of non-uniqueness in n-dimensions but the generalized Hessian does not have directional minima. In Example 16, all matrices in the generalized Hessian are diagonal, there is no minimum element and (Q) is satisfied by a unique element.
Notation. In the sequel, for any set K ⊂ R m , we denote by K (respectively, intK) the topological closure (respectively, interior) of K. Further, given t ∈ R and a ∈ R m we shall use the abbreviate notation a + tK for the set {a + tx : x ∈ K} and we denote by B(x, r) the closed ball centered at x ∈ R n with radius r > 0. We denote by x the norm of x ∈ R n and by x, y the scalar product of x, y ∈ R n . Let W stand for the transpose of any n × k matrix W . Under this notation, identifying the vector x ∈ R n with an n × 1 matrix, we have x · x = x, x = x 2 ∈ R, while x · x gives rise to a symmetric n × n matrix.
Further, given a real-valued function f defined on some subset of R m , we shall denote by dom f its domain and by Df (x) (respectively, D 2 f (x)) the first (respectively, second) derivative of the function f at a point x ∈ R m , whenever they exist. We also denote by dom Df and dom D 2 f the domains of Df and D 2 f respectively. In case m = 1, the simplified notation f (x) (respectively, f (x)) will be in use. If the domain of f is a closed interval [a, b] of R we say that f is (twice) differentiable at x = a if the (second) right derivative exists, and we keep the same notation f (a) (resp. f (a)) to denote the right derivatives.
Let further S n denote the set of symmetric matrices. This set is partially ordered by the cone S n + of positive semidefinite matrices: for A, B ∈ S n we write A B whenever A − B ∈ S n + . Given K ⊂ S n , if there exists A * ∈ K with the property K ⊂ A * + S + n , then A * is the minimum of K with respect to the aforementioned order and will be denoted by min K (note that min K might not exist).
Main results
We consider the set of local C 2 minorants of f at x 0 coinciding with f at zero (and first) order
where V is some neighborhood of x 0 . Note that ϕ ∈ M f (x 0 ) implies Dϕ(x 0 ) = Df (x 0 ). According to [4] , the set of second-order subjets of f at x 0 is defined by
In our analysis we shall rather use the projection of the above set onto S n , that is,
With this notation, (Q) can be reformulated as follows:
Is it true that for any C 1,1 function f and any x 0 ∈ dom f
Note that (Q) obviously yields H o f (x 0 ) ∩ J 2 f (x 0 ) = ∅ and that, thanks to the convexity of H o f (x 0 ) and J 2 f (x 0 ), the latter is always a convex set. We first deal with a positive result to the problem (Q) in the case that the generalized Hessian of f at x 0 has directional minimum. Let us define formally this notion, for any
Definition 1 (Directional minimum element of a generalized Hessian). We say that M ∈ Hf (x 0 ) is a directional minimum of Hf (x 0 ) if for all X ∈ Hf (x 0 ) and all v ∈ T f,x 0 (X) we have
Obviously, a minimum element of Hf (x 0 ) (with respect to the cone S n + of the positive semidefinite matrices) is necessarily a directional minimum, since the above inequality should then hold for all v ∈ R n , and not only for those in T f,x 0 (X). Thus the notion of directional minimum is weaker. Notice that since f ∈ C 1,1 , for all unit vectors v we have
In particular, M is a directional minimum of Hf (x 0 ) if and only if for all v ∈ R n and
We specify better how to construct elements in K f,x 0 (v), using the following notation: for a unit vector v ∈ R n define
Notice that C v is a nonempty open set satisfying 0 ∈ C v \ C v and tv ∈ C v for all t > 0.
Lemma 2 (Convergence within a prescribed tangent). If {x
Proof. Let {x n } n be a sequence as in the statement, then by definition of C v if we set
As n → +∞ we get the conclusion.
In the sequel we define for all x 0 ∈ R n , r > 0 and v ∈ R n with v = 1 the set
Our main sufficient condition for solving problem (Q) is contained in the following result.
Theorem 3 (Hessian with directional minimum element).
Let U be an open subset of R n , x 0 ∈ U and f : U → R be a C 1,1 function.
Proof. There is no loss of generality to assume that U is convex and that f (x 0 ) = 0 and Df (x 0 ) = 0. Consider now some r 0 > 0 such that Df is Lipschitz continuous on B(x 0 , r 0 ) ⊂ U . Let M ∈ S n be as in the statement and fix d ∈ R n with d = 1 and r ∈ [0, r 0 ]. We define
Note that ϕ d is a real-valued nonincreasing function, so that
defines a nondecreasing function which is in fact upper bounded by a constant independent of d.
Using the upper semicontinuity of the multifunction x → Hf (x) at x 0 we deduce that for every ε > 0 there exists δ > 0 such that
We now claim, shrinking δ > 0 if necessary, that the following stronger conclusion holds:
Indeed if this is not the case, we can find ε > 0 and a sequence {x n } n ⊂ C r 0 x 0 ,v satisfying
. By definition of Hf (x n ) we can slightly modify the sequence {x n } n to a sequence {y n } n ⊂ C r 0
Taking a subsequence if necessary, we may assume A n → X ∈ S n . Using the upper semicontinuity of x → Hf (x) we deduce X ∈ Hf (x 0 ), which in view of the fact that (
This provides a contradiction.
For some x ∈ C δ x 0 ,d and T ∈ Hf (x) ∪ {M } (both depending on ε and d) we have
Let us assume that T ∈ Hf (x) (the case T = M is simpler). Since T can be written
(which is real-valued and nondecreasing) satisfies:
Consider the function
and apply the second-order expansion of f 1 (cf. [7, Theorem 2.3] ). Then for some z ∈ (x 0 , x) and S ∈ co Hf 1 (z) we have
where (9) and (11) we deduce
which in view of Lemma 25 (Appendix) yields
where ψ(0) = ψ (0) = ψ (0) = 0 for some C 2 function ψ, and whenever x − x 0 sufficiently small. Defining
Corollary 4 (Hessian with minimum element). Let U be an open convex subset of R n , x 0 ∈ U and f : U → R be a C 1,1 function. If Hf (x 0 ) has a minimum element, then (Q) holds.
In the one-dimensional case (n = 1), since H o f (x 0 ) = co Hf (x 0 ) is a segment, the subset Hf (x 0 ) has a minimum thus the previous result applies.
Corollary 5 (One-dimensional case). Let f : I ⊂ R → R be a C 1,1 function and x 0 ∈ I. Then for some ϕ ∈ M f (x 0 ) we have ϕ (x 0 ) = min Hf (x 0 ).
The above corollary might lead to the erroneous conclusion that the only element of the Clarke Hessian that can be represented by a subjet is its minimum (see also the example given by (5) in the introduction). In fact this is true for piecewise C 2 functions (in this case for some δ > 0 the restrictions of f onto [x 0 , x 0 + δ) and (x 0 − δ, x 0 ] are C 2 and Hf (x 0 ) contains at most two elements) but fails for C 1,1 functions with oscillating second derivatives, as the following example shows:
Example 6 (Non-uniqueness of solution of (Q) in R). Let f : R → R be the following C 1,1 function:
Note that f (0) = 0 (but f is not C 2 around 0) and
Since f admits a secondorder Taylor series around x = 0, we deduce using Lemma 25 that there exists ϕ ∈ M f (0) with ϕ (0) = 0. It follows easily that
showing that the element of Hf (x 0 ) that satisfies (Q) need not be unique.
A slight modification of the above example provides an example in R n which proves that the existence of a (directional) minimum element of the generalized Hessian is not a necessary condition for (Q) to hold.
Example 7 ((Q) holds but Hf (x 0 ) has no directional minima). Let F : R n → R be the following function (n ≥ 2):
where f is given by (12) . Then it can be easily verified that F is twice differentiable everywhere, with
where u := x/ x , Id n denotes the n × n-identity matrix and u stands for the transposed of the (column) vector u. It follows easily that F is C 1,1 (but not C 2 around 0) and
Moreover, for v = 1 we have
We first remark that HF (0) does not possess a directional minimum element. Indeed, whenever w is a unit vector normal to v, each element of HF (0) of the form A = t v v is never a minorant of B = −w w ∈ K F, 0 (w) in the direction of w.
Consider now some ϕ ∈ M f (0) with ϕ (0) = 0 (see Example 6); we define Φ := (ϕ • . ) and we observe that Φ is of class C 2 , with
We also remark that the null matrix is not the unique solution. We can easily characterize all solutions of (Q):
, and observe that D 2 Φ(0) = t v v . Thus,
We provide a further example to illustrate Theorem 3 and the fact that directional minima of Hf (x 0 ), when they do exist, may not be unique.
Example 8 (Non-uniqueness of directional minima). Consider the following regions in the first quadrant of R 2
and let f : R 2 → R be defined as follows:
and
Then we obtain
The first two matrices are bigger than the last two, which are not mutually comparable. Moreover one easily checks that each of the two matrices
is a directional minimum so they are elements of Hf (0, 0) ∩ J 2 f (0, 0). Also ϕ ≡ 0 ∈ M f (0, 0) and 0 = D 2 ϕ(0, 0) ∈ J 2 f (0, 0) is not comparable with either of the two elements in (14) although from the point of view of optimization ϕ is the most interesting test function since f has a minimum point at (0, 0).
We shall now present an example of a piecewise quadratic function in R 2 (whose Hessian at a given point x 0 has no directional minima and) for which (Q) has a negative answer.
Example 9 (Failure of (Q) for a C 1,1 -function in R 2 ). There exists a (piecewise quadratic)
(Construction of the counterexample.) Let us consider the following six open subsets of R 2 .
cl Ω i and let f : R 2 → R be defined as follows:
It is straightforward to see that f is well-defined and continuous. On each of the six open subsets Ω i the function f coincides with a quadratic function. One can easily verify that f is differentiable at each (x 1 , x 2 ) ∈ R 2 and the derivative function Df is Lipschitz continuous of constant K := 3 in R 2 (the spectral radius of each Hessian matrix D 2 f (x 1 , x 2 ) is less or equal to 3 for all (
i=1 Ω i ). Letx = (0, 0) and note that f (0, 0) = 0 and Df (0, 0) = (0, 0), while the generalized Hessian Hf (0, 0) consists of the following six elements (corresponding to each of the six quadratic forms in the definition of f ):
Let us show that none of these matrices can be the second derivative of a minorant ϕ ∈ M f (0, 0). Indeed, the five diagonal matrices can be easily excluded: if for some ϕ ∈ M f (0, 0) one has
where λ 1 , λ 2 ∈ R + and at least one of them is (strictly) positive, then since ϕ(0, 0) = f (0, 0) = 0 and Dϕ(0, 0) = Df (0, 0) = (0, 0), the second-order Taylor series of ϕ around (0, 0) would yield
A contradiction arises by considering points either of the form (t, 0) or of the form (0, t), for |t| sufficiently small. The second matrix can also be excluded, since it would correspond to a minorant ϕ(x 1 , x 2 ) = 2x 1 x 2 − 2 −1 (x 2 1 + x 2 2 ) + o(x 1 , x 2 ) which would fail to be majorated by f on the line {(t, t) ∈ R 2 : t < 0}. For essentially the same reason, no convex combination of the matrices in Hf (0, 0) is representable by a subjet. Thus (15) holds true and the construction is complete. Notice that f ≥ 0 and it has a minimum at the origin, in particular ϕ ≡ 0 ∈ M f (0, 0) so that the null matrix is in J 2 f (0, 0) and it is a maximal element of this set, but it is not an element of H o f (0, 0). Nonetheless, Hf (0, 0) contains an element with strictly negative eigenvalue. Indeed the set Hf (0, 0) seems to contain too much information from the point of view of nonsmooth analysis, as it contradicts standard second-order necessary conditions for local minima.
As already stated in the introduction, the cone relaxation (iv) of condition (iii) of (Q) always yields a positive answer. This is the aim of the following remark.
Remark 10 (Cone relaxation). Let f : U ⊂ R n → R be a C 1,1 function and x 0 ∈ U . Then for any M ∈ J 2 f (x 0 ) there exists A ∈ Hf (x 0 ) such that A M .
Proof. Let us recall that every C 1,1 -function, being lower-C 2 ([5, Remark 3.3] e.g.), is semiconvex. Thus the above statement is a simple consequence of Jensen's Lemma (see [4, Appendix] ). Let us recall this argument for completeness. Fix any ϕ ∈ M f (x 0 ) and set M := D 2 ϕ(x 0 ). Then the function f − ϕ attains a local minimum at x 0 . Moreover, modifying ϕ if necessary (but keeping invariant its second derivative at x 0 ), we may assume that the above minimum is strict and we can construct two sequences {x n } n and {p n } n in R n with {x n } → x 0 such that f is twice differentiable at x n , and such that the function
has a local minimum at x n for all n ∈ N. Applying the second-order optimality condition for the function f n at x n we deduce that D 2 f (x n ) D 2 ϕ(x n ) and passing to the limit (for a subsequence) we obtain A := lim
The proof is complete.
The case of piecewise C 2 functions
Comparing with Theorem 3, Example 9 reveals an important difference in case the dimension of the space is more that one, namely the lack of a total ordering in the elements of Hf (x 0 ). In particular, neither the minimum element min Hf (x 0 ) nor the directional minima of Hf (x 0 ) necessarily exist, so there is no a priori natural candidate to fulfill with (Q). In what follows, we seek for conditions guaranteeing the existence of a minimum (thus of a second-order subjet).
In the sequel, the term hypersurface refers to a C 2 submanifold of R n of codimension 1.
is called piecewise C 2 near x 0 ∈ U if for some r > 0 with B(x 0 , r) ⊂ U there exist finitely many hypersurfaces {Γ j } j such that
(ii) B(x 0 , r) ∪ j Γ j has a finite number of connected components Ω 1 , . . . , Ω k with x 0 ∈ Ω i ;
Remark 12. (a) Condition (ii) of Definition 11 is automatically fulfilled whenever the hypersurfaces Γ j are analytic (or semialgebraic) manifolds.
(b) As a consequence of Definition 11 each function D 2 f | Ω i can be continuously extended to Ω i in a unique manner, yielding that the generalized Hessian Hf (x 0 ) consists of the (not necessarily distinct) matrices {A 1 , . . . , A k }, each of which is obtained as a (unique) limit coming from each region Ω i , that is,
Example 13 (Particular case: k = 2). Let f ∈ C 1,1 (U ) and assume that for some r > 0 with B(x 0 , r) ⊂ U ⊂ R n there exist two open, nonempty, connected sets Ω + , Ω − and a hypersurface Γ x 0 such that Ω + ∪ Γ and Ω − ∪ Γ are manifolds with boundary,
and for all x ∈ B(x 0 , r) one and only one of the following occurs:
In this case Proof. Let v ∈ T x 0 Γ the tangent space, and γ : (−1, 1) → Γ be a smooth curve with
Since the order of symmetric matrices is an intrinsic fact, if we choose as a base for R N the set {v 1 , . . . , v n−1 , n(x 0 )} where the first n − 1 vectors are a base of T x 0 Γ and n(x 0 ) is a normal unit vector of Γ at x 0 , then the only possible unequal element of the two matrices
Thus the two matrices are comparable.
In the assumptions of the second part of the statement, we can find a unit tangent vector τ ∈ T x 0 Γ such that τ = n i=1 α i v i and α i = 0 for all i. Then from the first part of the proof we get that λ Using the above proposition we obtain the following result.
Corollary 15. Let f ∈ C 1,1 (U ) be a piecewise C 2 function, x 0 ∈ U. Under the notation of Definition 11, we set Hf (x 0 ) = {A 1 , . . . , A k }. Then for every i, j ∈ {1, . . . , k} such that x 0 ∈ Γ ⊂ Ω i ∩ Ω j , the matrices A i and A j are comparable.
Proof. Let {x n } n ⊂ Γ be such that x n → x 0 . Denoting by D 2 f (x i n ) (respectively, D 2 f (x j n )) the limit of the Hessians of f at x n obtained from the region Ω i (respectively, Ω j ) we have by Proposition 14 that either
. Taking a subsequence if necessary, we may assume that the order is fixed throughout the sequence (say,
n ) for all n ≥ 1), which then passes to the limit as n → ∞ yielding A i A j .
The following example shows that the generalized Hessian Hf (x) of a piecewise C 2 function f ∈ C 1,1 (U ) might not have a minimum element, even if all generalized Hessians are diagonal matrices.
Example 16 (Diagonal Hessians with no minimum). There exists a C 1,1 function f : R 2 → R which is piecewise C 2 aroundx = (0, 0) and for which all matrices of Hf (x) are diagonal, but there is no minimum element.
(Construction of the counterexample.) Let us consider the following five open subsets of R 2 .
.
cl Ω i and define the function f : R 2 → R as follows:
It is easily verified that f is C 1,1 , piecewise C 2 aroundx := (0, 0) and its generalized Hessian Hf (x) consists of the following three diagonal matrices
Then Hf (x) does not have a minimum element. Nevertheless, one can check that for an appropriate choice of ε(r) (which tends to 0 as r → 0) the function ϕ(
Thus (Q) is here satisfied. Notice that the above matrix is the unique element of Hf (x) that satisfies (Q) and that it is a directional minimum of Hf (x).
In the above example we remark that there exist two hypersurfaces (one-dimensional manifolds) separating the regions Ω 1 , Ω 5 and Ω 4 having the same tangent (0, −1). This is somehow the cause of the non-existence of a minimum element. In fact in the 2-dimensional setting of the previous example, a qualification condition that avoids the above situation, ensures the existence of a minimum element. In what follows, we denote by τ = (τ 1 , τ 2 ) the unit vector that generates the tangent space of the hypersurface (smooth curve) Γ atx. (In case that x ∈ Γ \ Γ, we assume that the limit of the tangents of Γ at x as x →x exists (this is the case, if Γ is a manifold with boundary), and we take τ equal to this limit.) We also denote by E := {(1, 0), (0, 1), (−1, 0), (0, −1)} the four tangents corresponding to the cartesian semi-axes.
Theorem 17 (Diagonal matrices in R 2 with a qualification condition). Let f : R 2 → R be a C 1,1 function which is piecewise C 2 around the originx = (0, 0). Assume that all elements of the generalized Hessian Hf (x) = {A 1 , . . . , A k } are diagonal matrices, and that for any τ ∈ E there is at most one hypersurface (smooth curve) Γ of Definition 11 whose tangent vector τ = (τ 1 , τ 2 ) atx belongs to E. Then Hf (x) has a minimum element (thus (Q) holds).
Proof. Let Ω 1 , . . . , Ω k be the finite regions (open connected sets) ofx that give rise to the generalized Hessians Hf (x) = {A 1 , . . . , A k } (cf. Definition 11), where
Using Corollary 15 and reordering the set {1, . . . , k} if necessary, we may assume that as the index i moves progressively in the set {1, . . . , k} the matrices A i and A i+1 are comparable (i is taken modulo k). By Proposition 14 the matrices A i and A i+1 are equal, whenever the tangent of the common boundary Γ of Ω i and Ω i+1 is not parallel to one the axes. Thus, a change between A i and A i+1 may occur whenever the (normalized) tangent of the common boundary of Ω i and Ω i+1 belongs to E, i.e. τ 1 τ 2 = 0. In particular, if τ 1 = 0, then a i = a i+1 and b i = b i+1 , while if τ 2 = 0, then a i = a i+1 and b i = b i+1 . Now evoking the qualification condition we deduce that each of the aforementioned changes either appears twice or does not appear at all. The conclusion follows easily.
As an easy consequence we obtain the following result.
Corollary 18. Let f : R 2 → R be a C 1,1 function that is piecewise C 2 around the origin x = (0, 0). Assume that all matrices in Hf (x) are simultaneously diagonalizable and that distinct hypersurfaces Γ give rise to distinct tangents τ atx. Then Hf (x) possesses a minimum element (and (Q) holds).
Remark 19. Note that if all separating curves of Definition 11 are line segments (locally around x 0 ), then the above qualification condition is automatically satisfied.
Let us finally note, for completeness, that the existence of a minimum element of the generalized Hessian Hf (x) does not imply the simultaneous diagonalizability of its elements.
Example 20 (Hessian with minimum element and non-commutative elements). There exists a C 1,1 function f : R 2 → R which is piecewise C 2 aroundx = (0, 0), such that the generalized Hessian Hf (x) has a minimum element but its elements are not simultaneously diagonalizable matrices.
(Construction of the counterexample.) Let us consider the following six open subsets of R 2 . Ω 1 := (x 1 , x 2 ) ∈ R 2 : x 1 > 0, x 2 ∈ (0, Observe that
cl Ω i and define the function f : R 2 → R as follows: Then Hf (x) has a minimum element (coming out from the region Ω 5 ) but its elements are not simultaneously diagonalizable.
Characterization of directional minima
Let us now come back to the situation of Theorem 3 and the sufficiency part of its condition, that is, the existence of directional minima of the generalized Hessian Hf (x 0 ). In view of Example 7 the existence of directional minima is clearly not a necessary condition. Thus, in order to obtain a characterization an additional assumption is required. Such an assumption is provided by the following definition.
Definition 21 (Semi-C 2 regularity). Let U be an open subset of R n . A C 1,1 function f : U ⊂ R n → R is called upper semi-C 2 at x 0 ∈ U if for every X ∈ Hf (x 0 ) and v ∈ T f,x 0 (X), there exists a sequence {x n } n ⊂ U {x 0 } with x n → x 0 and xn−x 0 xn−x 0 → v such that f (x n ) ≤ f (x 0 ) + Df (x 0 )(x n − x 0 ) + 1 2 X(x n − x 0 ), x n − x 0 + o( x n − x 0 2 ).
5 Appendix: a side lemma
In this section we state and prove the following standard lemma which has been used in the text.
Lemma 25 (Second-order regularization from above). Let ε : (0, ∞) → R be a function satisfying lim we deduce that ψ(t) ≥ t 0 (sα(s)) ds = tα(t) for t ∈ [0, δ). Thus ψ(t) = t 2 ε(t) for t ∈ [0, δ) and the conclusion follows.
