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ABSTRACT
RAIDX: RAID eXtended for Heterogeneous Arrays
by
Andra´s Fekete
University of New Hampshire, September, 2017
The computer hard drive market has diversified with the establishment of solid state disks
(SSDs) as an alternative to magnetic hard disks (HDDs). Each hard drive technology has its advan-
tages: the SSDs are faster than HDDs but the HDDs are cheaper. Our goal is to construct a parallel
storage system with HDDs and SSDs such that the parallel system is as fast as the SSDs. Achiev-
ing this goal is challenging since the slow HDDs store more data and become bottlenecks, while
the SSDs remain idle. RAIDX is a parallel storage system designed for disks of different speeds,
capacities and technologies. The RAIDX hardware consists of an array of disks; the RAIDX soft-
ware consists of data structures and algorithms that allow the disks to be viewed as a single storage
unit that has capacity equal to the sum of the capacities of its disks, failure rate lower than the
failure rate of its individual disks, and speeds close to that of its faster disks. RAIDX achieves its
performance goals with the aid of its novel parallel data organization technique that allows storage
data to be moved on the fly without impacting the upper level file system. We show that storage
data accesses satisfy the locality of reference principle, whereby only a small fraction of storage
data are accessed frequently. RAIDX has a monitoring program that identifies frequently accessed
blocks and a migration program that moves frequently accessed blocks to faster disks. The faster
disks are caches that store the solo copy of frequently accessed data. Experimental evaluation has





Redundant Array of Inexpensive Disks (RAID) was introduced by Patterson et al. [45] to com-
bine identical disks into a solution which allows safe storage of data. Disk drives at the time were
prone to hardware failure and preventing data loss required meticulous backups. Redundancy al-
lowed for disks to be combined. This redundancy also allows for parallel access. By splitting the
data across the disks multiple disks could be used to execute a transfer.
RAID works in a simple algorithmic fashion. Each disk is split into small pieces called stripe
units. The stripe units are the same size throughout the array. Stripe units at the same logical
location on the disk are combined into a stripe. A hardware failure results in a missing stripe unit
from all of the stripes. To avoid data loss, RAID creates redundancy in a stripe.
The simplicity of RAID layouts facilitates adoption of RAID. At the time RAID was intro-
duced, it was necessary to use few system resources. The physical geometry of the disks and the
array determine the stripe allocation which allows for easy lookup of any location in the virtual
address space.
Over the years, the life expectancy — or Mean Time To Failure (MTTF) — of a drive has
been steadily increasing, allowing storage arrays a longer useful life. The old hardware is still
capable of performing the tasks involved with storage. Since the speed of single processing cores
are approaching a plateau [53], there is less incentive to upgrade otherwise perfectly functioning
RAID controllers. In an aging storage system, the ability to gradually upgrade disks with bigger
storage capacity without replacing the entire disk array would be a cost effective means for long
term operation. The current disk arrays have no solutions to expand an already existing RAID
array without a complete restructuring.
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In order to upgrade the size of a disk array, all drives must be replaced at the same time with
bigger disks irrespective of the ages and remaining MTTF of the existing disks in the disk array.
With drive capacity doubling every 18 months and MTTF measured in years, it is necessary to
allow a storage system to grow. Another deficiency of the traditional RAID is the long rebuild time
— the time it takes to assimilate a replacement disk into the array — which could take days for
large disk drives. During rebuild, the performance is degraded and the disk array is vulnerable to
catastrophic failure.
RAID has been augmented by cache disks (a significantly faster disk that functions as a cache)
to increase the array performance. These disks are not part of the array and only improve read
performance. All writes must still be written to the array, otherwise the failure of the cache disk
will cause data loss.
We have developed RAIDX (RAID eXtended) as a solution to the problem of size and speed
disparity. The layout of the data allows for dynamic addition or removal of storage devices from
the array without a complete restructure. In addition, the array moves popular data blocks to the
faster disks in the array.
In RAIDX, the faster disks are part of the array and treated like any other disk. RAIDX has
a performance tuner algorithm that runs whenever the system is idle. This algorithm moves fre-
quently accessed blocks onto faster disks. Therefore, not only is the read performance improved,
but so are the writes.
RAIDX differs from a traditional RAID system by using a lookup table in the allocation of the
array instead of a mathematical formula. While the lookup table adds an extra layer of indirection,
the complexity is still O(1). The performance remains close to traditional RAID. The lookup table
has to be loaded in RAM for RAIDX to function optimally. Fortunately, memory is inexpensive,
and servers with large amounts of RAM are affordable and quite common.
This dissertation starts with an overview of RAID and a highlight of major research areas.
Chapter 2 discusses the origins of RAID, the typical algorithms used to achieve redundancy, and
the enhancements that have been made to these algorithms. The chapter outlines current state of
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the art research in RAID and segues to building arrays with different size and speed disks using
traditional RAID.
Chapter 3 introduces RAIDX, a RAID designed with different size and speed disks in mind.
A discussion on the algorithms used for the array layout follows. Section 3.3 is a comparative
analysis between RAID and RAIDX. There are features in RAIDX such as array expansion and
graceful degradation which are unavailable in RAID. RAIDX allows for the reorganization of the
array based on the utilization. This is done with our performance tuner discussed in Section 3.4.
We evaluate our system using various types of hardware. Chapter 4 focuses on the types of
systems we used in addition to the workloads that were used. Our results from these experiments




The motivation for the invention of RAID was to introduce redundancy in storage systems
such that when a disk fails, data stored on the array remains intact while enabling storage space
that exceeds the size of the individual disks. The common RAID architecture was designed at
the time when the computation power of the CPUs were limited therefore it was essential that
layout of how data was stored on multiple disks was as simple as possible, which lead to the core
requirement of uniform disk sizes. Traditional RAID divides up each disk to logical stripes which
span across all of the disks in the array. A stripe is made up of stripe units where there is one unit
per disk.
This layout gives placement predictability and allows for optimization on data reads. RAID
also facilitates all drives in the array to work in unison, which leads to superior performance when
the drives are identical. However, if disk speeds vary, then performance will be limited by the
slowest devices. Moreover, the size of the array is limited by the smallest disk.
Patterson et al. [45] outlined several RAID levels for organizing stripe units. The RAID level
determines the redundancy. The trade-off is between available storage space versus physical stor-
age space. Some RAID levels give better performance speeds.
RAID levels 0 (striping), 1 (mirroring), 2 (Hamming codes), 3 (byte striping w/ dedicated
parity), 4 (block striping w/ dedicated parity), 5 (block striping) were first introduced in their paper.
Subsequent RAID levels such as 6 (block striping w/ dual parity), and 10 (striping + mirroring)
were introduced later as more alternative methods.
In the RAID1 configuration, the data blocks are duplicated, so each stripe unit contains the
same data that remains accessible even when the mirroring disk fails. In a RAID configuration with
parity, the parity algorithm allows the reproduction of any missing data block from the remaining
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stripe units. Typically an XOR function is used for the parity as it is a simple calculation for
a computer and can guarantee the recovery of any lost data block. Double parity computations
are much more elaborate and involve significantly more complex mathematical algorithms (see
Section 2.2).
RAID system normally have a large up-front cost as these systems are initially often over
sized and populated by the largest reasonably priced disks that will ensure the long-term utility
and minimize the lifetime cost. The excess initial capacity is the only means to leave room for
accommodating more data over time without replacing the disk array. In addition to the initial idle
capacity, the redundancy adds additional costs. The idle capacities not only contribute to the large
up-front costs but lead to higher power consumption and require more space, which are both major
concerns for big data centers. Organizations put great effort into saving power to curb costs [43].
During operation, the failed disk must be replaced with preferably identical disks (at the mini-
mum in size but ideally in speed as well). Since hard drive manufacturers revise their model lines
constantly, buying exactly the same disks over time is increasingly difficult. The solution to this
problem is purchasing extra disks at the time when the disk array is installed and placing the addi-
tional disks into warm (fail-over device that is already plugged spinning) or cold storage (on shelf
storage of replacement disks). Both warm and cold spare disks increase the initial up-front cost of
the raid system. The alternative is to accept that the replacement disks potentially will differ from
the original disks in the disk array, and are purchased as necessary when disks fail. The second
approach is often more cost effective not only by reducing the up-front investment but the disk
prices are likely to drop over time. The second approach could lead to replacing disks with larger
capacity (as the original sized disks are no longer manufactured) where the extra capacity capacity
remains wasted. Thus, neither of these approaches are efficient.
2.1 Life expectancy of hard drives
For designing strategies to cope with disk failures, one must understand why disks fail. Google
Research [46] shows that disks have the longest life time when they operate at 30-40◦C tempera-
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ture. This might contribute to the old observation that desktop workstations last longer when they
stay on constantly instead of being turned on and off. According to the same study, newer disk
drives (less than three years old) operating at low operating temperatures (15◦C-30◦C) had consis-
tently higher average failure rate than older drives (older than three years) during a 9 months test
period. With drives older than 3 years, the higher temperatures (greater than 40◦C) had a larger
effect on durability.
In the same research, SMART (Self-Monitoring and Reporting Technology) parameters were
also examined for drives. The researchers concluded that drives which exhibit a scan error are 39
times more likely to fail in the next two months than drives without any failures. They also admit
that many of the failed drives show no SMART error signals.
The utilization of a disk exhibits an unexpected behavior, in that at the beginning and end of the
disk’s lifespan a highly utilized disk has a much larger failure rate. However, during the middle age
of the disk, a highly utilized disk had a smaller annual failure rate than a disk with low utilization.
Utilization in this study was measured in average read/write bandwidths percentile. Under the 25th
percentile was low utilization, above the 75th percentile was high utilization and the remainder was
medium utilization. The utilization parameter was considered for each drive model as a separate
value to exclude mismatching between drives with different bandwidths and speeds.
Schroeder and Gibson [50] analyzed the failure rates of over 100,000 disks and found that
the actual failure rate of a disk wildly differs from the manufacturer’s MTTF. Drives that were
younger than five years old had a worse MTTF by a factor of 2-10 than what was reported in the
manufacturer’s datasheet. Drives older than five but younger than eight years exhibited a failure
rate 30 times higher than the datasheet suggested. Even drives that were in the steady-state region
of the bathtub curve had a gradual increasing trend in their data. This paper also noted that there
was no statistically significant difference between consumer grade drives and enterprise grade
drives.
A highly researched area is how to maximize the mean time to failure in disk arrays [46, 50, 11,
51]. Downtimes are particularly costly in mission critical applications, so system administrators
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need to find the right balance between the added cost of increased redundancy as a function of the
configured RAID level and the likelihood of system failures.
2.2 Basic RAID levels
Over the past 20 years, the basic concepts of RAID have stayed the same. Typically, a stripe
unit is a collection of several sectors of a disk to ensure a minimal level of sequential disk accesses.
Since 2011, sector sizes are defined to be 4096 bytes on all commercial drives [28].
In RAID, the array is organized such that it gives the file system a view of disks in the array
as a single disk with the size of all the disks in the array combined. This reduces the complexity
required in creating a file system around multiple disks.
Figure 2.1 are color coded to show the amount of data that can be stored on the particular RAID
level as proposed by Patterson et al.. The darker the blue, the more space is available for data. In
subsequent RAID levels, yellow signifies that a particular stripe unit is a parity.
2.2.1 RAID0 and RAID1
In RAID0, the stripe units are mapped horizontally across all the disks in the array. Logically
organizing disks in a striping pattern provides higher throughput compared to an end-to-end layout
because large continuous reads or writes allow all the disk to process the data simultaneously. This
RAID level gives a speed boost at the cost of a shorter MTTF. Since RAID0 has no redundancy,
any disk failure brings down the whole array and the data cannot be restored unless there is a
backup. The speed boost as well as MTTF degradation is proportional to the number of disks in
the array.
RAID1 is a method for mirroring the data across the disks, which gives the highest level of
redundancy since every data is stored twice. It is very simple in both implementation as well
as computation complexity. Each stripe unit in a stripe contains exactly the same information,
meaning that one disk stores the data, the other the copy. This is particularly useful for quick reads
from a drive as well as high redundancy, however writes will still take at least as long as if there
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(a) RAID0 (b) RAID1
Figure 2.1: Simple RAID types
was only a single disk. The other sacrifice that is made with RAID1 is the storage space does not
increase for each drive added.
2.2.2 RAID10 and RAID01
RAID10 and RAID01 are a combination of RAID0 and RAID1. The only difference is the
order in which the two RAIDs are applied as shown in Figures 2.2a and 2.2b. RAID10 is split into
stripes containing two mirrored disks. In RAID01 the disks are first split into two groups to create
a mirror, then the disks in each group are arranged to have a RAID0 array across them. In terms
of speed and capacity RAID01 and RAID10 are identical, but RAID01 offers less reliability than
RAID10 since a second disk failure has higher probability of catastrophic data loss. For example
a disk array formed from six disks configured as RAID10 has a 20% probability of data loss since
only the mirroring pair of the failed disk out of the remaining five disks would be catastrophic,
while in RAID01 configuration failure of any of the mirroring three disks out of the remaining
five would be catastrophic leading to 60% probability of catastrophic disk failure for RAID01
(assuming that the probabilities of individual disk failures are uniform and independent).
2.2.3 RAID2, RAID3 and RAID4
Higher level RAID systems add partial redundancy dedicating a portion of the disk array to
store data parity for the remaining disks. Parity permits the recovery of the same amount of missing




Figure 2.2: RAID0 and RAID1 combination
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Figure 2.3: RAID5 example
level of redundancy in the disk array, where higher level of redundancy assures lower probabilities
of data loss during disk failures. The parity operation is a simple XOR manipulation of the non-
parity blocks.
Both RAID3 and RAID4 dedicate a separate disk to store data parity that RAID3 implements at
the byte level while RAID4 creates block level parity. RAID3 and RAID4 are avoided in practice,
since writing parity on the same disk leads to that disk becoming a bottleneck since any write to
any data stripe will require updating the parity stripe unit.
RAID2 is distinctly different from other RAIDs. It uses Hamming Error Correcting Codes to
detect faults on individual bits in the data. Depending on the number of data disks in the array, the
number of ECC disks required is different. For example, if there are ten data disks, then there are
four disks for ECC. On the other hand, four data disks require three ECC disks.
2.2.4 RAID5 and RAID6
RAID5 level (see Figure 2.3) is a commonly used RAID configuration. The stripe units in a
stripe are split into N − 1 data and one parity stripe units where N is the number of disks in the
array. The parity stripe unit is evenly distributed among all the disks to avoid the disk holding the
parity to become a bottleneck (as discussed previously).
RAID6 (see Figure 2.4) increases the redundancy in the disk array by reserving two blocks in
a stripe unit for parity therefore it can tolerate the failure of any two disks. In RAID6 the recovery
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Figure 2.4: RAID6 example
after a single disk failure is as fast as in RAID5; however, a two disk failure has a longer recovery
time. Further discussion is presented in Section 2.3.2.
RAID6 on a four disk array is more fault tolerant than RAID10 on the same array. After
the failure of the first disk, any of the remaining disks can fail, and the data is still recoverable.
However, in RAID10, after the first disk failure, only two of the remaining three disks can fail and
still have the data intact. The disk mirroring the failed disk has the solo copy of that half of the
array.
2.3 Developments in RAID
The common RAID levels are RAID10, RAID5 and RAID6. The RAID levels trade-off be-
tween speed and storage size: RAID10 allows fastest access to data, RAID6 is highly fault tolerant,
and RAID5 allows maximum storage capacity.
There are numerous enhancements to the RAID parity algorithms that enable faster speeds and
efficiency. Using SSDs in arrays (depending on configuration) can increase performance as well
as decrease energy consumption. Heterogeneous arrays (where different sized disks are assembled
into a RAID array) are discussed at the end.
2.3.1 General RAID enhancements
Chen et al. [11] discuss RAIDs 0 through 6 in terms of block and sector access. They concluded
that the throughput-per-dollar varies with respect to the number of disks in the group. For each
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of their tests based on read and write size RAID5 was the most cost effective. As the number of
disks increases, RAID levels 5 and 6 become more cost effective. The research also looked at
RAID level 5 in terms of the MTTF. For a two disk failure, it was calculated that the Mean Time
to Data Loss (MTTDL) is 26 years in a software RAID configuration. When expanded to a three
disk failure that number extends to 143 years.
One of the problems with RAID is that when a disk fails, the array is in a vulnerable state. Even
when a replacement disk is added, a rebuild process needs to be executed to reassemble the array
and make sure the newly added disk has all the redundant blocks to support another failure. This
rebuild process can take many hours depending on the size of the array. Research in S2-RAID [62]
attempts to mitigate this problem by creating sub-RAID structures that would be combined into a
larger RAID. The effect of this is that the RAID would be rebuilding as a distributed action across
all the sub-RAIDs instead of a single disk bottleneck. This is done by having several spare disks
in the array so when a disk fails, it can be reconstructed onto the spare disks in parallel. The
remaining disks in the array are read in parallel, and the spare disks are written in parallel thus
greatly increasing the speedup of an array rebuild time.
Research has looked into the problem of self-repairing disk arrays [44]. This is based on having
a RAID array with enough spare disks to have a 99.999% likelihood that no data loss will occur
because of a disk failure. The paper mathematically proves that it takes a maximum of n(n+1)/2
spare disks to make such a guarantee, where n is the number of parity disks.
Big data centers use RAID to keep their data safe. These data centers consume a considerable
amount of electricity. Research has been done to reduce the power consumption of RAID. Semi-
RAID [70] puts the RAID stripes in a sequential fashion across a subset of the disks in the array
so that when a sequential read or write occurs it only affects one or two disks. This is useful for
applications such as security video storage which is highly sequential in access. It was shown
that there is a 74% reduction in power usage across the disks. In a similar paper [39], RAID1 is
evaluated using different organizations of striping. Similarly to Semi-RAID, DiskGroups can save
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22%-75% of the energy used in accessing data on a magnetic disk. This range is dependent on the
load on the disks.
“Bit rot” also affects data integrity on HDDs. Even if the disk drives are operating perfectly,
disk areas that were not accessed for a long period of time might lose data as a result of the
weakening magnetic field and may flip direction which in turn flips the bit. To prevent this, disk
scrubbing (periodically scanning through the disk and re-writing each block) and intra-disk redun-
dancy mechanisms have been introduced in RAID. According to Iliadis et al. [29], deterministic
disk scrubbing is the most efficient method for keeping the data consistent.
2.3.2 RAID parity algorithms
There are two types of calculations: horizontal and vertical. The distinction is simple: in
vertical parity, a disk is dedicated to storing parities; in horizontal parity all disks participate in
storing parity. A common term in parity calculation research is Maximum Distance Separable
(MDS). This is a property of the algorithm that shows the level of redundancy afforded by the
algorithm at the maximum possible distance between parities and is a way to show optimality.
MDS has the disadvantage that in order to get a single block of data back, all the other blocks in
the stripe must be read.
There are many different algorithms for calculating parity to allow for data retrieval in case
of a degraded RAID. Research focuses on RAID6 systems where the parity calculation is costly.
Parity is calculated using a Galois field which extends RAID5 calculations that allow for two disk
failures. The computation of such a parity is orders of magnitude more costly. If implemented in
software, the system performance suffers. If implemented in hardware, the hardware to produce
such a system is expensive to develop. As such, researchers have come up with coding schemes
such as P-Code [34] and RAIDq [8]. Both of these algorithms attempt to address the problem of
multiple-parity calculations such as those used in EVENODD [5], Reed-Solomon coding [47] or
X-Code [40].
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P-Code uses simpler concepts to generate the lowest density code. Other methods use field
theory or generator matrix concepts to construct the code. P-Code is more of a label-oriented
approach using prime numbers. The blocks are labeled in a continuous chain consisting of p − 1
chains where p is a prime number. This type of coding is able to recover from block corruption
as well as single or dual disk failure. The paper proves the optimality of this coding as a type of
RAID-6 code. The algorithm is such that the chain of parity blocks starts with the first disk in the
array and a new chain is started for each disk. For the second block on the disk, a simple modulo
math calculation must be made as to which other blocks will be XOR-ed together to form a parity
block. This process repeats for the third block on each disk.
Further expanding on P-Code research is the paper on a Balanced P-Code [71]. Similarly to
how RAID5 is a balanced version of RAID4 parity balancing, Balanced P-Code is an I/O balanced
version of the P-Code algorithm. In the paper, the algorithm to calculate the new layout of the
parity blocks on disk is presented with comparisons of the load balancing ratio between balanced
and unbalanced P-Code. The results showed an improvement of up to a factor of 2.64.
Another code that optimizes I/O load is Horizontal-Diagonal Parity (HDP) Code [67]. This
algorithm also relies on the existence of p − 1 number of disks in the array, where p is a prime
number. The main objective of this coding scheme is to achieve better load balancing across all
the disks in the array.
RAIDq is an algorithm where the coding uses XOR operations multiplied by fixed elements
and offers triple and quadruple redundancy on top of the standard double and single redundancy of
RAID6 and RAID5 respectively. It is shown that this kind of coding is more efficient than Reed-
Solomon coding. One of the reasons RAIDq is faster is that it uses an XOR checksum whereas this
is not possible using Reed-Solomon coding. Another reason is that Reed-Solomon uses finite-field
multiplication, but RAIDq only needs multiplication by several fixed elements in the field.
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2.3.3 RAID on SSDs
Solid state disk (SSD) technology has matured such that SSDs are now incorporated in RAID
arrays. SSDs have a much different architecture than HDDs. Hard disks store data on a spinning
platter with magnetized areas. The polarization of the field determines whether the stored bit is 1
or 0. SSD disks do not have any moving parts, hence the name. They store bits as charge in a very
low leakage capacitor circuit. A charged capacitor represents 1 and no charge is 0, which is the
basics of FLASH technology.
To condense the area that the capacitors take up on the chip, several capacitors are arranged
into a bank. An erased bank has all capacitors charged to a predetermined voltage. Writing to
an SSD can only discharge a capacitor thus turning the stored bit from a 1 to a 0. Therefore
writing has to start with erasing a bank (and charging all capacitors in the bank) and discharging
the capacitors that should store 0 individually. These differences in physics lead to differences in
how RAID implementations can maximize performance and durability of the RAID systems built
from different storage technologies. SSDs normally have 100,000 erase cycles per each bank. This
is due to the deterioration of the silicon inside the SSD after repeated charging and discharging.
As great as SSDs are in terms of bandwidth and throughput, there are many pitfalls that can
occur when using them in a RAIDs. Jeremic, Mu¨hl, Busse and Richling [32] describes a number of
instances, when SSDs are inappropriate in RAIDs. One of the main shortcomings of SSDs in RAID
is the SSD aging, wherein each bank on the FLASH should be worn out evenly to increase the disk
array’s overall life expectancy. Such a problem doesn’t exist on an HDD. The difference between
read and write speeds in SSDs is quite significant. Another issue is with the TRIM command,
which was added so that the system could inform the SSD hardware which banks are no longer
being used by the file system thus allowing the banks to be reclaimed and used for wear leveling.
Application of this command has many repercussions in terms of system responsiveness because
repeated use of the command could invoke a garbage collection cycle which is a lengthy process,
but not enough use would make the SSD wear unevenly.
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Diff-RAID [3] shows that it is possible to have a more even distribution of writes to the SSD
disks thus extending their lifespan. This system uses a model to smooth out the bit error rate (BER)
among the SSDs. As there are more writes to an SSD, the BER increases. Diff-RAID attempts
to make an age differential among the disks in the array so that an older (high BER) drive is
paired with younger SSDs (low BER). This is done by modifying the RAID algorithm to distribute
the parity blocks unevenly since they are the blocks that are more frequently written. The main
advantage of this method is to protect the data on an old SSD and be able to use it past its erasure
limit.
Researchers have created models of the rate at which SSDs deteriorate in a RAID [38]. Using
DiskSim to demonstrate their models via simulation they showed that the results of Diff-RAID on
SSDs as well as traditional RAID matched their model.
Others have designed and experimented with a RAID system built only on SSDs [6]. In their
system, they were able to achieve a 50k and 30k IOPS of random read and write respectively.
These speeds were attainable because of the connection to the RAID processor was through the
PCIe bus. Additionally, their calculated power consumption is about half that of a magnetic disk
array of similar capacity.
A different approach was taken by Im and Shin [30] where SSDs are used as the fundamental
drives, but the computation of the parity takes place in a non-volatile random access memory
(NVRAM) which is faster than FLASH. The NVRAM is used as the partial parity cache. This is
done so that the SSDs are not needlessly writing the parity block, and only write the parity once it
has been fully calculated. It is interesting to note that they used both RAID4 and RAID5. RAID4
that was found to be inefficient for traditional HDDs suits SSDs better when the parity is stored
on an HDD. This research was expanded by Chung and Hsu [12] where in addition to the parity
NVRAM, a buffer exists for the data blocks that will be needed to complete the parity calculation.
Their research showed that this method gives a much better access time for both reads and writes.
16
2.4 Different size disks
The homogeneity requirement of the traditional RAID systems is an obstacle to utilizing het-
erogeneous storage devices. A solution is to put disks in smaller arrays of equal capacity which
creates homogeneous storage.
Prior papers on RAID for heterogeneous disks have considered various data organization schemes
that balance load and utilize faster disks efficiently. Several papers [56, 33] have proposed organiz-
ing multiple levels of RAID; lower RAID levels equalize the storage capacity of disks and higher
RAID levels perform the redundancy. Some papers [13, 25, 24, 74, 49] have proposed striping
schemes for dissimilar sized disks. These schemes ignore the speed variance of the disks.
A feature common to almost all papers on parallel heterogeneous storage is the ubiquity of
RAID — the data are striped across the disks in the array. Striping is designed for identical sized
disks, so striping has to be modified when disks have varying sizes. Some papers [59] address size
differences by dividing the array of disks into subsets of identical sized disks and striping data on
the subsets of identical disks. Other papers [16] organize data in RAIDs of varying lengths, so
larger disks store more stripes of data.
2.4.1 Hierarchical RAID
In hierarchical RAID, the disks are split into groups. All disks in the group are put into a
RAID array. All the RAID arrays are then combined into one large RAID. One such example is
HiRAID [2]. The fundamental property of HiRAID is that using multiple RAIDs, it is possible to
efficiently assemble a large number of disks in a multi level RAID. The upper level RAID creates
a RAID across the lower level RAIDs which control the disks. The lower level RAIDs can be
a different type of RAID. For example, one can have a RAID5 instance for the upper level, but
RAID1 for the lower level. The benefit of this method is that it offers high reliability as well as
good performance. Implementation of such a system is also simple because the RAIDs at each
level are still in essence controlling storage mediums.
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Thomasian shows the advantages to using Data Routing Nodes (DRN) instead of separate
controllers in MRAID [55]. These DRNs are aware of data placement which can then further
optimize the flow of data, such as when two lower levels are mirrors. MRAID uses a RAID5 or
RAID6 at the upper level and RAID5 is in the bottom level. With RAID5/6/7, which have more
parity blocks, the array can suffer more failures. A model demonstrates the IOPS depending on the
number of failed disks in the array. There is an interesting increase in IOPS with more failed disks
when the frequency of writes is 50% as fewer check blocks need to be written. In similar research,
HRAID [57, 60, 58] uses a two level hierarchical RAID, but only considers RAID1 and RAID5.
HRAID is a new layout of heterogeneous disks using an assorted set of RAID levels that combine
disks into Virtual Arrays (VA).
HRAID was expanded by Thomasian [56], where he groups disks into Storage Nodes (SNs)
with more than a dozen disks each. This RAID layout is geared towards database applications.
This work showed several allocation methods for SNs depending on each disk’s bandwidth. The
simplest method is to allocate the data on the first disks that have available space. A similar algo-
rithm uses round-robin or random allocation of virtual disk (VD) allocations. The next advanced
allocation method uses Best-fit which takes into account the disk with the minimum bandwidth re-
maining or the maximum utilization. Conversely, Worst-fit places requests on disks with minimum
bandwidth utilization. Two other algorithms are Min-F1 and Min-F2. Min-F1 is a minimization
of F1 where F1 is the maximum of the disk bandwidth utilization or capacity utilization. Min-F2
is a minimization of F2 where F2 is the weighted sum of the variance of bandwidth and capacity
utilization.
In their experiments, the simplest methods (First-fit, Round-Robin, and Random) performed
the worst. Min-F1 and Min-F2 performed the best with respect to the number of allocations,
and Min-F1 was slightly better. The Best-fit and Worst-fit algorithms performed reasonably well
compared to Min-F1 and Min-F2.
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2.4.2 Higher level approach
State of the art research is focused around heterogeneous disks using filesystems to solve the
problem of differently sized storage. Filesystems such as HDFS used in Triple-H [31], CEPH [65],
and GlusterFS and Lustre [27] are some examples. GlusterFS is shown performing 3.3x faster than
CEPH, and 1.9x faster than HDFS [14].
Others have shown great improvement in storage access speeds at the block level. BORG [4]
is one such implementation where a redirection layer is added at the block level. Trace files are a
method of collecting transactions on a storage device that can be later replayed to show before/after
results. Using popular trace files, the performance is shown to improve by up to 50%, and possibly
greater with better parameter settings. Another implementation is DROP [63] where SAN devices
are reorganized and a cache system is optimized for multiple servers accessing a single RAID
device. Violin [24] is a framework which provides virtualized access to block-level storage.
2.4.3 Mixed speed disk arrays
HDDs and SSDs dominate the storage market, and these storage technologies complement
each other. While HDDs are cheap and durable, SSDs are faster. In recent years, there has been
considerable interest in the development of storage arrays containing both HDDs and SSDs [52,
35, 72]. The goal is to develop parallel storage that can achieve the speed of SSDs, while paying
for HDDs.
There are several research articles on storage devices constructed from HDDs and SSDs [35,
52, 20, 13, 37]. The two key challenges to HDD+SSD storage are the size and speed disparity
between the two storage media. The research on parallel storage over heterogeneous disks can
be demarcated into two categories, namely, papers that address the capacity differences [69] and
papers that address the speed differences [26, 64].
RAID with heterogeneous arrays using SSD and HDD disks have been tested in simulation.
PEARL [72] uses diskSim [7] and their own HIT simulation environment to evaluate the storage
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system. The evaluation shows energy efficiency improvements by moving data blocks around to
the FLASH disks.
Papers that deal with speed differences have followed three approaches. One approach is to
divide storage into the SSD array and the HDD array [35, 52]. Another approach is to implement
RAID on the HDDs and implement a cache on the SSDs [37, 36, 73]. A third approach is to
construct a hierarchy of RAID arrays with SSD arrays higher in the hierarchy than the slower
HDD arrays [66]. The frequently used data are stored in the higher array levels. In our work, we
use a fourth approach to deal with speed differences. We migrate the frequently accessed sections
of the array onto faster devices. We monitor the array traffic to determine the array hot spots.
A common feature of prior papers that deal with speed differences between disks is the move-
ment of frequently used data to faster disks. Striping, however, requires fixed mapping of stripes to
locations on disks and is not conducive to data movement; for example, stripe 3 must be mapped to
the third stripe-unit on all disks. This feature allows the quick mapping of logical block numbers
submitted by the OS to physical stripe-units. This feature is a disadvantage when storage data have
to be moved around; an additional address mapping must be implemented in the storage device.
Recent papers [30, 32, 48, 42] have studied RAID for arrays consisting of SSDs and HDDs —
RAID is constructed on HDDs and a cache is constructed on SSDs. If the SSDs contain a suffi-
cient storage capacity of the HDD+SSD array, then the SSDs are large enough to store the most
frequently used data. Studies have shown that 90% of I/O requests go to less than 40% of the
storage device [41]. Some traces show less than 0.05% access of the storage device. To the best of





As shown in previous sections, building RAID disk arrays from different size and type disks
is a complex task requiring the implementation of a multilevel RAID hierarchy. The ability to
integrate heterogeneous disks in a RAID would offer a number of benefits. It would allow the
continuous upgrade of a RAID system by phasing out the smaller and older disks by replacing
with newer disks without degraded utilization of the newer hardware. Such upgrades could allow
the steady expansion of the disk array without the need of time consuming and expensive migration
to new RAID array. A RAID infrastructure designed to operate on heterogeneous disks could also
optimize the disk array performance by arranging disk content to maximize throughput.
This section introduces RAIDX — RAID eXtended — where the disks in the array are a mix
of fast and slow disks. For simplicity we will refer to faster disks as SSDs, and slower disks as
HDDs. However, the underlying hardware technologies of the disks are irrelevant.
RAIDX [20, 22, 23, 21] is RAID technology for heterogeneous disks both in terms of size and
access speed. The objectives of RAIDX are similar to traditional RAID. These objectives are a) to
construct a storage device that spans across a collection of disks, b) enable parallel access to speed
up disk performance, c) implement partial redundancy to ensure data integrity after disk failures.
RAIDX organizes data as bundles (analogous to stripes), which are composed of chunks (anal-
ogous to stripe units). Similar to stripes of an array, all bundles of an array have the same length.
A bundle contains at most one chunk from a disk (in case of a redundant array, no disk contains
multiple parts of a redundant bundle). The chunks of a bundle need not be at identical addresses
on each disk, nor does it require a chunk from every disk. RAIDX uses a lookup table to map
bundles to chunks. The lookup table has O(1) search complexity; the table requires extra storage.
The lookup table must be stored on disk and in RAM. A disk only stores the part of the table that
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corresponds to the chunks stored on that disk. In our tests, our system used less than 1GB of RAM
for every 2TB of physical disk space when using chunk sizes of 128KB. The memory requirements
lessen as the size of the chunk is increased, because there are fewer entries in the lookup table.
RAIDX disks are divided into equal sized chunks. The number of chunks on a disk depends
on the chunk size and disk capacity. Chunks are grouped into bundles. Each bundle consists of
at most one chunk from each disk of the array, and bundles of an array have the same number of
chunks. If a disk were to have two or more chunks from the same bundle, then the failure of that
disk would mean the loss of multiple pieces in a single-redundancy bundle.
3.1 Bundle length
A RAIDX array has two input parameters: (1) the size of a chunk and (2) the number of chunks
in a bundle. The factors that determine the size of a stripe unit are relevant to determining the size
of a chunk. A chunk size could be 4KB, 8KB, 16KB, 32KB, 64KB, 128KB, 256KB, or greater
(similar to selection of stripe unit sizes). It is important to match the chunk size to the system: too
large and there is diminished parallelism, too small and the fragmentation of the requests creates
significant overhead. We use 128KB size chunks in our experiments. It allows for sequential
access, while maintaining parallelism for smaller requests.
The number of chunks in a bundle (bundle length) L, is a function of redundancy level and
ranges between one the number of disks (D) in the array. The assignment of chunks to bundles has
more freedom when the value of L is small. There are three cases: L = 1, L = D, 1 < L < D.
Below, we discuss the three cases.
The first case is one chunk per bundle (L = 1). Here, the number of bundles on each disk is
equal to the number of chunks on the disk (given by the disk’s size divided by chunk size). The
number of bundles, B, in the array is equal to the sum of number of chunks on all the disks. The
bundles may be numbered as follows: bundle 1 (B1-1) consists of the first chunk on disk 1, B2-1
consists of the first chunk on disk 2, B3-1 consists of the first chunk on disk 3, and so on.
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The next case is D chunks per bundle (L = D) where D is the number of disks in the array.
Here, the number of bundles in the array, B, is equal to the number of chunks on the smallest disk.
Each bundle consists of one chunk from each disk. If each bundle consists of chunks at an identical
location on each disk, then RAIDX is similar to RAID.
The final, most common case is 1 < L < D: when the bundle length is greater than one but
less than the number of disks in the array. There may be different strategies for assigning chunks to
bundles. A simple allocation strategy that maximizes utilization of all disks is as follows: calculate
the maximum number of chunks for each disk (disk size divided by chunk size). Initially, all
chunks are unassigned to any bundle.
We create bundles by taking L disks with the most free chunks. Chunks from each disk are
assigned to the bundle. We select the next L disks based on the remaining free chunks on each disk
until there are not enough disks with space for a complete bundle assignment.
In Figure 3.1a, each bundle consists of two chunks; bundle 1 (labeled B1) consists of the first
chunk from disk 1 (B1-1), disk 3 (B1-2); bundle 2 (labeled B2) consists of chunks from disk 1
(B2-1), and disk 2 (B2-2), and so on. The label Bx-y represents the yth chunk from bundle number
x. A bundle is similar to a stripe, but bundles and stripes are fundamentally different. The number
of chunks in a bundle may be less than the number of disks in the array, chunks of a bundle need
not be at identical locations on each disk, and two bundles may contain chunks located on different
set of disks within the array. Note that disk 2 and 4 do not contain a chunk for bundle 1. Bundle 2
is contained only on disks 1 and 2.
In the case of two chunks in a bundle we considered an alternative initialization method, where
a chunk from the disk with the largest number of free chunks is paired with a chunk from the disk
with the smallest number of free chunks. This method becomes problematic when there are many
large disks and only a few small disks in the array. Space could be wasted on the large disks with
this method and would require subsequent iterative re-balancing to move allocated chunks from
one disk to another. Figure 3.1b shows an example of such an initialization. The difficulty of
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(b) Combine disks with most free to least free chunks




















Disk 1 Disk 2 Disk 3 Disk 4
Figure 3.2: Sample allocation of a 3 chunk per bundle array
For larger bundle lengths, consider the example in Figure 3.2 where L=3. In Figure 3.2: B1
consists of chunks from the three disks (disk 1, disk 2, disk 3) with maximum unassigned chunks;
B2 consists of chunks from the three disks (disk 1, disk 3, disk 4) with the maximum remaining
unassigned chunks, and so on.
The number of bundles in an array, B, is inversely proportional to the bundle length L. In
Figure 3.2, B=6; in Figure 3.1a, B=10. Intuitively, the degree of parallelism should be directly
proportional to the bundle length, and L=D results in maximum parallelism. Reconsider Fig-
ures 3.2 and 3.1a: L=4 with chunks bundled across all disks has parallelism of four. However,
L=2, can also result in maximum parallelism depending on how bundles are assigned to chunks.
For example, suppose B1 is assigned to chunks from D1, D2, and B2 is assigned to chunks from
D3, D4, and assignment continues in this manner. Thus, the degree of parallelism is determined
both by the bundle length and the bundle allocation policy.
3.2 RAIDX types
RAIDX has various organizations for chunks in a bundle. They are named as follows: RAIDX-




















Figure 3.3: RAIDX-stripe on a heterogeneous disk array
RAIDX-stripe (see Figure 3.3) is bundling with no redundancy where all bundles are of length
one. RAIDX-stripe is like a mixture of RAID0 (horizontal striping) and JBOD (vertical striping)
configurations. During initialization of a RAIDX-stripe, the bundles get placed on the largest disk
until the remaining free space becomes equal to the size of another disk. Then RAIDX will stripe
the data across the two disks until the remaining free space becomes equal to another drive. This
process continues until all disks are fully utilized.
RAIDX-copy is analogous to a blend of RAID0 (striping), RAID1 (mirroring) and RAID10. It
requires a bundle length of two. Larger bundle lengths create more copies of the data. The array in
Figure 3.4 presents RAIDX-copy where every chunk has a copy: disk 1 and disk 2 form a two disk
array. Each disk is divided into four chunks. Each bundle consists of two chunks: bundle 1 consists
of chunk 1 on disk 1 (bundle 1-1) and chunk 1 on disk 2 (bundle 1-2). Suppose disk 3 is added to
the array. The bundles are reorganized to incorporate the capacity of disk 3. Bundle 1 now maps to
chunk 1 on disk 1 (bundle 1-1) and chunk 1 on disk 3 (bundle 1-2); bundle 2 is mapped to chunk 2
on disk 3 (bundle 2-1) and chunk 2 on disk 2 (bundle 2-2); bundle 5 is mapped to chunk 5 on disk 3





























Figure 3.4: RAIDX-copy expanding from 2 to 3 disks
the array by the inclusion of a new disk would be expensive and wasteful since the additional space
in disk 3 would remain unused.
Figure 3.5 shows a five disk array with parity redundancy called RAIDX-parity. Each bundle
has three chunks — two data chunks and one parity chunk. RAIDX-parity is analogous to RAID5.
With a bundle length of three, a third of the space is used by the parity. RAIDX-parity can
have larger bundle lengths. In a larger bundle length less space would be wasted, but the minimum
number of disks in the array is increased. The array rebuild also would take longer.
Rebuilding an array upon failure of a disk is faster in RAIDX-parity than in RAID5. In RAID5,
each stripe-unit on the failed disk is written only after reading the corresponding stripe-units on
all the other disks. In RAIDX-parity, bundle length need not equal the number of disks in the
array, and it is possible to reconstruct more than one chunk on the failed disk concurrently. For
example, consider in Figure 3.5 a five disk RAIDX-parity array with bundle length of three, and
disk 5 fails. Suppose the first bundle on disk 5 has chunks on disk 1 and 2, the second bundle has




























Figure 3.5: RAIDX-parity of length 3. Chunks in a bundle are the same color.
be rebuilt concurrently. As each bundle is read, multiple bundles can be processed simultaneously
since different disks contain different bundles.
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3.3 Comparing RAID to RAIDX
We develop RAIDX as a solution to both different size and different speed disks in an array.
Prior research focused on either size or speed. There is a relation between the two: faster disks
tend to be smaller in size. With a mixed disk array, we want to utilize the faster disks to achieve
the highest throughput.
Prior approach to heterogeneous arrays use traditional RAID. This creates limitations that make
the problem harder to solve. RAIDX simplifies the problem by allowing chunks to be anywhere
on the disk. Since the chunks may change locations based on how the array is utilized, the array
layout is more versatile and adaptable to the disks that make up the array.
The layout of traditional RAID is not conducive to system changes. Disk failures, or newly
added disks take time to integrate into the array. RAIDX was created with the understanding that
data storage is more fluid, and thus has to respond quickly to changes in hardware. When a disk
fails in RAIDX, it may be replaced by a disk of any size. Instead of replacing the failed disk
with a disk that simply keeps the array redundant, it is possible to enlarge the storage capacity and
grow with the needs of the system. This allows the array to grow in performance as technology
advances.
RAIDX supports advanced features such as fast array initialization, array expansion (where
disks can be added to the array for additional capacity), graceful degradation (if a disk fails, the
array can restructure to allow additional disk failures), and performance tuning (moving frequently
used blocks onto faster devices). The following sections expand on these features.
3.3.1 Array initialization
Array initialization in a redundant traditional RAID configuration can take several hours to
complete. The redundancy must be recomputed for every stripe in the array. When a stripe is
written, the redundancy blocks are always updated. RAID has no method of keeping track of pre-
viously written stripe units, and thus an empty array must ensure all stripes have valid redundancy
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stripe units. Before using a RAID1 array, the disks need to be checked to ensure they are truly
mirrors. Similarly, a new RAID5 array must have the parity blocks computed before use.
RAIDX doesn’t need this lengthy process. To avoid wiping the physical contents of each
device, we must store whether a location has been written. In the lookup table, we store the last
access time which is used to recreate our least recently used (LRU) lists after a system reboot.
Initially, the access time of every chunk is set to the array creation time which signifies the chunk
has never been accessed. If a chunk was never written, the last access time is equal to the array
creation time and we consider the contents of the chunk as all zeros. When a chunk is written, this
access time is updated.
The contents of the chunk on the disk do not need to be cleared; this makes initialization take
much less time. We only have to set a few bytes of a lookup table instead of clearing an entire
chunk. As comparison, to initialize an array of four 3TB HDDs takes two minutes in RAIDX-
copy, but over twelve hours in traditional RAID10. To understand why, we must remember that
the lookup tables are a small fraction of the size of the total physical storage.
3.3.2 Enhanced rebuild
When a disk fails and is replaced by a new one, RAIDX can improve the speed at which the
array is rebuilt. The reason is similar to why array initialization is much faster in RAIDX: there
are fewer blocks on the disk that need to be updated.
In traditional RAID (see Figure 3.6a), the replacement disk must be initialized. This initial-
ization relies on reading every stripe unit from the other disks to compute what must be written
to the stripe unit on the replacement disk. Rebuilds for larger arrays can take several hours and
sometimes days. While the array is being rebuilt, it is in a degraded state. A degraded array is vul-
nerable to data loss because not every stripe unit of a stripe is available or valid. While rebuilding
is a sequential process (by going stripe-by-stripe), the rate at which it completes is limited by the
slowest disk in the array.
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(a) Traditional RAID
(b) RAIDX with bundle length = 3
Figure 3.6: RAID vs RAIDX in a 5 disk array
In RAIDX we can be processing multiple bundles at the same time since not all disks are part
of every bundle. Thus, the chunks for the replacement disk will be recreated at a faster rate, which
will help keep the write buffer full. Generally, when disks are replaced with newer technology, the
new disks will be faster and thus will be better suited for handling the extra writes.
In Figure 3.1a, if disk 3 were to fail, we can read bundles 1 and 6 at the same time. Once com-
pleted, the replacement disk 3 can queue up two separate writes. This problem is more apparent
with a five disk RAID5 example. We can see in Figure 3.6b if disk 3 were to fail, bundles 1 and 5
can simultaneously be computed and written to the replacement disk.
Note that the order in which the chunks are written to the new disk may not necessarily be
in the same order as it was on the failed disk. In RAIDX chunks can be moved, even from one
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location to another on the same disk. As bundles are being read from the other disks, the missing
chunks can be written to the replacement disk in the order they are calculated. The replacement
disk can perform sequential writes which are more efficient.
3.3.3 Array expansion
When an array is set up in traditional RAID, the number and size of the disks in the array is
fixed. In order to expand the array size, the array has to be reinitialized. Depending on the RAID
layout, this can be done with a long restructuring process. In most cases, the contents must be
wiped and a new array created.
RAIDX with its lookup table can dynamically expand any RAIDX type. RAIDX treats data in
bundles as a unit. The specific RAIDX type determines how the chunks in a bundle form data and
parity blocks. By adding a new disk, we have a set of free chunks that we can utilize to make new
bundles.
To add a disk to the array, RAIDX first determines the number of chunks on the new disk. We
move chunks from the existing array to the new disk. This creates free chunks on the other disks
that can be used to create new bundles. Recall that chunks in a bundle must be spread across L
(bundle length) disks so no one disk contains more than one chunk of a bundle. New bundles are
created and added to the lookup table similar to the process used in creating the RAIDX array: L
disks with the most free chunks are used to create a bundle. New bundles mean adding new rows
to the lookup table. New rows mean additional storage space.
This method requires fewer moves of data than RAID. If a RAID restructuring were possible,
every stripe in the array has to be modified. In RAIDX, only those chunks which move onto the
new disk have to be moved. This is a small subset of the array. Creating additional rows in the
lookup table only requires modifying a few bytes which store the lookup table entries.
Consider an example where a disk is added to a RAIDX-copy array. We move enough chunks
to fill up half of the disk. This creates free chunks on the other disks in the array which can be
combined with the new disk to form a bundle. The original layout of the chunks is not tuned for
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optimal performance, but rather best space utilization. In Section 3.4, we discuss the details of
chunk movement and how RAIDX optimizes the layout for performance.
3.3.4 Graceful degradation
When a disk fails in RAID, it enters degraded operation. In terms of RAID1, this means that
only one disk is used to service the data. RAID5 requires the additional computation of the parity
to read the block on the missing disk. This requires reading all stripe units in a stripe. This is
done until the failed disk is replaced and a replacement disk is initialized into the array. Array
performance suffers in a degraded state.
RAIDX offers more options than traditional RAID when a disk in the array fails. It is possible,
like in traditional RAID, to wait for a new disk to be added. It is better to restructure and get out
of a degraded state. We need to reduce the storage area by the size of the failed disk. Modern
file systems allow adjustments to storage size granted the smaller size can still contain all the files
stored in the system. Generally, systems have 31-50% of the storage space unused [17]. With
RAIDX it is possible to reorganize the chunks stored on the array to have the system come out of
a degraded state.
The steps to eliminate a degraded state is to first resize the file system to the reduced size. A
number of bundles can be removed which is equal to the file system size reduction. The chunks in
these removed bundles can be marked as free. The free chunks on the remaining disks can be used
to recreate the chunks stored on the disk that was lost. Using redundancy, we can calculate what
was on the chunk that was lost from the other chunks in the bundle. When all the missing chunks
are restored, the array is then back to a fully redundant state which is able to handle another disk
failure.
This method is called graceful degradation. The array slowly degrades in storage size until it
is no longer possible without data loss.
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3.4 Performance tuner
Initialization of a RAIDX array does not take into consideration the order in which chunks will
be read. Each type of system has a different workload and different file systems favor different
areas of the disk. During array construction, we create the full mapping of the address space.
Without a priori knowledge, we cannot optimize for the best layout until after the system has been
running for some time.
Bundling results in the following problem: since large disks have more chunks, they may get
proportionally more requests, making them bottlenecks unless they are faster than the small disks.
Thus, bundling is not sufficient to deal with disks of unequal speeds. To deal with disk speed
disparity, RAIDX has a performance tuner that monitors disk traffic and moves chunks amongst
disks. The movement of chunks is made possible by RAIDX’s dynamic chunk-to-disk mapping:
a bundle can be remapped to a new set of chunks at any time. The performance tuner reorganizes
bundles so that more I/O requests are directed to faster disks.
Moving data is essential for removing bottlenecks in parallel storage with heterogeneous disks.
If a parallel computer has a mix of slow and fast CPUs, bottlenecks are removed by directing jobs
to the faster CPUs. In a storage device, I/O read requests can only be directed to the disks on which
the corresponding data reside. Therefore, frequently accessed data must be moved to faster disks
for superior performance. The performance tuner monitors chunk access and moves data such that
the speed of the parallel storage is maximized.
In order to have the most frequently used chunks on faster disks in the array, we must keep
track of their frequency of use. This is a complicated task since moving chunks based on a simple
access count does not work. For example, if a chunk is heavily accessed in a short time and then
never accessed again it would get ‘stuck’ on a faster disk because its access count is high. If we
add in decay rate to the count (to account for the shift in popular blocks), then determining the best
decay rate is highly dependent on the repetitiveness of the system. We need a system that allows
for a high hit rate of the frequently accessed blocks on faster devices.
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Memory caches must also solve this. A cache stores frequently accessed data and are orders
of magnitude faster than underlying storage devices. Caches are smaller than the underlying de-
vice, and periodically, blocks must be evicted from the cache. The best replacement strategy for
temporally clustered access patterns is least recently used (LRU).
We use caching algorithms to move the chunks on the array to faster disks. With different speed
disks, we move the frequently accessed chunks to faster devices. The performance tuner changes
the initial organization of the array into an optimized layout based on array access.
To accomplish this, the performance tuner needs three items: (1) a list of fast disks in the array,
(2) an LRU list of accessed chunks not already on the fastest disks, and (3) a list of chunks on the
fastest disks in access order. The fast disk group has at least one and at most N disks, where N
is the number of disks in the array. When all N disks are in the fast disk group, the performance
tuner is disabled as there is no benefit of having a chunk on one disk versus another.
When there are no pending transactions on the array, RAIDX removes the chunk ID at the
most recently used (MRU) end of the LRU list. The source disk refers to the slow disk that stores
the MRU chunk. That chunk ID needs to be moved to the fast disk group. We select a disk in
a circular fashion: if this is the first chunk being moved, we select the first disk in the fast disk
group, subsequent moves will use the next disk, until we reach the end when we loop back to the
first disk. We call the selected disk the destination disk.
Movement occurs with data safety in mind; at no point is there only a copy of the data in RAM.
We achieve this by having free chunks on each disk at all times. These chunks are not part of
the virtual address space presented to the file system, but can be seen as a scratch space for the
RAIDX array. The number of chunks in each free list on each disk is a constant number. Chunk
sizes default to 128KB, therefore the space used by free chunks is very small.
To keep the number of free chunks constant on all disks, the destination disk must move the
least recently used chunk to the source disk. A free chunk on the source disk as well as the
destination disk is selected.
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Once all four chunk locations have been selected (source disk recently used chunk, destination
disk free chunk, destination disk least recently used chunk, source disk free chunk), we copy the
chunks to the free chunks on the other disk. Recall that free chunks are like scratch space, their
contents are irrelevant. Now that we have a copy of the chunks that need to be moved, we can
update the lookup table to point to their new locations. This is an atomic operation. Note that the
lookup table must also be updated on the disks in addition to the one in RAM. To ensure atomicity,
we suggest using journaling to make sure all operations successfully complete.
A journal would record chunks that are going to be moved. If the move fails (due to power
outage or system crash) there is a ledger on what still needs to be moved. Having a journal would
allow for multiple chunks to be moved at once. Currently, there are only two disks in use when a
chunk is being moved. That is because there is only one chunk in transit at a time. Having a journal
would allow for more than just two disks to be copying at once because we could have more than
one chunk moved simultaneously.
It is possible to add more parallelism to this process, however our research interest was in the
feasibility of performance improvement. The addition of a journal would add a small algorithmic
complexity at the benefit of parallelism.
3.4.1 Chunk swap example
An example of a chunk swap is shown in Figure 3.7. Chunk 9 is the most recently used chunk.
It is currently on disk 5, and must move to a disk in the fast disk group (disk 2 or 4). Since this
is the first move, we select the first disk in the fast disk group: disk 2. We then select a chunk on
disk 2 to move to disk 5. Chunk 16 is the oldest chunk, thus it is selected. We read and write both
chunks simultaneously, update the lookup table, then proceed to processing the next chunk ID in
the LRU list: chunk 6.
This process continues until the LRU list is empty or there is a user request. If there is a user
request, there is no cleanup or any other steps, as each chunk swap is an atomic operation. User






























LRU list: 9, 6, 4
Figure 3.7: RAIDX chunk movement strategy
down by this optimization process. We start the LRU list at the most recently accessed end so
that even if the tuner doesn’t get to the end of the list, we will have already moved the frequently
accessed locations to a faster disk.
3.4.2 LRU implementation details
The LRU is implemented using a doubly linked list of chunk IDs in conjunction with a hash
map. The linked list gives fast access to the beginning as well as end of the list. The linked
list stores the LRU order. The beginning of the list has the most recently used, whereas the end
contains the least recently used items.
The hash map is a key/value pair where the key is the chunk ID, and the value is a pointer to
an element in the linked list. Both structures are small in size compared to the lookup table. In
general, the LRU will have an entry for only a small subset of all array locations.
Adding and removing elements from this LRU structure is fast and efficient. When a chunk is
accessed, its ID is looked up in the hash map. If an entry exists, then the pointer to the linked list
element is used to move the element to the front of the list, and the hash map is updated to point to
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the front element. If there was no previous entry, then the chunk ID is placed at the beginning of
the list, and a pointer to element is put in the hash map.
3.5 RAIDX implementation
RAIDX is implemented as a collection of user-level programs written in C++. RAIDX does
not require any special kernel modules. Disks are accessed via a wrapper application that exposes
a generic RAIDX interface, which permits both local and network connections.
The main RAIDX program combines any number of RAIDX interfaces into a single contiguous
array. This array is accessible through another RAIDX interface. In order for the kernel to use the
array, a third program connects to the RAIDX interface and exposes a virtual device to the kernel.
RAIDX uses ZeroMQ [1] to communicate between processes. ZeroMQ eliminates redundant
memory copies. The connection method is abstracted away from the interface; it can use UNIX
sockets or TCP/IP connections as the transport layer. ZeroMQ offers bindings for many popular
programming languages. ZeroMQ’s message passing interface transfers a sequence of bytes. We
combine ZeroMQ with Google Protocol Buffers. Using the Protocol Buffer descriptor language
we generate serializable class objects. Protocol Buffers can generate code for various languages
such as C++, Java, and Python. This removes limitations on what language a particular module is
written in.
The RAIDX interface consists of the commands: READ, WRITE, FLUSH, GETSIZE, GET-
BLOCKSIZE. The disk wrapper simply passes the commands on to the disk. The main RAIDX
program computes the mapping from the array location of the READ/WRITE command and passes
it to the appropriate RAIDX device(s). The storage system architecture is customizable at run time
instead of compile time.
Figure 3.8 presents a software organization of RAIDX using a single system. The programs
communicate using ZeroMQ with UNIX sockets. A more complex example in Figure 3.9 uses
remote machines and disks. Connections between programs can be encrypted. The only node that










Figure 3.8: Local RAIDX configuration
sent to the RAIDX layer from the virtual disk is already encrypted. This configuration provides
encryption at rest as well as end-to-end encryption. Encryption at rest is the result of encrypting



















We evaluated RAIDX using 2 types of tests: block level and file system level. For block
level, trace files and synthetic workloads were used. A trace file contains a recording of disk
requests submitted to a real storage system. The trace file’s workload may be used to evaluate the
performance of new hardware and software. However, trace files are a true comparison only when
using the original hardware on which the trace was collected for the following reason: the timing
of requests is a result of the hardware. If the trace file is replayed on faster hardware, it may give
an extra delay for the hardware to perform postponed computations (such as emptying a cache of
writes). If the file is replayed on slower hardware, bottlenecks may be introduced by overwhelming
the hardware.
In addition to performing tests using trace files, we evaluated the statistical properties of the
trace files and created synthetic loads designed for the underlying hardware. These synthetic work-
loads provide a block level test that is scaled for the device being tested.
At the file system level, we generated loads where accesses were to files and directories instead
of individual blocks and sectors. Different file systems tend to use the storage very differently, and
will not show equal performance. We evaluated RAIDX using many common file systems in our
tests.
4.1 Trace file testing
Trace files must be replayed on drives at least as large as the drives on the original hardware.
If the devices being tested are larger than the original hardware, then the transactions will be
compressed toward the beginning of the address space. Magnetic disks have faster performance at
the beginning than the end. Therefore, the tests would produce artificially inflated performance.
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Name Read % Num TX TX/sec Read size Write size
Financial1 23.16 5,334,987 122.05 2,715.67MB 14,918.69MB
Financial2 82.345 3,699,195 90.24 6,778.685MB 1,860.74MB
WebSearch1 99.98 1,055,448 334.92 15,608.88MB 1.78MB
WebSearch2 99.978 4,579,809 297.47 67,394.82MB 7.83MB
Table 4.1: Transactional statistics of SPC trace files
Name Duration Min. size # of disks Re-reference Array Utilization
Financial1 12h 8m 14,824GB 23 78.70% 0.02%
Financial2 11h 23m 10.43GB 18 86.06% 11.27%
WebSearch1 0h 52m 83.37GB 5 60.12% 7.29%
WebSearch2 4h 16m 83.37GB 5 87.11% 10.18%
Table 4.2: SPC trace file properties
4.1.1 Financial and Websearch trace files
We used the trace files financial and websearch since these traces are popular with other re-
searchers [61, 62, 68, 73]. The financial trace files were captured on a system at a financial insti-
tution. The websearch traces are from a popular search engine. Each workload had two separate
captures. To understand the workloads, we generated statistics shown in Tables 4.1 and 4.2.
Table 4.1 shows the read and write size which is the total number of bytes that were read from
and written to the disk. The minimum disk size is calculated from the largest offset plus the size of
the transaction in the data file. The largest offset is multiplied by the number of disks which results
in the minimum disk size.
We can see in Table 4.2 that most of the transactions occurred in a small subset of the entire
array. The accesses were unique 13%-40% of the time; if those few blocks were on a faster disk,
the performance would improve.
Figure 4.1 presents the sizes of the transactions over time. There were some outliers in each of
the plots which we omitted for clarity. Most of the transactions were 5-30KB in size. We can use
this range to determine the optimal chunk size of our array. A chunk size larger than 30KB would
create unnecessary reads.
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Figure 4.1: Size of transactions in SPC trace files
The financial workloads look sporadic in terms of the size of a transaction, but generally they
are less than 32KB in size. The websearch traces showed an interesting pattern to the reads: a
sequence of four sizes (8K,16K,24K and 32K) were repeated throughout the entire trace. Presum-
ably it is an access to a database with a lookup into several tables. This is reinforced by the fact
that most of the transactions are reads.
Figure 4.2 shows the transaction offsets on disk. In these figures we see horizontal lines.
Horizontal lines mean that the same locations are accessed throughout the trace recording. This
leads to our assertion that storage systems show a locality of reference.
To replay these trace files, we developed a freely available replayer [18]. The replayer collects
the statistics of the trace. It can replay the trace at the speed it was recorded or at maximum speed
where the delay between transactions is ignored. We use the maximum speed to find the bandwidth
of the device. The replayer can halt at a specified time in the trace to add custom delays. Using
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Figure 4.2: Offsets of transactions in SPC trace files
custom delays and maximum speed, we remove most of the delays in the trace file except for a
few. This allows testing to occur at a faster rate without needing to wait hours (or days) for the
trace file to complete.
4.1.2 Developer, Svnserver and Webserver trace files
We explore the statistics of trace files developer, svnserver, and webserver [4]. Developer and
svnserver are a week long captures, whereas webserver is only 5.2 hours long. Similar to the traces
in the previous section, we see in Figures 4.3, 4.4 and 4.5 a clear horizontal line in the disk offsets
which represents a high locality of reference. Figure 4.3 shows a two day span when the developer
did not use his machine (presumably over the weekend); this is inferred from the large change in
the disk accesses. This absence of user activity can give us a baseline for the background load of
the system.
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From the throughput graphs we can deduce that the arrival rate of requests is cyclical. This is
reasonable since developers may leave work at the end of the day and only resume working the
next day. However, we can see in the throughput graph of Figure 4.5, there are cycles of heavy to
low activity on web servers as well.
The 20% of most accessed blocks were 45-66% of the accesses in these files. This matches
prior work [41] which shows that 90% of transactions access at most 40% of the device blocks.
The locations of the disk accesses do not vary from day to day. In another paper [42], other trace
files show 51-89% of the transactions were to the top 20% of the accessed data.
4.2 Development of test programs
We created a workload generator and replayer (called diskSystemTest [19]) that mimics the
behavior of captured workloads, but tailored to the device being tested. The tool is customizable
via input parameters that define the desired workload. We use this tool to validate and test the
performance of RAIDX. This tool is not limited to RAIDX and can be used on any storage system.
Our tool consists of three tests: spotcheck, response time and throughput.
Spotcheck validates the logical address to physical address mapping of the storage. The
spotcheck test checks the address mapping of a random subset of the storage device. We use
random number generator (RNG) based off of a known seed value. When starting spotcheck, we
initialize the RNG with a known seed. We use the RNG to generate the locations as well as the
storage data. An input parameter defines the amount of data to be written. Using a RNG, we can
generate data as large as the storage device. Once the writing is complete, we re-initialize the RNG
with the same seed value and generate the locations to read from. We validate the read data against
RNG generated data. The data can be read multiple times to evaluate the effect of caching or the
effect of the performance tuner.
DiskSystemTest also has tools for measuring throughput and response time. Response time and
throughput tests use the same RNG method to generate the location pool. Instead of sequentially
accessing these locations (like in spotcheck), these tests will randomly select a location from the
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Figure 4.3: Developer system trace file
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Figure 4.4: SVN server trace file
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Figure 4.5: Web server trace file
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location pool. Each test issues transactions on a set of non-overlapping random locations. Unlike
throughput and spotcheck tests, response time uses identically sized locations.
With our tool we can create repeatable loads tailored for any storage device. We can vary the
re-reference rate (the percentage of repeat accesses) which can mimic the trace file workload.
Figure 4.6 shows our framework for diskSystemTest. We discuss the framework from the bot-
tom (storage access) to the top (test infrastructure). Each level has various modules (implemented
as classes) that can be substituted. We architect our test framework such that modifications in one
level will not impact the execution of the other levels.
Testing a storage architecture is difficult since there are many variables that interact with each
other and affect the device performance. For example, the kernel optimizes reads and writes to
minimize transactions on the drives, and the kernel caching disk pages. To evaluate the effect of a
variable, all variables other than the tested variable must be constant. Otherwise, it is difficult to
evaluate the results.
We see in Figure 4.6 the storage access is controlled by one of four modules: FileZMQ, FileDi-
rect, FileBuffered, or FileUnbuffered. FileZMQ bypasses the Linux kernel’s Network Block De-
vice (NBD) and accesses the RAIDX array directly. This module is only used for validating
RAIDX. The virtual block device module of RAIDX (“NBD to ZMQ” in Figure 4.6) could be
replaced by the test framework module to bypass the Linux kernel and any caching that it pro-
vides. While the diskSystemTest has a direct integration to RAIDX using the RAIDX interface,
the FileDirect, FileBuffered and FileUnbuffered interfaces can test any kernel block device. These
latter methods provide an unbiased comparison between RAID and RAIDX.
The Test class is an abstract class implemented by testSpotcheck, testResponseTime and test-
Throughput. The doTest() spawns threads as requested at runtime; the threads execute a call to the
doFile() routine. This creates multiple requests on the array. The doFile() routine issues an I/O re-
quest based on the test being run. When the I/O request completes, another request is immediately
issued. The threads are given an end timestamp after which they stop issuing disk accesses and
























protected virtual result_t doFile(File)
protected virtual resultAsString(result_t)
Figure 4.6: Test Framework UML diagram
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cess. Each thread reports a result value that is interpreted by that particular class implementation:
spotcheck reports time elapsed, response time reports average execution time of a transaction, and
throughput reports the total number of bytes transmitted in the allotted time.
Using this modular framework, we minimize the variability in different test configurations;
running a response time test using a direct file access and then again using a ZMQ access will
show the results based on the changes in the file access method.
To apply Section 4.1 to our experiments we ran our tool with re-reference rates of 50% and
80%. At the end of each iteration we took 20% of the block locations and selected different
random addresses which gave us a repeat reference rate of 80%. We selected 20% to account for
the minimum in CELLO99. The 50% repeat reference rate was selected to determine a worse case.
4.3 File system testing
In prior sections we presented block level methods for evaluating RAIDX. We now present file
system level testing methods. File systems have hot spots that get a high number of accesses. Hot
spots often store file system metadata: on the FAT file system the hot spots store the File Allocation
Table, on the EXT* file systems, the hot spots store the supernodes, and on the NT File System
(NTFS) the hot spots store the Master File Table.
We created a file system on the virtual device. To simulate a real system, a set of randomly
generated files were written to the disk. Using a random seed to generate each file, we created
arbitrarily sized files that could be recreated by the single seed value. Thus readback could be
validated.
After initializing the array, we created the files on the device and immediately performed a
readback of a subset of the files. This readback time is a baseline measurement. The test framework
waits one minute for the array to reorganize itself. The reason for the delay, is that the movement
of chunks is not optimized for speed, but for data safety. This ensures the file system does not get
corrupted by the performance tuner. Following the delay, a readback from the subset of files is
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performed for two minutes. Not all of the files generated will be read. Though, over time all files
will likely migrate to the faster device because each file has equal probability of being accessed.
We used the filebench [54] tool, which can generate various workloads. Like our tool diskSys-
temTest, filebench can generate various workloads based on number of threads, file sizes, and
operation types. Filebench operates at the file system level, whereas diskSystemTest operartes at
the block level. We generated 100GB of files as the test data and varied the file sizes across the
tests. We used 3 file sizes: 100MB, 10MB, and 1MB which yielded 1024, 10240, and 102400 files
respectively.
We compared EXT4, EXT3, JFS, VFAT and NTFS file systems. These are common file sys-
tems. For each file system and file size, we test by creating a new instance of RAIDX on the disks.
Next, we create the file system on the array. We read files continuously for two minutes followed
by a 1 minute wait before starting another read.
4.4 Test systems
We have 3 test systems called Speedy, Fusion and Pappa. Speedy has two 250GB Samsung
EVO SSDs and three 3TB Seagate HDDs connected via USB3.0. Fusion has two 250GB Samsung
EVO SSDs, one 300GB HDD, one 1TB HDD, one 140GB HDD, and one 75GB HDD. Pappa has
two internal 150GB HDDs, one 250GB HDD, and is connected to a SCSI storage array which
contains six 500GB HDDs and five 250GB HDDs. The names of the systems are representative of
their major quality; Speedy is a fast system using modern storage, Pappa, is a large storage array
with a modest amount of memory and few processors, and Fusion is a blend of the two extremes.
Slick is another machine we used for the purpose of network testing. This machine connected
directly to Pappa and Fusion via gigabit ethernet.
Table 4.3 shows the system characteristics of Speedy, Fusion, Pappa and Slick. To test the
RAM speed, we used a standard Linux tool called ‘mwb’. For the CPU evaluation, we used
‘sysbench’ with a single thread. Running sysbench with multiple threads produced similar results










Speedy 24 1.34ms 64GB 4509MiB/s
Fusion 4 1.03ms 8GB 1496MiB/s
Pappa 2 1.57ms 32GB 1658MiB/s
Slick 4 2.08ms 6GB 1063MiB/s
Table 4.3: Test system properties
4.5 Systems using SSDs
The current technique to boost array performance is to use SSDs as caches and store data over
HDD RAID [73, 37, 36]. While such devices achieve speeds closer to that of SSDs, they have one
disadvantage, namely, the SSDs can only improve read performance. If the cache is not redundant
and it contains the only copy of written data, then it becomes a weakness and the array is no longer
redundant.
We evaluate RAIDX implemented over an array of SSDs and HDDs with the goal of achieving
SSD speeds. The SSDs are faster than the HDDs, but the SSDs have much smaller capacity than
HDDs. Thus, the majority of storage data are stored on the larger, slower HDDs. The goal is to
ensure that the array has speeds close to the SSDs even though the majority of the data are stored
on HDDs. RAIDX approaches the speed performance of an all-SSD array by storing the frequently




This chapter presents results from our experimental evaluation of RAIDX. We start by com-
paring the stripe unit size to the chunk size. Both RAID and RAIDX split the drives up into small
pieces. The size of these pieces affects performance.
RAIDX can use networked devices. We show the results of some simple network tests. We
evaluate both local and remote RAIDX. Our results show that remote RAIDX performs better
than local. This is counter intuitive, however, the reason is similar to the benefit of using hard-
ware RAID: it offloads computation from the CPU. Similarly, the remote RAIDX is offloading the
interactions with the disks to a separate device.
Additionally, we run block level tests which include trace files. Using diskSystemTest, we pro-
duce our own workloads to test the performance tuner of RAIDX. We create various configurations
to evaluate the benefits of RAIDX.
File system testing is the top level of our testing. We show the performance of RAIDX using
various file systems.
5.1 Chunk size evaluation
Optimizing the size of a stripe unit or chunk size for RAID and RAIDX respectively is impor-
tant. Having a chunk too large decreases the parallelism, while having a chunk too small decreases
sequentiality of reads. Both extremes have a negative impact on performance. In RAID, the opti-
mal size was found to be around 64KB [9, 10, 61]. Depending on the application the array is used
for the best size could be in the range 32KB-128KB.
The first set of experiments evaluate the effect of chunk size selection on the performance of
RAIDX. The experiments used a single thread where a request was always in the queue. We read
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Transaction Size (per 4k block) - Pappa
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Figure 5.1: Transaction Size vs RAIDX Chunk Size (Pappa)
for two minutes to get an average speed. We then sleep for five minutes to allow the drives to finish
up any prefetching or other background tasks as a result of the threads executing. This allows the
next test to be unbiased by the previous test run. We varied the transaction size (the size of each
access to the array) in 4k size blocks from 2 to 128.
Figures 5.1, 5.2, and 5.3 show the comparison between transaction size and chunk size. The
larger the transaction, the faster the response time until a chunk size of 32. This is true on all three
machines with the exception of a 128 transaction size on Speedy. In terms of disks, Speedy has
a smaller number of disks so the larger transaction sizes are not benefiting from parallel access
to disks. The three large disks are taking the majority of the transactions, whereas on Pappa and
Fusion, the transactions are more evenly distributed across the disks.
We can see that a chunk size of 128 does not offer any benefit to response time. This is ex-
plained in Appendix A where it is shown that the larger the chunk size, the smaller the parallelism.
If the chunk size is so large that only one or two disks are accessed, then there is no performance
benefit to using multiple disks.
We find the best chunk size to be 32 (or 128KB) for RAIDX. Optimal RAID stripe unit sizes
were determined in many research papers of the 1990s. Since then, disks have become larger, with
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Figure 5.2: Transaction Size vs RAIDX Chunk Size (Fusion)
Transaction Size (per 4k block) - Speedy
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Figure 5.3: Transaction Size vs RAIDX Chunk Size (Speedy)
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better caches and larger track sizes. This leads us to believe, that our results showing a larger cache
size as optimal is the result of these larger devices.
5.2 Remotely connected disks
RAIDX has a built-in capability (via ZeroMQ) to use remote disks as part of the array. We now
test the performance overhead of a disk being remote compared to local. For this test, we use a
RAM disk instead of a physical disk to eliminate disk performance inconsistencies. The machines
Fusion, Pappa, and Slick were connected to the same gigabit switch on a private network.
We initially run the test locally (using UNIX sockets) to get a baseline performance. Using
diskSystemTest we test the throughput and response time. Adding in a network layer, we run a test
using the loopback ethernet interface. With these baselines, we can compare to the performance
when the RAM disk is on a remote machine. Using each machine, we test using a connection to
each of the other two servers.
The throughput test implementation is independent of the response time test. We can see in
Figure 5.4a, that the throughput is the inverse of the response time which matches up to theory.
As there was no significant difference between reads and writes, this figure only shows the read
transactions. The results are grouped into three sections: one for each server. The first result is
the speed using UNIX sockets, followed by the speed using a loopback device. The UNIX socket
performs slightly better as there is a smaller overhead. The next two results are the speeds when
using remote devices.
In Figure 5.4b, we examine the speed at which the spotcheck completes. With an ethernet
connection to another machine we achieve 75MB/s, which is 60% of the theoretical maximum of
gigabit ethernet. System speed (such as CPU and Memory) was not a major contributor, however
there is a noticeable (10%) difference when the machines were communicating with Slick.
These tests serve two purposes. They show that our test system gives results that match up
to theory. More importantly, the tests also show the amount of performance degradation over a
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network. While it is not possible to use 100% of network bandwidth (due to packet headers and
other overhead) we can utilize a significant portion.
5.3 RAID vs RAIDX performance
The objective of the next two experiments is to evaluate the performance of RAIDX compared
to RAID without the performance tuner. Specifically, we are interested in the overhead cost of
the lookup tables of RAIDX as well as the performance improvement of RAIDX with a remote
machine. Using RAIDX on a remote machine is similar to hardware RAID where the computation
of addresses and drive management is offloaded to another system.
The disk array consists of two disks where each disk is a copy of the other — for RAID the
redundancy is RAID1, for RAIDX the redundancy is RAIDX-copy. The RAIDX configuration can
be local or remote, where local implies that storage and testing computer are in the same box and
remote implies that storage is on the network. The RAIDX configuration can have our own storage
cache activated or disabled. The cache (which could be in RAM or on a separate fast local disk) is
a way to combine multiple updates to a block without needing to transmit the block over the slow
network each time.
Thus, we tested four RAIDX configurations: (1) local with cache, (2) local with no cache,
(3) remote with cache, (4) remote with no cache. We tested only one RAID configuration —
local with system cache — as RAID has no built-in function for remote disks. The workloads
are financial and websearch trace files. Each workload is executed on a disk array configuration
and the time to complete the execution is noted. We ran each workload on a given disk array
configuration several times and found that the results were very repeatable.
In the first experiment, we used two identical Samsung 850 EVO 250GB SSD disks. Figure 5.5
shows the results of our first experiment with similar disks. Each bar graph plots RAIDX speedup:
the time to run a workload on RAID divided by the time to run the same workload on RAIDX.
A speedup of one is obtained when RAID and RAIDX have similar times; a value less than one
































































































































Figure 5.4: Network performance
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Figure 5.5: Speedup comparison between traditional RAID and RAIDX when array has identical
disks
is slower than RAIDX. The goal of the “local with no cache” test is to evaluate the performance
slowdown caused by lookup tables in RAIDX.
Our results show that the overhead of lookup tables is not significant. The graph shows that
when RAIDX is remote, it is slightly faster than RAID; this result is surprising and we conjecture
that the superior remote RAIDX performance is a result of storage computation being carried out
on a separate computer in remote RAIDX whereas storage and workload computation are carried
out on the same computer in local RAID and local RAIDX.
For the second experiment, we used two disks, a 300GB HDD and a 250GB SSD. The goal of
this experiment is to evaluate the overhead of RAIDX lookup tables on disks with different speeds.
The results (see Figure 5.6) show that RAIDX performed slightly better than RAID. The reason for
RAIDX’s performance edge is its queuing algorithm, which determines which disk copy should
service a read request: when both disk queues are empty RAIDX selects the faster disk while
RAID randomly chooses either disk.
We conclude that RAIDX performs as well as RAID, and that the lookup tables have no impact
to the performance of the array. Moreover, RAIDX can offer better performance by offloading
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Figure 5.6: Speedup comparison between traditional RAID and RAIDX when array has disks of
varying speeds
the array computation to another server. RAID can be implemented in hardware to offload the
computation, but it is more costly to develop, implement, and expand.
5.4 Performance tuner evaluation
Our next objective is to show the benefits of the performance tuner. We used a workload
generated by our tool: diskSystemTest (presented in Section 4.2). We compare RAIDX to the
performance of RAID on identical hardware. The RAIDX tests consist of HDDs and SSDs (slow
and fast disks); the RAID tests consist of either all HDDs or all SDDs.
We expect RAIDX to be faster than RAID with all HDDs but slower than the RAID with all
SSDs. We test the impact of the performance tuner by measuring the speed of RAIDX after several
iterations of monitoring/moving cycles. We expect the performance of RAIDX to move closer to
the performance of the SSD RAID.
Since the focus of this evaluation is the impact of the performance tuner, not redundancy, we
configure the arrays as RAID0 and RAIDX-stripe. The RAID and RAIDX tests are configured
such that the stripe unit size is identical to the chunk size. We set the stripe unit and chunk size to
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512KB. This is the default stripe unit size for RAID0 and offers a good trade-off between sequential
access on individual disks and opportunity for parallelism across multiple disks.
We varied the number of threads issuing requests to the array. More threads issue more concur-
rent transactions to the disks. Our experimental system is a closed system where we controlled the
multiprogramming level (number of threads issuing requests). In a closed system the threads issue
an I/O request, wait for it to complete and issue another request as soon as the previous request
completes (synchronous I/O). We ensure that there are a fixed number of outstanding requests at
the array.
Next, we evaluate RAIDX with two HDDs and two SSDs; we compared RAIDX with four
HDD RAID and four SSD RAID. In Figures 5.7a and 5.7b, response times of RAID and RAIDX
are plotted as the degree of multiprogramming varies from one thread to ten threads. The red
and blue lines plot the response time of HDD RAID and SSD RAID, respectively. There are
two lines relating to HDD+SDD RAID (orange and green), which relate the response time after
one iteration and after four iterations of the performance tuner. In the first graph, there is no
performance improvement as RAID behave no differently over each iteration. The second graph
plots how the performance of RAIDX improves after four iterations since sufficient HDD blocks
from the LRU queue are moved to the SSDs.
RAIDX is not as efficient as RAID for higher thread counts. RAID is implemented at the kernel
level and has had over twenty years of development, whereas RAIDX is only a couple years old.
RAIDX can benefit from access reordering and combining small nearby accesses into single large
accesses.
The next set of experiments compare the performance of RAIDX against the performance of
RAID. The tested arrays have four disks and we tested the following cases: four HDDs, four
SSDs, and two HDDs, two SSDs. As a control, we tested traditional RAID on each of these drive
configurations. Since the HDDs are much larger than the SSDs, we created 256GB partitions on
the HDDs and used the partition on the tests; this ensured that the HDD capacity matched the
256GB SSD capacity. The test used randomly selected 32 block locations for a total of 10GB. We
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Figure 5.7: Performance of various disk configurations and thread counts
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ran a read test for two minutes, followed by an idle phase of ten minutes. We ran four iterations
for each configuration of disks. With identical drives, as expected, there was no significant change
in the results across the four iterations.
Figures 5.8a, 5.8b, and 5.8c plot the response time improvement in RAIDX over 15 iterations
of the performance tuner. The multiprogramming level is set to two, five and ten respectively.
The tests issue 512k-byte (128×4K block) transactions per thread. The test runs for two min-
utes, followed by a ten minute delay to allow the performance tuner to run. The figures plot the
improvement in response time of RAIDX after each iteration.
The RAID lines are horizontal since there is no performance difference after each iteration.
The response time of RAID with all SSDs is 2.6ms with two thread, 5.5ms with five threads, and
10.9ms with ten threads; the response time of HDD RAID is 16.1ms with two threads, 27.0ms
with five threads, and 43.7ms with ten threads. The tests were run using traditional RAID for five
iterations and then a trend line was added.
For comparison, we ran experiments on four SSD RAIDX and four HDD RAIDX; the perfor-
mance tuner was inactive during these tests since all disks are identical. In four SSD RAIDX with
five threads, the measured response time is 5.9ms; in four HDD RAIDX, the measured response
time is 21.2ms. We see that RAIDX is 7% slower with four SSDs, but 29% faster using four
HDDs. Comparing to individual disk speeds (5.9ms for SSD and 97.5ms for HDD), we can see
that parallelism does not give as great of a performance boost for SSDs.
In 2HDD+2SSD RAIDX, the performance improved with each iteration and approached that
of SSDs once the system reached steady state. Figure 5.8 shows that by the 5th iteration, the
response time of 2HDD+2SSD RAIDX approached that of the all-SSD array. Even though the
average throughput is smaller in the heterogeneous RAIDX, the measured response time of 7.2ms
shows only a 30% performance degradation compared to a RAID system with twice as many SSDs.
Heterogeneous RAIDX was 5%-25% faster than a two SSD RAID. Compared to heterogeneous
RAID, which generally performed worse than two SSD RAID. This shows that RAIDX attempts
to maximize utilization of all the disks in the array.
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Reads of 128 block transactions using 2 threads on RAIDX



















Reads of 128 block transactions using 5 threads on RAIDX



















Reads of 128 block transactions using 10 threads on RAIDX



















Figure 5.8: System performance over time using the performance tuner
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Reads of 128 block transactions using 5 threads on RAIDX


















Figure 5.9: Various re-reference rates show that there is a benefit to the performance tuner
Compared to traditional RAID, RAIDX shows a significant performance improvement once
the performance tuner completed migrating the actively used blocks. The system performance of
2HDD+2SSD RAIDX array was only 24%-30% slower than that of the 4 disk SSD RAID array.
We varied the workload locality of reference by 50-100% after each iteration. Our goal is
to mimic the variation in storage workload with the passage of time. The performance of the
performance tuner depends on the locality of reference in the workload.
Figure 5.9 shows a comparison using five threads. We omit the all HDD case for clarity. Note
that in both experiments, the RAIDX speed approaches that of the all SSD array speed. The repeat
reference of 50% shows a 10% improvement on response time whereas the 80% re-reference test
case performs 33% faster. To compare, the 100% re-reference shows a 40% improvement.
To conclude, our experiment shows that the performance tuner positively impacts the perfor-
mance of the array by rearranging the system hot spots to faster disks in the array. This relieves
the file system from the burden of managing hot spots.
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5.5 File system test results
Our next goal is to test the performance of RAIDX at the file system level. We use the filebench
tool discussed in Section 4.3. We configure a RAIDX array on four HDDs and one SSD. The test
writes the set of files totaling 100GB on the new file system. We used 100GB so that the files
could not be all cached and therefore reads must come from the array. For two minutes the file
system issues reads to a random subset of files followed by a 1 minute pause. Ten iterations of this
read/sleep cycle is executed.
The results of this work show that all the file sets have a significant boost from the performance
tuner. We can see in Figure 5.10, there is a steady decrease in response time which corresponds to
an increased performance. In Figures 5.10b, 5.10d and 5.10f we plot the percent reduction of each
file system to allow a better comparison among the different systems. File system performance
improved in all cases. NTFS had a smaller improvement. We believe this is attributed to the
background maintenance done by the system which interferes with the performance tuner.
The performance of RAIDX improved by 82%-93% excluding NTFS which only had a 26%-
58% improvement. This result shows that RAIDX can universally improve performance at the
block level. This reduces the complexity of designing the file system to account for disk/sector
performance variability.
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The scope of this research is to determine the feasibility of a RAID array consisting of heteroge-
neous disks. We developed RAIDX: a heterogeneous disk array. We explored other enhancements
to RAIDX such as array expansion and compression where the array can have a drive added or re-
moved and return to a redundant state. RAIDX has a lookup table that allows dynamic remapping
of the array which then permits the inclusion of additional storage. Reducing the array size only
requires resizing the file system before shrinking the array.
The lookup table allows array restructuring without impacting file system addressing. This fea-
ture is used by RAIDX’s performance tuner, which monitors block accesses and moves frequently
accessed blocks to faster disks. Similar to defragmenting a file system, but instead of optimizing
for sequential access, we arrange most recently used data to be on the faster devices.
We have tested RAIDX at block level and file system level. Our tests show that RAIDX per-
forms as well as RAID when the array consists of identical disks. In an array of SSDs and HDDs,
the performance of RAIDX approaches the performance of an all-SSD array.
The contribution of this work is the RAIDX system. It is implemented as a modular application
that can be reconfigured at runtime. This allows additional features to be added to the system
without needing to recompile the other modules. In the future we imagine having an encryption
module. This module would provide end-to-end encryption as well as encryption-at-rest.
To create and test RAIDX, we developed several performance analysis tools: diskSystemTest,
trace-replay and fileSysBench. Our tools are publicly available and can be used to evaluate storage
devices.
To validate the system, diskSystemTest writes pseudo-random bytes to pseudo-random loca-
tions in the array. It then reads back those same pseudo-random locations to verify that it matches
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the pseudo-random stream it wrote. This prevents the need to validate every block of the array by
only doing a spotcheck. The diskSystemTest tool also can be used for before/after performance
comparisons. The time to complete the spotcheck can be measured because subsequent runs al-
ways issue the same pseudo-random sequence of transactions. Therefore, if any changes are done
to the algorithm or array layout, we can test the difference in completion time. Other features of
this tool involve measuring response time and throughput. For each of these tests, the system can
create multiple threads to determine the performance of the system under a more dynamic load.
We also develop a trace replay program to apply recorded loads to our system. The trace replay
tools apply recorded loads to a storage system. With our tool, we can replay the trace file at the rate
it was captured, or super-speed. Super-speed eliminates any recorded delays between transactions.
These delays may be a result of computation delays or intermittent transactions. Our tool is also
able to stop and later resume at any point in the trace file. This is helpful in injecting arbitrary
delays that were not part of the original trace.
The diskSystemTest and the trace replayer tools operate at the block device layer. FileSys-
Bench, on the other hand, operates at the file system level. FileSysBench evaluates the performance
of storage systems under various filesystems.
In the future, we plan to add a monitoring system that will display live performance metrics.
We also plan to evaluate a partitioning module that allows a RAIDX array to be split into smaller
partitions that could be expanded. This feature could be accomplished with Linux Volume Man-
ager.
Other future works could focus on creating a file system that is cognizant of RAIDX’s internal
capabilities. Many file systems interfere with the inner workings of RAIDX. Traditionally, file
systems emphasized sequential placement of files on the disk to improve performance. Modern
hardware (using SSDs) allows for random access without any performance loss. Removing the
element of storage organization would simplify the file system.
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THROUGHPUT OF HETEROGENEOUS DISKS
When using heterogeneous disks in an array (or heterogeneous servers in a system), there will
be diminishing returns. Adding slower servers to increase parallelism may in fact decrease the
overall speed of the entire system. The average system throughput is inversely proportional to the
average response time. In order to reduce the response time, throughput must be increased [15].
A.1 Modelling
We approximate the average throughput in a heterogeneous system as equation A.1. The
NumDisks is used as an estimator to the array parallelism. We take the ratio of the diskThrough-
put*diskSize to diskSize of all the disks in the subgroup which produces a probability of each disk
throughput based on the whole array. The diskSize reflects the probability that the particular disk
is going to be used. The greater the size, the higher the likelihood that a particular chunk is on that
disk thus making use of the disk’s throughput.






Figure A.1 shows this using the systems we used for testing (described in section 4.4). We
show the graph of the results to equation A.1 with the N fastest disks in each system. We can see
that parallelism in a heterogeneous system does not provide a performance boost if the additional
devices are much slower than the faster disks. There is a peak in performance with the fastest
disks of similar speed due to the parallel execution of the tasks. There is a diminishing return on
performance with more disks that are not as fast. Therefore, those disks should not be used as
often. In storage, those disks end up being used as backups or storing old files.
In Pappa, we have all older spinning disks, compared to Speedy which has two SSDs and
three much newer spinning disks. Comparing them on the figure, they have a similar curve, where
parallelism doesn’t boost the performance with the addition of slower disks. Fusion is a mix
between the two: it has two SSDs and four assorted set of spinning disks (some new some older).
Further details of the test systems are in section 4.4.
A.2 Optimal array comparison
To further understand the relationship of average throughput on array size, we looked at the
effects of various hypothetical systems. The disk speeds we used are in table A.1. We calculate
optimal performance as having the disk speed of the fastest disk be the speed for all disks. The
actual performance of the array is the average speed of the array. The speed of each disk is propor-
tionally accumulated relative to the size of that disk. Meaning that the access speed to any block
of data is calculated as a probability of the data being on a particular speed disk.
The larger the number of disks, the smaller the impact of any one disk. This can be seen in
figure A.2. The performance difference of two disks is 95% for Linear, 99.5% for small linear, but
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Figure A.1: Average throughput for subset of N fastest disks
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Table A.1: Disk speeds for hypothetical arrays
75% for exponential. In contrast, ten disks show 55% for linear, 96.5% for small linear, but only
20% for exponential. We also modeled a varying size of the disks, where the size grows linearly
as the disk speed is decreasing. For example, in the linear hypothetical, the disk with speed of 100
had size 100, the speed of 50 had size of 600, and the speed of 10 had size of 1000.
In general, suffice it to say, that the average performance of the disks used in the array will
drive the average throughput. One’s intuition would come to the same conclusion.
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Figure A.2: Average throughput for hypothetical systems
81
