Formal Groups, Witt vectors and Free Probability by Friedrich, Roland & McKay, John
ar
X
iv
:1
20
4.
65
22
v2
  [
ma
th.
OA
]  
10
 A
pr
 20
19
Formal Groups, Witt vectors and Free Probability
Roland Friedrich and John McKay
April 11, 2019
Abstract
We establish a link between free probability theory and Witt vectors. Then we give an explicit
formula which expresses Voiculescu’s multiplicative convolution ⊠ as a function of the additive
convolution ⊞. This answers an important open question in free probability. Then we continue
our previous discussion of the relation between complex cobordism and free probability and show,
that the generic n-th free cumulant corresponds to the cobordism class of the (n− 1)-dimensional
complex projective space. This permits us to relate some important probability distributions from
random matrix theory to the equally well known corresponding genus.
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Keywords: Free probability and free operator algebras, bordism and cobordism theories, formal
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1 Introduction
By considering the reduced free product of C∗-algebras, D.V. Voiculescu [26, 27, 28] was led to create
free probability, a non-commutative probability theory, where the classical notion of independence is
replaced by “freeness”.
In our previous article [7], we demonstrated, amongst other things, a direct connection of one-
dimensional free probability theory with multiplicative genera in complex cobordism via Voiculescu’s
S-transform [27]. The bridge Katsura, Shimizu and K. Ueno [20] and J. Morava [18] had previously
built, permitted us to established a link between Free Probability, Conformal Field Theory (CFT) and
the KP hierarchy.
Most notably, we remarked the connection free probability has with the ring of Witt vectors which we
shall explore in detail here.
First we show the connection of the R- and S-transform with Witt vectors, formal group laws and
Faber polynomials. Then we derive the relation between Adams operators and Faber polynomials.
Next, we show that Voiculescu’s multiplicative and additive free convolution, ⊞ and ⊠, are related to
each other as the logarithm is to the exponential. Notably, in [8], we prove that in higher dimensions
one can not linearise the multiplicative convolution.
The newly established connections provide links between classical objects such as Witt vectors, neck-
lace polynomials and multiplicative functions on the lattice of non-crossing partitions. In particular it
follows that this lattice is isomorphic to the ring of Witt vectors, giving rise to a new operation on the
lattice itself, which permits us to define a new multiplication ⊡, corresponding to the multiplication
in the Grothendieck λ-ring.
In the last part we continue to explore the relation of free probability with complex genera and show,
that certain prominent probability distributions correspond to equally prominent complex genera.
In order to make the article as concise as possible, we recall necessary facts in each section before we
state our results or relate them to other parts of the text.
The paper is organised as follows. After the Introduction, in Section 2, we recall some necessary facts
from formal group laws, the logarithm, the invariant differential and the group of diffeomorphisms of
the formal line.
Section 3 reproduces the web of algebraic relations of the Witt vectors with the rings mentioned above,
before being connected with the theory of univalent functions and Adams operations in Section 4.
Section 5 summarises essential facts from free probability theory and recalls very briefly its combi-
natorial description, and discusses the main objects for our later discussion, the R- and S-transform
within the context of the full Fock space.
The final Section 6, links free probability with multiplicative genera at the algebraic and then at the
analytic level where several important probability distributions and the corresponding multiplicative
genus are discussed.
2
2 Automorphisms of the formal line and formal group laws
2.1 Spaces of formal power series and infinite Lie groups
The following spaces of formal power series are fundamental in the approach to conformal field theory
by Kawamoto, Namikawa Tsuchiya and Yamada [21]. A textbook presentation of the material can be
found in the monograph [5].
Let A be a Q-algebra with unit, and A× its multiplicative group of units. Then one can consider
following spaces:
OA := A[[z]] =
{ ∞∑
n=0
anz
n
}
: the ring of formal power series with coefficients in A.
mA :=
{ ∞∑
n=1
anz
n
}
: the (unique) maximal ideal of OA.
The group of automorphisms Aut(OA) of the A-algebra OA ≡ A[[z]], or equivalently the auto-
morphisms of the formal line over A which fix the origin, can be described as the set of power series
a1z+a2z
2+ . . . , with a1 ∈ A×. Its subset Aut+(OA) corresponds to those automorphisms with a1 = 1.
These spaces of automorphisms carry the structure of a Lie group with corresponding Lie algebras:
Aut+(OA) Der+(OA) = z2A[[z]] d
dz∩ ∩
Aut(OA) Der0(OA) = zA[[z]] d
dz∩
Der(OA) = A[[z]] d
dz
By defining ℓn := −zn+1 ddz for n ∈ Z, we obtain the commutation relations of the Witt algebra
[ℓm, ℓn] = (m− n)ℓm+n .
2.2 Formal groups
We recall the facts from e.g. [1, 3, 15, 22].
Definition 2.1. A one-dimensional, commutative formal group (law) over A is a power series
F (x, y) ∈ A[[x, y]], such that
1. F (x, 0) = F (0, x) = x, the neutral element,
2. F (x, F (y, z)) = F (F (x, y), z), associativity, and
3. F (x, y) = F (y, x), commutativity.
The formal inverse ι of F (x, y), is the power series ι(x) =
∑∞
j=1 ajx
j with aj ∈ A, such that
F (x, ι(x)) = 0 = F (ι(x), x), which always exists and is unique.
3
Definition 2.2. A homomorphism f : F → G of formal groups F and G over a ring A, is a
power series f(x) ∈ zA[[z]] with f(0) = 0 such that
f(F (x, y)) = G(f(x), f(y)) .
It is an isomorphism if f(x) ∈ Aut(OA), i.e. f ′(0) ∈ A×, and it is a strict (strong) isomorphism
if f(x) ∈ Aut+(OA), i.e. f ′(0) = 1.
The two basic formal group laws over a ring A are the additive group law:
Fa(x, y) := x+ y ,
and the multiplicative group law:
Fm(x, y) := x+ y + xy .
Let A be torsion-free, and set QA := A⊗Z Q. As Lazard [14, 1, 3] has shown, to any formal group
F over A there exists a f(x) ∈ Aut+(OQA) such that F is strictly isomorphic to the additive formal
group law, so that
F (x, y) = f−1(f(x) + f(y)) . (1)
Definition 2.3. The logarithm logF (x) of a formal group law F (x, y) (of geometric cobordisms) over
a ring A, is the unique power series with coefficients in A⊗Z Q satisfying (1). It is of the form
logF (x) = x+
∞∑
n=1
an
n+ 1
xn+1 ,
with an ∈ A, for all n ∈ N×. The inverse of logF (x), with respect to composition of power series, is
denoted by expF (x) = log
−1
F (x).
For example, over QA the formal groups Fa and Fm are strongly isomorphic with f(x) = ln(1 + x).
The invariant differential ωF on the group F (x, y) is the differential form
ωF := d logF (x) =
( ∞∑
n=0
an+1x
n
)
dx. (2)
Basically, up to normalisation, the invariant differential defines an element of the dual of the Lie
algebra of Aut(OA), i.e.
ωF ∈ Der(OA).
The tangent space to all (strongly) isomorphic formal group laws over C is represented by the (positive)
non-negative part of the Witt algebra. This is the geometric explanation for the appearance of the
Landweber-Novikov algebra [1, 3, 7].
We add the following remarks:
• The Weil-Peterson metric is a natural metric on the space of complex formal group laws, which
also carries the structure of an infinite-dimensional Ka¨hler manifold.
• One-dimensional group laws can be embedded into the Sato Grassmannian, and are linked to
integrable systems and the τ -function, cf. [20].
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3 Witt vectors, λ-rings and necklace algebras
Products of rings exist in the category of rings. Given an arbitrary index set I, the product AI =∏
i∈I Ai, is again a (commutative) ring (with unit) under component-wise addition and multiplication.
The additive zero element 0I corresponds to the infinite vector of zeros (0i)i∈I and the multiplicative
unit 1I to (1i)i∈I . This ring is prototypical for the other rings defined on infinite vectors or sequences
with components in a fixed ring A.
We introduce the classical endofunctorsW,Λ,Nr : cRing → cRing from the category of commutative
unital rings cRing to itself. They are called the Witt vectors, Grothendieck λ-ring and the
necklace algebras of Metropolis-Rota, respectively, [11, 15, 17].
We have the following sets:
W(A) := {a := (a1, a2, a3, . . . ) : ai ∈ A} Witt vectors
Λ(A) := 1 + zA[[z]] = {f(z) = 1 + s1z + s2z2 + · · · : si ∈ A} unital power series
Nr(A) := {α := (α1, α2, α3, . . . ) : αi ∈ A} necklace algebra∏
N×
A ≡ AN× := {x := (x1, x2, x3, . . . ) : xi ∈ A} infinite product, “ghost vectors”
Each of these sets carries the structure of a commutative ring with unit.
The additive abelian group structure on Λ(A) is given by the usual multiplication of power series,
with the power series f(z) = 1 being the additive neutral element. The multiplication ∗ is defined as
follows. For f(z), g(z) ∈ Λ(A) consider the formal factorisations
f(z) =
∞∏
i=1
(1− ξiz)−1 and g(z) =
∞∏
j=1
(1− ηjz)−1
Then
(f ∗ g)(z) :=
∞∏
i,j=1
(1− ξiηjz)−1 .
The ring structure on the Witt vectors W(A) is obtained from the bijection of sets
γ :W(A)→ Λ(A), (a1, a2, a3, . . . ) 7→
∞∏
n=1
(1− anzn)−1
For n ∈ N× and µ˜, the classical Mo¨bius function, the set of necklace polynomials in Q[x] is
defined by [17, 15]:
M(x, n) :=
1
n
∑
d|n
µ˜
(n
d
)
xd .
The necklace algebra Nr(A) over A is the set AN
×
. For two sequences α, β ∈ Nr(A) addition is
given by component-wise addition, and the multiplication ∗MR is defined as
(α ∗MR β)n :=
∑
lcm(i,j)=n
gcd(i, j)αiβj
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where lcm(i, j) and gcd(i, j) denotes the ‘least common multiple’ and the ‘greatest common divisor’
of i and j, respectively.
Define the infinite vector-valued map M : A ⊗Z Q → (A ⊗Z Q)N× , by (M(b))n := M(b, n), so that
M(b) = (M(b, 1),M(b, 2),M(b, 3), . . . ), [17].
As with Witt vectors, two operators, called the rth Verschiebung operator Vr and the Frobenius
operator Fr exist. They are defined as follows [17, 15]: Vr(α) = β, where
βn :=
{
0 if r ∤ n,
αn/r if r|n.
and Fr(α) = β with
βn :=
∑
{d:lcm(r,d)=nr}
d
n
αd .
Proposition 3.1 ([11, 15, 17]). Let A be a Q-algebra. Then the diagram below is commutative
W(A)
w

γ
//
f˜ $$■
■■
■■
■■
■■
Λ(A)
z d
dz
log

Nr(A)
g˜
{{✈✈
✈✈
✈✈
✈✈
✈
c
::✉✉✉✉✉✉✉✉✉
$$■
■■
■■
■■
■■
AN
× γw
// zA[[z]]
with the isomorphisms of commutative unital rings given by
γ : W(A)→ Λ(A) (an)n∈N× 7→
∞∏
n=1
(1− anzn)−1
w : W(A)→ AN× (w(a))n =
∑
d|n
d · an/dd
γw : AN
× → zA[[z]] (xn)n∈N× 7→
∞∑
n=1
xnz
n
g˜ : Nr(A)→ AN× (αn)n∈N× 7→
∑
d|n
d · αd
f˜ : W(A)→ Nr(A) f˜(a) :=
∞∑
n=1
VnM(an)
c : Nr(A)→ Λ(A) c(α) :=
∞∏
n=1
(1− zn)−αn
Further
c ◦ g˜−1 = exp
( ∞∑
n=1
xn
n
zn
)
.
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4 Faber polynomials and Adams operations
The Faber polynomials appear 1903 in complex analysis in approximation theory, see [16, 23]. In
slightly modified versions they re-appear later in other contexts. The reason for putting the emphasis
on the complex variables approach is that the original Faber polynomials play a profound role in
diverse mathematical fields, and in particular in the theory of univalent functions, see [6, 16, 23, 25]
and references therein. The explicit connection with Witt vectors reveals new perspectives.
Let h(z) = 1 + b1z + b2z
2 + · · · ∈ Λ(A) with coefficients bi ∈ C and let g(z) := zh(1/z). Then
g(z) = z +
∞∑
n=0
bn+1z
−n ,
which in complex analytic terms represents the germ of a univalent function around the point at
infinity, with g(∞) = ∞ and g′(∞) = 1. The transformation g(z) 7→ 1g(1/z) gives a bijection with the
locally univalent functions around the origin of the form z + a2z
2 + a3z
3 + . . . .
The nth Faber polynomial Fn(w) of g(z) is defined by the expansion at infinity
ln
g(z) − w
z
= −
∞∑
n=1
Fn(w)
n
z−n .
Fn(w) depends on the coefficients b1, . . . , bn and the Fn(w) satisfy the recursion relations
Fn+1(w) = (w − b1)Fn(w)−
n−1∑
k=1
bn−k+1Fk(w)− (n+ 1)bn+1 .
The Grunsky matrix is defined as
ln
g(z) − g(w)
z − w = −
∞∑
m=1
∞∑
n=1
βmnz
−mw−n ,
with the Grunsky coefficients βmn being symmetric, i.e. βmn = βnm. The relation between the
Faber polynomials and the Grunsky coefficients is given by
Fn(g(z)) = z
n + n
∞∑
m=1
βmnz
−m .
Considering Fn(0) =: Fn(b1, . . . , bn) leads to an alternative definition. The nth Faber polynomial
Fn(b1, . . . , bn) for n ∈ N is defined by
z
d
dz
ln g(z) =
∞∑
n=0
Fn(b1, . . . , bn)z
−n ,
with F0 = 1, F1 = −b1, F2 = b21 − 2b2, F3 = −b31 + 3b1b2 − 3b3, . . . .
Equivalently we have [2]
1 + b1z + b2z
2 + b3z
3 + · · · = exp
(
−
∞∑
n=1
Fn(b1, b2, . . . , bn)
n
zn
)
.
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Schur polynomials Sn are then given by Sn = − 1nFn(b1, . . . , bn). Alternatively, cf. [16], the Faber
polynomials Fn(w) are given by:
Fn(w) = det(w1−An) ,
where
An :=


b1 1 0 · · · 0
2b2 b1 1
. . .
...
3b3 b2
. . .
. . . 0
...
...
. . . b1 1
nbn bn−1 · · · b2 b1


The nth Adams operator Ψn is given in terms of the operations λj by
Ψn = det


λ1 1 0 · · · 0
2λ2 λ1 1
. . .
...
3λ3 λ2
. . .
. . . 0
...
...
. . . λ1 1
nλn λn−1 · · · λ2 λ1


which corresponds to the determinant formula linking the power sums and the elementary sym-
metric functions [11].
We have
Proposition 4.1. The ghost components of Λ(A) are given by the Faber polynomials Fn(0), n ∈ N.
The nth Adams operator is, up to a sign, equal to the nth Faber polynomial for w = 0,
Ψn = (−1)nFn(λ1, . . . , λn) ,
with the coefficient bj replaced by the operation λ
j.
In Voiculescu’s approach to the microstate-free entropy [29], in the one variable case, he introduced
the difference quotient derivation ∂, as
f 7→ ∂f := f(x)− f(y)
x− y .
This motivates to define for ∂ the generalised Grunsky matrix as
f 7→ log(∂f) = log f(x)− f(y)
x− y ,
and the generalised energy-moment tensor or generalised Schwarzian derivative as, cf. for
conformal field theory [21] and for the connection with replicable functions [16],
f 7→ lim
z→w dzdw log(∂f) = limz→w dzdw log
f(x)− f(y)
x− y .
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5 Free probability theory
Free probability theory, as original created by Voiculescu [28], is a non-commutative probability theory
with the additional notion of “freeness”. Let us recall some necessary definitions and facts [19, 28].
A pair (A, φ), consisting of an unital C-algebra A and a fixed linear functional φ : A → C with
ϕ(1A) = 1, is called a non-commutative probability space. An element a ∈ A is called a random
variable.
For a ∈ A, the distribution or probability law µa of a is the induced linear functional
µa : C[X]→ C,
given by
µa(X
n) := φ(an).
The complex number mk(a) := φ(a
k), k ∈ N, is called the k-th moment of a. Analogously, for a law
µ, one sets mk(µ) := µ(X
k).
By definition, for any non-commutative random variable a we have µa(1C) = 1C = m0(a) with a
0 :=
1A.
If the algebra A is a C∗-algebra and the functional φ a state, i.e. continuous and positive φ(a ∗a) ≥ 0,
the pair (A, φ) is called a C∗-probability space. Analogously, we have a W ∗-probability space if A is
a von Neumann algebra and φ is weakly continuous.
Definition 5.1. Let (A, φ) be a non-commutative probability space and let 1A ∈ Ai ⊂ A for i ∈ I, be
an arbitrary family of sub-algebras of A. The collection (Ai)i∈I is called free if
φ(a1a2 · · · an) = 0,
whenever
• aj ∈ Aij with ij 6= ij+1 for 1 ≤ j < n, and
• φ(aj) = 0 for 1 ≤ j ≤ n.
A collection of subsets Xi ⊂ A or elements ai ∈ A with i ∈ I, is called free if the collection of
sub-algebras Ai generated by {1A} ∪Xi, respectively {1, ai}, is free.
One should note that the requirement for freeness is that consecutive indices must be distinct, e.g.
ij = ij+2 is possible.
Voiculescu [26, 27] proved that for a pair of free random variables {a, b} in a non-commutative prob-
ability space, with distributions µa and µb, respectively, µa+b and µab depend functionally only on µa
and µb. The binary operations ⊞ and ⊠, induced by the sum and the product of free random variables,
can be expressed by universal polynomials with integer coefficients.
• The additive free convolution of µa and µb, denoted as µa ⊞ µb, is equal to the distribution
of µa+b.
• The multiplicative free convolution of µa and µb, denoted by µa ⊠ µb is equal to the distri-
bution of µab,
given that a and b are freely independent.
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5.1 The R- and S-transform
Consider the following sets of distributions:
Σ := {µ : C[X]→ C | µ is linear, µ(1) = 1},
Σ0 := {µ : C[X]→ C | µ is linear, µ(1) = 1 and µ(x) = 0},
Σ× := {µ : C[X]→ C | µ is linear, µ(1) = 1 and µ(X) 6= 0},
Σ×1 := {µ : C[X]→ C | µ is linear, µ(1) = 1 and µ(X) = 1},
which satisfy the strict inclusions: Σ×1 ⊂ Σ× ⊂ Σ.
Let (A, φ) be a non-commutative probability space, a ∈ A, or µ ∈ Σ. The Cauchy transform of µ
is the formal power series
G(z) :=
∞∑
n=0
mn(µ) z
−(n+1)
in the variable z, determined by the moments mn(µ) (m0(µ) = 1, by definition). For a ∈ A we would
have to use µa.
The compositional inverse series of G is well-defined and it has the form
G−1(z) =
1
z
+
∞∑
n=0
αnz
n .
The RV -transform of µ (and analogously of a) is defined as the formal power series
RV (µ)(z) := G
−1(z)− 1
z
=
∞∑
n=0
αnz
n ∈ C[[z]] ,
and the (modified) R-transform is given by
Ra(z) := z · Ra(z) =
∞∑
n=1
αn−1 zn ∈ mC = zC[[z]].
For µ ∈ Σ×, the associated moment series (analogously for a ∈ A) is given by
Mµ(z) :=
∞∑
n=1
mn(µ) z
n ,
and since µ(X) 6= 0, the inverse power series M−1µ (z), with respect to composition, is defined.
The S-transform of µ, is the formal power series
Sµ(z) :=
1 + z
z
M−1µ (z) .
It is important to point out the fact, that if we express initial coefficients {bk} in the Lagrange
inversion of series of the form f(q) = 1/q +
∑∞
k=0 akq
k into the reverted series q =
∑∞
k=0 bk/f
k+1,
then the bk are so-called Voiculescu polynomials. Each bk is a polynomial over N in the original
coefficients. This follows from an interpretation of the products in the isobaric bk in terms of Dyck
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paths. Further, if the original series has coefficients that are values of a character on some group
element, g, then so are the bk-polynomials, [4].
A far-reaching combinatorial interpretation of the R- and S-transforms was found by Speicher [24]
and then further developed with Nica, see [19].
Let S be a finite set, e.g. {1, . . . , n}. A partition π of S is a collection π = {V1, . . . , Vr} of non-empty,
pairwise disjoint subsets Vi ⊂ S, called the blocks of π, whose union is again S, i.e. S =
∐r
i=1 Vi.
Let P(S) denote the set of all partitions of S, and write P(n) if S = {1, . . . , n}. On {1, . . . , n} there
exists an equivalence relation ∼pi: namely, let 1 ≤ p, q ≤ n, and set
p ∼pi q : ⇔ ∃i : p, q ∈ Vi, i.e. p, q are in the same block Vi of π.
A partition π of S = {1, . . . , n} is called crossing if there exist p1 < q1 < p2 < q2 in S such that
p1 ∼pi p2, q1 ∼pi q2 but p2 ≁pi q1. A non-crossing partition, as introduced by Kreweras [24], is a
partition π which is not crossing. The set of all non-crossing partitions of {1, . . . , n} is denoted by
NC(n). These notions can be generalised to any finite, totally ordered set.
Let (A, φ) be a non-commutative probability space. The free cumulants kn, are multilinear func-
tionals kn : An → C (n ∈ N) which are inductively defined by the moment-cumulant formula:
k1(a) := φ(a), φ(a1 · · · an) =
∑
pi∈NC(n)
kpi[a1, . . . , an] ,
where for π = {V1, . . . , Vr} ∈ NC(n)
kpi[a1, . . . , an] :=
r∏
j=1
kVj [a1, . . . , an] ,
and for V = (v1, . . . , vs)
kV [a1, . . . , an] := ks[av1 , . . . , avs ] .
For a ∈ A and n ∈ N×, we set kn(a) := kn(a, . . . , a) and call the resulting series (kn(a))n∈N the free
cumulants of a.
It was shown in [24, 19] that the coefficients of the R-transform (5.1) are in fact given by the free
cumulants, namely by the formal power series of free cumulants associated to µ,
Rµ(z) =
∞∑
n=1
kn(µ)z
n . (3)
If k1(µ) 6= 0 then R−1µ (z), the inverse of the power series (3) with respect to composition, exists.
Alternatively, the S-transform can be expressed as [24, 19]
Sµ(z) =
R−1µ (z)
z
∈ C[[z]]× . (4)
In summary, for µ ∈ Σ× we have the commutative diagram relating Rµ and Sµ through Eqs. (5.1),(3)
and (4):
µ
free cumulants
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ moments
❅
❅❅
❅❅
❅❅
❅
Rµ
mult(z−1)◦ inv
// Sµ
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As Voiculescu showed, (Σ,⊞), (Σ×,⊠) and (Σ×1 ,⊠) are abelian groups, and further he proved that
the R- and S-transform induce group isomorphisms [26, 27, 28]:
RV : (Σ,⊞) −→ (C[[z]],+), µ 7→ RV (µ),
S : (Σ×,⊠) −→ (C[[z]]×, ·), µ 7→ S(µ),
S : (Σ×1 ,⊠) −→ (1 + zC[[z]], ·), µ 7→ S(µ).
In particular, for a pair of free random variables {a, b}, the following identities hold:
RV (µa+b) = RV (µa ⊞ µb) = RV (µa) +RV (µb),
S(µab) = S(µa ⊠ µb) = S(µa) · S(µb).
The question one might ask is whether there exists a similar relation as in the classical case for
independent random variables, between ⊞ and ⊠, cf. [24, 19].
Theorem 5.2. There exists a formula for the multiplicative free convolution ⊠, given by
µa ⊠ µb = EXP (LOG(µa)⊞ LOG(µb)) , (5)
where the group isomorphism LOG : (Σ×1 ,⊠) → (Σ,⊞), with inverse EXP, is defined as given by the
diagram:
Λ(C)
z d
dz
log

(Σ×1 ,⊠)
Soo
=:LOG

zC[[z]]
R−1
V // (Σ0,⊞)
Proof. This follows from equations (5) and (5) and Prop. 3.1 .
Remark 1. As we show in [8], the above correspondence is no longer true for the higher-dimensional
R-transform, as there one is dealing with non-commutative Lie groups.
The commutative unital ring structure on Λ(C) can be pulled back.
Theorem 5.3. The set Σ×1 of distributions with mean 1, carries the structure of a commutative unital
ring, with such binary operations (⊠,⊛), that (Σ×1 ,⊠,⊛) becomes isomorphic to the ring (Λ(C), ·, ∗).
The multiplication ⊛ in Σ×1 is given by
µ1 ⊛ µ2 := S
−1(S(µ1) ∗ S(µ2)) for µ1, µ2 ∈ Σ×1 . (6)
Further, there exists a canonical unital ring structure on Σ, induced by the R-transform, with binary
operations (⊞,⊡), where ⊡ denotes the multiplication. The resulting unital ring is isomorphic to the
ghost ring zC[[z]].
The rings (Σ×1 ,⊠,⊛) and (Σ0,⊞,⊡) are isomorphic, with the bijections given by LOG and EXP,
respectively.
Proof. This follows from the isomorphisms (5) and (5), and from Prop. 3.1 and Prop. 5.2.
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Corollary 5.4. The commutative unital rings in the diagram below, are canonically isomorphic.
W(C)
w

f
$$■
■■
■■
■■
■■
γ
// Λ(C)
z d
dz
log

(Σ×1 ,⊠,⊛)
Soo
LOG

Nr(C)
g
zz✉✉
✉✉
✉✉
✉✉
✉
c
::✉✉✉✉✉✉✉✉✉
$$■
■■
■■
■■
■■
∏
N× C
γw
// zC[[z]]
R−1 // (Σ0,⊞,⊡)
Remark 2. In the case of infinitely divisible probability measures the operation ⊡ respects the analytic
structure. However, as a consequence of positivity, the resulting structure reduces to a semi-ring,
cf. [9].
5.2 The full Fock space and canonical random variables
Let us recollect the following facts which will be particularly important in the next section, cf. [10, 19,
26, 27, 28].
Let H be a finite- or infinite-dimensional complex Hilbert space. The tensor algebra,
F(H) := T (H) =
∞⊕
n=0
H⊗n ∼= CΩ⊕
∞⊕
n=1
H⊗n ,
with Ω denoting the vacuum vector, a distinguished vector of norm one, is called the full Fock
space associated to H.
Then F(H) is a Hilbert space with the different summands H⊗n being pairwise orthogonal, and with
〈x1 ⊗ · · · ⊗ xn, y1 ⊗ · · · ⊗ yn〉 = 〈x1, y1〉 · · · 〈xn, yn〉 .
For T ∈ B (F(H)), the vacuum expectation value is given by
〈T 〉 := τΩ(T ) := 〈T (Ω),Ω〉 ,
which induces the vacuum state τΩ : B (F(H))→ C.
For h ∈ H, the associated left-creation operator l(h) : F(H)→ F(H) is defined as
l(h)Ω := h
l(h)x1 ⊗ · · · ⊗ xn := h⊗ x1 ⊗ · · · ⊗ xn
with the adjoint operator l∗(h) satisfying
l∗(h)Ω = 0
l∗(h)x1 ⊗ · · · ⊗ xn =
{
〈h, x1〉Ω, for n = 1,
〈h, x1〉x2 ⊗ · · · ⊗ xn for n ≥ 2.
The operators l(h) are bounded with norm ‖l(h)‖ = ‖h‖H, and in particular, if e is a normal vector,
then l(e) is an isometry. For arbitrary h1, h2 ∈ H the Cuntz relations hold:
l∗(h1)l(h2) = 〈h1, h2〉1F(H) .
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The C∗-algebra generated by the operators {l(h) | h ∈ H}, denoted by C∗(l(H)), is called the exten-
sion of the Cuntz algebra.
Let e1, . . . , en ∈ H be pairwise orthonomal vectors, and define En := C∗(l1, . . . , ln) ⊂ B(F(H)) as the
C∗-algebra generated by the isometries lk := l(ek). Further, let τn := τΩ|En be the restriction of the
vacuum state to En.
Now (En, τn) can be considered as the reduced free product of n-copies of (E1, τ1), with the sub-algebras
C∗(l1), . . . , C∗(ln) being τn-free, see [26].
Theorem 5.5 (Voiculescu [26, 28]). For every µ ∈ Σ, there exists a unique random variable Tµ ∈ E˜1,
called the canonical random variable of µ, that is of the form
Tµ = l1 +
∞∑
n=0
αn+1l
∗
1
n ,
and whose distribution in (E˜1, τ˜1) is equal to µ.
The corresponding representation for the S-transform was found by U. Haagagerup [10].
Theorem 5.6 (Haagerup [10]). For every ν ∈ Σ× there exists a unique power series f ∈ C[[z]]×,
(f(0) 6= 0), such that the operator
a := (1 + l1)f(l
∗
1)
is in E˜1, τ˜(a) 6= 0, and whose τ˜ -distribution equals ν. Further,
Sµa(z) =
1
f(z)
.
6 Multiplicative genera
Let us recall some necessary facts from complex cobordism, cf. [1, 3, 12].
Let MU∗ denote the complex cobordism ring. A complex-valued genus is a ring homomorphism
ϕ :MU∗ ⊗Z Q→ C, with ϕ(1MU∗⊗ZQ) = 1.
For CPn, the n-dimensional complex projective space with the convention CP0 := 1, the logarithm
of the genus ϕ, is defined as the formal power series
logϕ(z) :=
∞∑
n=1
1
n
ϕ(CPn−1)zn ∈ Aut+(OC),
which is invertible with respect to composition, and has inverse log−1ϕ (z).
According to Novikov [3], every genus ϕ uniquely determines aHirzebruch multiplicative sequence
{Kn}, cf. [12], via the characteristic power series Q(z), given by the identities
K(1 + z) = Qϕ(z) :=
z
log−1ϕ (z)
,
and vice versa. Therefore, over C, all Hirzebruch genera give formal group laws which are strongly
isomorphic to the additive group law.
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The situation is summarised in the commuting diagram describing isomorphisms of sets:
HomcRingC(MU
∗ ⊗Z k,C)
log

Q-series
// Λ(C)

Aut+(OC) //
z/ log−1
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
{{Kn}n∈N-sequence}
A similar statement holds in free probability:
Σ×1 := HomC,•,1(C[x],C)
R

S // Λ(C)
Aut+(OC)
R−1/z
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
For a genus ϕ define
aϕ := (1 + l)
1
Qϕ
(l∗),
as in Theorem 5.6 and where Qϕ is the characteristic power series of ϕ. Then we have
Saϕ(z) = Qϕ(z).
From the bijection
HomcAlgC(MU
∗ ⊗Z C,C)→ Σ×1 .
we obtain a relation, which has already been deduced in [7], between a genus ϕ and a distribution µ˜,
as
Rµ˜(z) = logϕ(z) (7)
or, equivalently,
κn(µ˜) =
1
n
ϕ[CPn−1].
6.1 Genera and probability measures
In order to relate genera with probability measures, a gauge choice is needed. This is permitted, as
cumulants are defined only up to a linear transformation, given by an infinite lower-triangular matrix.
Therefore, we shall reformulate equation (7) in terms of the invariant differential (2) as follows.
Consider the map ϕ 7→ µ, given by
Rµ(z)dz = d logϕ(z)
or, equivalently,
κn(µ) = ϕ[CP
n−1]
T. Honda [13] defined a zeta-function for group laws, which motivates the following formal L-series
for measures.
Definition 6.1. Let µ ∈ Σ×1 with free cumulants (κn(µ))n∈N∗ . The ζ-function of a distribution µ is
defined as
ζµ(s) :=
∞∑
n=1
κn+1(µ)n
−s. (8)
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Let us discuss now three particular examples. First, we recall from [19, 28] the following facts.
Definition 6.2. Let λ ∈ R+ and α ∈ R. The free Poisson distribution with rate, λ, and jump size,
α, is given by the limit in distribution
ν∞,λ,α := lim
N→∞
((
1− λ
N
)
δ0 +
λ
N
δα
)⊞N
Definition 6.3. The Marchenko-Pastur measure, with parameters λ ∈ R∗0 and α ∈ R, is the com-
pactly supported probability measure µMP,λ,α on R, with support the interval
[α(1 −
√
λ)2, α(1 +
√
λ)2],
and which is given by
µMP,λ,α :=
{
(1− λ)δ0 + λν for 0 ≤ λ ≤ 1 ,
ν for λ > 1,
where ν is has the density
dν(x) =
1
2παx
√
4λα2 − (x− α(1 + λ))2dx.
The following statement summarises the content of [[28] (c) pp. 34-35] and [[19] pp. 218, 380].
Proposition 6.4. For λ ∈ R∗+ and α ∈ R, the equality
ν∞,λ,α = µMP,λ,α.
holds in distribution, and the corresponding free cumulants are κn(ν∞,λ,α) = λαn, n ∈ N∗. Its R-
transform is
Rν∞,λ,α(z) = λα
z
1− αz .
Definition 6.5. The semi-circular distribution with centre a and radius r, is the probability measure
with compact support the interval [−r + a, a+ r] and with density
f(x) =
{
2
pir2
√
r2 − x2 for −r + a < x < a+ r,
0 otherwise.
Before we derive the relations the measures just introduced have with complex cobordism, let us state
the following
Proposition 6.6. Let γ1,2 be the semi-circular distribution centred at 1 and of radius 2, and Rγ1,2(z) =
z + z2 its R-transform. Then the S-transform of γ1,2 is equal to
Sγ1,2(z) =
1
2z
(√
4z + 1− 1) = ∞∑
n=1
(−1n−1)Cnzn−1,
where Cn is the n-th Catalan number.
Let us discuss the following examples and summarise the corresponding results in a table.
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1. For the trivial genus, ϕ = 1 we find , which corresponds to the Dirac distribution at 1.
2. For the Todd genus, ϕ = with logarithm − log(1 − x), we find a correspondence to the free
Poisson distribution with parameters λ = α = 1,
z
d
dz
logTd(z) = Rν∞,1,1(z).
3. For the semi-circular distribution, γ1,2, the corresponding characteristic power series Q(z) is
equal to z/(−1 +√2z + 1).
Distribution: Name: multiplicative genus name
δ1 Dirac 1 trivial genus
ν∞,1,1 free Poisson z1−e−z Todd genus
γ1,2 semi-circular
z
−1+√2z+1 ???
There exists an interesting relation with physics. In the Planck’s radiation law, cf. [30], according
to the Bose-Einstein statistics, the average energy of quantised modes is given by the formula
E(ν, T ) =
~ν
e
~ν
kB ·T − 1
, (9)
where ~ is Planck’s Wirkungsquantum, ν frequency, T temperature and kB the Boltzmann constant.
By performing in (9) the formal substitution ν 7→ −ν and by setting T = kB = ~ = 1, we obtain
E(−ν, 1) = ϕTd(ν).
In conclusion, we have shown the close structural analogy complex cobordism has with free probability,
and so it would be interesting to better understand this connections.
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