The large amount of tourism-related data presents a series of challenges for tourism demand forecasting, including data deficiencies, multicollinearity and long calculation times. A bagging-based multivariate ensemble deep learning approach integrating stacked autoencoders and kernel-based extreme learning machines (B-SAKE) is proposed to address these challenges in this study. We forecast tourist arrivals in Beijing from four countries by adopting historical data on tourist arrivals in Beijing, economic indicators and online tourist behavior variables. The results from the cases of four origin countries suggest that our proposed B-SAKE approach outperforms than benchmark models in terms of horizontal accuracy, directional accuracy and statistical significance. Both bagging and stacked autoencoder can improve the forecasting performance of the models. Moreover, the forecasting performance of the models is evaluated with consistent results by means of the multi-step-ahead forecasting scheme.
Introduction
In recent years, with its rich tourism resources and strong cultural background, China has become an important tourist destination in the world, and the tourist volume in China has increased steadily. From 2015 to 2018, the tourist volume in China increased from 25.99 million to 30.54 million. Both the government and tourism practitioners need to implement corresponding measures based on the results of tourism demand forecasting. In addition, the perishability of tourism products makes tourism demand forecasting especially important (Chu, 2011; Shen, Li, & Song, 2008) .
Current tourist demand forecasting techniques include various statistical, econometric, and artificial intelligence methods and combinations of these methods Song, Qiu, & Park, 2019) . Most of the early literature uses historical tourism demand data and certain economic variables to forecast future tourism demand.
With the boom in Web search technology, a substantial number of web users seek information through search engines before taking a trip (Fesenmaier, Xiang, Pan, & Law, 2010) . Therefore, search engine data could be used to accurately measure tourists' attention. Because search engine data are available and updated quickly, an increasing number of researchers have applied search engine data for forecasting different indicators, such as diseases (Ginsberg et al., 2009) , consumer levels (Carrière-Swallow & Labbé, 2013) and tourism demand (Bangwayo-Skeete & Skeete, 2015) . Beyond that, a set of effective methods for keyword selection and data aggregation to form the indicator has been gradually established (Li, Pan, Law, & Huang, 2017; Yang, Pan, Evans, & Lv, 2015) . Obviously, search engine data, as a new type of predictor, can help further improve tourism demand forecasting accuracy. According to the concept of "data-intensive forecasting" proposed by Bunn (1989) , a way to further improve forecast accuracy is by taking advantage of the availability of multiple information and computing resources. Song, Gao, and Lin (2013) point out that combining forecasts based on different methods or data has emerged as one of the most important ways to improve forecasting performance. Based on this modeling idea, this study incorporates search engine data, economic variables and the historical tourism demand data into the forecasting framework.
Nevertheless, introducing large amounts of data also poses huge challenges for forecasting. First, the large amount of data corresponds to many indicators potentially affecting tourism demand. As the number of potentially influential factors increases, the available training data in the feature space become increasingly sparse (Law, Li, Fong, & Han, 2019) . Second, there is serious multicollinearity between independent variables, which affects the accuracy of forecasting (Li, Xu, Tang, Wang, & Li, 2018) .
Last and the most overlooked point in academic research, a model containing large amounts of data means large increases in computations, which is impractical for application and promotion.
To address these challenges, a bagging-based multivariate ensemble deep learning model, integrating stacked autoencoders and kernel-based extreme learning machines (B-SAKE) is proposed for tourism demand forecasting. Deep learning techniques provide a mechanism of feature engineering that extracts discriminative features with minimal domain knowledge and human effort (Pouyanfar et al., 2018) . Li, Chen, Wang, and Ming (2018) utilize principal component analysis (PCA) to compress the number of input variables and the redundant information in the input variables can be effectively reduced. Stacked autoencoder is capable of learning nonlinear relationships, which can be thought of as a more powerful nonlinear generalization of PCA. Bagging generates multiple data sets for training a set of base models to improve the stability of forecasting (Athanasopoulos, Song, & Sun, 2017; Inoue & Kilian, 2008) . Kernel-based extreme learning machines have a short computing time and good generalization ability (Sun, Wei, Tsui, & Wang, 2019) .
We conduct numerical experiments that use data related to travel demand, including historical data on tourist arrivals in Beijing, economic indicators and online tourist behavior variables. To further verify the effectiveness and robustness of the models, we consider four cases of forecasting tourist arrivals from four countries and multistep-ahead forecasting. The empirical study results reveal that our proposed B-SAKE model is the most accurate regarding the performance evaluation criteria, and that this model performs better than other benchmark models from a statistical perspective. In addition, the consistency of our findings across four countries we considered is encouraging.
The rest of this study is organized as follows. The Literature review section details the related literature on tourism demand forecasting with search engine data, and socioeconomic issue forecasting with deep learning. The Methodology section describes the conceptual framework of tourism demand forecasting with deep learning.
The Empirical study section provides a case study on Beijing tourist arrivals and compares the results with those of benchmark models. Finally, conclusions and managerial implications are summarized in the Conclusions section.
Literature review

Forecasting tourism demand with search engine data
Search engine data, such as Google Trends, provide a time series index of the volume of queries users enter into a search engine in a given geographic area (Choi & Varian, 2012) . In terms of tourism, travelers use search engines to find relevant information regarding all aspects of a trip, including accommodations, attractions, activities, and dining (Fesenmaier et al., 2010) . Therefore, a large amount of literature has incorporated search engine data into travel demand forecasts. Choi and Varian (2012) first introduce Google Trends data to forecasting visitor arrivals in Hong Kong, and the positive effect of Google Trends data in forecasting is demonstrated by using visitor arrival data from nine source countries. However, they only consider the Google Trends index for "Vacation Destinations/Hong Kong", and the way they aggregate the data results in information loss. Given these problems, Bangwayo-Skeete and Skeete (2015) propose a new indicator for tourism demand forecasting for countries in the Caribbean, which is based on a composite search for "hotels and flights". They employ the mixed-data sampling (MIDAS) approach to fully utilize Google's weekly data. The forecast results reveal that the AR-MIDAS model with the new indicator outperforms the SARIMA and AR models. Yang et al. (2015) point out that localized search engine data should be selected by comparing the fitness and forecasting power of Google Trends with Baidu Index. The systemic search query selection mechanism they proposed is widely accepted by later literature. Li, Wu, Peng, and Lv (2016) consider the noise contained in search engine data and tourism volumes and propose a model with denoising and forecasting by search engine data, namely CLSI-HHT (Hibert-Huang Transform), on the basis of CLSI (composite leading search index) proposed by Liu, Chen, Wu, Peng, and Lv (2015) . The results demonstrate that the index model without denoising performs nearly the same as the time series model, while the CLSI-HHT model outperforms the baselines significantly. Li et al. (2017) focus on search engine data aggregation methods in the context of a large number of studies incorporating increasingly web search keywords. They adopt a generalized dynamic factor model (GDFM) to process many keyword variables and the findings suggest that the proposed method improves the forecast accuracy over those of two benchmark models: a traditional time series model and a model with an index created by principal component analysis (PCA). In recent years, some scholars have paid attention to spurious patterns in Google Trends data (see Bokelmann and Lessmann (2019) , such as changes in search behavior and total search volume) and the language and platform biases that inevitably result from using search engine data (see Dergiades, Mavragani, and Pan (2018) ), and they proposed corresponding improvement measures.
Forecasting socioeconomic issue with deep learning
Artificial intelligence models have achieved successful applications in socioeconomic issue forecasting. However, the majority of the machine learning methods covered in the forecasting literature are shallow architectures, which have limited capabilities for exploring higher nonlinearities, particularly when the data have large-scale and unclear patterns. In recent years, the application of deep learning methods has provided much potential for improving the forecasting performance for various socioeconomic issues. Zhao, Li, and Yu (2017) propose a deep learning ensemble approach named SDAE-B (stacked denoising autoencoders-bagging) due to the complex relationship between crude oil price and various factors, and SDAE-B performs better than benchmark models including econometric models (i.e., RW and MRS), machine learning models with shallow architectures (i.e., SVR, SVR-B, FNN, and FNN-B) and its base model SDAE. Lv, Peng, and Wang (2018) propose an effective deep learning technique called the stacked autoencoder with echo-state regression (SAEN) to accurately forecast tourism demand based on search engine data. The results indicate that SAEN is better than the current methods, including time series approach, econometric model, common machine algorithms, and state-of-the-art deep learning techniques. Law et al. (2019) come up with two challenges (feature engineering and lag order selection) that traditional tourism demand forecasting models may face when massive amounts of search engine data are adopted as tourism demand indicators. And a deep network architecture for tourism demand forecasting based on LSTM augmented with the attention mechanism is proposed, which not only overcomes the two challenges mentioned above, but also significantly outperforms support vector regression (SVR) and artificial neural network (ANN) models. Considering the higher irregularity and volatility of individual loads in smart grids, Yang, Hong, and Li (2019) first combine deep ensemble learning with multitask representation learning and provide a new perspective for accurate probabilistic load forecasting for individual consumers. To fully exploit more hidden information in wind power historical data, Yin, Ou, Huang, and Meng (2019) apply a cascaded deep learning model to extract the implicit meteorological and temporal characteristics of each subseries generated by a two-layer mode decomposition method. Yang and Chen (2019) propose a wind speed forecasting model, namely E-S-ELM, which is hybridized by empirical mode decomposition (EMD), stacked autoencoders (SAE), and an extreme learning machine (ELM), where SAE develops a deep architecture for the forecasting model and ELM provides a fast learning speed and decent generalization capability. Aiming at the problem of multivariate time series forecasting problems, Sagheer and Kotb (2019) propose a pre-trained LSTM based stacked autoencoder (LSTM-SAE) approach in an unsupervised learning fashion instead of the random weight initialization strategy adopted in deep LSTM recurrent networks. Maqsood et al. (2020) acknowledge that stock markets are volatile and change abruptly due to the economic conditions, political situations and major events in a country. They take a dataset of a total of 11.42 million tweets for eight mega-events from 2012-2016 and use them for efficient stock forecasting using deep learning.
Related methods
Stacked autoencoder
A stacked autoencoder is a neural network consisting of multiple layers of autoencoders. An autoencoder, where the output is supposed to reconstruct the input, is a single hidden layer feedforward neural network. The structure of an autoencoder is shown in Fig. 1 As a deep representation learning approach, SAE is insensitive to the raw input features. Accordingly, this robustness reduces the necessity of artificial feature prescreening. 
Kernel extreme learning machine
Extreme learning machine (ELM), which was proposed by Huang, Zhu, and Siew (2006) , is a type of single-hidden layer feedforward neural network (SLFN). The ELM model has been widely applied to many fields due to its fast learning speed and generalization ability. The key highlight of the ELM model is that the input weights and biases are randomly generated and the hidden layer parameters do not need to be adjusted. The output weights are obtained by simple matrix computations, so the computing time is very short.
If the activation function of the hidden layer is   hx and the output matrix is Y , then the typical SLFNs can be defined as
where  represents the network output weights between the hidden layer and the output layer, ij  is the input weight between the input layers and the hidden layers, l is the number of hidden nodes and b is the threshold of the hidden layer. The above equations can also be written as:
where H is the output matrix of the hidden layer. The input weights and biases are randomly produced instead of being tuned according to Huang. The only unknown parameter is the output weight  which can be solved by the ordinary least squares (OLS) method. The solution of the above equation is given by
where † H represents the Moore-Penrose generalized inverse of a matrix H . According to Ridge regression theory and the orthogonal projection method,  can be calculated by adding a positive penalty factor 1 C as follows:
Then, the output function of the ELM can be expressed as
This method overcomes some shortcomings of the typical gradient-based learning algorithms, such as overfitting, local minima and long computation times. The topological structure of ELM is shown in Fig. 3 . A Kernel-based ELM was proposed by Huang (2014) . The activation function   hx of the hidden layer is replaced by a kernel function in terms of Mercer's conditions. The output function of the KELM can be formulated as:
In this formula, the feature mapping   hx does not need to be known to users, instead one may use its corresponding kernel   , i k x x . This means that a kernel function can replace the random mapping of the ELM and make the output weights more stable. Therefore, the KELM achieves better generalization ability than the ELM. The Gaussian kernel function is employed in this study. In term of SAE procedure introduced in Section 3.1, the flowchart of our proposed SAE-based KELM (SAKE) tourism demand forecasting approach is shown in 
Bagging
Bagging was originally introduced by Breiman (1996) to improve unstable procedures by generating new learning sets. In the forecasting context, the purpose of bagging is to reduce the variance in our forecast. Specifically, using the resampling technique, bagging generates additional samples for training our model by extracting and replacing data from the original data set. These additional samples are called "resampling samples". We suppose that K samples are generated. For each sample, the procedure described in the above subsection for building the SAKE network is repeated for each resampling sample and forecasts are generated with each iteration. Therefore, we now have K sets of forecasts instead of one set of forecasts. To obtain the final forecast, we aggregate over these K forecasts by taking the average or the median, which results in a lower forecast variance than when using only one forecast from the original sample. 
In this study, the bootstrap samples 100 K  are based on Inoue and Kilian (2008) .
For more details about bagging, please refer to Breiman (1996) .
Multivariate forecasting
Multivariate forecasting, unlike univariate forecasting, considers not only the autoregressive effect of the target series but also the effect of the exogenous variable on the target series. This can be denoted by Bootstrapping processing: generate K sets of replicas of the in-sample datasets by the bagging method.
Model training processing: train K SAKE models with each set of the insample datasets independently.
Individual forecasting processing: generate
W forecasts though using the K trained SAKE models.
Ensemble learning processing: take the mean value of the W forecasts as the final forecasting results. 
Empirical study
In this section, the forecasting performance of our proposed B-SAKE is tested against benchmark models. First, the dataset description is introduced in Section 4.1.
Second, the forecasting performance evaluation criteria and statistical tests are given in 
Dataset
Dependent variable
In this study, tourist demand (described by tourist arrivals) is investigated for forecasting purposes. We select monthly inbound tourist arrivals in Beijing city over 
Economic variables
The demand for a service or good is inversely related to its price, which is stated by the law of demand. This is measured by the price variable, defined as the ratio between CPIs and standardized by exchange rate: ,, , , 
It is expected that tourists' income positively influences tourism demand, which is often measured by the gross domestic product (GDP).
, it GDP (13)
The final economic variable we considered is the interest rate spread defined as , , ,
LTGB is the long-term 10-year government bond and , it STGB is the shortterm 90-day government bill of the source country. This variable has been widely used in the economic literature (see Stock and Watson (2012) ; Anderson, Athanasopoulos, and Vahid (2007) ; Athanasopoulos, Hyndman, Song, and Wu (2011) ). Datasets of the economic variables mentioned above are also collected from the Wind Database (https://www.wind.com.cn/).
Tourist online behavior variables
We follow X. Yang et al. (2015) and choose 24 basic search keywords in Google Trend based on the destination and various dimensions of tourism planning, including tour, lodging, recreation, traffic, dining, and shopping. The basic search keywords related to Beijing tourism are listed in Table 1 with their corresponding dimensions.
Then we search for the basic keywords in a specific country of origin and set iteratively recommended keywords as the next round of search keywords. This process is repeated until there are no new keywords in the recommended list. Finally, we obtain 51 keywords, 45 keywords, 38 keywords and 33 keywords for the United States, the United Kingdom, Germany and France, respectively. We calculate the Pearson correlation coefficient between inbound tourist arrivals and each of the keywords with different lag periods. Four correlation coefficients are calculated for each search keyword, including the correlations between the visitor volumes in the current period and search query volumes from 1-4 months prior. We choose the keywords with the highest correlation coefficient values, which are shown in Table 2 . To obtain the appropriate numbers of keywords, we use 0.7 as the threshold for the correlation coefficient, in other words, we select the keywords with a correlation coefficient value greater than 0.7. It can be observed that the optimal lag order of most keywords is 1, indicating that tourists retrieve travel-related information one month in advance. The performance in forecasting the direction of movement can be measured by a directional symmetry (DS) as follows:
where N is the number of observations in the datasets, t x and ˆt x represent the true value and the forecasting value at time t , respectively. MAPE and NRMSE measure the level accuracy, the smaller the MAPE and NRMSE are, the better the level performance. DS measures the directional accuracy, the higher the DS is, the better the directional performance.
To further compare the horizontal forecasting accuracy of different forecasting models from the statistical perspective, we use the DM test to test the statistical significance of different forecasting models (Diebold & Mariano, 2002) . The DM test is mainly used to test the null hypothesis that the forecasting ability of different models is equal to the expected forecasting accuracy. We choose MSE as the loss function, and the null hypothesis is that the MAPE of test model A is not less than that of benchmark model B. The DM statistics are defined as follows: (Pesaran & Timmermann, 1992) . In the PT test, the null hypothesis assumes that the true and forecast motion trends are independent of each other. Therefore, the PT statistics are asymptotically subject to a 0-1 distribution under the null hypothesis, which is defined as follows:
where P is the proportional term that is correctly forecast based on the trend movement, with the corresponding p value, the directional forecasting ability of different models can be evaluated from the statistical perspective.
Benchmarks and parameter settings
To evaluate the forecasting performance of the B-SAKE models by means of the multistep-ahead forecasting scheme, we compare this approach with some other benchmark models. SARIMA is the most popular econometric model due to the seasonal periodicity of tourism demand data. The MLP and KELM models, as the most popular AI techniques, are widely used in tourism demand forecasting. We add stacked autoencoder network for dimension reduction on the basis of KELM to construct the SAKE model. In addition, we consider bagging-based (B-based) AI models, such as B-MLP, B-KELM, and B-SAKE.
The parameter specification is crucial for model performance. The parameters involved in this study are set based on previous literature and adjusted by trial and error testing.
Empirical results
Forecast evaluations
We evaluate the forecasting performance of our proposed B-SAKE model and the six benchmark models mentioned above employing the MAPE, NRMSE, and DS evaluation criteria. To further test the effectiveness of the forecasting models, multistepahead forecasting scheme is adopted. We consider 1-month-ahead forecasting, 3month-ahead forecasting, and 6-month-ahead forecasting. The results are displayed in B-SAKE achieves 77.36% better directional forecasts than SARIMA and 20%-30% better directional forecasts than the AI models. It is clearly illustrated that our proposed B-SAKE model is a highly promising forecasting approach. 
Summary
In this section, we train the models and conduct numerical experiments adopting the following data related to travel demand, including historical data on tourist arrivals arriving in Beijing from four countries, economic indicators that affect tourism demand and online tourist behavior variables that reflect their concerns. The forecasting results of the proposed B-SAKE model and other benchmark models are compared. In summary, some interesting implications are obtained as follows:
(1) The proposed B-SAKE model achieves the highest forecasting accuracy via MAPE, NRMSE, and DS and outperforms the other benchmark models in the DM test and the PT test, followed by other AI models, whereas the SARIMA model ranks the last.
(2) Although the SARIMA model can effectively capture the periodicity caused by seasonal factors, it is not applicable to forecasting nonlinear, uncertain and irregular tourist data, in which nonlinear AI models have significant advantages.
(3) As an ensemble approach, bagging can effectively reduce the forecasting variance and improve the forecasting accuracy through the idea of the model average.
Stacked autoencoders are used to a construct deep learning network to effectively solve the problem of feature learning.
(4) This study analyzes the forecasting power of the models based on tourist arrival data in Beijing from four countries and comes to a consistent conclusion, which illustrates the effectiveness and robustness of the method.
Conclusions and managerial implications
Due to the very large challenges in working with large amounts of data, a baggingbased multivariate ensemble deep learning model, integrating stacked autoencoders and KELM, is proposed for tourism demand forecasting. The data considered in this article include historical data on tourist arrivals in Beijing, economic indicators and online tourist behavior variables. The empirical study results indicate that our proposed B-SAKE model has forecasting accuracy and robustness. In particular, we analyze four cases of forecasting tourist arrivals from four countries and reach consistent conclusions.
In the current era of big data, information and data are more accessible. Deep learning is good at discovering intricate relationships in data. Consequently, the proposed deep learning model can also be used to forecast other difficult problems, for instance, transport passenger flow forecasting, air transport demand forecasting and crude oil price forecasting. It is worth noting that weather, safety factors, and online comment data are not taken into consideration for the convenience of the calculations in this study. It is also meaningful to explore the preprocessing of these types of data and the construction of indicators related to tourism demand. In addition, automatically choosing appropriate parameters for the AI models remains an issue for further research.
The managerial implications of this study include the following three aspects: (1) The results of our forecasting can guide travel companies in the allocation of tourism resources, thus reducing unnecessary costs and creating excellent experiences for tourists.
(2) Our proposed deep learning approach makes effective use of data, which provides guidelines for travel practitioners.
(3) Our research provides the decisionmaking basis for government departments to formulate tourism policies and plan infrastructure construction.
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