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Abstract. J.P. Levine showed that the Conway polynomial of a link is a product of two factors: one is
the Conway polynomial of a knot which is obtained from the link by banding together the components;
and the other is determined by the µ¯-invariants of a string link with the link as its closure. We give
another description of the latter factor: the determinant of a matrix whose entries are linking pairings
in the infinite cyclic covering space of the knot complement, which take values in the quotient field
of Z[t, t−1]. In addition, we give a relation between the Taylor expansion of a linking pairing around
t = 1 and derivation on links which is invented by T.D. Cochran. In fact, the coefficients of the powers
of t − 1 will be the linking numbers of certain derived links in S3. Therefore, the first non-vanishing
coefficient of the Conway polynomial is determined by the linking numbers in S3. This generalizes a
result of J. Hoste.
1. Statement of Results
Let L be an oriented (m + 1)-component link (m ≥ 1) in the 3-sphere S3. Throughout the paper
knots and links are assumed to be oriented. It is interesting but difficult in general to figure out the
structure of a link invariant. The Conway polynomial ∇L(z) of L , the most popular polynomial link
invariant, was not an exception, either. However, J.P. Levine [6] made a breakthrough. Namely he
showed that there is a following relationship between ∇L(z) and ∇K(z), where K is a knot obtained
from L by banding together the components and Γ(z) is a power series in z which depends on the
choice of bands:
∇L(z) = ∇K(z) Γ(z).
Viewing the choice of bands as the choice of a string link represenation of L, Levine descrived Γ(z)
by µ¯-invariants of the string link as follows.
Theorem 1.1. ([6] Theorem 1) Let S be a string link, with closure LS and knot closure KS. Then
we have that ∇LS (z) = ∇KS(z)ΓS(z), where ΓS(z) is a power series given by the formula:
ΓS(z) = (u+ 1)
e/2 det(λij(u)) with z = u/
√
u+ 1, e =
{
0 if m is even
1 if m is odd
and :
λij(u) =
∞∑
r=0
(
∑
i1,··· ,ir
µ¯i1,··· ,ir,j,i(S)) u
r+1 (1 ≤ i, j ≤ m).
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In this paper we give another description of Γ(z) by viewing the choice of bands as the choice of a
Seifert surface for L. Namely Γ(z)/zm is the determinant of a matrix whose entries are linking pairings
in the infinite cyclic covering space of the complement of the knot obtained from L by banding together
the components. To state the theorem first let us recall the definitions.
Let F0 be a Seifert surface for L and Ω a basis for H1(F0). A Seifert form is a map σ : H1(F0) ×
H1(F0) → Z defined by σ(x, y) = lk(x+, y), where x+ is x pushed into the positive normal direction
of F0. Let MΩ be a Seifert matrix representing σ with respect to Ω. Define the potential function
∆L(t) = det(
√
tMΩ −
√
t
−1
MTΩ ). It is known that ∆L(t) is a polynomial in (
√
t − √t−1). Then we
may define the Conway polynomial ∇L(z) of L by ∇L(
√
t−√t−1) = ∆L(t).
Next let K be a knot and F a Seifert surface for K. Consider two knots J1 and J2 in S
3 \ F . Let
φ : X → S3 \K be the infinite cyclic cover and let τ be a covering transformation that shifts X by
one along the positive direction with respect to K. Take a component F˜ of φ−1(F ) and let J˜Fi be the
component of φ−1(Ji) between F˜ and τF˜ (i = 1, 2). Then the linking pairing lkX(J˜
F
1 , J˜
F
2 ) of J˜
F
1 and
J˜F2 in X is defined as follows, where H is a 2-chain in X such that ∂H =
⋃
k∈Z ckτ
kJ˜F1 :
lkX(J˜
F
1 , J˜
F
2 ) =
∑
h∈Z(H · τhJ˜F2 ) th∑
k∈Z ck t
k
∈ Q(Z[t, t−1]).
Now consider an (m + 1)-component link L = K0 ∪ J1 ∪ · · · ∪ Jm. Let F0 be a Seifert surface for
L and Ω = {p1, . . . , pg, q1, . . . , qg, r1, . . . , rm} be a basis for H1(F0), where {p1, . . . , pg, q1, . . . , qg} is
symplectic, i.e. pi · pj = qi · qj = 0 and pi · qj = δij , and ri is represented by Ji. Let F be a
surface obtained from F0 by cutting bands which are presented by r1, . . . , rm (see Figure 1). Then the
boundary of F is a knot, say K. Consider the infinite cyclic covering space X of S3 \K and define J˜Fi
similarly to the above. Then we have the following, where note that J+i is Ji pushed into the positive
normal direction of F0.
Theorem 1.2. ∇L(z) = zm ∇K(z) det(pij), where
pij = lkX(J˜
+F
i , J˜
F
j ) =
{
lkX(J˜
+F
i , J˜
F
i ) if i = j,
lkX(J˜
F
i , J˜
F
j ) if i 6= j.
Next we take a look at entries of (pij), linking pairings. T.D. Cochran [1] showed that the coefficients
of the Maclaurin series of lkX(J˜
F
i , J˜ Fi ) are the linking number of K and a “derivative” of Ji, where
Ji is a parallel copy of Ji with lk(Ji,Ji) = 0. Derivation is defined also in [1] for a 2-component link
with its linking number vanished. Here following and slightly modifying his idea, we show a similar
theorem for a Taylor series of lkX(J˜
+F
i , J˜
F
j ) around t = 1. First let us define derivation on a link
with respect to a Seifert surface for a knot (We will apply derivation to a knot. However since the
derivative of the knot might be a link, here we define derivation for a link).
Let K be a knot and F a Seifert surface for K. Let L be a link in S3 \ F and FL a Seifert surface for
L in S3 \K. We may assume that the non-empty intersection of FL and F consists of simple closed
curves on F . Then from the following proposition we can define derivation DF (L) of L with respect
2
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to F as the homology class of the intersection FL ∩ F on F with the orientation following the order
FL, F (see Figure 2). If the intersection is empty, then we define DF (L) = 0.
Proposition 1.3. Let K be a knot (resp. L be a link) in S3 such that there is a Seifert surface F for
K in S3 \ L (resp. FL for L in S3 \K). Then the homology class of the intersection of FL and F on
F is determined by the homology class of L in S3 \ F .
Proof. Take a symplectic basis {p1, . . . , pg, q1, . . . , qg} for H1(F ). Let c be the intersection of FL and
F . Since c is on F and the basis is symplectic, c can be wrote as c =
∑
((c · qi)pi − (c · pi)qi). Now
since pi and qi are on F , c · pi = FL · pi = lk(L, pi) and c · qi = FL · qi = lk(L, qi). Thus we obtain that
c =
∑
(lk(L, qi)pi − lk(L, pi)qi), which implies that c is determined only by lk(L, pi) and lk(L, qi). 
Then we define positive derivation DnF+ (resp. negative derivation D
n
F−
) on L with respect to F for
a natural number n as follows: let D1F±(L) = DF±(L) = DF (L) and for n ≥ 2 push the n − 1 times
derived link into the positive (resp. negative) normal direction of F and apply DF , i.e. D
n
F±
(L) =
DF (D
n−1
F±
(L)±). This is well-defined also from Proposition 1.3. Here note that there is a Seifert
surface for Dn−1F± (L)
± in S3 \K, since Dn−1F± (L) is on F and thus its each component has the vanished
linking number with K. We also denote DnF+(L) by L
F (n) (resp. DnF−(L) by L
F (n¯)) and we omit F if
no confusion is expected.
Now let K∪J1∪J2 be a 3-component link with lk(K,Ji) = 0 (i = 1, 2) and F a Seifert surface for K
in S3 \ (J1 ∪ J2). For non-negative integers k and l, we define βk,lF by βk,lF (J1, J2) = lk(JF (k)+1 , JF (l¯)−2 ),
where J
F (0)
1 = J1 and J
F (0¯)
2 = J2 and lk(0, ∗) = lk(∗, 0) = 0. The function βk,lF is well-defined also from
Proposition 1.3. Since we will see that βk,lF (J1, J2) = (−1)lβk+l,0F (J1, J2) (Corollary 4.2), we define αnF
by αnF (J1, J2) = β
n,0
F (J1, J2) for n ≥ 0. Then we can obtain the following theorem by the arguments
similar to that in the proof of Theorem 7.1 in [1].
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Theorem 1.4. (c.f. [1, Theorem 7.1] ) The Taylor expansion of the linking pairing of J˜F1 and J˜
F
2
around t = 1 is descrived as follows:
lkX(J˜
F
1 , J˜
F
2 ) =
∞∑
k=0
(−1)kαkF (J1, J2)(t− 1)k.
In general, αnF (J1, J2) depends on the choice of F . However, the first non-vanishing one does not.
Namely we have the following as a corollary of the above theorem.
Corollary 1.5. If αkF (J1, J2) vanishes for all k < n, then α
n
F (J1, J2) is an invariant of K ∪ J1 ∪ J2.
Remark 1.6. Note that αnF (J1, J2) = lk(J
F (n)+
1 , J2) = lk(FJF (n−1)+1
∩ F, J2) (n ≥ 1), which is the
algebraic sum of the triple points of F
J
F (n)+
1
∩F ∩FJ2 . Thus αnF (J1, J2) is not only the linking number
for the derived link J
F (n)+
1 ∪J2 but also the triple Milnor µ¯-invariant µ¯(JF (n−1)+1 ,K, J2) for the delived
link J
F (n−1)+
1 ∪K ∪ J2.
Remark 1.7. We can also define another function lk(J
F (k)+
1 , J
F (l)
2 ). In fact, for a 2-component link
K ∪ J with lk(K,J) = 0, lk(JF (k)+, JF (k)) is equivalent to the function defined by Cochran in [1].
Here note that his derivation is defined on the weak-cobordism class of K ∪ J and then the derivation
is independent from the choice of a Seifert surface for K. If J is parallel to J and lk(J,J ) = 0, then
the pairing lkX(J˜
F , J˜ F ) does not depent on the choice of F and thus it is an invariant of K ∪ J . It is
called the Kojima-Yamasaki’s η-function η(K,J : t) ([7]). Cochran gave an expansion of this function:
lkX(J˜
F , J˜ F ) =∑∞k=1 lk(JF (k)+, JF (k))xk, where x = (t− 1)(t−1 − 1).
Now again consider the Conway polynomial ∇L(z) of L = K0∪J1∪· · ·∪Jm and take a Seifert surface
F0 for L as before. It is known that the i-th coefficient of ∇L(z) (i ≤ m− 1) vanishes. Then J.Hoste
[4] (and F.Hosokawa [3] for the absolute value) showed that the coefficient of zm is det(lk(J+i , Jj)).
If L be algebraically split, then Levin [5] showed that moreover the coefficients of zm, · · · , z2m−3
vanish and that the coefficient of z2(m−1) is det(µ¯(Ji, Jj ,K0) +
∑
k 6=i µ¯(Ji, Jj , Jk)).
Here we know from Theorem 1.2 and Theorem 1.4 that the first non-vanishing coefficient of ∇L(z) are
determined by αkF (Ji, Jj), since ∇K(0) = 1. Moreover under a certain condition, we can obtain the
explicit formulae as in the following corollary. Since α0F (J
+
i , Jj) = lk(J
+
i , Jj), the corollary generalizes
the above result of Hoste. The assumption in the case n = 1 implies that L is algebraically split.
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Therefore the corollary also generalizes the above result of Levine, since we have that
α1F (J
+
i , Jj) = lk(FJ+i
∩ F, Jj) = µ¯(J+i ,K, Jj) = µ¯(J+i ,K0, Jj) +
m∑
k=1
µ¯(J+i , Jk, Jj).
Corollary 1.8. Assume that n = 0 or that n ≥ 1 and αkF (J+i , Jj) vanishes for any k < n and any
pair of i and j (1 ≤ i ≤ j ≤ m). Then ∇L(z) is divisible by zm(n+1) and the coefficient of zm(n+1) is
det((−1)nαnF (J+i , Jj)).
✷
The paper is organized as follows. In Section 2 we study derivations on links and linking pairings.
Theorem 1.2 is proved in Section 3. In the last section, we present a calculation of βk,lF and the Taylor
expansion of the inverse of the Alexander matrix tM −MT by a seifert matrix.
2. Derivation on links and Covering linkage invariants
In this section we prove Theorem 1.4 and Corollary 1.5. To do so, we need the following Lemma,
which is clear from the definition of the linking pairing.
Lemma 2.1. Let K be a knot and let φ : X → S3 \ K be the infinite cyclic cover with a covering
transformation τ that shifts X by one along the positive direction with respect to K. Let L, L1, and
L2 be links in X. We assume that there is a 2-chain H such that ∂H = L1 −L2 and L ∩ τ lH = ∅ for
any l (6= 0). Then we have the following.
(i) lkX(L1, L) = lkX(L2, L) +H · L,
(ii) lkX(τL1, L2) = lkX(L1, τ
−1L2) = tlkX(L1, L2).
✷
In the following proofs, we omit F of J˜Fi and write α
k
F (J1, J2) as α
k
F in short for a convenience unless
otherwise stated..
Proof of Theorem 1.4. Let H
J˜1
be the component of φ−1(FJ1)−
⋃
τkJ˜
(1)+
1 with ∂HJ˜1 = J˜1∪ (−J˜
(1)+
1 ∪
τ J˜
(1)+
1 ), where FJ1 is a Seifert surface for J1 in S
3 \K. Then we have that H
J˜1
∩ τ lJ˜2 = ∅ for any l
(6= 0), and that HJ˜1 · J˜2 = FJ1 · J2 = lk(J1, J2). Thus from Lemma 2.1 (i) we obtain the following:
lkX(J˜1, J˜2) = lkX(J˜
(1)+
1 − τ J˜ (1)+1 , J˜2) + lk(J1, J2) = (1− t) lkX(J˜ (1)+1 , J˜2) + α0F .
It is inductively and similarly shown that, for any natural number n
lkX(J˜1, J˜2) = (−1)n+1(t− 1)n+1lkX(J˜ (n+1)+1 , J˜2) +
n∑
k=0
(−1)kαkF (t− 1)k
Then we have that
dn(lkX(J˜1, J˜2))
dtn
|t=1 = (−1)nn!αnF .
✷
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Proof of Corollary 1.5. The statement holds for n = 0, since α0F (J1, J2) = lk(J1, J2) by definition.
Now assume that n 6= 0. From the induction hypothesis, we have that αlF ′ = 0 for another Seifert
surface F ′ for K in S3 \ J1 ∪ J2 and any l (< n). Thus we have the following from Theorem 1.4.
lkX(J˜
F
1 , J˜
F
2 ) = (−1)nαnF (t− 1)n + (−1)n+1αn+1F (t− 1)n+1 + · · ·
and
lkX(J˜
F ′
1 , J˜
F ′
2 ) = (−1)nαnF ′(t− 1)n + (−1)n+1αn+1F ′ (t− 1)n+1 + · · · .
From Lemma 2.1 (ii), we have that lkX(J˜
F ′
1 , J˜
F ′
2 ) = t
mlkX(J˜
F
1 , J˜
F
2 ) for some m. Hence we have that:
(−1)nn!αnF ′ =
dn(tmlkX(J˜
F ′
1 , J˜
F ′
2 ))
dtn
|t=1 = d
n(lkX(J˜
F
1 , J˜
F
2 ))
dtn
|t=1 = (−1)nn!αnF .
✷
3. A Proof of Theorem 1.2
In this section we give a proof of Theorem 1.2.
Proof of Theorem 1.2. Let A = (σ(ri, rj)) and define M , VJi , and V as follows:
M =

lk(p+1 , p1) · · · lk(p+1 , pg) lk(p+1 , q1) · · · lk(p+1 , qg)
...
...
...
...
lk(p+g , p1) · · · lk(p+g , pg) lk(p+g , q1) · · · lk(p+g , qg)
lk(q+1 , p1) · · · lk(q+1 , pg) lk(q+1 , q1) · · · lk(q+1 , qg)
...
...
...
...
lk(q+g , p1) · · · lk(q+g , pg) lk(q+g , q1) · · · lk(q+g , qg)

,
VJi = (lk(Ji, p1), · · · , lk(Ji, pg), lk(Ji, q1), · · · , lk(Ji, qg)), and V =
 VJ1...
VJm
 .
Then we have that MΩ =
(
M V T
V A
)
and using the notation we can calculate potential function
∆L(t), where we let R(t) =
√
tM − √t−1MT . Note that detR(t) 6= 0, since it is the Alexander
polynomial ∆K(t) of the knot K.
∆L(t) =
∣∣∣∣∣
√
tM −√t−1MT (√t−√t−1)V T
(
√
t−√t−1)V (√t−√t−1)A
∣∣∣∣∣
=
∣∣∣∣∣ R(t) (
√
t−√t−1)V T
0 (
√
t−√t−1)A− (√t−√t−1)2V R−1(t)V T
∣∣∣∣∣
= (
√
t−√t−1)m
∣∣∣∣ R(t) V T0 A− (√t−√t−1)V R−1(t)V T
∣∣∣∣
= (
√
t−√t−1)m detR(t) det(A− (√t−√t−1)V R−1(t)V T ).
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Thus we have
∆L(t) = (
√
t−√t−1)m∆K(t)det(A− (
√
t−√t−1)V R−1(t)V T ).
It follows from [8, Theorem 4.1] that
lkX(J˜
+F
i , J˜
F
j )− lk(J+i , Jj) = (1− t)VJi(tM −MT )−1V TJj .
Since R(t) =
√
t
−1
(tM −MT ), we have that
R−1(t) =
√
t(tM −MT )−1.
Therefore the (i, j)-entry of the matrix A− (√t−√t−1)V R−1(t)V T is
σ(ri, rj)− (
√
t−√t−1)VJiR−1(t)V TJj = lk(J+i , Jj) + (1− t)VJi(tM −MT )−1V TJj = lkX(J˜+Fi , J˜Fj ).
✷
4. Calculation of βk,lF
In [1], an algebraic method of computing lk(JF (k)+, JF (k)) is given. In a similar way we can calculate
βk,lF . Also as its corollaries we have that β
k,l
F = (−1)lβk+l,0F (Corollary 4.2) and the Taylor expansion
of the inverse of the Alexander matrix around t = 1 (Corollary 4.3).
Theorem 4.1. (c.f. [1, §8]) Let K ∪ J1 ∪ J2 a 3-component link with lk(K,Ji) = 0 (i = 1, 2) and
let F be a Seifert surface for K in S3 \ (J1 ∪ J2). Let ω = {p1, . . . , pg, q1, . . . , qg} be a symplectic
basis for H1(F ) and M the Seifert matrix with respect to ω. Then we have the following, where
VJi = (lk(Ji, p1), · · · , lk(Ji, pg), lk(Ji, q1), · · · , lk(Ji, qg)) and −P is the intersection matrix M −MT
with respect to ω:
βk,lF (J1, J2) = (−1)lVJ1(PM)k+l−1PV TJ2 (k ≥ 1, l ≥ 0).
Proof. Let u± be
(
p±1 · · · p±g q±1 · · · q±g
)T
. Then from the proof of Proposition 1.3 we have:
J
(1)+
i =
∑g
j=1(lk(Ji, qj)p
+
j − lk(Ji, pj)q+j )
=
(
lk(Ji, p1) · · · lk(Ji, pg) lk(Ji, q1) · · · lk(Ji, qg)
) ( −q+1 · · · −q+g p+1 · · · p+g )T
= VJi
(
0 −Ig
Ig 0
)(
p+1 · · · p+g q+1 · · · q+g
)T
= VJiPu
+,
and
V
J
(1)+
i
=
(
lk(VJiPu
+, p1) · · · lk(VJiPu+, pg) lk(VJiPu+, q1) · · · lk(VJiPu+, qg)
)
= VJiP

lk(p+1 , p1) · · · lk(p+1 , pg) lk(p+1 , q1) · · · lk(p+1 , qg)
...
...
...
...
lk(p+g , p1) · · · lk(p+g , pg) lk(p+g , q1) · · · lk(p+g , qg)
lk(q+1 , p1) · · · lk(q+1 , pg) lk(q+1 , q1) · · · lk(q+1 , qg)
...
...
...
...
lk(q+g , p1) · · · lk(q+g , pg) lk(q+g , q1) · · · lk(q+g , qg)

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= VJiPM.
In the same way we obtain that J
(n)+
i = VJ(n−1)+i
Pu+ and V
J
(n)+
i
= V
J
(n−1)+
i
PM . Therefore inductively
we obtain that J
(n)+
i = VJi(PM)
n−1Pu+. Similarly we also have that J
(n¯)−
i = VJi(PM
T )n−1Pu−.
Therefore we can calculate β1,0F and β
k,l
F (k, l ≥ 1) as follows:
β1,0F (J1, J2) = lk(J
(1)+
1 , J2) = lk(VJ1Pu
+, J2)
= VJ1P (lk(p
+
1 , J2), · · · , lk(p+g , J2), lk(q+1 , J2), · · · , lk(q+g , J2))
= VJ1PV
T
J2
.
and
βk,lF (J1, J2) = lk(J
(k)+
1 , J
(l¯)−
2 ) = lk(VJ1(PM)
k−1Pu+, VJ2(PM
T )l−1Pu−)
= (VJ1(PM)
k−1P )M(VJ2(PM
T )l−1P )T
= VJ1(PM)
k−1PMP T (MP T )l−1V TJ2
= VJ1(PM)
k(P TM)l−1P TV TJ2 .
Now since P T = −P , we complete the proof. 
Corollary 4.2. We have that βk,lF (J1, J2) = (−1)lβk+l,0F (J1, J2).
Corollary 4.3. Let M be a Seifert matrix for a knot with respect to a symplectic basis. Then the
inverse of the Alexander matrix tM −MT may have the following expansion:
(tM −MT )−1 =
∞∑
n=0
(1− t)n(PM)nP.
Proof. Let F be a Seifert surface for the knot and let J1 ∪ J2 be a link in S3 \ F . By combining [8,
Theorem 4.1] and Theorem 1.4, we have that
lkX(J˜
F
1 , J˜
F
2 ) = lk(J1, J2) + (1− t)VJ1(tM −MT )−1V TJ2 =
∞∑
k=0
(−1)kαkF (t− 1)k.
Since lk(J1, J2) = α
0
F (J1, J2), we have
VJ1(tM −MT )−1V TJ2 =
∞∑
k=1
(−1)k−1αkF (t− 1)k−1.
From Theorem 4.1,
αnF = VJ1(PM)
n−1PV TJ2 (n ≥ 1).
Hence we have
(tM −MT )−1 =
∞∑
k=1
(−1)k−1(t− 1)k−1(PM)k−1P
=
∞∑
n=0
(−1)n(t− 1)n(PM)nP. 
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