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Abstract We evaluate the localization length of the wave
solution of a random potential characterized by an arbitrary
autocorrelation function. We go beyond the Born approxi-
mation to evaluate the localization length using a non-linear
approximation and calculate all the correlators needed for
the localization length expression. We compare our results
with numerical results for the special case, where the auto-
correlation decays quadratically with distance. We look at
disorder ranging from weak to strong disorder, which shows
excellent agreement. For the numerical simulation, we in-
troduce a generic method to obtain a random potential with
an arbitrary autocorrelation function. The correlated poten-
tial is obtained in terms of the convolution between a Wiener
stochastic potential and a function of the correlation.
Keywords Disordered systems · Anderson localization ·
Disorder correlation
1 Introduction
Disordered systems are playing an important role in materi-
als physics [1–3], cold atoms [4, 5], optical waveguides [6–
11], acoustic and phononic systems [12], many-body sys-
tems [13, 14] and even time fluctuations [15, 16]. While in
some cases physical properties depend on a particular disor-
der configuration, most properties depend on their configu-
rational average [17]. A good example being the resistance
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through a macroscopic disordered system. If the system size
is much greater than the coherence length, the resistance
can be computed by doing a configurational average [18].
In this case only the statistical properties of the disorder are
important, particularly the autocorrelator. There has been a
long history of important results based on the assumption of
uncorrelated disorder (or white disorder), in particular, the
seminal result by Anderson [19] on the localization of all
states in one dimension [2, 20, 21]. In general, the solution
to a problem with disorder is challenging, yet the assump-
tion of uncorrelated disorder greatly simplifies the evalua-
tion of averaged properties [22]. However, in many physical
systems, uncorrelated disorder is not a valid assumption, like
for instance in speckle potentials [23–25] or smooth random
potentials [26–30]. In fact, correlations in the disorder can
lead to delocalization in 1D [31–37] and 2D [38, 39]. Hence
finding tools to address systems where the disorder is not
just uncorrelated but defined by some correlation function is
crucial.
In some cases it is possible to use the Born approxima-
tion in order to find the disorder averaged properties, such
as localization. This approach works well when coherent
multiple scattering is neglected, which is often the case for
weak disorder. Properties such as the mean free path or lo-
calization then simply depend on the Fourier transform of
the disorder potential. For more general disorder potentials
other methods have to be used, such as perturbation expan-
sion [35, 40] or phase averaging. Here we discuss another
method, which is based on finding the exact solution of a
non-linear extension of the wave equation [30, 41].
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2 Non-linear approximation to the wave equation
equation in a random potential
The 1D wave equation (or Schrödinger equation with h¯ =
2m= 1) is given by
[∂ 2x + p(x)
2]ψ(x) = 0, (1)
with classical momentum
p(x)≡ ∂xP(x) =
√
V (x)−E, (2)
where we have defined P(x) as the integrated momentum.
When looking for a solution of the form
ψ(x) = ei(P+N) = ei
∫ x
0 f (x
′)dx′ , (3)
normalized at x= 0, we obtain the following non-linear equa-
tion for N(x)
i(∂xN)2+2ip∂xN+∂xp+∂ 2x N = 0, (4)
which is difficult to solve [41, 42]. So instead, we can solve
the related non-linear wave equation
[∂ 2x + p
2− [ψ−1(−i∂x− p)ψ]2]ψ = 0, (5)
which leads to a linear equation in N(x):
2ip∂xN+∂xp+∂ 2x N = 0 (6)
using equ. (3). This is equivalent to assuming (∂xN)2 = 0 in
equ. (4). The non-linear approximation corresponds to ne-
glecting the difference between the classical and quantum
momentum to second order: ((p+ i∂x)ψ)2 ' 0. The differ-
ential operator corresponding to equ. (6) is then
HN = 2ip∂x+∂ 2x
= e−2iP∂x(e2iP∂x), (7)
where we need to solve
HNN =−∂xp. (8)
The solution can be obtained by integration, i.e.,
∂xN(x) =−e−2iP(x)
∫ x
e2iP(x
′)k′v(x
′)dx′
to give
f (x) = p(x)− e−2iP(x)
∫ x
e2iP(x
′)p′(x′)dx′.
The average over disorder can be performed, which gives
〈 f (x)〉= 〈p(x)〉−
∫ x
0
e−2ik0x
′
cp(x′), (9)
where
cp(x) = 〈k′(0)e−2iP(x)〉 (10)
is the correlation function of the disorder potential, where
we defined the average momentum k0 = 〈p(x)〉), the varia-
tion from the mean (k(x) = p(x)− k0) and its spatial deriva-
tive (k′(x)). To obtain (9) one has to assume that the disorder
is translationally uniform. The decay of the wave solution
(Lyapounov exponent, λ or inverse localization length) is
then given by [25, 30]
λ = ℑ〈 f (x)〉, (11)
which can be rewritten as
λ =−2ℜ
{∫ ∞
0
(k0C1(x)+C2 (x))e−2ik0xdx
}
, (12)
where
Cn(x) =
〈
k(0)ne−2iP(x)
〉
. (13)
This equation was shown to be valid for all disorder
strengths for a number of disorder correlations, such as Gaus-
sian [30], speckle [25] and square well potentials [43]. In the
limit of weak disorder the well known Born approximation
is retrieved [29, 30]:
λV˜ =
|V˜ (2k0)|2
8EN
, (14)
where E = k20 and V˜ is the Fourier transform of the disor-
der potential. This weak disorder approximation can also be
derived directly using Fermi’s golden rule.
3 Arbitrary correlated potentials
For arbitrary correlations, we obtain the correlators Cn(x)
as defined in equ. (13) by assuming that k(x) are Gaussian
variables (see appendix A), where
c(x) = 〈k(0)k(x)〉
C(x) =
∫ x
0
c(y)dy
C (x) =
∫ x
0
C(y)dy
C0(x) = e−4C (x)
C1(x) = −2iC(x)C0(x)
C2(x) = C0(x)
(
c(0)−4C2(x)) . (15)
For numerical comparisons we want to be able to gen-
erate disorder potentials with arbitrary correlations, i.e., for
a given correlation c(x) we want to construct a disorder po-
tential k(x), which follows 〈k(0)k(x)〉= c(x). In addition we
will impose that k(x) are Gaussian variables (only even cor-
relators are non-zero). We start with an uncorrelated stochas-
tic functionΓx with Gaussian variables, where 〈ΓxΓx′〉= δ (x−
x′). The disorder potential is then given by the convolution
k(x) =
∫
g(x− x′)Γ (x′)dx′, (16)
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where g(x) can be expressed by the desired correlation c(x)
in the following way:
〈k(x)k(x′)〉 =
∫ ∫
g(x− x1)g(x′− x2)〈Γx1Γx2〉dx1dx2
=
∫
g(x− x1)g(x′− x1)dx1. (17)
Hence,
c(x) = 〈k(0)k(x)〉=
∫
g(−x1)g(x− x1)dx1, (18)
which is simply the convolution c(x) = (g∗g)(x) for g sym-
metric. Using the Fourier transformF and its inverseF−1,
we find the following expression fro g(x):
g(x) =F−1(
√
F [c(x)]), (19)
which allows us to construct a disorder potential with cor-
relation c(x) (see equ. (16). There is no unique method to
construct the correlated potential using g. In fact, k(x) can
also be constructed using the following sum:
k(x) =∑
i
vig(x− xi), (20)
where vi and xi are independent random Gaussian variables.
In this case we also have
〈k(0)k(x)〉 ∼ c(x) (21)
.
A similar inverse Fourier method was used for discrete
random potential with arbitrary long range correlations [44].
Other methods that can generate correlated binary sequences
use an iterative technique [45].
Fig. 1 Autocorrelation c(x) (in black) and the numerical evaluation of
〈k(0)k(x)〉 in red. The width of the red line is the numerical error of the
mean for an averaging over 4000 configurations. The small systematic
deviation at large x is a finite size effect.
4 Localization for a quadratic decaying correlation
function
We illustrate the effectiveness of equs. (16,19) with an ex-
ample of a correlation function, which is long-ranged and
which decays quadratically with distance:
c(x) =
σ2
(|x/a|+1)2 , (22)
with a > 0 the correlation length and σ2 = 〈k2〉 the disor-
der strength. The numerically computed correlation function
obtained using equ. (20) is shown in fig. 1 and it matches
the desired correlation function c(x). The same procedure
can be applied to any choice of correlation function. This
is illustrated by comparing the disorder potential generated
using equ. (22) (with a = 1 and σ = 1) and the Lorentzian
correlation (x2+1)−1 using the same random sequence from
equ. (20) but a different generating function g.
Fig. 2 Ccorrelated potentials k(x) for autocorrelations c(x) = 1
(|x|+1)2
(in red) and 1x2+1 (in black).
We can compute explicitly the localization length asso-
ciated to our choice of correlator c(x) from equ. (22) using
relations (15) and obtain for the various correlators (express-
ing only the case where x is positive):
C(x) =
σ2x
x/a+1
C (x) =
∫ x
0
dz
∫ z
0
dyc(y) = σ2ax−σ2a2 ln [1+ x/a]
C0(x) = e−4σ
2ax (1+ x/a)4σ
2a2
C1(x) = −2iσ2xe−4σ2ax (1+ x/a)4σ
2a2−1
C2(x) =
[
σ2(x/a+1)2−4σ4x.2]e−4σ2ax (1+ x/a)4σ2a2−2 .
(23)
4 Hichem Eleuch, Michael Hilke
Fig. 3 The correlators Cn(x), where the dashed lines are numerical
simulations (averaged over 10000 configurations), while the solid lines
are the analytical expressions from equs. (23). The different colors cor-
respond to different values of the correlation length (a) from blue to red
(0.03, 0.08, 0.2, 0.6, 1.8).
The figure of the correlators (23) are shown in fig. 3
An explicit expression for the Lyapounov exponent λ
can now be obtained by using (12) (see appendix A.4)
λ =
y+ℑIλ
a(1− y) , (24)
where
Iλ =
[2aky+2ia2(k2−σ2)]ey¯Γ1+y(y¯)
y¯y+1
, (25)
y= 4a2σ2 and y¯= y+2iak.
Fig. 4 The Lyapounov exponent (λ ) obtained numerically (symbols)
and expression (36) (solid lines) as a function of the correlation length
a (E = 20).
In fig. 4 we show the comparison between the numeri-
cally evaluated λ and expression (36) for the case of strong
disorder. The disorder correlation is given by c(x) (equ. (22)).
The overall agreement is very reasonable, in particular, when
considering the wide range of correlation lengths a and strong
disorder.
5 Conclusion
In summary, we review a method to calculate the localiza-
tion length for a disordered potential with an arbitrary auto-
correlation function, which uses the addition of a small non-
linear term in the wave equation. The Lyapounov exponent
is calculated by evaluating several correlators explicitly. For
a comparison between theory and numerical simulations, we
introduced a method that can generate a disorder potential
with an arbitrary disorder correlation. We compared favor-
ably the numerical results of a particular long ranged dis-
order potential, whose autocorrelation decays quadratically
with distance, with our theory and find an excellent agree-
ment. This method is quite general can be used to study other
types of correlated potentials and is not restricted to weak
disorder.
A Appendix section
A.1 Evaluating C0(x)
To evaluate the correlation functions Cn(x) we consider k(x) to be a
random Gaussian variable with 〈k(x)〉= 0. By definition, we have
C0(x) =
〈
e−2i
∫ x
0 k(x
′)dx′
〉
=
∞
∑
n=0
1
n!
〈[
−2i
∫ x
0
k(x′)dx′
]n〉
=
∞
∑
n=0
(−2i)n
n!
∫ x
0
dx1 · · ·
∫ x
0
dxn 〈k(x1) · · ·k(xn)〉 .
(26)
For Gaussian random variables the odd number of correlators (2n+
1) vanish
〈k(x1)k (x2) · · ·k(x2n+1)〉= 0, (27)
while for even number of correlators (2n) we have
〈k(x1)k (x2) · · ·k(x2n)〉 = 〈k(x1)k (x2)〉 · · · 〈k(xn−1)k(x2n)〉
+ 〈k(x1)k (x3)〉 · · · 〈k(xn−1)k(x2n)〉
· · ·
+ 〈k(x1)k (x2n)〉 · · · 〈k(x2n−2)k(x2n−1)〉 .
(28)
Hence
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C0(x) =
∞
∑
n=0
(−2i)2n
(2n)!
∫ x
0
dx1 · · ·
∫ x
0
dxn 〈k(x1) · · ·k(x2n)〉
=
∞
∑
n=0
(−2i)2n ((2n−1)!!)
(2n)!
[∫ x
0
∫ x
0
〈k(x1)k(x2)〉dx1dx2
]n
=
∞
∑
n=0
1
(n)!
[
−2
∫ x
0
∫ x
0
〈k(x1)k(x2)〉dx1dx2
]n
= e−2
∫ x
0
∫ x
0 〈k(x1)k(x2)〉dx1dx2 . (29)
This expression is similar to the result obtained in [46]. The argument
arg of the exponential can be evaluated as
arg = −2
∫ x
0
∫ x
0
〈k(x1)k(x2)〉dx1dx2
= −2
∫ x
0
∫ x
0
c(x1− x2)dx1dx2
= −2
∫ x
−x
c(z)(x−|z|)dz
= −4
∫ x
0
c(z)(x− z)dz assuming c(−z) = c(z)
= −4
∫ x
0
dy
∫ y
0
dzc(z)
≡ −4
∫ x
0
dyC(y)
≡ −4C (x). (30)
Hence,
C0(x) = e−4C (x). (31)
A.2 Evaluating C1(x)
By definition, we have
C1(x) =
〈
k(0)e−2i
∫ x
0 k(x
′)dx′
〉
. (32)
Using the relations 〈abn〉= n〈ab〉〈bn−1〉 for a and b two Gaussian vari-
ables, we have
C1(x) =
〈
k(0)e−2i
∫ x
0 k(x
′)dx′
〉
=
∞
∑
n=0
(−2i)n
(n)!
〈
k(0)
(∫ x
0
dx′k(x′)
)n〉
= 〈k(0)〉+
∞
∑
n=0
{
2n+1
(2n+1)!
〈
−2ik(0)
∫ x
0
k(x′)dx′
〉
×
(
2n!
2nn!
)〈(
−2i
∫ x
0
k(x′)dx′
)2〉n}
= −2i
∫ x
0
〈k(0)k(x′)〉dx′
×
∞
∑
n=0
1
n!
〈
−2
∫ x
0
∫ x
0
k(x1)k(x2)dx1dx2
〉n
= −2i
∫ x
0
〈k(0)k(x′)〉dx′×C0(x)
= −2iC(x)C0(x), (33)
where we have defined
C(x) =
∫ x
0
〈k(0)k(x′)〉dx′. (34)
A.3 Evaluating C2(x)
Using the relations 〈a2bn〉= 〈a2〉〈bn〉+n〈ab〉〈abn−1〉, 〈a2bn〉= 〈a2〉〈bn〉+
n(n−1)〈ab〉2 〈bn−2〉 and 〈b2n−1〉= 0 for a and b Gaussian variables,
we obtain
C2(x) =
〈
k2(0)e−2i
∫ x
0 k(x
′)dx′
〉
=
∞
∑
n=0
(−2i)n
n!
〈
k2(0)
[∫ x
0
dx′k(x′)
]n〉
= 〈k2(0)〉
∞
∑
n=0
(−2i)n
n!
〈[∫ x
0
dx′k(x′)
]n〉
+
∞
∑
n=2
(−2i)nn(n−1)
n!
〈
k(0)
∫ x
0
dx′k(x′)
〉2
×
〈[∫ x
0
dx′k(x′)
]n−2〉
= c(0)C0(x)+
〈
−2i
∫ x
0
k(0)k(x′)dx′
〉2
×
∞
∑
n=2
(−2i)n−2
(n−2)!
〈[∫ x
0
dx′k(x′)
]n−2〉
= c(0)C0(x)−4C2(x)C0(x). (35)
A.4 Lyapounov exponent
The expression for λ can be calculated as follows using equ. (12):
λ = −2ℜ
{∫ ∞
0
(k0C1(x)+C2 (x))e−2ik0xdx
}
= −2kyℑ
(
ey+2iakE−y (y+2aik)
y−1
)
−2aℜ
(
2σ2 +(k2−σ2)ey+2iakE−y (y+2aik)
y−1
)
=
y+ℑ
{
ey+2iak(y+2iak)−y−1Γ1+y(y+2iak)[2aky+2ia2(k2−σ2)]
}
a(1− y) ,
(36)
where the exponential integral is defined by
Eα (z) =
∫ ∞
1
e−zt
tα
dt, (37)
using Eα (z) = zα−1Γ1−α (z) and taking y= 4a2σ2.
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