The space L 2 (0, 1) has a natural Riemannian structure on the basis of which we introduce an L 2 (0, 1)-infinite dimensional torus T. For a class of Hamiltonians defined on its cotangent bundle we establish existence of a viscosity solution for the cell problem on T or, equivalently, we prove a Weak KAM theorem. As an application, we obtain existence of absolute action-minimizing solutions of prescribed rotation number for the one-dimensional nonlinear Vlasov system with periodic potential.
Introduction
One of the fundamental problems in the theory of dynamical systems is the search for invariant sets or invariant measures. In the case of Hamiltonian flows on compact finite dimensional Riemannian manifolds there are well developed variational theories (cf. e.g. Fathi [8] ) called Aubry/Mather theory, Weak KAM theory. There, the approach is based on the existence of Lipschitzian viscosity solutions for some appropriate Hamilton-Jacobi equation called cell problem. Our starting point in adapting this theory to partial differential equations is the following: consider a potential W ∈ C 2 (T 1 ) (T d denotes the d-dimensional torus) and a system of n particles whose initial positions and velocities are (M 0 z,Ṁ 0 z) ∈ IR × IR, z ∈ Z := {1/n, 2/n, ..., 1}. Denote by σ t z the position of the z particle at time t > 0. Assume that the evolution of the system is governed by the laẅ
This is a Hamiltonian system for the Hamiltonian
W (x i − x j ) and x = (x 1 , ..., x n ), p = (p 1 , ..., p n ) ∈ IR n . The Hamiltonian h is invariant under coordinate permutations and is periodic in its spatial variables. As a consequence, uniqueness in (1) ensures that, if we permute the components of the initial data, the solution for the evolutive system undergoes the same coordinate permutation. In addition, if the initial positions of two solutions differ by an integer, that property is preserved over time. Hence, (1) is an evolutive system on the n-symmetric product of the circle T n /P n where P n is the set of permutations of n letters. The weak KAM theory has been proven to be a powerful tool for studying periodic orbits and invariant Lagrangian tori of the finite dimensional system (1) . The latter are sets of the form G ω := {(x, ω x )| x ∈ T n } where ω is a closed one-form on T n and satisfies the Hamilton-Jacobi equation h(x, ω x ) = λ in the sense of visco sity, for some real number λ. Assume ω is a smooth closed one-form such that the function (x, ξ) → ω x (ξ) defined on T n × IR n is invariant under the action of the group P n . One can readily show existence of a function u ∈ C 1 (T n ) that is invariant under the action of P n such that ω = l c + du where l c is the linear form ξ → l c (ξ) = c(ξ 1 + ... + ξ n ).
The goal of this paper is to extend methods of the weak KAM theory to encompass systems of infinitely many points. A more general formulation of (1) consists in substituting the set of subscript Z by I := (0, 1) so that (1) becomes
This is an evolutive system on the infinite dimensional manifold L 2 (I), a separable Hilbert space endowed with the inner product ·, · ν 0 which induces the norm · ν 0 . Here, ν 0 is the one-dimensional Lebesgue measure L 1 , restricted to I. The space L 2 (I) has a natural differential structure and at each M ∈ L 2 (I) the tangent space at M is T M L 2 (I) = L 2 (I). Hence, the tangent bundle is T L 2 (I) := L 2 (I) × L 2 (I) which we identify with the cotangent bundle. The system (2) is an Euler system for the Lagrangian L defined on the tangent bundle by
The corresponding Hamiltonian H defined on the cotangent bundle which can be identified with the tangent bundle is
The standard theory of the ordinary differential equations such as the Cauchy-LipschitzPicard Theorem [4] provides us with a unique solution of (2) . We define the Eulerian flow Ψ(t, M, N ) = (Ψ 1 (t, M, N ), Ψ 2 (t, M, N )) = (σ t ,σ t ).
The invariance property of h under the action of P n translates into an invariance property of H under the action of a group G. Here, G is the set of bijections G : [0, 1] → [0, 1] such that G, G −1 are Borel maps that push ν 0 forward to itself. We introduce L 2 Z (I) as the set of M ∈ L 2 (I) whose ranges are contained in Z. The group G acts on L 2 (I) as to
It also acts on the topological subspace L 2 Z (I) and so, induces a natural action on T and on the tangent bundle L 2 (I) × L 2 (I). The latter is given by
The periodicity property of the potential is expressed in terms of L 2 Z (I). We set
and we refer to it as the L 2 (I)-torus. We say that W is periodic in the sense that it is constant on the class of equivalence of any M ∈ L 2 (I). Note that L and H are invariant under the action of G. The curve t → σ t ∈ L 2 (I) is a solution of (2) if and only if for all Z ∈ L 2 Z (I) and G ∈ G, t → σ t • G + Z is also a solution of (2). In the current manuscript, we view (2) as an evolutive system on the infinite dimensional torus T quotiented by the group G. In other words, we identify the paths t → σ t ∈ L 2 (I) and t → σ t • G + Z. This identification becomes even more natural as we write the kinetic system corresponding to (2) . To do so, for each t define the Borel measure f t on IR × IR as the push forward of ν 0 by (M t ,Ṁ t ) :
for B ⊂ T L 2 (I) Borel. The measures f t satisfy the nonlinear Vlasov system
Here, ̺ t is the first marginal of f t , P and E := ∂ x P represent respectively the potential and the electric field of the system. By a solution of (6) we mean t → f t ∈ AC 2 (0, ∞; P 2 (IR 2 )) such that
Due to the periodicity property of W it becomes apparent that
for all t ≥ 0 and all bounded F ∈ C(T × IR). This proves that t → f t satisfies (7) if and only if t → f * t satisfies (7). Let Ω 1 (T) be the set of closed differential one-forms on T in the sense of definitions 5.1, 5.2 and pick Λ ∈ Ω 1 (T). We show that there exist a continuous linear one-form C on L 2 (I) and
are invariant under the action of G and there exists c ∈ IR such that C(N ) = c I N dν 0 . In other words, the first equivariant de Rham cohomology group is IR. Let µ be a Borel probability measure on the tangent bundle T L 2 (I), invariant under the flow Ψ in the sense of definition 3.13. Then
We refer to ρ(µ) as the rotation number of µ.
In the current manuscript, we are interested in several types of problems. For c ∈ IR we introduce the Lagrangian and Hamiltonians
The first problem is: find λ ∈ IR and U ∈ C(T) viscosity solution of
We assert existence of a solution for the cell problem (9) . To simplify our study, later we further assume that
We use (9) to establish a second result that is: for each M ∈ L 2 (I) which is monotone nondecreasing, there exists N ∈ L 2 (I) such that
In fact, we have obtained an explicit estimate stronger than the first limit in (11) and which has the following consequence: given a Borel probability measure ̺ 0 on IR of finite second moment, there exist
Note that, in particular, we obtain solutions of prescribed asymptotic velocity and kinetic energy. Let P(T L 2 (I)) be the set of Borel probabilities on T L 2 (I). A variational problem of interest in this manuscript is: find µ * minimizer for
Ldµ : ρ(µ) = c, µ is invariant under the flow Ψ .
In case (10) holds, we show that the solutions of (13) are trivial.
We have chosen the Vlasov system as a simple model to illustrate the use of the weak KAM theory in understanding qualitative behavior of PDEs appearing in kinetic theory, for several reasons. Firstly, they provide a simple link between finite and infinite dimensional systems. Secondly, they are one of the most frequently used kinetic models in statistical mechanics. Existence and uniqueness of global solutions for the initial value problem are well understood [3] , [13] , [7] . It has already been noticed that (6) can be regarded as an infinite-dimensional Hamiltonian ODE on the space P 2 (IR 2 ), the set of Borel probability measures on IR 2 with finite second-order moments [1] [9] [16] . Indeed, if
then in [9] they introduced a Poisson structure on P 2 (IR 2 ), which induces a Hamiltonian vector field X H such that (6) is equivalent to the ordinary differential equatioṅ
In this paper we have searched for special solutions which allow for a connection with a more conventional way of regarding (6) as Hamiltonian. We assume the initial data to be of the form f 0 = (M, N ) # ν 0 where M, N ∈ L 2 (I) so that the unique solution of (6) retains the same structure.
For the convenience of the reader, we collect notation used throughout this manuscript.
Notation and Definitions
The euclidean norm on IR d and standard inner product are respectively denoted by | · | and ·, · . We denote the n-dimensional torus by T n . If x ∈ IR n , |x| T n is the infinum of |x + k| over the set of k ∈ Z n . id denotes the identity map on 
Here and throughout this work, we write M t in place of M (t). When µ is a Borel probability measure on
We also recall that if M :
If µ, ν are Borel probability measures on the real line and µ is atom-free, then it is known that there exists a unique (up to a set of µ-zero measure) optimal map pushing forward µ to ν. It is called the monotone rearrangement and is obtained as G −1 • F , where F, G are the cumulative distribution functions of µ and ν. We have
Note that G −1 is the left-continuous generalized inverse of G. In this work, optimal map on the real line always means left continuous optimal map. Suppose (S, dist) is a complete metric space and σ : (0, T ) → S. We write σ t to denote the value of σ at t : σ t := σ(t). If there exists β ∈ L 2 (0, T ) such that dist(σ t , σ s ) ≤ t s β(u)du for every s < t in (0, T ), we say that σ is absolutely continuous. We denote by AC 2 (0, T ; S) the set of σ : (0, T ) → S that are absolutely continuous.
We denote by G, the set of bijections G : [0, 1] → [0, 1] such that G, G −1 are Borel and push ν 0 forward to itself. The operator on G is the composition on the set of functions.
We denote by L 2 Z (I) the set of M ∈ L 2 (I) with ranges in Z.
Recall that I := (0, 1), ν 0 is the one-dimensional Lebesgue measure restricted to I, ·, · ν 0 and · ν 0 are the inner product and norm on L 2 (I). We identify the one-dimensional torus T 1 with [0, 1). We denote the norm on the n-dimensional torus by · T n . For n ≥ 1 integer, P n is the set of permutation of n letters.
2 Action of a subgroup of the set of measure preserving maps The Aubry/Mather theory studies dynamical systems on finite dimensional manifolds without boundary. Typical examples are systems evolving on the n-dimensional torus T n . In this work, we are interested in systems of undistinguishable n particles of equal mass 1/n and the limiting systems as n tends to infinity. As it is commonly done in physics, especially in String Theory, we identify the set of systems of undistinguishable n particles with the so-called n th symmetric product of the circle T n /P n . Observe that P n is a non commutative group which acts on IR n and so on T n : for x = (x 1 , ..., x n ) ∈ IR n and σ ∈ P n the action P n × T n → T n associates to (σ, x), x σ the vector obtained by permuting the components of x according to σ. A particularity of having an action is that (x σ ) τ = x σ•τ for τ ∈ P n . The n th symmetric products of the circle have been quite a bit studied in topology and its cohomology groups are well-understood (cf. the review paper [14] ). When n = 1 this is the circle which is a smooth manifold without a boundary. When n ≥ 2, the action is not free in the sense that we may find x ∈ IR n and σ ∈ P n such that σ is not the identity map and x σ = x. T n /P n is then a manifold with a boundary.
For our purpose, to encompass systems of infinitely many particles, we substitute P n by a group which has infinitely many elements, the set G introduced earlier. The action of G on T yields a quotient space which can be interpreted as the ∞ th symmetric product of the circle. The set we obtain here is different from the limit as n → ∞ of the n th symmetric product of the circle considered in [15] .
In this section we adopt a differential structure on L 2 (I) and study the infinite dimensional torus on that set.
The L 2 (I)-torus
We consider the topological group L 2 (I), + and its subset L 2 Z (I) which is a topological subgroup and is locally compact. The the greatest integer functionˆ: IR → [0, 1) provides us with a natural map of 
The infimum in (14) is attained. Note that
Since the diameter of T 1 is 1/2, (15) implies that the diameter of T is 1/2. Observe that π :
is a complete, separable metric space.
Proof: The fact that dist Z is a metric is a direct consequence of (15) . The facts that π is surjective, 1-Lipschitz and L 2 (I) is separable imply that T is separable. Recall that L 2 (I) is complete and π is 1-Lipschitz. Furthermore, for
. These facts imply that (T, dist Z ) is a complete metric space. QED.
The space T/G and the Wasserstein space P(T 1 )
In this section, W T 1 denotes the Wasserstein distance on the torus T 1 . We recall that if µ, ν ∈ P(T) and Γ(µ, ν) is the set of Borel measures on T 1 × T 1 which have µ and ν as marginals, then
We will identify P(T 1 ) with P([0, 1)) using the bijection between [0, 1) and T 1 given by the Borel map
The group G is a non commutative group which acts on
This is an action which preserves the norm of M. Since G also acts on L 2 Z (I), it provides an action on the quotient space T. The metric on T induces a function which we refer to as a weak metric on
It is symmetric and it satisfies the triangle inequality. But dist weak is not a metric on T/G. Lemma 2.6 (ii) shows that dist weak is not a metric on T/G as we may have dist weak (M,M ) = 0 for M andM which do not have the same projection in T/G.
Let χ n i be the characteristic function of the interval A i := (i − 1)/n, i/n and set
Lemma 2.2. For any positive integer n, the restriction of dist weak to the finite dimensional space C n is a metric.
Proof: It suffices to see that if x, y ∈ IR n and
for some σ ∈ P n . QED.
for all f ∈ C 1 per (IR) (in fact, we could substitute C 1 per (IR) by any C k per (IR)) or by the orthonormal basis of L 2 (I; C), {e i2πtk } ∞ k=0 . Here C is the set of complex numbers and
Proof: Let e be the bijection defined in (17) and set µ * := e # µ,μ * := e #μ . If f ∈ C(T 1 ) then F := f • e ∈ C per (IR) and so,
Thus, µ * =μ * and so, µ = (e −1 ) # µ * = (e −1 ) #μ * =μ. QED.
Therefore, M ∼ M * if and only if IR F (M )dν 0 = IR F (M * )dν 0 , which, by (21), is equivalent to I F dµ = I F dµ * . By lemma 2.3 this is equivalent to µ = µ * . QED.
Remark 2.5. Let µ, ν ∈ P(T 1 ). The Monge-Kantorovich duality gives existence of two periodic functions u, v :
Proof: Part (i) is trivial and so, we shall only prove (ii). It is also straightfoward to obtain that if dist weak (M,M ) = 0 then M ∼M . To prove the converse statement, we assume in the sequel that M ∼M . We may assume without loss of generality that M,M have their ranges in [0, 1). Set M n = Π n (M ) andM n = Π n (M ) where Π n is the orthogonal projection on C n . Thanks to remark 2.5 there exist two periodic functions u n , v n : IR → IR that are 1-Lipschitz such that u n (x) + v n (y) ≤ |x − y| 2 T 1 for all x, y ∈ IR and
To obtain (22) we have used that
We exploit (19), (23) and Young's inequality to conclude that
The fact that dist weak satisfies the triangle inequality and is bounded above by
This, together with (23), (24) and the fact that Π n converges pointwise to the identity map in L 2 (I), yields the desired result. QED.
Proposition 2.8. Let U : L 2 (I) → IR be continuous and periodic. Then the following assertions are equivalent:
. By lemma 2.6, dist weak (M,M ) = 0 and so, we may find
This, together with the fact that U is continuous implies
QED.
The first equivariant de Rham cohomology group on T under the G action
Recall that U :
In that case, ξ is uniquely determined and we call it the gradient of U at M. We write
We next compute the first cohomology group of T, and then the first equivariant cohomology group of T under the action of G. According to subsection 5.1 every differentiable closed one-form Λ on L 2 (I) is an exact form in the sense that Λ = dU for some real valued differentiable function U defined on L 2 (I). The smoothness properties imposed on Λ in that subsection imply that U is twice differentiable. Here are going to state a result on a larger class of one-forms in the sense that we do not require them to be differentiable.
is rearrangement invariant then C is a constant function and U is rearrangement invariant.
Proof: 1. We assume without loss of generality that S(0) = 0 and let κ be the Lipschitz constant of S. Note that if Z ∈ L 2 Z (I) then because dS is periodic, the gradient of M → S(M + Z) − S(M ) vanishes and so, M → S(M + Z) − S(M ) depends only on Z. We write
Clearly, C is additive and Lipschitz and so, the function η defined on the Borel subsets of
In case X is of the above form, the second assertion is easy to check. Hence,
which proves the claim. 3. Define s n : IR n → IR by
Then s n is κ/ √ n-Lipschitz, differentiable everywhere and ∇s n is periodic:
Because the de Rham cohomology group of T n is IR n , we obtain existence of a c n = (c n 1 , ..., c n n ) ∈ IR n and u n : IR n → IR periodic, Lipschitz, differentiable such that
Let e n i be the ith standard unit vector of IR n . We have by claim 2,
For x ∈ IR n we setx = (x 1 , x 1 , ..., x n , x n ). This provides an embedding of IR n into IR 2n . Note that Mx = M x and thanks to (26) Mx, M c 2n ν 0 = M x , M c n ν 0 . Hence,
Let H be the union of all the {M x | x ∈ IR 2 k }. We have proven existence of a function U on H such that U (M x ) = u n (x) for x ∈ IR n and
for M ∈ H. Since S and C are Lipschitz, so is U . Consequently, U admits a unique existension on L 2 (I) (the closure of H) still denoted by U. It is obvious that (27) still holds on L 2 (I) and so, U is differentiable and Lipschitz on L 2 (I) as the difference of two functions satisfying these properties. Because the restriction of U to each
we obtain that S is invariant under the action of G and so, setting M ≡ 0 in (25) we conclude that C is also invariant under the action of G. Using that C(Z) = I CZdν 0 we conclude that C is constant. QED.
Remark 2.10.
There is an obvious one-to-one correspondence between the set of rearrangement invariant maps U : L 2 (I) → IR and the set of mapsŪ : P 2 (IR) → IR. Indeed, ifŪ : P 2 (IR) → IR we can define U (M ) =Ū (µ) where M # ν 0 = µ. However,Ū maybe differentiable in the sense of [2] whereas U may not be. For instanceŪ (µ) = IR×IR |z − w|dµ(z)dµ(w) is differentiable in the sense of [2] whereas U (M ) = I×I |M z − M w|dzdw is not.
Topological properties of S
We shall show that the norm
Lemma 2.12. Let M,M ∈ L 2 (I). Then the minimum in (28) is attained for a pair
is monotone nondecreasing and
We may assume without loss of generality that 
Passing to a subsequence if necessary and using Helly's theorem, we may assume that {M k } ∞ k=1 converges pointwise and in L 2 (I) to a monotone nondecreasing functionM * ∼M . Observe that this convergence ensures that M * ∼ M. Hence, 
This proves that
Lemma 2.14. The map Φ : 
Observe that
for all F ∈ C per (IR). By (30) and (31)
and
for all F ∈ C per (IR). Recall that M : [0, 1) → [0, 1) pushes ν 0 forward to µ. Settinḡ T := ψ ′ • M and using (34), we haveT ∼M . This, together with (33) implies
Suppose next that µ << L 1 fails. Let µ k ∈ P([0, 1)) be such that sptµ 1) is monotone nondecreasing and so, {M k } ∞ k=1 converges to M pointwise and in L 2 (I). Observe
We have used (35) to obtain the inequality in (36). (32) and (36) Proof: Since by lemma 2.14 (S, dist S ) is isometric to (P(T 1 ), W T 1 ) which is a compact, complete, separable space, we conclude the proof. QED.
3 Mather Theory and Weak KAM theory on L
(I)
The action of G on L 2 (I) induces an action on its tangent bundle T L 2 (I) :
if G ∈ G and M, N ∈ L 2 (I). Throughout this section c ∈ IR and
(37) Here, W : L 2 (I) → IR is periodic, κ w -Lipschitz and differentiable invariant under the action of G. We define the Legendre transforms of L(M, ·) and L c (M, ·) :
Since these Lagrangians and Hamiltonians are invariant under G and periodic in the position variables, they are well-defined on S × L 2 (I). Recall that by proposition 2.8 every periodic continuous function U invariant under the action of G can be identified with a continuous function U * on S. Note that the extrema of U and U * are the same. If U is κ-Lipschitz then U * is also κ-Lipschitz. We write U : S → IR is κ-Lipschitz. In this section, we will make no distinction between U and U * . Let M ∈ L 2 (I) so that [M ] ∈ S. We use corollary 2.4 to find a unique M * ∈ [M ] such that M * is monotone nondecreasing, M * # ν 0 = (M −M ) # ν 0 and M * has its range in [0, 1). We shall use the convention M * ∈ S. Similarly, we define φ ∈ C k (S) and φ ∈ C k (StimesL 2 (I)). From the above comments we obtain that W achieves its maximum w + at a point M + ∈ S and its minimum w − at a point M − ∈ S. We assume, without loss of generality, that w + = 0. 
Viscosity sub and super solutions
(ii) We say that ξ belongs to the superdifferential of V at M and we write We can now define [5] the notion of viscosity solution for a general Hamilton-Jacobi equation of the type
We say that V is a viscosity solution for (HJ) if V is both a subsolution and a supersolution for (HJ).
A preliminary stationary Hamilton-Jacobi equation
Throughout this subsection, ε ∈ (0, 1) is fixed, C n is the finite dimensional subspace of L 2 (I) defined in (18) and Π n is the orthogonal projection onto it. We define the action
which is well-defined for σ ∈ AC 2 loc (0, ∞; L 2 (I)) sinceL is bounded below by c 2 /2. We do not display its dependence on c to keep the notation simpler. We set
SinceL is invariant under the action of G, so is V ε . The fact that L(·, N ) is periodic ensures that V ε is periodic.
Remark 3.4. We do not know that (38) admits a minimizer unless M is monotone nondecreasing. Indeed, in the latter case, let {σ k } ∞ k=1 be a minimizing sequence. By remark 5 [10] , we may assume without loss of generality that σ k t is monotone nondecreasing for each k and t and (t, z)
This, together with remark 6 [10] 
for all r ∈ (0, 1). These facts are used to conclude existence of a minimizer σ in (38). Furthermore, σ ∈ H 2 loc (0, ∞; L 2 (I)) and satisfies the Euler-Lagrange equation
One of the main properties of σ is that The first task we accomplish in this section is to show existence of a constant N ∞ independent of M and a minimizing sequence {σ δ } δ∈D in (38) such that
We next prove a sequence of lemmata which provide properties of minimizing sequences of (38).
Lemma 3.5. There exists an increasing real valued function R → N R (depending on ε and c) satisfying the following properties:
Proof: Suppose σ satisfies the assumption of the lemma and set a = −(c 2 /2 + w + ) so that L ≥ a. We have
We use this, together with the fact that W is bounded to obtain the first two inequalities in the lemma. The third one is a straightforward consequence of the second one. QED.
Lemma 3.6. There exists a constant N ∞ independent of M and a minimizing sequence {σ δ } δ∈D in (38) such that (40) holds.
Proof: Let M ∈ L 2 (I). Part 1. The discrete problem. Standard methods of the calculus of variations ensure existence of a minimizer σ in
We have σ ∈ H 2 loc (0, ∞; C n ) and its Euler-Lagrange equation is (39). Set σ * t = Π n (M ) for all t ≥ 0. Since 2εA ε (σ) ≤ 2εA ε (σ * ) ≤ −w − , we use lemma 3.5 to obtain a constant N (independent of n and M ) such that
. These facts, together with the fact that σ satisfies (39) ensure that the suppremum of σ t ν 0 over [0, 1] is bounded by a finite constantN which depends only on ε and c (is independent of n and M ). We assume without loss of generality thatN ≥ 1.
Part 2. An appropriate minimizing sequence. For each δ ∈ (0, 1) we may find σ δ ∈ AC 2 loc (0, ∞; L 2 (I)) such that σ δ 0 = M and
Set σ n t := Π n (σ δ t ). Because Π n is a linear projection we have that σ n ∈ AC 2 loc (0, ∞; C n ) anḋ σ n = Π n (σ δ t ). We choose n large enough so that M − Π n (M ) ν 0 ≤ δ 2 and
Letσ n be a minimizer of (41). By (42), (43) and the minimality property ofσ n , we have
and by the first part of the proof, σ n,δ s ν 0 ≤N for all s ≥ δ 2 , where we have set
For s ≤ δ 2 we have σ n,δ s
Hence, σ n,δ s
As a consequence of (44) we have
Let a be the minimum ofL. We use that
and (47) to conclude that
Hence,
This proves that {σ n,δ } n,δ is a minimizing sequence satisfying the desired property. QED.
We define the cost between M, M * ∈ L 2 (I) to be
We do not display its dependence on c to alleviate notation. Note that
Remark 3.7. Standard computations give that for each T > 0
Proposition 3.8. The function V ε defined in (38) is a κ c -Lipschitz function and is a viscosity solution of εV ε + H c (M, ∇ L 2 V ε ) = 0. Here,
Proof: We use that −c 2 ≤ 2L(M, N ) and 2L(M, 0) ≤ −w − to conclude that
To obtain the previous inequality, we have used (51) and (50). This proves that V ε is κ cLipschitz. Proving that V ε is a viscosity supersolution of εV ε + H c (M, ∇ L 2 V ε ) = 0 is harder compared to proving it is a viscosity subsolution. We only prove the hardest part while we refer the reader to [11] theorem 3.9, where one can easily adapt the method there to establish that V ε is a viscosity subsolution. 2. Claim: V ε is a viscosity supersolution. Proof. Let M ∈ L 2 (I) and P ∈ ∂ · V ε (M ). By lemma 3.6, for each δ ∈ (0, 1) choose
and sup
for a constant N ∞ < ∞. By the fact that P ∈ ∂ · V ε (M ), we may choose a nonnegative real valued functionō such thatō(t)/t tends to 0 as t tends to 0 and
This, together with (52), yields
and so,
By (53), σ δ δ − M ν 0 = 0(δ). Dividing both sides of (54) by δ and letting δ tend to 0 in the subsequent inequality, we obtain εV ε (M ) + H c (M, −P ) ≥ 0. This proves that V ε is a viscosity supersolution.
The cell problem
Throughout this section κ := |c| + √ c 2 − w − , V ε is the value function defined in section 3.2 and
(ii) Every subfamily of {U ε } ε∈(0,1) admits a subsequence converging to some U which is κ-Lipschitz. Every subfamily of {εV ε } ε∈(0,1) admits a subsequence converging to a constant depending on c which we denote −H(c).
Proof: By proposition 3.8 V ε is Lipchitz and is a viscosity solution for
Since L is invariant under the action of G, so is V ε . In light of lemma 2.8, we conclude the proof of (i).
By (i), we may identify V ε with a function on S which is κ-Lipschitz and so, U ε is a function on S which is κ-Lipschitz. Since by corollary 2.15 S is compact, the minumum of U ε are achieved and is null. Thus, {U ε } ε∈(0,1) is equicontinuous and bounded on the compact set S. The Ascoli-Arzela lemma yields the first part of (ii). We apply arguments similar to the previous ones to {εV ε } ε∈(0,1) to conclude that any of its subfamilies admits a subsequence converging to a function F whose Lipschitz constant is null. Thus, F is the constant function and so, (ii) is established.
Remark 3.10. In a forthcoming paper [12] , we show that the constantH(c) found above coincides with the effective Hamiltonian of H at M ≡ c.
We setÃ
Theorem 3.11. Let U be the function obtained in proposition 3.9. Then, for every T > 0 and σ ∈ AC 2 (0, T ; L 2 (I)), we have
is monotone nondecreasing, then there exists N ∈ L 2 (I) independent of T such that
where Ψ is the flow (5) defined on the tangent bundle T L 2 (I). We have that σ * t is monotone nondecreasing for each t > 0. Futhermore, σ * minimizesÃ T over the set of σ ∈ AC 2 (0, T ; L 2 (I)) such that σ 0 = M and σ T = σ * T . Proof: Let σ ∈ AC 2 (0, T ; L 2 (I)) be such that σ 0 = M. By remark 3.7
Letting ε tend to 0 in the previous inequality and using proposition 3.9 we have
This establishes the first assertion of the theorem. Next, suppose M ∈ L 2 (I) is monotone nondecreasing. By remark 3.4 there exists σ ε ∈ AC 2 loc (0, ∞; L 2 (I)) such that σ ε t is monotone nondecreasing for each t, σ ε 0 = M, and
Remark 6 [10] ensures that
Hence, it admits a point of accumulation σ * . We have that σ * t is monotone nondecreasing for each t > 0 and lim inf
Letting ε tend to 0 in (57), using proposition 3.9, and the previous inequality we obtain
Since (56) holds for arbitrary paths, the previous inequality is, in fact, an equality:
We have constructed a path σ * which a priori depends on T. In fact, one can readily adapt the previous arguments to show existence of a σ * ∈ AC 2 loc (0, ∞; L 2 (I)) independent of T such that (59) holds. Indeed, that for any h > 0 we can apply the above construction to obtain a pathσ ∈ AC 2 (T, T + h; L 2 (I)) such thatσ T = σ * T and
Summing up this equation and (59), we notice that the path obtained from σ * andσ by concatenation does the job on [0, T + h]. Thus, the existence of a path independent of t > 0 for which (55) holds is proved. Let now σ ∈ AC 2 loc (0, ∞; L 2 (I)) be an arbitrary path satisfying σ 0 = M. By (56) and (59) we havẽ
Hence, σ * minimizesÃ T over the set of paths whose endpoints are σ * 0 and σ * T . Its EulerLagrange equation
Hence, (σ * t ,σ * t ) = Ψ(t, M, N ) where N =σ 0 . QED.
Proof: Set
By proposition 3.9, {F ε } ε∈(0,1) converges uniformly to F on L 2 (I) × L 2 (I) and {U ε } ε∈(0,1) converges uniformly to U on L 2 (I). According to proposition 3.8, U ε is a viscosity solution of
We use the stability property of viscosity solutions to conclude that U is a viscosity solution of F (M, ∇ L 2 U ) = 0 (cf. [6] ). QED.
Rotation number of invariant measures
Throughout this section Ψ is the flow defined in (5) and we write Ψ t in place of Ψ(t, ·, ·). If U : L 2 (I) → IR is of class C k , periodic and rearrangement invariant, we write U ∈ C k (S). Similarly, if φ : T L 2 (I) → IR is continuous, invariant under the action of G and periodic in the position variables, we write φ ∈ C(T S). The following continuous functions will play a special role:
Note that these two functions belong to C(T S) and if
Definition 3.13. (i) We say that a Borel probability measure on T L 2 (I) is invariant under the flow Ψ if φ • Ψ(t, ·, ·)dµ = φdµ for all φ ∈ C(T S).
(ii) If µ is a measure on T L 2 (I) such that m * p is µ-measurable, we say that the p-moment of µ (in the velocity variable) is finite if m * p dµ is finite.
Remark 3.14. Suppose µ is a Borel probability measure on T L 2 (I) such that its 1-moment in the velocity variable is finite and set
This proves that dU dµ = 0 if µ is invariant under the flow Ψ.
(ii) Suppose that S : L 2 (I) → IR is Lipschitz of class C 1 such that
Z -periodic and L 2 (I) ∋ M → d M S(M ) is rearrangement invariant. In light of section 2.3, there exists c ∈ IR such that the equivariant de Rham cohomology class of dS is the set of c + dU where U ∈ C 1 (S) is Lipschitz. By (i) dSdµ = cρ(µ), where ρ(µ) := m 1 dµ.
Definition 3.15. Let µ be a Borel probability measure on T L 2 (I) such that its 1-moment in the velocity variable is finite. We say that µ is weakly invariant if dU dµ = 0 for all U ∈ C 1 (S). In that case, we define its rotation number to be ρ(µ) := m 1 dµ. and the function φ 0 defined by φ 0 (M, N ) = M ν 0 + N ν 0 on C * . We set φ 0 ≡ ∞ on the complement of C * . Observe that φ 0 is lower semicontinuous, its sublevel sets are compact and T → φ 0 dµ T is bounded on (0, ∞). Hence, there exists an increasing unbounded sequence {T n } ∞ n=1 ⊂ (0, ∞) such that {µ Tn } ∞ n=1 converges narrowly to some Borel probability measure µ * (cf. e.g. remark 5.1.5 [2] ). If U ∈ C 1 (S) then U is bounded and using the periodicity of dU in the position variable we have dU dµ * = lim This, together with (61) and the fact that t 0 > 0 is arbitrary proves invariance of µ * under Ψ.
Application: The Vlasov System
Throughout this section Ψ is the flow defined in (5). We write Ψ t in place of Ψ(t, ·, ·). We assume that W ∈ C 2 (IR) is 1-periodic, even, W (z) ≤ W (0) = 0, and
Given c ∈ IR, we define Γ c to be the set of µ Borel probability measures on T L 2 (I) invariant under the flow Ψ and whose 1-moment in the velocity variable is finite. A problem of great interest is: inf µ∈Γc Ldµ.
We do not establish existence of minimizers for general potentials W. In the next section, we keep our focus on potentials including those obtained by regularizing the classical Vlasov potential W * (z) := |z| T 1 . We shall see that for those potentials the minimizers of (62) are trivial. We recall that if φ : T L 2 (I) → IR is continuous, by abuse of notation we say that φ ∈ C(T S) if φ is invariant under the action of G and φ(·, N ) is periodic: for M, N ∈ L 2 (I), Z ∈ L 2 Z (I) and G ∈ G,
Similarly, if U : L 2 (I) → IR is continuous and rearrangement invariant, we write U ∈ C(S). If U is of class C k , we write U ∈ C k (S) and denote by d M U its differential. The Lagrangian L c defined in section 3 satisfies
It attains its minimum at (M 0 , N 0 ) such that M 0 is constant and N 0 ≡ c.
