[1] Several studies have established that soil moisture increases after adding a groundwater component in land surface models, owing to the additional supply of subsurface water. However, the impact of groundwater on the spatial-temporal variability of precipitation has received little attention. This study explores how a groundwater representation in land surface models alters precipitation distributions through coupled groundwater-land-atmosphere simulations. Results indicate that the addition of groundwater yields a global increase in soil water content and evapotranspiration, a decrease in surface air temperature, and an increase in cloud cover fraction. These result in globally inhomogeneous changes in precipitation. In the boreal summer, tropical land regions show a positive anomaly in the Northern Hemisphere and a negative anomaly in the Southern Hemisphere. As a result, an asymmetric dipole is found over tropical land regions along the equator. Furthermore, in the transition climatic zone where the land and atmosphere are strongly coupled, precipitation also increases. Two main mechanisms are suggested for the two different regions with increased precipitation. The "rich-get-richer" mechanism is responsible for the positive precipitation anomalies over the tropical land regions, while a positive feedback of land-atmosphere interaction is the major contributor to increased precipitation over central North America. This study highlights the importance of land subsurface hydrologic processes in the climate system and has further implications for global water cycle dynamics.
Introduction and Background
[2] Unlike the ocean, which has an infinite water supply, the supply of moisture on land is limited and highly variable. Hence land hydrology becomes critical in determining moisture supply to the atmosphere through the process of evapotranspiration. Manabe [1969] used an interactive bucket model to provide a lower boundary condition for climate model simulations, pioneering the idea of adding a parameterization of the land surface in general circulation models (GCMs). Since then, significant improvements in land surface models (LSMs) have been made. For example, Dickinson et al. [1986] and Sellers et al. [1986] developed Soil-Vegetation-Atmosphere Transfer (SVAT) schemes to describe fluxes of energy, water, and momentum between the atmosphere and land surface. Others [e.g., Entekhabi and Eagleson, 1989; Wood, 1991, 1994] have used a statistical-dynamical framework to account for subgrid heterogeneity within a model grid.
[3] These and other models have shown that variations of surface air temperature over land are larger in experiments with interactive soil moisture than those using prescribed soil moisture [Delworth and Manabe, 1993] . Positive soil moisture-rainfall feedbacks have been observed in Illinois [Findell and Eltahir, 1997; D'Odorico and Porporato, 2004] , in Kansas [Eltahir, 1998] , and across the U.S. . Koster et al. [2000] have suggested that during summer in midlatitude continental areas, soil moisture becomes more important than sea surface temperature in affecting atmospheric processes. In addition, several studies have pointed to the importance of soil moisture to the atmosphere, and showed that the initialization of soil moisture in a seasonal-to-interannual forecasting system can improve model predictions [e.g., Koster et al., 2000 Koster et al., , 2004 Dirmeyer, 2001; Koster and Suarez, 2001, 2003; Seneviratne et al., 2006; Teuling et al., 2006; Zhang et al., 2008] .
[4] Although previous studies have emphasized the importance of soil moisture, the effect of groundwater on land hydrologic processes is not well understood [Wu and Dickinson, 2004; Amenu et al., 2005] . Deeper soil moisture and groundwater can play more important roles in hydrologic processes owing to their longer time scales of persistence. Several studies have shown that subsurface hydrologic processes can modulate atmospheric dynamics and processes. For example, Quinn et al. [1995] indicated that spatial groundwater variations could make substantial changes in atmospheric boundary layer development. A recent study by van den Hurk et al. [2005] , who analyzed seven regional climate models, indicated that responses of the hydrologic cycle are usually too fast in models owing to insufficient soil water storage. Güntner et al. [2007] indicated that groundwater tends to have a larger contribution to the interannual mode of total water storage variations than to seasonal variations. Moreover, Koutsoyiannis et al. [2007] found that GCM simulated runoff usually has high values of the Hurst coefficient compared to that of historical data. One possible reason is that after adding groundwater processes in runoff generation, simulated runoff could have greater memory.
[5] Recently, the representation of groundwater dynamics in LSMs has begun to receive considerable attention [e.g., Wood, 1991, 1994; Liang et al., 2003; Maxwell and Miller, 2005; Eltahir, 2005a, 2005b; Fan et al., 2007; Maxwell et al., 2007; Miguez-Macho et al., 2007 Niu et al., 2007; Lo et al., 2008] . These studies have shown the importance of representing shallow groundwater and its interaction with soil moisture in land hydrologic simulations. Groundwater affects the atmosphere by influencing the soil moisture profile and the evapotranspiration rate [e.g., Gutowski et al., 2002; York et al., 2002; Liang et al., 2003; Chen and Hu, 2004] . For example, Gutowski et al. [2002] developed a Coupled LandAtmosphere Simulation Program (CLASP) to simulate coupled hydrologic processes, including groundwater flow in a phreatic aquifer. CLASP has the ability to simulate the response of the groundwater table to the recharge flux. They reported that over 30% of monthly evapotranspiration is from groundwater within a simulation domain of 80 km by 80 km near the central U.S., indicating the importance of aquifer-atmosphere interaction.
[6] Elmore et al. [2008] showed that groundwater fluctuations could affect dust mobilization by altering land surface properties. Further, analyses of in situ data sets in Illinois have shown that groundwater can have significant impacts on the rate of evapotranspiration during dry seasons [Yeh and Famiglietti, 2009] . Lo and Famiglietti [2010] found that feedbacks of groundwater on land surface hydrologic memory can be positive, negative, or neutral depending on water table depth. However, the contributions of groundwater to the spatial-temporal variability of precipitation have received little attention; for example, where does precipitation increase when a groundwater representation is included in LSMs and what mechanisms are responsible for these changes? Only a few studies [e.g., Anyah et al., 2008] have reported that the impacts of groundwater on precipitation are highly spatially variable.
[7] Recent work [e.g., Anyah et al., 2008; Yuan et al., 2008; Jiang et al., 2009] has shown that groundwater aquifers can alter simulated land-atmosphere feedbacks in a regional atmospheric model. Still, the precipitation-recycling ratio, which describes the fraction of local precipitation derived from local evapotranspiration, may affect the strength and phase of the influence of groundwater on the atmosphere. Given the one-way nature of the interactions imposed by lateral boundary conditions in regional models, as well as the uncertainty in the boundary forcing, fully coupled land-atmosphere GCMs will be an important step forward in understanding the full role of groundwater in climate system feedbacks.
[8] This study will focus on spatial variations of atmospheric precipitation responses to groundwater and will explore the mechanisms responsible for precipitation changes across regions. A fully coupled model, the NCAR Community Atmosphere Model + Community Land Model + groundwater aquifer, with prescribed sea surface temperature and sea ice concentration, is utilized in this study.
Model and Experiment Setup
[9] The coupled model used for this study is the NCAR Community Atmosphere Model, version 3.5 (CAM3.5). Significant modifications and improvements to CAM3.0 are apparent in CAM3.5. For details of the changes, the reader is referred to the work of Gent et al. [2009, and references therein] . CAM3.5 includes CLM3.5 [Oleson et al., 2008] with an unconfined groundwater aquifer model [Niu et al., 2007] and the SIMTOP (simple TOPMODEL-based) runoff scheme developed by Niu et al. [2005] . For detailed descriptions of the physics in the CLM3.5, the reader is referred to the work of Oleson et al. [2008] and Niu et al. [2005 Niu et al. [ , 2007 . In this paper, only the groundwater recharge flux is briefly described for the purpose of the model experiment. The groundwater recharge flux in CLM3.5 is described by Darcy's law:
where q (mm/s) is the soil water flux (negative upward), k (mm/s) is the hydraulic conductivity, y (mm) is the hydraulic potential, and z (mm) is the depth between the water table and the soil layer. The hydraulic potential can be separated into soil water potential (y m ) and gravitational potential (y g ). The reference level is at the soil surface so y g is equal to the depth (−z). The water table is interactively linked to the soil moisture model through the exchange of groundwater recharge (i.e., the sum of the soil drainage flux (q g ) and capillary rise (q m )) at the bottom of the soil column. The water table depth is computed at each time step using
where [Hurrell et al., 2008] . Initial conditions of the water table depth and soil moisture profile are estimated by the fitting approach described by Lo and Famiglietti [2010] . In the fitting approach, exponential decay functions are used to fit the time series of the first 100 years of water table depths at each model grid. An equilibrium water table depth is defined as the asymptote of the exponential decay function. After the equilibrium water table depth is found by the fitting approach, vertical soil moisture profiles can be determined from the soil moisture characteristic relationships by Brooks and Corey [1964] :
where ( ) is the soil moisture content, r ( ) is the residual moisture content, s ( ) is the soil moisture content at saturation (i.e., porosity), y cf (mm) is the depth of the capillary fringe, and B ( ) is the pore size distribution index.
[11] Two online experiments conducted with CAM3.5 are presented here: a no groundwater run (NO-GW) and a groundwater run (GW). In the NO-GW run, the capillary flux (q m ) from the aquifer to the soil model is inactive. For the GW run, the water table is interactively linked to soil moisture model through the exchange of the soil drainage flux and capillary rise at the bottom of the soil column as shown in Figure 1 . As a result, the impacts of groundwater on precipitation can be identified via the differences (anomalies) between the two experiments. The simulation produces 129 years of global monthly output from 1871 to 1999. In order to remove the effects of uncertain initial and boundary conditions, the 1870-1899 period is treated as spin-up, and 100 year simulations are used in the analysis.
Results

Spatial Variations of Precipitation Responses to Groundwater
[12] Figure 2a shows global (−180°to 180°, 60°S to 60°N) land average precipitation for the GW and NO-GW runs in JJA (June, July, and August) from 1900 to 1999. After adding a groundwater component in the model (the GW run), the model produces more precipitation over land owing to an increase in lower tropospheric (surface to 850 mbar) integrated water vapor ( Figure 2d ) from an overall increase in top soil water ( Figure 2c ) and evapotranspiration ( Figure 2b ). Figure 2e also indicates that near surface air temperature decreases because of less sensible heat release. Besides higher evapotranspiration, a higher cloud cover fraction in the GW run increases the albedo, causing less shortwave radiation to reach the land surface (not shown here). Taken together, the GW run has lower land surface temperature resulting in lower sensible heat release.
[13] The major reason for this increase of precipitation ( Figure 2a ) is that more water vapor in the lower troposphere increases moist static energy [Eltahir, 1998 ] that further reduces moist static stability [Chou and Neelin, 2004] , thereby enhancing convection. However, this increase in precipitation is not globally homogeneous as shown in Figure 3a , which shows the spatial pattern of the 100 year average JJA precipitation for the difference between the two runs. Figure 3a clearly portrays asymmetric responses of precipitation anomalies in central Africa and northern South America. A positive anomaly is found in central North America and eastern Europe. Figure 3b shows the 100 year time series of averaged precipitation for the two black outlined boxes in Figure 3a (Zone A and Zone B). A 15 year running mean has been applied to the time series. Zone A and Zone B display opposite evolutionary responses in the precipitation anomalies. This asymmetry feature is more apparent in the difference between the time series (Zone A minus Zone B) in Figure 3c . Below, we discuss the mechanisms responsible for such precipitation changes.
Decompositions of Precipitation Anomalies
[14] The vertically integrated moisture budget equation is utilized to explore precipitation anomalies induced by groundwater in Figure 3a :
where q is water vapor, ET is evapotranspiration, P is precipitation, v is horizontal velocity, and h i denotes a mass integration throughout the troposphere (i.e.,
ð Þdp, where g is gravity, p t is the pressure at the top of troposphere, and p s is surface pressure). Since vertical velocity is relatively small at the surface and the top of troposphere [Tan et al., 2008] , the divergence of moisture flux can be estimated as follows:
where w is pressure velocity, v · rq is the horizontal moisture advection, and w @q @p is the vertical moisture advection. All the terms are in energy units
. For longterm averages, the time derivative term can be ignored. Precipitation anomalies caused by groundwater can therefore be written as [Chou and Neelin, 2004; Chou et al., 2006] where ( )′ represents the anomalies (i.e., GW minus NO-GW) due to the impact of groundwater in the model.
[15] Therefore, P′ shown in Figure 3a can be decomposed into ET′, −hv · rqi′, and À w 
Precipitation Changes at the Equator
[16] The clear positive trend (with significance p-value less than 0.05) in Figure 3c indicates that the asymmetric response of precipitation is amplified with time near the equator. To explore what causes such amplifications, P′ in Figure 3c is also decomposed to ET′, −hv · rqi′, and The À w @q @p D E ′ term accounts for 71% of the variance (R 2 = 0.71) in the asymmetric precipitation responses, while the other two terms (ET′ and −hv · rqi′) contribute less than 10%, hence, having little impact on the precipitation asymmetry over tropical land areas.
[17] The À w @q @p D E ′ term depends on the redistribution of vertical atmospheric water vapor [Chou et al., 2006] . The increase in water vapor in the lower troposphere induced by wetter soil in the GW run results in greater vertical moisture transport in the ascending branch of the Hadley circulation. This process enhances convection, causing more precipitation to occur over the regions where precipitation amounts are already climatological large [Chou and Neelin, 2004] . Chou and Neelin [2004] referred to this effect as the "rich-get-richer" mechanism, in which precipitation tends to increase more in convection zones and decrease more in subsidence zones under conditions of global warming. They showed that an increase in water vapor in the lower troposphere induced by global warming tended to increase tropical precipitation over regions where high levels of convection exist. These regions usually have a mean state of upward vertical velocity and high climatological precipitation.
[18] The Hadley circulation over land (Africa and South America) is shown in Figure 6 , which also includes the zonally averaged mean pressure velocity (shading: dark gray indicates upward motion; light gray indicates downward motion) and anomalous pressure velocity (contours: negative upward). The vectors are anomalous winds (GW minus NO-GW) for the meridional components v′ (m/s) and w′ (hPa/s). As seen in Figure 6 , upward velocity anomalies occur in the ascending branch of the Hadley circulation in the Northern Hemisphere during the summer. Owing to the anomalous upward velocity, anomalous downward motion near the southern margin of the ascending branch is formed (as shown by the green wind vectors), resulting in decreased precipitation. This is consistent with the precipitation changes shown in Figure 3 . Notice that in this study, we focus on the boreal summer precipitation changes; during the winter the asymmetric dipole near the equator still exists, but with opposite sign and smaller amplitude (results not shown here). Moreover, the increased precipitation over central North America is not observed during the winter season. show the time series of the four terms of equation (6) for the black outlined box (Zone C) in Figure 3a . In this region, ET′ has a very similar pattern to the precipitation anomaly (Figures 7a and 7b) . Basically, ET′ contributes about 60% of the variance (R 2 = 0.6) in the precipitation anomaly as shown in Figure 7e . Zone C is in fact located close to a "hot spot," defined by Koster et al. [2004] as a transition zone between wet and dry climates, where the atmosphere and land surface are strongly coupled. Hence, local evapotranspiration changes have a strong impact on precipitation anomalies. On the other hand, the precipitation anomalies in the tropical land regions are mainly controlled by vertical water vapor advection (or rather, the "rich-get-richer" mechanism).
Precipitation Changes in Central North America
[20] In central North America, since the average soil moisture content is below saturation, land evapotranspiration is more sensitive to soil water availability and thus exerts greater control on precipitation rates. In the tropics, where average levels of soil water content are much higher, the controlling process for precipitation will be more similar to those over the ocean (the large-scale circulation, i.e., Hadley Cell). This is the reason why the "rich-getricher" mechanism can become a dominant factor. The relative magnitudes of ET′ and À w 
Positive Feedback of Land-Atmosphere Interactions
[21] An example of a simple positive feedback framework of land-atmosphere interactions can be explained as follows: Figure 6 . The zonally averaged mean pressure velocity (shading: dark gray indicates upward motion, and light gray indicates downward motion) and anomalous pressure velocity (contours: negative upward, hPa/s) during the summer. The vectors are anomalous winds (GW minus NO-GW) for the meridional components v′ (m/s) and w′ (hPa/s).
an increase in soil moisture levels can enhance evapotranspiration as well as water vapor of the lower troposphere, which in turn increase the precipitation rates that will then further moisten the soil. The cross-correlation coefficients between the anomalies of the four variables in the feedback loop (soil moisture, evapotranspiration, water vapor, and precipitation) are computed to explore whether this positive feedback exists. Figure 8 shows scatterplots of soil moisture versus evapotranspiration, evapotranspiration versus water vapor, water vapor versus precipitation, and precipitation versus soil moisture, respectively, for Zone A. In Figure 8 , only precipitation and soil moisture anomalies show a strong correlation. This implies that the increased precipitation in this region does not follow the positive landatmosphere feedback loop outlined above.
[22] Similarly, Figure 9 shows scatterplots of the same four variables for Zone C where ET′ largely contributes to the precipitation anomaly as shown in Figure 7 . High correlations are visible for each pair of the four variables, demonstrating a positive feedback of land-atmosphere [23] Figure 10a shows the meridional average (30°N to 42°N) of precipitation from 120°W to 80°W for the JJA climatology (NO-GW run, blue line) and anomalies (GW minus NO-GW, green line) averaged over the 100 year time period. The precipitation climatology is lower in the west and progressively increases to the east. The higher precipitation anomalies can be seen over the transitional region (at around 100°W) where local evapotranspiration changes have a strong impact on precipitation anomalies, where a positive land-atmosphere feedback is active. On the other hand, Figure 10b is the zonal average of precipitation over land (Africa and South America), from 15°S to 15°N. It shows that both the higher climatology located over the Northern Hemisphere (at around 5°N) and the coincident location of the higher precipitation anomaly; that is the rich-get-richer. Figure 10 clearly shows the difference in impacts between the "rich-get-richer" and "positive landatmosphere feedback" on precipitation changes due to groundwater.
[24] Yeh et al. [1984] and Segal et al. [1998] showed that regions with increased precipitation due to irrigation are highly dependent on the climatic regime. In arid zones (with descending motion), a significant amount of irrigated water will evaporate and be transported outside the irrigation region, therefore, having little effect on local precipitation. On the other hand, in wet zones (with ascending motion), precipitation can be greatly enhanced because of extra water vapor via irrigation. This is analogous to the "rich-get-richer" concept. This study demonstrates that groundwater has a similar effect (rich-get-richer) on the precipitation distributions over tropical land areas although the mechanism to moisten the soil is a bottom-up process.
Model Evaluations
[25] This section discusses whether the inclusion of capillary fluxes improves model simulations. We compare the spatial pattern of simulated precipitation to observations, and the time series climatology for four regions where significant differences of precipitation between the two runs exist. Figure 11a shows the spatial pattern of the 99 year (1901∼1999) average JJA precipitation from the Climate Research Unit Time Series 2.1 (CRU) [Mitchell and Jones, 2005] data. Figures 11b and 11c are for the NO-GW and GW runs, respectively. Note that anomalously high precipitation is found in the Arabian Peninsula, a feature identified as a serious issue in CAM simulations by several studies [e.g., Hack et al., 2006; Wang et al., 2007; Lawrence and Chase, 2009] . This wet bias could be due to overestimated 850 mbar westerly winds over the Sahel, which results in anomalous low-level convergence and convection [Levis et al., 2004] . The inclusion of capillary fluxes improves precipitation simulations in the wet areas of tropical land (region A and region D), but not for region B and region C, which can be seen from the climatology comparisons in Figures 11d-11g . Moreover, the sharp gradient between the wet and dry areas are noted in the observations, but not in the models. One possible reason is the coarse horizontal resolution used in the model, compared to the half-degree spatial resolution of the observations.
[26] Figure 12 compares simulated integrated low-level (surface to 700 mbar) water vapor for JJA climatology to that from NASA Water Vapor Project (NVAP) [Randel et al., 1996] . For comparison to the NVAP data set, the JJA climatology for both the NVAP and model simulations were averaged from 1988 to 1999. Figure 12 shows that the model can capture the spatial variability of water vapor relatively well compared to that of precipitation, although the simulated water vapor shows less spatial variation. Figure 12 also indicates that water vapor in the Arabian Figure 10 . (a) The meridional average (30°N-42°N) of precipitation from 120°W to 80°W and (b) the zonal average over Africa and South America of precipitation from 15°S to 15°N for the JJA climatology (NO-GW run, blue line) and anomalies (GW minus NO-GW, green line) over the 100 year average. Peninsula is overestimated, which is consistent with the wet bias shown in Figures 3 and 11 . Figure 12d is the annual climatology comparison. The GW run has a better match with NVAP during the summer seasons compared to the NO-GW run; however, both runs overestimate the water vapor in other seasons.
[27] We also compare the time series anomalies of landaverage evapotranspiration from model simulations to that of the model tree ensemble (MTE) product of Jung et al. [2010] . As can be seen in Figure 13 , the two runs do not show significant differences; however, the slightly increasing trend shown in the MTE evapotranspiration can be captured better in the case of GW run than that of NO-GW run. This is due to the additional water supply from the groundwater aquifer resulting in an overall increase of ET as shown in Figure 2 and Table 1 . Table 1 is a summary of simulated global average ET and precipitation compared to that from Oki and Kanae [2006] . The average precipitation over land slightly increases in the GW run compared to the NO-GW run; however, it is 15,700 km 3 /yr (14%) higher than the value of Oki and Kanae [2006] . The average ET over land in both runs is higher to the value of Oki and Kanae [2006] . The simulated precipitation and ET are both overestimated in the oceans and in land while compared to Oki and Kanae [2006] .
[28] Figures 11-13 indicate that an inclusion of groundwater does not always improve GCM simulations. This could be due to the globally constant groundwater parameters or the lack of groundwater lateral flow and human groundwater withdrawal in the model. This also indicates the importance of applying a more realistic groundwater model in the GCM. Other factors, such as air-sea interactions, aerosol-cloud interaction, and the human water management practices could have significant impacts on model simulations, which also need to be carefully addressed.
[29] Figure 14 shows the average water table depth and runoff from 1900∼1999 for the GW run. Note that this model does not consider lateral groundwater flow, so the spatial pattern of water table depth closely follows the climate-driven precipitation pattern. When compared to the results shown in Figure 2 of Niu et al. [2007] , simulated water table depth and runoff capture the major spatial patterns, for example, the deep water table in the western U.S., the Sahara desert, northern China, and the Middle East, in which the runoff simulations are relatively low. In regions, such as the eastern U.S., the Amazon and Congo basins, the water table is shallow with higher runoff. Owing to over- /yr. CAM3.5, NCAR Community Atmosphere Model, version 3.5; GW, groundwater run; NO-GW, no groundwater run.
b The value of model simulations is the average from 100 years .
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14 of 18 estimated precipitation in the Arabian Peninsula in CAM3.5, the simulated water table depth and runoff also have biases.
Discussion
[30] Cross-correlation analysis is used to explore the strength of land-atmosphere interactions. This analysis quantifies the first-order strength of land-atmosphere interactions; however, it is unable to actually distinguish between cause and effect. Two kinds of online experiments [e.g., Chou et al., 2001 ] are suggested to further identify those relationships, that is, prescribed and interactive. For example, in a prescribed soil moisture experiment, soil moisture will be forced to maintain the climatology of observations, and surface temperature will be calculated from the surface heat flux budget. For an interactive soil moisture experiment, land subsurface hydrology (e.g., interactive soil moisture and groundwater) will be active, so that land surface fluxes are not only balanced in the heat budget but also in the water budget. These experiments (prescribed and interactive) are different from those in this study, in which the soil moisture or water table is not fixed.
[31] Moreover, the SIMTOP runoff model [Niu et al., 2005] modified from TOPMODEL concept [e.g., Beven and Kirkby, 1979; Famiglietti and Wood, 1994] is applied for surface and subsurface runoff generation in the CLM3.5. However, evapotranspiration from saturated surface areas (e.g., where groundwater table reaches the land surface) or directly from groundwater aquifer via plants is not considered in the model thus far. Some studies [e.g., Yeh and Famiglietti, 2009] report that a significant contribution of groundwater to evapotranspiration can be observed in shallow water table areas. Consideration of such evapotranspiration processes could further enhance the precipitation asymmetric response since more water vapor could be transported from land to the atmosphere. In addition, this study uses the equilibrium water table depth proposed by Lo and Famiglietti [2010] as the initial condition. However, how water table variations affect the asymmetric response of precipitation over the equator or the positive precipitation anomaly in the "hot spot" or, to what extent the depth of the water table affects the precipitation distributions; for example, if water table depths are held constant in time, will the asymmetric responses of precipitation still exist? Additional experiments and study will be required.
[32] The "rich-get-richer" mechanism proposed by Chou and Neelin [2004] is based on a global warming scenario, in which the entire troposphere warms up and convection can be affected through the surface to the upper troposphere (200 mbar) [Chou et al., 2009] . However, in this study, all changes start from the bottom (groundwater) to affect the lower troposphere through evapotranspiration. Convection anomalies for the tropics (green wind vectors in Figure 6 ) are confined in the lower troposphere (below 700 mbar). As discussed above, the impact of groundwater on the precip- Chou et al. [2009] , the thermodynamic component is the relatively easy part to simulate, but the dynamic component is more complicated and difficult to simulate consistently among models. Here, we do not perform such analyses since our focus is on the relative magnitude of the ET′ and À w @q @p D E ′ terms of the moisture budget equation for the global distribution. Such subcomponent analyses in the moisture budget equation will be an important future step in order to better understand how the "rich-get-richer" mechanism is represented in models. In addition, GCM experiments [Cook and Ganadeskian, 1991; Xue and Shukla, 1993] have shown that tropical convection may shift in response to altered soil moisture conditions. In this study, however, the shift of convection in the tropics was not significant (Figure 10b ), likely owing to the coarse model resolution of the simulations.
Conclusions
[33] Spatial variations in precipitation response to groundwater are evaluated in coupled land-atmosphere climate model simulations. Results show that the effect of groundwater on the amount of precipitation is not globally homogeneous. In the boreal summer, tropical land regions show a positive anomaly in the Northern Hemisphere, and a negative anomaly in the Southern Hemisphere. Increased precipitation essentially follows the climatology of the convective zone. As a result, an asymmetric dipole is found over tropical land regions along the equator. A moisture budget analysis reveals that the vertical moisture advection term is the main contributor to the asymmetric dipole of precipitation anomalies in central Africa along the equator. With a groundwater representation in the model, water vapor in the lower troposphere increases. The Hadley circulation transports more water vapor upward causing a positive precipitation anomaly in the ascending branch; that is, the "rich-get-richer" mechanism. Hence, water vapor in the descending branch of the Hadley circulation is reduced by a strengthened downward motion, which results in a decline of precipitation.
[34] The "rich-get-richer" mechanism does not apply to the precipitation anomaly in the transitional climatic zone of central North America. In fact, this region experiences a positive feedback loop of land-atmosphere interaction. When soil moisture is high owing to presence of groundwater in the model, more moisture will be transported vertically from the land to the atmosphere via evapotranspiration. With an increase in atmospheric moisture, convection can be triggered relatively easily, resulting in more precipitation. A positive feedback loop develops in which wet soil moisture conditions lead to more precipitation, and more precipitation sustains the wet soil moisture conditions. This positive feedback is usually observed in regions with high levels of interaction between the land and atmosphere. Such regions are usually located close to a "hot spot," defined by Koster et al. [2004] as a transition zone between wet and dry climates, where the atmosphere and land surface are strongly coupled.
[35] The "rich-get-richer" and regional positive landatmosphere feedback are two completely different mechanisms responsible for the spatial variation of precipitation caused by groundwater in tropical land regions and central North America, respectively. These findings are consistent with previous studies [e.g., Anyah et al., 2008] , which reported that impacts of groundwater on the precipitation are highly spatially varied. In fact, several studies [e.g., Wood, 1994, 1995; Anyah et al., 2008; Kollet and Maxwell, 2008] have reported on the nonlinear relationships between the soil moisture and water table depth and other hydrologic fluxes (e.g., runoff and evapotranspiration). Moreover, this study shows that wet areas may get wetter and dry areas may get drier in tropical land regions after incorporating capillary rise from groundwater. Analyses from IPCC fourth Assessment Report (AR4) model simulations [e.g., Sun et al., 2007] have shown that under global warming, extreme climatic events (droughts and floods) are expected to increase. Most of the IPCC AR4 models, however, lack any representation of groundwater aquifers. This work suggests that after incorporating a groundwater component into the IPCC GCMs, that extreme events may further increase, or conversely, that current predictions underestimate potential increases in hydrologic extremes. Finally, precipitation, a critical component of the global water cycle, is not well represented in GCMs. This study indicates that an inclusion of simple groundwater parameterization does not always improve precipitation simulations. A better representation of subsurface land hydrology and more realistic groundwater model in GCMs are necessary to better simulate global precipitation processes.
