Abstract. In this paper the positive and strictly contractive extension problems for almost periodic matrix functions are treated. We present necessary and sufficient conditions for the existence of extensions in terms of Toeplitz and Hankel operators on Besicovitch spaces and Lebesgue spaces. Furthermore, when a solution exists a special extension (the band extension) is constructed which enjoys a maximum entropy property. A linear fractional parameterization of the set of all extensions is also provided. The techniques used in the proofs include factorizations of matrix valued almost periodic functions and a general algebraic scheme called the band method.
Introduction
We let (AP ) denote the algebra of complex valued almost periodic functions on the real line, i.e., the closed subalgebra of L ∞ (R) generated by the functions e iλt , λ ∈ R.
Recall that for any f (t) ∈ (AP ) the Fourier series is defined by the formal sum and the sum in (1.1) is taken over the set σ(f ) = {λ ∈ R : f λ = 0}, called the spectrum of f (t). The spectrum of every f ∈ (AP ) is at most a countable set. The Wiener algebra (AP W ) is defined as the set of all f (t) ∈ (AP ) such that the Fourier series of f (t) converges absolutely. For the general theory of almost periodic functions we refer the reader to the books [31, 32, 6] . In the next section, we present some basic properties of the algebras (AP ) and (AP W ). Denote by (AP W ) m×n the set (algebra if m = n) of m × n matrices with entries in (AP W ). A matrix function f ∈ (AP W ) n×n is called positive if f (t) is hermitian Part (c) is Corollary 2, p. 175 in [16] , whereas part (b) (which is actually a particular case of part (c)) is Corollary 1, p. 175 in [16] .
For matrix functions, Proposition 2.2 (c) leads to the next result. We first observe that a matrix function f ∈ (AP W ) n×n is invertible in (AP W 
Conversely, if f −1 ∈ (AP W ) n×n , then clearly det f (t) = 0 for all t ∈ R. Since f −1 is uniformly bounded on the real line, the eigenvalues of f −1 are also uniformly bounded. Hence the eigenvalues of f are uniformly bounded away from zero, and (2.2) holds.
Proposition 2.3. Let f ∈ (AP W )
n×n , and let Ω = {z ∈ C : z is an eigenvalue of f (t) for some t ∈ R}.
If Ψ(z) is an analytic function in an open neighborhood of the closure of Ω, then Ψ(f (t)) ∈ (AP W )
n×n .
Here, for every fixed t ∈ R, Ψ(f(t)) is understood as the n × n matrix defined by the standard functional calculus.
Proof. Since f (t) is a bounded function, the set Ω is also bounded. Let z 0 / ∈Ω (the closure of Ω). Then z 0 I − f (t) has eigenvalues z 0 − λ 1 (t), . . . , z 0 − λ n (t), where λ 1 (t), . . . , λ n (t) are eigenvalues of f (t), so
where α is the (positive) distance from z 0 toΩ. By the observation (2.2) the matrix function z 0 I − f is invertible in (AP W ) n×n . Thus, z 0 belongs to the resolvent set of f as an element of the Banach algebra (AP W )
n×n . Now we can define Ψ(f ) ∈ (AP W ) n×n using the functional calculus:
for a suitable contour Γ, where the integral converges in the norm of (AP W ) n×n . Since the convergence in (AP W ) n×n implies pointwise convergence, for every t ∈ R we have (Ψ(f ))(t) = 1 2πi Γ Ψ(z)(zI − f (t)) −1 dz. (2.3) But the right-hand side of (2.3) is just the definition of Ψ(f (t)). It follows that Ψ(f (t)) (defined pointwise for every t ∈ R) is the value of Ψ(f ) at t; since Ψ(f) ∈ (AP W ) n×n , we are done.
We consider next the sets of almost periodic functions and Wiener class functions, which are defined by the spectrum location. Let ∆ be a non-empty subset of the Proof. Since for every λ ∈ R, f → f λ is a linear functional on (AP ) and on (AP W ), the sets (AP ) ∆ and (AP W ) ∆ are clearly linear sets. The inequality
M e
−iλt f (t) − M e −iλt g(t) ≤ f − g , f,g ∈ (AP ),
shows that (AP ) ∆ and (AP W ) ∆ are closed in (AP ) and (AP W ), respectively. Finally, (2.1) proves (b) and (c) if we take into account that M {f } = f 0 .
We will also need results asserting that compositions of almost periodic functions in (AP ) ∆ are again in the same class (AP ) ∆ (under certain hypotheses). A very general result along these lines can be stated as follows: Proposition 2.5. Let Σ ⊆ R be an additive subgroup (in other words, Σ = ∅ and x, y ∈ Σ ⇒ x − y ∈ Σ). Let G(z 1 , . . . , z n ) be a uniformly continuous function of (z 1 , . . . , t n ) ∈ M, where M ⊆ C n . If f 1 , . . . , f n ∈ (AP ) Σ are such that (f 1 (t), . . . , f n (t)) ∈ M for every t ∈ R, then G(f 1 (t), . . . , f n (t)) ∈ (AP ) Σ .
The proof follows from Theorem 1.7 in [6] and its proof. Proof. Using the determinants, we reduce the proof to the scalar case. In the scalar case, use Proposition 2.5 with M = {z ∈ C : |z| ≥ } and G(z) = z −1 (for a suitable > 0).
We note that Corollaries 2.6 and 2.7 can also be proved using the following result (Theorem 2.7.1 in [31] ). Proposition 2.8. Let Σ be an additive subgroup in R. Let F ∈ (AP ) Σ be such that inf t∈R |F (t)| > 0. Then F(t) = e ict · e f (t) , where c ∈ Σ is a constant and f ∈ (AP ) Σ .
Finally, we need a result on existence of the logarithm of determinants with a given location of the spectrum. Proof. We will prove the proposition for the case when F ∈ (AP ) n×n [0,∞)∩Σ (the proof for the case when F ∈ (AP W )
, and by the multiplicativity properties of the mean (Proposition 2.4 (c)) M {det F } = det M{F} = 1. Therefore, it suffices to consider the case of a scalar function F .
Denote by Θ the set of all scalar functions F for which the statement of Proposition 2.9 holds. In other words,
This set has the following properties:
To prove (2), one may choose
It follows from (1) and (2) that (3) Θ is an open subset of {F ∈ (AP ) [0,∞)∩Σ : M {F } = 1}. At the same time, (4) Θ is a closed subset of (2) for n large enough. We now prove that the set X is connected. Using small (in the norm of (AP )) perturbations, we may restrict ourselves to the case of (AP )-polynomials, i.e., functions with finite spectrum. In this case, if F ∈ X is an (AP )-polynomial, then
is a homotopy connecting F 0 = F with
Being an open, closed, and non-empty subset of X, Θ has to coincide with X.
Observe that the additional hypotheses that σ(F −1 ) ⊆ [0, ∞) is essential in Proposition 2.9.
Positive Extension Problem: The Main Theorems
Our main results in this and the next section will be stated in terms of operators on the vector-valued Besicovitch space. We recall here the definition of this space (more information is found in Section 5). Introduce a scalar product on (AP ) by the formula
The completion of (AP ) with respect to this scalar product is called the Besicovitch space and is denoted (B). Thus (B) is a Hilbert space.
For a nonempty set Λ ⊆ R, define the projection
where f ∈ (AP W ). The projection Π Λ extends by continuity to the orthogonal projection (also denoted Π Λ ) on (B). We denote by (B) Λ the range of Π Λ , or, equivalently, the completion of (AP ) Λ with the respect to the scalar product (3.1).
The vector valued Besicovitch space (B) n×1 consists of n × 1 columns with components in (B), with the standard Hilbert space structure. Similarly, (B) n×1 Λ is the Hilbert space of n × 1 columns with components in (B) Λ .
Recall that a Hilbert space operator T : H → H is called positive definite (notation: T > 0) if there exists an > 0 such that
Consider first the C-T problem (positive extension). In the following theorem and elsewhere in the paper, if
m×n , we denote the adjoint
n,m j=1,k=1 ∈ (AP ) n×m , where y jk (t) = x kj (t); for a square invertible
Theorem 3.1. Let Σ ⊆ R be an additive subgroup, and let µ ∈ Σ, µ > 0, be given. For a given function f ∈ (AP W ) n×n [−µ,µ]∩Σ the following statements are equivalent:
(ii) the generalized Toeplitz operator
is positive definite; (iii) the generalized Toeplitz operator
is positive definite. When one (and thus all) of (i)-(vi) is satisfied, then (3.4) where e j denotes the j th column of the constant, almost periodic matrix function whose value at each point is the n × n identity matrix.
Of particular interest in Theorem 3.1, as well as in Theorems 3.2 and 3.3 below, are the cases when Σ = R and when Σ = Z. The former case corresponds to the Carathéodory-Toeplitz problem stated in the introduction, while the latter case corresponds to the Carathéodory-Toeplitz problem in the Wiener algebra on the unit circle (see [9, 18] ; also [33, 34] ).
Note that formula (3.3) implies that we are required to show that x and y are invertible in (AP W ) n×n Σ , and that M{x} and M {y} are positive definite matrices. In addition, we shall show that
3) actually provides the spectral factorizations (see Section 6) of the positive extension h 0 (t). Furthermore, observe that
Actually, we shall show that h 0 is the only positive extension with property (3.5) and in addition has a "maximum entropy" property. Before we can state the precise result we need to introduce the entropy. Let f ∈ (AP W ) n×n be positive definite. From Proposition 2.2 (c), it follows that log(det f ) belongs to (AP W ). The number
will be referred to as the entropy of f . The third main result in this section concerns a description of all positive extensions in (AP W ) n×n Σ using the parameter set
We denote by A the operator norm (= the largest singular value) of a matrix A. 
Then each positive extension in (AP
and the set of positive extensions in (AP W )
The proofs of Theorems 3.1, 3.2, and 3.3 will be given in Section 8.
Contractive Extension Problem: The Main Theorems
Recall the almost periodic Nehari problem stated in the introduction: Given
As for the Carathéodory-Toeplitz problem (see Section 3), we state and prove our results in a more general framework that takes into account the location of the spectra of f and of f in a given additive subgroup.
In the spirit of the classical Nehari problem (the periodic case, see [35] ), we shall see that the necessary and sufficient conditions for existence of solutions f as above are given in terms of Hankel operators.
Let Σ ⊆ R be an additive subgroup, and let f ∈ (AP W ) m×n (−∞,0]∩Σ . We introduce the following generalized Hankel operator: When one (and thus all) of (i)-(iv) is satisfied, put
where I k stands for the constant matrix function on R with value I k for all t ∈ R, and H(f ) Σ is seen as an operator acting (B)
Then the function (4.4) . Then g 0 is the unique strictly contractive extension in
with equality if and only if g(t) = g 0 (t), t ∈ R.
Here ∆(f ) is the entropy (defined by (3.6) 
where g ∈ (CAP W ) Of particular interest in Theorems 4.1-4.3 are the cases when Σ = R and when Σ = Z. The former case corresponds to the Nehari problem stated in the introduction; the latter case is essentially the result for periodic matrix functions which dates back to [1] .
The proofs of Theorems 4.1-4.3 will be given in Section 9.
Operators on the Besicovitch Space
For the reader's convenience, we give in this section an exposition of several results on Besicovitch space operators and their relations to factorizations of almost periodic matrix valued functions.
We start with the definition of multiplication operators on the Besicovitch space. Let a ∈ (AP ). Define the operator M a : (B) → (B) by
More precisely, we define M a f for f ∈ (AP ) using (5.1), and then extend M a by continuity to the whole of (B).
Next, we consider the connection with factorizations of almost periodic matrix functions. Let G ∈ (AP ) n×n . We associate with G two generalized Riemann operators:
and
is the matrix multiplication operator, which is introduced analogously to the scalar case (see (5.1)).
The following statements are equivalent:
The equivalence of (1), (2) and (4) was established in [27] ; the equivalence (3) ⇔ (4) is contained in [37] . The corresponding statements (without proofs) can be found also in [28] (Theorems 3.4 and 3.5) and [30] (Lemma 5.5).
Representations (5.3) are called canonical factorizations of G; more about them in the next section.
We now turn our attention to the norms of generalized Hankel operators H(f ) and
These operators are in some sense analogous to the more traditional Hankel operator
defined by the formula
Here P − is the standard orthoprojection of L 2 (R) onto the Hardy space H 2− in the lower half-plane. According to [1] 
For f ∈ (AP ) m×n the latter formula can be supplemented by the following statement.
Theorem 5.2. Let f ∈ (AP )
m×n . Then
Proof. It was shown in [27] (see also Theorem 3.5 in [28] ) that
The formula for H(f ) follows directly from (5.8). To compute the norm of H(f ), we make use of the obvious relations Π (−∞,0] = CΠ [0,∞) C, Π (0,∞) = CΠ (−∞,0) C (where C is the operator of complex conjugation), and of (5.9). Namely,
Formula (5.6) can be established along the same lines as (5.8).
Finally, consider the map Ψ defined by
where M L,a (f ) = af is the multiplication operator acting on (L 2 (R)). It was shown in [26] that Ψ can be extended to an isometric * -isomorphism from the C*-subalgebra of bounded linear operators on (L 2 (R)) generated by P − and M L,a , a ∈ (AP ), onto the corresponding C*-subalgebra of bounded linear operators on (B). From here it follows, in particular, that H(f ) = H(f ) .
Canonical Factorization of Almost Periodic Matrix Functions
Let G ∈ (AP ) n×n . A factorization (5.3) satisfying (5.4) is called a canonical factorization of G. Such factorizations, their generalizations and applications have been studied in [37, 30, 29] , for example. In this section we develop some results concerning canonical factorizations of a matrix function G in the Wiener class, G ∈ (AP W ) n×n . If the factors G + , G − are also in the Wiener class, that is, satisfy (5.5), we will call such canonical factorizations W -canonical factorizations.
Proof. Observe first of all that for any matrix function F invertible in (AP )
. Therefore, we may suppose that σ(G −1 ) ⊆ Σ, and we need to prove only that
The key role in the proof of (6.1) is played by the formula
(see [30, Lemma 5.7] ), where
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use is applied to the identity matrix I n columnwise. Consider some special cases first. Case 1. Let G be such that
and so
Each term in the latter series belongs to (AP W ) n×n Σ
. Since this series converges in (B)
n×n , and its sum G + a priori lies in (AP W )
, we conclude that
Condition (6.2) is satisfied, in particular, if
where X ∞ stands for sup t∈R X(t) . Indeed
and for any X ∈ (AP ) n×n the norm of the multiplication operator M X is equal to
, which differs from G by a scalar constant multiple. Obviously, it suffices to prove our statement for F . Observe that F is hermitian positive definite along with G, and, in addition, all the eigenvalues (which in this case are the same as singular numbers) of 
where, naturally,
It is easy to check (see [7] , where an abstract Hilbert space version of this statement is considered) that the operator R var (G) (defined by (5.2)) is invertible if and only if
By Theorem 5.1 we know that inequalities (6.3) are valid. From (6.3) it follows that T
where
and the same reasoning as in Case 1 implies (6.1). Finally, consider the general case. If σ(G) ⊆ Σ, then also σ(GG * ) ⊆ Σ. According to [37] , an hermitian positive definite matrix GG * can be represented as GG * = AA * , where
so that F is unitary. Since σ(F ) is contained in Σ, together with σ(A −1 ) and σ(G), we may use Case 3 to conclude that σ(
We also need a result on canonical factorization concerning the continuous dependence of the factors G + and G − on G. To make this notion precise, we normalize a canonical factorization (5.3) so that G + (0) = I; then a canonical factorization, if it exists, is unique. This result is contained in Theorem 2 in [37] . Observe that in view of Theorem 6.1 we must have (under the hypotheses of Theorem 6.2),
If G µ is continuous as a function of µ in the Wiener norm
We conclude this section with a result on W -canonical factorization of an hermitian valued function G ∈ (AP W )
n×n . In this case, such a factorization exists in a special form that reflects the hermitian property of G:
and assume that the matrix G(t) is hermitian for every t ∈ R. If G admits a W -canonical factorization, then a Wcanonical factorization of G exists in the form
where 
Invertibility of Elements in Banach Algebras
We prove here a general result on invertibility in Banach algebras which later on will be specialized to the algebras of the form (AP W ) 
Proof. Consider the regular representation x → Φ(x), x ∈ B, where Φ(x) is an operator on B defined by Φ(x)(y) = xy, y ∈ B. By the condition (7.1), clearly Ker Φ(x) = {0} and Im Φ(x) is closed for every x ∈ Ω. By the perturbation theory of linear operators (Kato's theorem, see, e.g., Theorem V.1.6 in [23] ), the index
is constant for x ∈ Ω. Since Φ(x 0 ) is invertible, it follows that codim ImΦ(x) = 0 for all x ∈ Ω, and hence Φ(x) is invertible (as an operator on B) for all x ∈ Ω.
Let Φ(B) = {Φ(x): x ∈ B}. Clearly, Φ(B) is a norm closed unital subalgebra in the algebra of all linear bounded operators on B. Let Ω 0 = {x ∈ Ω| the inverse Φ(x) −1 belongs to Φ(B)}.
Since the set of invertible elements in Φ(B) is open, the set Ω 0 is open in Ω as well. But Ω 0 is also closed in Ω. Indeed, let {x q } ∞ q=1 be a sequence in Ω 0 such that x q → x ∈ Ω. Since Φ(x q ) and Φ(x) are invertible, we have Φ(
, and we conclude that Ω 0 = Ω, which proves the theorem.
We apply Theorem 7.1 in the following situation. Let Σ ⊆ R be a set containing zero such that α, β ∈ Σ ⇒ α+β ∈ Σ. Then (AP W ) n×n Σ is a closed unital subalgebra of (AP W ) n×n (see Proposition 2.4 (b)).
Proof. Consider the Banach algebra B = (AP W ) n×n Σ with the Wiener norm · W . By the hypothesis (7.2) every F ∈ Ω has an inverse
we have:
Thus, the condition (7.1) is satisfied, and Theorem 7.1 is applicable.
Proofs of the Main Results on the Positive Extension Problem
In this section we prove Theorems 3.1-3.3. Throughout this section Σ ⊆ R is an additive subgroup, and µ ∈ Σ, µ > 0.
We focus first on Theorem 3.1, and start with the relatively easy parts of the theorem.
The equivalence of (ii) and (iii) (as well as of (v) and (vi)), is obvious in view of the unitary operator Φ : 
where Q ω,j is an orthogonal projection on some subspace in (B)
is understood as an operator on the range of Q ω,j .
Proof. Let R = Σ ∪ ω∈Ω Σ ω be the representation of R as a disjoint union of cosets of Σ, where the cosets Σ ω are indexed by ω ∈ Ω, and Σ ω = Σ, ω ∈ Ω. We distinguish two cases: (1) Σ is a discrete set (in this case there exists a minimal positive element in Σ); (2) Σ is a dense set (in this case there does not exist a minimal positive element in Σ).
We consider case (2) 
We also have the orthogonal decomposition of the vector Besicovitch space:
Since Σ is an additive subgroup, the multiplication formula (2.1) easily implies that each (B) 
Thus, the operator
is unitarily similar to the operator
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Using the orthogonal decompositions (8.2) and (8.3), and denoting by P m the orthogonal projection on D m , we obtain that P m T(f ) [0,µ] P m indeed has the required form (8.1). Consider now the case when Σ is a discrete set. Let r ω be the smallest positive number (necessarily smaller than µ) in the coset Σ ω . We have then the orthogonal decomposition
and, arguing as above, it follows that the operator T(f ) [0,µ] itself is unitarily similar to an orthogonal sum of the form (8.1).
To prove the implication (v) ⇒ (i) (the difficult part of Theorem 3.1), we employ the band method, as in [38] . A preliminary result is needed:
In fact, x and y are given by the formula (3.4). Moreover, x and y are invertible in (AP W )
n×n Σ , and
Proof. We shall prove the existence of x. The existence of y can be shown in a similar way. Consider
A straightforward matrix generalization of Lemma 1.3 in [38] shows that positivity of T(f ) [0,µ] implies invertibility of R(G) (a variation of this result is discussed in Section 10; see Lemma 10.1 and its proof). From here and Theorem 5.1 it follows that G(t) admits a W-canonical factorization. Being hermitian with det G(t) ≡ (−1) n and an equal number of positive and negative eigenvalues, this matrix can be represented in a form of Theorem 6.3:
A(t) = α(t) β(t) γ(t) δ(t)
with α, β, γ, δ ∈ (AP W ) As the left-hand side of (8.6) has spectrum in [0, ∞) and the right-hand side has spectrum in (−∞, 0], both sides of (8.6) are constant, say equal to c 1 c 2 . The general solution of (8.5) therefore is given by
As det A(t) ≡ 1, and A(t) ∈ (AP W ) 
; use the multiplication formula (2.1) with λ = 0 to verify this equality. Next we obtain that M {x 
and put
; (see (8.5)), and
where we use that M{x 
). Since the left-hand side is constant, we must have (using the multiplicativity of M { · } on (AP W ) n×n (−∞,0] and the inequality (8.10)) c *
for some positive 0 . In particular, c 2 is invertible in (AP W ) n×n . Also note that γγ * = δδ * in view of (8.
4). Moreover, there exists an > 0 such that every eigenvalue of γ(t)γ(t)
* is not smaller than , for every t ∈ R. Indeed, otherwise there would be a sequence {t p } ∞ p=1 ∈ R and a sequence of unit length row vectors 
implies, together with det(A(t)A(t) * ) ≡ 1, that the largest eigenvalue of A(t)A(t) * is unbounded for t ∈ R. It follows that the norm of A(t)A(t) * is unbounded as well, a contradiction with A(t)A(t)
* ∈ (AP W ) 2n×2n . Now by Proposition 2.3, the matrix function H(t) = (γ(t)γ(t) * ) 
2 is a strict contraction in view of (8.12), the matrix function
we consider a family of functions
by the formula (8.11) (or equivalently, (3.4)), with f replaced by f (α) . Then implies that
Consequently,
Since T(f ) [0,µ]∩Σ is invertible, uniqueness of x j , j = 1, . . . , n (and thus also uniqueness of x) follows.
We are now ready to apply the abstract band method; we shall use the notation of Chapter XXXIV in [17] . The original results may be found in [18] - [22] and [40] .
Let Σ ⊆ R be an additive subgroup, and let 0 < µ ∈ Σ. Denote
Here the involution * on (AP W ) n×n is defined by
where for a matrix M we denote its adjoint by M * . Clearly,
Moreover, M is an algebra with band structure (8.14) as defined in Chapter XXXIV, Section 1 in [17] . Let G ∈ (AP W ) n×n Σ be positive, i.e., there exists an > 0 such that
This implies, in particular, that operator R(G) of Section 5 is invertible, and combining Theorems 5.1 and 6.3 we obtain that the function G(t) admits the factorizations [17] we obtain that f has a positive extension h 0 (in fact, a so-called "band extension"), which is given by
By Theorems 1.2 and 1.3 there it follows that h 0 may also be found via
This shows that (i) holds, and by Lemma 8.3 we have that x and y are given by (3.4) . This finishes the proof.
Then for any positive extension h in (AP
where h 0 is as in Theorem 3.1 and D 1 ( · ) is defined by (8.15) . Moreover, equality holds in (8.17 ) if and only if h = h 0 .
An analogous result holds for
n×n . Then M is "an algebra with band structure (8.14) in the unital C * -algebra R," as defined in Section XXXIV.1 in [17] . We need to check that M with decomposition (8.14) satisfies Axioms (C1) and (C2) in Chapter XXXIV, Section 4 of [17] . Indeed, if G ∈ M is positive then its mean M {G} is a positive semi-definite matrix, and M {G} equals zero if and only if G ≡ 0. Thus we may apply Theorem 4.2 in Chapter XXXIV in [17] to obtain the result.
Using Lemma 8.1, and applying Theorem 8.4 for the case Σ = R, we see that (8.17) holds also for any positive extension h ∈ (AP W ) n×n of f , with equality only for h = h 0 .
Proof of Theorem 3.2. Suppose that
Since h 0 allows a right spectral factorization and h a left one (in fact, both h 0 and h allow both factorizations), we obtain from Theorem 1.3 in Chapter XXXIV of [17] that h 0 = h. But then it follows from (8.17) that
with equality if and only if h = h 0 (since for matrices M = N with M ≥ N we have det M > det N ; in the terminology of Section XXXIV.4 in [17] , the function "log det" is strictly R-monotone).
Proof of Theorem
n×n . Then, as observed before, M is "an algebra with band structure (8.14) in the unital C * -algebra R", as defined in Chapter XXXIV of [17] . Next, note that the Axiom (A) in Chapter XXXIV of [17] is satisfied; in other words, if [17] holds, we may apply Theorem 2.1 of Chapter XXXIV in [17] , yielding the present result.
Proofs of the Main Results for the Contraction Extensions Problem
In this section Theorems 4.1-4.3 are proved. We keep the notation introduced in Section 4. Throughout this section Σ ⊆ R is an additive subgroup.
We first examine the connections with the Hankel operators defined by (4.1).
Proof. The second equality in (9.1) follows from Theorem 5.2. The inequality H(f ) Σ ≤ H(f) is obvious because H(f ) Σ is the restriction of H(f ) to its invariant subspace (B) n×1 [0,∞)∩Σ . To prove the remaining inequality H(f ) Σ ≥ H(f) we employ a method similar to the proof of Lemma 8.2.
Let Ω be a set having the cardinality of the set of non-trivial cosets of Σ in R, and let R = Σ ∪ ω∈Ω Σ ω be the representation of R as a disjoint union of cosets of Σ. Assume first that Σ is dense in R.
For every coset Σ ω ( = Σ) select a decreasing sequence of positive elements {r ω,p } ∞ p=1 in Σ ω such that r ω,p < 1/p for all p and all ω ∈ Ω. The definition of H(f ) and the multiplication formula (2.1) imply that H(f ) maps (B) 
We then have, for every g ∈ (B)
Define the unitary operator
[0,∞)∩Σ on the first orthogonal component of
and by Φ ω,p on the orthogonal component of (B)
n×1
Γp which is indexed by ω. Analogously (using the unitary operators Ψ ω,p ) define the unitary operator
Equality (9.2) now implies
If Σ is discrete, then an analogous procedure works. Namely, for every coset Σ ω ( = Σ) let r ω be the minimal positive element in Σ ω . Then the interval [0, ∞) can be represented as the disjoint union
Now, using the unitary operators
and applying the above construction given for the case of a dense Σ, we obtain
, where Φ and Ψ are unitary operators. Hence the inequality H(f ) ≤ H(f) Σ follows also for discrete Σ.
In fact, a result stronger than (9.1) holds (Corollary 9.6 below). We will establish it later, as a byproduct of the proof of Theorem 4.1.
The following lemmas set the stage for application of the band method.
Then the equation
The solution is unique and given via
where the operators are applied columnwise.
Proof. Let
Note the equality
(which can be easily verified), which implies, in particular, that det G ≡ (−1) n and the signature of the hermitian matrix G(t), t ∈ R, is constant, with m positive and n negative eigenvalues. Now let f be a matrix function in (AP W )
(such an f exists due to condition H(f ) < 1 and Lemma 9.1). Then
where matrices from the right, there exists a W -canonical factorization of G as well. It can be taken in the form given by Theorem 6.3. In other words, there exist
G(t) = A(t)J(A(t))
* , t ∈ R, (9.8)
Indeed, it follows from (9.7) and (9.8) that | det A(t)| = 1 for t ∈ R. Proposition 2.9 implies that (det A(t))
m+n A(t) to ensure the property (9.9). We obtain from (9.8) that
Further, note the equality
Hence, if we denote
we obtain that
Now let
where q 0 = M {q} and s 0 = M {s}. Since H(f) < 1, we have
So, in particular, for all 0 = v ∈ C n ,
To see that indeed the strict inequality holds in (9.14), note that So, since αq + βs ≡ 0 (in particular, M {αq 0 + βs 0 } = M {αq + βs} = 0), we obtain
Similarly,
So the left-hand side of (9.14) equals 
Using the formulas for f from (9.10) and (9.12), we verify that these functions indeed provide a solution to (9.4) . Clearly, the conditions (9.5) are satisfied as well.
As for the condition (9.6), observe that
because αq + βs ≡ 0, and M {g − } = I. For the uniqueness, observe that
So, using ||H(f ) Σ || = ||H(f )|| < 1, we get , respectively, is guaranteed by the condition f ∈ (AP W ) m×n [0,∞) . Therefore, G admits a W -canonical factorization whenever
The latter condition is less restrictive than H(f ) < 1. This observation will be used later in Section 10.
Additional properties of the function x n×n , and σ((x
Proof. First observe that δδ * ≥ I + γγ * ≥ I by (9.10), and therefore δ −1 ∈ (AP W ) n×n (indeed, | det δ(t)| ≥ 1 for all t ∈ R). Now write
and observe that s 0 is invertible in view of (9.16), while
and similarly (in view of (9.16)), Analogously to Lemmas 9.2 and 9.4 one can prove the following.
Then the equation
has a solution y
The solution is unique, and given via
where the operators are applied columnwise. Furthermore, y − 11 has an inverse in (AP W ) m×m , and moreover, σ((y
We now set up the band method application. Let
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use where the involution * is given via
Clearly, (9.17) and M is an algebra with band structure (9.17) as defined in Chapter XXXIV, Section 1 in [17] . When, for some > 0,
we may factor G(t) as
One may show this by using Schur complements, and the factorization results in Section 8 (see (8.15) , (8.16) ). In particular,
where D 1 and D 2 are defined via (8.15) and (8.16) respectively. Note that when G 11 (t) ≡ I and G 22 (t) ≡ I, we have that G(t) is positive if and only if there is a ρ such that ||G 12 (t)|| ≤ ρ < 1 for all t ∈ R.
Proof of Theorem 4.1. Using Lemma 9.1, we get (i) ⇔ (ii) ⇔ (iv) ⇐ (iii).
Assume now that (ii) holds, i.e., ||H(f )|| < 1. Introduce α, β, γ, δ as in the statement of the theorem, and put
Then, by Lemmas 9.2, 9.4 and 9.5, we get that kx [17] we obtain that k has a positive extension given by
I .
Positivity of h 0 means that
. Then M is "an algebra with band structure (9.17) in the unital C * -algebra R", as defined in Section XXXIV.1 in [17] . It is straightforward to check that the decomposition (9.17) satisfies Axioms (C1) and (C2) in Chapter XXXIV, Section 4 of [17] . Applying now Theorem 4.2 in Chapter XXXIV in [17] and using observations (9.20) and (9.21), we obtain the result for g ∈ (AP W ) m×n Σ . When we take Σ = R, we get the result also for g ∈ (AP W ) m×n .
Proof of Theorem 4.2.
Note that from the proof of Theorem 4.1 we get that
Moreover, by Theorem 1.3 in Chapter XXXIV of [17] , we get that for any strictly contractive extension g of f with
we have g = g 0 . But then the first statement follows. For the second statement, apply reasoning similar to the second part of the proof of Theorem 3.2.
Proof of Theorem 4.3. We take the same setup as in the proof of Theorem 9.7. Similarly as in the proof of Theorem 3.3 we may check that Axiom (A) in Chapter XXXIV of [17] is satisfied. By Theorem 2.1 of Chapter XXXIV in [17] , we get that all positive extensions of I f f * I (9.25) are given (in a one-to-one correspondence) by
,
It should be noted that the 2 × 2 entry of the product indeed has to equal I, since this product is a positive extension of (9.25) . This proves the result.
Point-Excluding Variations
The Carathéodory-Toeplitz and Nehari problems allow the following variations:
What is the condition on f such that there exist an h ∈ (AP W ) n×n for which:
(1) h is positive;
The difference from the C-T and N problems is that now f µ and f 0 are not prescribed, respectively. For that reason we will call C-T II the point-excluding Carathéodory-Toeplitz problem and N II the point-excluding Nehari problem. For the periodic case, the problems with or without the border point can be reduced to one another (replace µ by µ − 1, for instance), but in this setting one has to treat these variations separately. As it turns out, C-T II and N II have similar answers (with similar proofs) as C-T and N, respectively. Rather than giving the full statements with full proofs, we just outline the differences in the statements and proofs as compared with the ones for C-T and N.
For C-T II one obtains valid theorems when in Theorems 3.1, 3.2, 3.3 and 8.4 the following changes are made:
(2) replace the Toeplitz operators by
[0,µ)∩Σ , and
In several other places minor changes need to be made (e.g., replace [−µ, µ] by (−µ, µ), etc.). These are now straightforward.
In order to prove these new results the following observations are needed. Proof. Due to Theorem 5.1, it suffices to prove the invertibility of the operator
with G given by ( The latter equality holds due to the definition of χ. Hence, the operator R var (G) is not only injective but also surjective, and therefore invertible.
For N II the point-excluding analogue of Theorem 4.1 now reads as follows. In several other places small changes need to be made (replace H(f ) by H(f), replace (−∞, 0] by (−∞, 0), etc.) These are now straightforward.
To obtain additional valid results for the point-excluding version of the Nehari problem the following changes in Theorems 4.2, 4.3 and 9.7 need to be made. 
A joint norm bound
Let T = {z : |z| = 1} denote the unit circle. In order to prove a C * -algebra result it was shown in [25] that for any given f in L ∞ (T) and > 1, there exists a function h in H ∞ (T) satisfying
