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a b s t r a c t
In this paper, we derive a class of analytical solution of the damped Helmholtz–Duffing
oscillator that is based on a recently developed exact solution for the undamped case. Our
solution procedure indicates that this solution holds for specific system parametric choice
values.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
This paper deals with the derivation of an analytical solution of the damped Helmholtz–Duffing oscillator:
x¨+ Ax+ 2νx˙+ Bx2 + εx3 = 0, (1.1)
where x denotes the displacement of the system, A is the natural frequency, ε is a non-linear system parameter, ν is the
damping factor, and B is a system parameter independent of time. It is well-known that Eq. (1.1) models the dynamical
behavior of thin laminated plates [1], graded beams [2], eardrum oscillations [3], elasto-magnetic suspensions [4], among
other physical phenomena.
Here we assume that the analytical solution of Eq. (1.1) follows a rational form elliptic function [5]. We based our
assumption on the fact that the exact solution of the damped Duffing equation
x¨+ 2νx˙+ Ax+ εx3 = 0 (1.2)
has a solution that follows closely the undamped case [6] i.e., Eq. (1.2) has an exact solution of the form
x(t) = a(t) cn(ω(t), k2), (1.3)
in which a, ω, and k are parameters that can be determined by substituting Eq. (1.3) into Eq. (1.2). Since this exact solution
(1.3) holds for specific parametric choice values, it is expected that similar conditions may appear during the derivation of
the solution of Eq. (1.1). Therefore, we next review the solution processes of Eq. (1.2) that guarantee its integrability, with
the main purpose of gaining some insight into the feasibility of using a rational elliptic form function to derive the solution
of Eq. (1.1).
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1.1. Review of the exact solution of the damped Duffing equation
First, let us substitute Eq. (1.3) into Eq. (1.2). This procedure yields
cn(ω(t), k2)[Ab+ 2νb˙− bω˙2 + 2k2bω˙2 + b¨] + cn(ω(t), k2)3 εb3 − 2k2bω˙2
− sn(ω(t), k2)dn(ω(t), k2) 2νbω˙ + 2b˙ω˙ + bω¨ = 0. (1.4)
Here, cn(ω(t), k2), sn(ω(t), k2) and dn(ω(t), k2) are the cn, sn and dn Jacobian elliptic function, respectively. Note that
Eq. (1.4) holds for all time t if and only if:
Ab+ 2νb˙− bω˙2 + 2k2bω˙2 + b¨ = 0; εb3 − 2k2bω˙2 = 0; 2νbω˙ + 2b˙ω˙ + bω¨ = 0. (1.5)
By solving Eq. (1.5), we obtain that
a(t) = A1 exp
−2νt
3

; k = 3A1
√
ε
√
2

9A+ 9A21ε − 8ν2
; (1.6)
ω(t) = −3A1
√
ε exp[−2νt3 ]
2
√
2kν
+ C0, (1.7)
where A1 and C0 are integration constants. Notice that if we substitute relations (1.6) and (1.7) into Eqs. (1.5), these are
identically satisfied if and only if A = 8ν2/9 [7]. Under this condition, the modulus k becomes, from Eq. (1.6)2, k = 1/
√
2.
Thus, the exact solution of the damped Duffing equation (1.2) can be written as:
x(t) = A1 exp
−2νt
3

cn

−3A1
√
ε exp[−2νt3 ]
2ν
+ C0, 12

, (1.8)
which holds if and only if the parametric condition A = 8ν2/9 is satisfied. To determine A1 and C0 from Eq. (1.8), we use the
initial conditions x(0) = x10 and x˙(0) = x˙10, which provide the following relations:
A41 =
18x˙10 + 24x˙10νx10 + 8ν2x210 + 9εx410
9ε
; C0 = cn−1

x10
A1
,
1
2

+ 3A1
√
ε
2ν
. (1.9)
2. Derivation of the analytical solution
In order to obtain the solution of Eq. (1.1) by using Jacobian elliptic functions, we assume that it has the form:
x(t) = a(t)− b(t)+ c(t)(a(t)+ b(t)) cn(ω(t), k
2)
1+ c(t) cn(ω(t), k2) , (2.1)
where k is the modulus of the Jacobi elliptic functions and is considered to have the value of k = √1/2 and a, b, c and ω
are time-dependent parameters that need to be determined. We have assumed that the rational form elliptic function (2.1)
represents the analytical solution of Eq. (1.1), since this solution form with a, b, c and ω independent of time, provides the
exact solution of Eq. (1.1) when ν = 0 [5]. We now substitute Eq. (2.1) into Eq. (1.1) to get:
aA+ a2B+ a3ε − Ab− 2abB− 3a2bε + b2B+ 3ab2ε − b3ε − 4bc2ω˙2 + 2bc2ω˙2
+ 2νa˙− 2νb˙+ a¨− b¨− sn(ω, k2)dn(ω, k2) 4νbcω˙ + 4b˙cω˙ + 4bc˙ω˙ + 2bcω¨
+ cn(ω, k2) 3aAc + 3a2Bc + 3a3cε − Abc − 2abBc − 3a2bcε − b2Bc
− 3ab2cε + 3b3cε + 6νa˙c − 2νb˙c + 4νbc˙ + 4b˙c˙ − 2bcω˙2 + 2bcω˙2 + 3ca¨− b¨c + 2bc¨
− cn(ω, k2)sn(ω, k2)dn(ω, k2) 4νbc2ω˙ + 4b˙c2ω˙ − 4bcc˙ω˙ + 2bc2ω¨+ cn(ω, k2)2 3aAc2
+ 3a2Bc2 + 3a3c2ε + Abc2 + 2abBc2 + 3a2bc2ε − b2Bc2 − 3ab2c2ε − 3b3c2ε + 6νa˙c2
+ 2νb˙c2 + 4νbcc˙ + 4b˙cc˙ − 4bc˙2 + 2bc2ω˙2 − 2bc2ω˙2 + 3a¨c2 + b¨c2 + 2bcc¨
+ cn(ω, k2)3 aAc3 + a2Bc3 + a3c3ε + Abc3 + 2abBc3 + 3a2bc3ε + b2Bc3 + 3ab2c3ε
+ b3c3ε + 2νa˙c3 + 2νb˙c3 − 2bcω˙2 + a¨c3 + b¨c3 = 0 (2.2)
in which the following identities for the sn(ω, k2) and dn(ω, k2) Jacobian elliptic functions
sn(ω, k2)2 + cn(ω, k2)2 = 1; dn(ω, k2)2 + k2sn(ω, k2)2 = 1 (2.3)
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have been used. Note that Eq. (2.2) holds for all time t if and only if
aA+ a2B+ a3ε − Ab− 2abB− 3a2bε + b2B+ 3ab2ε − b3ε − 4bc2ω˙2 + 2bc2ω˙2 + 2νa˙− 2νb˙+ a¨− b¨ = 0, (2.4)
4νbcω˙ + 4b˙cω˙ + 4bc˙ω˙ + 2bcω¨ = 0, (2.5)
3aAc + 3a2Bc + 3a3cε − Abc − 2abBc − 3a2bcε − b2Bc3ab2cε + 3b3cε
+ 6νa˙c − 2νb˙c + 4νbc˙ + 4b˙c˙ − 2bcω˙2 + 2bcω˙2 + 3ca¨− b¨c + 2bc¨ = 0, (2.6)
4νbcω˙ + 4b˙cω˙ − 4bc˙ω˙ + 2bcω¨ = 0, (2.7)
3aAc + 3a2Bc2 + 3a3c2ε + Abc2 + 2abBc2 + 3a2bc2ε − b2Bc2 − 3ab2c2ε
− 3b3c2ε + 6νa˙c2 + 2νb˙c2 + 4νbcc˙ + 4b˙cc˙ − 4bc˙2 + 2bc2ω˙2 − 2bc2ω˙2
+ 3a¨c2 + b¨c2 + 2bcc¨ = 0, (2.8)
aAc3 + a2Bc3 + a3c3ε + Abc3 + 2abBc3 + 3a2bc3ε + b2Bc3 + 3ab2c3ε
− b3c3ε + 2νa˙c3 + 2νb˙c3 − 2bcω˙2 + a¨c3 + b¨c3 = 0. (2.9)
Thus, we have six equations and the following initial conditions x(0) = x10 and x˙(0) = x˙10 to find a, b, c , ω and its
corresponding derivatives. First, notice that if we subtract Eq. (2.5) from Eq. (2.7), we get the following relation: bcc˙ω˙ = 0.
One must notice that the values of b, c and ω˙ cannot be zero to have system motion, thus this relation holds if and only if
c˙ ≡ 0. This implies that c must have a constant value. Also, from Eq. (2.7) we may see that
ω¨ = −2(bνω˙ + b˙ω˙)
b
. (2.10)
We next multiply Eq. (2.4) by c3 and subtract it from Eq. (2.9), to get
Abc2 + 2abBc2 + 3a2bc2ε + b3c2ε + 2c2νb˙+ ω˙2(2bc4 − b− bc4)+ c2b¨ = 0. (2.11)
Similarly, if we multiply Eq. (2.6) by c and subtract it from Eq. (2.8), this gives:
Ab+ 2abB+ 3a2bε − 3b3ε + 2νb˙+ b¨ = 0. (2.12)
To find b, we now multiply Eq. (2.12) by c2 and subtract it from Eq. (2.11). This step provides the following expression
ω˙ = bA1, A1 ≡ ± 2c
√
ε√
1− c4 . (2.13)
We select the negative sign for A1 to have a decaying system response. Besides, onemust notice that ω¨ = b˙A1 and then from
Eq. (2.10), we have that
b = B1 exp

−2
3
νt

, (2.14)
where B1 is an integration constant that can be determined from the initial conditions. To determine the remaining unknown
parameters, we now substitute Eq. (2.14) into Eq. (2.13)1 and after integration of the resulting expression, we obtain an
equation that allows us to find the Jacobian elliptic frequency ω i.e.,
ω = −3A1B1
2ν
exp

−2
3
νt

+ C0, (2.15)
where C0 is an integration constant that can be computed by using the inital condition values. Next, we use Eqs. (2.4), (2.6),
(2.11) and (2.13) to obtain the corresponding parameter value of
a = −b(1+ c
4)
(c4 − 1) −
B
3ε
. (2.16)
To find the constant value of c , we substitute Eqs. (2.13) and (2.16) into Eq. (2.11), which at t = 0 yields
− 108B31c4(1+ c4)ε3 + B(c4 − 1)3(2B2 − 9Aε)+ 3εB1(c4 − 1)2(1+ c4)(3B2 − 9Aε + 8εν2) = 0. (2.17)
Based on the exact solution of Eq. (1.1) at B = 0, we assume from Eq. (2.17) that the following parametric choice relation
A = (3B2 + 8εν2)/9ε holds to have an integrable solution for Eq. (1.1). Thus, the value of c may be found by solving
− 108B31c4(1+ c4)ε3 − (c4 − 1)3(B3 + 8Bεν2) = 0. (2.18)
As a consequence, we may write the analytical solution of Eq. (1.1) as
x(t) = a(t)− b(t)+ c(a(t)+ b(t)) cn(ω(t), 1/2)
1+ c cn(ω(t), 1/2) , (2.19)
in which the values of b, ω, a and c can be determined by using Eqs. (2.14)–(2.16) and (2.18) for given parameter values of
B, ε, ν, and the system initial conditions.
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Fig. 1. Comparison of our derived analytical solution with the numerical integration solution of the damped Helmholtz–Duffing oscillator for the system
parameter values of B = −0.5; ε = 1, ν = 0.05, x(0) = 1, and x˙(0) = 15.199. Here, the dashed black line represents our derived analytical solution, the
red solid line represents the numerical integration and the blue symbols describe the EMHPM approximate solution.
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Fig. 2. Comparison of our derived analytical solution with the numerical integration solution of the nonhomogeneous damped Duffing oscillator for the
system parameter values of B = 1; ε = 10, ν = 0.25, x(0) = 1, and x˙(0) = 5.3799. Here, the dashed black line represents our derived analytical solution,
the red solid line the numerical integration solution and the blue symbols the EMHPM approximate solution.
3. Numerical results
In this section we discuss how the system response is influenced by the magnitude of the nonlinear term ε. Notice from
Eq. (1.1) that if ε  0 then the parameters A and a tend to infinity. In this case, the oscillation amplitudes computed from
our proposed analytical solution (2.19) become very large. But if ε = 0 then Eq. (1.1) reduces to the quadratic-Helmhotz
equation,whose corresponding exact solution and its stability analysis are discussed in [8] by using Lie theory for differential
equations.
We next consider the case for which ε ≠ 0 and use our derived solution (2.19) to plot the amplitude–time response
curves of the damped Helmholtz–Duffing oscillator (1.1) by considering the values of ε = 1 and ε = 10. We first take
ε = 1 and assume the following parameter values: B = −0.5 and ν = 0.05 with the system initial conditions of x(0) = 1,
and x˙(0) = 15.199. Then, by Eqs. (2.14)–(2.16) and (2.18) and the relation A = (3B2 + 8εν2)/9ε, we obtained after some
computations that A = 0.0855, B1 = −23207.9, C0 = −100.566, c = −0.0001. Fig. 1 shows the amplitude–time response
curve obtained from our derived solution (2.19) (dashed black line) comparedwith the fourth order Runge–Kutta numerical
integration solution of Eq. (1.1) (red solid line), andwith the approximate solution of Eq. (1.1) obtained byusing the Enhanced
Multistage Homotopy Perturbation Method (EMHPM) (blue symbols) [9]. As we can see from Fig. 1, our derived solution
given by Eq. (2.19) follows the numerical and the EMHPM solutions well up to the time value of t ≈ 95. After that time
value, there is a shift between our derived solution and the numerical and perturbative solutions. In fact, as time t increases,
our solution (2.19) reaches the limiting value of−B/(3ε)while the numerical and the EMHPM solutions tend to the system
equilibrium position.
To further assess the accuracy of our derived solution, we next assume the parameter values of B = 1, ε = 10, ν = 0.25
with the following system initial conditions of x(0) = 1, and x˙(0) = 5.3799. In this case, we found that A = 0.0888, B1 =
8220.71, C0 = −99.44, and c = −0.0001. As we can see from Fig. 2, our solution (2.19) compares well with the numerical
A. Elías-Zúñiga / Applied Mathematics Letters 25 (2012) 2349–2353 2353
integration and the EMHPM solutions up to the time span interval of t ≈ 25. As time t increases, our derived solution shifts
again to the value of−B/(3ε) = −0.033 while the numerical and the EMHPM solutions approach zero.
4. Conclusions
In this paper we have first reviewed the exact solution of the damped Duffing equation (1.2) to have a better
understanding of the potential issues related to the derivation of its exact solution,which is based on Jacobi elliptic functions.
We have found that the exact solution given by Eq. (1.8) is similar in form to the exact solution of the undamped case
and satisfies the parametric relation A = 8ν2/9. Next, we have derived an analytical solution to Eq. (1.1) based on a
rational elliptic form solution [5]. During the solution procedure, we have found that this solution follows the relation
A = (3B2 + 8εν2)/9ε and that the modulus of the Jacobi elliptic functions has the value of k2 = 1/2. Furthermore, we
have found that our proposed solution (2.19) to Eq. (1.1) provides good estimate values for most of the time interval, but it
shifts to the value of−B/(3ε)when the system approaches its equilibriumposition. Based on these results, wemay conclude
that our derived solution (2.19) underestimates the numerical integration and the EMHPM solutions of Eq. (1.1) by a shift
factor value of−B/(3ε).
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