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Abstract
By introducing the notion of mirror substitution, we show that, given a substitutive sequence over two letters, it is palindromic
(that is, it contains arbitrarily long palindromes) if and only if its language is mirror-invariant (that is, it is closed under the mirror
image map). Then we solve a question of Hof, Knill and Simon in the 2-letter case, and also, by constructing a counterexample,
we give a negative answer to the open problem 4 in the webpage: http://iml.univ-mrs.fr/˜bernat/openquestions.html.
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1. Introduction
Combinatorial properties of sequences are of increasing importance in many fields of mathematics, physics,
computer science, bioinformatics etc. And many kinds of complexity functions are defined to measure in different
senses how complicated a sequence is. These complexity functions include the block complexity, the maximal pattern
complexity, the palindrome complexity and so on. The reader is directed to refer [1,4,6,2] for more information.
The block complexity is related to the study of the topological entropy of the associated symbolic dynamical
system, while the maximal pattern complexity is related to the sequence entropy. And palindrome complexity has
its motivation in physics [5]: given a sequence w which takes finite many values in R, we may associate a discrete
Schro¨dinger operator Hw in `2(Z) as follows
(Hwφ)(n) = φ(n + 1)+ φ(n − 1)+ wnφ(n), φ ∈ `2(Z).
In physics, the spectral properties of Hw determine the “conductivity properties” of the corresponding structure. Hof,
Knill and Simon [5] showed that if the sequence w contains infinitely many palindromes (recall that palindromes are
the words that remain the same when they are read backwards) as factors, then the operator Hw has a purely singular
continuous spectrum. In the same paper, the authors also proposed an open question: given a substitution, if the fixed
point contains infinitely many palindrome factors, can we find another substitution in a particular class (Class P in
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their terminology, precise definition given below), such that the factors are the same? This question is strengthened in
J. Bernat’s homepage: it is asked to find a substitution satisfying the fact that the image of any letter is a palindrome
(this kind of substitutions are in Class P).
In this paper, we try to answer these questions. Introducing the notion of mirror substitutions, we show that, for a
fixed point of a primitive substitution over a 2-letter alphabet, it has infinitely many palindrome factors if and only if
its factors are closed under the mirror image map. And then in Hof, Knill and Simon’s question, the substitution in
Class P can always be found. Let us remark that the question over a bigger alphabet is still open. Also we construct a
counterexample to say that the requirement in Brenat’s question is too strong to hold.
The paper contains three sections besides this introductory one. We give notations and definitions in the next
section, and study the mirror substitution and the conjugacy between a substitution and its mirror in the third section.
In the last one, we answer two questions.
2. Notations and definitions
We shall use the following terminology and notations in this paper.
Let S = {a, b} be a 2-letter alphabet. Let S∗ and S˜ stand respectively for the free monoid and the free group
generated by S. The empty word ε is their neutral element. Let Sω be the set of sequences (or infinite words), indexed
by N, over S.
If w ∈ S∗ is a word, we denote by |w| its length and by |w|a (resp. |w|b) the number of times the letter a (resp. b)
appears in it. Let P(w) stand for the Parikh vector of w, i.e. P(w) = (|w|a, |w|b).
Given two words u, v ∈ S∗. We say that v is a factor of u, if there exist w,w′ ∈ S∗ such that u = wvw′. We say
that v is a prefix of u, and then we write v G u, if there exists w ∈ S∗ such that u = vw. We say that u and v are
comparable, denoted by u FG v, if either u G v or v G u. The notions of prefix and factor extend in a natural way to
sequences.
Let w = w0w1 · · ·wn−1 ∈ S∗ (wi ∈ S) and 0 ≤ k < |w|, we define the kth conjugate of w by Ck(w) :=
wk · · ·wn−1w0w1 · · ·wk−1. The set of conjugates of w is defined to be C(w) := {Ck(w); 0 ≤ k < |w|}. The mirror
word w of w is defined to be w = wn−1 . . . w1w0. A word w is called a palindrome if w = w. The set of palindromes
is denoted by P. Also if L ⊂ S∗, we define L := {w;w ∈ L}; we say that L is mirror-invariant if it is closed under
the mirror image map, i.e. L = L .
Let s ∈ Sω be a sequence, we denote by Ln(s) the set of factors of w of the length n (L0(s) = {ε} by convention),
and we note L(s) := ∪n∈NLn(s), called the language of s.
Let s ∈ Sω be a sequence. We say that s is palindromic, if it contains arbitrarily long palindromes, in other words,
if the cardinality of the set L(s) ∩P is infinite. The sequence s is said to be recurrent if every factor occurs infinitely
often; and s is said to be uniformly recurrent if every factor occurs in an infinite number of positions with bounded
gaps.
Let w = w0w1 · · ·wn−1 ∈ S˜ with wi ∈ {a, b, a−1, b−1}. We denote by w−1 the inverse of w, that is
w−1 = w−1n−1 · · ·w−11 w−10 . When w = uv, with u ∈ S∗ and v ∈ S∗, it will be convenient to write u = wv−1
and v = u−1w.
A morphism σ : S∗ → S∗ is called a substitution of S∗. We denote by Mσ the matrix (P(σ (a))t , P(σ (b))t ), called
the matrix of the substitution σ . A substitution σ is said to be primitive if its matrix M is (i.e. Mn > 0 for some
n ∈ N). In this work, we deal only with primitive substitutions, and in particular, this implies that the substitutions
concerned are non-erasing (i.e. the image of any letter is different from the empty word ε).
Let w ∈ S∗. We denote by ıw the inner isomorphism u 7→ wuw−1, u ∈ S∗. For two substitutions φ and σ , if there
exists w ∈ S∗ such that φ = ıwσ or σ = ıwφ, we say that φ is conjugate to σ and write φ ∼ σ .
Let σ be a substitution. Then σ can be extended naturally over Sω. A sequence s is said to be a fixed point of σ if
σ(s) = s. The language L(σ ) of σ is
L(σ ) := {w;w is a factor of σ n(a) or σ n(b) for some n ∈ N}.
If σ is primitive, any fixed point s of σ is uniformly recurrent and L(σ ) = L(s); in particular, if both s and t are fixed
points of σ , L(s) = L(t).
The conjugate substitutions have the same language: if φ ∼ σ , then L(φ) = L(σ ).
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3. Mirror substitution
Proposition 3.1. Let s be a sequence. If s is uniformly recurrent and palindromic, then the language of s is mirror-
invariant.
Proof. Take any factor, say w, of s. By the uniform recurrence of s, whenever the palindrome factor u is long enough,
w is a factor of u, and thus w is also a factor of u. Therefore w is a factor of s. 
Definition 3.2. Let σ be a substitution. Then the mirror substitution of σ , denoted by σ , is defined as
σ(a) = σ(a), σ (b) = σ(b).
The notion of mirror substitution was introduced in [9] to study the fixed point of an invertible substitution. We
have that σ = τ ◦ σ ◦ τ , where τ is the automorphism over S˜ defined by τ(a) = a−1 and τ(b) = b−1, thus for two
substitutions σ and φ, σ ◦ φ = σ ◦ φ (see Lemma 2.13 in [9]).
Lemma 3.3. Let σ be a substitution. Then
L(σ ) = L(σ ).
Thus the language of σ is mirror-invariant if and only if L(σ ) = L(σ ).
Proof. This is a direct result of the facts: σ n(a) = σ n(a) and σ n(b) = σ n(b). 
Now we consider that when a substitution will have the same language with its mirror substitution.
A substitution σ is said to be cyclic if there are a word w ∈ S∗ and two integers m, n ≥ 1 such that σ(a) = wm
and σ(b) = wn .
If σ is cyclic, then the fixed pointw∞ := www · · · is periodic. On the other hand, we have the following proposition
[8].
Proposition 3.4. Let σ be a primitive substitution. Then the fixed point is (ultimately) periodic if and only if σ has
one of the following forms:
(1) σ is cyclic;
(2) σ(a) = (ab)ma and σ(b) = (ba)nb for some integers m, n ≥ 1.
The following theorem due to Fine and Wilf is a powerful tool to show the cyclicity of a substitution. The reader
can refer [7] for more information.
Theorem 3.5 (Fine and Wilf). Let x, y ∈ S∗. If the sequences x∞ and y∞ have a common prefix of length at least
equal to |x | + |y| − gcd(|x |, |y|), then x and y are powers of the same word.
A substitution σ is said to be marked if the first letter of σ(a) is different from the first letter of σ(b); if moreover,
the first letter of σ(a) is a, while the first letter of σ(b) is b, then we say that σ is well-marked. Note that a well-marked
substitution has two fixed points, and note that σ 2 is well-marked if τ is marked.
Lemma 3.6 (Lemma 30 in [3]). Let σ and τ be two well-marked substitutions. If both substitutions are well-marked,
and L(σ ) = L(τ ), moreover, if their fixed points are not periodic, then for any integer n,
σ n(a) FG τ n(a), σ n(b) FG τ n(b).
Lemma 3.7. Let σ be a substitution. If σ is not cyclic, then there is a marked substitution τ such that σ ∼ τ . Thus σ 2
is conjugate to the well-marked substitution τ 2.
Proof. If (σ (a))∞ = (σ (b))∞, then by Fine and Wilf’s Theorem 3.5, both σ(a) and σ(b) are powers of the same
word, that is, σ is cyclic.
Now if (σ (a))∞ 6= (σ (b))∞, then there exist two integers m, n and three words w, u, v such that
(σ (a))m = wu, (σ (b))n = wv
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with 0 < |u| ≤ |σ(a)|, 0 < |v| ≤ |σ(b)|, and the first letter of u is different from the first letter of v. Then there exists
a word u′ such that σ(a) = u′u, thus w = (τ (a))m−1u′; likewise, σ(b) = v′v and w = (τ (b))n−1v′ for some word
v′. Define the substitution τ by τ(a) = uu′ and τ(b) = vv′. Then τ is marked, and an easy calculation yields that
σ = ıwτ . 
Theorem 3.8. Let σ be a substitution. Then L(σ ) is mirror-invariant if and only if σ 2 is conjugate to its mirror
substitution σ 2 = σ 2.
Proof. If σ 2 is conjugate to σ 2 = σ 2, then L(σ 2) = L(σ 2) = L(σ 2). Noticing that the language of σ 2 is the same as
the language of σ , we have L(σ ) = L(σ ).
On the other hand, assume that L(σ ) = L(σ ). We consider two cases according as whether σ is cyclic or not.
CASE 1. σ is cyclic, i.e. there is a word w ∈ S∗ such that σ(a) = wm and σ(b) = wn .
In this case, the fixed point is w∞, and thus L |w|(σ ) = C(w). Since L(σ ) = L(σ ), w ∈ C(w), that is, there exists
a word x ∈ S∗ such that w = ıx (w). Hence σ(a) = wm = ıx (wm) = ıx (σ (a)); likewise, σ(b) = ıx (σ (b)), thus
σ = ıxσ . So σ ∼ σ and σ 2 ∼ σ 2.
CASE 2. σ is not cyclic.
By Lemma 3.7, σ 2 is conjugate to a well-marked substitution τ , while σ 2 is conjugate to another well-marked
substitution θ . Since L(σ 2) = L(σ 2), L(τ ) = L(θ). If their fixed points are not periodic, then Lemma 3.6 implies that
τ(a) FG θ(a) and τ(b) FG θ(b); otherwise, Proposition 3.4 implies the same results: τ(a) FG θ(a) and τ(b) FG θ(b).
And noticing that Mτ = M2σ = M2σ = Mθ , we have τ = θ . Therefore, the substitution σ 2 is conjugate to σ 2. 
Remark 3.9. We cannot strengthen the above theorem to say that L(σ ) = L(σ ) if and only if σ ∼ σ . In fact, although
σ ∼ σ implies L(σ ) = L(σ ); considering the Thue–Morse substitution σ (i.e. σ(a) = ab and σ(b) = ba), we have
that σ 2 = σ 2, thus L(σ 2) = L(σ 2), and then L(σ ) = L(σ ) (by the primitivity of σ ). But σ is not conjugate to σ .
Now we study when a substitution is conjugate to its mirror substitution.
First, following [5] (note that the original definition is for d-letters, and we use only the 2-letter case), we define
Class P: a substitution σ is in Class P, written σ ∈ P, if there are three palindromes p, qa, qb ∈ P such that
σ(a) = pqa and σ(b) = pqb.
Lemma 3.10 (Lemma 3.1 in [5]). Suppose that σ ∈ P, and s is a fixed point of σ . Then s is palindromic.
Theorem 3.11. Let σ be a substitution. Then σ ∼ σ if and only if σ is conjugate to a substitution in Class P.
Proof. If σ ∈ P, say σ(a) = pqa and σ(b) = pqb with p, qa, qb ∈ P, then σ(a) = qa p and σ(b) = qb p, and thus
σ = ı pσ . Therefore, if σ is conjugate to a substitution in Class P, we have σ ∼ σ .
Conversely, suppose that σ ∼ σ . Then either σ = ıwσ or σ = ıwσ with w ∈ S∗. Without loss of generality, we
suppose that σ = ıwσ .
First we consider the cyclic case: if σ is cyclic, that is, there is a word u ∈ S∗ such that σ(a) = um and
σ(b) = un . In this case, w is a prefix of u∞, hence there exist two words x, y ∈ S∗ such that u = xy and
w = (xy)kx . Then on the one hand, σ(a) = um = (y x)m (by the definition of the mirror substitution); and on
the other hand, σ(a) = ıw−1(σ (a)) = (yx)m , hence (y x)m = (yx)m , so x, y are both palindromes. Therefore, taking
p = x, qa = (yx)m−1y and qb = (yx)n−1y, we get that σ ∈ P.
Now we turn to the general case. From σ = ıwσ , we know that the word w is a common prefix of the sequences
σ(a)∞ and σ(b)∞, thus there exist four words x, y, x ′, y′ and two integers i, j ≥ 0 such that
σ(a) = xy, σ (b) = x ′y′; (1)
w = (xy)i x = (x ′y′) j x ′. (2)
By arguing as in the above cyclic case, we get that x, y, x ′, y′ are all palindromes: x, y, x ′, y′ ∈ P.
Without loss of generality, we suppose that j ≤ i . And we consider several cases depending on the value of j .
CASE 1. j = 0. Then Formula (2) becomes
(xy)i x = x ′. (3)
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SUB-CASE 1.1. i is even, say i = 2k.
Then σ = ı(xy)k τ , where τ(a) = xy = pqa and τ(b) = (xy)−kx ′y′(xy)k = pqb, with p = x ∈ P, qa = y ∈ P
and
qb = x−1τ(b) = x−1(xy)−kx ′y′(xy)k = (yx)k y′(xy)k ∈ P,
where the last equality is due to Formula (3). Therefore τ ∈ P.
SUB-CASE 1.2. i is odd, say i = 2k + 1.
Then σ = ı(xy)k xτ , where τ(a) = yx = pqa and τ(b) = x−1(xy)−kx ′y′(xy)kx = pqb, with p = y ∈ P,
qa = x ∈ P and
qb = (xy)−(k+1)x ′y′(xy)kx = x(yx)k y′(xy)kx ∈ P,
hence τ ∈ P.
CASE 2. j = 1. Then
w = (xy)i x = x ′y′x ′. (4)
If |x ′| ≥ |xy|, noticing that w is a common prefix of the sequences (xy)∞ and (x ′y′)∞, then, by Fine and Wilf’s
Theorem 3.5, xy and x ′y′ are the power of the same word, in other words, σ is cyclic. Therefore σ ∈ P.
Now suppose that |x ′| < |xy|. Then Formula (4) implies that x ′ G xy, that is, there is a word z ∈ S∗ such that
xy = x ′z. Since x, y, x ′ ∈ P, yx = zx ′.
SUB-CASE 2.1. i is even, say i = 2k.
Just as in SUB-CASE 1.1., we have σ = ı(xy)k τ , where τ(a) = xy = pqa and τ(b) = (xy)−kx ′y′(xy)k = pqb,
with p = x ∈ P, qa = y ∈ P and
qb = x−1(xy)−kx ′y′(xy)k
= x−1(xy)−k(xy)2kx(x ′)−1(xy)k
= (yx)k(x ′)−1(xy)k,
where the second equality is due to Formula (4). Now taking the formulae xy = x ′z and yx = zx ′ into account, we
get that qb = (yx)k−1zx ′z(xy)k−1 ∈ P. So τ ∈ P.
SUB-CASE 2.2. i is odd, say i = 2k + 1.
If k ≥ 1, then just as in SUB-CASE 1.2., σ = ı(xy)k xτ , where τ(a) = yx = pqa and τ(b) =
x−1(xy)−kx ′y′(xy)kx = pqb, with p = y ∈ P, qa = x ∈ P and
qb = (xy)−(k+1)x ′y′(xy)kx = x(yx)k(x ′)−1(xy)kx ∈ P,
hence τ ∈ P.
If k = 0, thus xyx = x ′y′x ′. Without loss of generality, we suppose that |x | ≥ |x ′|. Then x = x ′r = r x ′ for some
r ∈ S∗. Therefore σ = ıxτ , where τ(a) = yx = pqa and τ(b) = x−1x ′y′x = pqb, with p = y ∈ P, qa = x ∈ P
and
qb = (xy)−1x ′y′x = x(x ′)−1x = r x ′r ∈ P,
hence τ ∈ P.
CASE 3. j ≥ 2.
By Fine and Wilf’s Theorem 3.5, Formula (2) implies that both xy and x ′y′ are the powers of the same word. And
σ ∈ P.
Combining all cases, we show that if σ ∼ σ , then σ is conjugate to a substitution in P. 
Remark 3.12. Again, we cannot strengthen the above theorem to say that σ ∼ σ if and only if σ ∈ P. In fact, if
σ ∈ P, then σ ∼ σ . But the substitution σ defined by σ(a) = aab, σ (b) = a is conjugate to its mirror substitution,
but is not in Class P.
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Theorem 3.13. Let σ be a primitive substitution and s be a fixed point of σ . Then the language of s is mirror-invariant
if and only if s is palindromic.
Proof. We have already shown in Proposition 3.1 that, if s is palindromic, then the language is mirror-invariant (recall
that the fixed point of a primitive substitution is uniformly recurrent).
Conversely, if the language is mirror-invariant, then, by Theorem 3.8, σ 2 ∼ σ 2. And thus, by Theorem 3.11, there
is a substitution τ ∈ P such that σ 2 ∼ τ . Hence the language of s is the same as the language of τ , so, by Lemma 3.10,
s is palindromic. 
4. Two questions
4.1. Hof’s, Knill’s and Simon’s question
We recall a question of Hof, Knill and Simon [5]: Given a primitive substitution σ , assume that the fixed point of
σ is palindromic. Is there a substitution τ ∈ P such that L(σ ) = L(τ )?
Note that the periodic case of the question was already treated in [2].
In the binary case, we answer the question in the following theorem:
Theorem 4.1. Let σ be a primitive substitution. Then the fixed point of σ is palindromic if and only if there is a
substitution τ ∈ P such that L(σ ) = L(τ ).
Proof. If there is τ ∈ P such that L(σ ) = L(τ ), then by Lemma 3.10, the fixed point of σ is palindromic.
Conversely, if the fixed point of σ is palindromic, as in the proof of Theorem 3.13, there is a substitution τ ∈ P
such that σ 2 ∼ τ . So L(σ ) = L(τ ). 
4.2. Bernat’s question
In the webpage http://iml.univ-mrs.fr/∼bernat/openquestions.html, Problem 4 reads:
Assume that L(σ ) is mirror-invariant. Does there exist σ ′ such that L(σ ) = L(σ ′) and such that the image under
σ ′ of any letter is a palindrome?
Let us make a remark: suppose σ ∈ P, and σ(a) = pqa and σ(b) = pqb with p, qa, qb ∈ P. If the length of p is
even, then p = xx . Therefore σ = ıxσ ′ with σ ′(a) = xqax ∈ P and σ ′(b) = xqbx ∈ P. But if the length of p is
odd, we cannot reach this. In this subsection, we will construct a counterexample.
The substitution σ defined by
σ(a) = ab, σ (b) = aa
is called the period doubling substitution. Respectively, its fixed point
s = abaaabababaaabaa · · ·
is called the period doubling sequence.
Obviously, the period doubling substitution is in Class P, thus the period doubling sequence is palindromic.
In [10], all substitutions having the same language with the period doubling substitution were characterized.
Theorem 4.2 (Theorem 2.2 in [10]). Let σ be the period doubling substitution, τ be another substitution. If L(τ ) =
L(σ ), then τ is a composition of the substitution σ and another substitution ρ, where ρ is defined by ρ(a) = ba and
ρ(b) = aa, in other words, we have τ = τ1 ◦ τ2 ◦ · · · ◦ τk with τi ∈ {σ, ρ}.
Lemma 4.3. If τ is a composition of σ and ρ, then τ(a) differs from τ(b) by exactly one letter.
Proof. It is an easy application of Mathematical Induction. 
Theorem 4.4. Let τ be a substitution. If L(τ ) = L(σ ), then neither τ(a) nor τ(b) is a palindrome.
Proof. By the preceding lemma, τ(a) and τ(b) differ by exactly one letter, and their length is even, hence at least one
of them is not a palindrome. 
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