Traditional semi-implicit formulations of nonhydrostatic compressible models may not be stable in the presence of steep terrain when pressure gradient terms are split and lagged in time. If all pressure gradient terms and the divergence are treated implicitly, the resulting wave equation for the pressure contains o -diagonal cross-derivative terms leading to a highly nonsymmetric linear system of equations. In this paper we present a more implicit formulation of the Mesoscale Compressible Community (MC2) model employing a Generalized Minimal Residual (GMRES) Krylov iterative solver and a more e cient semiLagrangian advection scheme. Open boundaries now permit exact upwind interpolation and the ability to reproduce simulations to machine precision is illustrated for one-way nesting at equivalent resolution. Numerical simulations of hydrostatic and nonhydrostatic mountain waves demonstrate the stability and accuracy of the new adiabatic kernel. The computational e ciency of the model is reported for 1D Jacobi and 3D ADI line relaxation preconditioners implemented with a parallel data transposition strategy.
Introduction
The early development of numerical models for weather prediction was concerned with large-scale synoptic dynamics. These ows are characterised by slow-moving Rossby waves and quasi-geostrophic enstrophy-cascade energy spectra. Traditionally, atmospheric models were based on incompressible governing equations and the hydrostatic approximation. Atmospheric models generally avoid using the fully compressible governing equations since high-frequency acoustic waves impose severe time-step restrictions. Acoustic and gravity waves carry very little energy in comparison with the rotational Rossby modes associated with large-scale atmospheric motion. In fact, gravity waves are regarded as noise in synoptic-scale global weather prediction models. However, rotational-wave mode interactions are important in meso and micro scale models. In the atmosphere, this occurs at scales below 300-400 km where phenomena such as gravity wave breaking become important. In order to study these e ects a new generation of nonhydrostatic limited area atmospheric models based on the anelastic or fully compressible Euler/Navier-Stokes equations has been developed by the atmospheric modeling community.
The Mesoscale Compressible Community (MC2) model is a fully compressible nonhydrostatic limited area atmospheric model used in Canadian Universities and Environment Canada for mesoscale and microscale atmospheric research . A detailed description of the original numerical formulation is given by Laprise et al. (1997) .
In particular, the model employs a fully 3D semi-implicit semi-Lagrangian time discretisation scheme and a generalized terrain-following coordinate system. The origins of MC2 can be traced to mesoscale and microscale models developed over the past two decades. In particular, Clark (1977) introduced the terrain-following vertical coordinate transformation of Gal-Chen and Sommerville (1975) into an anelastic model for small scale studies. This transformation is now widely used in nonhydrostatic mesoscale models. It was also implemented in a compressible model for the study of moist mountain waves described by Durran and Klemp (1983) who use the Klemp-Wilhelmson (1978) split-explicit time integration scheme. A semi-implicit scheme was rst applied in a compressible limited area model by Tapp and White (1976) to treat acoustic waves and was later extended by Cullen (1990) to retard the fastest-moving gravity waves. A two-time-level semi-Lagrangian time integration scheme was introduced into this model by Golding (1992) . The work of Ikawa (1988) illustrates that stability problems may arise with traditional semi-implicit formulations in the presence of steep terrain and Skamarock et al. (1997) were thus motivated to treat all horizontal pressure gradient terms implicitly. The resulting elliptic problem for the pressure contains cross-derivative terms with variable coe cients and is solved with the nonsymmetric generalized conjugate residual GCR(k) Krylov iterative method described in Margolin (1994), (1997a) and Smolarkiewicz et al. (1997b) . The new formulation of the MC2 model described herein now employs the mathematically equivalent Generalized Minimal Residual (GMRES) Krylov solver of Saad and Schultz (1986) .
Model Formulation
The MC2 model is an extension of the fully compressible limited-area model developed by Tanguay et al. (1990) . The model employs a non-orthogonal coordinate system with a generalized terrain-following height coordinate based on the transformation (X; Y; z) = H z ? h(X; Y ) H ? h(X; Y )
introduced by Gal-Chen and Sommerville (1975) ) is the Exner function, where T = , q = ln(p=p 00 ), p 00 = 1000 mb. R and c p are the gas constant and heat capacity for dry air at constant pressure, = R=c p . U, V and w are the wind images in projected (X; Y; z) coordinates and g is the gravitational acceleration. K = (U 2 + V 2 )=2 is the pseudo kinetic energy per unit mass. Momentum (F U ; F V ; F w ) and heat Q sources or sinks are also included.
Lateral boundary conditions are obtained either from a global model or as part of a one-way nesting strategy within a limited area domain. The new formulation of MC2 now employs in ow/out ow or open lateral boundary conditions as opposed to free-slip or solid walls to close the system of partial di erential equations (PDEs) and thus obtain a wellposed problem according to Oliger and Sundstr om (1978) . The numerical implementation of lateral as well as consistent top and bottom boundary conditions is presented in the appendices. Over-speci cation of boundary data is still a potential source of errors. A Davies type boundary relaxation scheme is applied at the end of a time step, where model variables computed on the interior of the computational domain are relaxed to environmental or driving model values such as U e near the lateral boundaries (Davies 1976) . Such a scheme is sometimes referred to as a gravity wave`absorber' since the overall e ect is to damp spurious wave re ections o the lateral boundaries due to a change in grid resolution or over-speci cation of boundary data.
Semi-Implicit Semi-Lagrangian Scheme
To overcome the severe numerical stability constraints imposed by gravity and acoustic waves in explicit time-stepping schemes, a fully 3D semi-implicit semi-Lagrangian time discretisation is employed. A semi-Lagrangian time integration scheme approximates the material derivative (2) of a scalar eld ( X; t ), along trajectories de ned by dX dt = S U ( X; t ); dY dt = S V ( X; t ); dZ dt = W ( X; t )
A centered-in-time approximation of D =Dt on a trajectory originating at the upwind departure point ( X ? ; t n?1 ) and terminating at a grid point ( X + ; t n+1 ) is D Dt D t = ( X + ; t n+1 ) ? ( X ? ; t n?1 ) 2 t
Interpolation is used to compute (X ? ; t n?1 ) at the upwind point. In essence, the method depends on the accurate backward integration of (3) to obtain displacements = ( ; ; ) where X ? = X + ? 2 and X 0 = X + ? are the departure point and midpoint. To integrate (3), Robert (1981) combined a rst-order estimate of the displacements with two iterations of a second-order Runge-Kutta or midpoint integration method. Since the velocity is interpolated between grid points, this approach is very costly in 3D. Smolarkiewicz and Margolin (1997a) demonstrate that Adams predictor-corrector type methods similar to the one proposed by Malevsky (1996) provide the same accuracy and are far more e cient. In this case, the velocity is obtained by linear extrapolation U( X + ; t n+1 ) = 2 U( X + ; t n ) ? U( X + ; t n?1 ) V ( X + ; t n+1 ) = 2 V ( X + ; t n ) ? V ( X + ; t n?1 )
W( X + ; t n+1 ) = 2 W( X + ; t n ) ? W( X + ; t n?1 )
followed by one iteration of a midpoint corrector to obtain displacements = t S U Computational costs can be signi cantly reduced in 2D and 3D by neglecting higher-order terms which do not a ect the global truncation error. For example, Ritchie et al. (1995) construct`truncated' Lagrange polynomials by dropping O( x 2 y 2 ) terms. A truncated form of the Newton polynomial is described in Malevsky and Thomas (1997) . When combined with a predictor-corrector ODE solver, this resulted in a 50% improvement in e ciency over the original semi-Lagrangian algorithms implemented in MC2. Despite the signi cant improvement in computational e ciency, semi-Lagrangian advection may not be cost-e ective at the mesoscale in the presence of topography, since the time step must respect the advective time scale (Bartello and Thomas 1996) . Indeed, numerical simulations of stationary hydrostatic mountain waves with MC2 indicate that for an advective Courant number C > 1 the numerical solutions become severely distorted (H ereil and Laprise 1996) . Further comparisons of the e ciency and accuracy of Eulerian versus semi-Lagrangian schemes are thus warranted at meso and micro scale resolutions for di erent ow regimes. A semi-implicit, semi-Lagrangian time discretisation of the compressible governing equations implies that the system of prognostic equations is integrated according to D Dt + L( (X; t) ) = R( (X; t) ) + F( X; t )
In discrete form, D t + L t = R x + F ? and elds appearing in the linear terms L are averaged in time t using either a centered or o -centered approximation. The e ect of time averaging is to reduce the phase speed of the gravity waves and sound waves associated with these terms. A linear stability analysis of the semi-implicit scheme applied to the Euler equations is presented in the appendix of Tanguay et al. (1990) . Nonlinear terms are normally evaluated at the trajectory midpoint R( (X 0 ; t)). However, a spatial average R x is applied along trajectories to stabilize the numerical response of the leap-frog scheme to nonlinear forcing (Tanguay et al. 1992) . The combination of these space and time averages is sometimes referred to as an Eulerian treatment of mountains (Ritchie et al. 1996) . The overall e ect is to introduce mild numerical dissipation which damps the spurious resonant response of the semi-implicit semi-Lagrangian scheme to stationary forcing.
In the original numerical formulation of the MC2 model, pressure gradient terms were split into horizontal (treated implicitly) and vertical (treated explicitly) components. Existing mesoscale models have tended to split and lag the`o -diagonal' pressure gradient terms in time to avoid having to solve highly nonsymmetric systems of equations containing cross-terms. Such simplifying assumptions can lead to signi cant errors in the presence of steep terrain (see Skamarock et al. (1997) and Ikawa 1988 
Space Discretisation
The governing equations are discretised using centered second order nite-di erences on an N i N j N k Arakawa`C' type grid (Laprise et al. 1997 ) with uniform spacing ( X; Y; Z ). Variable spacing in the vertical direction is made possible by the introduction of the generalized co-ordinate Z. The standard convention in atmospheric modeling is to denote elds located at grid cell centers by q 0 ijk . Staggered wind images are denoted U i?1=2;j;k , in the X-direction, V i;j?1=2;k , in the Y -direction, and w i;j;k?1=2 , in the Z-direction.
The space discretised form of equations (10) is summarized below along with the main nite di erence operators which now explicitly include the Gal-Chen transformation. 
These equations are only valid strictly away from the boundaries. Finite di erence operators are summarized below.
where X and X are the standard di erence and averaging operators.
The horizontal derivative operators~ X2 and~ Y 2 and related discrete divergence
are part of the original model formulation (Laprise et al. 1997) . The divergence div( V ), metric factors G 1 and G 2 , along with the F 1 and F 2 terms are presented in Appendix A.
Several alternative implementations of semi-Lagrangian advection are possible on a staggered Arakawa`C' grid. The MC2 model adopts the approach described in Robert (1993) , where the staggered wind images are interpolated to grid cell centers and displacements are computed there. A stencil analogous to (6) in 3D is then computed to obtain the upwind components of Q . Displacements are interpolated onto the corresponding grid before components of the right-hand side terms Q are advected from their upwind positions at time t n?1 to an Eulerian grid point at time t n+1 . Interpolation of the displacements may result in a loss of accuracy. Smolarkiewicz and Margolin (1997a) were thus motivated to use a non-staggered Arakawa`A' grid in an Eulerian/semi-Lagrangian formulation of a Lipps-Hemler anelastic model.
Boundary Conditions
Lateral boundaries are now speci ed as open with in ow/out ow determined by the normal components of the velocity (as opposed to solid walls and a free-slip condition). Gradients of the remaining variables are then speci ed to close the problem. Consistent lateral as well as top and bottom boundary conditions require some care when applying the Gal-Chen transformation. To a large extent the staggered Arakawa`C' grid and the semi-implicit scheme determine the precise numerical form of boundary conditions. In the horizontal direction, the normal velocity components U1 2 ;j;k in the west, U N i ? 1 2 ;j;k in the east, V i; 1 2 ;k in the south and V i;N j ? 1 2 ;k in the north intersect the boundary. For the discrete system of equations (11) Semi-Lagrangian advection implies upwind interpolation across lateral boundaries for in ow regions. Upwind information is therefore required outside of the domain for all variables (including normal wind components), at internal grid points immediately adjacent to the lateral boundaries. Assuming an advective Courant number C < 1, values of all variables at times t and t? t are speci ed at three additional grid rows surrounding the computational domain. Thus, advection for external upwind points is computed in exactly the same way as for internal upwind points. In Eulerian advection schemes, this is equivalent to specifying a nite di erence at the boundary, which in turn constitutes a numerical approximation of the gradient across the boundary at in ow points. Finally, at or near the vertical boundaries, some operators must be speci ed in the absence of grid points. In particular, this is the case in the above relation since the horizontal wind components are not de ned at level 1=2. The most cumbersome part of the new numerical formulation of the MC2 model is the elliptic operator L, which results in a highly nonsymmetric linear system of equations to solve every time step. The GMRES iterative elliptic solver now employed in MC2 is presented in the next section. The nite di erence form of the elliptic operator including boundary conditions is detailed in Appendix B (horizontal partr 2 ), and in Appendix C (vertical partD 1D2 ). The major di erences between the original MC2 model formulation and the new or modi ed MC2 should now be apparent. Fundamentally, no special treatment is accorded metric terms arising from the terrain-following transformation. Simpli cation of the above linearisation process and numerical stability in steep terrain are achieved at the expense of a more complex elliptic problem to solve every time step. The added complexity is partially compensated for by the fact that the equation relating W and w is now purely diagnostic and no longer averaged along trajectories.
Elliptic Solvers
The original implementation of the MC2 model employed a 3D variant of the alternating direction implicit (ADI) method to solve the elliptic boundary value problem for the log pressure perturbation q 0 . The solver was implemented as a Richardson iteration with Peaceman-Rachford (1955) cyclic acceleration parameters and ADI preconditioner. The elliptic operator arising from the new semi-implicit scheme described above contains odiagonal cross-derivative terms and results in a highly nonsymmetric linear system of equations. In order to solve these equations, a robust iterative Generalised Minimal Residual (GMRES) Krylov type solver has been introduced. The original 3D ADI scheme is still retained, but is now employed as a preconditioner for the GMRES iteration, since the original elliptic operator is still contained within L. Smolarkiewicz and Margolin (1994) analyzed a class of iterative Krylov subspace solvers for the problem L( ) = R on a domain with non self-adjoint negative de nite elliptic operator L. The authors derive Krylov solvers from variational principles applied to the pseudo-time integration of a high-order wave equation to steady state. The particular solvers they describe are essentially of the Generalized Conjugate Residual (GCR) type, but also allow for a more robust and exible`right-preconditioning' strategy (see below for further details). The GCR algorithm is a minimal residual Krylov method which minimizes the L 2 ( ) norm of the residual r = L( ) ? R at every iteration for negative de nite elliptic operators L (Eisenstat et al. 1983 , Elman 1982 , Elman 1984 . Saad and Schultz (1986) proposed the closely related Generalized Minimal Residual (GMRES) algorithm. GMRES is mathematically equivalent to the GCR algorithm when the symmetric part of the elliptic operator L is negative-de nite. In this case, the two algorithms produce an identical sequence of iterates. In general, GCR may break down when the underlying elliptic operator L is inde nite which is a rare case in computational uid dynamics (CFD) applications.
To minimize model execution time, a preconditioner must be found which accelerates the solver convergence rate without incurring a large computational overhead. The design of a suitable preconditioner is usually problem dependent. Preconditioners can be based on operator splittings such as the classical iterations (Richardson, Jacobi, SOR, ADI, etc.) or more sophisticated techniques such as multigrid can be employed. Rather than being viewed as competing solver technology, the excellent convergence rates achieved by multigrid methods can be improved by Krylov accelerators. The use of multigrid or multilevel type preconditioners in the context of Krylov subspace methods is facilitated by variable preconditioning. Flexible variants of GMRES and GCR allow the preconditioner to vary at each inner iteration, a feature that is quite useful in domain decomposition type algorithms or in any parallel computing implementation. This also permits the introduction of a secondary iterative procedure as a right preconditioner. In standard non-exible techniques, these inner solutions must be exact or highly accurate within each subdomain. For exible Krylov solvers this does not have to be the case. The exible variant of the GMRES algorithm (FGMRES) developed by Saad (1993) 
by a modi ed Gram-Schmidt process, where each new vector to be orthogonalized is generated from all previous basis vectors. When the preconditioner is constant, M j = M for j = 1; : : : ; m, the method is equivalent to the standard GMRES algorithm, rightpreconditioned with M. The approximate solution x m obtained from this modi ed algorithm minimizes the residual norm kb ? Ax m k 2 over x 0 + SpanfZ m g.
Simple and e ective preconditioners to improve the convergence rate of a Krylov type iteration such as the FGMRES algorithm described above can be based on classical stationary methods such as the point Jacobi or Gauss-Seidel iterations. These methods are derived from a splitting of the coe cient matrix A = D ? E ? F, where D is the diagonal of A, ?E is the strictly lower triangular part and ?F is the strictly upper triangular part of the matrix. Unless otherwise stated, the natural ordering of grid points is assumed. The Jacobi iteration is the simplest method and also avoids the possible introduction of the directional bias inherent to Gauss-Seidel. (14) is replaced by a matrix polynomial P(M ?1 A) 2 K m where K m is a Krylov subspace.
The discretised elliptic operator in a nonhydrostatic pressure solver will be dominated by the vertical terms when the aspect ratio X= Z is large. Therefore, an e ective preconditioning strategy is to invert the vertical components of the elliptic operator. Skamarock et al. (1997) apply this strategy in a Generalized Conjugate Residual (GCR) Krylov type solver for nonhydrostatic models by using a vertical Alternating Direction Implicit (ADI) line relaxation preconditioner. The ADI method of Peaceman and Rachford (1955) was originally proposed as a method for solving parabolic partial di erential equations such as the heat conduction equation u t = u + r with forcing term r. When this PDE is discretised by the method-of-lines, the resulting system of rst-order ordinary di erential equations with constant coe cient matrix A is given by u 0 = Au + r. In two dimensions, an ADI time integration scheme is based on the splitting A = H + V , where the H and V represent the horizontal and vertical components of the discrete elliptic operator based on centered second-order nite di erences. An iteration for solving elliptic problems can be derived if the time step t=2 is replaced with an acceleration parameter . By cycling through a sequence of across the spectrum of A, fast convergence rates may be achieved and the original MC2 solver was based on a stable generalisation of this algorithm to three dimensions. To construct a vertical ADI line relaxation preconditioner for the n n linear system Ax = b, the equivalent of (17) is applied with u k+1=2 = u k and u 0 = 0.
The largest possible acceleration parameter is chosen so that the above integration scheme remains stable. A slightly more implicit line relaxation scheme can be constructed by a generalization of the point Jacobi iteration (14) Generalization of the line Jacobi scheme to the 3D elliptic operator described in Appendix B is straightforward. The vertical ADI scheme (18) splits and weights (with ) the diagonal terms of the discrete operator, whereas the line Jacobi scheme inverts the diagonal and vertical o -diagonal terms of the operator. We have implemented both vertical ADI and line Jacobi relaxation preconditioners for FGMRES in MC2 and found that the line Jacobi scheme can be more e cient, resulting in lower wall-clock execution times (see also Thomas et al 1997) . For isotropic grids, the original 3D ADI solver implemented in MC2 is now employed as a preconditioner since the original elliptic operator is contained within the more implicit problem. The solution of tridiagonal linear systems of equations implies global data dependencies, thus a parallel data transposition strategy has been adopted in a distributed-memory implementation of the elliptic solver. A more detailed description of the transpose and the parallel performance of the 3D ADI preconditioner will be presented elsewhere. The computational e ciency of the model using 1D vertical Jacobi and 3D ADI line preconditioners is presented in the next section.
Numerical Experiments a. Mountain Waves in Steep Topography
To demonstrate that the new more implicit formulation of the MC2 model is stable and accurate in steep topography, we rst simulate a 2D hydrostatic nonlinear mountain wave problem similar to the one displayed in Figure 1 of Skamarock et al. (1997) (see also Pinty et al. 1995) . The nonhydrostatic fully compressible model used in this simulation was discretised using a forward-in-time or two-time-level semi-implicit scheme with 2nd order Crowley advection, whereas the MC2 model is based on a centred-in-time or three-time-level leapfrog time discretisation scheme. Topography is a bell-shaped mountain, h(X) = h 0 1 + (X=a) 2 The hydrostatic mountain wave is displayed in Figure 1 Skamarock et al. (1997) note that 1D vertical line preconditioners are most e ective for the anisotropic grids employed in the hydrostatic mountain wave problem, however, the number of GMRES iterations scales roughly with the time step size, implying a doubling of the number of iterations required in the leapfrog scheme as opposed to the forward-intime scheme. Indeed, our simulation results for this problem would tend to con rm this observation (see convergence rate in Figure 2 ). The solver convergence criteria is currently based on the relative residual norm " < kr k k 2 =kr 0 k 2 . For the hydrostatic problem above, the solution does not change below " = 10 ?6 . Perhaps the best measure of solver convergence is the rms divergence or an estimate thereof, since it is an indication of whether or not the numerical form of the Gauss divergence theorem has been satis ed (see Appendix A). In the above simulation is was found that the rms divergence does not decrease any further beyond " = 10 ?5 .
To examine the e ect of resolution on the preconditioner, a second simulation was run in the nonhydrostatic regime at a higher horizontal resolution of X = 1 km. The mountain half-width is also reduced by a factor of 10 to a = 5 km. The Courant number is maintained at C = 0:1, with time step now t = 5 sec. A plot of the nonhydrostatic wave is given in Figure 3 just prior to breaking. Twice the number of GMRES iterations are now required to reduce the relative residual with the vertical line-Jacobi preconditioner as the grid becomes more isotropic (see Figure 4) . Nevertheless, the solver is able to handle the large metric terms G IJ resulting from the steeper terrain slope G = h 0 =2a = 0:2 and the model remains stable throughout the entire integration.
b. Parallel Computational E ciency
For a distributed-memory message-passing model of parallel computation, the N i N j N k computational grid is partitioned across a P X P Y logical processor mesh. A domain decomposition in the horizontal direction is employed due to the strong vertical coupling in physical parameterisation packages and since the number of grid points in the vertical direction is typically one order of magnitude less than in the horizontal. Each processor therefore contains N i =P X N j =P Y N k points, resulting in a near optimal surface to volume grid point ratio for semi-Lagrangian advection and application of the elliptic operator in the GMRES solver. For both algorithms the communication overhead associated with boundary data exchanges between subdomains is minimal when compared with computations. The 1D vertical ADI and Jacobi line relaxation preconditioners are also well-suited to a horizontal decomposition, since the only global data dependency is in the vertical direction within tridiagonal solvers. However, the 3D ADI preconditioner requires global data in each of the three coordinate directions in order to solve tridiagonal linear systems of equations during each ADI sweep. Thus, the right-hand side b and solution x k must be re-mapped to perform 
To compare the computational e ciency of the model using the parallel 1D Jacobi and 3D ADI line relaxation schemes, a quasi-hydrostatic test case was run on up to 16 processors of a Cray/SGI Origin 2000 computer using the MPI message-passing library. The purpose of our test was to determine if the communication overhead associated with the data transposition strategy would adversely a ect the computational e ciency as the number of processors is increased. A 120 120 35 grid at 2.5 km horizontal resolution with model lid set at 23 km was employed in a mesoscale forecast over the British Columbia lower mainland. The 30 hour forecast using the MC2 model was run with version 3.5 of the RPN physics package including radiation and stratiform condensation parameterisations. The integration consisted of 1800 time steps of length t = 60 sec using both 1D and 3D preconditioners and the results are summarized in Table 1 . Despite the fact that the 3D ADI preconditioner results in a much faster convergence rate for the GMRES solver, the overall model execution times are very close. Since the grid aspect ratio X= Z for this problem is O(10), the 1D line Jacobi scheme is still competitive. However, in both cases the wall-clock execution times decrease linearly and the data transposition overhead appears not to adversely a ect performance up to 16 processors. and that the one-way nesting strategy functions correctly. In particular, it should be possible to solve the implicit wave equation to machine precision if the boundary conditions for the elliptic problem are handled properly and if the discrete form of the Gauss divergence theorem is respected (implying that there are no spurious sources or sinks of mass). The approach is simple and straightforward; the model is run on a large outer computational domain and then run once again using one-way nesting on a smaller interior domain at exactly the same resolution. To make the problem more di cult (and interesting), the interior domain is speci ed in such a way that lateral boundaries pass over steep topography. Gravity wave absorbing devices near lateral boundaries are not applied. Despite the fact that in real applications the model would normally be run at higher resolution in a cascade, this test is useful for demonstrating that the boundary conditions are correct as is the discrete form of the semi-implicit wave equation. Moreover, the ow simulation produced by a limited-area model on the interior domain should not degrade when the same resolution is employed (in fact the same grid) and without recourse to any time or space interpolation at the boundaries (see for comparison Warner et al. 1997) .
Interior domain grid points correspond to those of the larger exterior domain and the wind components on the interior boundary are obtained at each time step from their corresponding computed values at the same grid points on the larger domain. It should then be possible to exactly reproduce the solution computed on the exterior domain within the interior domain. The chosen test problem begins with a hydrostatic hemispheric scale control run at 250 km horizontal resolution over an outer domain containing 30 30 5 grid points with the model lid set at 14 km, implying X= Z = 90. The computational domain is displayed in Figure 5 with topography. The integration is for 24 hours with t = 3600 sec or one hour time steps. A 23 23 5 grid is used as the interior grid with the boundary passing over Greenland. In the control run the solver convergence criteria is set to " = 10 ?12 and these results are viewed as being exact for the interior nested run. RMS divergence is plotted in Figure 6 versus the solver stopping tolerance ". GMRES(10) iterations with line Jacobi preconditioning are plotted in Figure 7 versus ". The log pressure perturbation q 0 converges to machine precision when " is between 10 ?6 and 10 ?8 .
Conclusions
In this paper we have described a new semi-implicit formulation of the MC2 model. All horizontal pressure gradient terms are now treated implicitly and the resulting elliptic problem is therefore highly nonsymmetric. Thus, we chose to employ a robust GMRES Krylov iterative solver. In contrast with the original model implementation described in Laprise et al. (1997) , we implement open in ow/out ow boundary conditions instead of free-slip or solid wall conditions. In fact, the model can now be run without a Davies type gravity wave absorber and yet still reproduce ow simulations to machine precision on an interior nested domain at equivalent resolution. Several problems and inconsistencies with lateral as well as top and bottom boundary conditions have now been addressed. In particular, it was previously impossible to impose the correct bottom boundary condition on W since the relation W = G ?1 0 w + S( G 13 U + G 23 V ) relating the contravariant and covariant vertical velocities was treated as a prognostic equation and consequently time-averaged along trajectories. This equation is now regarded strictly as a diagnostic relation and immediately leads to the correct boundary condition. With open boundaries, the model must respect the numerical form of the Gauss divergence theorem over the computational domain. The solver convergence criteria must therefore be directly linked to the divergence of the ow eld. Problems with sources and/or sinks of mass in the original model may now be attributed to incorrect speci cation of boundary conditions in the solver (i.e. Neumann conditions are required), an inadequate solver convergence criteria and closed boundaries.
The primary objective in the construction of a preconditioner for the GMRES iterative solver is to minimize the model execution time. A preconditioner should be inexpensive to apply but at the same time accelerate the solver convergence rate. However, an increased convergence rate and computational e ciency are in direct con ict since the preconditioning matrix M should closely approximate the original coe cient matrix A. In the new formulation of the MC2 model, relatively simple line relaxation preconditioners have been implemented. Thus, the convergence rate of the solver may not yet be optimal. Both 1D vertical Jacobi and 3D ADI line relaxation preconditioners prove to be scalable on the distributed-shared memory Cray/SGI Origin 2000 supercomputer, thus implying that both anisotropic hydrostatic and isotropic nonhydrostatic ow regimes can be simulated e ciently on current generation parallel computer architectures.
Appendix A. Discretised Divergence and Horizontal Operators
The following formulation of the discretised divergence, written in terms of the contravariant wind components, respects the Gauss divergence theorem in discrete form. Near the top and bottom, speci cally for levels 1 and N k , all terms involving vertical derivatives (Q 13 and Q 23 and the last term) require special treatment. In the expressions for Q 13 and Q 23 the operators ( Z q 0 ) are undetermined for levels 1=2 and N k+ 1 2 . However, the hydrostatic approximation is employed for the corresponding explicit terms (to the right-hand sides of the momentum equations), these operators are absent here and we are left with: 
