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Abstract 
The basis of the so-called Zenon effect in Quantum Mechanics, is the limiting beha- 
vior of the unitary solution of Schroedinger`s differential equation, under repeated 
measurements. We examine the limit of a sequence of operators composed by a usual 
operator and an arbitrary projection operator.  
 
 
Introduction 
Recall that the Schrödinger equation describes the total energy of a particle in terms 
of potential and dynamical energy: 
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where ℏ  is Planks constant, m is the mass of particle, V(x) is the potential, 
2( , ) ( )nx t L +Ψ ∈ ×ℝ ℝ , x is the position of the particle at time t. The evolution of the 
quantum system is expressed by ℏ/itHe− , where )(
2
2
2
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H +∇−=
ℏ
 is the Hamilto- 
nian of the quantum system. 
Frequent measurement can slow the time evolution of a quantum system, hindering 
transitions to states different from the initial one (A.Beskow and J.Nilsson, 1967 and 
B.Misra and E.C.G Sudarshan, 1977). 
This phenomenon is known as the quantum Zeno effect. One can formulates the   
Quantum Zenon Effect as follows: 
Consider a quantum system whose states belong to the Hilbert space 2L  and whose 
evolution is described by the unitary operator )/exp( ℏiHtU t −= , where H is a time-
independent lower-bounded Hamiltonian, and 2 2M ME L L= the subspace defined by it. 
The Zeno effect problem can be focused on the limit operator  
( )MTMT EUEW /= , as →∝, =1,2,3,... 
If this limit exists, then the limit operators W (say) form a one-parameter semigroup, 
and the probability to find the quantum system in 2ML is 1 (according to Misra and 
Sudarshan). In other words if the limit exists the particle remains in 2ML . 
In this work we study a model based by an infinite sequence: ( )MTMT EUEW /= , 
 = 1,2,…, of operators on 2L , where T +∈ℝ , ME  is a projection operator and sU  is 
a unitary operator on 2L   
Notice that this problem is rather obvious on certain cases of projection operators ME  
commuting with the translation operator, we give the following examples:  
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Examples 
a) Let ME  be frequencies truncation operator: ,Mf E f→  who sends an element of 
2 ( )L ℝ  to 2ML , or for simplicity M, 
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k > 0,  we have  
( ( )( ) ( )TU f t f t T= +  is the usual translation operator) 
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trigonometrical polynomial of degree  , = 2,3… as in (a), it is not difficult to see 
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Section 1 
The general case of Zeno effect 
  
 
Definition 1. 
Let A⊆ ℝ and 2 2: ( ) ( )sU L A L A→  be a bounded operator such that: 
i) )()(lim
0
xfxfU s
s
=
→
  
ii) The derivatives of sU : 
0
r
sr
s
d
U
ds
=
, for r = 1,2, around s = 0 exists and they are 
bounded operators on 2 ( )L A . 
 
Note that we can take as operator ( ) ( ) ( , )s s
A
U f x f t K x t dt= ∫ , satisfying the conditions 
(i), (ii) of Definition 1  which is a very general case. Also we did not restrict our self’s 
that sU  is unitary. This requirement we will get latter.      
 
Definition 2. 
Let M  is an arbitrary subspace of 2 ( )L A  and let{ }k ke ∈ℕ is an orthonormal base of M.  
i) We call mksmk eeUsR |:)(, = , for every k, m in ℕ . 
ii) ME  is the projection operator on M.  
 
Definition 3. 
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We call Propagator the family of matrices ,  1,2,...G  =  who have elements: 
( ) ( ) ( ) ( ) ( )
1 1 2 2 1 1
1 2 1
, , , , ,
0 0 0
: ...
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= = =
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Definition 4.  
B(s) will be a linear operator M M→ , such that  
( )k k
k
f e e x
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where { ( )}k ke x ∈ℤ  is a base of M. 
 
Lemma 1. 
We will show that under the conditions taken in Definitions 1, 2, that                               
i)  ( ) M sB s E U=  in M 
ii) ( )
r r
M sr r
d d
B s E U
ds ds
 
=  
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, r = 1,2  
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The operator B is clearly bounded as the product of two bounded operators. 
We next show that 
2
,
0
( )k m
m
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∞
=
< ∞∑ , for every k ∈ℕ . 
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The same we can do with
0
(0) sM
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dU
B E
ds =
′ = and 
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=
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Lemma 2. 
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Proof. 
Easy 
 
ote.We use the notation 
Be  for the transform
0 !
k
k
B
k
∞
=
∑ , whenever B is a bounded 
operator (See [G]). 
 
Lemma 3. 
For the transformation B(s) we have 
i) ( ) ( ),
0
( ) ( )
 


T T
k k k k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B e x G e x
∞
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ii) 0)0(lim )0( =−
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
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T
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Proof. 
i) We have: 
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In general:  
( ) ( ) ( )
1 1 2 1
1 2
, , ,
0 0 0
( ) ( ) ... ( )
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 and the result follows from definition 3. 
 
We will show that: ( ) ( )TB


TB
Oe 1)0(
)0(
1 =−+ ′′ , ∋ →∞ℕ . 
 
For to complete our purpose we need an asymptotic formula (see [A,S] pg 257): 
Let Γ  be the Gamma function. For a  real and positive and  ∈ℕ , the following 
asymptotic formula is valid:  
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a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Lemma 4. 
For the operator )(hB  we have, for h, s small, that there exists a number ],0[ s∈ξ  
such that: 
( ) )(
2
)0(
2
ξB
h
BhIhB ′′+′+=  
Where ).()( xfxIf =  
 
Proof. 
( ) )(|)()(|))((limlim /, xexexexeUR mkmkT
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From Taylor’s expansion theorem we get that: 
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,,, ξδ mkmkmkmk R
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RhhR ′′+′+= , where the )(, ξmkR ′′  are bounded for all k, m. 
So from the definition of B(s) we get the lemma.  
 
Lemma 5. 
( )( ) )0(lim BT
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We have ( )( ) ( )( )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The Main Theorem. 
The limit operator ( ) )(lim)( / xfEUExfW

MTM
 ∞→Τ
=  exists when   
i) )()(lim
0
xfxfU s
s
=
→
  
ii) The derivatives of sU : 
0
r
sr
s
d
U
ds
=
, for r = 1,2, around s = 0 exists and they are 
bounded operators on 2 ( )L A . Moreover  
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Proof. 
From Lemma’s 1-5we have:  
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-Let now M be an arbitrary subspace of 
2L and 
+M  the complement of M. Let 
0=s
s
ds
dU
be a bounded self-adjoint operator of 2L  and{ }( )k ky x ∈ℕ  be a base of 
2L  such 
that )()(
0
xyxy
ds
dU
kkk
s
s λ=
=
, where 
kλ  are eigenvalues of the above operator. 
Moreover there exists bases of M  and 
+M i.e. { }( )k ke x ∈ℕ ,{ }( )k ke x
+
∈ℕ
, respectively 
such that { } { } { }( )k k kky x e e+∈ =ℕ ∪ .  
Let 



∈
∈
= +
2
1
,
,
Ike
Ike
y
k
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21 , II are the counter sets of  the elements of the bases M  and 
+M , respectively. 
From Main Theorem we easily get that )()( 0 xfexfW
M
s
s
M E
ds
dU
ET 





⋅
Τ
== . 
It is ( ) ( )k k
k
f x f y y x
∈
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ℕ
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, where )(
1
kX I  is the characteristic 
function on 1I . 
Thus  
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1
0 0 00
( ) ( ) ( ) ( )
! !
s
M
s
ndU n nTE
nds s
M M k I k k
n n ks
dU T T
e f x E E f x X k f y y x
ds n n
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∞ ∞ ∞
= = ==
 
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 
∑ ∑ ∑  
1
( ) ( ,0) ( )k
T
T T k k
k I
W f x W x e f y y x
λ
∈
⇒ = Ψ =∑ )0,(0 xEeE Mds
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T
M
s
s
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So from the above method we get the next theorem: 
 
Theorem 1. 
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The limit operator )0,(xWTΨ  can be written in the form:  
( ,0) ( ,0)iTHT M MW x E e E xΨ = Ψ , 
Whenever 
0
lim s
s
dU
ds→
= i H and H is a skew-adjoint linear operator and 
sU  satisfies the 
conditions of the Main Theorem. 
 
Corollary.  
If sCsU e= , then if C is self-adjoint operator and C < ∞ , then    
)0,()0,( xEUExW MTMT Ψ=Ψ . 
 
Consider now a Quantum system Q, whose states belong to a Hilbert space 2L  and 
whose evolution is described by the unitary operator B. ME  is the projection that does 
not commute with B, [ ] 0, ≠BEM , and 2 2M ME L L=  the subspace defined by it. The 
initial density matrix 0ρ  of the system Q is taken to belong to ML . 
MM EE 00 ρρ = , 10 =ρTr . 
The probability to find the system on ML  is  
[ ]*0 TTM WWTrP ρ= . 
Let 
sU  is an operator with IU =0  then 
( ) === ∑∑
k
kk
T
Tk
k
kTTkM IXxyeWyyWWyP
k )()( 10
*
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λρρ  
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∑ ∑
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* λλ δ  
*
1
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T T
k k k
k I
y e w e y x
λ λ
∈
= =∑  
*
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( )k kT
k
k I
e w
λ λ+
∈
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Thus we get the next theorem: 
 
Theorem 2. 
[ ]*0 TTM WWTrP ρ=
*
1
( )k kT
k
k I
e w
λ λ+
∈
=∑ , and if 
0=s
s
ds
dU
 is skew adjoint then 1=MP . 
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Proof. 
If 
0=s
s
ds
dU
 is skew adjoint then the eigenvalues Im( )kλ ∈ ℂ . Hence easy 1=MP . 
 
 
Section 2 
Matrix Mechanics 
 
 
Definition 1 
Let S be the set of all infinite-dimensional matrix, which the norm of 
( ), ,k m k mR R S∈= ∈ℕ  is R < ∞ . 
 
ote. We can take as norm of S the relation: ,
, 0
: .k m
k m
R R
∞
=
= < ∞∑  
The above norm must have the following properties: 
( ) : 0,  0 0i R R R≥ = ⇔ =  
GRGRii +≤+:)(  
RaaRiii ⋅=:)(  
GRRGiv ⋅≤:)(  
 
Definition 2 
Let ( ) ( )jiji BBRR ,, , ==  are two matrices in S we define the mapping J such that, 
whenever there exists the relation: BeR = , ( )jiji RJB ,, = . 
 
The above mapping J has the following property: 
Whenever: ( ) ( ))2,1(,)2,1()2,1(,)2,1(  , jiji BBSRRS =∋=∋ , )2,1(
)2,1(
BeR =  and 
)1()2()2()1( BBBB = ,  we have:  
( ) ( ) ( ))2(,)1(,)2( ,)1(, jiji
k
jkki RRJRJRJ +=∑  . 
An explanation to this is the relation: 
)2()1()2()1( RReBB +=⋅ . 
 
We observe that the propagator ( ) ( ) ( )
1 1 2 1
1
, , ,
0 0 0
...
 

T T T
k k k k k k  
k k k
R R R
−
∞ ∞ ∞
= = =
⋅ ⋅∑ ∑ ∑  in  
Definition 3 of Section 1 is the ( kk , ) element of some infinite dimensional matrix. 
If we set 










=






T
R

T
R mk , , then it is easy to see someone that  
( ) ( ) ( )
1 1 2 1
1
, , ,
0 0 0
...
 


T T T
k k k k k k  
k k k
T
R R R R
 −
∞ ∞ ∞
= = =
    = ⋅ ⋅   
    
∑ ∑ ∑ . 
We call 
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mk
s
s
mk
s
mk ee
ds
dU
sRR |:)(lim))0((
0
,
0
,
=
→ 



=′=′ , 
( ) mk
s
s
mk
s
mk
ee
sd
Ud
sRR |:)(lim)0(
0
2
2
,
0
,
=
→






=′′=′′ . 
It is easy to see someone that if (0) ,  (0)R R′ ′′ < ∞  then, for h, so small as we want 
from Taylor expansion theorem, there exists a number ],0[ s∈ξ  such that: 
( ) )(
2
)0(
2
ξR
h
RhIhR ′′+′+=  
Where I  is the identity matrix. 
 
Lemma 1. 
Let K ∈S. Then the next limit is valid with respect to norm  .  of S: 
( )lim 0 KK

I e
→∞
+ − = . 
Thus as in Section 1 ( ))0(explim RT

T
R


′⋅=











∞→
, whenever ∞<′ )0(R . 
 
Theorem 1. 
Let M is an arbitrary subspace of 2L and let{ } ,...2,1=kke is an orthonormal base of M. 
Then iff (0) ,  (0)R R′ ′′ < ∞ ,    
( ),
0 0
( ) (0) ( )T k k m m
k m
W f x f e J T R e x
∞ ∞
= =
′= ⋅∑ ∑  
When )( ,mkaA = , )( ,mkaJ  is the mapping who gives the (k, m) element of 
Ae .  
 
Proof. 
( ) =
∞→
)(lim / xfEUE

MTM

( ),
0 0
lim | ( )
 

T
k k k k 

k k
f e e x G
∞ ∞
→∞
= =
∑ ∑  
Thus we easily get the theorem as in section 1.  
 
 
 
Section 3 
The semigroup and other properties 
 
 
Lemma 1. 
The operator 
)0(BTe
′
sends an element of M into M. 
 
Proof. 
Let Mf ∈  and { }0)()()0( −∈= +′ Mxgxfe BT , where +M  is the complement of M. 
We have that for every 0 00,  :  ε > ∃ ∀ >   
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( ) ε<′−∑
=
′
20
)0( )()0(
!
)(

k
k
k
BT xfB
k
T
xfe , or ( ) ε<′−∑
= 20
)()0(
!
)(

k
k
k
xfB
k
T
xg  
Clearly ( ) MMB k →′ :)0( . 
Now 
( ) ( )
0 0
( ) (0) ( ) ( ) (0) ( )
! !
k k 
k k
k k
T T
g g x B f x g g x B f x g g
k k
ε
= =
′ ′= − ≤ − ⋅ < ⋅∑ ∑  
So g = 0, contradiction. 
 
Theorem 1. 
If the limit operator ( )/( ) lim ( )

T M T  M

W f x E U E f x
→∞
=  exists then  
2121 TTT
WWW +Τ =  
 
Proof.  
From Lemma 1  
=== ′′′′Τ )()()(
)0()0()0()0( 2121
21
xfEeexfEeEexfWW M
BTBT
M
BT
M
BT
T  
)()(
21
21 )0()( xfWxfEe TTM
BTT
+
′+ = . 
  
Lemma 2.  
Whenever M is dense in 2 ( )L ℝ , 
0( ) ( )
s
s
dU
T
ds
T M M
W f x E e E f x== . 
 
Proof. 
Let M has base{ }k ke ∈ℕ . 
We write 0( ) ( )
s
M M
s
dU
T E E
ds
T M MW f x E e E f x
=
⋅
= . From [M,S] , there exists a self- 
adjoint operator C such that ( ) ( )
iTC
T M MW f x E e E f x=   
It is clear from the main theorem that for every
2( )f L∈ ℝ  we have the relation (see 
[M,S]):  ⇔=′ )()()0( xfEeExfEe M
iTC
MM
BT
  
(0)
0 0
( ) ( )TB iTCk k M k k
k k
e f e e x E e f e e x
∞ ∞
′
= =
= ⇔∑ ∑  
(0)
0 0
( ) ( )TB iTCk k k M k
k k
f e e e x f e E e e x
∞ ∞
′
= =
= ⇔∑ ∑  
 
(a):
(0)
0 0 0
( ) ( ) ( ) ( )TB iTC
k k k k m m
k k m
f e e e x f e e e x e x e x
∞ ∞ ∞
′
= = =
=∑ ∑ ∑  
 
For )()( xexf j=  in (a) we get 
(0)
0
( ) ( ) ( ) ( )TB iTCj j m m
m
e e x e e x e x e x
∞
′
=
=∑  
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Now we expand the exponentials in Taylor series. (The operators )0(B′  and C are 
bounded.)  
( ) ( )
0 0 0
(0) ( ( )) ( ( )) ( ) ( )
! !
r r
r r
j j m m
r m r
T T
B e x iC e x e x e x
r r
∞ ∞ ∞
= = =
′ = ⇔∑ ∑ ∑  
( )
0 0 0
(0) ( ( )) ( ) ( ( )) ( ) ( )
! !
r r
r r
j j m m
r r m
T T
B e x iC e x e x e x
r r
∞ ∞ ∞
= = =
′ =∑ ∑ ∑  
Since the relation above exists for every T > 0 we get: 
( ) ( )∑
∞
−∞=
=′
m
mmj
r
j
r
xexexeiCxeB )()())(())(()0( , for every r = 0,1,2,… 
Thus for r = 1 we get 
0
(0)( ( )) ( ( )) ( ) ( )j j m m
m
B e x iC e x e x e x
∞
=
′ =∑  or equivalently  
,
0
(0) ( ) ( ( )) ( ) ( )k m m j m m
m m
R e x iC e x e x e x
∞ ∞
= =−∞
′ =∑ ∑  or from the definition of the R′  
 
0)()()(
0
=





−∑
∞
−∞= =
xexexeiC
ds
dU
m
m
mj
s
s  
 
Let now iC
ds
dU
G
s
s −=
=0
. We will show that G = 0 in 2 ( )L A . 
We have 
0
( ) ( ) ( ) 0j m m
m
Ge x e x e x
∞
=
=∑  for every j in ℤ  or   
0)()( =xexGe mj  for every j in ℤ . 
From the last relation it follows that 0=gGf whenever Mgf ∈, . 
From the density of M in 2 ( )L ℝ we get that for every
2( )h L A∈   there exists a sequence 
Mxg k ∈)( , k=1,2,3,… such that  00,  : ε∀ > ∃ > ε<−∑
= 21
)()(

k
k xgxh .  
Set 
1
: ( ) ( )

 k k
k
O G h x c g x g
=
 
= − 
 
∑ , g in M 
gxGhgxGgcgxGhO k

k
k )()()(
1
=−= ∑
=
 
But 
2
1
( ) ( )

k k
k
G h x c g x g G g ε
=
 
− < ⋅ 
 
∑ , where G  is the norm of G. 
So gxGh )( = 0 for every 
2( )h L A∈ , g in M.  
Let now (2) 2 ( )h L A∈ , because M is dense in 2( )L A , (2)
00,  : ε∀ > ∃ >  
(2) (2) (2)
1 2
( ) ( )

k
k
h x g x ε
=
− <∑ .  
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(2) (2)
1
( ) ( ) ( ) ( ) ( )

k k
k
Gh x h x c g x Gh x h x
=
− =∑  
Also 
(2) (2)
2
1 1 2
( ) ( ) ( ) ( ) ( ) ( )
 
k k k k
k k
Gh x h x c g x Gh x h x c g x
= =
− ≤ −∑ ∑ (2) (2)
2
G hε< ⋅  
Thus 
(2)( ) ( )Gh x h x (2) (2)
2
G hε< ⋅ , and G = 0 in 2( )L A  so iC
ds
dU
s
s =
=0
. 
 
 Next we examine the case of the operator 
( )∏
=
∞→
=

k
MtM

T EUEW k
1
lim:  
Where ME  is projection in the space 
2 ( )M L A⊆  and isH
s
U e=  is a unitary operator 
(H is skew adjoint). The kt  form a sequence such that ∞<=∑
∞
=
Tt
m
m
1
. 
We will show that  
 
 
Theorem 2.  
M
HT
MT EeEW
⋅=  
 
Proof. 
Let }{  },{ kky λ , k ∈ℕ are the eigenvectors and eigenvalues of H respectively. It is 
clear that if  }{}{}{
+∪= kkk eey  with ke  is a base of M 
+
ke  is a base of 
+M and 
1I , 2I  are the counter of the elements of the two subspaces ,  M M
+
, We can 
compute the operator: 
( )∏
=
=

k
MtM

T EUEW k
1
: . 
It is: ( ) === ∑∏
∞
−∞== k
k
Ht
kMM
k
MtMT xyeefEExfEUExfW k ))(()()(
1
1
1
1
 
∑ ∑
∞
−∞=
∞
=
=
k m
kI
m
k
m
kM xykX
m
t
efE
0
1 )()(
! 1
λ ∑
∞
−∞=k
kI
t
kM xykXeyfE
k )()(
1
1λ
  
In the same way we get: 
 ( )==∏
=
2
1
2 )()(
k
MtMT xfEUExfW k ( )∑
∞
−∞=
+
k
kI
tt
kM xykXeyfE
k )()(
2)(
1
21 λ
. And 
easily we deduce  
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( )==∏
=

k
MtM

T EUEW k
1
: ( )1
1
( ) ( )

m k
m
t

M k I k
k
E f y e X k y x
λ
=
 
 ∞  
 
=−∞
∑
∑ . Taking the limit 
∞→  we get ( )==∏
∞
=1
:
k
MtMT EUEW k ∑
∞
−∞=k
kI
T
kM xykXeyfE
k )()(
1
λ
. 
From another point of view we have 
=)(xfEeE M
TH
M …= ∑
∞
−∞=k
kI
T
kM xykXeyfE
k )()(
1
λ
and we complete the proof. 
 
An extension of the semigroup property is the following theorem. 
 
Theorem 3. 
If we observe the particle in random times kk tt ,2,1 ,  with ∑∑
∞
=
∞
=
==
1
,22
1
,11   , 
k
k
k
k tTtT  then 
2121 TTTT
WWW +=  
 
Proof 
Easy 
  
Theorem 4. 
It is easy to recover TW  when we now the values ( )
ixa
TW e , a∈ℝ . In special the 
next formulation is valid: 
( )(.)1( ) ^ (.)
2
ix
T M TW f x E f W eπ
=  
 
Proof. 
Using Parseval`s formula we get 
( ) =Ψ=Ψ itaTMT eWaEW )(^
2
1
00 π
 
( ) =−Ψ )()()(0 xatWtE TM δ  
=−Ψ ∑
∞
−∞=k
kI
T
kM xykXetyattE
k )()()()()(
10
λδ  
=Ψ ∑
∞
−∞=k
kI
T
kM xykXetytE
k )()()()(
10
λ
 
=







Ψ∑ ∫
∞
−∞=k
kI
T
k
R
M xykXedaayaE
k )()()()(
10
λ
 
∑
∞
−∞=
Ψ
k
kI
T
kM xykXeyE
k )()(
10
λ
. 
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Theorem 5. 
If f is some entire function and F skew adjoint operator then [ ]( ), 0Tf F W =  in M. 
 
Proof. 
Easy  
 
 
 
Section 4 
Applications and some theorems on Zenon effect 
 
 
Definition 1. 
We define Α  to be the set of all differentiable functions ( , ) :x yΘ × →ℝ ℝ ℝ  and 
( ,0) 1xΘ = . 
 
Definition 2. 
We define the operator 2 2: ( ) ( )sF L L→ℝ ℝ , ∫
∞
∞−
−= dttxgtfxfF ss )()()( , with 
),()(^ sis eg
γγ Θ= , and ( , )x yΘ ∈Α . 
 
Lemma 1. 
The operator Fs defined above is unitary. 
 
Proof. 
First we observe that Fs is an isometry, in fact we apply Parseval`s identity to get:  
 
222
),(
22
)(^)(^)()^()( ffeffFxfF siss ====
Θ γγγ γ  
 
Next we have to show that there exist 1−sF  such that IFF ss =
−1 , I  is the identity 
operator. 
 
We have easily: 
),()(^)(^)()^()()^( siss efgtffF
γγγγγ Θ==  
thus  
),()()^()(^ sis efFf
γγγ Θ−=  
and so ),()()^()(^ sis efFf
γγγ Θ−= . 
 
We apply in the last expression the Fourier inversion formula: 
∫∫
∞
∞−
Θ−∞
∞−
== γγ
π
γγ
π
γγγ deefFdefxf xisis
xi ),()()^(
2
1
)(^
2
1
)(  
∫ ∫
∞
∞−
Θ−∞
∞−
−− ⋅= γ
π
γγγ deedtethxhF xisiits
),(1 )(
2
1
)(  
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Therefore there exist 1 2 2: ( ) ( ),
s
F L L− →ℝ ℝ and 1
s
h F h−→ is defined as follows: 
And this completes the proof. 
 
Theorem 1.  
If ( ) ( ) ( ) ( )s s sU f x F f x f t g x t dt= = −∫
ℝ
 as above, then: 
( ) 0
( , )
1
( ,0) ^ ( ,0)
2
s
s
Ti
s i x
T M
W x E e e d
γ
γγ γ
π
=
∂Θ 
 ∂ Ψ = Ψ∫
ℝ
 
 
Proof. 
.)(^))()((^
!
))(^)((^)(^)(^)(^)(^
)(^
0
0 γγγγ
γγγγγγ
ss Tgn
s
n
nF
ds
d
T
n
s
n
sss
efgf
n
T
e
gffFgffF
==
⇒=⇒=
∑
∞
=
⋅
=
 
Thus using the inverse Fourier Transform we get   
0 0
^( )1
( ) ^ ( )
2
s s
s s
d d
T F T g
ds ds ixe f x f e e d
γ
γγ γ
π
= =
⋅
= ∫
ℝ
 
 
Theorem 2.  
If )()( xfexfU
isx
s =  then  
iTx
MT exExW )0,()0,( Ψ=Ψ  
 
Application 1. 
Let sF  an operator and Θ in A such that: ),(),(
2 sscss γφγ +⋅=Θ , with 
0
),(  :
=




∂
∂
∃
s
s
s
γφ  and ∞<



∂
∂
=0
),( 
s
s
s
γφ , for every γ  in ℝ  , c-constant and M 
dense in 
2
( )L ℝ . Then the limit operator has the form. 
)()( xfEexfW M
ciT
T =
∞
 
 
Proof. 
It is  c
s
s
s
=
∂
Θ∂
=0
),(γ
, for every γ ∈ℝ .Thus 
 =





∂
Θ∂
= ∫
∞
∞− =
γ
γ
γ
π
γ de
s
s
TifExfW xi
s
MT
0
),(
exp)(^
2
1
)(  
( ) )(exp)(^
2
1
xfEedeiTcfE M
cTixi
M =∫
∞
∞−
γγ
π
γ
 
 
ote. 
(Let Fs be a unitary operator such that:
2
2
2
( )
4
/ ( ) ( ) .
2
i x tiT

 T
T 
 i
F f x e f t e dt
Tπ
− −∞
−∞
⋅
= ∫  
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Then the limit operator of Zenon effect exists and is well defined i.e. 
)()( xfEexfW M
iT
T =
∞
, This is the case of the above application with c = 1 and 
2),( γγφ =s ). 
 
Application 2. 
Let ],0[ L=∆  and the projection in )(2 ∆L is )()()( xfxXxfE ∆∆ = , ∆X  is the 
characteristic function on ∆ . Let sF be a unitary operator such that: 
)()( sxfxfFs += so 
si
s eg
⋅= γγ )(^   and 
== =∂
Θ∂
+∞
∞−
Τ ∫ γγπ
γ
γ
defExfW s
s
s
iTxi
M
0
),(
)(^
2
1
)( =+
∞
∞−
∫ γγπ
γγ defE iTxiM )(^
2
1
)( TxfEM + . 
 
Application 3. 
If we take for ∑
∞
=
=
0
)(
k
k
k
ks
dx
d
saU , with 1 20 (0) (0) ...a a= = = , 1)0(0 =a  and then 
set kk ba =
′
)0( , ∑=
= k
k
k
k
s
s
ds
d
bU
ds
d
0
 . One can easily see that  
∫
∞
∞−
∑
Ψ=Ψ
∞
= γγ
π
γ
γ
deeExW xi
bT
MT
k
k
k
0)0,()^(
2
1
)0,(  
 
 
 
Section 5 
Zenon effect in linear non unitary time evolution 
 (another approx) 
 
 
From the above calculations it follows that if we have a Quantum system whose 
evolution is governed by a semigroup low i.e. )0,(),( xetx
tBΨ=Ψ , then the survival 
probability after continuous observation will be  
( )>< Ψ= 0Re)( BTeTP   
It is clear that if we have to deal with a system with H
i
B
ℏ
−
=  then due to self adjoint 
of H the probability becomes 1. 
 
Let us now consider a particle moving in the real line with mass m and charge q in an 
electromagnetic field described by an electrical potential V(x) and another potential 
A(x). 
 
The equation who describes the above system is given by  
),()()(
2
1),(
2
txxqVxA
c
q
ximt
tx
i Ψ








+




 −
∂
∂
=
∂
Ψ∂ ℏ
ℏ  
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We assume that the motion is governed by a semigroup low whose generator is B and 
the probability to find the particle not decaying is as above 
( )>< Ψ= 0
Re
)(
BT
eTP  
For these assumptions after some calculations we find that the survival probability is  
* 0
0 0
( )1
Re ( )
2
( ) R
Tq A x
A x dx
mc x x
P T e
 ∂Ψ ∂  Ψ + Ψ  ∂ ∂  
∫
=  
As someone can see the above probability is independed of the existence of the 
potential V(x). 
 
Let us proceed with an example  
 
Let 
2
4
2
)0,( xex −=Ψ
π
is the initial state of the particle. The potential A is given by 
( ) , , 0sA x ax s a= ∈ >ℝ . Then for these assumptions we get that the survival 
probability is  
( )( ) 




 +Γ−−
= 2
11cos2 2/
)(
s
s
mc
Tqa s
eTP
π
π
 
The exact equation Re(<B>) = 0, for this case have solutions s=2k, k-integer. 
For { }2 :s k k∈ ∈ℤ  we get the valid values of s.  
So we make the conclusion that if (1): 
2
2 2
0
( ) ,k
k k
k
A x a x a
∞
=
= ∈∑ ℝ , and if 
)()0,( xfx =Ψ , with even, or odd 2 ( )f L∈ ∩ℝ ℝ , differentiable inℝ , then:  
P = 1 always. (If exist such potentials). 
 
 
Section 6 
Zenon effect in Relativistic Quantum Mechanics 
 
 
The Klein-Gordon equation for a particle moving without restrictions in a real line 
read as  
),(
),(1),( 2
02
2
22
2
tx
t
tx
cx
tx
Ψ+
∂
Ψ∂
=
∂
Ψ∂
γ :  (K-G) 
where
ℏ
mc
=0γ , m is the mass of the particle c is the velocity of light and ℏ is the 
Planck constant see [G]. 
We first solve (K-G), then we find an operator A such that ),()0,( Txxe
tA Ψ=Ψ , 
where )()0,( xfx =Ψ  is the initial condition of the system. Then we find the 
conditions for the occurrence of the Zenon effect. 
 
We take the Fourier transform with respect to x in (K-G) to obtain  
),)((
),)((1
),)(( 202
2
2
2 tF
t
tF
c
tF γγ
γ
γγ Ψ+
∂
Ψ∂
=Ψ . 
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We solve the above equation with respect to t  ( ∫ −Ψ=Ψ
R
ix dxetxtF γγ ),(),)(( ) 
There exists functions
1 2
^ ( ),  ^ ( )c cγ γ , such that: 
2
0
22
0
2
)(^)(^),)(( 21
γγγγ γγγ −−− +=Ψ tctc ecectF . Thus if we inverse the Fourier 
transform we get the solution of (K-G). 
( )2 2 2 20 01 2
1
( , ) ( ( , ))
2
1
( 0) : ( , ) ^ ( ) ^ ( )
2
ix
tc tc ix
x t F t e d
S x t c e c e e d
γ
γ γ γ γ γ
γ γ
π
γ γ γ
π
− − −
Ψ = Ψ ⇔
Ψ = +
∫
∫
ℝ
ℝ
 
In order to have convergence we take 0)(^1 =γc . So for t = 0 we get 
2 2
1
( ,0) ^ ( ) ( ) ( )
2
ixx c e d c x f xγγ γ
π
Ψ = = =∫
ℝ
. Thus the solution of (K-G) equation with 
conditions )()0,( xfx =Ψ  and 0),(lim =Ψ
∞→
tx
t
, is 
(S1): γγ γγγ deftx
R
ixtc
∫
+−−⋅Λ=Ψ
2
0
2
)(^),( , for some constant of normalizationΛ . 
Now we write equation (S1) in the form 
( ) =−−Λ=Ψ ∫ ∑
∞
=
γγγγ γ detc
k
ftx
R
ix
k
k
0
2
0
2
!
1
)(^),(  
( ) γγγγ γ detcf
k
R
ix
k
k
∫∑ −−Λ
∞
=
2
0
2
0
)(^
!
1
. From this equation we get that if B is an 
operator such that γγγγ γ defcxBf
R
ix∫ −⋅Λ−= 202)(^)(  then, ),()0,( txxe
tB Ψ=Ψ . 
 
The survival probability is 
2
),()0,( ττ xxP ΨΨ= . 
For smallτ :
2
2
11 BBe B τττ ++= .  
Thus for small τ : ( ) =Ψ++Ψ= 2221 )0,(1)0,( xBBxP τττ  
( ) )()0,()0,()0,()0,(1 2ττ OxxBxBx +ΨΨ+ΨΨ+  
for T /=τ   
( ) 











+ΨΨ+ΨΨ+=
2
/ )0,()0,()0,()0,(1

T
OxxBxBx

T
P T . 
T is any finite time interval and  the number of observations during T. If the system 
is n-times observed during T the survival probability is  
( )



T
OxxAxAx

T
P





















+ΨΨ+ΨΨ+=
2
)0,()0,()0,()0,(1 , taking now the 
limit with respect to , 
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( ))0,()0,()0,()0,(
lim
xxBxBxT


ePP
ΨΨ+ΨΨ
∞→
==  
but  
=ΨΨ+ΨΨ )0,()0,()0,()0,( xxAxAx ( )∫ =ΨΨ
R
dxxAx )0,()0,(Re  
( ) 2 20Re ( ,0) ^ ( ,0) ixx c e d dxγγ γ γ γ
 
Ψ ⋅ − Λ Ψ − = 
 
∫ ∫
ℝ ℝ
2 2
0Re ^ ( ,0) ( ,0)
ix
R
c x e dx dγγ γ γ γ
  
− Λ Ψ − Ψ =     
∫ ∫
ℝ
2 2 2
0Re ^ ( ,0)c dγ γ γ γ
 
− Λ Ψ ⋅ − 
 
∫
ℝ
.   
If )(xX Ω  is the characteristic function in 0 0( , ] [ , )γ γΩ = −∞ − ∪ +∞  
we get that the Zenon effect is occur if and only if  
 
2 2 2
0^ ( ,0) ( ) 0X dγ γ γ γ γΩΨ ⋅ − =∫
ℝ
. But as someone can see this is not always true. 
The quantity γγγγγγ dXcQ
R
)()0,(^:)( 20
22
0 Ω∫ −⋅ΨΛ−= may differ from 0.  
 
Let us see what happens. 
 
Let 1=Λ , 
x
ex
−=Ψ
2
1)0,( , be the initial state of the system. The constant  0γ  is 
ℏ
mc
. If the particle is an electron then 
2810108.9 −×=m  and 100 106.2 ×=γ . With 
these conditions we find 
11
0 103)(
−×−≅γQ . This is very small, thus the probability 
P is very near to 1, but not 1. There is a very small probability that the particle may 
move. The non 1 probability can be very near to 1.  
If take as initial condition in (K-G) equation the Gaussian i.e.
2
1)0,( xex −=Ψ
π , then 
4/2)0,(^ γγ −=Ψ e , 2153105.7)100( −×−≅Q  , ( 36105.3 −×=m ).  
 
We introduce next a series of initial conditions such that the above quantity Q is 
always 0. 
 
It is obvious that Q = 0 if and only if 0)(^)0,(^ ==Ψ γγ f , for w = 0γ γ≤ . These 
functions f are called Band Limited. There is a theorem of Shannon [Pa] who says 
that every Band Limited function )(xf  can be written in the form 
( )
π
ππ
kwx
kwx
w
k
fxf
Zk −
−





=∑
∈
sin
)( . 
Thus speaking mathematically the Q.Z.E. occur for all times T, if and only if the 
function is Band limited in [-w, w]. 
 
 20 
The time of observing the particle also plays essential role in the occurrence of Zenon 
effect.  
If for example we observe an electron for times up to 1010 sec and the initial state of 
the electron is not Band Limited, then the probability not to change state yould 
be 74.0
)( 0 ≅= γTQeP . 
 
Next we examine whether or not the state function ),( txΨ  is band limited. 
 
Let H is the Hamiltonian of a Quantum system, H obviously is self adjoint. Let 
{ ( )}s sy x ∈ℤ , are the eigenvectors of H and { }s sλ ∈ℤ  its eigenvalues. 
Then )(),()()0,( 00 xyyetxxyyx k
k
k
t
k
kk
k∑∑
∞
−∞=
∞
−∞=
Ψ=Ψ⇒Ψ=Ψ λ . 
Taking now the Fourier Transform we get 0^ ( , ) ^ ( )
k t
k k
k
t e y y
λγ γ
∞
=−∞
Ψ = Ψ∑ . 
00   ,0)(^  ,0),(^,0)0,(^ γγγγγγγ >=⇔>=Ψ=Ψ kyt , for some constant 
0γ (if { ( )}sy x ∈ℤ , is a base of 
2 ( )L ℝ then { ^ ( )}s sy γ ∈ℤ  is also a base).  
Now according to Shannon theorem (without the lost of generality), we may assume 
that 
( )sin
( )k
x k
S x
x k
−
=
−
: ( )( ) ( )s s k
k
y x y k S x
∈
= ⋅∑
ℤ
 and 0γ = 1.  
But ( ), ( ) ( ) ( ) (s j s j s k j
k
y x y x y k S x y xδ
∈
= =∑
ℤ
1
( ) ^ ( ) ^ ( )
2
s k j
k
y k S yγ γ
π∈
=∑
ℤ
.  
Hence we have: 
1
1
1
( ) ^ ( )
2
s j
k
y k y dγ γ
π ∈ −
∑ ∫
ℤ
 = 0, for s j≠   or  ^ ( ) 0jy dγ γ =∫
ℝ
, or 
^ ( ) 0f dγ γ
∞
−∞
=∫  for every f , which is a contradiction. 
Summarizing the above we get the next Theorem 
 
Theorem. 
The functions that describe the state of a particle in Relativistic Quantum Mechanics 
are not Band Limited. 
 
Thus we can say that if we observe a particle, an electron say then after a very large 
period of time according Klein’s-Gordon equation the particle will change state.  
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