The robust stochastic stability for a class of uncertain neutral-type delayed neural networks driven by Wiener process is investigated. By utilizing the Lyapunov-Krasovskii functional and inequality technique, some sufficient criteria are presented in terms of linear matrix inequality LMI to ensure the stability of the system. A numerical example is given to illustrate the applicability of the result.
Introduction
In the past few years, neural networks and their various generalizations have drawn much research attention owing to their promising potential applications in a variety of areas, such as robotics, aerospace, telecommunications, pattern recognition, image processing, associative memory, signal processing, and combinatorial optimization 1-3 . In such applications, it is of prime importance to ensure the asymptotic stability of the designed neural networks. Because of this, the stability of neural networks has been deeply investigated in the literature 4-14 . It is known that time delays and stochastic perturbations are commonly encountered in the implementation of neural networks, and may result in instability or oscillation. So it is essential to investigate the stability of delayed stochastic neural networks 15, 16 . Moreover, uncertainties are unavoidable in practical implementation of neural networks due to modeling errors and parameter fluctuation, which also cause instability and poor performance 15, 17, 18 . Therefore, it is significant to introduce such uncertainties into delayed stochastic neural networks.
f x s ds dt
where 
2.2
The admissible parameter uncertain terms are assumed to be the following form:
where U, M i , i 1, . . . , 5 are known real constant matrices, F t is the time-varying uncertain matrix satisfying
Suppose that f · is bounded and satisfies the following condition:
where G ∈ R n×n is a known constant matrix. Assume that the initial value ϕ : −ρ, 0 → R n is F 0 -measurable and continuously differentiable, we introduce the following norm:
where ρ max{τ, h, r}, α max{τ, r}. Under the above assumptions, it is easy to verify that there exists a unique equilibrium point of system 2.1 see 25 .
Definition 2.1. The equilibrium point of 2.1 is said to be globally robustly stochastically asymptotically stable in the mean square, if the following condition holds: 
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Lemma 2.3 see 26 . Given matrices D, E, and F with F T F ≤ I and a scalar ε > 0, then 
Lemma 2.4 see 27 . For any constant matrix
M ∈ R n×n , M M T > 0, a scalar γ > 0, vector function x t : 0, γ → R n such that the integrations are well defined, then γ 0 x s ds T M γ 0 x s ds ≤ γ γ 0 x T s Mx s ds. 2.11
Main Results
where
Proof. Using Lemma 2.2, the matrix Λ < 0 implies that
3.3
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Together with 3.2 , we get
where Ψ −PA t − A T t P Q R rG T SG. Utilizing Lemma 2.2 again, we obtain Lyapunov-Krasovskii functional and linear matrix inequality LMI approach. A numerical example is given to illustrate the applicability of the result.
