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Abstract
In this work, we study the existence of bounded and almost automorphic solutions for evolution equations
in Banach spaces. We suppose that the linear part is the infinitesimal generator of a compact C0-semigroup
of bounded linear operators and the nonlinear part is an almost automorphic function with respect to the
second argument. We give sufficient conditions ensuring the existence of an almost automorphic solution
when there is at least one bounded solution on R+. We use the subvariant functional method to show that
every K-minimizing mild solution is compact almost automorphic. Applications are provided for both heat
and wave equations with nonlinearities in several functional spaces.
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Our aim is to investigate the existence of bounded and compact almost automorphic solutions
to the following evolution equation in a Banach space X
x′(t) = Ax(t)+ f (t, x(t)) for t ∈R, (1.1)
where A : D(A) ⊂ X → X is the infinitesimal generator of a C0-semigroup of bounded linear
operators on X and f :R×X →X is an almost automorphic function in t uniformly with respect
to the second argument. We give sufficient conditions for the existence of compact almost auto-
morphic solutions when Eq. (1.1) admits at least a bounded solution on R+. Our main sufficient
condition is the uniqueness of some solutions with values in some compact set which minimize
a functional. Firstly, we study the existence of bounded solutions and secondly we will show
the existence of a compact almost automorphic solution for Eq. (1.1). Then we apply our results
to nonlinear partial differential equations. We give sufficient conditions ensuring the existence
of compact almost automorphic solutions to some heat and wave equations. Even in the almost
periodic framework, our results on the wave equation are new (Corollary 6.15).
The question of the existence of periodic, almost periodic solutions of evolution equations has
been intensively studied. In the literature, several books are devoted to the almost periodic solu-
tions for differential equations and dynamical system. For example, let us indicate the books of
Amerio and Prouse [7], Corduneanu [18], Fink [26], Levitan and Zhikov [35] and Zaidman [47].
Bochner introduced the concept of almost automorphy in the literature in [12] as a generalization
of almost periodicity. Veech studied almost automorphic functions on groups in [44,45]. More
recently, the existence of almost automorphic solutions to ordinary as well as abstract differential
equations has been intensively studied. We refer the reader to N’Guérékata’s book [38].
In [37], Massera proved the equivalence between the existence of a periodic solution and the
existence of a bounded solution on R+ for a periodic nonhomogeneous differential equation in
finite dimensional spaces. For almost periodic or almost automorphic solutions, the situation is
more complicated, since one cannot use fixed point theory on Poincaré’s operators.
Early concerning almost periodic solutions of partial differential equations were obtained
starting in 1950s by the Italian school, Amerio, Biroli, Prouse and others, [1–10,41,42]. Amerio
introduced the concept of minimax principle in the literature in his paper [1] as a generalization
to the nonlinear case Favard’s theory [23,24]. The minimax principle asserts that under suitable
assumptions, the existence of a unique minimizer of the supremum norm among solutions with
values in some compact set, is almost periodic. Several applications to partial differential equa-
tions are given in [2,3,7]. Then in the spirit of the Italian school, Dafermos, Haraux, Ishii have
given important contributions to the question of almost periodic solutions [19,29–31,33]. Ha-
raux [32] and Ishii [33] have established the existence of almost periodic solutions of contractive
almost periodic processes on a Banach space. The main result of Ishii [33] ensures the existence
of some almost periodic solution, if there exists a solution defined on R+ with a compact range.
In [31], Haraux studied the existence of an almost periodic solutions for the following evolution
equation
x′(t)+ A˜x(t)  f (t) for t ∈R, (1.2)
where A˜ is a maximal monotone operator on R2 and f is almost periodic. He proved that every
bounded solution on R+ of Eq. (1.2) is asymptotically almost periodic. The dimension two of the
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solution on R of Eq. (1.2) is almost periodic (Theorem 2.1 in [31]) by using the minimax principle
which is also valid for an arbitrary Banach space.
The existence of almost automorphic solution of Eq. (1.1) has been extensively studied when
the semigroup generated by A has an exponential dichotomy, since in that case Eq. (1.1) has a
unique bounded solution on R which is almost automorphic when f is almost automorphic in t
and Lipschitzian with respect to the second argument, and the Lipschitz constant is sufficiently
small (depending of the constant governing the exponential dichotomy). More details can be
found in [38]. In [36], the authors proved the existence of almost automorphic solutions for the
following ordinary differential equation
d
dt
x(t) = Gx(t)+ e(t) for t ∈R, (1.3)
where G is a constant n× n matrix and e :R→Rn is almost automorphic. They proved that the
existence of a bounded solution on R+ implies the existence of an almost automorphic solution.
The existence of almost automorphic solutions for differential equations in infinite dimensional
spaces has been studied by several authors. Recently in [20], the authors established the exis-
tence of almost automorphic solutions for functional differential equations of neutral type, they
proved that the existence of a bounded solution on R+ implies the existence of an almost auto-
morphic solution. In [39], the author studied the existence of almost automorphic solutions for
the following semilinear abstract differential equation
d
dt
x(t)= Cx(t)+ θ(t) for t  0, (1.4)
where C generates an exponentially stable semigroup on a Banach space Y and θ is an almost
automorphic function from R to Y . The author proved that the only bounded mild solution of
Eq. (1.4) on R is almost automorphic. In [27] and [28], the authors investigated the existence
and uniqueness of an almost periodic solution for Eq. (1.1) when A = 0 and f is dissipative
with respect to the second argument and they proposed as application, the following ordinary
differential equation in a Banach space E
x′(t) = −∣∣x(t)∣∣αx(t)+ h(t) for t ∈R, (1.5)
where α  0 and h : R → E is a continuous function, they showed if the input function h is
almost periodic then Eq. (1.5) has a unique bounded solution on R which is also almost periodic.
Recently, in [21], the authors extended the works [27] and [28] to almost automorphic case, in
fact they proved the existence and uniqueness of a bounded solution on R which is compact
almost automorphic. In [15] and [22], the authors studied the existence and uniqueness, attrac-
tiveness for a pseudo almost periodic automorphic solution for some general dissipative systems
in Banach spaces. Let us indicate the contribution of Zaidman on almost periodic and automor-
phic functions (see for instance [46–49]).
Fink introduced in the literature the concept of subvariant functional in [25] to prove the ex-
istence of compact almost automorphic solutions for the following ordinary differential equation
x′(t) = ϕ(t, x(t)) for t ∈R, (1.6)
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spect to the second argument. In the particular case of ordinary differential equations in finite
dimensional spaces, the subvariant functional method of Fink is a generalization of the mini-
max principle of Amerio, in the sense where the almost automorphic solution which is reached
by minimizing a function, the so-called subvariant functional, is not necessarily the supremum
norm. In [16], an extension in Banach spaces of the main results in [25] is given. In this work,
we extend the results of [16,25] to Eq. (1.1) and we use the subvariant functional method to
prove the existence of a compact almost automorphic solution, we prove that the existence of
a K-bounded mild solution of Eq. (1.1) that minimizes some subvariant functional is compact
almost automorphic.
Our work is organized as follows: in Section 2 we recall some results on evolution equations
and almost automorphic functions. In Section 3 we announce the main results and we give several
corollaries. In Section 4, we discuss some results regarding the existence of bounded solutions
and solutions that have a compact range. The proofs of the main results are given in Section 5,
notably we state the existence of compact almost automorphic solutions through minimizing
some subvariant functional. The last section is devoted to several applications for some heat and
wave equations in C0-space and L2-space.
2. Almost automorphic functions and evolution equations
Let us fix our notations and recall some definitions. Throughout this paper, we denote by
(X,‖.‖) a Banach space.
A C0-semigroup (T (t))t0 is said to be compact if for each t > 0, T (t) is a compact operator,
that is T (t) maps bounded sets into relatively compact sets [40].
Let A be the infinitesimal generator of a C0-semigroup (T (t))t0. Let x0 ∈ X and f ∈ C(R×
X,X) (continuous maps). We say that x is a mild solution on [t0,+∞) (where t0 ∈R) of Eq. (1.1)
with the initial condition x(t0)= x0, if x ∈ C([t0,+∞),X) and satisfies
x(t)= T (t − t0)x0 +
t∫
t0
T (t − σ)f (σ,x(σ ))dσ for t  t0.
Remark that for a mild solution on [t0,+∞) of Eq. (1.1), one has
x(t) = T (t − s)x(s)+
t∫
s
T (t − σ)f (σ,x(σ ))dσ for t  s  t0. (2.1)
We say that x is a mild solution on R of Eq. (1.1) for a given f ∈ C(R×X,X), if x ∈ C(R,X)
and satisfies Eq. (2.1) for each t  s. For some preliminary results on C0-semigroup, we refer
the reader to [40].
Let BC(R,X) be the space of all bounded and continuous functions from R to a Banach
space X, equipped with the uniform topology. Let x ∈ BC(R,X) and τ ∈ R. We define the
translation function xτ by
xτ (s) = x(τ + s) for s ∈R.
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relatively compact in BC(R,X). Denote by AP(R,X) the set of all such functions. For some
preliminary results on almost periodic functions, we refer the reader to [18,26].
A continuous function x :R→ X is said to be almost automorphic if for any sequence of real
numbers (t ′n)n, there exists a subsequence of (t ′n)n, denoted by (tn)n such that
y(t) = lim
n→+∞x(t + tn) (2.2)
is well defined for each t ∈R and
lim
n→+∞y(t − tn) = x(t) (2.3)
for each t ∈R. Denote by AA(R,X) the space of all almost automorphic X-valued functions. Be-
cause of point-wise convergence, the function y ∈ L∞(R,X) (the space of essentially bounded
measurable X-valued functions), but it is not necessarily continuous. It is also clear from the
definition above that almost periodic functions (in the sense of Bochner [11,26]) are almost au-
tomorphic.
If the limits in (2.2) and (2.3) are uniform on any compact subset K ⊂R, we say that x is com-
pact almost automorphic. If we denote AAc(R,X) the space of all compact almost automorphic
X-valued functions, then we have
AP(R,X)⊂ AAc(R,X)⊂ AA(R,X)⊂ BC(R,X).
For some details on almost automorphic functions, we refer to [38].
We say that a mapping f : R × X → X, (t, x) 
→ f (t, x) is almost periodic in t uniformly
with respect to x when it satisfies the two following conditions:
i) f ∈ C(R×X,X).
ii) For all compact subset K of X, for all ε > 0, there exists  > 0 such that for all α ∈R, there
exists τ ∈ [α,α + ] such that
sup
t∈R
∥∥f (t + τ, x)− f (t, x)∥∥ ε.
Denote by APu(R×X,X) the set of all such mappings.
We say that a mapping f :R×X → X, (t, x) 
→ f (t, x) is almost automorphic in t uniformly
with respect to x when it satisfies the two following conditions:
i) f ∈ C(R×X,X).
ii) For all compact subset K of X and for all sequence of real numbers (t ′n)n, there exists a map
g :R×K → X and there exists a subsequence of (t ′n)n, denoted by (tn)n such that
∀t ∈R, lim
n→+∞ supx∈K
∥∥f (t + tn, x)− g(t, x)∥∥= 0, (2.4)
∀t ∈R, lim
n→+∞ supx∈K
∥∥g(t − tn, x)− f (t, x)∥∥= 0. (2.5)
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function in t uniformly with respect to x is f (t, x) = F(x) + b(t), with F ∈ C(X,X) and b ∈
AA(R,X). We write L(X,X) for the space of linear and bounded maps from X to X. An other
example is the following: f (t, x) = A(t)x + b(t), with A ∈ AA(R,L(X,X)) and b ∈ AA(R,X).
Remark 2.1. Our definition is different from the one used by Fink in [25]. The author assumed
that f is compact almost automorphic in t uniformly with respect to x, that is to mean, for all
compact subset K of X and for all sequence of real numbers (t ′n)n, there exists a map g :R ×
K → X and there exists a subsequence of (t ′n)n, denoted by (tn)n such that for all compact
subset I of R, one has
lim
n→+∞ supt∈I
sup
x∈K
∥∥f (t + tn, x)− g(t, x)∥∥= 0,
lim
n→+∞ supt∈I
sup
x∈K
∥∥g(t − tn, x)− f (t, x)∥∥= 0.
Remark 2.2. Here we recall a characterization for the almost automorphic functions in t uni-
formly with respect to x [17, Theorem 3.14]: f ∈ AAu(R × X,X) if and only if ∀x ∈ X, the
partial function t 
→ f (t, x) ∈ AA(R,X) and f is uniformly continuous on each compact K of X
with respect to t , that is for all compact subset K of X, ∀ε > 0, ∃δ > 0, ∀x1, x2 ∈ K , one has
‖x1 − x2‖ δ ⇒ sup
t∈R
∥∥f (t, x1)− f (t, x2)∥∥ ε.
We have a similar characterization for almost periodic functions: f ∈ APu(R×X,X) if and only
if ∀x ∈ X, t 
→ f (t, x) ∈ AP(R,X) and f is uniformly continuous on each compact K of X with
respect to t (see [17, Lemma 2.6]).
3. Almost automorphic solution minimizing a subvariant functional
In this section, we use the subvariant functional method which has been introduced for the
first time by Fink in [25] to prove the existence of almost periodic and compact almost automor-
phic solutions for some ordinary differential equations. Let K be a compact subset of X. Let
CK(R,X) denote the set
CK(R,X)=
{
x ∈ C(R,X) for all t ∈R, x(t) ∈ K}.
A mapping λK : CK(R,X) → R is called a subvariant functional associated to the compact
set K , if λK satisfies the two following conditions:
i) λK is invariant by translation: λK(xτ ) = λK(x) for each τ ∈R, where xτ (·) = x(τ + ·).
ii) λK is lower semicontinuous for the topology of compact convergence: if limn→+∞ xn = y
uniformly on each compact subset of R, then λK(y) lim infn→+∞ λK(xn).
Remark 3.1. In the above definition of subvariant functional, note that conditions i) and ii) imply
the following:
iii) if limn→+∞ xτn = y uniformly on each compact subset of R, then λK(y) λK(x).
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each t ∈R. A solution x∗ is called a minimal K-valued solution of Eq. (1.1) if
x∗ ∈ FK and λK(x∗) = inf
x∈FK
λK(x).
An example of subvariant functional is
λK(x) = sup
t∈R
∥∥x(t)∥∥
or more generally
λK(x) = sup
t∈R
Φ
(
x(t)
)
where Φ ∈ C(K,R).
Another example which is given in [25] is the following
λK(x) = sup
t∈R
x(t)− inf
t∈Rx(t),
where x is R-valued.
Remark 3.2. Our definition of subvariant functional is a modification of the definition due to
Fink. Our definition is slightly stronger than the one used in [25]. Fink defines the subvariant
functional by only iii) instead of i) and ii). For this reason, contrary to our results, in [25], it
is assumed the existence of a minimal K-valued solution, except in the particular case of the
subvariant functional: λK(x) = supt∈R ‖x(t)‖.
The following hypotheses will be used in the main results:
(H1) A is the infinitesimal generator of a C0-semigroup (T (t))t0.
(H2) The C0-semigroup (T (t))t0 is compact.
(H3) There exists t0 ∈R, such that for all R > 0, one has suptt0 sup‖x‖R ‖f (t, x)‖ < +∞.(H4) f ∈ AAu(R×X,X).
(H5) f ∈ APu(R×X,X).
Theorem 3.3. Assume that (H1)–(H4) hold. In addition, suppose that Eq. (1.1) admits at least a
mild solution x0 defined and bounded on [t0,+∞).
i) Then {x0(t); t  t0} is relatively compact.
ii) Let K be a compact subset of X such that {x0(t); t  t0} ⊂ K . If λK is a subvariant func-
tional associated to the compact set K , then Eq. (1.1) admits at least a minimal K-valued
solution.
iii) If Eq. (1.1) has a unique minimal K-valued solution, then the minimizing solution is compact
almost automorphic.
The proof of Theorem 3.3 will be given in Section 5.
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a mild solution x0 defined and bounded on [t0,+∞). Let K = {x0(t); t  t0}. If Eq. (1.1) has at
most one K-mild solution on R, then this solution is compact almost automorphic.
Proof. Take λK(x) = 1. 
From Corollary 3.4, we easily deduce the following result.
Corollary 3.5. Assume that (H1)–(H4) hold. In addition, suppose that Eq. (1.1) admits a unique
mild solution which is bounded on R, then this solution is compact almost automorphic.
When the C0-semigroup (T (t))t0 is not compact, Theorem 3.3 becomes
Theorem 3.6. Assume that (H1) and (H4) hold. In addition, suppose that Eq. (1.1) admits at
least a mild solution x0 defined on [t0,+∞) such that {x0(t); t  t0} is relatively compact.
i) Let K be a compact subset of X such that {x0(t); t  t0} ⊂ K . If λK is a subvariant func-
tional associated to the compact set K , then Eq. (1.1) admits at least a minimal K-valued
solution.
ii) If Eq. (1.1) has a unique minimal K-valued solution, then the minimizing solution is compact
almost automorphic.
The proof of Theorem 3.6 will be given in Section 5.
Now we give some corollaries of the main results in the almost periodic case.
For f ∈ APu(R × X,X), we denote by H(f ) the set of functions g : R × X → X such that
for each compact subset K in X, there exists a real sequence (tn)n satisfying
lim
n→+∞ supt∈R
sup
x∈K
∥∥f (t + tn, x)− g(t, x)∥∥= 0.
For g ∈ H(f ), we consider the following equation
x′(t) = Ax(t)+ g(t, x(t)) for t ∈R. (3.1)
Corollary 3.7. Assume that (H1)–(H3) and (H5) hold. In addition, suppose that Eq. (1.1) admits
at least a mild solution x0 defined and bounded on [t0,+∞).
i) Then {x0(t); t  t0} is relatively compact.
ii) Let K be a compact subset of X such that {x0(t); t  t0} ⊂ K . If λK is a subvariant func-
tional associated to the compact set K , then Eq. (1.1) admits at least a minimal K-valued
solution.
iii) If for all g ∈ H(f ), Eq. (3.1) has at most a minimal K-valued solution, then the unique
minimal K-valued solution of Eq. (1.1) is almost periodic.
Corollary 3.8. Assume that (H1) and (H5) hold. In addition, suppose that Eq. (1.1) admits at
least a mild solution x0 defined on [t0,+∞) such that {x0(t); t  t0} is relatively compact.
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tional associated to the compact set K , then Eq. (1.1) admits at least a minimal K-valued
solution.
ii) If for all g ∈ H(f ), Eq. (3.1) has at most a minimal K-valued solution, then the unique
minimal K-valued solution of Eq. (1.1) is almost periodic.
The proof of Corollaries 3.7 and 3.8 will be given in Section 5.
4. Boundedness and compactness of solutions
The object of this section is to state some results on the bounded solutions and on the solutions
which have a relatively compact range. The following conditions will be used in this section:
(C1) K is a compact subset of X.
(C2) F :R×K →X is a measurable function.
Let I be the interval [t0,+∞) or the whole real line R. Assume that the function F satisfies,
for each a and b ∈ I such that a  b:
sup
atb
sup
x∈K
∥∥F(t, x)∥∥< +∞. (4.1)
We say that u is a K-mild solution on I of
u′(t)= Au(t)+ F (t, u(t)), (4.2)
if u ∈ C(I,X) and satisfies
u(t) ∈ K for all t ∈ I,
and
u(t) = T (t − s)u(s)+
t∫
s
T (t − σ)F (σ,u(σ ))dσ for s and t ∈ I such that t  s. (4.3)
Remark that with (4.1), the map σ 
→ F(σ,u(σ )) ∈ L1((s, t),X).
Lemma 4.1. Let I be the interval [t0,+∞) or the whole real line R. Assume that (H1), (C1)
and (C2) hold. In addition, we assume that
k = sup
t∈I
sup
x∈K
∥∥F(t, x)∥∥< +∞. (4.4)
Then there exists a function φ : [0,+∞) → [0,+∞) satisfying
lim φ(τ) = 0, (4.5)
τ→0
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Remark 4.2. Lemma 4.1 means that every K-mild solution of Eq. (4.2) is uniformly continuous
with the uniform continuity modulus φ. A consequence of this last lemma is the following result:
if u is a K-mild solution on R and (tn)n is a sequence of real numbers, then the family {t 
→
u(t + tn); n ∈N} is uniformly equicontinuous on R.
Proof of Lemma 4.1. Since (T (t))t0 is a C0-semigroup, then there exist ω  0 and M  1
such that ∥∥T (t)∥∥Meωt for t  0 (4.7)
(cf. [40, Theorem 2.2, p. 4]). Denote by φ : [0,+∞) → [0,+∞) the function defined by
φ(τ) = sup
x∈K
∥∥T (τ)x − x∥∥+ kM
τ∫
0
eωσ dσ. (4.8)
Recall that a C0-semigroup is strongly continuous: T (.)x : [0,+∞)→ X is continuous for each
x ∈ X, then
lim
t→0T (t)x = x for x ∈K.
In view of Banach–Steinhaus’ theorem [43, p. 327], we obtain
lim
t→0 supx∈K
∥∥T (t)x − x∥∥= 0. (4.9)
By (4.8) and (4.9), we deduce (4.5). Since u is a K-mild solution on I of Eq. (4.2), then (4.3)
holds, therefore
∥∥u(t)− u(s)∥∥ ∥∥T (t − s)u(s)− u(s)∥∥+
t∫
s
∥∥T (t − σ)∥∥∥∥F (σ,u(σ ))∥∥dσ,
for each s and t ∈ I such that t  s. By using (4.4) and (4.7), we obtain
∥∥u(t)− u(s)∥∥ sup
x∈K
∥∥T (t − s)x − x∥∥+ kM
t∫
s
eω(t−σ) dσ,
then by interchanging s and t , we deduce that
∥∥u(t)− u(s)∥∥ sup
x∈K
∥∥T (|t − s|)x − x∥∥+ kM
|t−s|∫
0
eωσ dσ for t, s ∈ I,
therefore (4.6) holds with the function φ defined by (4.8). 
2608 P. Cieutat, K. Ezzinbi / Journal of Functional Analysis 260 (2011) 2598–2634Lemma 4.3. Assume that (H1), (C1) and (C2) hold. In addition, we assume that for all t ∈R,
F(t, .) ∈ C(K,X), (4.10)
k = sup
t∈R
sup
x∈K
∥∥F(t, x)∥∥< +∞. (4.11)
We assume that u is a K-mild solution on R of Eq. (4.2). If there exists a sequence (t ′n)n of real
numbers and there exists a map G :R×K → X such that
lim
n→+∞ supx∈K
∥∥F (t + t ′n, x)−G(t, x)∥∥= 0 for all t ∈R, (4.12)
then there exists a subsequence of (t ′n)n denoted by (tn)n such that
u(t + tn) → v(t) as n → +∞, (4.13)
uniformly on each compact subset of R, where v is a K-mild solution on R of
v′(t) = Av(t)+G(t, v(t)). (4.14)
Remark 4.4. i) The mild solution v satisfies v(t) ∈K for each t ∈R.
ii) G is measurable on R×K and G satisfies (4.10) and (4.11).
Proof of Lemma 4.3. If we denote un(t) = u(t + t ′n), then for each n ∈ N, un ∈ C(R,X) and
satisfies un(t) ∈ K for t ∈ R, therefore for each t ∈ R, the set {un(t); n ∈ N} is a relatively
compact subset of X. By Lemma 4.1, the solution u satisfies (4.6), then the sequence of functions
(un)n satisfies:
∥∥un(t)− un(s)∥∥ φ(|t − s|) for t, s ∈R and n ∈N,
where φ satisfies (4.5), therefore the sequence (un)n is uniformly equicontinuous on R. In view
of Arzela–Ascoli’s theorem [43, p. 312], we can assert that {un; n ∈ N} is a relatively compact
subset of C(R,X) endowed with the topology of compact convergence. From the sequence (t ′n)n,
we can extract a subsequence (tn)n such that there exists v ∈ C(R,X) and (4.13) holds.
It remains to prove that v is a K-mild solution on R of Eq. (4.14). Since u is a K-mild solution
of Eq. (4.2), therefore for each n ∈N, one has
u(t + tn) ∈K for all t ∈R, (4.15)
u(t + tn) = T (t − s)u(s + tn)+
t∫
s
T (t − σ)F (σ + tn, u(σ + tn))dσ for t  s. (4.16)
By (4.13) and (4.15), we obtain
v(t) ∈K for all t ∈R. (4.17)
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inequality
∥∥F (t + tn, u(t + tn))−G(t, v(t))∥∥

∥∥F (t + tn, u(t + tn))−G(t, u(t + tn))∥∥+ ∥∥G(t, u(t + tn))−G(t, v(t))∥∥
 sup
x∈K
∥∥F(t + tn, x)−G(t, x)∥∥+ ∥∥G(t, u(t + tn))−G(t, v(t))∥∥,
and by (4.12) and (4.13), we deduce that
lim
n→+∞F
(
σ + tn, u(σ + tn)
)= G(σ, v(σ )) for s  σ  t,
since G(t, .) ∈ C(K,X) for each t ∈R, therefore
lim
n→+∞T (t − σ)F
(
σ + tn, u(σ + tn)
)= T (t − σ)G(σ, v(σ )) for s  σ  t.
Moreover, by using (4.7) we have
∥∥T (t − σ)F (σ + tn, u(σ + tn))∥∥ kMeω(t−σ) for s  σ  t,
where k is the constant defined by (4.11) and σ 
→ kMeω(t−σ) ∈ L1(s, t). In view of the
Lebesgue dominated convergence theorem, we obtain
lim
n→+∞
t∫
s
T (t − σ)F (σ + tn, u(σ + tn))dσ =
t∫
s
T (t − σ)G(σ, v(σ ))dσ. (4.18)
Using (4.13), (4.16) and (4.18), we deduce that
v(t)= T (t − s)v(s)+
t∫
s
T (t − σ)G(σ, v(σ ))dσ for t  s. (4.19)
The continuous function v satisfies (4.17) and (4.19), therefore v is a K-mild solution of
Eq. (4.14). 
Lemma 4.5. Let K be a compact subset of X. If f ∈ AAu(R×X,X), then the function g defined
by (2.4) satisfies
i) g :R×K → X is measurable.
ii) For all t ∈R, g(t, .) ∈ C(K,X).
Proof. i) is obvious and ii) is a consequence of f (t + tn, .) ∈ C(K,X) and f (t + tn, .) → g(t, .)
uniformly on K . 
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sup
t∈R
sup
x∈K
∥∥f (t, x)∥∥< +∞ and sup
t∈R
sup
x∈K
∥∥g(t, x)∥∥< +∞,
where g is the function defined by (2.4).
Lemma 4.7. Assume that (H1) and (H4) hold. If Eq. (1.1) admits at least a mild solution x0
on [t0,+∞) such that {x0(t); t ∈ R} is relatively compact, then there exists a mild solution x
on R of Eq. (1.1) such that
{
x(t); t ∈R}⊂ {x0(t); t  t0}. (4.20)
Proof. Denote by K = {x0(t); t  t0} the compact subset of X. The mild solution x0 satisfies
x0(t) ∈ K for all t  t0, (4.21)
x0(t) = T (t − s)x0(s)+
t∫
s
T (t − σ)f (σ,x0(σ ))dσ for t  s  t0. (4.22)
By Hypothesis (H4), we have k = supt∈R supx∈K ‖f (t, x)‖ < +∞ (cf. Lemma 4.6). By us-
ing Lemma 4.1 on F : [t0,+∞) × K → X defined by F(t, x) = f (t, x) for each (t, x) ∈
[t0,+∞) × K , we obtain the existence of a function φ : [0,+∞) → [0,+∞) satisfying (4.5)
and
∥∥x0(t)− x0(s)∥∥ φ(|t − s|) for t, s  t0. (4.23)
Let (t ′n)n be a sequence of real numbers such that
lim
n→+∞ t
′
n = +∞.
Since f is almost automorphic in t uniformly with respect to x, then there exists a map g :R×
K → X and there exists a subsequence of (t ′n)n, denoted by (tn)n such that for all t ∈R, we have
lim
n→+∞ supx∈K
∥∥f (t + tn, x)− g(t, x)∥∥= 0, (4.24)
lim
n→+∞ supx∈K
∥∥g(t − tn, x)− f (t, x)∥∥= 0. (4.25)
Given any interval (τ,+∞), for n ∈N sufficiently large (τ + tn  t0), the function t 
→ x0(.+ tn)
is defined on (τ,+∞). Moreover (4.21) and (4.23) imply
x0(t + tn) ∈ K for t  τ,∥∥x0(t + tn)− x0(s + tn)∥∥ φ(|t − s|) for t, s  τ. (4.26)
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argument, we can assert that there exist x∗ ∈ C(R,X) and a subsequence of (tn)n such that
x0(t + tn) → x∗(t) as n → +∞, (4.27)
uniformly on each compact subset of R. Since x0 satisfies (4.22), then for each t  s and for
n ∈N sufficiently large, we have
x0(t + tn)= T (t − s)x0(s + tn)+
t∫
s
T (t − σ)f (σ + tn, x0(σ + tn))dσ. (4.28)
By using (4.24), (4.26)–(4.28), we deduce that x∗ is a K-mild solution on R of
x′∗(t) = Ax∗(t)+ g
(
t, x∗(t)
)
.
The proof is similar to the one given in Lemma 4.3. From Lemmas 4.5 and 4.6, we obtain that
the function g : R × K → X satisfies hypotheses (4.10) and (4.11) of Lemma 4.3. Applying
Lemma 4.3 on F = g, u = x∗ and the sequence (−tn)n (cf. (4.25)), we obtain the existence of a
K-mild solution x of Eq. (1.1). Consequently, x is a mild solution satisfying (4.20). 
Proposition 4.8. Assume that (H1)–(H4) hold. If Eq. (1.1) admits at least a mild solution x0
defined and bounded on [t0,+∞): suptt0 ‖x0(t)‖ < +∞, then
i) its range {x0(t); t  t0} is relatively compact in X,
ii) there exists a mild solution x on R of Eq. (1.1) satisfying (4.20).
Proof. i) Let θ ∈ (0,1). Then the mild solution x0 verifies
x0(t) = T (θ)x0(t − θ)+
t∫
t−θ
T (t − σ)f (σ,x0(σ ))dσ for t  t0 + 1. (4.29)
Here x0 is the sum of two terms. The first term satisfies
T (θ)x0(t − θ) ∈ T (θ)B
(
0,‖x0‖∞
)
, (4.30)
where ‖x0‖∞ = suptt0 ‖x0(t)‖ < +∞ and B(0,‖x0‖∞) is the closed ball with radius ‖x0‖∞
centered at the origin. The set T (θ)B(0,‖x0‖∞) is relatively compact in X, since the operator
T (θ) is compact for each θ > 0. For the second term, by (4.7), we obtain
∥∥∥∥∥
t∫
t−θ
T (t − σ)f (σ,x0(σ ))dσ
∥∥∥∥∥ kM
t∫
t−θ
eω(t−σ) dσ,
with
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tt0
sup
‖ξ‖‖x0‖∞
∥∥f (t, ξ)∥∥< +∞.
Using the fact that
∫ t
t−θ e
ω(t−σ) dσ = ∫ θ0 eωσ dσ , we obtain
t∫
t−θ
T (t − σ)f (σ,x0(σ ))dσ ∈ B(0, δ(θ)), (4.31)
where
δ(θ) = kM
θ∫
0
eωσ dσ.
By (4.29)–(4.31), for each θ ∈ (0,1), we deduce the existence of compact subset Kθ of X such
that
{
x0(t); t  t0 + 1
}⊂ Kθ +B(0, δ(θ)). (4.32)
For the sequel, we introduce the Kuratowski measure of noncompactness α(.) of bounded sub-
sets B in the Banach space X defined by
α(B) = inf{ε > 0; B has a finite cover of balls of diameter < ε}.
The Kuratowski measure of noncompactness verifies the two following properties:
α(B1 +B2) α(B1)+ α(B2),
α(B) = 0 ⇐⇒ B is relatively compact in X.
For the details of the properties of α(.), see [34, Section 1.4]. From the inclusion (4.32), we
obtain the inequality
α
({
x0(t); t  t0 + 1
})
 α(Kθ)+ α
(
B
(
0, δ(θ)
))
.
Since α(B(0, δ(θ))) 2δ(θ) and Kθ is a compact subset of X, it follows
α
({
x0(t); t  t0 + 1
})
 2δ(θ) for 0 < θ < 1,
which implies α({x0(t); t  t0 + 1})= 0 since limθ→+∞ δ(θ) = 0. From properties of the Kura-
towski measure of noncompactness, it follows that {x0(t); t  t0 +1} is relatively compact in X,
then the range of x0: {x0(t); t  t0} is also relatively compact in X, because x0 is continuous.
ii) It is straightforward from Lemma 4.7. 
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The object of this section is to prove Theorems 3.3, 3.6, Corollaries 3.7 and 3.8.
Proof of Theorem 3.3. i) It is a consequence of Proposition 4.8.
ii) Let δ = infx∈FK λK(x) be the greatest lower bound (infimum) of {λK(x): x ∈ FK} in
R = R ∪ {−∞,+∞}. By Lemma 4.7, we obtain the existence of a mild solution x such that
{x(t); t ∈ R} ⊂ K , therefore FK is nonempty, so δ exists in R ∪ {−∞}; it follows that there
exists a sequence (xn)n with values in FK , such that
lim
n→+∞λK(xn) = δ. (5.1)
By definition of FK , we have {xn(t); n ∈ N} is a subset of the compact K , for each t ∈ R.
By Lemma 4.6, we can assert that supt∈R supx∈K ‖f (t, x)‖ < +∞. By using Lemma 4.1 on
F :R×K → X defined by F(t, x) = f (t, x) for each (t, x) ∈R×K , we obtain that there exists
a function φ : [0,+∞)→ [0,+∞) satisfying (4.5) such that
∥∥xn(t)− xn(s)∥∥ φ(|t − s|) for n ∈N and t, s ∈ I ;
therefore the sequence (xn)n is equicontinuous. In view of Arzela–Ascoli’s theorem, we can
assert that {xn; n ∈ N} is a relatively compact subset of C(R,X) endowed with the topology of
compact convergence, therefore there exists a subsequence of (xn)n such that
xn(t) → x∗(t) as n → +∞, (5.2)
uniformly on each compact subset of R. Obviously x∗ ∈ CK(R,X). By (5.2), we deduce that
f (t, xn(t)) → f (t, x∗(t)) as n → +∞ uniformly on each compact subset of R. Since xn is a
mild solution on R of Eq. (1.1), then we have
xn(t) = T (t − s)xn(s)+
t∫
s
T (t − σ)f (σ,xn(σ ))dσ for t  s,
and letting n → +∞, we have
x∗(t) = T (t − s)x∗(s)+
t∫
s
T (t − σ)f (σ,x∗(σ ))dσ for t  s,
which shows that x∗ is a mild solution on R of Eq. (1.1). Then x∗ ∈ FK , therefore
δ  λK(x∗). (5.3)
From (5.2) and the definition of a subvariant functional, we have
λK(x∗) lim infλK(xn). (5.4)
n→+∞
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λK(x∗) = δ,
therefore x∗ is a minimal K-valued solution:
λK(x∗)= inf
x∈FK
λK(x), (5.5)
which implies the existence of the minimal K-valued solution.
iii) Let us denote by x∗ the unique minimal K-valued solution of Eq. (1.1). To check that x∗
is compact almost automorphic, we have to prove that if (tn)n is any sequence of real numbers,
then one can pick up a subsequence of (tn)n such that
x∗(t + tn)→ y∗(t) as n → +∞, (5.6)
y∗(t − tn) → x∗(t) as n→ +∞, (5.7)
uniformly on each compact subset of R. In fact by assumption, we can choose a subsequence of
(tn)n such that for all t ∈R,
lim
n→+∞ supx∈K
∥∥f (t + tn, x)− g(t, x)∥∥= 0, (5.8)
lim
n→+∞ supx∈K
∥∥g(t − tn, x)− f (t, x)∥∥= 0, (5.9)
where g is a map from R × K to X. Since supt∈R supx∈K ‖f (t, x)‖ < +∞ (cf. Lemma 4.6)
and (5.6) holds, then by applying Lemma 4.3 with u = x∗, F = f and the sequence (tn)n we
obtain (5.6) where y∗ is a mild solution on R of equation
x′(t) = Ax(t)+ g(t, x(t)),
which satisfies all hypotheses of Lemma 4.3 (cf. Lemmas 4.5 and 4.6). From (5.6), by the defi-
nition of the subvariant λK , we obtain that λK(y∗) λK(x∗) and with (5.5), we deduce that
λK(y∗) inf
x∈FK
λK(x). (5.10)
Since x∗ is K-valued, by (5.6), we obtain that y∗ is K-valued. Applying again Lemma 4.3 to
u = y∗, F = g, and the sequence (−tn)n, we obtain that
y∗(t − tn) → z∗(t) as n → +∞ (5.11)
(for a subsequence) where z∗ is a mild solution on R of Eq. (1.1), because (5.9) holds. Moreover
from (5.11), we deduce that λK(z∗) λK(y∗) and with (5.10), we obtain
λK(z∗) inf λK(x). (5.12)
x∈FK
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obtain that λK(z∗) = infx∈FK λK(x), therefore z∗ is a minimal K-valued solution of Eq. (1.1).
By uniqueness of the minimal K-valued solution of Eq. (1.1), we deduce that x∗ = z∗, therefore
(5.7) is fulfilled, thus x∗ is compact almost automorphic. 
Proof of Theorem 3.6. In the proof of Theorem 3.3, assumptions (H2) and (H3) are only used
to state that the set {x0(t); t  t0} is relatively compact (cf. Proposition 4.8). 
Proof of Corollary 3.7. Since APu(R×X,X)⊂ AAu(R×X,X), then i) and ii) result of Theo-
rem 3.3. For the same reason Eq. (1.1) admits a unique minimal K-valued solution x∗. To check
that x∗ is almost periodic, we have to prove that if (tn)n and (sn)n are two any sequences of real
numbers, then one can pick up common subsequences of (tn)n and (sn)n such that
∀t ∈R, lim
p→∞ limn→∞x∗(t + tn + sp) = limm→∞x∗(t + tm + sm) (5.13)
[26, Theorem 1.17, p. 12], instead of (5.6) and (5.7). In fact by Hypothesis (H5), for each compact
subset K of X, we can choose common subsequences of (tn)n and (sn)n such that
lim
p→∞ limn→∞ supt∈R
sup
x∈K
∥∥f (t + tn + sp, x)− g(t, x)∥∥= 0, (5.14)
lim
m→∞ supt∈R
sup
x∈K
∥∥f (t + tm + sm, x)− g(t, x)∥∥= 0, (5.15)
where g is a function from R × X to X. Remark that g ∈ H(f ) and f ∈ APu(R × X,X). If
we denote y∗(t) = limp→∞ limn→∞ x∗(t + tn + sp) and z∗(t) = limm→∞ x∗(t + tm + sm), we
deduce that y∗ and z∗ are two minimal K-valued solution of Eq. (3.1) where g is the function
defined by (5.14); the proof of this assertion is similar to the one given in Theorem 3.3. By
uniqueness of the minimal K-valued solution of Eq. (3.1) for each g ∈ H(f ), we deduce that
y∗ = z∗, therefore (5.13) holds, thus x∗ is almost periodic. This ends the proof. 
Proof of Corollary 3.8. By using a similar reasoning that in the proof of Corollary 3.7, we
deduce Corollary 3.8 from Theorem 3.6. 
6. Heat and wave equations with nonlinearities
In this section, we provide two examples of partial differential equations to illustrate our
theoretical results. We give some existence theorems of compact almost automorphic solutions
for a heat equation and a wave equation defined on a domain of Rn. We also give some existence
results in the almost periodic context.
6.1. Heat equation
To apply Theorem 3.3, we consider the following heat equation in a bounded open subset Ω
of Rn with a smooth boundary ∂Ω
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⎧⎪⎨
⎪⎩
∂
∂t
v(t, x) =
n∑
i=1
∂2
∂x2
v(t, x)+ g(v(t, x))+ h(t, x) in R×Ω,
v(t, x) = 0 on R× ∂Ω,
(6.1)
where g :R→R and h :R×Ω →R are continuous functions.
In order to rewrite Eq. (6.1) in the abstract form, we introduce the space X = C0(Ω) of
all continuous functions from Ω (the closure of Ω) to R vanishing on ∂Ω , endowed with the
uniform norm topology. Define the operator A :D(A) ⊂ X → X by
{
D(A) = {x ∈ C0(Ω)∩H 10 (Ω); x ∈ C0(Ω)},
Ax = x,
where  is the Laplacian operator. Let us denote by λ1 the smallest eigenvalue of − in H 10 (Ω)
(λ1 > 0 since Ω is bounded).
Lemma 6.1. The linear operator A generates a compact C0-semigroup (T (t))t0 on X such
that
∥∥T (t)∥∥M exp(−λ1t) for t  0, (6.2)
with M = exp(λ1|Ω| 2n (4π)−1). Consequently, Hypotheses (H1) and (H2) are satisfied.
Proof. (6.2) is a consequence of [14, Proposition 3.5.10, p. 47]. Using a result in [13], we deduce
that the C0-semigroup (T (t))t0 is compact. 
In order to study the existence of an almost automorphic solution of Eq. (6.1), we suppose
that
(E1) The function h : R × Ω → R is continuous, h satisfies h(t, ξ) = 0 on R × ∂Ω and h is
C0(Ω)-almost automorphic, which means that for any sequence of real numbers (s′n)n,
there exist a subsequence (sn)n and a measurable function k :R×Ω →R such that
∀t ∈R, lim
n→∞ supξ∈Ω
∣∣h(t + sn, ξ)− k(t, ξ)∣∣= 0
and
∀t ∈R, lim
n→∞ supξ∈Ω
∣∣k(t − sn, ξ)− h(t, ξ)∣∣= 0.
Remark 6.2. The function t 
→ h(t, .) is in AA(R,X), then it is bounded on R, therefore the
function h is bounded on R×Ω . An example of function h satisfying (E1) is the following:
h(t, ξ) = sin
(
1 √
)
h0(ξ) for t ∈R and ξ ∈ Ω,2 + cost + cos 2t
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uous. Since the function t 
→ sin( 1
2+cost+cos√2t ) is not uniformly continuous (see [38]), then it
is not almost periodic.
Moreover, we suppose that:
(E2) g is locally Lipschitz, g satisfies g(0) = 0 and lim sup|r|→+∞ g(r)r < λ1.
Let G : X → X be the superposition operator of g defined by
G(x)(ξ) = g(x(ξ)) for x ∈X and ξ ∈Ω. (6.3)
Let H :R→X be defined by
H(t)(ξ) = h(t, ξ) for t ∈R and ξ ∈Ω. (6.4)
Let us denote by f :R×X →X the map defined by
f (t, x) = G(x)+H(t) for t ∈R and x ∈ X. (6.5)
If (E1) and (E2) hold, then G ∈ C(X,X) and H ∈ AA(R,X), therefore f satisfies Hypothe-
sis (H4). With these notations, Eq. (6.1) takes the following abstract form
x′(t) = Ax(t)+ f (t, x(t)) for t ∈R. (6.6)
For the initial value problem
{
x′(t)= Ax(t)+ f (t, x(t)) for t  0,
x(0) = x0,
(6.7)
we have the following result:
Proposition 6.3. Assume that (E1) and (E2) hold. Then for every x0 ∈X, Eq. (6.7) has a unique
mild solution x on [0,+∞). Moreover this solution x is bounded on [0,+∞).
Proof. By (E1) and (E2), we have H ∈ L∞(R,X), g is locally Lipschitz, g(0) = 0 and there
exists M > 0 such that rg(r) Cr2 for |r|M , with C < λ1. The existence and uniqueness of a
global mild solution of Eq. (6.7) which is bounded on [0,+∞) results of [14, Proposition 8.3.7,
p. 117]. 
In order to prove the existence of a compact almost automorphic solution, we need to assume
the following assumption:
(E3) The function r 
→ g(r)− λ1r is nonincreasing on R.
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and (E3). If g is locally Lipschitz, g(0) = 0 and the function r 
→ g(r) − λr (λ < λ1) is nonin-
creasing on R, then Hypotheses (E2) and (E3) hold and the function r 
→ g(r)− λ1r is strictly
decreasing. An example of function satisfying (E2) and (E3) such that r 
→ g(r) − λ1r is not
strictly decreasing is the following: g(r) = λ1|r| on [−π,π] and g is 2π -periodic on R.
To prove our result of existence of an almost automorphic solution, we use the two following
lemmas. Let us denote by E : X →R the map defined by
E(x)= 1
2
∫
Ω
∣∣x(ξ)∣∣2 dξ. (6.8)
It is obvious that E is continuous on X.
Lemma 6.5. Let p ∈ C(R,X).
i) If w ∈ C(R,X) satisfies
w(t)= T (t − s)w(s)+
t∫
s
T (t − σ)p(σ )dσ for t  s, (6.9)
then
E
(
w(t)
)
E
(
w(s)
)+
t∫
s
∫
Ω
{
p(t, ξ)− λ1w(t, ξ)
}
w(t, ξ) dξ dσ for t  s. (6.10)
ii) If w ∈ C(R,X) satisfies
w(t)= T (t − s)w(s)+ λ1
t∫
s
T (t − σ)w(σ)dσ for t  s, (6.11)
and t 
→ E(w(t)) is constant on R, then there exists w0 ∈ X such that
∀t ∈R, w(t) = w0. (6.12)
Proof. To state Lemma 6.5, we use the L2-theory. Set Y = L2(Ω) the Lebesgue space of order
two from Ω to R, endowed with its usual scalar product (. | .)Y . The associated norm is denoted
by | · |Y . Define the operator B : D(B) ⊂ Y → Y by D(B) = H 2(Ω) ∩ H 10 (Ω) and By = y.
Denote by (S(t))t0 the C0-semigroup generated by B in Y . Recall that
∀y ∈ H 1(Ω), |∇y|2  λ1|y|2 , (6.13)0 Y Y
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y ∈D(B) and |∇y|2Y = λ1|y|2Y ⇒ By + λ1y = 0. (6.14)
i) Let w ∈ C(R,X) satisfy (6.9). By using the fact that X ⊂ Y with a continuous injection and
T (t)φ = S(t)φ for all t  0 and φ ∈ X, we deduce that w ∈ C(R, Y ) and w satisfies
w(t)= S(t − s)w(s)+
t∫
s
S(t − σ)p(σ )dσ for t  s. (6.15)
Let s ∈R and T > 0. Assume that w(s) ∈D(B) and p ∈ C1([s, s +T ], Y ). In this case, we have
w ∈ C([s, s + T ],D(B))∩C1([s, s + T ], Y ) and
w′(t) = Bw(t)+ p(t) for s  t  s + T .
It follows that
1
2
d
dt
[∣∣w(t)∣∣2
Y
]= (w′(t) ∣∣w(t))
Y
= (Bw(t)+ λ1w(t) ∣∣w(t))Y + (p(t)− λ1w(t) ∣∣w(t))Y .
Hence by Green’s formula and (6.13), we get
(By + λ1y | y)Y = −|∇y|2Y + λ1|y|2Y  0 for y ∈ D(B),
therefore
1
2
d
dt
[∣∣w(t)∣∣2
Y
]

(
p(t)− λ1w(t)
∣∣w(t))
Y
(6.16)
and by integrating (6.16) on [s, s + T ], we obtain
1
2
∣∣w(t)∣∣2
Y
 1
2
∣∣w(s)∣∣2
Y
+
t∫
s
(
p(σ)− λ1w(σ)
∣∣w(σ))
Y
dσ for s  t  s + T . (6.17)
In the general case, we consider two sequences (wsn)n ⊂ D(B) and (pn)n ⊂ C1([s, s + T ], Y )
such that (wsn)n converges to w(s) in Y and (pn)n converges to p in L1((s, s + T ),Y ). De-
note by wn the corresponding solution of (6.15). It follows that the sequence (wn)n converges
uniformly on [s, s + T ] to w and wn satisfies
1
2
∣∣wn(t)∣∣2Y  12
∣∣wsn∣∣2Y +
t∫
s
(
pn(σ )− λ1wn(σ)
∣∣wn(σ))Y dσ for s  t  s + T ,
then w satisfies (6.17) on each interval [s, s + T ]. Consequently, w satisfies (6.10) on R.
ii) Let w ∈ C(R,X) satisfy (6.11). We fix s ∈R and T > 0. By [14, Proposition 5.1.1, p. 61],
we obtain w ∈ C((s, s + T ],D(B))∩C1((s, s + T ], Y ) and
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Moreover t 
→ E(w(t)) is constant, then
d
dt
E
(
w(t)
)= (w′(t) ∣∣w(t))
Y
= 0,
therefore
(
Bw(t)+ λ1w(t)
∣∣w(t))
Y
= 0 for s < t  s + T .
By using Green’s formula and (6.14), we have Bw(t)+ λ1w(t)= 0 and from (6.18), we deduce
that w(t) does not depend of t . Consequently, there exists w0 ∈ X such that (6.12) holds on each
interval [s, s + T ]. This ends the proof. 
Lemma 6.6. Assume that (E1)–(E3) hold. Let u and v be two mild solutions on R of Eq. (6.6).
Then the following assertions hold.
i) The function t 
→ E(u(t)− v(t)) is nonincreasing on R.
ii) If the function t 
→E(u(t)− v(t)) is constant on R, then there exists w0 ∈X such that
u(t)− v(t) = w0 for t ∈R, (6.19)
G
(
u(t)
)−G(v(t))= λ1w0 for t ∈R. (6.20)
Moreover, for all θ ∈ [0,1], θu+ (1 − θ)v is also a mild solution on R of Eq. (6.6).
Proof. i) Let w = u− v. Then w ∈ C(R,X) and satisfies (6.9) with
p(t)= f (t, u(t))− f (t, v(t))= G(u(t))−G(v(t)),
where f and G are the function defined by (6.3)–(6.5). By Lemma 6.5, we obtain
q(t) q(s)+
t∫
s
∫
Ω
{
φ
(
u(t, ξ)
)− φ(v(t, ξ))}{u(t, ξ)− v(t, ξ)}dξ dσ for t  s, (6.21)
where
q(t)= E(u(t)− v(t)),
φ(r) = g(r)− λ1r for r ∈R. (6.22)
By (E3), φ is nonincreasing:
{
φ(r1)− φ(r2)
}{r1 − r2} 0 for r1 and r2 ∈R, (6.23)
and from (6.21) and (6.23), we obtain that the function q is nonincreasing on R.
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{
φ
(
u(t, ξ)
)− φ(v(t, ξ))}{u(t, ξ)− v(t, ξ)}= 0 for t ∈R and ξ ∈ Ω.
Since φ is nonincreasing, it follows
φ
(
u(t, ξ)
)= φ(v(t, ξ)) for t ∈R and ξ ∈Ω, (6.24)
then with (6.3) and (6.22), we deduce that
G
(
u(t)
)− λ1u(t) = G(v(t))− λ1v(t) for t ∈R.
Since
f
(
t, u(t)
)− f (t, v(t))= G(u(t))−G(v(t))= λ1(u(t)− v(t)) for t ∈R, (6.25)
then w satisfies (6.11). Since the function t 
→ E(w(t)) is constant on R, by Lemma 6.5, we
deduce the existence of w0 ∈ X such that (6.19) holds on R and by using (6.25), we obtain (6.20).
Since φ is nonincreasing, we deduce from (6.24) that
φ
(
θu(t, ξ)+ (1 − θ)v(t, ξ))= φ(u(t, ξ)) for t ∈R, ξ ∈ Ω and θ ∈ [0,1].
It follows that
φ
(
θu(t, ξ)+ (1 − θ)v(t, ξ))= θφ(u(t, ξ))+ (1 − θ)φ(v(t, ξ))
for t ∈R, ξ ∈Ω and θ ∈ [0,1],
then
g
(
θu(t, ξ)+ (1 − θ)v(t, ξ))= θg(u(t, ξ))+ (1 − θ)g(v(t, ξ))
for t ∈ R, ξ ∈Ω and θ ∈ [0,1],
therefore
f
(
t, θu(t)+ (1 − θ)v(t))= θf (t, u(t))+ (1 − θ)f (t, v(t)) for t ∈R and θ ∈ [0,1],
consequently θu+ (1 − θ)v is a mild solution of Eq. (6.6). This ends the proof. 
Proposition 6.7. Assume that (E1)–(E3) hold. Then Eq. (6.6) has at least one mild solution x1
which is compact almost automorphic. If x2 is a mild solution which is only almost automorphic,
then there exists w0 ∈X such that
x2(t) = x1(t)+w0 for t ∈R. (6.26)
Consequently x2 is compact almost automorphic. Moreover, if the function r 
→ g(r) − λ1r is
strictly decreasing on R, then the compact almost automorphic mild solution is unique.
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Theorem 3.3. By Lemma 6.1, assumptions (H1) and (H2) hold. Hypothesis (H4) results of (E1)
and (E2). For Hypothesis (H3), since g is locally Lipschitz, then G is Lipschitz continuous on
bounded sets of X, therefore G is bounded on the bounded sets of X. It follows for each t ∈ R,
for each x ∈ X such that ‖x‖R,
∥∥f (t, x)∥∥ sup
‖x‖R
∥∥G(x)∥∥+ sup
t∈R
∥∥H(t)∥∥< +∞,
therefore (H3) holds. By Proposition 6.3, Eq. (6.6) admits at least a mild solution x0 defined and
bounded on [0,+∞). By Theorem 3.3, the set {x0(t); t  0} is compact. Let us denote by K the
closed convex hull of the compact set {x0(t); t  0}. Then K is a convex and compact subset
of X. To prove the existence of a compact almost automorphic solution, we use Theorem 3.3 with
the subvariant functional λK(x) = supt∈RE(x(t)) associated to the compact set K . It remains to
prove the uniqueness of the minimal K-valued solution. Let u and v be two minimal K-valued
solutions of Eq. (6.6). Let us denote
δ = sup
t∈R
E
(
u(t)
)= sup
t∈R
E
(
v(t)
)
. (6.27)
Case 1. Assume that E(u(t) − v(t)) = c for all t ∈ R. Then, by Lemma 6.6, 12u + 12v is a mild
solution of Eq. (6.6). Moreover 12u+ 12v ∈ FK , because K is convex set, then by definition of δ,
we obtain
δ  sup
t∈R
E
(
1
2
u(t)+ 1
2
v(t)
)
. (6.28)
By parallelogram law
E
(
1
2
u(t)+ 1
2
v(t)
)
+E
(
1
2
u(t)− 1
2
v(t)
)
= 1
2
E
(
u(t)
)+ 1
2
E
(
v(t)
)
,
we obtain
sup
t∈R
E
(
1
2
u(t)+ 1
2
v(t)
)
+ 1
4
c 1
2
sup
t∈R
E
(
u(t)
)+ 1
2
sup
t∈R
E
(
v(t)
)
. (6.29)
By (6.27)–(6.29), we obtain δ + 14c  12δ + 12δ, then E(u(t) − v(t)) = c  0 for all t ∈ R. By
definition of E, we obtain u = v, therefore Eq. (6.6) admits at most one minimal K-valued
solution.
Case 2. General case. Let (tn)n be a sequence of real numbers such that limn→+∞ tn = −∞. In
fact by Hypothesis (H4), we can choose a subsequence of (tn)n such that for all t ∈R, we have
lim
n→+∞ supx∈K
∥∥f (t + tn, x)− f∗(t, x)∥∥= 0,
lim
n→+∞ sup
∥∥f∗(t − tn, x)− f (t, x)∥∥= 0,x∈K
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u(t + tn) → u1(t) as n → +∞, (6.30)
u1(t − tn) → u2(t) as n → +∞, (6.31)
v(t + tn)→ v1(t) as n → +∞, (6.32)
v1(t − tn) → v2(t) as n → +∞, (6.33)
uniformly on each compact subset of R, where u2 and v2 are two minimal K-valued solutions of
Eq. (6.6). The proof of this assertion is similar to the one given in the proof of Theorem 3.3, by
using two times Lemma 4.3. By (6.30)–(6.33), we deduce that for t ∈R,
lim
m→+∞ limn→+∞E
(
u(t + tn − tm)− v(t + tn − tm)
)= E(u2(t)− v2(t)),
and
lim
n→+∞E
(
u(t + tn)− v(t + tn)
)= sup
τ∈R
E
(
u(τ)− v(τ)),
since the function t 
→E(u(t)−v(t)) is nonincreasing on R (cf. Lemma 6.6) and limn→+∞ tn =
−∞, therefore for all t ∈R,
E
(
u2(t)− v2(t)
)= sup
τ∈R
E
(
u(τ)− v(τ)). (6.34)
By (6.34) and Case 1, we obtain that u2 = v2. By definition of E, we obtain
sup
τ∈R
E
(
u(τ)− v(τ))= 0,
therefore u = v. In conclusion, we have proved that Eq. (6.6) admits at most a minimal K-
valued solution. In view of Theorem 3.3, we assert that Eq. (6.6) has at least a compact almost
automorphic solution.
Let x1 be a mild solution which is compact almost automorphic. If x2 is mild solution which
is almost automorphic, then by Lemma 6.6, the function t 
→ E(x1(t) − x2(t)) is almost au-
tomorphic and nonincreasing, therefore it is constant on R. Again by help of Lemma 6.6, we
obtain (6.26). If the function r 
→ g(r) − λ1r is strictly decreasing, the uniqueness of the com-
pact almost automorphic solution results of (6.19) and (6.20). This ends the proof. 
Now we give a corollary of Proposition 6.7 in the almost periodic case. For that, we need the
following hypothesis:
(E4) The function h : R × Ω → R is continuous, h satisfies h(t, ξ) = 0 on R × ∂Ω and h is
C0(Ω)-almost periodic, which means that for all ε > 0, there exists  > 0 such that for all
α ∈R, there exists τ ∈ [α,α + ] such that
sup
t∈R
sup
ξ∈Ω
∣∣h(t + τ, ξ)− h(t, ξ)∣∣ ε.
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which is almost periodic. If x2 is a mild solution which is almost periodic, then there exists
w0 ∈ X such that
x2(t) = x1(t)+w0 for t ∈R.
Moreover, if the function r 
→ g(r) − λ1r is strictly decreasing on R, then the almost periodic
mild solution is unique.
Proof. The proof of Corollary 6.8 is similar to the one given in Proposition 6.7 by using Corol-
lary 3.7 instead of Theorem 3.3. In fact Eq. (6.6) can be written as
x′(t) = Ax(t)+G(x(t))+H(t) for t ∈R, (6.35)
where G and H are defined by (6.3) and (6.4). Let us denote by H(H) the set of functions
H∗ ∈ AP(R,X) such that there exists a real sequence (tn)n satisfying
lim
n→+∞ supt∈R
∥∥H(t + tn)−H∗(t)∥∥= 0.
Then for H∗ ∈ H(H), Eq. (3.1) can be written as
x′(t) = Ax(t)+G(x(t))+H∗(t) for t ∈R. (6.36)
Since Eq. (6.36) satisfies all the hypotheses of Eq. (6.35), then Eq. (6.36) has a unique mini-
mal K-valued solution for the compact K and the subvariant functional defined in the proof of
Proposition 6.7. By using Corollary 3.7, we obtain the existence of a mild solution x1 which is
almost periodic. The proof of others assertion of Corollary 6.8 results of Proposition 6.7 since an
almost periodic function is almost automorphic. 
6.2. Wave equation
To apply Theorem 3.6, we consider the following wave equation in an arbitrary open subset Ω
of Rn⎧⎪⎨
⎪⎩
∂2
∂t2
v(t, x) =
n∑
i=1
∂2
∂x2i
v(t, x)+ g
(
∂
∂t
v(t, x)
)
+ λv(t, x)+ h(t, x) in R×Ω,
v(t, x) = 0 on R× ∂Ω,
(6.37)
where g :R→R, h :R×Ω →R are continuous functions and λ is an arbitrary real number.
In order to rewrite Eq. (6.37) in the abstract form, we introduce the Hilbert space X =
H 10 (Ω)×L2(Ω), endowed with the inner product denoted by 〈· | ·〉, associated to the norm
‖x‖ =
(∫ ∣∣∇x1(ξ)∣∣2 + ∣∣x1(ξ)∣∣2 + ∣∣x2(ξ)∣∣2 dξ
) 1
2
for x = [x1, x2] ∈ X.
Ω
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{
D(A) = {[x1, x2] ∈ X; x1 ∈ L2(Ω) and x2 ∈ H 10 (Ω)},
A[x1, x2] = [x2,x1 + λx1],
where  is the Laplacian operator.
Lemma 6.9. The linear operator A generates a C0-semigroup (T (t))t0 on X. Moreover the
operator A satisfies
〈Ax | x〉 = (1 + λ)
∫
Ω
x1(ξ)x2(ξ) dξ for x = [x1, x2] ∈ D(A). (6.38)
Proof. Define the operator B :D(B) ⊂ X → X by
{
D(B) = D(A),
B[x1, x2] = [x2,x1 − x1].
The linear operator B is skew-adjoint on X, therefore B generates a group of isometry [14,
Proposition 2.6.9, p. 33]. Define the operator L :X →X by
Lx = [0, x1] for x = [x1, x2] ∈ X.
Then L ∈ L(X,X) and A = B + (1 + λ)L, therefore A generates a C0-semigroup (T (t))t0
on X [40, Theorem 1.1, p. 76]. Since the linear operator B is skew-adjoint on X, then for all
x ∈ D(A), 〈Ax | x〉 = (1 + λ)〈Lx | x〉, therefore (6.38) holds. 
In order to study the existence of an almost automorphic solution of Eq. (6.37), we suppose
that:
(E5) The function h :R×Ω →R is continuous and L2(Ω)-almost automorphic, which means
that for any sequence of real numbers (s′n)n, there exist a subsequence (sn)n and a measur-
able function k :R×Ω →R such that
∀t ∈R, lim
n→∞
∫
Ω
∣∣h(t + sn, ξ)− k(t, ξ)∣∣2 dξ = 0
and
∀t ∈R, lim
n→∞
∫
Ω
∣∣k(t − sn, ξ)− h(t, ξ)∣∣2 dξ = 0.
Remark 6.10. The function t 
→ h(t, .) is in AA(R,L2(Ω)).
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(E6) g is Lipschitzian continuous.
(E7) λ ∈ such that u ∈H 10 (Ω) and u+ λu = 0 implies that u = 0.
(E8) The function g is nonincreasing on R.
Remark 6.11. In the particular case where the domain Ω is bounded, and its boundary ∂Ω is
such that the Dirichlet problem: u+ λu = 0 in Ω , u = 0 on ∂Ω , has a sequence of eigenvalues
{λn: n 1} such that 0 < λ1  λ2  · · · λn  λn+1  · · · and limn→∞ λn = ∞, if λ is not an
eigenvalue of − in H 10 (Ω), then λ satisfies Hypothesis (E7).
Let G :X →X be the map defined by
G(x)(ξ) = [0, g(x2(ξ))] for ξ ∈ Ω and x = [x1, x2] ∈ X. (6.39)
Let H :R→ X be defined by
H(t)(ξ) = [0, h(t, ξ)] for t ∈R and ξ ∈ Ω. (6.40)
Let f :R×X →X denote the mapping defined by
f (t, x) = G(x)+H(t) for t ∈R and x ∈X. (6.41)
Since (E5) and (E6) hold, then G ∈ C(X,X) and H ∈ AA(R,X), therefore f satisfies Hypoth-
esis (H4). With those notations, Eq. (6.37) takes the following abstract form
x′(t) = Ax(t)+ f (t, x(t)) for t ∈R. (6.42)
Let q :X →R and Φ : X →R denote the quadratic forms defined by
q(x) = 1
2
∫
Ω
∣∣x1(ξ)∣∣2 dξ, (6.43)
Φ(x)= 1
2
‖x‖2 − (1 + λ)q(x). (6.44)
Then,
Φ(x) = 1
2
∫
Ω
(∣∣∇x1(ξ)∣∣2 + ∣∣x2(ξ)∣∣2 − λ∣∣x1(ξ)∣∣2)dξ for x = [x1, x2] ∈ X.
It is obvious that q and Φ are continuous on X. With Assumption (E7), the quadratic form Φ
is not in general positive or negative definite. To prove our result of existence of an almost
automorphic solution, we use Theorem 3.6, with the following subvariant functional
λK(x) = supΦ
(
x(t)
)
for x ∈ CK(R,X).t∈R
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x′(t) = Ax(t)+ p(t) for t ∈R, (6.45)
where p ∈ C(R,X).
Lemma 6.12. Let p = [0,p2] ∈ C(R,X).
i) If w is a mild solution on R of the linear equation (6.45), then the function t 
→ Φ(w(t)) is
of class C1 on R and
d
dt
[
Φ
(
w(t)
)]= 〈p(t) ∣∣w(t)〉= ∫
Ω
p2(t, ξ)w2(t, ξ) dξ for t ∈R. (6.46)
ii) Moreover, if p(t) = 0 for all t ∈ R, then the function t 
→ Φ(w(t)) is constant on R and the
function t 
→ q(w(t)) is of class C2 on R with
d2
dt2
[
q
(
w(t)
)]= 2∫
Ω
∣∣w2(t, ξ)∣∣2 dξ − 2Φ(w(0)) for t ∈R. (6.47)
Proof. Let us denote by bi : X ×X →R (i = 1,2) the two bilinear forms defined by
b1(x, y) =
∫
Ω
x1(ξ)y1(ξ) dξ and b2(x, y) =
∫
Ω
x1(ξ)y2(ξ) dξ
for x = [x1, x2] and y = [y1, y2] ∈ X. Then b1 and b1 are continuous, b1 is symmetric and
satisfies b1(x, x) = 2q(x) where q is the function defined by (6.43).
i) Let w be a mild solution on R of Eq. (6.45). We fix s ∈ R and T > 0. Assume that w(s) ∈
D(A) and p2 ∈ C1([s, s + T ],L2(Ω)). Then w is a classical solution on [s, s + T ] of (6.45):
w ∈ C([s, s + T ],D(A))∩C1([s, s + T ],X) and
w′(t)= Aw(t)+ p(t) for s  t  s + T .
It follows that t 
→ q(w(t)) is of class C1 and
d
dt
[
q
(
w(t)
)]= d
dt
[
1
2
b1
(
w(t),w(t)
)]= b1(w(t),w′(t))= b1(w(t),Aw(t)+ p(t)),
then
d
dt
[
q
(
w(t)
)]= ∫
Ω
w1(t, ξ)w2(t, ξ) dξ = b2
(
w(t),w(t)
)
, (6.48)
consequently t 
→Φ(w(t)) is also of class C1 and
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dt
[
Φ
(
w(t)
)]= 〈w′(t) ∣∣w(t)〉− (1 + λ) d
dt
[
q
(
w(t)
)]
= 〈Aw(t) ∣∣w(t)〉+ 〈p(t) ∣∣w(t)〉− (1 + λ)∫
Ω
w1(t, ξ)w2(t, ξ) dξ
and by using (6.38), we obtain (6.46) on [s, s + T ]. Then by integrating (6.48) and (6.46)
on [s, s + T ], we obtain
q
(
w(t)
)= q(w(s))+
t∫
s
b2
(
w(σ),w(σ)
)
dσ, (6.49)
Φ
(
w(t)
)= Φ(w(s))+
t∫
s
〈
p(σ)
∣∣w(σ)〉dσ (6.50)
for s  t  s+T . For the proof of (6.49) and (6.50) in the general case, we choose two sequences
(wsn)n ⊂ D(A) and (pn)n ⊂ C1([s, s + T ],X) (with pn = [0,p2n]) such that (wsn)n converges
to w(s) in X and (pn)n converges to p in L1((s, s + T ),X). Consequently w satisfies (6.49)
and (6.50) on each interval [s, s + T ]. Since w, p and b2 are continuous, we deduce that t 
→
q(w(t)), t 
→Φ(w(t)) are of class C1 and (6.46), (6.48) hold.
ii) Moreover, if p(t) = 0 for all t ∈R, by (6.46), we deduce that the function t 
→ Φ(w(t)) is
constant on R, therefore
1
2
∥∥w(t)∥∥2 − (1 + λ)q(w(t))= Φ(w(0)) for all t ∈R. (6.51)
We fix s ∈ R and T > 0. Assume that w(s) ∈ D(A). In this case, we have w ∈ C([s, s + T ],
D(A))∩C1([s, s + T ],X) and
w′(t) = Aw(t) for s  t  s + T . (6.52)
From (6.48), it follows that t 
→ q(w(t)) is of class C2 and
d2
dt2
[
q
(
w(t)
)]= b2(w′(t),w(t))+ b2(w(t),w′(t))= b2(Aw(t),w(t))+ b2(w(t),Aw(t)),
then
d2
dt2
[
q
(
w(t)
)]= ∫
Ω
(∣∣w2(t, ξ)∣∣2 +w1(t, ξ)(w1(t, ξ)+ λw1(t, ξ)))dξ,
by using Green’s formula, we obtain
d2
dt2
[
q
(
w(t)
)]= ∫ (∣∣w2(t, ξ)∣∣2 − ∣∣∇w1(t, ξ)∣∣2 + λ∣∣w1(t, ξ)∣∣2)dξ.
Ω
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d
dt
[
q
(
w(t)
)]= d
dt
[
q
(
w(s)
)]+ 2
t∫
s
∫
Ω
∣∣w2(σ, ξ)∣∣2 dξ dσ − 2(t − s)Φ(w(0)) (6.53)
for s  t  s + T . For the proof of (6.53) in the general case, we choose a sequence (wsn)n ⊂
D(A) such that (wsn)n converges to w(s) in X. Since the function t 
→
∫
Ω
|w2(t, ξ)|2 dξ is con-
tinuous, we deduce that the function t 
→ q(w(t)) is of class C2 on each interval [s, s + T ] and
satisfies (6.47). 
Lemma 6.13. Assume that (E5)–(E8) hold. Let u and v be two mild solutions on R of Eq. (6.42).
Then the following assertions hold.
i) The function t 
→Φ(u(t)− v(t)) is nonincreasing on R.
ii) If the function t 
→ Φ(u(t)− v(t)) is constant on R, then
G
(
u(t)
)= G(v(t)) for t ∈R, (6.54)
and for all θ ∈ [0,1], θu+ (1 − θ)v is also a mild solution on R of Eq. (6.42).
iii) If u and v are bounded on R and if Φ(u(t)− v(t)) = c for all t ∈ R with c  0, then c = 0
and u = v.
Proof. i) Let us denote w = u− v. Then w ∈ C(R,X) and satisfies (6.45) with
p(t)= f (t, u(t))− f (t, v(t))= G(u(t))−G(v(t)), (6.55)
where f and G are the functions defined by (6.39)–(6.41). By Lemma 6.12, we obtain
d
dt
Φ
(
w(t)
)= 〈G(u(t))−G(v(t)) ∣∣w(t)〉,
therefore
d
dt
Φ
(
w(t)
)= ∫
Ω
{
g
(
u2(t, ξ)
)− g(v2(t, ξ))}{u2(t, ξ)− v2(t, ξ)}dξ. (6.56)
Since g is nonincreasing, it follows that
{
g(r1)− g(r2)
}{r1 − r2} 0 for r1 and r2 ∈R, (6.57)
and from (6.56) and (6.57), we obtain that the function t 
→ Φ(u(t) − v(t)) is nonincreasing
on R.
ii) Assume that the function t 
→Φ(u(t)− v(t)) is constant on R. By using (6.56) and (6.57),
we obtain
{
g
(
u2(t, ξ)
)− g(v2(t, ξ))}{u2(t, ξ)− v2(t, ξ)}= 0 for t ∈R and ξ ∈Ω.
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g
(
u2(t, ξ)
)= g(v2(t, ξ))= 0 for t ∈R and ξ ∈Ω,
therefore (6.54) holds, then we deduce
g
(
θu2(t, ξ)+ (1 − θ)v2(t, ξ)
)= g(u2(t, ξ)) for t ∈R, ξ ∈ Ω and θ ∈ [0,1].
It follows that
G
(
θu(t)+ (1 − θ)v(t))= θG(u(t))+ (1 − θ)G(v(t)) for t ∈R and θ ∈ [0,1],
therefore
f
(
t, θu(t)+ (1 − θ)v(t))= θf (t, u(t))+ (1 − θ)f (t, v(t)) for t ∈R and θ ∈ [0,1],
therefore θu+ (1 − θ)v is also a mild solution on R of Eq. (6.42).
iii) By (6.54) and (6.55), we deduce that w ∈ C(R,X) and satisfies the homogeneous equation
associated to (6.45), i.e. p(t) = 0 for all t ∈ R. By Lemma 6.12, the function t 
→ q(w(t)) is of
class C2 on R and satisfies (6.47). By assumption c = Φ(w(0))  0 and by (6.47), we obtain
d2
dt2
q(w(t)) 0, then t 
→ q(w(t)) is convex and bounded on R, therefore t 
→ q(w(t)) is con-
stant, i.e. d2
dt2
q(w(t)) = 0. By (6.47), we obtain c = 0 and w2(t) = 0 for all t ∈ R. We fix s ∈ R
and T > 0. Assume that w1(s) ∈ H 10 (Ω) and w1(s) ∈ L2(Ω). In this case, w is a classical
solution of the homogeneous equation associated to (6.45), we deduce that w1(t) = w1(s) for all
t ∈ [s, s +T ] and w1(s)+λw1(s) = 0. From Hypothesis (E7), we deduce that w1(t)= 0, thus
w(t) = 0 for all t ∈ [s, s + T ]. For the general case, we choose a sequence (wsn)n ⊂ D(A) such
that (wsn)n converges to w(s) in X, then we obtain that w(t) = 0 for each interval [s, s + T ],
therefore u(t) = v(t) for all t ∈R. 
Proposition 6.14. Assume that (E5)–(E8) hold. In addition suppose that Eq. (6.42) admits
at least a mild solution x0 on [t0,+∞) such that {x0(t); t  t0} is relatively compact. Then
Eq. (6.42) has at least one mild solution which is compact almost automorphic solution. More-
over, if the function g is strictly decreasing on R, then the mild solution which is compact almost
automorphic, is unique.
Proof. Hypothesis (H1) is a consequence of Lemma 6.9 and Hypothesis (H4) results of (E5)
and (E6), therefore all hypotheses of Theorem 3.6 are fulfilled. Let K be the closed convex hull
of the compact set x([t0,+∞)). Then K is a convex and compact. To prove the existence of
a compact almost automorphic solution of Eq. (6.42), we use Theorem 3.6 with the subvariant
functional λK(x) = supt∈RΦ(x(t)) associated to the compact set K . It remains to prove the
uniqueness of the minimal K-valued solution of Eq. (6.42). Let u and v be two minimal K-
valued solutions of Eq. (6.42). Let us denote
δ = sup
t∈R
Φ
(
u(t)
)= sup
t∈R
Φ
(
v(t)
)
. (6.58)
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a solution of Eq. (6.42). Since K is convex, we obtain 12u+ 12v ∈ FK , then
δ  sup
t∈R
Φ
(
1
2
u(t)+ 1
2
v(t)
)
. (6.59)
By parallelogram law applied to the quadratic form Φ , we deduce
sup
t∈R
Φ
(
1
2
u(t)+ 1
2
v(t)
)
+ 1
4
c 1
2
sup
t∈R
Φ
(
u(t)
)+ 1
2
sup
t∈R
Φ
(
v(t)
)
. (6.60)
By (6.58)–(6.60), we obtain δ + 14c  12δ + 12δ, then Φ(u(t) − v(t)) = c  0 for all t ∈ R.
By Lemma 6.13, we obtain u = v, therefore Eq. (6.42) admits at most one minimal K-valued
solution.
Case 2. General case. Let (tn)n be a sequence of real numbers such that limn→+∞ tn = −∞.
Then there exists a subsequence of (tn)n such that
u(t + tn) → u1(t) as n → +∞, (6.61)
u1(t − tn) → u2(t) as n → +∞, (6.62)
v(t + tn)→ v1(t) as n → +∞, (6.63)
v1(t − tn) → v2(t) as n → +∞, (6.64)
uniformly on each compact subset of R, where u2 and v2 are two minimal K-valued solutions
of Eq. (6.42). The proof of this assertion is similar to the one given in Proposition 6.7. By
Lemma 6.13, the function t 
→ Φ(u(t) − v(t)) is nonincreasing on R, from (6.61)–(6.64) and
limn→+∞ tn = −∞, we deduce for all t ∈R,
Φ
(
u2(t)− v2(t)
)= sup
τ∈R
Φ
(
u(τ)− v(τ)). (6.65)
By (6.65) and Case 1, we obtain that u2 = v2, then Φ(u2(t)− v2(t)) = 0 for all t ∈R, therefore
sup
τ∈R
Φ
(
u(τ)− v(τ))= 0. (6.66)
By taking a sequence of real numbers (tn)n such that limn→+∞ tn = +∞, we state by similar
proof that
inf
τ∈RΦ
(
u(τ)− v(τ))= 0. (6.67)
From (6.66) and (6.67), we have for all t ∈R,
Φ
(
u(t)− v(t))= 0,
2632 P. Cieutat, K. Ezzinbi / Journal of Functional Analysis 260 (2011) 2598–2634therefore by Case 1, we deduce that u = v. In conclusion, we have proved that Eq. (6.42) admits
at most a minimal K-valued solution. In view of Theorem 3.6, we assert that Eq. (6.42) has at
least a compact almost automorphic solution.
Assume that g is strictly decreasing. If u and v are two mild solutions which are com-
pact almost automorphic, then the function t 
→ Φ(u(t) − v(t)) is almost automorphic and by
Lemma 6.13, it is nonincreasing, therefore it is constant on R. Again by help of Lemma 6.13, we
obtain (6.54) and since g is strictly decreasing, then u2 = v2. Denote w = u − v. It follows that
w is a mild solution on R of the linear equation (6.45) and by the same argument as in the end of
the proof of Lemma 6.13, we obtain u = v. 
Now we give a corollary of Proposition 6.14 in the almost periodic case. For that, we need the
following hypothesis:
(E9) The function h :R×Ω →R is continuous and L2(Ω)-almost periodic, which means that
for all ε > 0, there exists  > 0 such that for all α ∈R, there exists τ ∈ [α,α + ] such that
sup
t∈R
∫
Ω
∣∣h(t + τ, ξ)− h(t, ξ)∣∣2 dξ  ε.
Corollary 6.15. Assume that (E6)–(E9) hold. In addition suppose that Eq. (6.42) admits at least
a mild solution x0 on [t0,+∞) such that {x0(t); t  t0} is relatively compact. Then Eq. (6.42)
has at least one mild solution which is almost periodic solution. Moreover, if the function g is
strictly decreasing on R, then the mild solution which is almost periodic is unique.
Proof. The proof of Corollary 6.15 is similar to the one given in Corollary 6.8 by using Corol-
lary 3.8 instead of Corollary 3.7. 
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