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On certain definite integrals and
infinite series
Ernst Eduard Kummer, Dr. of Mathematics
We provide a translation of E. E. Kummer’s paper "De integral-
ibus quibusdam definitis and seriebus infinitis" [1] 1.
The definite integrals, that I undertake to treat now, are very closely connected
to the infinite series, that I treated in a commentary of this journal on the hy-
pergeometric series, volume XV page 138 [2] and the following, which, so that
they can be represented in a simpler way, I will denote by these functions:
1. 1 +
α · x
β · 1 +
α(α+ 1) · x2
β(β + 1) · 1 · 2 +
α(α + 1)(α + 2) · x3
β(β + 1)(β + 2) · 1 · 2 · 3 + · · · · = ϕ(α, β, x),
2. 1 +
x
α · 1 +
x2
α(α+ 1) · 1 · 2 +
x3
α(α+ 1)(α + 2) · 1 · 2 · 3 + · · · · = ψ(α, x),
3. 1− α · β
1 · x +
α(α+ 1)β(β + 1)
1 · 2 · x2 −
α(α+ 1)(α + 2)β(β + 1)(β + 2)
1 · 2 · 3 · x3 + · · · · = χ(α, β, x).
From this the transformations, found at the cited place, of the series can also
be exhibited in this way:
1This paper was translated from Kummer’s Latin original "De integralibus quibusdam defini-
tis and seriebus infinitis" by Alexander Aycock
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4. ϕ(α, β, x) = ex · ϕ(β − α, β,−x),
5. ψ(α, x) = e±2
√
xϕ(α− 1
2
, 2α− 1,±4√x),
which is the same formula as
6. ϕ(α, 2α, x) = e
x
2ψ(α+
1
2
,
x2
16
)
and
7. χ(α, β, x) =
xαΠ(β − α− 1)
Π(β − 1) ϕ(α,α − β + 1, x)+
xβΠ(α− β − 1)
Π(α− 1) ϕ(β, β − α+ 1, x)
After having prepared these things, I want to settle the question about this
integral at first
8. y =
∫ ∞
0
uα−1 · e−u · e−ux du,
from where it follows
dy
dx
= −
∫ ∞
0
uα−2 · e−u · e−ux du, d
2y
dx2
=
∫ ∞
0
uα−3 · e−u · e−ux du,
it is by differentiating of the quantity uα−1 · e−u · e−ux :
d(uα−1 · e−u · e−ux )
= −uα−1 · e−u · e−ux du+ (α− 1)uα−2 · e−u · e−uxdu+ x · uα−3 · e−u · e−ux du,
and by integration between the boundaries 0 and ∞:
0 = −
∫ ∞
0
uα−1 · e−u · e−ux du+ (α− 1)
∫ ∞
0
uα−2 · e−u · e−ux du
+x
∫ ∞
0
uα−3 · e−u · e−ux du,
or, what is the same,
9. 0 = y + (α− 1)dy
dx
− xd
2y
dx2
,
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The complete integral of this equation is easily found by means of series, that
we denoted by the function ψ,
10. y = A · ψ(1 − α, x) +B · xαψ(1 + α, x),
where A and B are arbitrary constants. From there this expression for the
presented integral follows
∫ ∞
0
uα−1 · e−u · e−ux du = A · ψ(1− α, x) +B · xαψ(1 + α, x).
The determination of the constant A is easy; for, if we suppose the quantity α
to be positive, and put x = 0, we have
∫ ∞
0
uα−1 · e−udu = A
or
A = Π(α− 1).
To determine the constant B in the same way, the integral y has to be trans-
formed by the substitution u = x
v
, whence it is
∫ ∞
0
uα−1 · e−u · e−ux du = xα
∫ ∞
0
v−α−1 · e−v · e− vxdv,
after having used this integral transformation, equation (11.) is converted into
this one:∫ ∞
0
v−α−1 · e−v · e− vxdv = A · x−αψ(1− α, x) +B · ψ(1 + α, x),
hence, if we suppose the quantity α to be negative and put x = 0, we have
∫ ∞
0
v−α−1 · e−vdv = B
or
A = Π(−α− 1),
after having finally substituted which values of the constants, it is:
12. Π(α− 1)ψ(1 − α, x) + Π(−α− 1)xαψ(1 + α, x).
From this determination of the constants certain doubts are to be removed,
which can arise from the fact, that the one constant was found, after having
3
put α > 0, the determination of the other constant on the other hand requires
the opposite assumption. But it is nevertheless clear, that these conditions
would have been superfluous, if, while determining the constants, we had not
used the value x = 0, but any other positive values, and the values of the
constants would not have been other ones. Moreover it is to be beared in mind,
that formula (12.) is only valid, if x is a positive quantity, otherwise the inte-
gral would become infinite; but if x is positive, this integral has a finite value,
whatever the quantity α is, positive or negative.
From this formula (12.) one can deduce another integral, which is expressed by
two series of the kind ϕ(α, β, x). By putting xv in the place of x, by multiplying
by e−v · vβ−1 · dv and integrating between the boundaries 0 and ∞, it is
∫ ∞
0
∫ ∞
0
uα−1 ·e−u·vβ−1·e−v ·e−xvu dudv = Π(α−1)
∫ ∞
0
vβ−1·e−v ·ϕ(1−α, xv)dv
+Π(−α− 1)xα
∫ ∞
0
vα+β−1 · e−v · ϕ(1 + α, xv)dv,
the integrations with respect to the variable v are easily executed; or it is
∫ ∞
0
vβ−1e−vψ(1 − α, xv)dv = Π(β − 1)ϕ(β, 1 − α, x),
∫ ∞
0
vα+β−1e−vψ(1 + α, xv)dv = Π(α + β − 1)ϕ(α + β, 1 + α, x),
∫ ∞
0
vβ−1e−v · e−xvu dv = Π(β − 1)
(1 + x
u
)β
,
whence
∫ ∞
0
∫ ∞
0
uα−1 · e−u · vβ−1 · e−v · e−xvu dudv = Π(β − 1)
∫ ∞
0
uα−1 · e−udu
(1 + x
u
)β
,
which integral, by putting ux in the place of u, is changed into
Π(β − 1)xα
∫ ∞
0
uα+β−1 · e−uxdu
(1 + u)β
after having substituted which values, we finally have
Π(β − 1)xα
∫ ∞
0
uα+β−1 · e−uxdu
(1 + u)β
4
= Π(α−1)Π(β−1)ϕ(β, 1−α, x)+Π(−α−1)Π(α+β−1)xαϕ(α+β, 1+α, x),
which formula, by changing α into α− β, obtains this more convenient form
13. Π(β − 1)xα
∫ ∞
0
uα+β−1 · e−uxdu
(1 + u)β
Π(α − β − 1)
Π(α− 1) x
β ·ϕ(β, β −α+1, x) + Π(β − α− 1)
Π(β − 1) x
α ·ϕ(α,α− β +1, x).
Because the one part of this equation, after having interchanged the quantities
α and β, remains the same, it has to be
14.
xα
Π(α− 1)
∫ ∞
0
uα−1 · e−ux · du
(1 + u)β
=
xβ
Π(β − 1)
∫ ∞
0
uβ−1 · e−ux · du
(1 + u)α
.
If the transformation, that equation (7.) contains, is applied to formula (13.),
it is
15.
xα
Π(α− 1)
∫ ∞
0
uα−1 · e−ux · du
(1 + u)β
= χ(α, β, x).
Because the series χ(α, β, x) belongs to the class of semiconvergent series, it
seems to be neccessary, that formula (15.) is reeinforced by a proof, from which
it becomes clear at the same time, that by computation of a certain number of
the first terms of this series, the proximate value of this integral is found. For
this purpose I use the known equation
1− β
1
z +
β(β + 1)
1 · 2 z
2 − · · · · (−1)k−1β(β + 1) · · · · (β + k − 2)
1 · 2 · · · · (k − 1) z
k−1
=
1
(1 + z)β
− (−1)
kβ(β + 1) · · · · (β + k − 1)
1 · 2 · · · · (k − 1) z
k
∫ 1
0
(1− u)kdu
(1 + zu)β+k
,
it is by putting z = v
x
, by multiplaying by vα−1 · e−v · dv, then by integrating
from v = 0 to v =∞ and dividing by Π(α− 1)
16. 1−α · β
1 · x+
α(α + 1)β(β + 1)
1 · 2 · x2 −· · ··(−1)
k−1α(α+ 1) · · · · (α+ k − 2)β(β + 1) · · · · (β + k − 2)
1 · 2 · 3 · · · · (k − 1) · xk−1
=
1
Π(α− 1)
∫ ∞
0
vα−1 · e−v · dv
(1 + v
x
)β
− (−1)kβ(β+1)····(β+k−1)
Π(α−1)1·2·3····(k−1)·xk
∫ 1
0
∫ ∞
0
(1− u)k−1 · vα+k−1 · e−v · dv · du
(1 + uv
x
)β+k
,
this double integral along with its coefficients indicates the error, that is com-
mitted, if the integral
1
Π(α− 1)
∫ ∞
0
vα−1 · e−v · dv
(1 + v
x
)β
, or, what is the same
xα
Π(α− 1)
∫ ∞
0
vα−1 · e−vx · dv
(1 + v)β
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is computed by the first terms of that series, whose number is k, if k is so
large, that β + k is positive, that quantity, we called the error, changes the
sign at the same time as k is converted into k + 1, or, if a certain number of
terms of that series is computed, this sum is either larger or smaller than the
desired integral, but if the subsequent term of the series is added, this new
sum is smaller than the desired integral, if the sum was larger, if that sum
was smaller. Therefore the sums, which that series gives, are alternately too
large and too small, and it becomes clear, that the proximate value is found, if
the computation is extended to the smallest terms of the semiconvergent series.
The same thing can be demonstrated from equation (16.) in this way.
Of course it is for positive β + k:
∫ 1
0
∫ ∞
0
(1− u)k−1 · vα+k−1 · e−v · dvdu
(1 + uv
x
)β+k
<
∫ 1
0
∫ ∞
0
(1−u)k−1 ·vα+k−1·e−v ·dvdu
and
∫ 1
0
∫ ∞
0
(1− u)k−1 · vα+k−1 · e−v · dvdu = Π(α+ k − 1)
k
,
so the error, which is expressed by that double integral, is always smaller than
β(β + 1) · · · · (β + k − 1)Π(α + k − 1)
1 · 2 · 3 · · · · (k − 1) ·Π(α − 1)xk ,
because which is the first term neglected, it follows, that the error is always
smaller than that term of the series, to which the summation is extended.
After having put β = 1− α, equation (15.) is converted into this one:
xα
Π(α− 1)
∫ ∞
0
(u+ u2)α−1 · e−ux · du
=
Π(2α− 2)
Π(α − 1) x
1−α · ex2 ·ϕ(1−α, 2− 2α, x) + Π(−2α)
Π(−α) x
α ·ϕ(α, 2α, x),
after having transformed which series by means of formula (6.), it is
xα
Π(α− 1)
∫ ∞
0
(u+ u2)α−1 · e−ux · du
=
Π(2α − 2)
Π(α− 1) x
1−α · ex2 · ψ(3
2
− α, x
2
16
) +
Π(−2α)
Π(−α) x
α · ψ(1
2
+ α,
x2
16
),
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if further x is changed into 4
√
x and α into α+ 12 , we have by a few reductions
17.
22α+1 · √pi · xα · e−2
√
x
Π(α− 12)
∫ ∞
0
(u+ u2)α−
1
2 e−4u
√
xdu
= Π(α− 1)ψ(1 − α, x) + Π(−α− 1)xαψ(1 + α, x),
from there it follows by comparision to formula (12.)
∫ ∞
0
uα−1 ·e−u ·e− xu ·du = 2
2α+1 · √pi · xα · e−2
√
x
Π(α− 12)
∫ ∞
0
(u+u2)α−
1
2 e−4u
√
xdu,
from this formula, or if you like it better, from formula (12.), after having put
α = 12 , this very simple value of the integral is easily deduced
18.
∫ ∞
0
e−u
2 · e− xu2 · du =
√
pi
2
· e−2
√
x.
The integrals, the we just found, have muliple applications in Analyisis, for the
sake of an example in the integration of the Riccati equation, that, by means
of easy substitutions can be changed into the form of equation (9.); I will not
sprend more time on these things, but will rather also settle the question about
other similar integrals, whose first I chose to be this one:
19. z =
∫ pi
2
0
cosα−1 v · cos(1
2
x tan v + βv)dv.
I always suppose the quantity x to be positive, because its negative sign can
be transferred to the quantity β. By dfferentiation of the quantity
cosα−1 v · sin(1
2
x tan v + βv)
it is
d(cosα−1 v · sin(1
2
x tan v + βv)) = cosα−2 v · sin v · sin(1
2
x tan v + βv)dv
+(
x
2 cos2 v
+ β) cosα−1 v cos(
1
2
x tan v + βv)dv,
and by integrating between the boundaries v = 0 and v = pi2
20. 0 = −(α− 1)
∫ pi
2
0
cosα−2 v · sin v · sin(1
2
x tan v + βv)dv
+
x
2
∫ pi
2
0
cosα−3 v · cos(1
2
x tan v + βv)dv
+ β
∫ pi
2
0
cosα−1 v · cos(1
2
x tan v + βv)dv,
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it is further
dz
dx
=
1
2
∫ pi
2
0
cosα−2 v · sin v · sin(1
2
x tan v + βv)dv,
d2z
dx2
= −1
4
∫ pi
2
0
cosα−3 v · sin v · cos(1
2
x tan v + βv)dv,
therefore
z − d
2z
dx2
=
∫ pi
2
0
cosα−3 · cos(1
2
x tan v + βv)dv,
after having substituted which values, equation (20.) is converted into this
one
21. 0 = (x+ 2β)z + 4(α− 1)dz
dx
− 4xd
2z
dx2
,
whose complete integral is:
y = Aψ(
β − α+ 1
2
, 1− α, x) +Bxαψ(β + α+ 1
2
, 1 + α, x),
and because z = e−
x
2 · y, it is
22.
∫ pi
2
0
cosα−1 · cos(1
2
x tan v + βv)dv
= A · ψ(β − α+ 1
2
, 1− α, x) +Bxαψ(β + α+ 1
2
, 1 + α, x).
The determination of the constant A is easily obtained by putting x =∞, if a is
a positive quantity, the determination of the other constant on the other hand
requires peculiar artifices; we will obtain both constants by this method: Let us
multiply equation (22.) by xλ−1e−
x
2 dx and integrate between the boundaries
x = 0 and x =∞, whereafter it is
∫ ∞
0
∫ pi
2
0
cosα−1 v · xλ−1e−x2 cos(1
2
x tan v + βv)dvdx
= A
∫ ∞
0
xλ−1 · e−xψ(β − α+ 1
2
, 1− α, x)dx
= B
∫ ∞
0
xλ+α−1 · e−xψ(β + α+ 1
2
, 1 + α, x)dx.
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The values of all of these integrals can be expressed by known functions, for it
is
∫ ∞
0
xc−1 · e−x · ψ(a, b, x)dx = Π(c− 1)F (c, a, b, 1),
where F denotes the known hypergeometric series, by which, after having ex-
pressed it by the the function Π, it is
∫ ∞
0
xc−1 · e−x · ψ(a, b, x)dx = Π(c− 1)Π(b − 1)Π(b− a− c− 1)
Π(b− a− 1)Π(b − c− 1) ,
further it is
∫ ∞
0
xλ−1 · e−x2 cos (1
2
x tan v + βv)dx = 2λΠ(λ− 1) cosλ v · cos (λ+ β)v,
whose value is expressed by means of the function Π in this way
pi ·Π(λ− 1)Π(α + λ− 1)
2αΠ(α−β−12 )Π(
α+β−1
2 + λ)
,
after having substituted all which values, equation (23.) is converted into this
one:
pi ·Π(λ− 1)Π(α + λ− 1)
2αΠ(α−β−12 )Π(
α+β−1
2 + λ)
= A
Π(λ− 1)Π(−α)Π(−α+β+12 − λ)
Π(−α+β+12 )Π(−α− λ)
+B
Π(α+ λ− 1)Π(α)Π(−α+β+12 − λ)
Π(α−β−12 )Π(−λ)
,
this equation is easily reduced to this mre convenient form
pi · cos(α+β2 )pi
2αΠ(α−β−12 )
=
A ·Π(−α) sin(α+ λ)pi
Π(−α+β+12 )
+
B · Π(α) sin λpi
Π(−α−β−12 )
,
which, because it holds for any arbitrary value of the quantity λ, is converted
into these two
pi cos α+β2 pi
2αΠ(α−β−12 )
=
A · sinαpiΠ(−α)
Π(−α+β+12 )
,
− pi sin
α+β
2 pi
2αΠ(α−β−12 )
=
A · cosαpiΠ(−α)
Π(−α+β+12 )
+
B ·Π(α)
Π(α−β−12 )
,
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from which the values of the constants A and B are easily found
A =
pi ·Π(α − 1)
2αΠ(α−β−12 )Π(
α+β−1
2 )
, B = − pi · cos(
α−β
2 )pi
2α · sinαpiΠ(α) ,
after having finally substituted which values of the constants in equation (22.),
it is
24.
∫ pi
2
0
cosα−1 v · cos(1
2
x tan v + βv)dv
=
pi · Π(α− 1)e−x2 · ψ(β−α+12 , 1− α, x)
2α ·Π(α−β−12 )Π(α+β−12 )
−pi · cos
α−β
2 pi · xα · e−
x
2ψ(β+α+12 , 1 + α, x)
2α sinαpiΠ(α)
.
Very simple special cases of this formula are:
27.
∫ pi
2
0
cosα−1 v · cos(x tan v − (α+ 1)v)dv = pi · x
α · e−x
Π(α)
,
28.
∫ pi
2
0
cosα−1 v · cos(x tan v + (α+ 1)v)dv = 0,
of which the one is obtained, after having put β = −α − 1, the other, after
having put β = α+1. From the connected formulas (25.) and (26.) also these
ones follow:
27.
∫ pi
2
0
cosα−1 v · cos(x tan v) cos(α+ 1)v · dv = pi · x
α · e−x
2Π(α)
,
28.
∫ pi
2
0
cosα−1 v · sin(x tan v) sin(α+ 1)v · dv = pi · x
α · e−x
2Π(α)
.
The formulas (25.) and (26.) agree with the formula, found by the Ill. Laplace,
which others later demonstrated in other ways, confer this journal’s volume
XIII, p. 231, where the Cl. Liouville [3], by the method of differentiation,
found for arbitrary parameters
∫ ∞
−∞
eα
√−1 · dα
(x+ α
√−1)µ =
2pi · e−x
Γ(µ)
.
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Formula (24.) gives another very simple integral, after having put β = α− 1
29.
∫ pi
2
0
cosα−1 v · cos (x tan v + (α− 1)v)dv = pie
−x
2
.
The two series, that are contained in the one part of equation (24.), after
having put β, become ϕ(1−α2 , 1 − α, x) and ϕ(1+α2 , 1 + α, x), and they can be,
by means of formula (6.), transformed into series of the kind ψ. After having
done the transformations, if one changes α into 2α and x into 4
√
x, this formula
emerges
30.
2Π(α − 12)√
pi
∫ pi
2
0
cos2α−1 v · cos(2√x tan v)dv
= Π(α − 1)ψ(1 − α, x) + Π(−α− 1) · xα · ψ(1 + α, x),
from this, by comparison to formula (12.), it is
31.
2Π(α − 12)√
pi
∫ pi
2
0
cos2α−1 v ·cos(2√x tan v)dv =
∫ ∞
0
uα−1 ·e−u ·e− xu ·du.
Likewise the connection of the two integrals can be demonstrated, that are
contained in the equations (13.) and (24.); for this formula (24.), if α − β
is put in the place of α and α + β − 1 in the place of β and multiplied by
1
pi
Π(−β) · 2α · ex2 · xβ, obtains this form
32.
2Π(−β) · ex2 · xβ
pi
∫ pi
2
0
(2 cos v)α−β−1 · cos(1
2
x tan v + (α+ β − 1)v)dv
=
Π(α− β − 1)
Π(α− 1) x
βψ(β, β −α+ 1, x) + Π(β − α− 1)
Π(β − 1) x
αψ(α,α− β +1, x),
after having compared which to formula (13.), it is seen to be
33.
∫ ∞
0
uβ · e−ux · du
(1 + u)α
=
2 · ex2
sin βpi
∫ pi
2
0
(2 cos v)α−β−1 · cos(1
2
x tan v + (α+ β − 1)v)dv,
moreover, since the one part of equation (32.) can be transformed by means of
formula (7.), it is
34.
2Π(−β)ex2 · xβ
pi
=
∫ pi
2
0
(2 cos v)α−β−1·cos(1
2
x tan v+(α+β−1)v)dv = χ(α, β, x).
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We will also treat this more general integral in the same way
y =
∫ pi
2
0
sinα−1 v · cosβ−1 · cos(x tan v + γv)dv
and we will chose the cases, in which it can be expressed by the series men-
tioned above. We also suppose the quantity x always to be positive in this
integral, because it is possible, to transfer its negative sign to the quantity γ.
By differentiating the formula sinα v · cosβ · cos(x tan v + γv), and integrating
from u = 0 to u = pi2 thereafter, it is
0 = α
∫ pi
2
0
sinα−1 v · cosβ+1 · cos(x tan v + γv)dv
− β
∫ pi
2
0
sinα+1 v · cosβ−1 · cos(x tan v + γv)dv
− x
∫ pi
2
0
sinα v · cosβ−2 · sin(x tan v + γv)dv
− γ
∫ pi
2
0
sinα v · cosβ · sin(x tan v + γv)dv,
from this equation, if the integrals are expressed by y and its differentials, this
differential equation of third order is easily deduced
35. 0 = αy + (γ + x)
dy
dx
+ (β − 2)d
2y
dx2
− xd
3y
dx3
,
if one puts
36. A0 +A1x+A2x
2 +A3x
3 + · · · ,
the conditional equations are easily found, that have to hold between the coef-
ficients of this series, that this series satisfies the differential equation
α A0 + γ · 1 · A1 − 1 · 2 · (2− β)A2,
(α+ 1)A1 + γ · 2 · A2 − 2 · 3 · (3− β)A3,
and in general
37. (α+ k)Ak + γ · (k + 1)Ak+1 − (k + 1)(k + 2)(k + 2− β)Ak+2.
12
If one puts in the same way
38. y = xβ(B0 +B1x+B2x
2 +B3x
3 + · · · ),
one finds these relations for the coefficients
+ γ · β ·B0 − β(β + 1) · 1 ·B1,
(α+ β)B0 + γ(β + 1)B1 + (β + 1)(β + 2) · 2 ·B2,
and in general
39. (α+β+ k)Bk+ γ(β+ k+1)Bk+1− (β+ k+1)(β+ k+2)(k+2)Bk+2,
from this it is clear, that the complete integral of equation (35.) is
40. y = A0 +A1x+A2x
2 + · · ·+ xβ(B0 +B1x+B2x2 + · · · ),
for, by the equations (37.), two of the quantities A0,A1,A2 etc, and by the equa-
tions (39.) one of the quantities B0,B1,B2 etc. remain arbitrary, so that this
integral contains three arbitrary constants. Therefore, if the integral mentioned
above is resubstituted, it is
∫ pi
2
0
sinα−1 v · cosβ−1 · cos(x tan v + γv)dv
= A0 +A1x+A2x
2 + · · ·+ xβ(B0 +B1x+B2x2 + · · · ).
From the relations of the coefficients it is easily seen, that these series and this
general integral are higher transcendentals than those, that we undertake to
treat here; but they nevertheless coincide with those in certain special cases.
At first, if we suppose γ = α+ β, it follows from the equations (39.)
B1 =
α+ β
1(1 + β)
B0,
B2 =
(α+ β)(α+ β + 1)
1 · 2(1 + β)(2 + β) B0,
B3 =
(α+ β)(α+ β + 1)(α+ β + 2)
1 · 2 · 3(1 + β)(2 + β)(3 + β) B0,
etc. etc.
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Further, if β is positive, after having put x = 0, it follows from equation (41.)
A0 =
∫ pi
2
0
sinα−1 v · cosβ−1 v · cos((α+ β)v · dv = cos
αpi
2 Π(α− 1)Π(β − 1)
Π(α − β − 1) ,
if equation (41.) is differentiated with respect to x in the same way and one
puts x = 0 afterwards, it is
A1 = −
∫ pi
2
0
sinα v · cosβ−2 v · sin((α+ β)v · dv = −cos
αpi
2 Π(α)Π(β − 2)
Π(α− β − 1) ,
therefore it is
A1 =
α
1(1− β)A0,
from there it easily follows from the equations (37.)
A2 =
α(α + 1)A0
1 · 2(1− β)(2 − β) ,
A1 =
α(α+ 1)[α + 2)A0
1 · 2 · 3(1− β)(2 − β)(3− β) ,
etc. etc.
Therefore these two series, by which we expressed our integral, belong to the
class of series, that we denoted by ϕ above, in this case γ = α+β, and formula
(41.) is converted into this one:
∫ pi
2
0
sinα−1 v · cosβ−1 · cos(x tan v + (α+ β)v)dv
=
cos αpi2 Π(α− 1)Π(β − 1)
Π(α+ β − 1) ϕ(α, 1 − β, x) +B0x
βϕ(α+ β, 1 + β, x).
In the determination of the constant B0 we will use the same method as above
in the determination of the constants of equation (22.). By multiplying by
xλ−1 · e−xdx and integrating between the boundaries 0 and ∞, it is
Π(λ− 1)
∫ pi
2
0
sinα−1 v · cosβ+λ−1 · cos(α+ β + λ)vdv
=
cos αpi2 Π(α− 1)Π(β − 1)Π(λ− 1)
Π(α+ β − 1) F (λ, α, 1−β, 1)+B0Π(β+λ−1)F (λ+β, α+β, 1+β, 1),
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and after having expressed the hypergeometric series along with the integral
by the function Π, it is
cos αpi2 Π(λ− 1)Π(α − 1)Π(β + λ− 1)
Π(α+ β + λ− 1)
=
cos αpi2 Π(λ− 1)Π(α − 1)Π(β + λ− 1)Π(−β)Π(−β − α− α)
Π(α+ β + λ− 1)Π(−α− β)Π(−β − λ)
+B0
Π(β + λ− 1)Π(β)Π(−β − α− λ)
Π(−α)Π(−β) ,
after some reductions the quantity λ, because it has to, vanishes completely,
and this very simple value of the constant B0 emerges
B0 = cos
αpi
2
Π(−β − 1),
after having finally substituted which value, we have
42.
∫ pi
2
0
sinα−1 v · cosβ−1 v · cos(x tan v + (α+ β)v)dv
=
cos αpi2 Π(α)Π(β − 1)
Π(α + β − 1) ϕ(α, 1−β, x)+x
β cos
αpi
2
Π(−β−1)ϕ(α+β, 1+β, x).
and after having compared these formulas to each other, one sees the connection
of the two integrals
43. cos
αpi
2
∫ pi
2
0
sinα−1 v · cosβ−1 v · sin(x tan v + (α+ β)v)dv
=sin
αpi
2
∫ pi
2
0
sinα−1 v · cosβ−1 v · cos(x tan v + (α+ β)v)dv,
which formula can also be exhibited in this way
44.
∫ pi
2
0
sinα−1 v · cosβ−1 v · sin(x tan v + (α+ β)v − αpi
2
)dv = 0
The special case of formula (42.), in which α = 0, is worth to be noted
45.
∫ pi
2
0
cosβ−1 · sin(x tan v + βv
sin v
dv =
pi
2
,
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of which the Cl. Liouville found the special case, corresponding to the value
x = 0, in this journal, volume XIII, page 232 [3]. Moreover, having compared
the formulas (42.) and (13.), one sees the connection of this integral to those,
that we treated above, without any difficulty
46.
cos αpi2 Π(α− 1)
Π(α+ β − 1) x
β
∫ ∞
0
uα+β−1 · e−uxdu
(1 + u)α
=
∫ pi
2
0
sinα−1 v · cosβ−1 v · cos(x tan v + (α+ β)v)dv.
Another case, in which the series of formula (41.) are converted into series
denoted by the character ψ, is γ = −α − β, for in this case formula (41.) is
easily found by the same method as above, to be converted into this one:
=
∫ pi
2
0
sinα−1 v · cosβ−1 v · cos(x tan v − (α+ β)v)dv
=
cos αpi2 Π(α − 1)Π(β − 1)
Π(α+ β − 1) ϕ(α, 1 − β,−x) +B0x
βϕ(α + β, 1 + β,−x),
but in this case the constant B0 obtains another value, that we find by muli-
plying by xα+β · e−xdx and by integrating between the boundaries x = 0 and
x =∞, after having done those integrations, it is
Π(α+ β − 1)
∫ pi
2
0
sinα−1 v · cosα+2β−1 v · dv
= cos
αpi
2
Π(α− 2)Π(β − 1)F (α + β, α, 1 − β,−1)
+B0Π(α+ 2β − 1)F (α + 2β, α + β, 1 + β,−1),
these hypergeoemtric series, whose forth element is = −1, can also be expressed
by the function Π by means of the formula
F (α, β, α − β + 1,−1) = 2
−α√piΠ(α− β)
Π(α2 − β)Π(α−12 )
,
that I proved in the commentary about the hypergeometric series in this journal
volume XV page 135 [2]. From this, if that integral and the hypergeometric se-
ries are expressed by the function Π, it emerges after certain easy reductions:
B0 = cos(
α
2
+ β)pi · Π(−β − 1),
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and after having substituted the value of the constant, it is:
47.
∫ pi
2
0
sinα−1 v · cosβ−1 v · cos(x tan v − (α+ β)v)dv
=
cos αpi2 Π(α− 1)Π(β − 1)
Π(α+ β − 1) ϕ(α, 1−β,−x)+x
β cos(
α
2
+β)pi·Π(−β−1)ϕ(α+β, 1+β,−x).
A similar formula is deduced from this one, by changing α into α − 1, β into
β + 1 and differentiating with respect to the variable x
48.
∫ pi
2
0
sinα−1 v · cosβ−1 v · sin(x tan v − (α+ β)v)dv
= −sin
αpi
2 Π(α − 1)Π(β − 1)
Π(α+ β − 1) ϕ(α, 1−β,−x)−x
β sin(
α
2
+β)pi·Π(−β−1)ϕ(α+β, 1+β,−x).
These formulas (47.) and (48.) can easily be combined in two ways like this,
that they obtain these simpler forms:
49.
∫ pi
2
0
sinα−1 v · cosβ−1 v · sin(x tan v − (α+ β)v + (α
2
+ β)pi)dv
=
piΠ(α− 1)ϕ(α, 1 − β,−x)
Π(−β)Π(α + β − 1) ,
50.
∫ pi
2
0
sinα−1 v · cosβ−1 v · sin(x tan v − (α+ β)v + αpi
2
)dv
=
pixβ
Π(β)
ϕ(α + β, 1 + β,−x).
In all these integrals, that were treated here, as we already mentioned earlier,
x has to be a positive quantity, but if x is supposed to be negative, all sums
found would be wrong; in this the integral of equation (50.) is worth to be
noted, that, for positive x, is equal to that series, but vanishes for negative x,
confer equation (44.).
Legnica, in the month of April, 1837
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