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Let xl(t), x2(t), ..., xN(t) be N sample functions of a stationary 
random process with mean zero, variance one, and spectral density 
function S(f). For large N and T it is possible to construct a good 
approximation to the product xl(h)x2(t2) ... XN(tN) on the N-dimen- 
sional cube 0 _-< tl _-< T by using approximately T N exp[ -N  f~_~ S(f) 
log S(f) df] terms of an infinite series. This can be interpreted as saying 
that one needs exp[ - f_~ S(f) log S(f) df] numbers per function per 
unit time to determine the product. Some results are also obtained on 
the construction of approximations to the individual functions xk(t) 
from the approximate product. If S(f) has a constant value in the 
band ( -W,  W) and vanishes outside, this approach yields the well- 
known result that 2W numbers per function per unit time are re- 
quired. 
I. INTRODUCTION 
If  a funct ion x(t) has a Four ier  t ransform which vanishes outside the 
frequency band -W =< f _-< W it is well known that  the funct ion is 
determined completely by  its values at  the points 
t = n /2W (n = O, =t=1, ~2,  . . . ) .  
Thus 2W measurements  per unit  t ime are required to determine x(t). 
This sampling theorem has been extended to random processes whose 
spectral  densi ty  vanishes outside ( - W, W)  by  Balakr ishnan (1957) and 
L loyd (1959). In  fact, L loyd has given a more general version of this 
theorem which says that  a random process x(t) is determined l inearly 
by  the samples x(n/2W) only if the spectral  densi ty  of the process 
vanishes outside a set of frequencies of Lebesgue measure 2W. The sam- 
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piing theorem has also been extended in several other directions by 
Kohlenberg (1953), Jagerman and Fogel (1956), Yen (1956), Bouzitat 
(1957), Kramer (1959), and Linden and Abramson (1960). 
In the applications of the sampling theorem one seldom deals with a 
process whose spectrum is identically zero outside a finite band of fre- 
quencies. Consequently, the usual practice is to choose some frequency 
W for which the power in frequencies larger than W is a negligibly small 
fraction of the total power. The function is then sampled at the rate 
2W. However, there is seldom a well-defined W which can be used for 
this purpose. 
An additional disadvantage of the sampling theorem is that it takes 
no account of the shape of the spectrum inside the band ( -W,  W). 
Intuitively, one feels that a process with a spectral density which is 
sharply peaked at some frequency should require a lower sampling rate 
than one whose power is spread uniformly across the band. 
In the present paper a new approach to the sampling rate is developed. 
We consider a set of N functions xl(t) ,  x2(t), . . .  , xN(t) on the time 
interval 0 -< t -< T. The functions are independent sample functions of 
a random process with spectral density S(f ) .  The product 
xl ( tl )x2( t2 ) . . .  x,~( t,~ ) 
is then developed in a Karhunen-Lo~ve expansion in the N-dimensional 
cube 0 < t~ < T. It is then shown that the terms in this expansion can 
be divided into two groups, one with very low average power, and the 
other with power approximately equal to that in the original product. 
This division into two groups is done in a way which is very similar to 
the division of sequences into groups of low and high probability in 
Shannon's (1949) proof of the noiseless coding theorem. It is then shown 
that as N ~ ~ and T --~ ~, the average number of coefficients in the 
high power group per function per unit time approaches a limit. If the 
unit of power is chosen so that f~-~ S( f )d f  = 1, then this average num- 
ber is given by 
Q = exp - S( f )  log S( f )  . 
In the special case that S( f )  has a constant value for -W =< f < W 
and vanishes elsewhere, this formula gives the result Q = 2W. 
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II. KARHUNEN-LO~]VE EXPANSIONS 
Suppose X( t )  is a real stationary random process with mean zero, 
eovariance R(r) ,  and spectral density S( f ) .  That is, 
E[X( t )X( t  + r)] = R(.r),  (1) 
F e-~R(~ -) d~, (2) S( f )  = 
and 
f 
~ 
R(r )  = ei2":f~S(f) dr. (3) 
c~ 
In (1), E denotes the expectation. For the present, it will be assumed 
that R(0) = 1. 
Let {¢k(t)} and {hk} be the normalized eigenfunetions and the eigen- 
values of the integral equation 
I r R ( t  - r)~(r) dr = },q~(t). (4) 
~0 
Then the sample functions x~(t) of the random process X( t )  can be de- 
veloped in the Karhunen-Lo~ve expansion (Davenport and Root, 1958) 
on the interval 0 -< t -< T. The expansion is 
x~(t) = ~ c~k(t), (5) 
where clk is a random variable with mean zero defined by 
f( c~k = xi(t)~k(t) dt. (6) 
Moreover, we have 
E(c~jc~) = ~j~,~, (7) 
where ~i~ has the value 1 i f j  = k and is zero otherwise. From (1), (5), 
and (7) we have 
': 2 R(0) = 1 = ~ ~k[¢k(t)]. (8) 
k=l  
Integration of (8) from 0 to T yields the result 
hk = T. (9) 
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We now let 
y( l l  , " ' "  , t~)  ~- X l ( l i )x2( t2 )  " ' "  x~( t~) ,  (10) 
and expand this function in a series of products of the eigenfunctions 
~(t~) in the cube 0 =< t~ _-< T (i = 1, 2, . . .  , N).  Then 
• " ,  tN) = ~ Ci i i2 . . . iNq~i , ( t l )~ i2 ( t2 )  " ' "  ~i~(tN) ,  (11) 
i l , .  • . , iN~l  
y(  tl , t2 , 
where 
Ci l . . .  i N 
Clearly, 
Ci l . . , iN  "~- Cl i lC2i2 " ' "  CNi  N (13) 
and hence, since the x~(t )  are independent by hypothesis, 
E(C i l . . . iNC j l . . . jN )  = ~ilj~ ' ' "  ~¢NXi l  " ' "  h~N. (14) 
Let the coefficients c i , . .~N be arranged in order of decreasing expected 
square and let them be renumbered c (I), c (2), etc., so that 
E{[c(1)] 2} > E{[c(2)] 2} > . . .  
We similarly renumber the products of eigenfunctions so that 
~(i)(tl, t2, " • , t~) 
is the product in the series (11) which is multiplied by c (~). The set 
/~p(i)(tl, . . .  , t~v)} forms an orthonormal set of functions on the cube 
0 _-< t~ ~ T. From (8) and (14) we have 
i=1 i l , .  • . , iN=l  k~l  
As in the proof of the noiseless coding theorem, let ~(N, e) be the least 
integer for which 
T~ E{[c"~] ~} > 1 - ~ (0 < ~ < 1).  (16) 
i= l  
Define y~(t l ,  " .  , t~¢) by 
y~ = ~ c(~)¢(i)(t l  , . . .  , t~,). (17) 
i~ l  
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Then it follows from 14), (15), (16), and the normalization of the 
eigenfunctions that 
lfo  fo T-- ~ . .  E{(y  - y,)2} dtl  . . .  d tn  < e. (18) 
The expression on the left-hand side of (18) is the time average of the 
mean square difference between y and Yr. Thus, if e is small enough, 
y, is a good mean square approximation to y. An asymptotic vMue of 
t~(N,e), which is independent of e, will now be derived. 
III. ASYMPTOTIC VALUE OF #(N, e) 
If we define probabilities pk = X~/T  and recall that each mean square 
value E{ [c(~)] 2} is a product of N eigenvalues ~,k, it will be seen that the 
problem of finding the number of terms in the high-power sum (17) is 
the same as the coding theory problem of finding the number of se- 
quences of length N in the high-probability group. Strictly speaking, the 
problem being treated here corresponds to a coding problem for an in- 
finite alphabet. However, the extra difficulty introduced by this infinity 
is compensated for by a simplification which corresponds in the coding 
case to an assumption that successive letters in the sequence are inde- 
pendent. 
Consider the sequence {A1, A2, .- • , A~¢} of independent, identically 
distributed random variables with probability distribution 
P(A j  = a~) = p~ = Xk /T .  (19) 
The probability of the particular sequence a ={a i l ,  a¢2, "'" , aiN} oc- 
curring is then p(a)  = P~lP¢, " ' "  P~ • Thus 
log p(a)  = log p~ q- log Pi2 q- "'" q- log p~.  (20) 
We now regard the terms log p~l, log p¢~, etc., as identically distributed 
random variables and assume that their expectation, which we denote 
by -H ,  exists. That is, 
H = - ~ p~ log p~, (21) 
where the series on the right is assumed to converge. Here, and subse- 
quently, the value of u log u is defined to be zero for u = 0. 
The weak law of large numbers (Feller, 1957) shows that 
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for any 8 > 0. This means that for sufficiently large N a set of sequences 
of length N can be found whose total probability exceeds 1 - ~ and 
whose individual probabilities all satisfy the inequality 
-H -  8 < l°gp(a)  < _ H+6,  (23) 
N 
or  
e -N('+~) < p(a) < e -N('-~). (24) 
Hence, if M is the number of sequences in this set, 
Me -N(~+~) < 1. (25) 
Therefore, for sufficiently large N, we have 
log_M < H + 6. (26) 
N 
Now let the sequences be numbered in order of decreasing probability 
so that p(a (1)) >= p(a (2)) >= . . . .  Let ~(N, E) be the least integer for 
which 
p(a (1)) >_- 1 -- e. (27) 
i= l  
Clearly, ~(N, e) is the same integer as the one defined by (16). Since 
=< M, (26) shows that H + 8 is also an upper bound for (log ~)/N.  
A more detailed argument starting with (22) or (23) shows that 
lira log ~(N, e) _ H.  (28) 
hr~:¢ N 
For this derivation see Xhinchin (1953), where (23) is derived by a 
different method which is applicable when the sequences are Markov 
chains. 
If we express H in terms of the eigenvalues hk and use (9) we have 
1 
H = - ~ ~ ~,k log k~ -t- log T. (29) 
Now it follows from a theorem on Toeplitz integral equations (Grenan- 
der and Szego, 1958) that 
lira 1 {number of k's in [a, b] } = m{a < S( f )  < b} (30) 
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where a > 0 and the right-hand side of (30) denotes the Lebesgue meas- 
ure of the set of values of f for which the inequalities hold. 1 Let A be an 
upper bound for the eigenvalues ),k and divide the interval (0, A ) into a 
set of subintervals (z~, z~+l). Put y~ = z~ log zn. Then 
~_, yn mIy~ < S( f )  log S( f )  < yn+~} 
n 
-- ~'.~ z~ log z,~ m{z,, < Z( f )  < z~+~} (31) 
= lim 1 r~ T Zn log Z~ {number of h's in [z~, z~+i]}. 
We now let the largest of the differences Zn+i -- Z~ ---~ 0 and have, from 
Lebesgue's definition of the integral, 
S( f )  log S( f )  df lim 1 r~ T hk log )~k. (32) 
k=l  
Finally, from (28), (29), and (32) we have 
lim lim log [~(N, e)] ~/~v [~ r~, ~ T ~-~ S( f )  log S( f )  df. (33) 
Equation (33) is the desired asymptotic formula for z(N,  e). Since the 
limit is independent of e, we can get as good an approximation to the 
product of functions x~(t~) as is desired by taking N and T large enough. 
IV. INTERPRETATION AS A COEFFICIENT RATE 
Let us suppose for a moment hat each of the functions x~(t) could be 
expanded in a finite series with m terms, so that 
m 
x~(t) = ~ c~( t ) .  (34) 
k~l  
Then the series expansion of the product y = x~(t~) . . .  xN(t~) would 
have m N terms. That is, the number of terms in the series expansion of 
y increases exponentially with N. Thus, if we wish to find the average 
number of terms per function in the approximation y, it seems natural 
Equation (30) shows that the Karhunen-LoSve expansion (5) for a single ran- 
dom function provides no improvement over the classical sampling theorem. For, 
if S(f) vanishes outside the band (-W, W), or any other set of measure 2W, the 
number of coefficients in (5) with expected squared values which are significantly 
greater than zero is asymptotically equal to 2WT. 
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to take the geometric mean 1IN. Hence a natural measure of the coeffi- 
cient rate would be 
1IN 
Q = lira lira ~ (35) 
T~oo N~co T " 
But (33) shows that 
EF ] Q = exp - S(f) log S(f) df . (36) oo 
In analogy with the simpler sampling theorem, where the sampling 
rate is 2W, we can also define an effective bandwidth, W,,  by 
W~ = Q/2. (37) 
So far, we have assumed that R(0) = 1, where 
fJ R(O) = S(f) df. (38) c~ 
If this assumption is dropped the spectral density must first be nor- 
malized by division by R(0) before (36) is used. The formula for cal- 
culating Q with arbitrary R (0) then becomes 
O = .,_f S(f) d f .  exp ~ (39) 
[ f_ s(f) df 
V. SOME SPECIAL SPECTRA 
It may be of some interest o calculate the effective bandwidth for a 
few simple spectral density functions. 
First of all, if S(f) is the rectangular spectrum 
{O K for -W_-<f< W 
S(f) -- _ for I f l  > W, (40) 
then a simple calculation shows that Q = 2W. Thus, no improvement 
over the simple sampling theorem is obtained in this case. 
If S(f) is the triangular spectrum 
fK(W-Ifl) for -W_<-f_-<W 
S(f) (41) \o for I f l  > W, 
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then we find that the effective bandwidth is 
W~ = ½ V/e W = 0.824W. (42) 
In general, if we restrict ourselves to spectral densities which vanish 
outside the band -W =< f =< W it will be found that W, < W except 
in the case of the rectangular spectrum (40). This follows from a result 
obtained by Shannon (1949). He showed that, among all probability 
density functions which vanish outside a finite interval, the one with the 
largest entropy, - f  p(x)  log p(x) dx, is the function which is constant 
in the interval. Since maximizing the exponent in  (36) maximizes Q, 
the effective bandwidth is largest when S(f )  is constant in ( -W,  W). 
We can also compute an effective bandwidth for spectra which extend 
from - ~ to + ~¢. For example if, 
S( f )  = exp -2-fi-2 , (43) 
then 
Similarly, if 
then 
W~ = ~/ /2¢ .  (44) 
K 
S( f )  a S ._}_ f2, (45) 
W8 = 2~ra. (46) 
VI. RECONSTITUT ION OF  INDIV IDUAL FUNCTIONS 
So far, it has been shown that an approximation to the product 
xl(tl)x2(t ) . . .  
can be constructed by using u terms from among the infinitely many 
terms in the series (11). It would be more useful in the applications if
some method were available to obtain approximations to the individual 
functions xk(t) from the approximation y~(tl, ".. , t~). This seems to 
be a more difficult problem. One answer, which is not satisfactory in all 
respects, will be given in this section. The method will be to construct 
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an estimate xk*(t) and to estimate the probability that the inequality 
lfo  E[xk(t)  -- xk*(t)] 2 dt > el (47) 
holds. 
Let a point (Ul, us, . . .  , uN) be chosen at random in the N-dimen- 
sional cube 0 < t~ < T, and assume that none of the quantities 
xl(ul), x~(u~) ,  . . .  , xN(UN)  
vanishes. Then from the definition (10) of y, 
Xl(t) = y(t,  us, u3, " " ,  uN) (48) 
x~(u~)  . . .  XN(~N)  " 
Thus, a reasonable approximation for x~ (t) might be 
xl*( t )  = y,(t ,  us, u3, " ' ,  uN) (49) 
x2(u~)  . . .  x~(u~)  " 
Similar approximations for x2(t), . . .  , xN(t)  could be written. The ap- 
proximations xk*(t) can be formed from the ~ coefficients in (17) and 
the 2N numbers ul ,  u2, " "  ,u~,x l (u i ) ,  x2(u2), " "  ,x~(uN) .  Since 
# ~ e ~ for large N it is easily seen that 
lim log (~ ~- 2N) = H. (50) 
N~ N 
Hence the same asymptotic results hold if the number of quantities is 
increased from ~ to ~ -t- 2N. 
Let 
M = [x2(u2) " "  x~(uN)] 2. (51) 
Then, from (48) and (49), 
1 f r  F (u~,m,  " " ,  uN) - ,  E[x~(t) - x~*(t)] 2 dt = M ' (52) 
where 
lfo" F( t2 , t3 , . . . , tN)  = ~ E[y(t ,  t2 , . . . , tN)  -- y,(t ,  t2 , ' ' ' , tN) ]  2dt (53) 
Also, from (18), 
TN_~ . . .  F ( t2 , . . . , tN)  d r2 . . ,  dtN <= e. (54) 
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Now F is nonnegative and its integral over an (N - 1)-dimensional 
cube is not greater than eT N-1. Let V(el) be the region in this cube in 
which F(t~, • • • tN) > Me1, for any positive el. Then the volume of 
V(el) is less than eTN-I/Me~. Thus, except possibly for a region of vol- 
ume less than eTN-1/Me~, F/M _-< el. Now the volume of the whole 
Cube is T N-1. Therefore the probability that the point (u2, m,  • • • , u~), 
chosen at random, will fall in a region in which 
F(u2, ...,uN) 1 f~" M - TJo E[x~(t) - x~*(t)] 2dt > el 
is less than e/M~. 
Hence by choosing e small enough, the probability that the inequality 
(47), with k = 1, will hold can be made small so long as M is not too 
small. It is tempting to preassign a probability p that (47) will be saris- 
fled and then to put e = Me~p. However, this would make e dependent 
on N, since M depends on N. When E depends on N it is no longer possi- 
ble to derive an asymptotic formula for t~(N, e) without more knowledge 
about the nature of this dependence. 
VII. OTHER EXPANSIONS 
It  may appear that the choice of the orthonormal set of eigenfunctions 
was arbitrary and that another orthonormal set might produce an even 
lower coefficient rate. However, as Brown (1960) has shown, the Kar- 
hunen-Lo~ve expansion is the best one for our purposes. Any other ortho- 
normal set of functions would yield a larger truncation error in (18) for 
the same choice of ~. 
In spite of this remark, it appears that the same asymptotic result 
could be obtained using a Fourier series expansion. If the set {~l~(t)} is
replaced by the orthonormal set 
{1/~/T,  X,/2/T cos (2~r!ct/T), X/2/T sin (2~rkt/T)} 
then (7) must be replaced by the asymptotic relation (Davenport and 
Root, 1958) 
E(c~cij) =~jkS(~)+ o(1),  (55) 
where o (1) is a quantity which tends to zero as T ~ ~. The entropy H 
is given by 
H 1 ~ E 2 = -~F ~-' E(cik) log (cik) + log T. (56) 
k 
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Although the analysis has not  been carried out in detai l  by  the wri ter  
it appears from (55) and (56) that  
F l im (H - log T)  = - S( f )  log S( f )  dr. (57) T~m ~ 
RECEIVED: Ju ly  11, 1960. 
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