point of view, this expansions seems to be behaving like a random sequence. A similar phenomenon may be occuring with Wolfram's "Rule 30". This is a deterministic rule he devised for certain cellular automata which operate on a linear tape which appears to generate sequences with no discernible structure. In fact, it is used in Mathematica for generating random numbers, and appears to work quite satisfactory. However, it may be that no one (e.g., no human being) has the intelligence to perceive the structure in what it produces, which actually might well be quite striking.
What we don't yet know
A fundamental technique pioneered in the 1950's by Paul Erdős goes under the name of the probabilistic method. With this technique, one can prove the existence of many remarkable mathematical objects by proving that the probability that they exist is positive. In fact, many of the sharper results on the sizes of such objects are only obtained by using the probabilistic method. However, this method gives absolutely no clue as to how such objects might actually be constructed. It would certainly be wonderful if someone could make progress in this direction.
A recent theme appearing in the mathematical literature is the concept of "quasirandomness". This refers to a set of properties of objects (I'll use graphs as an example), which are all shared by truly random graphs, and which are equivalent, in the sense that any graph family possessing any one of the properties, must of necessity have all the other quasirandom properties as well. It turns out to be relatively easy to give explicit constructions of such quasirandom graphs, which makes it quite useful in many situations in which an explicit construction of a random-like object is desired. One mathematical area where this is especially apparent is in an area of combinatorics called Ramsey theory. The guiding theme in this subject can be described by the phrase "Complete disorder is impossible". Basically, it is the study of results which assert that a certain amount of structure is inevitable no matter how chaotic the underlying space appears. For example, it can be shown that for any choice of a positive number N, there is a least number W (N) so that no matter how the numbers from 1 to W (N) are colored red or blue, in at least one of the colors we must always have an arithmetic progression of equally spaced numbers in a single color. It is of great interest to estimate the size of W (N). The best upper bound known is due to Field's Medalist Tim Gowers and states that W (N) < 2 2 2 2 2 (N+9)
. The best lower bound known is of the form W (N) > N2 N . I currently offer $1000 for a proof (or disproof) that W (N) < 2 (N 2 ) .
The most important open problems
An important trend in computer science is the use of so-called randomization algorithms, i.e., those that have some access to a source of true randomness. It appears that this increases the range of which problems can be efficiently solved, although it has recently been shown that if there really are computationally intractable problems then randomness cannot be all that helpful. A major open problem is to resolve this uncertain situation. Of course another important problem would be to show how to construct objects now known to exist only with the use of the probabilistic method.
The prospects for progress I am optimistic that we will be making great progress in tackling many of these questions although it is always hard to predict the timing of such advances. For example, when will the celebrated P versus NP problem be resolved? In our lifetimes? Perhaps. And then again, perhaps not!
