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SMALL DATA BLOW-UP OF L2 OR H1-SOLUTION FOR THE
SEMILINEAR SCHRODINGER EQUATION WITHOUT GAUGE
INVARIANCE
MASAHIRO IKEDA AND TAKAHISA INUI
Abstract. We consider the initial value problem for the semilinear Schrodinger
equation:
(NLS) i@tu+u = jujp; (t; x) 2 [0; T ) Rn;
where p > 1;  2 Cn f0g : In this paper, we will prove a small data blow-up
result of L2 and H1-solution for (NLS) in 1 < p < 1 + 4=n: Also, an upper
bound of the lifespan will be given (Theorem 2.2).
1. Introduction
We study the initial value problem for the nonlinear Schrodinger equation (NLS)
with a non-gauge invariant power nonlinearity:
(1.1)

i@tu+u =  jujp ; (t; x) 2 [0; T )Rn;
u (0; x) = "f (x) ; x 2 Rn;
where u is a complex-valued unknown function of (t; x) ; p > 1;  2 Cn f0g ; T > 0;
f is a prescribed complex-valued function and " > 0 is a small parameter.
Our aim in this paper is to improve the result obtained in [13] and determine




If p > pc; a small data global existence (SDGE) result holds.
If 1 < p < pc; SDGE does not hold.
This type problem has been studied extensively for the corresponding nonlinear heat
equation, the wave equation and the damped wave equation (see e.g. [4, 17, 26, 28]
and their references therein). It is well known that the critical exponent for the
heat equation and the damped wave equation is pF = 1+2=n and that for the wave
equation is the Strauss exponent pS (n  1) (dened later). However, that of (1.1)
has not been well studied so far (see e.g. [7]).
On the other hand, there are many papers for NLS with a gauge invariant power
nonlinearity:
(1.3) i@t'+' =  j'jp 1 '; (t; x) 2 R Rn;
where  2 R:
It is well known that large data local well-posedness holds for (1.3) in Hm-sense
(m = 0; 1) under 1 < p < pm; where pm = 1 + 4= (n  2m) is called Hm-critical
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exponent (if m = 1 and n = 1 or 2; then p1 stands 1) (see e.g. [1, 8, 15, 27]).
Moreover, the L2-norm of those solutions for (1.3) conserves
(1.4) k' (t)kL2 = k' (0)kL2 ; for any t 2 R:
Thus L2-conservation law and the local well-posedness imply large data global well-
posedness of (1.3) in the L2-sense, in the L2-subcritical range, i.e. 1 < p < p0: In
the L2-critical case, i.e. p = p0; SDGE is well known.
Even if the nonlinearity do not satisfy the gauge invariant property such as (1.1),
large data local well-posedness also holds in the L2-sense under 1 < p  p0: The
proof is the same as (1.3). And SDGE also can be obtained for (1.1) in L2-critical
case. However, unlike the gauge invariant nonlinearilty jujp 1u, it is not trivial
whether the L2-conservation law (1.4) holds or not. Thus global well-posedness
results for (1.1) are not obvious in the L2-subcritical case. Especially, in [13], a
small data blow-up result was obtained in the case 1 < p  pF : More precisely,
it was shown that local solution in the L2-sense can not be extended globally for
some f; no matter how small " is. Then the following natural question arises: What
happens for the local L2-solution in the case pF  p < p0 ? In this paper, we will
give an answer of a small data blow-up result in 1 < p < p0: This implies that pF
is not critical to L2-solution for (1.1).
In [10], an upper bound of the lifespan of L2-solutions was obtained in the case
1 < p < pF ; though it has not been known in the case pF  p < p0: In this
paper, we will extend the range of exponents to 1 < p < p0 and improve the upper
estimate. As the result, it can be seen that the upper estimate of the lifespan is
sharp (see below Remark 2.1). The proof of our theorem in this paper looks like
previous ones in [13] and [10]. However, there are some dierent points from their
papers. So we should compare the proofs of the results obtained in [13] and [10]
with ours. We explain the details in Section 4 (Concluding Remarks).
We are also interested in H1-solution. For H1-solution ' to (1.3), the energy
conservation law is well known, and so H1-solution is important from the physical
viewpoints. There are many results about global behavior of H1-solution to (1.3).
For example, some blow-up results for H1-solution to (1.3) were obtained (see
[6, 18, 19] etc.). However, the blow-up results obtained in [6, 18, 19] requires the
assumption that the data is large. So these results should be distinguished from
our small data blow-up results (Theorem 2.2).
Even if the nonlinearity do not satisfy the gauge invariant property such as (1.1),
SDGE of H1-solution is well known in the case p0  p  p1; (see e.g. Theorem
6.2.1 in [1]). There are no results about global behavior of H1-solution to (1.1)
in the opposite case p < p0. Then we will prove a small data blow-up result of
H1-solution for (1.1) in the L2-subcritical case. This means that the exponent p0
is the threshold between SDGE and Blow-up of H1-solution.
Our main result (Theorem 2.2) can be extended to more general Hs-solution for
s  0, though we do not pursue this problem for simplicity.
We summarize SDGE and Blow-up results about (1.1) at the table:
f n p 1 p0 p1
L2 Blow-up SDGE ?
H1 Blow-up SDGE ?
Our proof is based on a test-function method used in [16] to obtain an upper
bound of lifespan for some parabolic equation. This method was applied to other
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equations (see [24, 10, 12]). However, their argument does not work for L2-data.
Then we modify this method to t (1.1) in L2-setting.
2. Main Result
Hereafter m stands for 0 or 1 for simplicity. In Subsection 2.2, we state our main
result, namely, a small data blow-up result for Hm-solution. In Subsection 2.3, we
recall lower bounds of the lifespan.
2.1. Local Well-Posedness in Hm. In this subsection, we state our main result
in this paper, which gives an upper bound of the lifespan T" for H
m-solution in the
L2-subcritical case.
At rst, we dene the Hm-solution and the lifespan. We rewrite (1.1) into the
integral equation
(2.1) u (t) = "U (t) f   i
Z t
0
U (t  s) jujp ds;
where U(t) = exp(it): We consider the following function space:
XmT = C ([0; T ) ;H
m) \ Lt (0; T ;Wm;x ) ;
where  = p + 1;  = 4 (p+ 1) = fn (p  1)g : The function u 2 XmT which satises
(2.1) is called Hm-solution. We remember pm = 1 + 4= (n  2m) : The local well-
posedness of Hm-solution for large data is well known:
Proposition 2.1. Let 1 < p < pm;  2 C; " > 0 and f 2 Hm: Then there exist a
positive time T = T ("; kfkHm) > 0 and a unique solution u 2 XmT of (2.1).
For the proof, see [14, 27]. Let T" be the maximal existence time (lifespan):
T" = T (m; "; f)  sup fT 2 (0;1] ; there exists a unique solution u 2 XmT to (2.1)g :
2.2. Main Result (small data blow-up). Next, we state our small data blow-
up result for the Hm-solution. We denote 1 = Re; 2 = Im; f1 = Ref and
f2 = Imf: We choose the data as follows:
(2.2) 2f1 (x) or   1f2 (x) 

jxj k ; if jxj > 1;
0; if jxj  1;
where n=2 < k < 2= (p  1) : We note that such k exists if and only if 1 < p < p0:
The following is valid:
Theorem 2.2. Let 1 < p < p0;  2 C n f0g and f 2 Hm: If f satises (2.2), then
there exist "0 > 0 and C = C (k; p; ) > 0 such that
T"  C"1=
for any " 2 (0; "0), where   k=2 1= (p  1) : Moreover, the Hm-norm of solutions




This is an improvement of Theorem 2.2 of [13] and Theorem 2.4 of [10].
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Remark 2.1. Theorem 2.2 and the lower bound of the lifespan (obtained in Corol-
lary 2.3 and Corollary 2.4 below) imply
"1=!0 . T" . "1=
where !0 = n=4   1=(p   1) for small " > 0. The optimality of estimates to the
lifespan is still open since it is not allowed to take k as n=2: Nevertheless, our
theorem implies that the optimal order is 1=!0; since limk!n=2+0  = !0:
Remark 2.2. (2.3) with m = 0 means that the L2-conservation law does not hold
for (1.1).
Remark 2.3. By the same argument of the main result, we can prove the same
small data blow-up result of L2-solution for L2\Lr-data in the case 1 < p < 1+2r=n
for r 2 [1; 2]. Indeed, if 1 < p < 1 + 2r=n, then we can choose k 2 (n=r; 2=(p  1))
and so we can take the initial function f belonging to L2 \ Lr and satisfying (2.2)
for n=r < k < 2=(p  1).
In particular, if we choose r = 1+1=p 2 [1; 2], then we get the small data blow-up
result for 1 < p < pS, where pS is the Strauss exponent which is the positive root of
(2.4) nx2   (n+ 2)x  2 = 0:
We note that SDGE result holds in the case pS < p < p0 for L
2 \ L1+1=p-data.
Remark 2.4. For the critical case p = pm and the supercritical case p > pm, some
non-existence results to (1.1) were also obtained in the recent paper [11].
2.3. Lower Bounds of the lifespan. In this subsection, we recall some results
for lower bounds of the lifespan. These lower bounds follows from the Proposition
2.1 immediately:
Corollary 2.3. Under the same assumptions as in Proposition 2.1, the following
estimate is valid:




n=4  1= (p  1) ; if m = 0;
n=2 (p+ 1)  1= (p  1) ; if m = 1;
and C = C (n; p; kfkHm) is a positive constant.
If p is restricted to 1 < p < p0 and " 1, then the lower estimate of H1-solution
can be improved as follows:
Corollary 2.4. Let 1 < p < p0;  2 C; " > 0 and f 2 H1: Then the following
estimate is valid:
T"  C"1=!0 ;
where C = C (n; p; kfkH1) is a positive constant.
Moreover, SDGE is well known in Hm-critical:
Corollary 2.5. Let p = pm;  2 C and f 2 Hm: Then there exists "0 > 0 such
that T" =1 for " 2 (0; "0) :
For the proof, see e.g. [1, 2, 15].
Here we remark a SDGE result of H1-solution for (1.1) in p0  p < p1:
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Proposition 2.6. Let p0  p < p1;  2 C and f 2 H1: Then there exists "0 > 0
such that T" =1 for " 2 (0; "0) :
For the proof, see Theorem 6.2.1 in [1].
3. Proof of Theorem 2.2
3.1. Test-function method. In this subsection, we prepare some integral inequal-
ities by using some test-functions. We introduce a non-negative smooth function 
as follows, which was constructed in the papers [3, 5]:
 (x) =  (jxj) ;  (0) = 1; 0 <  (x)  1 for jxj > 0;
where  (jxj) is decreasing of jxj and  (jxj) ! 0 as jxj ! 1 suciently fast.
Moreover, there exists  > 0 such that
(3.1) jj  ; x 2 Rn;
and kkL1 = 1: This can be done by letting  (r) = e r

for r  1 with  2 (0; 1]
and extending  to [0;1) by a smooth approximation. Let  be suciently large
and
 (t) = T (t) =

0;
(1  t=T ) ;
if t > T;
if 0  t  T;




; R (x) =  (x=R) and  R (t; x) =





First, we reduce the integral equation (2.1) into the weak form. Hereafter, solu-
tion stands for L2 or H1-solution.
Lemma 3.1. Let u be a solution of (1.1) on [0; T"): Then u satisesZ
LRRn








for any T;R > 0 with TR2 < T":
This lemma can be proved in the standard manner (see Proposition 3.1 in [13]).
Next, we will lead an integral inequality. Hereafter we only consider the case of
1 > 0 for simplicity. The other cases can be treated in the almost same way.
We introduce some notations:







 f2 (x) (x=R) dx;
A (T ) =
 Z
[0;T )Rn
j@t (t)jq  (t) q=p  (x) dxdt
!1=q
and
B (T ) = 
 Z
[0;T )Rn
T (t) (x) dxdt
!1=q
;
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where q = p= (p  1) : By the direct computation, we have
(3.3) A (T ) = apT
 1=p; B (T ) = bpT 1=q;
where ap =  f   1= (p  1)g 1=q ; bp = ( + 1) 1=q :We also denote D (T ) =
A (T ) +B (T ) : Then we have the following:
Lemma 3.2. Let u be a solution of (1.1) on [0; T") : Then the following inequality
holds:
(3.4) 1IR (T ) + JR  RsIR (T )1=pD (T )
for any T;R > 0 with TR2 < T"; where s =  2 + (2 + n) =q:
Proof. Since u is a solution on [0; T") and TR
2 < T"; we get (3.2). Moreover, note
that 1 > 0; by taking real part as (3.2), we obtain
1IR (T ) + JR =
Z
LRRn




juj fj@t ( R)j+ j( R)jg dxdt
 K1R +K2R(3.5)
We note that (@t) (t) = 0 except on (0; T ) : By using the identity











(@t)  t=R2  1=pR 1=qR dxdt
 R 2IR (T )1=p
Z
LRRn
(@t)  t=R2q  q=pR Rdxdt1=q
= IR (T )
1=p
A (T )Rs;(3.6)
where we have used the changing variables with t=R2 = t0 and x=R = x0 to obtain
the last identity. Next, by the identity  ( (x=R)) = R 2 () (x=R) ; the Holder















= IR (T )
1=p
B (T )Rs;(3.7)
where we have used the changing variables again. By combining the estimates
(3.5)-(3.7), we have the conclusion. 
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3.2. Upper estimate of JR. Next, we give an upper bound of JR: Let  > 0 and
0 < ! < 1: We introduce the function
(3.8) 	 (; !)  max
x0
(x!   x) = (1  !)! !1 !  11 ! :
The following estimate is valid:
Lemma 3.3. Let u be a solution of (1.1) on [0; T") : Then the estimate
(3.9) JR  C1RsqD (T )q
holds for any T;R > 0 with TR2 < T"; where C1 = 
1 q
1 (p  1) (1=p)q :
The proof of this lemma is based on that of Theorem 3.3 in [16] and Theorem
2.2 in [24].
Proof. Since u is a solution on [0; T") ; by using (3.4), we obtain
JR  RsD (T ) IR (T )1=p   1IR (T )  1	(D (T )Rs=1; 1=p) :
By (3.8), we have (3.9), which completes the proof of the lemma. 
3.3. Proof of Theorem 2.2. In this subsection, we give a proof of Theorem 2.2.
When 1 > 0; we may assume that f2 satises
(3.10)  f2 (x) 

 11 jxj k ; if jxj > 1;
0; if jxj  1;
where n=2 < k < 2= (p  1) :
Proof. First, we note that by Corollary 2.3, there exists "0 > 0 such that T" > 1
for any " 2 (0; "0) : Next, we consider the lower bound of JR: By changing variables













jxj k  (x) dx = Ck"Rn k:





Next, let  2 (1; T") and R > R0: By using (3.9) with T = R 2; we have






R n+k  C2H (;R) ;
where C2 = C
 1
k C1: By (3.3), we can rewrite H as
(3.12) H (;R)  R n+k D  R 2Rs	q = ap 1=pR1 + bp1=qR 2q ;
where 1 = k=q; 2 = 2  k=q:




> R0; we have
(3.13) H (;R ) = C3
;
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where  = k=2   1= (p  1) and C3 = (1 + )qa(q=2)2p b(q=2)1p . By combining
(3.11) and (3.13), we have "  C4; with C4 = C2C3: From the assumption
k < 2= (p  1) ; we obtain  < 0: Therefore, we can get
  C"1=
for any  2 (1; T") ; with some C > 0: Finally, we obtain T"  C"1=:
Blow-up of L2 or H1-norm can be proved in the standard way (see e.g. [1, 13]).
We will omit the detail, which completes the proof of the theorem. 
4. Concluding Remarks
 (The dierences of the proofs.) We explain the dierences of the proofs
among Theorem 2.2 in [13], Theorem 2.4 in [10] and Theorem 2.2 in the
present paper.
There are two major dierent points between Theorem 2.2 in [13] and
Theorem 2.2 in this paper. Firstly the proof of Theorem 2.2 in [13] is based
on a contradiction argument. More precisely, the rst author and Wakasugi
[13] assume that T" =1 and they derive u  0 on [0;1) Rn and lead a
contradiction to the sign condition on the data f . However, we do not use
the contradiction argument in the proof of Theorem 2.2 in this paper, and
so we can derive the upper estimate (2.2) of the lifespan. Secondly, in the
proof of Theorem 2.2 in [13], they used the Lebesgue convergence theorem
to obtain (4.5) in their paper. To do so, they needed the assumption that
the data f belongs to L1. For the proof of Theorem 2.2 in this paper, we
choose the data f more concretely, however in our argument, the data f
may not belong to L1.
There are also two remarkably dierent points between Theorem 2.4 in
[10] and Theorem 2.2 in this paper. Firstly the proof of Theorem 2.2 is
much simpler and shorter than that of Theorem 2.4 in [10]. Secondly, in
the proof of Theorem 2.4 in [10], the result of Theorem 2.2 in [13] was used,
and so it was assumed that the data f belongs to L1-space. We emphasize
that we do not need the result of Theorem 2.2 in [13] in order to get our
theorem.
 (Faster decay case.) We should consider the global behavior of the solu-
tion in the case where the function f decays faster near innity than ones
in our main theorem (Theorem 2.2). If 1 < p  1 + 2=n and the function
f decays faster near innity as f belongs to L1, then the corresponding
solution to (1.1) blows up in nite time (See [13]). When 1+2=n < p < p0,
" 1, and the function f decays faster, we do not know how the solution
to (1.1) behaves.
Acknowledgments. The authors would like to express deep appreciation to Pro-
fessor Kenji Nakanishi and Professor Yoshio Tsutsumi for their many useful sug-
esstions, comments and constant encouragement.
References
[1] T. Cazenave, Semilinear Schrodinger Equations, Courant Lecture Notes in Mathematics 10,
American Mathematical Society (2003).
[2] T. Cazenave and F. B. Weissler, The Cauchy problem for the critical nonlinear Schrodinger
equation in Hs: Nonlinear Anal,. 14 (1990), 807-836.
SMALL DATA BLOW-UP OF L2 OR H1-SOLUTION FOR NLS 9
[3] M. Chaves and V. A. Galaktionov, Regional blow-up for a higher-order semilinear parabolic
equation, Europ J. Appl. Math., 12 (2001), 601-623.
[4] K. Deng and H A. Levine, The role of critical exponents in blow-up theorems:the sequel, J.
Math. Anal. Appl. 243 (2000), 85-126.
[5] V. A. Galaktionov and S. I. Pohozaev, Existence and blow-up for higher-order semilinear par-
abolic equations: majorizing order-preserving operators, Indiana Univ. Math. J., 51 (2002),
1321-1038.
[6] R. T. Glassey, On the blowing up of solutions to the Cauchy problem for nonlinear
Schrodinger equations, J. Math. Phy., 18 (1977), 1794-1797.
[7] P. Germain, N. Masmoudi and J. Shatah, Global solutions for 2D quadratic Schrodinger
equations, J. Math. Pures Appl., 97 (2012), 505-543.
[8] J. Ginibre and G. Velo, On a class of nonlinear Schrodinger equations. I, The Cauchy prob-
lem, general case, J. Funct. Anal. 32 (1979), no. 1, 1-32.
[9] J. Ginibre and N. Hayashi, Almost global existence of small solutions to quadratic nonlinear
Schrodinger equations in three space dimensions, Math. Z. 219 (1995), 119{140.
[10] M. Ikeda, Lifespan of solutions for the nonlinear Schrodinger equation without gauge invari-
ance, arXiv:1211.6928.
[11] M. Ikeda and T. Inui, Some non-existence results for the semilinear Schrodinger equation
without gauge invariance, J. Math. Anal. Appl. 425 (2015), no. 2, 758-773.
[12] M. Ikeda and Y. Wakasugi, A note on the lifespan of solutions to the semilinear damped
wave equation in subcritical cases, Proc. Amer. Math. Soc. 143, (2015), no. 1, 163-171.
[13] M. Ikeda and Y. Wakasugi, Small data blow-up of L2-solution for the nonlinear Schrodinger
equation without gauge invariance, Di. Int. Eqs., 26, no. 11-12 (2013), 1275-1285.
[14] T. Kato, On nonlinear Schrodinger equations, Ann. Inst. Henri Poincare, Physique
Theorique, 46, (1987) 113-129.
[15] T. Kato, On nonlinear Schrodinger equations. II. Hs-solutions and unconditional well-
posedness, J. Anal. Math. 67 (1995), 281-306.
[16] H. J. Kuiper, Life span of nonegative solutions to certain qusilinear parabolic cauchy prob-
lems, Electronic J. Di. Eqs., 2003 (2003), 1-11.
[17] H. Levine, The role of critical exponents in blowup theorems, SIAM Rev. 32 (1990), 262-288.
[18] T. Ogawa, Y. Tsutsumi, Blow-up of H1 solutions for the nonlinear Schrodinger equations,
J. Di. Equs., 92 (1991), 317-330.
[19] T. Ogawa, Y. Tsutsumi, Blow-up of H1 solutions for the one dimensional nonlinear
Schrodinger equation with critical power nonlinearity, Proc. Amer. Math. Soc., 111 (1991),
487-496.
[20] T. Oh, A blowup result for the periodic NLS without gauge invariance, C. R. Acad. Sci. Paris,
350 (2012), 389-392.
[21] T. Oh, Strauss exponent and small data global existence:Strichartz estimate for non-
admissible pair, private note (2012).
https://web.math.princeton.edu/~hirooh/SmallDataGWP.pdf.
[22] T. Ozawa and H. Sunagawa, Small data blow-up for a system of nonlinear Schrodinger
equations, J. Math. Anal Appl. 399 (2013), 147-155.
[23] W.A. Strauss, Nonlinear scattering theory at low energy, J. Funct. Anal., 41 (1981), 110{133.
[24] F. Sun, Life span of blow-up solutions for higher-order semilinear parabolic equations, Elec-
tronic J. Di Eqs., 2010 (2010), 1-9.
[25] P. Raphael, On the singularity formulation for the nonlinear Schrodinger equation, private
note.
[26] G. Todorova and B. Yordanov, Critical exponent for a nonlinear wave equation with damping,
J. Dierential Equations, 174 (2001), 464-489.
[27] Y. Tsutsumi, L2-solutions for nonlinear Schrodinger equations and nonlinear groups. Funk-
cialaj Ekvacioj, 30 (1987), 115-125.
[28] B. Yordanov and Q. S. Zhang, Finite time blow-up for critical wave equations in high dimen-
sions, J. Funct. Anal, 231, (2006), 361-374.
10 M. IKEDA AND T. INUI
Department of Mathematics, Graduate School of Science, Kyoto University, Kyoto,
Kyoto, 606-8502, Japan
E-mail address: mikeda@math.kyoto-u.ac.jp
Department of Mathematics, Graduate School of Science, Kyoto University, Kyoto,
Kyoto, 606-8502, Japan
E-mail address: inui@math.kyoto-u.ac.jp
