Abstract-The Implicit Lyapunov Function (ILF) for a class of homogeneous systems is introduced and studied. The analysis of homogeneous differentiator using ILF method is presented. Sufficient stability conditions for homogeneous differentiator are obtained and represented by a parameterized system of Linear Matrix Inequalities (LMI). The differentiation error and convergence time are estimated. The procedure of parameters tuning for homogeneous differentiator is formulated as the semi-definite programming problem with LMI constraints. The obtained theoretical results are supported by numerical simulations.
I. INTRODUCTION
Differentiators are important for many applications, e.g. PID controllers implementation [1] , system states observation [2] , [3] , designing of fault detection algorithms [4] , digital filter in signal processing [5] , identification [6] , etc.
From theoretical point of view, the differentiators can provide the exact values of the signal's derivatives (see, for example, [7] , [8] ). It is worth to stress that any exact differentiator is a mathematical abstraction, since, in practice, due to measurement noises and finite computational precision of digital devices it will always give approximative solutions only.
The present paper studies the so-called homogeneous differentiator [9] . The well-known linear high-gain differentiator [2] and exact high-order sliding mode (HOSM) differentiator [8] can be obtained as partial cases of the homogeneous differentiator, when the homogeneity degree [9] tends to 0 and -1, respectively.
In contrast to linear high-gain differentiator [2] [10], the effective schemes for parameters tuning of HOSM differentiators and homogeneous differentiators are not well developed for high order cases. Several papers are devoted to a design of high-order homogeneous observers (differentiators) (see, for example, [8] , [9] ). The developed methods just guarantee the existence of the appropriate observers' parameters.
The present paper addresses the problem of the homogeneous differentiator design using the Implicit Lyapunov Function (ILF) method [11] , [12] , [13] . The homogeneous ILF allows us to prove the finite-time convergence of homogeneous differentiator and to present the simple constructive scheme for its parameters tuning, which is based on the semidefinite programming technique with LMI constraints.
The paper is organized as follows. The next section presents the notation to be used. The section III discuss the problem statement. Then some supporting facts related to homogeneity, finite-time stability and ILF method are presented. The structure of homogeneous implicit Lyapunov function is studied. Next, the main results of the paper are formulated. Finally, the numerical simulation results and conclusions are given. Proof of the theorem about homogeneous implicit Lyapunov function is presented in the Appendix.
II. NOTATION
• R + = {x ∈ R : x > 0}, where R is the set of real numbers.
• The positive (negative) definiteness (semi-definiteness) of a symmetric matrix P = P T ∈ R n×n is denoted by P > 0(< 0, ≤ 0, ≥ 0).
• Let us denote the square root of the matrix P > 0 by P 1 2 , i.e. P 1 2 = Q > 0 such that Q 2 = P .
• Let λ min (P ) and λ max (P ) be the minimum and maximum eigenvalue of a symmetric matrix P = P T ∈ R n×n , respectively.
• For z = (z 1 , ..., z n ) T ∈ R n the operator diag(z) denotes the diagonal matrix with the diagonal elements
• C k is the set of functions R → R, which have continuous derivatives at least up to the order k. If ξ ∈ C k then ξ (l) denotes l-th derivative of ξ for l ≤ k.
• A continuous function α : R + → R + belongs to the class K if α(0) = 0 and the function is strictly increasing.
III. PROBLEM STATEMENT
Consider the system
where
n is the system state,
• y ∈ R is the system output, which can be measured on-line,
where f 0 is a known positive number. The problem is to observe the whole state vector x(t) of the system (1) using the output measurements y(t).
If y(t) = ξ(t) ∈ C n+1 and f (t, x) = ξ (n+1) (t) then the observation problem for the system (1) is just the differentiation of the signal ξ. Indeed, in this case we have
IV. PRELIMINARIES A. Finite-time Stability and Homogeneity
Consider the system of the forṁ
where • x ∈ R n is the state vector,
• f : R n → R n is a nonlinear continuous vector field.
Assume that the origin is an equilibrium point of the system (3), i.e. f (0) = 0. Definition 1 ([14] , [15] ): The origin of system (3) is said to be globally finite-time stable (FTS) if: 1) Finite-time attractivity: there exists a function T :
2) Lyapunov stability: there exists a function δ ∈ K such that for all x 0 ∈ R n , x(t, x 0 ) ≤ δ( x 0 ). The function T is called the settling-time function of the system (3).
Let λ, r i ∈ R + , i ∈ {1, . . . , n} then one can define:
• the vector of weights r = (r 1 , . . . , r n ) T ,
• the dilation matrix
is said to be r-homogeneous of degree m iff for all λ ∈ R + and for all x ∈ R n we have
. For a given x ∈ R n , the set
is a curve on R n (see, Fig. 1 ). An object is homogeneous iff the behavior of this object is symmetric along these particular curves.
Theorem 3 ([17], Proposition 6.1 and Theorem 7.1):
Let f : R n → R n be defined on R n and be a continuous r-homogeneous vector field with a negative degree. If the origin of the system (3) is locally attractive then it is globally finite time stable.
B. Homogeneous Implicit Lyapunov Function
The theorem given below provides the background for finite-time stability analysis of the nonlinear system (3) using implicit Lyapunov function.
Theorem 4: [13] Let there exists a continuous function
C4) the inequality
holds ∀V ∈ R + and ∀x ∈ R n \{0}; C5) the inequality
∈ Ω, where c > 0 and 0 < µ < 1 are some constants. Then the origin of system (3) is globally finite-time stable with the following settling time estimate
The proof of this theorem is based on the classical Implicit Function Theorem [18] providing The linear system is the simplest example of the system with homogeneous vector field. The positive definite quadratic form is the standard Lyapunov function of a stable linear system. Any level set of the quadratic Lyapunov function is an ellipsoid. Let us design the Lyapunov function for a homogeneous system (3) providing the same geometric property to a level set.
Introduce the following ILF candidate [19] , [13] 
• D r (·) is the dilation matrix of the form (4) with r = (r 1 , r 2 , ..., r n ) T ∈ R n + ; • P ∈ R (n+1)×(n+1) is a symmetric positive definite matrix. Theorem 5 given below has the simplest geometric interpretation: if the homogeneous system (3) admits a Lyapunov function with at least one ellipsoidal level set, then it has a homogeneous ILF defined by the formula (5). The level lines of such Lyapunov function for n = 2 are illustrated by Fig. 1 .
Theorem 5: If 1) the continuous vector field f : R n → R n is rhomogeneous of degree m with the vector of weights r = (r 1 , r 2 , ..., r n )
T ∈ R n + , 2) the matrix P > 0 satisfy the matrix inequality
3) the inequality
holds for any y ∈ R n : y T P y = 1, then the equation Q(V, x) = 0 with Q given by (5) implicitly defines the homogeneous Lyapunov function for the system (3) and a) for m > 0 the system (3) is asymptotically stable, b) for m < 0 the system (3) is finite-time stable and the settling time function T : R n → R + ∪ {0} admits the following estimate:
y∈R n :y T P y=1
c) for m = 0 the system (3) is exponentially stable:
The proof of this theorem is given in the appendix.
V. ILF ANALYSIS OF HOMOGENEOUS DIFFERENTIATOR
Consider the following observer
• y ∈ R is an output of the system (1), •x = (x 1 ,x 2 , ...,x n ) ∈ R n is the observer state,
T ∈ R n os the vector of the gains, • Dr(·) is the dilation matrix of the form (4) with r = (µ, 2µ, ..., nµ)
• the positive definite function V (z) is implicitly defined by the equation Q(V, z) = 0 for Q(V, z) defined by (5) with a positive definite matrix P = P T ∈ R n×n and
The structure of the equation Q(V, z) = 0 implies
, where p 11 = h T P h. So, the system (8) is, in fact, the homogeneous differentiator [9] :
, i = 1, 2, ..., n. If µ = 1, then the system (8) takes the form of the highorder sliding mode differentiator [8] . For µ = 0 it is a conventional linear observer.
Introduce the parameterized family of ellipsoids ε(λ, r, P ) :
where λ ∈ R + , P ∈ R n×n is positive definite matrix and D r (·) is the dilation matrix with r defined by (4).
Theorem 7: Let for some α, β ∈ R + : α > β and δ, µ ∈ (0, 1) the system of matrix inequalities (6) and
is feasible for P ∈ R n×n , k ∈ R 1×n withr, r defined by (9), (10), respectively. Then 1) for f 0 = 0 any solution of the system (8) satisfies the relation
2) for f 0 = 0 any solution of the system (8) converges to x(t) in a finite time, i.e.x(t) = x(t) for t ≥ T (x(0) − x(0)), and the settling-time function has the following estimate
where V z ≥ 0 : Q(V z , z) = 0 and γ > 0 : γP ≥ P H r + H r P > 0.1 The proof of the main theorem is skipped due to space restrictions.
In order to apply the results of the presented theorem in practice we need to resolve the parameterized system of nonlinear matrix inequalities (13)- (15) with respect to variables P and k for some positive scalars α, β, µ and δ. In general case this is quite a complex problem, since the mentioned system of matrix inequalities is nonlinearly depended on the scalar parameter λ. The algorithms for resolving of parametric LMIs presented in [20] can be used. More simple scheme can also be presented for practical selection of observer parameters.
Proposition 8: Let for some fixed α, β ∈ R + : α > β and µ ∈ (0, 1) the system of linear matrix inequalities
is feasible forP =P T ∈ R n×n ,ỹ ∈ R 1×n , then the matrix P =P /q and the vector k =P −1ỹ satisfy the system of matrix inequalities (6), (13)- (14) .
The proof of this proposition is trivial. The condition (18) impliesP 11 = 1. So, defining p 11 = 1/q > 0 and P =P /q provides that (16)- (17) are equivalent to (13)- (14) .
Since the pair (A, h) is observable then the system of linear matrix inequalities (16) - (18) is always feasible at least for sufficiently small f 0 and µ.
Using the Shur complement the LMI (18) can be equivalently rewritten in the form
Hence, in order to guarantee fulfilling the parametric matrix inequality (15) the parameter γ has to be minimized under the LMI constraints (16)- (18) . On the other hand, since λ −µ (I n − Dr(λ)) D r (λ) tends to infinity as λ → +∞, then for the same reason we need to maximize the parameter δ (i.e. minimize λ * ). Therefore, based on the given proposition the following heuristic scheme for tuning of control parameters can be introduced: min
When the optimal solution of this problem is found, we just need to check numerically the scalar inequality (15) for P =P /q and k =P −1ỹ . Remark, for µ ∈ (0, 0.5] the lefthand side of the inequality (15) is continuously differentiable with respect to λ. The inequality can be easily checked, for example, on a grid with the sufficiently small step size, i.e. λ = λ * j N , j = 0, 1, 2, ..., N , where N is sufficiently large.
VI. EXAMPLES

A. First order differentiator
Consider the first order homogeneous differentiator (n = 2) and design its parameters according the scheme (19) Fig. 2 for the reference signal ξ(t) = 5t + sin(t) + 1. This test signal has been taken from the paper [7] . The simulations have been done using explicit Euler method with the sampling period 0.01.
The Fig. 3 depicts the simulation result for the same reference signal, which is measured with a noise. The noise is generated as a sequence of pseudorandom values drawn from the uniform distribution on the open interval (−0.01, 0.01). They are applied at the sampled time instances. The Fig. 4 and 5 present the simulation results for differentiation of the same signal ξ(t) = 5t + sin(t) + 1 for the noise-free and noised measurements, respectively. The sampling period for numerical modeling equals to 10 −3 . The ILF method for finite-time stability analysis of the homogeneous differentiator is developed. The homogeneous ILF with ellipsoidal level lines is applied for this purpose. The simple scheme for tuning of the observer parameters has been developed for the case of the noise-free measurements.
The optimal tuning of the differentiator parameters for the noised or/and sampled measurements using the ILF approach, and a comparison of the homogeneous differentiator with the high-gain [2] and the HOSM [8] differentiators can be considered as the problems for a future research.
VIII. APPENDIX
A. Proof of Theorem 5
The function Q(V, x) defined by (5) satisfies the conditions C1)-C3) of Theorem 4. Indeed, it is continuously differentiable for all V ∈ R + and ∀x ∈ R n . Since P > 0 then the following chain of inequalities
Moreover, if Q(V, x) = 0 then the same chain of inequalities gives
Therefore, the condition C3) of Theorem 4 holds. Since
then diag(r)P + P diag(r) > 0 implies ∂Q ∂V < 0 for ∀V ∈ R + and x ∈ R n \{0}. So, the condition C4) of Theorem 4 also holds.
We conclude that the equation Q(V, x) = 0 implicitly defines a proper positive definite function V : R n → R + ∪ {0} such that for any x ∈ R n we have Q(V (x), x) = 0. Let us calculate the time derivative of the function V along the trajectories of the system (3): dV dt (3) = − ∂Q ∂V r (λ)f (D r (λ)x) = f (x), ∀λ ∈ R + and ∀x ∈ R n , where m ∈ R is the degree of homogeneity. Then dV dt (3) = − ∂Q ∂V −1 V m (y T P f (y) + f T (y)P y) = y T P f (y) + f T (y)P y y T (diag(r)P + P diag(r))y V 1+m .
Since Q(V, x) = 0 then y T P y = 1. The condition 3) and the inequality (6) imply dV dt (3) ≤ −αV 1+m y T (diag(r)P + P diag(r))y = −αV 
