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Abstract
We consider linear functionals Ld deﬁned over Pd ⊂ P := R[x1, . . . , xn] and study how to extend Ld to a square positive
L :P→ R, i.e. to a linear functional L with L(p2)0 for all p ∈ P. We use the connection of square positive functionals to real
ideals, to orthogonal polynomials, and to moment matrices. Finally, we report how such extension techniques are used to construct
and analyse cubature formulas.
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1. Introduction
We consider the polynomial ring P := R[x1, . . . , xn]. A linear functional L :P → R is called square positive, if
L(p)0 for all p in the cone
2 :=
{
m∑
i=1
f 2i | {f1, . . . , fm} ⊂ P
}
.
If Pd denotes the linear space of all p ∈ P of degree at most d, then similarly a linear functional Ld :Pd → R is
square positive, if Ld(p)0 for all p ∈ Pd ∩ 2.
This paper dealswith the followingmoment problem.Given abasis t1, . . . , tD ofPd andgivenmomentsmi, 1 iD,
ﬁnd a square positive functional L :P → R with L(ti) = mi, 1 iD. Since there is exactly one linear functional
Ld :Pd → R satisfying Ld(ti) = mi, 1 iD, this moment problem is a problem of extending Ld .
This problem differs from usual moment problems, where the functional L is positive with respect to the cone
P+ := {p ∈ P |p(x)0 ∀x ∈ Rn}.
Since the cone P+ and the setM+ of all linear functionals L :P→ R having a representing measure , i.e. L(f ) =∫
f (x) d(x) for all f ∈ P, are dual to each other, such moment problems amount in ﬁnding representing measures.
As shown in [3], the cone2 and the setM of all square positiveL :P→ R are dual to each other. Therefore,M+ ⊆M
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with strict inclusion for n> 1. In some instances functionals L ∈M are known to belong also toM+. For more details,
see [9].
So-called truncated moment problems have been studied by Curto and Fialkow. In a series of papers, see [5] and the
papers quoted therein, they investigated under which conditions a square positive Ld :Pd → R is positive w.r.t. P+,
i.e. has a representing measure.
If the square positive Ld is of type
Ld(f ) :=
N∑
k=1
ckf (yk) ∀f ∈ Pd , (1.1)
with y1, . . . , yN ∈ Rn and positive numbers c1, . . . , cN , one can ask for an extension L :P → R, which is positive
w.r.t. P+. Functionals (1.1) can be interpreted as cubature sums. This interpretation was used independently in [7,11]
to develop a new method for constructing and investigating cubature formulas.
Startingpoint for this paperwas the observation that for square positiveL :P→ R, the set {p ∈ P |L(p2)=0} is a real
ideal. This allows to apply tools from ideal theory and algebraic geometry for giving a ﬁrst classiﬁcation of extremal
square positive extensions, such as tight extensions in Deﬁnition 2.5 and extensions with maximal corresponding
real ideals. The rank of the moment matrices can be understood as Hilbert function of the corresponding ideal, as
shown in (3.1).
An other tool for studying square positive extensions are orthogonal polynomials. We present in Theorem 3.7 a new
characterization of all possible square positive extensions using moment matrices and orthogonal polynomials.
The ﬁnal section describes the connection to cubature formulas. Apart from the already mentioned possibility to
construct cubature formulas by extending functionals of type (1.1), we present the inverse problem, given a cubature
sum (1.1), restrict it toPd , and ﬁnd a square positive functional I which extends this restriction toP but with I (f 2)=0
only for f = 0. This inverse problem is applied ﬁnally to show that the lower bound of [10] for the number of nodes
of cubature formulas of a ﬁxed degree cannot be improved.
2. Square positive functionals and real ideals
Lemma 2.1. Let Ld :Pd → R be a square positive linear functional. Then the set
A(Ld) := {p ∈ Pd/2 |Ld(p2) = 0}
is an R-linear space satisfying
A(Ld) = {p ∈ Pd/2 |Ld(pq) = 0 ∀q ∈ Pd/2}. (2.1)
Proof. Denote by B the R-linear space on the r.h.s. of (2.1). Then B ⊆ A(Ld) (since one may choose p for q). On
the other hand, if p ∈A(Ld), then by Cauchy–Schwarz
Ld(pq)
2Ld(p2)Ld(q2) = 0 ∀q ∈ Pd/2.
Hence p ∈ B. Thus,A(Ld) =B. 
A similar result holds for square positive L :P→ R and
A(L) := {p ∈ P |L(p2) = 0}.
But as already observed and proved in [11], A(L) is also a real ideal, i.e. an ideal A ⊆ P satisfying one of the
equivalent conditions
(i) {p1, . . . , pm} ⊂ P, ∑mk=1 p2k ∈A⇒ {p1, . . . , pm} ⊂A.
(ii) ∃G ⊆ Rn :p ∈A ⇔ p|G = 0.
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For G one can take the real variety ofA, see for instance [1],
VR(A) := {y ∈ Rn |p(y) = 0 ∀p ∈A}.
In the case G = VR(A), the equivalence of the two conditions is called in [2] The Real Nullstellensatz.
Lemma 2.2. Let L :P→ R be a square positive linear functional. Then the setA(L) is a real ideal satisfying
A(L) = {p ∈ P |L(pq) = 0 ∀q ∈ P}. (2.2)
Proof. (2.2) is proved like (2.1). Then p1, p2 ∈ A(L) implies p1 + p2 ∈ A(L). And if p ∈ A(L), q ∈ P, then
0 = L(p · pq2) = L(pq)2, hence pq ∈A(L). Therefore,A(L) is an ideal.
If
∑m
k=1 p2k ∈ A(L) for polynomials pk , then (using (2.2) with p =
∑
p2k and q = 1) L(
∑
p2k ) = 0. The square
positivity gives L(p2k ) = 0, hence pk ∈A(L) for k = 1, . . . , m. 
Example 2.3. We consider the linear functionals I :P→ R and C :P→ R
I (p) :=
∫
B
p(x) dx, C(p) :=
N∑
k=1
ckp(yk),
where B ⊂ Rn is the unit ball, ck > 0 and yk ∈ Rn for 1kN . I and C are square positive. Hence
A(I ) = {0} and A(C) = {p ∈ P |p(yk) = 0, k = 1, . . . , N}
are real ideals. For the set G one can take VR(A(I )) = Rn or B in case I, and VR(A(C)) = {y1, . . . , yN } in case C.
If the linear functional L :P→ R is given by
L(f ) :=
∫
Sn−1
f (x) d,
Sn−1 the surface of the unit ball B ⊂ Rn and d an inﬁnitesimal surface element, then L is square positive. Its real
ideal consists in all multiples of the polynomial
∑n
k=1 x2k − 1 and the corresponding G equals VR(A(L)) = Sn−1 or
equals a subset of Sn−1 containing sufﬁciently many points.
Lemma 2.4. Let ∅ = M ⊂ P and V := {y ∈ Rn|p(y) = 0 ∀p ∈ M}. The smallest real ideal containing M, denoted
by R
√
M , is given by
R
√
M = {p ∈ P |p(y) = 0 ∀y ∈ V }.
Proof. The set I (V ) := {p ∈ P |p(y) = 0 ∀y ∈ V } is a real ideal with (real) variety V. It contains M. Hence
R
√
M ⊆ I (V ). For their varieties, it means V =VR(I (V )) ⊆ VR( R
√
M). But the polynomials of M are in R
√
M and have
no more real zeros in common than those of V. Hence the varieties coincide and thus the ideals I (V ) and R
√
M . 
If L :P→ R is a square positive extension of Ld :Pd → R, then Ld is square positive as well, andA(L) is a real
ideal containing the R-linear spaceA(Ld) ⊂ Pd/2. Then by deﬁnition of least real ideals
R
√
A(Ld) ⊆A(L). (2.3)
Deﬁnition 2.5. Let L :P→ R be a square positive extension of Ld :Pd → R. If R√A(Ld)=A(L), then L is called
a tight extension of Ld .
If Ld is strictly square positive, i.e. ifA(Ld)={0}, then it is reasonable to ask for a strictly square positive extension
L. Its corresponding idealA(L) equals {0}= R√{0}. Hence strictly square positive extensions are tight extensions. The
construction of strictly square positive extensions is described in [11], see Theorem 3.8.Also in the caseA(Ld) = {0},
one can ask for an extension L with the minimum number of polynomials f with L(f 2) = 0, i.e. one needs a tight
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extension. The general construction of a tight extension is a still unsolved problem. Its solution will give a way for
constructing a basis of the least real ideal containing a given polynomial set, which is a difﬁcult and not yet satisfactorily
solved problem in real algebraic geometry [1].
SinceP is a noetherian ring the set of all idealsA(L), where L is a square positive extension of a given Ld , is either
empty or contains a maximal elementA(L∗). A maximal ideal corresponds to a minimal real variety. If L∗ is of type
(1.1), then its real variety is a ﬁnite set of points. Hence it is a maximal ideal, if no square positive extension of Ld has
a real variety properly contained in VR(A(L∗)). For L∗ of type (1.1) the identity
L(p) = L∗(p) ∀p ∈ Pd
means that a cubature formula of degree at least d for the square positive functional L is found.
However, the existence of maximal ideals A(L∗) corresponding to a functional L∗ of type (1.1) is not known in
general. Tchakaloff gave a ﬁrst existence proof for the case thatLd is the restriction of an integral with compact support.
This condition is weakened by several authors. For a survey and new results see [6].
3. The construction of square positive extensions
P is an R-linear space with a basis
T := {xi11 · · · xinn | i1, . . . , in0}.
We order T linearly by the degree lexicographical order <T ,
x
i1
1 · · · xinn <T xj11 · · · xjnn : ⇔
n∑
=1
i<
n∑
=1
j or
∑
i
=
∑
j
, ∃s : i = j for >s, is < js .
For example in case n = 2 this means
1<T x1<T x2<T x21<T x1x2<T x
2
2<T . . . .
Then we may write T = {ti}∞i=1 with ti<T tj if and only if i < j . The ti’s are linearly independent. Because of
dim(Pd) =
(
d + n
n
)
,
the ﬁrst
D :=
(
d + n
n
)
of the ti’s generate Pd ,
Pd = spanR{t1, . . . , tD}.
Since 2 ∩P2k = 2 ∩P2k+1, we restrict in the following the investigation of functionals for square positiveness to
polynomial spaces Pd with even d.
Deﬁnition 3.1. Let k ∈ N and
K :=
(
k + n
n
)
.
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For the linear functional L2k :P2k → R we call
M(k) := (L2k(ti · tj ))Ki,j=1
the moment matrix of L2k .
Then a linear functional L2k :P2k → R is square positive if and only if its moment matrix M(k) is positive
semideﬁnite (p.s.d). A linear functional L :P → R is square positive if and only if for all restrictions L2k := L|P2k
the corresponding matrices M(k) are p.s.d.
Lemma 3.2. Let the linear functional L2k :P2k → R be square positive and
K :=
(
k + n
n
)
.
Then the moment matrix M(k) for L2k satisﬁes
M(k)
⎛
⎝ v1...
vK
⎞
⎠= 0 ⇔ K∑
j=1
vj tj ∈A(L2k).
Proof. By construction
M(k)(v1, . . . , vK)
T = 0 ⇔
K∑
j=1
L2k(ti tj vj ) = 0, i = 1, . . . , K
⇔ L2k
⎛
⎝q · K∑
j=1
vj tj
⎞
⎠= 0 ∀q ∈ Pk .
The latter is equivalent to
∑K
j=1 vj tj ∈A(L2k) by Lemma 2.1. 
For idealsA the number
dimPm − dimA ∩Pm, m ∈ N0
is the value HA(m) of the afﬁne Hilbert function HA :N0 → N0. (For this deﬁnition and the following basic facts on
Hilbert functions see [4].) Therefore, if L2k has a square positive extension L :P → R, thenA(L2k) =A(L) ∩Pk
and M(k) is the moment matrix corresponding to the restriction of L to P2k . Hence by Lemma 3.2
rankM(k) = dimPk − dimA(L) ∩Pk = HA(L)(k). (3.1)
This Hilbert function is well studied in algebraic geometry. For instance, if k is sufﬁciently large, then HA(k) becomes
a polynomial in k with integer coefﬁcients. Its degree is the dimension of the ideal. Especially ifHA(k) becomes ﬁnally
a constant N, thenA is zero-dimensional and N is the number of points y ∈ Cn which are zeros of all p ∈A, counted
with multiplicities.
Deﬁnition 3.3. Let L :P→ R be a square positive extension of L2k → R. L is called a ﬂat extension, if for all ik
the moment matrices M(i) have the same rank.
Such ﬂat extensions were studied by Curto and Fialkow. Using the afﬁne Hilbert function, we conclude that if L
is a ﬂat extension, then the afﬁne Hilbert function satisﬁes HA(L)(i) = HA(L)(k) for all i > k. Whence follows that
the real variety ofA(L) consists in at most HA(L)(k) = rankM(k) real points. If this maximum is attained, then the
polynomials ofA(L) have only real points as common zeros and each point is a simple zero. Then L is of type (1.1)
where the yk’s are these rankM(k) real and simple points.
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Consider a square positive L2k :P2k → R. Then an obvious way to obtain a square positive L :P→ R extending
L2k is to extendL2k ﬁrst toL2k+2 such that the moment matrixM(k+1) is still p.s.d. and then to iterate this procedure.
Theorem 3.4. Let A ∈ RK×K be (symmetric and) p.s.d., C ∈ RK ′×K ′ be symmetric, and B ∈ RK×K ′ . Then
A˜ :=
(
A B
BT C
)
(3.2)
is p.s.d. if and only if there is a matrix V ∈ RK×K ′ with
AV = B and C − V TAV p.s.d. .
Proof. Let (x, y) := (xT, yT)A˜( x
y
) with x ∈ RK, y ∈ RK ′ .
If A˜ is p.s.d., then (x, y)0 for all x ∈ RK, y ∈ RK ′ . For each negative unit vector y = −ei ∈ RK ′ the quadratic
form i (x) := (x,−ei) is nonnegative. Hence a vi ∈ RK exists where i attains its minimum. Then ∇i (vi) = 0,
which is equivalent to Avi − bi = 0, bi denoting the ith column of B. Hence AV = B with V = (v1, . . . , vK ′). Then
substituting B by AV in (3.2) gives (−Vy, y) = yT(C − V TAV )y0.
If A and C − V TAV are p.s.d. and AV = B, then
(x, y) = (x + Vy)TA(x + Vy) + yT(C − V TAV )y0.
Hence A˜ p.s.d. 
Remark 3.5. This theorem is more or less folklore. Curto and Fialkow refer it in [5] to Smul’jan [12]. For full rank
matrices A and A˜, it can be found in [8]. We included a proof for making the paper self-contained.
Corollary 3.6. Let A˜ be partitioned as in (3.2) and let B = AV. Then rank A˜ = rankA + rank(C − V TAV).
Proof. Let I denote the K × K-unit matrix and I ′ the K ′ × K ′-one. Then(
I 0
−V T I ′
)
A˜
(
I −V
0 I ′
)
=
(
A 0
0 C − V TAV
)
.
Hence the assertion follows. 
For the extension of a square positive L2k :P2k → R to a square positive L2k+2 :P2k+2 → R using Theorem 3.4,
one has ﬁrst to deﬁne L2k+2(ti · tj ) with deg(ti · tj ) = 2k + 1 and
iK =
(
k + n
n
)
, K < j
(
k + n + 1
n
)
.
These are entries in B if A˜ := M(k + 1) is structured as in (3.2) with A := M(k). The identity AV = B holds if and
only if the columns of B are in the space spanned by the columns of M(k). This means that for every tj ,
K <j
(
k + n + 1
n
)
,
a polynomial pj ∈ Pk exists, such that L2k+2((tj + pj )ti) = 0 for all ti , iK . In other words, tj + pj is orthogonal
to all q ∈ Pk w.r.t. the inner product 〈f, g〉 := L2k+2(fg).
Theorem 3.7. Let L2k :P2k → R be a square positive linear functional and L2k+2 :P2k+2 → R be an extension of
L2k . L2k+2 is square positive, if and only if the linear space of all orthogonal polynomials of degree k + 1,
Ok+1(L2k+2) := {p ∈ Pk+1|L2k+2(pq) = 0 ∀q ∈ Pk} (3.3)
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has dimension
dimA(L2k) +
(
k + n
n − 1
)
and if L2k+2(p2)0 for all p ∈ Ok+1(L2k+2).
Proof. We will apply Theorem 3.4 to M(k + 1) = A˜ and M(k) = A. Then
K ′ =
(
k + 1 + n
n
)
−
(
k + n
n
)
=
(
k + n
n − 1
)
.
As already shown, AV = B holds if and only if for every monomial tj of degree k + 1 a pj ∈ Pk exists such that
tj + pj ∈ Ok+1(L2k+2). These are K ′ linearly independent polynomials. They constitute together with a basis of
A(L2k) a basis of Ok+1(L2k+2). Otherwise a basis ofA(L2k) and less than K ′ other elements build the basis.
C − V TAV is p.s.d. if and only if
yT(C − V TAV )y = (−yTV T, yT)
(
A AV
V TA C
)(−Vy
y
)
0 ∀y ∈ RK ′ .
(−yTV T, yT) is the coefﬁcient vector of∑K+K ′j=K+1 yj (tj +pj ). Hence C−V TAV is p.s.d. if and only if L2k+2(p2)0
for all p being linear combinations of the polynomials tj + pj , K <jK + K ′. Since the general element of
Ok+1(L2k+2) is of type p+q where p is a linear combination of the tj +pj and q ∈A(L2k), and since L2k+2(q2)=0
and L2k+2(qp) = 0 because of p, q ∈ Ok+1(L2k+2), the assertion follows. 
An iterated application of Theorem 3.7 gives a characterization of all possible square positive extensions L :P→ R
of a given L2k :P→ R.
If one considers a strictly square positive L2k and extends it tightly to a strictly positive L, then in the iterated
application of Theorem 3.7 one gets intermediate square positive L2i :P→ R, i > k, withA(L2i )= 〈0〉 for all ik.
Using only Theorem 3.4 for positive deﬁnite matrices, this special instance was already investigated in [11].
Theorem 3.8. Let Ld :Pd → R be a strictly square positive linear functional. Then Ld can be extended to a strictly
square positive L :P→ R.
4. Application to cubature formulas
Consider two linear functionals
I (f ) :=
∫
g(x) d(x) ∀f ∈ P,  a measure, (4.1)
C(f ) :=
N∑
k=1
ckf (yk) ∀f ∈ P, ck > 0, yk ∈ Rn, k = 1, . . . , N . (4.2)
If these two functionals coincide on a subspace Pd ,
I (f ) = C(f ) ∀f ∈ Pd , (4.3)
then we have by (4.3) a cubature formula, which is (at least) exact for all polynomials of degree d. Eq. (4.3) can also
be interpreted as follows. We have a linear functional deﬁned only on Pd and can extend it either to an integral I with
weight function  or to cubature sum C with weights ck and nodes yk . Hence we have two extension problems.
Problem 1. Given an integral I, ﬁnd a cubature sum C extending I |Pd .
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As remarked at the end of Section 2, this problem can be solved under conditions on I, i.e. compact domain of
integration. Using ﬂat extension, Fialkow and Petrovic constructed and investigated in [7] the cubature formulas.
The inverse problem, given a cubature sum C, ﬁnd an integral I extending C|Pd , means that one has then a cubature
formula of degree at most d with the given cubature sum. This problem, however, can be solved trivially, since C itself
is an integral with a discrete measure. Therefore, the second problem reads as follows.
Problem 2. Given a cubature sum C, ﬁnd an integral I with nondiscrete measure extending C|Pd .
This problem is still unsolved, even if I is not an integral, but a square positive linear functional over P. Only if
C(p2) = 0 ⇒ p = 0 for p ∈ Pd/2, then Theorem 3.8 gives a solution to Problem 2 with a strictly square positive
linear functional I instead of an integral I.
An application of Problem 2 is as follows. Given a cubature formula of degree d = 2s + 1 for a bivariate integral
I :R[x, y] → R with N weights and nodes,
I (p) =
N∑
k=1
akp(xk, yk) + R(p), R(p) = 0 ∀p ∈ Pd ,
it was shown in [10], that if I (p2) = 0 ⇒ p = 0 then
N
(
s + 2
2
)
+ (s, I ),
where 2(s, I ) is the rank of a skew symmetric (s + 1) × (s + 1) matrix depending only on s and I. (The rank of a
skew symmetric matrix is always even.) As the proof in [10] shows, it is sufﬁcient that I is strictly square positive.
Unfortunately, only few examples of integrals I and degrees 2s + 1 were found where the lower bound is attained.
This might give the impression that the bound is not sharp in general. This suspicion is removed in [11] in the following
way. For every s ∈ N and every 0(s + 1)/2 a functional
C(p) :=
N∑
k=1
akp(xk, yk)
with
N =
(
s + 2
2
)
+ 
and positive a1, . . . aN exists, such that its restriction toP2s+1 can be extended to a strictly square positive L :P→ R
with  = (s, L). This means that for every s ∈ N and every 0(s + 1)/2 a strictly square positive functional
L :P→ R exists, which has a cubature formula of degree 2s + 1 with the minimal number of nodes
N =
(
s + 2
2
)
+ (s, L).
Using the structure of the moment matrices, Fialkow and Petrovic showed in [7] a similar bound
N
(
s + 2
2
)
+ (s, I ),
and proved for some instances that (s, I ) = (s, I ).
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