




Etude du cliquetis sur le point de fonctionnement de re´fe´rence.
Dans ce chapitre, tous les mode`les et me´thodologies pre´sente´es partie I sont applique´es au
point de fonctionnement de re´fe´rence de la base de donne´es ICAMDAC (cas baseline).
Dans une premie`re partie, le point de fonctionnement baseline de´ja` calcule´ par Robert
(2014) avec le mode`le de combustion CFM couple´ a` TKI est recalcule´ avec la me´thodologie
TFLES-IPRS. L’objectif est ici double: d’une part confronter cette nouvelle me´thodologie
a` un cas d’application re´el, d’autre part comparer et analyser les comportements et
pre´dictions des deux approches. Pour ce faire, tous les autres parame`tres des calculs
sont conserve´s identiques: la me´thodologie ESO2 est utilise´e et les tempe´ratures de
parois empiriques sont conserve´es. La seconde partie se pre´sente sous la forme d’un
article soumis au journal Combustion and Flames qui traite de l’e´tude de ce meˆme
point de fonctionnement baseline dans le cadre d’un couplage thermique ﬂuide-solide




Validation des capacités de la LES à 
reproduire l’aérodynamique interne 
du moteur  
Partie II: Etude des combustions anormales 
Variations de point de 
fonctionnement pour l’étude de 
différents facteurs influant sur les 
combustions anormales 
Etude du point de fonctionnement de 
référence avec la nouvelle 










8.1 Confrontation des approches CFM-TKI et TFLES-IPRS
pour le calcul des combustions anormales
La collaboration CERFACS/IFPEN en LES pre´sente un avantage important: diﬀe´rentes ap-
proches de mode´lisation de la combustion turbulente sont disponibles dans le meˆme code et
peuvent eˆtre compare´es. Pour la simulation des combustions anormales, deux approches sont
disponibles dans AVBP :
– l’approche utilise´e par Robert (2014) ou` la propagation turbulente est mode´lise´e par CFM
couple´ a` TKI pour l’auto-allumage;
– l’approche de´veloppe´e dans cette the`se ou` la propagation turbulente est mode´lise´e par
TFLES couple´ a` IPRS pour l’auto-allumage.
Ce chapitre compare les re´sultats fournis par ces deux me´thodes.
8.1.1 Mise en donne´es et me´thodologie nume´rique
Le moteur ECOSURAL en version opaque est utilise´ pour cette e´tude. Dans la premie`re partie
de ce chapitre les parame`tres de simulation sont repris de Robert (2014) hormis les mode`les
combustions aﬁn de comparer les me´thodologies CFM-TKI et TFLES-IPRS. En particulier, le
couplage thermique de´crit Chap. 5 n’est pas utilise´. Pour rappel, les caracte´ristiques du point
de fonctionnement baseline et les tempe´ratures impose´es a` la paroi sont re´sume´s Tab. 8.1 et
Tab. 8.2. Les releve´s expe´rimentaux de pression en entre´e et sortie du domaine sont utilise´s
Parame`tre Unite´ baseline
Re´gime moteur [tr/min] 1800
Padm [bar] 1.8
Carburant [-] C8H18
Ae´rodynamique des conduits d’admission [-] standard
Taux de dilution (par N2) [%] 0
Table 8.1: Caracte´ristiques du point de fonctionnement baseline.
Re´gion baseline
Haut de chemise 459 K
Bas de chemise 418 K
Piston 497 K
Soupapes admission 639 K
Queues de soupapes admission 383 K
Soupapes e´chappement 784 K
Queues de soupapes e´chappement 403 K
Culasse 409 K
Collecteur admission 374 K
Collecteur e´chappement 379 K
Table 8.2: Conditions limites thermiques utilise´es pour le point de fonctionnement baseline.
comme conditions limites d’entre´e et sortie de la simulation a` l’aide du formalisme NSCBC. La
me´thodologie ESO2 est utilise´e et le mode`le de sous maille est le mode`le de Smagorinsky. De
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meˆme que dans le Chap. 7, les simulations re´alise´es dans ce chapitre ne rendent pas compte de
l’injection directe du carburant dans le cylindre mais celui-ci est introduit sous forme gazeuse
au moment de la phase d’admission.
Tous les re´sultats obtenus avec la me´thodologie CFM-TKI sont issus des travaux de Robert
(2014). Aﬁn de minimiser les temps de calcul, les simulations TFLES-IPRS pre´sente´es ne sont
re´alise´es que pour les phases de compression et combustion. Pour chaque cycle, la solution
initiale utilise´e est la solution du calcul CFM-TKI au moment de la fermeture des soupapes
d’admission pour le cycle correspondant.
8.1.2 Re´sultats sur le point de fonctionnement de re´fe´rence
La ﬁgure 8.1 compare les e´volutions temporelles de la pression dans le cylindre entre l’expe´rience






















































Figure 8.1: Evolution temporelle de la pression dans le cylindre avec les me´thodologies CFM-TKI et
TFLES-IPRS pour un allumage 6DV apre`s le PMH. Zoom sur les pressions les plus e´leve´es a` droite.
simulations en termes de combustions anormales, il est inte´ressant de remarquer que les deux
me´thodologies donnent des enveloppes de pression dans le cylindre proches et en bon accord
avec l’expe´rience. Les niveaux de pression moyenne ainsi que son coeﬃcient de variation pour
ce point de fonctionnement sont regroupe´s Tab. 8.3. Les deux simulations donnent des re´sultats
PMI [bar] Cov(PMI) [%]
Expe´rience (Moyenne / 500 cycles) 19.06 2.6
Expe´rience (Moyenne / 15 cycles) [18,62-19.25] [1.7-3.7]
LES (CFM-TKI) 19.5 2.7
LES (TFLES-IPRS) 19,21 2,9
Table 8.3: Pression moyenne dans le cylindre sur le point baseline avec les me´thodologies CFM-TKI et
TFLES-IPRS avec allumage 6 DV apre`s le PMH.
proches et conformes a` l’expe´rience. Comme dans les e´tudes de Enaux (2010) et Granet (2011),
le mode`le de combustion TFLES permet de mode´liser correctement la combustion dans ce
moteur fonctionnant a` charge plus e´leve´e. Bien que les deux simulations soient re´alise´es a` partir
de la meˆme solution initiale au moment de la fermeture des soupapes d’admission, la combustion
n’est pas identique entre les deux calculs lorsque l’on conside`re un cycle isole´. Par exemple, la
Fig. 8.2 compare le de´roulement de la combustion du cycle 6 pour les deux approches. Ce cycle
est celui qui pre´sente la plus grande intensite´ de cliquetis, que ce soit dans la simulation CFM-
TKI ou la simulation TFLES-IPRS. Il est diﬃcile de comparer les deux simulations de manie`re
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Approche CFM-TKI
t=10 DV t=15 DV t=20 DV t=25 DV
Approche TFLES-IPRS
t=10 DV t=15 DV t=20 DV t=25 DV
Figure 8.2: De´roulement de la combustion avec les me´thodologies CFM-TKI et TFLES-IPRS pour
un allumage 6 DV apre`s le PMH pour le cycle 6. L’admission est a` gauche des ﬁgures tandis que
l’e´chappement se situe cote´ droit. Le temps des solutions est donne´ en re´fe´rence au PMH.
ﬁne: en plus des mode`les de propagation turbulente et d’auto-allumage qui diﬀe`rent, le mode`le
d’allumage (ISSIM dans la simulation CFM-TKI et ED dans la simulation TFLES-IPRS) est
e´galement tre`s diﬀe´rent. Malgre´ ces approches tre`s diﬀe´rentes, la combustion se de´roule de
manie`re tre`s similaire entre les deux simulations aussi bien en termes de vitesse de combustion
que d’e´paisseur et le plissement du front de ﬂamme re´solu (jusque 20 DV apre`s le PMH). Au
dela`, des diﬀe´rence plus marque´es apparaissent: 25 DV apre`s le PMH, on remarque notamment
que la ﬂamme a consomme´ l’inte´gralite´ des gaz frais cote´ e´chappement dans le cas TFLES-IPRS
alors que ce n’est pas le cas avec les mode`les CFM-TKI.
En termes de combustions anormales, la Fig. 8.1 montre deux re´sultats essentiels: (i) dans les
deux cas, pour les cycles moteur dont la pression est dans la partie supe´rieure de l’enveloppe, des
oscillations repre´sentatives du cliquetis sont observe´es, (ii) ces oscillations sont nettement moins
intenses dans la simulations TFLES-IPRS par rapport a` la simulation CFM-TKI. Pour quanti-
ﬁer le cliquetis sur ce point de fonctionnement, l’outil de post-traitement pre´sente´ Chap. 7.3 est
utilise´. Les re´sultats sont pre´sente´s Tab. 8.4. De meˆme que dans le Chap. 7, en plus des statis-
Cycles cliquetants [%] Angle de de´part d’AI [deg]
Expe´rience (Moyenne / 500 cycles) 51.51 31.61
Expe´rience (Moyenne / 15 cycles) [13.34-80.0] [29.92-35.24]
LES (CFM-TKI) 73.3 35.1
LES (TFLES-IPRS) 40.0 32.56
Table 8.4: Statistiques de cliquetis sur le point baseline avec les me´thodologies CFM-TKI et TFLES-
IPRS avec allumage 6 DV apre`s le PMH.
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tiques globales, l’expe´rience est e´galement analyse´e par e´chantillons de 15 cycles. Cette analyse
expe´rimentale sur un nombre de cycles identique a` la LES permet de de´terminer une enveloppe
de variabilite´ des re´sultats aﬁn de faciliter les comparaisons. Dans les deux cas, les pourcent-
ages de cliquetis et l’angle de de´part du cliquetis se situent dans l’enveloppe expe´rimentale,
montrant ainsi que les deux approches reproduisent quantitativement le cliquetis sur ce point
de fonctionnement. L’occurrence du cliquetis est cependant plus faible avec les mode`les TFLES
et IPRS. Tous les cycles pour lesquels du cliquetis est observe´ avec les mode`les TFLES et IPRS
sont aussi des cycles avec cliquetis dans l’approche CFM-TKI mais l’inverse n’est pas vrai.
Comme le montre la Fig. 8.3, bien que les statistiques de cliquetis soient similaires entre les







Figure 8.3: Visualisation de l’auto-allumage au cours du cycle 6 avec un allumage 6 DV apre`s le
PMH. Iso-surface de variable de progre`s (c = 0.5) colore´e par la courbure et coupe (x, y) colore´e par les
ﬂuctuations de pression. Simulation CFM-TKI a` gauche et simulation TFLES-IPRS a` droite.
produit plus toˆt dans le cas CFM-TKI et sous la soupape d’e´chappement dont la tempe´rature
est plus e´leve´e. Dans le cas TFLES-IPRS, la ﬂamme se propage plus vite vers les soupapes
d’e´chappement: 25 DV apre`s le PMH la totalite´ des gaz frais est consomme´e cote´ e´chappement
(Fig. 8.2). En conse´quence, aucun auto-allumage n’est constate´ dans cette re´gion. En revanche,
pour ce cycle, l’auto-allumage se produit cote´ admission ou` la ﬂamme se propage plus lentement.
La ﬁgure 8.3 met e´galement en e´vidence une onde de pression importante (de l’ordre de 3 bar)
ge´ne´re´e dans le cas CFM-TKI. Dans le cas TFLES-IPRS, une onde est e´galement ge´ne´re´e mais
son amplitude est moindre, de l’ordre du bar.
Une autre caracte´ristique importante de ces mode`les est leur couˆt de calcul. Il est possible
de de´terminer le temps de calcul lie´ au mode`le de combustion en comparant l’eﬃcacite´ du code
de calcul pendant les phases purement ae´rodynamiques et pendant les phases de combustion
avec chacune des deux approches. L’eﬃcacite´, en temps de calcul par ite´ration et par noeud,
est re´sume´ Tab. 8.5 pour les diﬀe´rents cas. Le surcouˆt duˆ a` la combustion est donc de 1.65 10−7
Eﬃcacite´ re´duite [s.CPU/noeud/ite´ration]
Phase ae´rodynamique 6.57 10−7
Phase de combustion avec CFM-TKI 8.22 10−7
Phase de combustion avec TFLES-IPRS 7.18 10−7
Table 8.5: Eﬃcacite´ re´duite moyenne du code AVBP .
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s/CPU/noeud/ite´ration avec l’approche CFM-TKI et 0.61 10−7 s/CPU/noeud/ite´ration avec
l’approche TFLES-IPRS. La mode´lisation de la combustion a` l’aide des mode`les IPRS-TFLES
est donc sensiblement plus eﬃcace. Cette diﬀe´rence entre les deux approches abouti a` des
diﬀe´rences de temps de calcul sensibles. Pour la phase de combustion uniquement, i.e. du
PMH jusque 88 DV apre`s le PMH, l’approche CFM-TKI donne un temps de calcul de l’ordre
de 16.103 hCPU tandis que l’approche TFLES-IPRS ne´cessite environ 12.103 hCPU sur le
calculateur neptune BULL B510 du CERFACS.
En re´sume´, les deux simulations fournissent des re´sultats tre`s proches malgre´ des mode`les
d’allumage, de propagation et d’auto-allumage tre`s diﬀe´rents. Dans un contexte de moteurs
a` piston, ou` le de´veloppement de la ﬂamme est par nature tre`s instationnaire, comparer des
mode`les diﬀe´rents est une tache diﬃcile. En eﬀet, les non line´arite´s des e´quations re´solues peu-
vent ampliﬁer les plus petites diﬀe´rences introduites par les diﬀe´rents mode`les et aboutir a` des
re´alisations tre`s diﬀe´rentes. De plus, dans le cas pre´sent, il ne s’agit pas de faire varier unique-
ment un mode`le mais une combinaison de trois mode`les diﬀe´rents (allumage, propagation et
auto-allumage) qui peuvent interagir entre eux. Enﬁn, certains diagnostiques sont diﬃcilement
re´alisables avec les mode`les TFLES et IPRS. Par exemple, des informations souvent utilise´es
pour e´tudier le cliquetis sont les e´volutions de la surface de ﬂamme d’auto-allumage ou la quan-
tite´ de gaz brule´e par auto-allumage. Graˆce a` des variables de progre`s bien se´pare´es, il est
facile de discriminer les deux modes de combustion dans l’approche CFM-TKI. En revanche,
avec les mode`les TFLES et IRPS, une description unique est utilise´e pour l’auto-allumage et
pour la propagation de la ﬂamme. Il est alors tre`s diﬃcile de se´parer rigoureusement ces deux
contributions de la combustion et faire des diagnostiques se´pare´s. Dans l’ensemble, les re´sultats
des deux approches sont en bon accord avec les releve´s expe´rimentaux a` la fois en termes de
combustion ”normales” (pression moyenne, variabilite´ cycle a` cycle) que de combustions anor-
males (statiques d’apparition du cliquetis) mais pour les raisons cite´es pre´ce´demment, il est
diﬃcile de comparer plus ﬁnement les deux approches.
8.2 Impact du couplage thermique sur la combustion
La section pre´ce´dente a montre´ la capacite´ des mode`les TFLES et IPRS a` reproduire un point
de fonctionnement avec combustions anormales. Dans la suite, ces mode`les de combustion sont
conserve´s pour e´tudier l’inﬂuence des conditions limites thermiques sur la combustion. Cette
section se pre´sente sous la forme d’un article soumis au journal Combustion and Flames.
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Abstract
Large Eddy Simulation of knocking in piston engines requires high-ﬁdelity physical models
and numerical techniques. The need to capture temperature ﬁelds with high precision to
predict autoignition is an additional critical constraint compared to existing LES in engines.
The present work presents advances for LES of knocking in two ﬁelds: (1) a reduced two-step
scheme is used to predict both propagating premixed ﬂames as well as autoignition times
over a wide range of equivalence ratios, pressures and temperatures and (2) a Conjugate
Heat Transfer (CHT) technique is implemented to compute the ﬂow within the engine over
successive cycles with LES together with the temperature ﬁeld within the cylinder head walls
and the valves. The paper focuses on CHT which is critical for knocking because the gas
temperature ﬁeld is controlled by the wall temperature ﬁeld and knocking is sensitive to small
temperature changes. The CHT LES is compared to classical LES where the temperatures of
the head and the valves are supposed to be homogeneous and imposed empirically. Results
show that the skin temperature ﬁeld (which is a result of the CHT LES while it is a user input
for classical LES) is complex and controls knocking events. While the results of the CHT
LES are obviously better because they suppress a large part of the empirical speciﬁcation
of the wall temperatures, this study also reveals a diﬃcult and crucial element of the CHT
approach: the description of exhaust valves cooling which are in contact with the engine
head for part of the cycle and not in the rest of the cycle, leading to diﬃculties for heat
transfer descriptions between valves and head. The CHT method is successfully applied
to an engine studied at IFP Energies Nouvelles where knocking characteristics have been
studied over a wide range of conditions.
Keywords: LES, Knock, Autoignition, Internal combustion engine, Heat transfert
1. Introduction
To increase the eﬃciency of reciprocating engines, downsizing has become a new standard
in the automotive industry [17]. By combining smaller cylinder sizes with turbo-chargers,
engines can be operated in a region of higher eﬃciency. For moderate downsizing levels, this
technique enables to decrease fuel consumption signiﬁcantly and thus pollutants emissions.
However abnormal combustions prevent engine manufacturers from using advanced levels
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of downsizing. Abnormal combustion results from the competition between the turbulent
propagation of the premixed ﬂame initiated by the spark plug and the spontaneous ignition
of the fresh gas. When high pressure and high temperature are encountered in the fresh
gas in front of the ﬂame front (also called end-gas), the auto-ignition delay drops and can
become lower than the time needed by the premixed ﬂame to burn the charge. This kind
of auto-ignition events leads to abnormal combustions such as knocking or rumble and
can destroy the engine. Over the last decades, the increase of engines compression ratios
lead to the same issues [5, 26] and a better understanding of heat transfer and engine
cooling allowed to control knocking. Nowadays, such ﬂuid/solid interactions remain a key-
parameter but it is not suﬃcient to control abnormal combustions in highly downsized
engines. Increasing the engine resistance to knocking requires a better understanding of these
phenomena. Although optical diagnostics are not easy to perform, existing experimental
studies [2, 19, 18] highlighted some key features leading to abnormal combustions: (1) the
intensity of knock is linked to the portion of fresh gas when auto-ignition occurs [20] and (2)
detonation waves may appear in knocking cycles. The basic mechanism leading to detonation
in such ﬂows was studied by Zeldovich [37] who showed that a 1D temperature gradient in
a ﬂow close to auto-ignition could initiate a detonation wave. This mechanism was studied
later by Bradley et. al. [3] or Clavin et. al. [6] and has become the prototype conﬁguration
used to illustrate how detonation can begin in an engine. Even though detonation can hardly
be observed directly inside a piston engine several studies were carried-out in canonical
conﬁgurations [37, 11] suggesting that conditions were indeed favorable to detonation in
knocking engines.
In this context, Large Eddy Simulations (LES) can provide detailed information to an-
alyze abnormal combustion. Peters et. al. [30] used simulations to identify regions where
a Deﬂagration to Detonation Transition (DDT) can occur based on cold ﬂow LES results
and on the Zeldovich et. al. theory. Robert et. al. [34] proved that LES can be used to
evaluate the knocking tendency of an experimental engine. They retrieved quantitatively
the experimental behavior of the real engine and performed a ﬁrst analysis of abnormal
combustion thanks to LES.
Obviously temperature plays a major role for knock and in a real engine the temperature
ﬁeld is expected to control knocking events to a large extent. For instance, wall heat transfer
dictates the temperature level at Top Dead Center (TDC) when ignition is performed just
before knock can begin near hot regions. This issue becomes even more important for engines
running with abnormal combustion where local and intermittent hot spots found near high
temperature walls can initiate auto-ignition inside fresh gases. In that sense, the use of
realistic wall temperatures is of ﬁrst importance when studying abnormal combustions with
numerical simulations. The potential beneﬁts of conjugate heat transfer simulations for
piston engines ﬂows are pointed out in [24] and the same methodology is used in [25]. As
LES becomes a higher precision method, it is very likely that a high precision description
of wall temperatures will become mandatory. This is one of the objectives of the present
paper which focuses on the apparition of abnormal combustions. Although previous studies
proved that information on knocking can be obtained with a ﬁrst order estimation of the
wall temperatures, the study presented in this paper includes a comprehensive description
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of conjugate heat transfer with LES.
2. Conﬁguration and methodology
In an engine, conjugate heat transfer controls wall temperatures and has a strong impact
on combustion [23] because of the long residence time of the fresh gas in the cylinder prior
to combustion triggered around TDC. The large variations of the combustion chamber vol-
ume and thus of the thermodynamic conditions promote heat exchanges at the boundaries
and impact the combustion process. The wall temperatures used in numerical simulations
are usually obtained from experimental measurements or from a priori estimations. This
approach can provide an appropriate global behavior but local information is missing. In
particular, the sophisticated cooling system used for the cylinder head can lead to tempera-
ture in-homogeneities that can have an impact on abnormal combustion. Only one hot wall
zone can be enough to trigger knocking. This situation diﬀers from ’classical’ LES in engines,
far from knocking conditions where wall temperatures play a more limited role [32, 10, 15].
In this paper, conjugate heat transfer is solved by means of a fully coupled simulation be-
tween ﬂuid and solid so that relevant boundary conditions can be used to study knocking.
While such studies have already been performed using RANS [25], they require much more
care in a true LES framework as described in the next section.
2.1. Coupling methodology
In order to use realistic boundary conditions, a common strategy consists in using two
diﬀerent solvers: one for LES and another one to solve the heat equation in the solid domain.
In such simulations, the characteristic time of the heat conduction in the solid τs ∼ L
2/Ds
(with L the solid characteristic length and Ds the solid diﬀusivity) is often several orders
of magnitude higher than the combustion characteristic time τc ∼ δl/SL (with δl the ﬂame
thickness and SL the ﬂame speed). For instance, assuming a valve head of L = 10 mm and








while for an iso-octane/air ﬂame at 40 bar and 700 K, the combustion characteristic time
is:




For this particular case, the conduction characteristic time is 5 orders of magnitude bigger
than the conduction characteristic time: the solid acts like a low-pass ﬁlter and only sees a
mean heat ﬂux coming from the ﬂuid domain. A numerical diﬃculty directly introduced by
this time scales diﬀerence is that the convergence speeds diﬀers in the ﬂuid and in the solid
domains. The convergence for the solid temperature is too long to be computed with LES. In
practice however, this time scales diﬀerence can be exploited eﬃciently by recognizing that
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only a weak coupling between the two domains is suﬃcient. Decoupling the computations
of LES in the cylinder and temperature in the solid walls allows to reach a converged state
at the ﬂuid/solid interface by only considering a mean averaged ﬁeld of heat ﬂuxes as inputs
for the heat transfer simulation in the solid. The methodology used to obtain the converged
conjugated heat transfer at the ﬂuid/solid interface is based on such a weak coupling (Fig. 1).
The two solvers are run sequentially: ﬁrst, an initial set of wall skin temperatures is obtained
First guess of wall 
temperatures  
Spatial distribution of 
mean heat ﬂuxes  
LES simulation of a 
few engine cycles 
Solid Heat Transfer 
simulation 









Figure 1: Diagram of the weak coupling algorithm to perform a Conjugated Heat Transfer (CHT) simulation.
from experimental measurements or from 0D simulations [29]. This set of wall temperature
is used to compute the ﬂuid dynamics thanks to the LES solver and wall Heat Fluxes (HF)
are locally integrated over the full engine cycle. Then, the Heat Transfer (HT) solver is used
to compute the steady temperature ﬁeld inside the solid domain. Finally, the converged
temperature at the ﬂuid/solid interface is used to update the wall temperature ﬁeld of the
LES simulation. This coupling loop is performed until convergence of the heat ﬂuxes and
temperature at the interface.
2.2. Numerical set-up
In the present work, the fully compressible explicit code (called AVBP) is used to solve
the ﬁltered multi-species 3D Navier-Stokes equations with realistic thermochemistry on un-
structured meshes [35, 13]. Based on the ESO2 approach [27], numerics is handled with the
second-order accurate in space and time Law-Wendroﬀ scheme [22] and a Two-step Taylor-
Galerkin ﬁnite element scheme (TTG), third-order accurate in space and time [7] for phases
with require increased accuracy (compression and combustion). The Smagorinsky sub-grid
scale model is used [36] and boundary conditions use the NSCBC approach [31]. Combustion
is modeled with a simple 2-step scheme chemistry and a combination of the TFLES [4] and
IPRS [28] models for the ﬂame propagation and auto-ignition. The IPRS approach allows
to compute the whole combustion phase with a single expression for reaction rates which
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captures both auto-ignition time in well-stirred reactors (thereby able to predict the onset
of knocking) and the structure of premixed ﬂames which develop in engine before or after
knocking takes place. The same model also captures the front after detonation is initiated,
if needed. The Energy Deposition (ED) model [21] is used for spark ignition and moving
meshes are handled with the ALE formalism [16].
The energy equation inside the solid domain is solved by the AVTP solver [9]. Spatial
discretization is handled with a second-order Galerkin scheme [8] and temporal integration
uses a ﬁrst-order forward implicit scheme. The resolution of the implicit system is done
with a parallel matrix free conjugate gradient method [12]. Heat ﬂuxes are determined by
means of a Fourier’s law and temperature dependent heat conductivity coeﬃcients and heat
capacities are used.
As shown in Fig 2, the LES simulation for one cycle represents 67 ms of physical time
(for an engine speed of 1800 rpm) while 60 seconds of physical time are needed to reach
steady state inside the solid. However, thanks to the use of an implicit time marching, the
heat transfer simulation inside the solid uses large time-steps and the ﬁnal cost is negligi-
ble compared to the LES simulation. Eventually, the cost of the CHT simulation is only
Solid Heat transfer simulation – 67 hCPU 
67 ms 
60s 
LES – 20 000 hCPU 
φ T φ
CHT iteration 1 
Figure 2: Schematic of the Conjugated Heat Transfer (CHT) simulation.
due to the extra LES simulations performed at each CHT iteration to reach a converged
temperature ﬁeld at the ﬂuid/solid interface.
2.3. Experimental conﬁguration and operating point
The target conﬁguration is an experimental mono-cylinder 4 valves turbo-charged ECO-
SURAL engine shown in Fig. 3. This engine is installed at IFP Energies Nouvelles in the
framework of the french ANR (Research National Agency) ICAMDAC project to study ab-
normal combustion in downsized spark-ignited engines. The spatial discretization uses full
tetrahedral meshes for the ﬂuid and solid domains. The ﬂuid domain begins in the inlet
plenum and ﬁnishes on the outlet plenum, a procedure which has been shown to provide
the required accuracy for LES by specifying boundary conditions far away from the cylin-
der [10, 14]. The mesh size for the ﬂuid domain varies between 2.2 and 12 million cells while
a ﬁxed 1.7 million cells mesh is used for the solid domain. As shown in Fig. 4, the mesh at
the ﬂuid/solid interface is the same between the two domains. Two metals are accounted
for in the CHT solver: the cylinder head is made of cast iron while steel is used for valves.










Figure 3: Sketch of the experimental Ecosural engine test bench.
Spark plug 
cooling system 
cylinder head intake valve exhaust valve 
Figure 4: Illustration of a typical mesh for the LES simulation (left) and for the CHT simulation (right).
Symbol Unity Cast iron steel
Density ρ [kg/m3] 2675 7500
Heat capacity Cp [J/(kg.K)] 900 450
Heat conductivity λ [W/(m.K)] 100 36
Table 1: Properties of the materials used in the CHT simulation.
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Unity
Compression ratio - 10.64
Bore [mm] 77
Stroke [mm] 85.8
Connecting rod length [mm] 132.2
IVO/IVC [CAD] 353/-162
EVO/EVC [CAD] 142.5/-352.5
Table 2: Main engine speciﬁcations. Crank Angle Degrees (CAD) are relative to combustion top dead
center. IVO and IVC respectively stand for Inlet Valve Opening and Closure while EVO and EVC stand
for Exhaust Valve Opening and Closure.
Unity
Engine rotation speed [rpm] 1800
IMEP [bar] 19
Intake pressure [bar] 1.8
Intake temperature [K] 308
Fuel [-] C8H18
Table 3: Deﬁnition of the operating point chosed in the ICAMDAC database to study the knocking phe-
nomena. IMEP stands for Indicated Mean Eﬀective Pressure.
The engine geometrical speciﬁcations (Tab. 2) and the operating point described in Tab. 3
correspond to the knocking conditions. For this regime, the dynamics of the ﬂow predicted
by LES were validated against PIV measurements [33].
3. Conjugate heat transfer simulation
All LES of piston engines require the speciﬁcation of the wall temperatures. In the
present work, two methods were used to obtain these quantities:
• the usual method is to assume that (1) the chamber walls can be decomposed in
isothermal elements: piston head, intake, exhaust valves and (2) the temperature of
these elements is known, usually obtained either through a global energy balance or
through empiric evaluations (this method is called empirical here).
• the CHT method where heat transfer in the walls (cylinder head and valves) is coupled
to LES to obtain the skin wall temperature by a fully coupled simulation (called CHT
here).
Note that in the empirical approach, the elements temperatures are often tuned to
match experimental observations (volumetric eﬃciency, heat losses, etc.). Here we use the
wall temperatures proposed for the same engine by [34] (Tab. 4). For the CHT approach,
walls temperatures are a result of the computation and not an input data.
During one cycle the diﬀusion through the cylinder head and valves is actually not steady






Table 4: Skin wall temperatures obtained from 0D simulations used for the empirical simulation [34].
combustion. For instance, for an engine cycle of 720 CA, the heat ﬂux to the exhaust
valve is high during combustion and exhaust phases while it is low during the intake stroke
because of the low temperature of the fresh gases. In practice, however, because of the
diﬀerence in characteristic times between heat diﬀusion inside the solid and ﬂow motion
in the cylinder, the solid acts as a low-pass ﬁlter and receives a heat ﬂux coming from
the ﬂuid domain which can be averaged over the whole engine cycle, allowing to decouple
LES and heat transfer codes. The most signiﬁcant complexity for the CHT method is the
description of the diﬀusive heat ﬂuxes between valves and cylinder head. When valves are
closed, heat can diﬀuse from the valve to the cylinder head depending on the heat resistance
of the contact zones between valves and cylinder head which is controlled by the force of the
valve spring [1]. On the other hand in the open position, no thermal exchange can occur
between the valve seat and the cylinder head. This geometry change has proved to be a
major diﬃculty for the CHT approach because it controls the exhaust valve temperature
and therefore the onset of knocking. The ﬁrst part of this paper (Sec. 3.1) assumes that
during the whole engine cycle, valves remain in the closed position as far as heat ﬂuxes in
the engine walls in concerned. This assumption clearly over-estimates the exhaust valve
cooling and leads to lower temperatures. This problem is addressed in Sec. 3.4.
3.1. Heat transfer cycle-to-cycle variability
In spark ignited piston engines RMS pressures due to Cycle-to-Cycle Variability can reach
several percents of the mean in-cylinder pressure. Cycle to cycle variability can also aﬀect
heat ﬂuxes through the walls. In order to evaluate the variability of heat ﬂuxes, Fig. 5 shows
the value of the total ﬂux to the cylinder head (valves are not included) obtained from LES for
15 consecutive engine cycles with the empirical approach and reveals a signiﬁcant variability.
For engine cycles where the whole mixture is burned quickly, pressure and temperature in
the cylinder are high and increase thermal exchanges at the boundaries leading to large and
variable ﬂuxes during the combustion phase. However, Fig. 5 also shows that the main ﬂux
from the ﬂuid to the cylinder head occurs during the exhaust stroke when the cylinder is
ﬁlled with hot gases and high velocities caused by the exhaust valve opening. For this engine,
all the fuel is consumed when the exhaust valves open, so that the temperature inside the
cylinder is almost the same for all cycles. Even though the instantaneous ﬂux to the cylinder
head varies from cycle to cycle (Fig. 5), its value averaged over each cycle exhibits much less
variation (Fig. 6). To evaluate the impact of these variations on combustion, the engine cycle
showing the highest heat ﬂuxes and the engine cycle with the lowest heat ﬂuxes were used
as boundary conditions for a HT simulation inside the solid domain. The converged solution




























































Figure 6: Mean heat ﬂux between the cylinder head and the ﬂuid integrated over each engine cycle.
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two engine cycles. Even though these two cycles represent extreme scenarios in terms of
a.
b.
Figure 7: Converged temperature on the solid skin after the ﬁrst CHT iteration. (a) engine cycle with the
highest mean heat transfer and (b) engine cycle with the lowest heat transfer.
ﬂuid-solid heat ﬂuxes, these HT simulations show that the impact on the solid temperature
is very low. The mean temperature integrated over the cylinder head and valves is 441 K
for the engine cycle with the highest heat ﬂuxes while it is equal to 438 K for the engine
cycle with the lowest heat ﬂuxes. As expected, the highest temperatures are found on the
exhaust valves but they vary only from 607K for the low ﬂux cycle to 611 K for the high ﬂux
cycle. In other words, temperature in the solid is mainly driven by heat exchanges with the
ambient air and coolant ﬂuid and its sensitivity to variations of the heat ﬂux coming from
the ﬂuid domain is low. This shows that the temperature ﬁeld in the engine walls is almost
insensitive to the details of each cycle and can be computed using the cycle averaged heat
ﬂuxes. Note that for the two simulations performed, steady state is reached after about 60
s of physical time meaning that a synchronized coupling between ﬂuid and solid domains is
actually out of reach for this kind of applications.
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3.2. CHT convergence and inﬂuence on the ﬂuid solution.
Figure 8 shows the evolution of the mean solid temperature and the mean heat ﬂuxes












































Figure 8: Convergence of the mean temperature and heat ﬂuxes at the interface between the ﬂuid and solid
domains.
reached very quickly: at the end of the second CHT iteration, the error compared to the
fourth CHT iteration on the mean heat ﬂux is 0.2% and 0.3% on the mean temperature.
Figure 9 shows the evolution of the skin temperature used as boundary condition for the LES.
The quick convergence of the CHT simulation observed for global quantities in Fig. 8 is also
observed for the local distribution of the wall temperature. The main advantage of using a
CHT methodology is to provide the full wall temperature ﬁeld while the empirical simulation
relies on a user-speciﬁed mean temperature for each element of the model (cylinder head,
valves). For a more quantitative comparison, temperature proﬁles on cylinder head and
valves (see Fig. 9.b for proﬁle positions) are plotted in Fig. 10. These proﬁles prove that
it is diﬃcult to obtain good estimations of wall temperature with empirical guess. Up to
60 K variations of temperature are observed on the center of the cylinder head (A-line in
Fig. 10.a). This is even worse for exhaust valves where the skin temperature at the exhaust
valve center is 200 K higher than its surroundings (B-line in Fig. 10.b). The exhaust valve
shaft only sees burned gases during the whole engine cycle. On the contrary, the valve tip is
cooled down by the cylinder head. The resulting temperature proﬁle in the valve can not be
guessed using empirical approaches and CHT is required to provide consistent temperature
ﬁelds for LES.
3.3. Impact of CHT on combustion
In order to investigate the eﬀect of using realistic wall temperatures, a ﬁrst multi-cycle
LES is performed with empirical wall temperatures. Then each individual cycle is re-played
with diﬀerent wall temperatures from CHT simulations. Table 5 summarize the diﬀerent
cases. Figure 11 shows the pressure evolution for 3 engine cycles with highing knock intensity
in A-case and B-case. In both experiments and LES, knocking cycles are characterized by
pressure oscillations: pressure records are used to determine the occurrence of knocking and
its onset. For a fair comparison between experiments (where 500 cycles are captured) and
LES (which only contains 15 cycles) samples of 15 experimental cycles are used to compute
the same statistics (Tab. 6). These statistics show that the numerical setup including TFLES




Figure 9: Convergence of the CHT simulation. (a) Converged solution in the solid after the ﬁrst CHT




























































Figure 10: Temperature proﬁles on cylinder head and exhaust valves for empirical and CHT. A-line (a) and
B-line (b). The empirical proﬁles are speciﬁed by the user as boundary condition while the CHT proﬁles
































Figure 11: Temporal evolution of the in-cylinder pressure recorded by a pressure probe for 3 engine cycles
with high knocking intensity. (a) corresponds to A-case and (b) corresponds to B-case.
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Case Spark Timing [CAD] Wall Temperature Nuc Knocking
A-case +6 Empirical - Yes
B-case +6 CHT 0.3 No
C-case +6 CHT 0.6 Yes
D-case 0 CHT 0.6 Yes
E-case -4 CHT 0.6 Yes
Table 5: Deﬁnition of LES cases. Spark timing is given with reference to TDC.
Knocking cycles [%] Knock onset [CA aTDC]
Exp. (500 cycles) 51.51 31.61
Exp. (15 cycles) [13.34-80.0] [29.91-35.24]
LES A-case 40.0 32.56
LES B-case 0 -
LES C-case 53 32.9
Table 6: Comparison of knocking statistics between experiments and LES.
A-case. For the B-case simulation however, no knocking cycles are observed. The cycles
plotted are the same for the two cases. The combustion process diﬀers between the two
simulations even during the propagation of the ﬂame but the most remarkable result is that
in B-case, no oscillations representative of knocking are observed. The diﬀerence in the
combustion process can be attributed to slight changes due to the diﬀerent temperature of
the walls. These skin temperature diﬀerences induce not only gas temperature diﬀerences
but also ﬂow modiﬁcations (Fig. 12): the combination of temperature and ﬂow variations
between A and B-Cases eventually leads to very diﬀerent knocking results. Under the same
a.
b.
Figure 12: Aerodynamic ﬁeld in a (x, z) cut-plane and iso-surfaces of temperature 2 CAD after ignition
for A-case (a) and B-case (b). This cycle corresponds to the cycle with the highest knocking intensity for
A-case.
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operating conditions, [34] observed that auto-ignition of the end-gas mainly occured near
hot exhaust valves. In the present results, the absence of knocking in B-case is indeed due
to the lower exhaust valve temperature compared to A-case. In A-case, the exhaust valve
temperature was set to 784K while it shows large local variations in the CHT simulation but
does not exceed 620K (Fig. 9 and 10). Figure 13 shows iso-surfaces of temperature at 780K
and 800 K for the same cycle as in Fig. 12, 2 CAD after ignition for the empirical (A-case)
and the CHT (B-case) LES. The distribution of hot spots clearly diﬀers between the two
a.
Intake Exhaust 
ﬂame kernel due 
to spark ignition 
b.
Intake Exhaust 
ﬂame kernel due 
to spark ignition 
Figure 13: 780K and 800K temperature iso-surfaces 2 CAD after spark timing for the cycle with highest
knock intensity in A-case (a) and B-case (b). This cycle corresponds to the cycle with the highest knocking
intensity.
simulations and more particularly, the large hot spot observed above the hot exhaust valve
in A-case disappears in B-case. This zone corresponds to the location where auto-ignition
eventually occurs in A-case explaining why B-case does not create knocking. This simulation
shows that autoignition is extremely sensitive to local temperature properties: improving
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the boundary conditions (going from an empirical temperature ﬁeld to a fully computed
temperature ﬁeld) on the engine walls is suﬃcient to inhibit knocking. This conﬁrms that
wall boundary conditions are crucial to predict knocking. Even if the CHT methodology
provides a better description of wall temperatures, it actually degrades knocking predictions
because it lead to too low temperature of the exhaust valves. It suggests that the CHT
approach used in this section must be improved. The next section shows that the most
critical part of this method is the description of the contact between exhaust valves and
cylinder head.
3.4. Improvement of the CHT model.
This section shows how to improve the CHT approach and capture knocking when it
should occur. For the sake of simplicity, the model previously used for the CHT simulation
assumed:
• a closed position of the valves during the whole cycle;
• no contact resistance between cylinder head and valves when valves are closed.
These assumptions have a major impact on heat ﬂuxes between cylinder head and exhaust
valves. The main problem is that assuming closed position and perfect contact between
head and valves during the whole cycle over-predicts the cooling of the hot valves by the
water-cooled cylinder head. The heat ﬂux in this region actually follows a cyclic evolution:
it is high when the valve is closed and it is zero when the valve is open. The typical exhaust
phase duration is 200 CAD which represents 28% of the whole cycle. Heat diﬀusion inside
the solid does not see the valve motion because of its high frequency but this motion has an
impact on the mean ﬂuxes through the cylinder head-valve interface. This section describes
a simple improvement technique to account for the reduced valve heat ﬂuxes due to the
period when valves are open and to the contact resistance between the two parts. The ﬂux





with τclosed the ratio between the duration when the valve is closed to the cycle duration
(τclosed=0.3). Th and Tv represent the cylinder head and valves temperature and Rc is the
contact resistance Rc between head an valves. Eq. 3 suggests a simple method (called
here ﬁctitious layer) to account for the reduced heat ﬂux due to contact resistance and
valve opening without having to actually use a geometry where the valves move. A small
’contact’ zone of thickness e (e = 0.3mm here) and conductivity λcontact (Fig. 14) can be
placed between valves and cylinder head. The conductivity λcontact can be chosen so that
the heat ﬂux through this layer Φcontact = λcontact.(Th − Tv)/e matches the ﬂux given in
Eq. 3. This is obtained for: λcontact = τclosed.e/Rc. It is convenient to scale λcontact by the












Figure 14: Illustration of the ﬁctitious layer model to account for teat transfer between cylinder head and
valves.
where Nuc is a contact Nusselt number. This allows to mimic the eﬀect of valve opening
on the valve temperature while still using a ﬁxed geometry. Nuc is diﬃcult to evaluate and
remains an input for the simulation. In the following (C-case, D-case and E-case) it is set
to Nuc = 0.6. For B-case where the layer of thickness e was supposed to be made of steel,
Nuc is equal to τclosed = 0.3 by construction.
The convergence of this modiﬁed CHT simulation is displayed Fig. 15. As in the previous
Figure 15: Convergence of the mean temperature and heat ﬂuxes at the interface between the ﬂuid and solid
domains with Nucontact = 0.6.
case, a steady state in terms of mean temperature and mean heat ﬂux is obtained after the
second CHT iteration. Fig. 16 shows the spatial distribution of temperature after the fourth
CHT iteration. Compared to the B-case simulation (Fig. 9.b) higher temperatures are
observed. The temperature of the exhaust valve center increases from 605K to 690K. It is
interesting to see that, once one tries to compute wall temperatures with precision, details
become important: the present results show that assuming that valves remain closed all the
time leads to under predicted wall temperatures and, as shown above, to underestimated
knocking. Correcting this problem with the model of Fig. 14 and Eq. 4 is suﬃcient to
capture knocking cycles again: for a third multi-cycle simulation called C-case, 53% of
knocking cycles are found with a mean onset at 32.9 CAD which matches experimental
results (Fig. 17).
Finally, the same wall temperatures (from C-case) are kept to compute D-case and
E-case with variable spark timing. Figure 18 shows the evolution of the local pressure for
three knocking cycles with high knocking intensity. The global trends from [34] are retrieved.
17
Figure 16: Temperature ﬁeld at the ﬂuid/solid interface after the fourth CHT iteration.




Figure 18: Temporal evolution of the in-cylinder pressure for 3 cycle with high knocking intensity for C-case,
D-case and E-case.
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When the spark timing is reduced, higher pressure levels are observed inside the cylinder.
Auto-ignition occurs sooner in the cycle and knocking intensity is increased.
These simulations show that wall temperatures have a direct impact on the ﬂow motion
and on the combustion process. Especially when dealing with abnormal combustions, the
auto-ignition delay can vary dramatically as a function of the local temperature conditions
and an accurate prediction of the thermal boundary conditions is necessary. Even though
the proposed model including a CHT simulation still uses some assumptions such as the
deﬁnition of a contact Nusselt number, it replaces a complete ﬁeld of uncertainties (the
wall temperature ﬁeld) by only one input (the contact Nusselt number). This permits to
obtain local distributions of temperature that should be close to the physical behavior and
compatible with LES precision.
4. Conclusions
In order to increase the precision of LES of knocking in piston engines, this paper focuses
on a strategy that permits to access to a realistic wall temperature ﬁeld in the combus-
tion chamber. The proposed methodology relies on a full Conjugate Heat Transfer (CHT)
simulation between cylinder head, valves and the combustion chamber which provides all
wall temperatures. These temperatures control the engine behavior, especially in terms of
knocking showing the importance of this input for precise LES. The second part of this
paper addresses the issue of heat transfer between cylinder head and moving valves. A sim-
ple methodology is proposed to account for this moving geometry and contact resistance in
this region. LES simulations are then performed with these realistic temperature ﬁeld and
experimental knocking behaviors are retrieved.
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La mode´lisation de la combustion dans les moteurs a` piston est un domaine d’application partic-
ulier pour la LES: a` cause du mode de fonctionnement instationnaire du moteur et de la ne´cessite´
d’avoir un nombre de cycles suﬃsamment grand pour eˆtre repre´sentatif du fonctionnement mo-
teur, des temps physiques importants doivent eˆtre simule´s. Les mode`les de combustion doivent
reproduire les diﬀe´rentes phases de la combustion: l’allumage puis la phase de croissance lam-
inaire du noyau et la transition vers la propagation pleinement turbulente du front de ﬂamme
ainsi que l’auto-allumage dans certains cas. Le temps de re´sidence des gaz frais dans la cham-
bre de combustion est important avant la combustion du me´lange, ce qui accroit l’importance
des transferts thermiques a` la paroi et leur eﬀet sur les conditions thermodynamiques locales.
Pour cette raison, il est important d’utiliser des tempe´ratures de paroi re´alistes pour avoir
un e´tat gaz frais re´aliste. Diﬀe´rentes e´tudes, re´alise´es avant cette the`se ont mis en place des
me´thodologies de calcul pour reproduire la combustion dans des moteurs automobiles (Moureau,
2004; Richard, 2005; Thobois, 2006; Vermorel et al., 2007; Enaux, 2010; Enaux et al., 2011b;
Pera & Angelberger, 2011; Granet, 2011). Ces diﬀe´rentes e´tudes ont montre´ la pertinence et la
ﬁabilite´ de cette me´thodologie LES en permettant notamment de reproduire l’ae´rodynamique
et la combustion dans plusieurs conﬁgurations moteur diﬀe´rentes, en particulier les moteurs
expe´rimentaux XU-10 et F7P.
Les travaux pre´sente´s dans cette the`se ont eu pour objectif d’ame´liorer cette me´thodologie:
(1) en utilisant des sche´mas nume´rique plus pre´cis, (2) en ajoutant la possibilite´ de pre´dire l’auto-
allumage dans le cas de cliquetis et (3) en proposant une me´thode pour de´crire pre´cise´ment les
tempe´ratures de parois. Un travail important de de´veloppement de mode`les a donc tout d’abord
e´te´ ne´cessaire pour re´pondre a` ces objectifs:
– le premier point traite´ a e´te´ l’ame´lioration de la pre´cision des me´thodes nume´riques
utilise´es. Ce point est critique dans les simulations de moteurs a` piston ou` un temps
physique important (de l’ordre de quelques secondes) doit eˆtre simule´, ce qui rend
l’utilisation de sche´mas pre´cis pe´nalisante en termes de couˆts de calculs et de temps de
restitution. En se basant sur une comparaison de diﬀe´rentes me´thodologies nume´riques,
la premie`re e´tude de cette the`se a permis de montrer que l’utilisation de sche´mas d’ordre
plus e´leve´ uniquement pendant la phase de combustion permet d’ame´liorer la pre´cision des
re´sultats et diminue le poids des mode`les de sous maille. La me´thodologie alors propose´e,
nomme´e ESO2, est de conserver un sche´ma nume´rique d’ordre faible pendant les phases
ae´rodynamiques et de n’utiliser les sche´mas plus pre´cis uniquement lorsque la combustion
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a lieu.
– le second de´veloppement important re´alise´ dans cette the`se est le mode`le d’auto-allumage:
pour pre´dire l’apparition des combustions anormales, pre´dire la propagation de la ﬂamme
est ne´cessaire mais insuﬃsant. Il faut e´galement que la mode´lisation de la combustion soit
capable de rendre compte des de´lais d’auto-allumage. Pour des raisons de simplicite´ et de
continuite´ avec les e´tudes pre´ce´dentes, le choix a e´te´ d’utiliser le mode`le de combustion
turbulente de ﬂamme e´paissie et de de´crire la cine´tique chimique a` l’aide d’un sche´ma
re´duit a` deux e´tapes. Pour pre´dire le de´lai d’auto-allumage avec cette me´thodologie,
un nouveau mode`le a e´te´ de´veloppe´. En modiﬁant les constantes des loi d’Arrhe´nius
(utilise´es pour exprimer le taux de re´action) a` basse tempe´rature uniquement, ce mode`le
appele´ IPRS permet de reproduire le de´lai d’auto-allumage en plus de la propagation de
la ﬂamme dans des conﬁgurations simples. Ce mode`le permet e´galement de retrouver
les diﬀe´rents re´gimes de combustion apre`s l’auto-allumage en fonction des conditions
thermodynamiques locales dans une conﬁguration mono-dimensionnelle pre´sentant un
gradient initial de tempe´rature.
– enﬁn, sachant que l’auto-allumage est un phe´nome`ne tre`s sensible aux conditions locales de
tempe´rature, une me´thodologie permettant d’obtenir des tempe´ratures de parois re´alistes
est propose´e. Un couplage avec un code de thermique solide est mis en place pour rendre
compte des transferts thermiques ayant lieu a` l’interface entre le ﬂuide et le solide. De
cette fac¸on, les tempe´ratures de paroi ﬁxe´es jusqu’a` pre´sent de manie`re empirique dans
la LES sont remplace´es par un champ de tempe´rature repre´sentatif des e´changes entre le
solide et le ﬂuide.
En plus des temps de calculs importants, le fonctionnement instationnaire des moteurs a`
piston et les parties mobiles de la ge´ome´trie mobile rendent la mise en donne´es complexe et
couˆteuse en temps humain. En plus des de´veloppement cite´s ci-dessus, cette the`se a e´galement
e´te´ l’occasion d’ame´liorer cette e´tape de pre´-traitement. Premie`rement, une approche de type
frontie`res immerge´es a e´te´ applique´e pour prendre en compte des variations ge´ome´triques de
la conﬁguration (Annexe A). Alors que l’approche classique aurait ne´cessite´ de re´ge´ne´rer un
jeu entier de maillages (40 environ), cette approche a permis de s’aﬀranchir de cette e´tape
couˆteuse en temps humain. Deuxie`mement, pour faciliter la ge´ne´ration des maillages, un outil
de ge´ne´ration automatique a e´te´ cre´e´. Grace a` cet outil, environ une semaine a e´te´ ne´cessaire
pour ge´ne´rer les maillages du moteur ECOSURAL alors que cette e´tape avait pris plusieurs
mois dans le cas des calculs LES XU-10 et F7P pre´ce´dents. Cet outil a ensuite e´te´ ame´liore´ et
pe´rennise´ par l’IFP Energies Nouvelles pour eˆtre utilise´ dans les futures e´tudes LES moteur.
Ces diﬀe´rents mode`les et me´thodologies ont ensuite permis d’e´tudier le cliquetis dans le
moteur expe´rimental ECOSURAL installe´ a` l’IFP Energies Nouvelles dans le cadre du projet
ICAMDAC. Une premie`re e´tude sur un point de fonctionnement a` froid a permis de valider
les re´sultats LES avec les mesures expe´rimentales de l’ae´rodynamique dans le cylindre. Les
deux mode`les de combustion disponibles pour la description des combustions anormales dans
AVBP (i.e. CFM-TKI et TFLES-IPRS) ont ensuite e´te´ utilise´s pour e´tudier plus en de´tails les
combustions anormales. Dans une premie`re e´tude, les mode`les CFM-TKI ont e´te´ applique´s a`
deux points de fonctionnement de la base de donne´es ICAMDAC. Ces simulations ont permis
de comprendre certaines tendances au cliquetis diﬃciles a` comprendre a` l’aide des re´sultats
expe´rimentaux uniquement. La seconde e´tude du cliquetis a e´te´ re´alise´e avec les mode`les
de combustion TFLES-IPRS et a permis de mettre en avant l’inte´reˆt d’une repre´sentation
re´aliste des tempe´ratures de parois pour simuler les combustions anormales dans un moteur.
La de´termination de ce champ de tempe´rature a` l’interface ﬂuide-solide est faite a` l’aide d’un
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couplage thermique entre le ﬂuide et le solide. Cette e´tude a e´galement mis en avant un second
point qui est la diﬃculte´ de pre´dire les transferts thermiques entre les soupapes et la culasse.
Une solution est propose´e pour mode´liser les transferts thermiques dans cette re´gion et le champ
de tempe´rature a` l’interface ﬂuide-solide est utilise´ pour de nouvelles simulations LES. La ten-
dance au cliquetis pre´dite par la LES avec cette me´thodologie est en bon accord avec les re´sultats
expe´rimentaux.
En re´sume´, un grande partie de cette the`se a e´te´ consacre´e au de´veloppement de
me´thodologies innovantes pour ame´liorer la pre´cision ou pour rendre compte de nouveaux
phe´nome`nes physiques dans les simulations de moteurs a` piston. Ces nouvelles me´thodologies
ont e´te´ applique´es avec succe`s a` un moteur expe´rimental. Ne´anmoins certaines voies
d’ame´lioration sont encore a` investiguer:
– La motivation qui a pousse´ au de´veloppement du mode`le IPRS a e´te´ de reproduire l’auto-
allumage en conservant une description tre`s simple de la chimie. Graˆce a` ce mode`le,
une seule formulation est utilise´e pour de´crire a` la fois l’auto-allumage et la propagation
de la ﬂamme. Ne´anmoins, il permet de reproduire le comportement macroscopique de
l’auto-allumage uniquement, i.e. le de´lai d’auto-allumage. Le chemin menant a` l’auto-
allumage n’est quant a` lui pas reproduit par ce mode`le. En particulier, la ﬂamme froide
pre´sente dans certaines conditions n’est pas reproduite. Dans le cas pre´sent de cliquetis,
il semble que cette simpliﬁcation n’a pas d’impact sur le comportement du moteur mais la
ﬂamme froide peut avoir un roˆle plus important pour d’autres points de fonctionnement
ou d’autres conﬁgurations. Il pourrait alors eˆtre inte´ressant d’ame´liorer le mode`le IPRS
pour accroˆıtre sa pre´cision dans ce type de conﬁgurations.
– Le couplage thermique propose´ permet de disposer de champs de tempe´rature de parois
re´alistes pour la LES, la` ou` des me´thodes plus ou moins empiriques e´taient utilise´es avec
pour seul objectif de reproduire des comportements globaux du moteur. La me´thode pro-
pose´e re´duit la part des parame`tres empiriques et permet donc d’accroˆıtre la pre´cision des
simulations mais ne´cessite toujours la spe´ciﬁcation d’un parame`tre pour caracte´riser la
zone de contact entre les soupapes et la culasse. Pour s’aﬀranchir de ce proble`me, une so-
lution est de re´aliser un couplage avec maillage mobile. En plus de la complexite´ accrue de
ce type de couplage (ne´cessite´ de calculer a` chaque ite´ration les coeﬃcients d’interpolation
entre les noeuds ﬂuides et le noeuds solides), le couˆt de calcul est aujourd’hui un obstacle
important. En eﬀet, reproduire les phases d’ouverture et fermeture des soupapes ne´cessite
l’utilisation d’un couplage synchronise´ et des simulations de plusieurs dizaines de secondes
sont ne´cessaires pour atteindre un e´tat converge´ dans le solide. Le couˆt d’un tel calcul
est donc aujourd’hui prohibitif.
Le travail re´alise´ dans cette the`se a donc permis d’ame´liorer certains points de la
me´thodologie existante pour la simulation de moteurs a` piston. Il reste cependant certains
aspects a` traiter pour disposer d’un outil de simulation complet dans un contexte de moteurs
a` piston et en particulier l’aspect diphasique. Il parait, en eﬀet, indispensable de disposer de
mode`les pour de´crire l’injection de carburant sous forme d’un spray liquide mais e´galement
pour de´crire les ﬁlms liquides pouvant apparaitre lorsque le spray impacte le piston par exem-
ple. Aﬁn d’e´chelonner les diﬃculte´s, il a e´te´ choisi dans cette the`se de supposer le carburant
totalement e´vapore´ et un me´lange parfaitement homoge`ne au moment de la combustion. Mais
cette hypothe`se est une hypothe`se tre`s forte. Dans la pratique le me´lange n’est pas parfait et
les stratiﬁcations de richesse du me´lange peuvent avoir un eﬀet important sur la combustion.
Pour re´pondre a` ces questions, la the`se de N. Iafrate re´alise´e a` l’IFP Energies Nouvelles a pour
objectif de mettre au point les me´thodologies et mode`les ne´cessaires a` la prise en compte de
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l’injection directe dans les moteurs.
De manie`re plus ge´ne´rale, les outils de´veloppe´s dans cette the`se ne se limitent pas aux
simulations de moteurs a` piston. Le point le plus ﬂagrant est l’e´tude de couplage, de´ja` large-
ment utilise´e dans le domaine ae´ronautique ou` le conﬁnement de la ﬂamme proche des parois
ne´cessite de traiter les transferts thermiques parie´taux avec attention. De meˆme, le mode`le
ESO2 est, d’une certaine fac¸on, de´ja` utilise´ dans de nombreuse conﬁgurations ou` un premier
calcul est ge´ne´ralement re´alise´ a` l’aide de sche´ma nume´rique d’ordre re´duit mais peu couteux
pour passer la phase transitoire (’remplissage’ d’une chambre de combustion de turbine a` gaz
par exemple) avant de changer de sche´ma nume´rique pour simuler la combustion de manie`re plus
pre´cise. Enﬁn, une perspective inte´ressante de ces travaux de the`se est l’application du mode`le
d’auto-allumage a` certaines conﬁgurations ou` ce mode de combustion semble eˆtre pre´sent. Par
exemple, l’auto-allumage peut eˆtre a` l’origine des phe´nome`nes de ﬂash-back dans les turbines
a` gaz a` fort taux de compression (Lieuwen et al., 2008). Diverses e´tudes ont montre´es que le
mode`le de combustion TFLES permet de correctement mode´liser la combustion dans ce type
de conﬁgurations (Wolf et al., 2009; Esclapez et al., 2015). Dans ce contexte, le mode`le IPRS
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Me´thodologie de frontie`res immerge´es
A.1 Introduction
La me´thode des frontie`res immerge´es (IBM pour Immersed Boundary Method) est une approche
commune´ment utilise´e pour la simulation des frontie`res mobiles telles qu’il en existe dans les
moteurs a` piston. Dans AVBP , le choix s’est porte´ sur l’utilisation de maillages conformants
(BC pour Body Conformal) avec une me´thodologie de type ALE. Cependant, dans certains
cas, l’approche de frontie`res immerge´es peut s’ave´rer eˆtre une alternative inte´ressante. Cette
approche permet de dissocier les frontie`res du maillage des frontie`res ge´ome´triques du domaine
de calcul ainsi qu’illustre´ Fig. A.1.
(a) Maillage conformant. (b) Frontie`re immerge´e.
Figure A.1: Comparaison des me´thodes avec maillage conformant (BC) et frontie`res immerge´es (IBM)
Historiquement Peskin (1972) est le premier a` introduire cette me´thode en 1972 pour
e´tudier les me´canismes cardiaques et les e´coulements sanguins associe´s. Depuis, la me´thode
IBM a largement e´te´ reprise notamment dans le domaine biologique et me´dical aﬁn de simuler
le de´veloppement initial des tumeurs (Rejniak, 2007) ou la croissance et division de cellules
animales (Li et al., 2012) par exemple. Cette me´thode a e´galement e´te´ largement reprise
dans d’autres domaines tels que l’e´tude des e´coulements supersoniques autour de ge´ome´tries
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complexes sur maillage carte´sien (Ghias et al., 2007), les e´coulements autour de particules
solides (Uhlmann, 2005) ou encore les e´coulements autour de baˆtiments (Smolarkiewicz et al.,
2007). Dans la communaute´ moteurs a` piston, l’approche IBM est e´galement largement utilise´e
comme alternative aux me´thodes de mouvement de maillage pour la mode´lisation des pie`ces
mobiles telles que les soupapes ou le piston (Verzicco et al., 2000; Naitoh et al., 2002, 2004).
Lors de pre´ce´dentes e´tudes propose´es par Granet et al. (2012) ou Enaux et al. (2011a),
l’approche ALE associe´e a` des maillages non structure´s a de´montre´ une bonne capacite´ a` re-
produire l’ae´rodynamique interne des moteurs a` combustion interne. Chacune de ces deux
approches, i.e. frontie`res immerge´es et maillage conformant avec de´formation de maillage,
pre´sente ses propres avantages et de´fauts. Un des principaux avantages de la me´thode IBM est
sa plus grande simplicite´ de mise en donne´es: alors que de nombreux maillages sont a` re´aliser
pour de´crire un cycle moteur entier avec phases d’ouvertures et de fermetures des soupapes,
un seul maillage peut eˆtre suﬃsant avec l’approche IBM meˆme si une e´tape supple´mentaire est
ne´cessaire pour initialiser un traceur de frontie`res. De plus, pendant la simulation il suﬃt sim-
plement d’utiliser une loi de de´placement du traceur de frontie`re alors que des modiﬁcations plus
importantes sont ne´cessaires avec la strate´gie de de´formation de maillage. Avec une me´thode
de type ALE, les sche´mas nume´riques doivent eˆtre modiﬁe´s pour prendre en compte la vitesse
de grille dans l’expression des ﬂux aux frontie`res des cellules. La de´formation du maillage peut
e´galement poser des proble`mes de stabilite´ du calcul si celle-ci est trop importante. En revanche,
il est diﬃcile d’assurer des ﬂux nuls a` travers les frontie`res immerge´es (thermiques, convectifs et
diﬀusifs) dans certains cas, notamment lorsque l’e´coulement est fortement turbulent. Ce point
pose particulie`rement proble`me dans les simulations de moteurs a` piston ou` la masse enferme´e
dans le piston et les transferts thermiques a` la paroi jouent un roˆle important sur la phase de
combustion et sur les niveaux de pression atteints dans le cylindre.
Pour les simulations pre´sente´es dans ce manuscrit, il a donc e´te´ choisi de conserver un mail-
lage conformant pour la mode´lisation des parois mobiles. Dans le cas du moteur ECOSURAL, le
cycle moteur est de´crit par 40 phases de calcul. Pour chacune d’elles, un maillage est ge´ne´re´ puis
de´forme´ pour obtenir un maillage initial et un maillage ﬁnal. Cette e´tape de mise en donne´es
est fastidieuse et ne´cessite un temps humain important. Dans le cadre du projet ICAMDAC, la
variation ge´ome´trique des conduits d’admission est re´alise´e expe´rimentalement par l’ajout d’une
pie`ce appele´e masque de tumble illustre´e Fig. A.2. Dans ce chapitre, l’inte´reˆt de la me´thode
Figure A.2: Masque de tumble installe´ dans les conduits d’admission pour modiﬁer l’e´coulement pour
le point de fonctionnement ae´ro+.
IBM pour prendre en compte de telles variations de la ge´ome´trie est e´value´e aﬁn d’e´viter de
re´pe´ter l’e´tape de ge´ne´ration de maillages pour le point de fonctionnement ae´ro+.
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A.2 Imple´mentation de la me´thode de frontie`res immerge´es
Pour mode´liser la pre´sence d’une frontie`re solide immerge´e dans le domaine, des termes sources
(ou termes de forc¸age) sont ajoute´s aux e´quations de transport. Il est possible de distinguer
deux types de me´thodes IBM par la fac¸on dont sont formule´s ces termes sources:
– Le forc¸age direct: avec cette me´thode, la vitesse est impose´e directement sur la frontie`re
immerge´e. Le terme de forc¸age est calcule´ de fac¸on a` directement annuler la diﬀe´rence
entre la vitesse calcule´e et celle de´sire´e sur la frontie`re immerge´e.
– Le forc¸age continu: un terme source est ajoute´ au membre de droite des e´quations de
transport a` re´soudre (Euler ou Navier-Stokes) pour forcer la vitesse situe´e sur la frontie`re
a` eˆtre e´gale a` la vitesse de de´placement de la frontie`re.
Un e´tat de l’art de la me´thode IBM pour des frontie`res solides est propose´ par Iaccarino
& Verzicco (2003). L’implantation de la me´thode IBM dans le code de calcul AVBP de´bute´e
par Bonhomme (2014) a e´te´ reprise et poursuivie dans le cadre de ce travail. La formulation
du forc¸age continu propose´e par Goldstein et al. (1993) et reprise par Saiki & Biringen (1996)
repose sur une description Lagrangienne des termes de forc¸age: le mur est discre´tise´ par un
champ de particules qui interagit avec le champ Eulerien pour imposer une condition de mur a`
la position souhaite´e. Cette formulation qui ne´cessite peu de de´veloppements en plus du module
diphasique Lagrangien est retenue dans AVBP .
A.3 Le module Lagrangien d’AVBP
Le module Lagrangien a e´te´ introduit dans AVBP par Garc´ıa et al. (2007) pour traiter des
e´coulements diphasiques par une approche Euler-Lagrange. Ce module comporte:
– une structure de donne´es de´die´e,
– un algorithme de localisation des particules,
– un algorithme pour connaitre les proprie´te´s du gaz a` la position de la particule, obtenues a`
partir d’une interpolation de ces variables aux noeuds de la cellule contenant la particule,
– un couplage a` double sens entre les champs Eulerien et Lagrangien: la vitesse de
de´placement de la particule est impacte´e par l’e´coulement porteur mais la phase gazeuse
est e´galement impacte´e par les forces de traine´e introduites par la particule.
Dans les simulations diphasiques Lagrangiennes, les e´quations de Navier-Stokes pre´sente´es
Chap. 2 sont modiﬁe´es pour prendre en compte les e´changes de masse, de quantite´ de mouvement
et d’e´nergie entre les particules et la phase gazeuse. Pour cela des termes supple´mentaires sont















(Pδij − τ ij − τ
t









[ui(Pδij − τij) + qj + q
t









[J j,k + J
t
j,k] + ω˙k + S˙p,k (A.4)
ou` ρ˙p, F˙p,i, Q˙p et S˙p,k repre´sentent respectivement les termes source de masse, de quantite´ de
mouvement, d’e´nergie et de fraction massique.
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A.4 Adaptation du module Lagrangien pour la me´thode IBM
Base´e sur un formalisme Lagrangien, la formulation IBM en forc¸age continu propose´ par Gold-
stein et al. (1993) et reprise dans AVBP est tre`s proche de la formulation du module Lagrangien.
Dans cette formulation IBM, le mur est mode´lise´ par des particules dans le maillage Eulerien

















Figure A.3: Conﬁguration a` mode´liser a` gauche et mode´lisation d’un mur par particules Lagrangiennes
a` droite.
le mur passe doit contenir au minimum une particule. Deux options sont possibles: soit les par-
ticules sont uniquement dispose´es a` la surface du mur a` mode´liser, soit le domaine solide est
entie`rement rempli de particules. Dans ce travail, il a e´te´ choisi de ne discre´tiser que la surface
du mur par des particules aﬁn de limiter le surcouˆt de calcul lie´ au suivi d’un grand nombre de
particules Lagrangiennes. Aﬁn de reproduire le comportement du mur il suﬃt alors de forcer
la vitesse du ﬂuide a` la position de chaque particule a` eˆtre e´gale a` la vitesse de cette particule.
On obtient ainsi une condition de mur non glissant.
Les e´quations du module Lagrangien Eq. A.1 a` A.4 peuvent eˆtre reprises en imposant les
variations de masse ρ˙p et d’espe`ces S˙p,k a` ze´ro. En fonction des cas a` simuler, l’utilisateur peut
soit imposer une loi pour la vitesse des particules si le mur est mobile, soit imposer une vitesse
nulle. L’adaptation majeure a` apporter au module Lagrangien porte sur le terme d’interaction
ﬂuide-particule F˙p,i. Dans l’approche IBM, ce terme source ne repre´sente plus une force de
traine´e comme c’est le cas pour les e´coulements diphasiques mais la force a` appliquer au ﬂuide
pour obtenir la condition de non glissement au mur. Le terme source dans l’e´quation de l’e´nergie
Q˙p repre´sentant la puissance de la force applique´e par la particule sur le ﬂuide s’exprime, comme
dans le cas d’une particule diphasique comme le produit de la force applique´e par la particule
sur le ﬂuide et de la vitesse de cette particule.
A.4.1 Terme source de quantite´ de mouvement
Diﬀe´rentes formulations sont disponibles pour l’expression de la force d’interaction ﬂuide-
particule F˙p,i. Il a e´te´ choisi d’imple´menter le terme de forc¸age de Goldstein et al. (1993)
dans le code AVBP . Pour chaque noeud m des cellules contenant au minimum une particule,
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ou` Np est le nombre de particules associe´ au volume de controˆle, f
n
i est la force de la particule
n situe´e en xin et W est le poids de la particule n pour la projection de la force Lagrangienne
sur le noeud m. Le poids des particules dans l’ope´ration de projection est de´termine´ de fac¸on





avec j l’indice du noeud dans la cellule et N le nombre de noeuds par cellule du maillage. La
ﬁgure A.4 repre´sente la fac¸on dont sont projete´es les contributions Lagrangiennes sur le maillage
Eulerien. Le terme source dans l’e´quation de l’e´nergie s’e´crit:
W4 W3 
W1 
Volume de contrôle 







Wp sur W3 
Figure A.4: Exemple de projection des contributions Lagrangiennes sur les noeuds du maillage Eulerien





ou` F˙p,i est la projection des termes de forc¸age f
n
i sur le maillage. La formulation de Goldstein
et al. (1993) permet d’e´crire le terme de forc¸age a` la position de la particule en fonction de la





(unp,i − uf@p,i) dt
′ + αIBM (unp,i − uf@p,i) (A.8)
Cette expression permet d’imposer la vitesse du ﬂuide e´gale a` la vitesse de la particule a` la
position de la particule, ce qui revient a` imposer une condition de non glissement a` la paroi.
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Dans certains cas, il peut eˆtre inte´ressant d’imposer une condition de glissement. Dans ce
cas, il suﬃt de projeter les vitesses du ﬂuide et de la particule dans la direction normale a` la
particule et d’annuler la composante normale uniquement. Dans la pratique, la normale du






((unp,i − uf@p,i).np) dt
′ + αIBM ((unp,i − uf@p,i).np) (A.9)
αIBM et βIBM sont les coeﬃcients des correcteurs proportionnels et inte´graux de´crits ci-dessous.
Ces expressions du terme de forc¸age sont e´quivalentes a` un forc¸age direct du champs de vitesse
Eulerien a` la vitesse de la particule up. Une analogie peut eˆtre re´alise´e avec les controˆleurs
de type Proportionnel-Inte´gral (PI) en automatisme de syste`mes. Chacun des deux termes des
e´quations A.8 ou A.9 repre´sente un correcteur faisant tendre la vitesse du ﬂuide a` la position
de la particule uf@p,i vers une consigne repre´sente´e par la vitesse de la particule.
1. Le correcteur proportionnel (P):
Le terme proportionnel s’exprime directement en fonction de la diﬀe´rence de vitesse entre
la particule et le ﬂuide:
fni = α
IBM (unp,i − uf@p,i) (A.10)
Le terme αIBM controˆle la raideur du correcteur: si αIBM → 0 la correction est nulle et
l’e´coulement ne verra pas d’obstacle. A l’inverse, le cas αIBM → 1 impose la condition
uf@p = up, ce qui revient a` une condition de non glissement a` la paroi de l’obstacle
IBM. Si aucune porosite´ n’est souhaite´e a` travers le mur a` mode´liser, il faut choisir
αIBM proche de 1, ce qui est fait dans le cas d’e´coulements laminaires. Dans des cas a`
nombre de Reynolds e´leve´, la vitesse uf@p peut ﬂuctuer de fac¸on importante. Dans ce
cas le coeﬃcient αIBM doit eˆtre diminue´ pour e´viter les ﬂuctuations du terme de forc¸age
qui me`neraient a` l’instabilite´ du calcul.
2. Le correcteur Inte´gral (I):





unp,i − uf@p,i dt
′ (A.11)
Cette formulation accumule la force depuis ze´ro jusqu’a` la valeur qui permet d’obtenir
uf@p = up. Naturellement, ce correcteur semble tre`s adapte´ aux cas laminaires ou` la
force a` appliquer tend vers une valeur constante. Dans le cas d’e´coulements turbulents,
la vitesse du ﬂuide ﬂuctue localement, ce qui empeˆche le correcteur proportionnel de
converger et peut le rendre instable. Il est possible d’ame´liorer ce comportement en
ajustant le coeﬃcient βIBM . En ge´ne´ral, βIBM est ﬁxe´ a` une valeur suﬃsamment grande
pour agir comme un ﬁltre passe bas aﬁn que le correcteur ne re´agisse pas aux plus petites
ﬂuctuations de vitesse du ﬂuide mais seulement aux plus grandes e´chelles.
L’approche de frontie`res immerge´es est tre`s adapte´e aux cas laminaires ou faiblement turbu-
lents. Les coeﬃcients αIBM et βIBM doivent eˆtre adapte´s au cas simule´ aﬁn d’imposer de fac¸on
plus ou moins raide la condition limite. Si des valeurs trop e´leve´es sont utilise´es, le terme source
peut faire apparaitre de forts gradients et de´stabiliser le calcul. A l’inverse, des coeﬃcients trop
faibles ne permettront pas d’imposer une condition de mur e´tanche.
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Bonhomme (2014) montre que les coeﬃcients αIBM and βIBM peuvent eˆtre re´-exprime´s a`








avec Fp la force applique´e par les particules et Vm le volume estime´ au noeud. En remplac¸ant







(up − u) (A.13)
La solution de cette e´quation aux de´rive´es partielles fait apparaitre le temps de relaxation de















avecM le temps de relaxation du correcteur inte´gral exprime´ en nombre d’ite´rationsM = τI/Δt.
















Les parame`tres M et N sont des parame`tres fournis par l’utilisateur qu’il convient d’ajuster en
fonction du cas e´tudie´. Un nombre d’ite´rations de relaxation (M ou N) e´gal a` 1 signiﬁe que
la consigne de vitesse est impose´e en une ite´ration. Dans la pratique, ce cas ide´al ne peut eˆtre
utilise´ que dans des cas laminaires. Pour des e´coulements turbulents, un nombre d’ite´rations
plus important est ne´cessaire pour appliquer la consigne. Le terme proportionnel, exprime´ en
fonction de la de´rive´e, est par nature re´actif aux variations de l’e´coulement, tandis que le terme
inte´gral voit un e´coulement moyen. Les temps de relaxation sont donc en ge´ne´ral ﬁxe´s tels que
le terme inte´gral applique une force moyenne et le terme proportionnel prend en compte les
ﬂuctuations de vitesse. En ge´ne´ral N est compris entre 2 et 10 tandis que M est compris entre
50 et 500.
A.5 Validation de la me´thode de frontie`res immerge´es
Les cas test classiquement utilise´s pour la validation de la me´thode de frontie`res immerge´es ont
e´te´ re´alise´s dans le cadre de la the`se de Bonhomme (2014). Ces cas test incluent des e´coulement
de Poiseuille, de Couette, de plaque plane incline´e et autour d’un cylindre pour lesquels de bons
re´sultats ont e´te´ obtenus. Quelques re´sultats obtenus sur l’e´coulement autour d’un cylindre
sont d’abord rappele´s ici avant de s’inte´resser au cas test de Morse et al. (1979) classiquement
utilise´ pour valider les me´thodes nume´riques utilise´es pour la simulation de moteurs a` piston
(Haworth & Jansen, 2000).
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A.5.1 Ecoulement autour d’un cylindre
La ge´ome´trie e´tudie´e correspond a` un domaine rectangulaire au centre duquel se trouve un
cylindre ﬁxe de diame`tre D (Fig. A.5). L’e´coulement traverse le domaine de la droite vers
Figure A.5: Ge´ome´trie du cas d’e´coulement autour d’un cylindre.
la gauche. Les parois supe´rieures et infe´rieures sont mode´lise´es par des conditions de sortie
tandis que pour le cylindre une condition de mur non glissant est utilise´e pour la simulation
en maillage conformant ainsi que pour la simulation avec frontie`res immerge´es. La ﬁgure A.6
permet d’illustrer la diﬀe´rence entre les deux simulations. Avec l’approche IBM, l’e´coulement
a` l’inte´rieur du cylindre est e´galement re´solu. Deux points de fonctionnement sont simule´s, un
premier cas laminaire avec un nombre de Reynolds base´ sur le diame`tre du cylindre Re = 20 et
un second cas transitoire Re = 100. Tab. A.1 re´sume les parame`tres des deux cas.
Re = 20 Re = 100
D 2 mm 2 mm
P0 101325 Pa 101325 Pa
T0 300 K 300 K
Uinlet 10m·s
−1 10m·s−1
μ 1.17× 10−3 kg·m−1·s−1 2.34× 10−4 kg·m−1·s−1
Table A.1: Caracte´ristiques du cas d’e´coulement autour d’un cylindre.
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Maillage conforme Frontie`res immerge´es
Figure A.6: Zoom sur les maillages utilise´s pour le cas d’e´coulements autour d’un cylindre. Maillage
conformant a` gauche et maillage frontie`res immerge´es a` droite.
A.5.1.a Cas laminaire Re = 20
La ﬁgure A.7 pre´sente les champs de vitesse et de pression pour les deux me´thodes teste´es.
Qualitativement un tre`s bon accord est obtenu entre les deux me´thodes aussi bien sur les
champs de pression que de tempe´rature. Pour une comparaison plus qualitative, des proﬁls de
vitesse pris en aval du cylindre a` x = 2D et x = 4D sont e´galement montre´s Fig. A.8 (x = 0
correspond au centre du cylindre). Pour la vitesse axiale u ainsi que pour les champs de pression,
les deux me´thodes donnent les meˆmes re´sultats. Les meˆmes conclusions sont obtenues sur les
proﬁls de vitesse transverse (Bonhomme, 2014).
A.5.1.b Cas transitoire Re = 100
Lorsque le nombre de Reynolds augmente, des laˆche´s de tourbillons de Von Karman apparais-
sent dans le sillage du cylindre. Ces tourbillons sont bien reproduits avec les deux me´thodes
comme illustre´ Fig. A.9 ou` sont repre´sente´s des iso-contours de vorticite´. Dans ce type de con-
ﬁgurations, la fre´quence des laˆche´s tourbillonnaires f est caracte´rise´e par le nombre de Strouhal
St = f.D/Uinlet. La transforme´e de Fourier est utilise´e sur le signal de vitesse enregistre´ par
une sonde place´e en aval du cylindre pour de´terminer la fre´quence f . Les re´sultats des deux
simulations ainsi que de plusieurs e´tudes similaires publie´es dans la litte´rature sont regroupe´s
dans le Tab. A.2.
Cas fd [Hz] St
Cas maillage conformant 821 0.164
Cas frontie`res immerge´es 827 0.165
Saiki & Biringen (1996) - 0.171
Shu et al. (2007) - 0.16
Tseng & Ferziger (2003) - 0.164
Braza et al. (1986) - 0.16
Table A.2: Fre´quence de laˆche´s tourbillonnaires pour le cas test d’e´coulement autour d’un cylindre.
Comparaison du cas a` RE=100 avec les principaux re´sultats de la litte´rature.
Les diﬀe´rentes e´tudes publie´es sur ce cas test trouvent une fre´quence de laˆche´s tourbillon-
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Maillage conformant Frontie`res immerge´es
Figure A.7: Comparaison des champs moyens de vitesse et de pression entre les me´thodes de maillages
conformant et de frontie`res immerge´es.
naires adimensionne´e comprise entre 0.16 et 0.171. Les valeurs trouve´es dans les deux simu-
lations sont tre`s proches et se situent e´galement entre ces deux bornes. Plus de de´tails sur ce
cas test sont disponibles dans la the`se de Bonhomme (2014). De manie`re ge´ne´rale, la me´thode
de frontie`res immerge´es fournit de tre`s bons re´sultats dans les diﬀe´rents cas test acade´miques,
bien re´solus et a` nombre de Reynolds mode´re´. Avant d’appliquer la me´thode a` un moteur re´el,
un cas test interme´diaire de soupape place´e dans un e´coulement turbulent est investigue´ dans
la prochaine section.
A.5.2 Cas test type Morse et Whitelaw
Ce cas test est une adaptation du cas Morse et Whitelaw, classiquement utilise´ pour la validation
de simulations nume´riques de moteurs a` piston. Il correspond a` un assemblage de deux ple´nums
entre lesquels se trouve une restriction de passage avec une soupape positionne´e au col. Une
coupe de la ge´ome´trie axi-symme´trique est pre´sente´e Fig. A.10. Les maillages utilise´s pour
valider la me´thode de frontie`res immerge´es sont pre´sente´s Fig. A.11. Les tailles de mailles
utilise´es sont similaires aux maillages utilise´s pour les simulations moteur. Les parame`tres de
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Figure A.8: Vitesse axiale moyenne u. © Maillage conformant ; Frontie`res immerge´es
maillage sont re´sume´s Tab. A.3. Pour la simulation frontie`res immerge´es, 5753 particules sont
utilise´es de fac¸on a` avoir une densite´ moyenne de une particule par maille. L’objectif ici n’est
Maillage conformant Maillage IBM
Nombre de mailles 624 760 667 481
Nombre de noeuds 117 565 122 674
Taille de maille dans le plenum d’admission 4 mm 4 mm
Taille de maille dans le plenum d’e´chappement 1.8 mm 1.8 mm
Taille de maille au col de soupape 0.8 mm 0.8 mm
Table A.3: Caracte´ristiques des maillages du cas test Morse et al. (1979).
pas de valider la me´thode pour remplacer le maillage de la soupape dans une conﬁguration
moteur mais d’e´valuer la capacite´ de la me´thode a` prendre en compte un obstacle de ge´ome´trie
complexe dans un e´coulement repre´sentatif des conditions moteur. Pour cette raison, la soupape
reste ﬁxe avec un raﬃnement du maillage au col de sorte a` avoir 8 mailles dans le passage de
soupape. Les parois sont mode´lise´es comme des murs adiabatiques non glissants. Des conditions
limites non re´ﬂe´chissantes sont utilise´es (Poinsot & Lele, 1992) pour imposer une vitesse de 10
m/s a` l’entre´e et une pression de 1 bar en sortie.
La ﬁgure A.12 montre les champs moyens de vitesse pour les deux simulations. La dynamique
ge´ne´rale de l’e´coulement est correctement reproduite par la me´thode de frontie`res immerge´es
mais des diﬀe´rences existent. Dans la re´gion situe´e sous la soupape, l’e´coulement est alte´re´ par
un e´coulement re´siduel a` travers la face infe´rieure de la soupape et des niveaux de vitesse plus
importants sont observe´s entre les zones de recirculation des jets de soupape. Ces phe´nome`nes
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(a) Maillage conformant (b) Frontie`res immerge´es












Figure A.10: Conﬁguration du cas test Morse et Whitelaw.
Figure A.11: Maillages de la conﬁguration Morse et al. (1979), maillage conformant a` gauche et maillage
frontie`res immerge´es a` droite.
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Maillage conforme Frontie`res immerge´es
Figure A.12: Champs de vitesse moyenne pour la conﬁguration Morse et al. (1979), maillage conformant
a` gauche et maillage frontie`res immerge´es a` droite.
sont dus a` l’e´coulement interne a` la soupape qui, bien que non physique, reste simule´ avec
la me´thode IBM. Pour ame´liorer les capacite´s de pre´diction de la me´thode de frontie`res im-
merge´es, une strate´gie est mise en place pour laminariser et diminuer l’e´coulement a` l’inte´rieur
de l’obstacle IBM. Pour ce faire, un traceur repre´sentant le domaine solide, i.e. l’inte´rieur de
m’obstacle IBM, est introduit aﬁn de modiﬁer les caracte´ristiques locales de l’e´coulement.
A.5.3 Traceur du domaine solide sur le champ Eulerien
Pour modiﬁer localement les proprie´te´s de l’e´coulement en fonction de l’appartenance ou non
d’une cellule au domaine solide, un traceur Ψ est utilise´. L’algorithme suivant est utilise´ pour
de´terminer la valeur du champ Ψ:
1. Les coordonne´es du vecteur normal au mur a` mode´liser en chaque particule sont calcule´es
et sauvegarde´es avec les informations de la particule.
2. A l’initialisation du calcul, pour chaque cellule contenant une particule de force, un
produit scalaire est re´alise´ pour connaitre la position de chaque noeud de la cellule par
rapport au mur a` mode´liser. La ﬁgure A.13 illustre cette e´tape: le produit scalaire est
eﬀectue´ entre le vecteur particule-noeud et le vecteur normal au mur, oriente´ vers le
domaine ﬂuide. Un produit scalaire positif signiﬁe que le noeud est positionne´ dans le
domaine ﬂuide tandis qu’un noeud situe´ dans le domaine solide sera discrimine´ par un
produit scalaire ne´gatif.
3. La dernie`re e´tape vise a` propager l’information a` l’inte´rieur du solide. Pour ce faire,
une boucle sur toutes les cellules du maillage est re´alise´e plusieurs fois et un test est
eﬀectue´ sur les valeurs du champs Ψ dans la cellule. Les conditions de propagation sont
regroupe´es Tab. A.4. Plusieurs ite´rations de propagation du champs Ψ sont re´alise´es
jusqu’a` atteindre la condition d’e´quilibre
∑
Nnodes
Ψ = K avec Nnodes le nombre de noeuds
total du maillage et K une constante.
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Figure A.13: Exemple 2D de la de´ﬁnition du champ Ψ pour chaque cellule contenant des points de
force.
Test Valeur Ψ impose´e Signiﬁcation
max(Ψ) = min(Ψ) -
la cellule contient des noeuds
appartenant au ﬂuide et au solide∑
Nvert
(Ψ) >= 2 max(Ψ) max(Ψ)
la cellule ne contient que
des noeuds solides∑
Nvert
(Ψ) <= 2 min(Ψ) min(Ψ)
la cellule ne contient que
des noeuds ﬂuides
Table A.4: Conditions de propagation du champs Eulerien de points de force IBM Ψ. Nvert repre´sente
le nombre de noeuds dans chaque cellule.
Le champ Ψ obtenu pour la soupape du cas Morse et al. (1979) illustre´ Fig. A.14 donne une ide´e
de la soupape telle qu’elle est vue par l’e´coulement avec cette me´thode. Il apparait clairement
que la re´solution du maillage joue un roˆle important dans la pre´cision de cette me´thode. Il
n’est pas possible avec cette me´thode de repre´senter des de´tails plus petits que la taille de
maille. Il faut cependant noter que la me´thode de projection des forces est ponde´re´e par la
distance noeud-particule. La ﬁgure A.14 donne donc une ide´e de´te´riore´e de la soupape vue par
l’e´coulement.
A.5.4 Re´sultats du cas Morse et al. (1979) avec champ Eulerien IBM
Aﬁn de re´duire localement l’e´coulement dans la soupape, le champ Ψ est utilise´ comme un
senseur de viscosite´ artiﬁcielle. Une viscosite´ νm = 10 νlam est utilise´e pour les points de
maillage ou` Ψ > 0. Les champs de vitesse moyenne et ﬂuctuante sont pre´sente´s Fig. A.15.
Une nette ame´lioration des re´sultats est obtenue graˆce a` l’augmentation de la viscosite´ dans
la soupape mais certaines diﬀe´rences subsistent. La dynamique globale de l’e´coulement semble
correctement capte´e avec la me´thode de frontie`res immerge´es, les vitesses au niveau du col
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Figure A.14: Champ Eulerien Ψ des points de force de la soupape sur le cas Morse et al. (1979).
Maillage conforme Frontie`res immerge´es
Figure A.15: Comparaison des champs de vitesse moyenne et ﬂuctuante entre un maillage conformant
et frontie`res immerge´es sur le cas Morse et al. (1979).
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semblent identiques ainsi que la pe´ne´tration des jets de soupapes. Cependant, au niveau de la
tige de soupapes, la zone de vitesse nulle semble plus importante et la zone de recirculation
situe´e sous la soupape apparait moins intense que dans le cas de maillage conformant. Pour ce
qui est de la re´gion de la tige de soupapes, la diﬀe´rence peut eˆtre impute´e a` l’utilisation d’un
maillage grossier compare´ au diame`tre de la tige. Cependant, en comparaison a` la pre´ce´dente
simulation frontie`res immerge´es, une nette ame´lioration est obtenue. L’e´coulement dans la tige
de soupape est fortement re´duit ce qui permet de re´duire la porosite´ du mur sous la soupape.
Pour une comparaison plus quantitative, les proﬁls de vitesse pour diﬀe´rentes abscisses dans le






Figure A.16: Positions des proﬁls de vitesse trace´s Fig. A.17 sur le cas Morse et al. (1979).
Aussi bien pour les vitesses moyennes que pour les ﬂuctuations, les deux simulations sont en
bon accord. Seules de tre`s le´ge`res diﬀe´rences sont a` noter: les proﬁls de vitesse moyenne mon-
trent une ouverture des jets de soupape le´ge`rement surestime´e avec la me´thodologie de frontie`res
immerge´es (notamment a` la position z = −20mm). A la position z = −5mm, un e´cart notable
est e´galement trouve´ sur les ﬂuctuations de vitesse entre les deux simulations mais le manque
de syme´trie dans les proﬁls laisse penser que cet e´cart est duˆ a` un manque de convergence des
statistiques. Enﬁn, pour comparer les re´sultats obtenus avec et sans la description Eulerienne
du champ de particules, la Fig. A.18 compare les vitesses de glissement du ﬂuide sur les partic-
ules. La vitesse de glissement correspond a` l’e´cart entre la consigne de non glissement voulue
et la condition re´ellement impose´e par la me´thode frontie`res immerge´es. Les re´sultats montrent
une nette ame´lioration avec description Eulerienne du solide (cas B) en comparaison au cas
sans cette description (cas A). Dans le cas B, les oscillations du glissement maximal dues aux
ﬂuctuations turbulentes sont tre`s nettement diminue´es. De meˆme, le glissement moyen sur les
particules est diminue´ de quelques dixie`mes me`tres par seconde dans le cas A a` environ 1.10−3
m/s dans le cas B. Dans l’ensemble, la me´thode frontie`res immerge´es avec description Euleri-
enne semble fournir de tre`s bons re´sultats sur ce cas test avec un surcouˆt tre`s faible (infe´rieur a`
0.5% du temps CPU total). Cette me´thode a donc e´te´ retenue pour mode´liser la modiﬁcation
de la ge´ome´trie des tubulures d’admission du moteur ECOSURAL en conservant les maillages
initiaux.
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Figure A.17: Comparaison des proﬁls de vitesse moyenne et ﬂuctuante entre un maillage conformant




















































































Figure A.18: Vitesses de glissement maximal a` gauche et moyen a` droite sur les particules. Le cas
A correspond au cas sans description Eulerienne et le cas B avec description Eulerienne du champ du
domaine solide.
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A.5.5 Frontie`res immerge´es pour mode´liser les parties mobiles en conﬁgu-
ration moteur a` piston?
Bien que certaines simulations nume´riques de moteurs a` piston utilisent le formalisme IBM pour
repre´senter les parties mobiles de la ge´ome´trie (Verzicco et al., 2000; Naitoh et al., 2002, 2004),
l’approche de de´formation de maillage a e´te´ retenue dans AVBP pour s’aﬀranchir des diﬃculte´s
inhe´rentes a` l’utilisation de cette me´thode. En particulier, le cas test issu de Morse et al. (1979) a
mis en e´vidence la diﬃculte´ d’imposer une e´tanche´ite´ parfaite a` travers les frontie`res immerge´es.
Cette e´tanche´ite´ est par exemple importante lors des phases de simulation soupapes ferme´es
pour pre´dire les bons niveaux de pression dans le cylindre. De plus, en de´pit de l’utilisation d’un
maillage non conforme, il n’est pas possible avec la me´thode de frontie`res immerge´es de rendre
compte des de´tails ge´ome´triques plus petits que la taille de maille. Par exemple, dans le cas du
moteur ECOSURAL, la ge´ome´trie de la teˆte de soupape pre´sente´e Fig. A.19 pre´sente des de´tails
0.7 mm 
0.3mm 
Figure A.19: Caracte´ristiques ge´ome´triques de la teˆte de soupape d’e´chappement du moteur ECO-
SURAL.
de l’ordre de 0.3 mm qui jouent un roˆle important dans la dynamique des jets de soupapes. Ces
de´tails ne´cessitent donc l’utilisation d’un maillage tre`s ﬁn, non seulement a` la position de la
soupape, mais e´galement dans tous les lieux de passage de la soupape aﬁn de rendre compte
de ces de´tails pendant l’inte´gralite´ des phases d’admission ou d’e´chappement. En se basant sur
le volume balaye´ par les soupapes, le surcouˆt en terme de nombre de mailles est de l’ordre de
la dizaine de millions de mailles, soit la taille des plus gros maillages utilise´s. Ce raﬃnement
est pe´nalisant a` double titre: en plus des points de maillage supple´mentaires a` calculer, les
mailles supple´mentaires e´tant de taille plus petite que les plus petites mailles utilise´es pendant
les phases de de´placement de soupapes d’un facteur compris entre 2 et 3, le pas de temps de la
simulation est pe´nalise´ par ce meˆme facteur. Au ﬁnal, malgre´ une complexite´ le´ge`rement plus
importante, la me´thode ALE actuellement retenue est nettement plus inte´ressante en termes de
temps de calcul et de pre´cision des re´sultats. La me´thodologie de frontie`res immerge´es semble
donc une bonne solution pour e´valuer des diﬀe´rences ge´ome´triques non mobiles mais l’approche
ALE, largement valide´e dans AVBP , reste la me´thode privile´gie´e pour mode´liser les parties




Article sur le mode`le IPRS pre´sente´ au 35th Symposium (Int) on Combustion
Introduction
Cette annexe est constitue´e de l’article pre´sente´e au 35th Symposium (Int) on Combustion (San
Francisco, CA). Il de´crit le mode`le d’auto-allumage IPRS, pre´sente les re´sultats de validation
sur les cas simples homoge`nes ainsi que l’analyse d’auto-allumage de point chaud selon la the´orie
de Zeldovich (1980).
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A methodology based on reduced schemes
to compute autoignition and propagation
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Abstract
The prediction of autoignition (AI) delay is an essential prerequisite to account for abnormal combus-
tions (e.g. knock or super knock) that can appear in Internal Combustion (IC) engines. In this paper, a
simple model called Ignition to Propagation Reduced Scheme (IPRS) is proposed to add AI predictions
in reduced chemical schemes, which are classically used to compute in-cylinder combustion in the context
of Large Eddy Simulations (LES). The IPRS principle is to use a single two-reaction reduced scheme and
adapt the pre-exponential factor of the fuel oxidation reaction as a function of the temperature: one value
is used at low temperatures to correctly predict AI delays and an other one can be used at higher temper-
atures, where heat release occurs, to keep the ﬂame propagation properties of the chemical scheme. After
a ﬁrst section that introduces the model, Perfectly Stirred Reactors and 1D ﬂames simulations are used
to verify that: (1) the modiﬁcation of the pre-exponential constant of the Arrhenius law at low temperature
does not alter the propagation properties of the reduced scheme and (2) this modiﬁcation is suﬃcient to
accurately predict AI delays. The IPRSmodel captures autoignition times exactly like a full chemical scheme
in a compressed zero dimensional test case representative of engine compression. In the last section this
model is applied to 1D single hot spot simulations to investigate the modes of reaction after autoignition.
 2014 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
Keywords: LES; Knock; Autoignition; Internal combustion engine; Reduced scheme
1. Introduction
During the last decade engine downsizing has
revealed to be a useful path to improve the
eﬃciency of Internal Combustion (IC) engines.
This technique allows to operate engines in a zone
of higher eﬃciency by reducing the cylinders size
and by increasing the pressure inside the chamber
thanks to turbo chargers. It is commonly used in
the industry up to a downsizing level of about
25%. Beyond this level abnormal combustions such
as knock or super knock start occurring due to the
high pressure and temperature conditions inside
the cylinder. Understanding abnormal combus-
tions is a main ﬁeld of research inside the IC engine
http://dx.doi.org/10.1016/j.proci.2014.06.053
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community in order to reach higher levels of down-
sizing. Previous studies [1–3] proved that LES is a
powerful tool able to reproduce unsteady phenom-
ena occurring in piston engines. However, to study
abnormal combustion in IC engines, a model able
to accurately predict Auto-Ignition (AI) delays
has to be added to the LES solver. Because of the
complexity of low temperature kinetics [4–7], most
modeling approaches rely on tabulation of ignition
delays obtained from zero dimensional ignition
computations [8] or from representative 1D ﬂam-
elets [9]. Some reduced schemes compatible with
LES (limited to a few reactions and species) for
the primary reference fuels are also available
[10,11] but they are limited to the AI delay predic-
tion and have to be associated to other models for
high temperature reactions. Here an alternative
solution is explored: a single two-step reduced
scheme is used to describe both AI and propaga-
tion. It is called IPRS (Ignition to Propagation
Reduced Scheme). The scope is not to reproduce
the complex path of chemical reactions leading to
AI but only to tune the reduced scheme reactions
such that the AI delay is the same as the one
obtained with complex chemistries. The model is
introduced in the next section and validated on
AI cases and 1D premixed ﬂames. Homogeneous
zero dimensional ﬂow elements representative of
IC engine are then simulated where complex chem-
istries AI delays are available to assess the accuracy
of the IPRS model. In the last section the model is
applied to non-homogeneous cases where autoigni-
tion phenomena can lead to detonation. The paper
focuses on two fuels (pure isooctane and a gasoline
surrogate called Sur95t in Pera et al. [12]) but the
methodology can be extended to other fuels.
2. Predicting autoignition delay with a two-step
chemistry
In reactive LES the source terms _xT and _xk in
the energy and the species conservation equations
have to be closed. For a mechanism including M
reactions between N reactants and with W k the












kj is the global stoichiometric
coeﬃcient of species k in reaction j. The progress
rate Qj is deﬁned by:















In this relation q is the density, Y k represents the
species mass fractions and Kf ;j (respectively Kr;j)
is the forward (respectively reverse) rate of reac-
tion j obtained with the Arrhenius law:
Kf ;j ¼ T





with R the perfect gas constant, T the temperature,
Af ;i the pre-exponential constant, Ea;j the activa-
tion energy and bj the temperature exponent.
For propagating ﬂames the most important
parameters that have to be accurately predicted
by the source term closure are the laminar ﬂame
speed S0L, the ﬂame thickness d
0
L and the adiabatic
ﬂame temperature T ad . Single-step chemical
schemes can provide an accurate description of
ﬂame propagation process but they can not pre-
dict the burned gas temperature over a wide range
of equivalence ratios because it depends on the
species enthalpies. A simple solution to this prob-
lem has been used in the gas turbine community
[13,14] by adding a reversible reaction between
CO and CO2. This is suﬃcient to capture both
ﬂame speed and adiabatic temperature over all
relevant compositions. The resulting two-step
schemes family can be written:




O2 þ aN2ð Þ ! xCO2








O2 ! CO2 ð5Þ
Table 1 summarizes the Arrhenius coeﬃcients of
the two-step mechanism classically used to com-
pute isooctane/air ﬂames propagation. The reac-
tion exponents diﬀer from the stoichiometric
coeﬃcients and are adjusted to obtain the right
dependence of the ﬂame speed in pressure. This
scheme was designed to reproduce the Hasse
et al. experiments [15]. Reduced schemes are
widely used and several authors point out their
accuracy in a wide range of conﬁgurations
[2,16]. However they obviously fail to capture
AI delays which are driven by low temperature
chain reactions and the chemistry of radicals such
as alkylperoxy or hydroperoxyalkyl [4–7]. All
studies show a correlation between the AI delay















Ea [cal/mol] 3:6  10
4 1:4  105
A [cm3/mol] 5:443  1012 2:0  105
bj [] 0.1 0.0
Reaction nC8H18 1.1 nCO 1.00
exponents [] nO2 0.54 nO2 0.50
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Equation (6) suggests that a simple adjustment of
the pre-exponential constant Af ;j may give correct
predictions of AI delays, even for basic chemical
schemes. Of course, the values of the pre-exponen-
tial constant Aprop that ensure the right laminar
ﬂame speed S0L and the values AAI that will provide
the right AI delay are diﬀerent but the two modes
of combustion previously described (i.e. propaga-
tion and AI) are driven by processes occurring in
two diﬀerent ranges of temperature: AI is initiated
at low temperatures while the ﬂame propagation
is mainly driven by high temperature mechanisms.
In order to predict both propagation and AI with
a reduced mechanism, the idea of IPRS is to take
advantage of this decoupling in temperature and
make the pre-exponential constant vary with tem-
perature (Fig. 1):
Af ;j ¼ AAI þ Aprop  AAI







T c is the cross-over temperature where Af ;j goes
from AAI to Aprop. r is a parameter introduced to
adjust the steepness of the constant change with
temperature. The idea of making chemical con-
stants change with the local conditions is not
new [17–19] but it is introduced here to capture
both AI and propagation in an IC engine. Of
course, such a reduced scheme will not reproduce
all details of an actual AI process and in particular
the cold ﬂame phenomena but the AI delay will
match the one computed with complex chemistry
as shown in Fig. 2. Note that methods based on
tabulation of AI times are also limited to the
objective of correctly capturing the AI delays
and nothing more. One advantage of IPRS is that
the same chemical scheme can be used during the
whole combustion process, avoiding to couple
two models as often done with tabulation tech-
niques: one before AI (using tabulated times)
and another one after ignition.
The methodology followed to determine AAI is
to ﬁrst characterize each fuel in terms of AI times
over the range of pressure and temperature of
interest using complex chemistries and a set of
Perfectly Stirred Reactors (PSR) computations
with a 0D chemistry software. In the present study
Cantera was used [20]. The complex schemes used
as reference are presented in Table 2. The refer-
ence AI delays for isooctane and for the gasoline
surrogate are shown in Fig. 3. A series of AI
delays is then computed with the two-step mecha-
nism under the same conditions of pressure and
temperature to ﬁnd the values of the pre-exponen-
tial constant AAI that will predict the same AI time
as the complex chemical scheme. Finally, the AAI
values of the pre-exponential constant are tabu-
lated as a function of temperature and pressure
of the fresh gas to be used in the 3D LES solver.
For isooctane, the table used for the pre-exponen-
tial constant of the fuel oxidation reaction (Eq.
(4)) to predict AI delays is presented in Fig. 4
while the standard constant from Table 1 is used
for the propagation. The tabulation is only per-
formed here versus pressure and temperature
because, in the target application, the charge is
perfectly premixed but the method can easily
include the eﬀect of other parameters such as dilu-
tion or equivalence ratio.
An other diﬃculty arises when applying this
model to a conﬁguration with variable volume
such as IC engines: the initial pressure and tem-
perature can not be used to read the AAI table
because the AI delay is aﬀected by compression
and expansion. Using local and instantaneous
conditions is not a solution either because the very
small heat release that occurs even before AI may
change the local temperature. This may be partic-
ularly critical if the temperature falls within the
Negative Temperature Coeﬃcient (NTC) zone,
where small variations of temperature can lead
to very diﬀerent AAI . To obtain the right value
Fig. 1. Schematic of the evolution of the pre-exponen-
tial constant across the ﬂame front with the IPRS model.
Fig. 2. Temperature evolution in a stoichiometric Per-
fectly Stirred Reactor with a complex chemistry and
IPRS for isooctane at T1 = 700 K and P1 = 11 bar.
Table 2
Complex chemistry mechanisms used as reference for the
IPRS method.
N species N reactions
Jerzembeck [21] 104 403
Anderlhor [22] 538 3000
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for AAI , an estimation of the fresh gas temperature
must be used. Here a method similar to the one
used in the TKI model [8] is implemented. It con-
sists in the transport of the fresh gas enthalpy with
sources terms accounting for heat transfers.
3. Test cases and validation
The IPRS approach is ﬁrst tested by comput-
ing (1) laminar premixed ﬂame speeds (Section 3.1)
and (2) AI times (Section 3.2). For both cases, the
IPRS two-step scheme is compared to the com-
plex schemes of [21,22] for isooctane or gasoline/
air ﬂames. All computations are performed with
Cantera.
3.1. Laminar premixed ﬂame speed
To evaluate the capacity of the IPRS scheme to
correctly predict laminar ﬂame speeds and
determine the proper value of the cross-over tem-
perature T c used to change the pre-exponential
constant, a series of stoichiometric premixed lam-
inar isooctane/air ﬂames was computed for a fresh
gas temperature T 1 of 800 K and pressures P 1 vary-
ing from 1 bar to 40 bar. Figure 5 shows the lami-
nar ﬂame speed obtained with the IPRS scheme,
normalized by its exact value (obtained with the
complex scheme) as a function of the normalized
cross-over temperature hc ¼ ðT c  T 1Þ=ðT 2  T 1Þ,
with T 2 the burned gas temperature. As soon as
hc is less than 0:2, the IPRS ﬂame speed matches
its exact (complex scheme) value, showing that
the pre-exponential constant can, indeed, be mod-
iﬁed at low temperature without aﬀecting the ﬂame
speed. Another way to verify that hc ¼ 0:2 is the
cross-over temperature limit to correctly predict
the ﬂame propagation is to plot the reduced reac-
tion rate _xr as a function of the reduced tempera-
ture h in Fig. 6 for a 1D premixed ﬂame. On the
same graph, the pre-exponential constant Af ;j is
plotted as a function of the reduced temperature
for the same 1D ﬂame with the IPRS model and
hc ¼ 0:15: in conditions where Af ;j is altered by
the IPRS model, i.e. for h < 0:2, the reaction rate
is almost equal to zero. As described in [23], this
zone corresponds to the pre-heating zone mainly
driven by convection and heat diﬀusion where
the Arrhenius constants play no role. When the
heat release starts increasing, Af ;j is back to Aprop
which provides the right propagation properties.
hc ¼ 0:15 is used for the rest of this work.
Fig. 3. AI times of isooctane (top) and gasoline surro-
gate (bottom) in PSR with complex chemistries.
Fig. 4. Pre-exponential constant AAI table used in the 3D
LES solver and designed to reproduce the AI delays of
isooctane.
Fig. 5. Normalized laminar ﬂame speed obtained with
the IPRS model as a function of the reduced cross-over
temperature hc ¼ ðT c  T 1Þ=ðT 2  T 1Þ. Stoichiometric
isooctane/air ﬂames, T1 = 800 K.
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A new set of 1D ﬂames is then computed to
evaluate the model with T 1 varying from 300 K
to 800 K and P 1 varying from 1 bar to 40 bar to
check the behavior in IC engine like conditions.
Results are compared to the same 1D ﬂames com-
puted without the AI model (i.e. with Af ;j constant
and equal to Aprop) and to Cantera computations
performed with the complex schemes of Table 2.
Figure 7 shows that the diﬀerences between the
three computations are almost negligible over
the whole range of temperature. These results thus
validate the assumption that a modiﬁcation of the
pre-exponential constant at low temperatures
does not aﬀect the propagation behavior as long
as the right constant Aprop is used in the range of
temperature where heat release occurs i.e. for
h > 0:2.
3.2. Autoignition delays
The AI delays predicted by the IPRS model are
compared now to the complex schemes results.
A ﬁrst series of stoichiometric PSR are computed
with an initial temperature T 1 of 800 K and an ini-
tial pressure P 1 ranging from 1 to 40 bar. For each
case the sensitivity of the AI delay to the cross-
over temperature T c is evaluated. Figure 8 shows
that for all pressures, if T c is chosen such that
hc > 0:1 the error on the AI delay is less than
5% and for hc ¼ 0:15, less than 2%. This conﬁrms
that the value hc ¼ 0:15 chosen in Section 3.1 is a
good trade oﬀ. This value is retained in the follow-
ing to compute AI delays under a wide range of
pressure and temperature. As shown in Fig. 9,
for both fuels, the AI delays predicted by the
IPSR model are very close to the ones predicted
by the complex schemes of [21,22]. Even the
NTC zone of isooctane (when P < 15 bar) is cor-
rectly captured with this approach, demonstrating
that a very simple chemical description can be eﬃ-
cient if (1) it is tuned on a complex chemistry
scheme and (2) the objective is to capture AI
delays only (no cold ﬂame details). Note that, of
course, the CPU cost of such an approach is extre-
mely low compared to all other methods.
4. Validation in a compressed zero dimensional
autoigniting ﬂow
In order to evaluate the ability of the IPRS
model to predict AI events in IC engines, a simpli-
ﬁed conﬁguration representing the compression of
a ﬂow element typical of a piston engine is com-
puted. This test case corresponds to a zero dimen-
sional evolution of a compressed ﬂow where the
initial composition corresponds to a premixed
gasoline/air mixture. This mixture is compressed
following a law which corresponds to the pressure
change in a piston engine. The volume variation
versus time is given by:
vð/Þ ¼ V 0 þ S 0:5 s 1 cos/ð Þ½




where the equivalent Crank Angle (CA) is /, V 0
represents the initial volume, s is the stroke and
l is the connecting rod length. The values used
for these parameters are summarized in Table 3.
The mixture ignites after an autoignition time
Fig. 6. Reduced reaction rate of the fuel oxydation
reaction _xr ¼ _x=maxð _xÞ (solid line) and reduced pre-
exponential constant Arf ;j ¼ ðAf ;j  ApropÞ=ðAAI  ApropÞ
(dashed line) along a 1D stoichiometric isooctane/air
laminar ﬂame with hc ¼ 0:15.
Fig. 7. Comparison of 1D stoichiometric isooctane/air
laminar ﬂame speed with complex chemistry, the stan-
dard two-step chemistry and the IPRS model.
Fig. 8. Non-dimensional AI delay as a function of the
reduced cross-over temperature hc ¼ ðT c  T 1Þ=
ðT 2  T 1Þ.
Table 3
Geometrictal speciﬁcations of the compressed cylinder.
Bore [mm] 86
Stroke [mm] 82
Connecting rod length [mm] 137
Compression ratio [] 6.32
Engine rotation speed [rpm] 1200
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sAI (or a crank angle CAAI ). The autoignition
crank angle CAAI is plotted as a function of the ini-
tial pressure for diﬀerent temperatures in Fig. 10.
For the wide range of initial conditions evaluated
here, the IPRS model gives exactly the same
results as the complex chemistry validating the
ability of the IPRS model to accurately predict
AI delays in conditions favorable to abnormal
combustions.
5. Validation in a one dimensional ﬂow: transition
to detonation
The previous section showed that IPRS can
capture autoignition in homogeneous ﬂows. When
the ﬂow is not homogeneous, autoignition can
lead to complex ﬂame structures and the IPRS
model should be able to capture them. A represen-
tative test for such cases is autoignition in a one-
dimensional mixture, close to autoignition condi-
tions, where the temperature is stratiﬁed [24,25].
Here we consider a hot spot zone of size r0 where
the temperature changes with an initial gradient @T
@x
(Fig. 11). In these situations, diﬀerent modes of
reaction can occur. The diagram proposed by
Bradley and Kalghatgi [24] (Fig. 12) classiﬁes the-
ses modes depending on the dimensionless tem-
























gradient, a is the speed of sound and se the chem-
ical excitation time deﬁned as the time needed to
go from 5% to 100% of the maximum heat release
Fig. 9. Comparison of AI delays obtained with the
IPSR model and the Cantera software for isooctane
(top) and gasoline surrogate (bottom).
Fig. 10. AI delay in a stoichiometric gasoline/air com-
pressed cylinder obtained with the IPRS model com-
pared to the complex chemistry of [22] computed with
Cantera.
Fig. 11. Initial conditions for the non-homogeneous test
case: one-dimensional hot spot.
Fig. 12. Modes of reaction after hot spot autoignition as
proposed by Bradley and Kalghatgi [24].
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in a PSR [24]. One can identify four zones from
this diagram: (i) if the temperature gradient is
large compared to the autoignition delay gradient
a subsonic autoignitive front will propagate inside
the fresh gas; (ii) if this gradient is very small a
thermal explosion will occur as this conﬁguration
tends towards PSR conﬁgurations. In other
regions of the diagram the autoignition front
can develop into a detonation wave (iv) or not
(iii). To permit a transition to detonation the
hot spot must be of a critical size ensuring that
the residence time of the pressure wave generated
by autoignition inside the hot spot is large enough
compared to the chemical time feeding it (in prac-
tice several chemical times are needed). All these
conﬁgurations were computed with the IPRS
model: only conﬁgurations (iii) and (iv) are dis-
cussed here as (i) and (ii) are similar to the test
cases shown in Sections 3.1 and 3.2.
The initial conditions consist of a 1D domain
ﬁlled with a homogeneous stoichiometric isooc-
tane/air mixture at 50 bar and a temperature of
1100 K outside of the hot spot. For (iii) the size
of the hot spot is 4 mm with a linear gradient of
5 K/mm. This case corresponds to n ¼ 16 and
 ¼ 7. A weak pressure wave is generated by the
hot spot autoignition (Fig. 13) which is ampliﬁed
up to 200 bar just before exiting the hot spot at
x = 4 mm due to a coupling with the reaction
front. At this point the autoignition/pressure wave
speed reaches 1600 m/s meaning that the transition
to detonation is close. Outside the hot spot, the
pressure wave and the autoignition wave velocities
start diverging: the transition to detonation aborts
and the peak pressure wave is reduced since it is
not sustained by autoignition anymore. The same
conﬁguration is then simulated with a larger hot
spot size of 10 mm with a temperature gradient
of 4 K/mm which corresponds to n ¼ 9 and
 ¼ 25. Figure 14 shows that after autoignition,
the pressure wave and the reaction front couple
inside the hot spot as in the previous conﬁguration.
However, the bigger hot spot radius enables a full
coupling between the two waves which eventually
propagate together at about 2000 m/s: the pres-
sure/autoignition waves remain coupled outside
the hot spot and the strong pressure peak is not
dissipated. This simple conﬁguration illustrates
the accuracy of the IPRS model: in addition to
the prediction of autoignition delays it is able to
accurately predict the diﬀerent modes of propaga-
tion after autoignition and to reproduce the cou-
pling between acoustics and chemical reactions
when the ambient conditions promote a deﬂagra-
tion to detonation transition.
6. Conclusion
A model called IPRS was introduced to predict
abnormal combustions in IC engines in the con-
text of LES. This model uses a single reduced
chemical scheme (with two reactions) to describe
both autoignition (AI) and propagation. This is
obtained by using a diﬀerent pre-exponential con-
stant of the fuel decomposition Arrhenius law at
low and high temperatures. The low temperature
value of the constant used for AI does not impact
the ﬂame propagation since the main part of the
heat release occurs at high temperatures: the con-
stant can be tuned at low temperatures to cor-
rectly capture the AI process and be changed at
high temperatures to predict propagation. The
IPRS model has been successfully applied to sev-
eral laminar conﬁgurations (autoiginition and
Fig. 13. Hot spot autoignition and failure to sustain a
detonation outside the hot spot.
Fig. 14. Hot spot autoignition and transition to deto-
nation outside the hot spot.
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premixed ﬂames) and to conﬁgurations close to IC
engines. Its application to one-dimensional single
hot spot cases also permits to highlight the diﬀer-
ent modes of reaction after autoignition and the
conclusions of [24,25] were retrieved.
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Injection supercritique dans les moteurs automobiles
C.1 Introduction
Pendant cette the`se, un e´change de trois mois a e´te´ fait avec le laboratoire Sandia (Livermore,
CA) pour e´tudier le processus d’injection dans les moteurs diesel. Durant ces trois mois et en
collaboration avec l’e´quipe de J.Oefelein, la conﬁguration Spray-A (Pickett et al., 2010) de l’ECN
(Engine Combustion Network) a e´te´ simule´e a` l’aide du code LES Raptor (Oefelein, 2005, 2006).
Cette conﬁguration a e´te´ cre´e´e pour reproduire l’injection dans les moteurs diesel. La simulation
re´alise´e a permis d’e´tudier le processus de me´lange a` la sortie de l’injecteur et de de´terminer
les re´gions les plus propices a` l’auto-allumage. Ce travail a donne´ lieu a` deux publications
propose´es dans cette annexe: la premie`re a e´te´ publie´e dans la revue SAE International et la
seconde a e´te´ pre´sente´e au 35th Symposium (Int.) on combustion (San Francisco 2014).
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Analysis of high-pressure Diesel fuel injection
processes using LES with real-ﬂuid thermodynamics
and transport
Guilhem Lacaze a,⇑, Antony Misdariis b, Anthony Ruiz a,
Joseph C. Oefelein a
aCombustion Research Facility, Sandia National Laboratories, Livermore, CA 94551, USA
bRenault SAS, 1 Avenue Cornuel, 91570 Lardy, France
Abstract
Imaging has long shown that under some high-pressure conditions, the presence of discrete two-phase
ﬂow processes becomes diminished. Instead, liquid injection processes transition from classical sprays to
dense-ﬂuid jets with no drops present. When and how this transition occurs, however, was not well under-
stood until recently. In this paper, we summarized a new theoretical description that quantiﬁes the eﬀects of
real ﬂuid thermodynamics on liquid fuel injection processes as a function of pressure at typical Diesel
engine operating conditions. We then apply the Large Eddy Simulation (LES) technique coupled with
real-ﬂuid thermodynamics and transport to analyze the ﬂow at conditions when cylinder pressures exceed
the thermodynamic critical pressure of the injected fuel. To facilitate the analysis, we use the experimental
data posted as part of the Engine Combustion Network (see www.sandia.gov/ECN); namely the “Spray-
A” case. Calculations are performed by rigorously treating the experimental operating conditions. Numer-
ical results are in good agreement with available experimental measurements. The high-ﬁdelity simulation
is then used to analyze the details of transient mixing and understand the processes leading to auto-igni-
tion. The analysis reveals the profound eﬀect of supercritical ﬂuid phenomena on the instantaneous three-
dimensional mixing processes. The large density ratio between the supercritical fuel and the ambient gas
leads to signiﬁcant penetration of the jet with enhanced turbulent mixing at the tip and strong entrainment
eﬀects. Using detailed chemistry, a map of the auto-ignition delay time was calculated in simulation results.
This map shows that a large ﬂammable region with low velocity and mixture gradients is generated 250
diameters downstream of the injector. In the experiment, the ﬁrst ignition site is observed at this location.
This correspondence seems to indicate that the ignition location is piloted by the eﬃcient mixing operating
at the extremity of the jet coupled with long residence times, low strain rates and low scalar gradients.
Published by Elsevier Inc. on behalf of The Combustion Institute.
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1. Introduction
Future Diesel engines will operate in high pres-
sure, low temperature regimes with signiﬁcantly
optimized fuel injection systems. As such, the cur-
rent research is focused on developing a better
understanding of fuel mixing at elevated pressures
and the related transient mixing mechanisms.
Research over the past decade has provided signif-
icant insights into the structure and dynamics of
multiphase ﬂows at high pressures. Most of this
research has been done in the context of liquid-
rocket propulsion. Imaging has long shown that
under some high-pressure conditions, the injection
mechanisms of a liquid into a gaseous environ-
ment change dramatically. At low pressures, clas-
sical primary and secondary atomization occurs
leading to the formation of drops that subse-
quently evaporate. At high-pressure, surface ten-
sion diminishes as intermolecular interactions
become symmetrical at the liquid–gas interface.
The resultant force toward the liquid becomes as
strong as the one toward the gas, which results
in the suppression of atomization. The mixing of
the dense ﬂuid then depends on turbulence where
large density gradients play an important role.
Recent ﬁndings can be found in the review papers
of Oschwald et al. [1] and Chehroudi [2]. Charac-
teristic experimental imaging of the phenomenon
is presented in the study by Mayer et al. [3]. Sim-
ulations in rocket-like conﬁgurations also conﬁrm
the impact of supercritical ﬂuid phenomena at
such conditions [4–6]. The references cited here
only reﬂect the most representative work on
rocket ﬂows. The trends observed in rocket
engines are equally valid for other liquid fueled
devices. Here we focus on Diesel engines at condi-
tions where the fuel is injected at conditions that
exceed its thermodynamic critical pressure. In par-
ticular, recent research by Dahms and Oefelein
[7,8] has provided new conceptual insights into
Diesel injection processes at high-pressures. Prior
to this work, the transition mechanism was not
well understood. To the Author’s knowledge, the
theory presented in Refs. [7,8] is the ﬁrst to quan-
tify this transition. A key output are regime dia-
grams such as the example shown in Fig. 1.
Detailed analysis of the gas–liquid interfacial
structure quantiﬁes under what conditions “classi-
cal” spray dynamics transition to diﬀusion
dominated mixing. Predictions have been corrob-
orated using microscopic imaging to visualize the
features of dense-ﬂuid jets (top right image in
Fig. 1) and classical spray atomization (bottom
right image). Analysis of the trends suggests that
most high-performance combustion devices cur-
rently operate over ranges of pressures and tem-
peratures in the vicinity of this transitional
regime.
The regime diagram in Fig. 1 shows results for
n-dodecane injected at a temperature of 363 K
into gaseous nitrogen at varying ambient pres-
sures and temperatures. The classical spray regime
(highlighted in white) and diﬀusion-dominated
mixing regime (gray) are found using the Knud-
sen-number criterion explained in Ref. [8]. To
illustrate the relevance of this diagram, ambient
gas pressure–temperature lines, which span a
range of conditions during diﬀerent Diesel engine
compression cycles, are shown for three represen-
tative conditions; (a) high-load, (b) medium-load,
and (c) light-load operation. The corresponding
initial pressures and temperatures are (a) 2.5 bar,
363 K, (b) 1.6 bar, 343 K, and (c) 1 bar, 335 K,
respectively. Fuel injection then occurs at full
compression conditions, as indicated by the three
respective points in the diagram. Interestingly, the
cylinder pressures at full compression exceed the
supercritical mixture pressure for all of the cases
considered. Only under representative light-load
operation does there appear to be a chance that
classical fuel spray atomization takes place. Thus,
contrary to conventional wisdom, the regime dia-
gram suggests that classical spray phenomena
does not occur at typical Diesel injection condi-
tions. Instead, the fuel jet exhibits diminished
interfacial structure and surface tension, which
leads to diﬀusion-dominated mixing.
To enhance our understanding of the processes
described above, we have combined the new theo-
retical ﬁndings and the Large Eddy Simulation
(LES) technique to gain a more detailed view into
direct injection processes in Diesel engines. At the
conditions of interest, mixing layer dynamics are
dominated by non-ideal thermodynamics and
transport processes. We use the experimental data
of the “Spray-A” case (n-dodecane), provided by
several groups from the Engine Combustion Net-
work (see www.sandia.gov/ECN [9]). This case
corresponds identically to the conditions depicted
by the dense-ﬂuid jet image shown at the top right
in Fig. 1. LES is performed using the real-ﬂuid
model described below. Results are then analyzed
from the perspective of real-ﬂuid thermodynamics
with emphasis on the state of the transient mixing
ﬁeld prior to auto-ignition.
2. Approach
LES is performed using a single uniﬁed code
framework called RAPTOR, which is a fully com-
pressible solver that has been optimized to meet
the strict algorithmic requirements imposed by
the LES formalism. The theoretical framework
solves the fully coupled conservation equations
of mass, momentum, total-energy, and species
for a chemically reacting ﬂow. It is designed to
handle high Reynolds number, high-pressure,
real-gas and/or liquid conditions over a wide Mach
operating range. It also accounts for detailed
thermodynamics and transport processes at the
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molecular level, and is sophisticated in its ability
to handle a generalized model framework. A note-
worthy aspect of RAPTOR is it was designed spe-
ciﬁcally for LES using non-dissipative, discretely
conservative, staggered, ﬁnite-volume diﬀerencing.
This eliminates numerical contamination of the
subgrid-scale models due to artiﬁcial dissipation
and provides discrete conservation of mass,
momentum, energy, and species, which is an
imperative requirement for high quality LES.
Details related to the baseline formulation and
subgrid-scale models are given by Oefelein [10].
Representative case studies are given by Oefelein
et al. [11–14,16–19].
The baseline system of equations are cast in
dimensionless form using a reference length-scale
dref, ﬂow speed Uref, and ﬂuid state characterized
by a reference density qref, sound speed cref, con-
stant pressure speciﬁc heat Cpref , and dynamic vis-
cosity lref. Using these quantities, reference Mach
and Reynolds numbers are deﬁned asM ¼ U ref=cref
and Re ¼ qrefU refdref=lref . With these deﬁnitions,
the ﬁltered conservation equations of mass,
momentum, total-energy and chemical species
can be written in conservative form as follows:
@q
@t
þr  ðq~uÞ ¼ 0; ð1Þ
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The terms P;
~~T ; ~Qe and ~Si represent respective
composite (i.e., molecular plus subgrid-scale)
stresses and ﬂuxes. The terms _Qe and _xi represent
the ﬁltered energy and species source terms.
The subgrid-scale closure is obtained using the
“mixed” dynamic Smagorinsky model by combin-
ing the models proposed by Erlebacher et al. [20]
and Speziale [21] with the dynamic modeling pro-
cedure [22–26]. The composite stresses and ﬂuxes
in Eqs. (1)–(4) are then given as:
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The terms CR; Prt; and Scti represent the modi-
ﬁed Smagorinsky, subgrid-scale Prandtl, and sub-
Fig. 1. Regime diagram for n-dodecane injected at a temperature of 363 K into nitrogen suggests the presence of dense
supercritical jets under Diesel engine conditions without drop formation. High-speed imaging of both a dense jet and
spray illustrates the signiﬁcant transitional change that occurs at high supercritical pressures [7,8] (Images on right
courtesy of L.M. Pickett, Sandia National Laboratories, Combustion Research Facility).
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grid-scale Schmidt numbers, respectively, and are
evaluated dynamically as functions of space and
time. In expressions (5)–(7), the second terms of
the right-hand-side are the respective Leonard
cross-term stresses. The overall model provides a
Favre averaged generalization of the Smagorinsky
eddy viscosity model [27] coupled with gradient
diﬀusion models to account for subgrid-scale mass
and energy transport processes.
Equations (1)–(4) coupled with an appropriate
equation of state, appropriate treatments of ther-
modynamic and transport properties, and vali-
dated mixing and combining rules accommodate
the most general system of interest including cases
when multicomponent and/or preferential diﬀu-
sion processes are present. The property evaluation
scheme used for the current study is designed to
account for thermodynamic non-idealities and
transport anomalies over a wide range of pres-
sures and temperatures. The scheme is compre-
hensive and intricate, thus only a skeletal
description can be given here. The extended corre-
sponding states model [28,29] is employed with a
cubic equation of state. Experience has shown
that both the Soave–Redlich–Kwong (SRK) and
Peng–Robinson (PR) equations, when used in
conjunction with the corresponding states princi-
ple, can give accurate results over the range of
pressures, temperatures, and mixture states of
interest here. The SRK coeﬃcients are adjusted
to ﬁt vapor pressure data and are thus more suit-
able for conditions when the reduced temperature
is less than one. The PR coeﬃcients, on the other
hand, are more suitable for conditions when the
reduced temperature is greater than one. Here
the PR equation of state was used exclusively.
A summary of the cubic equations of state and
recommended constants is given by Reid et al. [30,
Chapter 3]. Having established an analytical rep-
resentation for real mixture pressure–volume–
temperature (PVT) behavior, the thermodynamic
properties are obtained in two steps. First, respec-
tive component properties are combined at a ﬁxed
temperature using the extended corresponding
states methodology to obtain the mixture state
at a given reference pressure. A pressure correc-
tion is then applied using departure functions of
the form given by Reid et al. [30, Chapter 5].
These functions are exact relations derived using
the Maxwell relations (e.g., see VanWylen and
Sonntag [32, Chapter 10]) and make full use of
the real mixture PVT path dependencies dictated
by the equation of state. Standard state properties
are obtained using the databases developed by
Gordon and McBride [33] and Kee et al. [34].
Molecular transport properties are evaluated in
a manner analogous to the thermodynamic prop-
erties. Viscosity and thermal conductivity are
obtained using the extended corresponding states
methodologies developed by Ely and Hanley
[35]. Mass and thermal diﬀusion coeﬃcients are
obtained using the methodologies outlined by
Bird et al. [36] and Hirschfelder et al. [37] in con-
junction with the corresponding states methodology
proposed by Takahashi [38].
3. Results and discussion
Using LES with the real-ﬂuid model frame-
work described above, we have performed a series
of studies aimed at understanding the diﬀusion
dominated mixing phenomena illustrated in Fig. 1.
We focus on the Spray-A experiment described
by Pickett et al. [9]. Liquid n-dodecane at 363 K
is injected through a 0.09 mm diameter injector
nozzle into a gaseous mixture at 900 K and
60 bar. These are precisely the same conditions
represented by the dense-ﬂuid jet image shown
at the top right in Fig. 1. The peak injection veloc-
ity is 620 m/s, which was selected to provide the
same injected mass ﬂow rate as the experiment.
A synthetic turbulent signal with a turbulent
intensity of 5-percent is superimposed on the bulk
proﬁle. Measurements have shown that the vessel
temperature is almost uniform in space, which jus-
tiﬁes the use of adiabatic walls in the simulation.
The grid spacing in the vicinity of the injector exit
is approximately 4 lm, with the grid stretched
optimally in the downstream and radial direc-
tions. The integration time step is 2.3 ns.
Figure 2 shows a qualitative comparison of the
injection sequence. Results from the LES are com-
pared to the shadowgraphs from Pickett et al. [39].
The experimental images were obtained using a
diﬀuser back illumination method, with the dense
region highlighted using an arbitrary cut-oﬀ value
in the gray scale. Based on recommendations from
Pickett et al., instantaneous shots of the LES tem-
perature ﬁeld were chosen for comparisons.
Comparisons between respective images shows
qualitatively good agreement between the experi-
ment and LES. Large structures present in the
back-illumination images are also observed in the
numerical results. The density of the n-dodecane
jet is slightly above 700 kg/m3 at the injector
nozzle exit whereas the density of the ambient
gas is 22.8 kg/m3. The presence of strong density
gradients is known to have a stabilization eﬀect
on hydrodynamic instabilities [31], which delays
the destabilization of the jet. Once destabilization
occurs, parcels of dense ﬂuid detach from the
compressed liquid jet. The dense fragments can
still be observed 70 diameters (6.3 mm) down-
stream of the injector exit. The presence of these
fast-moving structures enhances local turbulence.
The eddies generated in the shear layers signiﬁ-
cantly aﬀect mixing.
The vapor and “liquid” penetration trajecto-
ries are shown in Fig. 3. In the LES, vapor pene-
tration is detected by the most upstream point of
the iso-surface characterized by a mixture fraction
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of Z = 0.01. The sensitivity of this value has been
tested and penetration curves have less than 2-per-
cent variation between Z = 0.01 and Z = 0.1. LES
results are in good agreement with experimental
measurements, except at the initial phase of injection
(t < 50 ls). During the initial startup, the simulated
vapor penetration is slightly over-predicted. This
is possibly an artifact of boundary anomalies
associated with the interior sac and nozzle regions
of the injector or a slight miss-match in the rate of
injection. The time-resolved liquid core length was
determined from high-speed Mie-scatter imaging
using a 3-percent threshold of maximum intensity,
which to some degree is an arbitrary value. Given
the current premise that a distinct gas–liquid
interface does not exist in this ﬂow, deﬁning the
threshold associated with the compressed-liquid
core requires additional analysis. Two liquid pen-
etration curves are extracted from the LES to
investigate. The ﬁrst is based on a threshold of
Z = 0.79, which is the value where the density
changes the most with respect to Z (see Fig. 4b).
The second was based on a threshold of Z = 0.6,
which is simply the value that provides the best
match with the experimental data. Both thresh-
olds lead to the same trend as in the experiment.
(a) Experiments (b) LES
Fig. 2. Injection sequence showing (a) shadowgraphs from Pickett et al. [39] and (b) corresponding LES ﬁelds. Images
are obtained using diﬀused back illumination with a grayscale intensity threshold set to qualitatively indicate the dense
liquid region. Based on recommendations from Picket et al., instantaneous shots of the LES temperature ﬁeld were
chosen for comparisons. Spatial graduations are in mm and time is in ls, as indicated in the respective images.
Fig. 3. Vapor and liquid penetration trajectories of the
jet. The time-resolved liquid core length was determined
from high-speed Mie-scatter imaging using a 3-percent
threshold of maximum intensity.
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A plateau is observed in the temporal evolution
with diﬀering constant values of penetration
depending on the mixture fraction value chosen.
A key focal point of this study is to better
understand the local instantaneous mixture state
of the jet immediately prior to auto-ignition,
which occurs at approximately t = 260 ls after
the start of injection. Figure 4 provides a global
representation of the mixture state at this point
in time. Scatter plots of (a) temperature, (b) den-
sity, (c) compressibility factor, (d) Mach number,
and (e) speed of sound are shown as a function of
mixture fraction. The adiabatic mixing tempera-
ture is also plotted in Fig. 4(a), as shown by the
blue solid line. The red line represents the average.
The non-linear relation between these quantities
and mixture fraction can be largely attributed to
real-gas thermodynamics, where large changes in
temperature and density occur as a function of rel-
atively small variations in composition. Scatter
away from near adiabatic mixing can be attrib-
uted to multidimensional transport anomalies.
Turbulent stretching and curvature induced by
the evolving coherent structures ampliﬁes prefer-
ential diﬀusion eﬀects at both resolved- and sub-
grid-scales.
Figure 4(d) and (e) reveals new and interesting
conditions associated with real-ﬂuid thermody-
namics coupled with turbulent mixing: the Mach
number in the ﬂow varies from low-subsonic lev-





is seen to vary from
approximately 600 m/s in the ambient gas, to
200 m/s at a mixture fractions of approximately
Z = 0.79, to 1000 m/s in the pure fuel. In the mix-
ing layer of the jet, non-linear thermodynamic
eﬀects lead to an increase in the ratio of speciﬁc
heats and a signiﬁcant decrease of the partial
derivative ð@P=@qÞT ;Y i which globally results in
strong decrease of the sound speed. In the same
region, the entrainment caused by the high-speed
jet induces ﬂow velocities of approximately
400 m/s, which is more than two times the local
sound speed. These localized regions of supersonic
ﬂow have a signiﬁcant inﬂuence on the local pres-
sure ﬁeld and resultant scalar mixing processes.
To better understand the state of the transient
mixing ﬁeld just prior to auto-ignition, one can
use the parametrization shown in Fig. 4 to
approximate local ignition delay times in the mix-
ture. The ignition time is estimated using perfectly
stirred reactor (PSR) calculations, which do not
take history eﬀects into account but allow a ﬁrst
order estimate based on the present detailed
numerical results. Using the observation that the
scatter of temperature in mixture fraction space
is small, the temperature can be described as a
function of Z. To recover the composition of the
reacting Spray-A case [42], we assumed that initial
mixing processes are not aﬀected by chemistry.
Subsequently, the mixture fraction of the present
case [39] (non-reacting) is used to retrieve the mix-
ture composition of the reacting case where the
Fig. 4. Scatter plots describing the global mixture state
just prior to ignition at t = 260 ls.
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reservoir is composed of 15% of oxygen by vol-
ume [42]. For a given mixture fraction, the mix-
ture state is known and a PSR calculation is
performed to determine the ignition time. For this
analysis, the solver CANTERA [40] has been used
with the detailed scheme developed by Westbrook
et al. [41]. The chemical kinetics scheme is com-
posed of 2115 species and 15,787 reactions.
Figure 5 shows the type of data obtained. Temper-
ature as a function of time for mixture fractions
close to the stoichiometric value of Zst = 0.045
are shown. As is consistent with experimental
studies [15], a two-stage ignition process is
observed. The auto-ignition time is deﬁned as that
needed for the PSR to reach 90-percent of its equi-
librium temperature. Figure 6 shows the resulting
auto-ignition time as a function mixture fraction.
A fourth order polynomial is used to ﬁt the data
points located near the stoichiometric point where
the auto-ignition time is less than 2.5 ms. This
allows the auto-ignition ﬁeld to be mapped over
the mixture fraction ﬁeld.
Using the results obtained above, we investigate
the regions where auto-ignition is most likely to
occur. Figure 7(a) shows the instantaneous ﬁelds
(at t = 260 ls) of the ignition delay time, (b) the
magnitude of the mixture fraction gradient, (c)
the magnitude of the axial-component of velocity,
and (d) the typical location where the ﬁrst ignition
kernels are observed in the experiment. Analysis of
the temporal evolution of the these ﬁelds reveals
that regions of the ﬂow that are both ﬂammable
and have low values of scalar dissipation rate only
appear approximately 200 ls after the start of
injection. Thus, the instantaneous ﬂow structure
at 260 ls was selected to highlight where the igni-
tion delay time is less than 2.5 ms. This allows us
to focus on the structure of the chemically active
regions. These data show that there are many
favorable locations with low-auto-ignition mix-
tures within the mixing layer of the jet. Upstream
locations before 200 diameters (18 mm) is where
small pockets of ﬂammable mixture appear ﬁrst.
However,Fig. 7(b) and (c) shows that strong veloc-
ity and mixture fraction gradients in these regions
will prohibit the formation of the ﬁrst ﬂame kernelsFig. 5. Ignition delay time along mixing line.
Fig. 6. Mapping of ignition delay time onto mixture





Fig. 7. Instantaneous ﬂow structure close to the ignition
time (260 ls) where the ignition delay is less than 2.5 ms;
(a) ignition delay time, (b) magnitude of mixture fraction
gradient, (c) magnitude of axial-component of velocity,
and (d) typical location of ﬁrst ignition kernels in the
experiment [42].
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due to high stretch and scalar dissipation rate. Low
gradients and larger ﬂammable pockets are present
between 200 and 250 diameters (18–22.5 mm)
downstream of the injector, which is in qualitative
agreement with the location of the initial kernels
observed in the experiment. The large ﬂammable
mixture region observed at the extremity of the
jet is the result of intense turbulent mixing
enhanced by supercritical eﬀects. The large density
ratio between the compressed liquid fuel jet and the
ambient gas is dominated by high-pressure ther-
modynamics, and intensiﬁes the mixing mecha-
nism at the tip of the liquid core (10 mm
downstream of the injector). In this region, dense
pockets of fuel are ejected at high velocity in the
surrounding gas. This leads to an increase of turbu-
lence and entrainment eﬀects. As the mixture is
convected downstream, the dense fuel pockets dis-
solve and turbulent mixing processes transition
from supercritical (dense ﬂuid into light gas) to a
more classical turbulent mixing (gas into gas).
Large entrainment structures force the equivalence
ratio of the mixture to decrease. This goes along
with an increase of its chemical reactivity as near
stoichiometric conditions are attained. The turbu-
lent mixing transition also yields a decrease of
velocity and scalar gradients. This sequence of
events serves to quantify the location of the initial
ﬂame kernels observed experimentally. The results
represent a ﬁrst step toward the development of a
robust ignition model based on an appropriately
reduced version of the Westbrook et al. [41]
mechanism.
4. Conclusions
Imaging has long shown that under some high-
pressure conditions, the presence of discrete two-
phase ﬂow processes becomes diminished. Under
such conditions, liquid injection processes transi-
tion from classical sprays to dense-ﬂuid jets, with
no drops present. When and how this transition
occurs, however, was not well understood until
recently. In this paper, we have summarized a
new theoretical description that quantiﬁes the
eﬀects of real ﬂuid thermodynamics on liquid fuel
injection processes as a function of pressure at typ-
ical Diesel engine operating conditions. We then
focused on the eﬀects of real-ﬂuid thermodynamics
and transport using the Large Eddy Simulation
(LES) technique. Analysis was performed using
the Engine Combustion Network (www.sandia.
gov/ECN) Spray-A case. LES was performed by
identically matching the operating conditions used
in the experiments. Results were analyzed with
emphasis placed on the state of the transient mix-
ing ﬁeld prior to auto-ignition.
The LES results reveal the instantaneous three-
dimensional structure of the injected fuel jet with
a degree of resolution that is not accessible by
current experimental diagnostics. An unexpected
feature of the results is the presence of supersonic
regions in the mixing layer of the jet. This is a con-
sequence of a signiﬁcant decrease of speed of
sound due to real-gas thermodynamics, turbulent
mixing of hot ambient nitrogen with the cold fuel
stream, and high fuel injection velocity. The sub-
sequent compressibility eﬀects lead to pressure
waves that aﬀect the destabilization and transient
mixing of the injected fuel.
Two diﬀerent mixing processes were identiﬁed
where turbulence is profoundly modiﬁed by the
non-linear properties of the supercritical ﬂow. In
the vicinity of the dense fuel core, the presence
of large density gradients leads to an intensiﬁca-
tion of mixing. Fast-moving parcels of dense com-
pressed ﬂuid detach from the fuel core and
enhance turbulence due to their high momentum,
as they travel through the gas phase. Further
downstream, the dense blobs of fuel disintegrate
leading to the signiﬁcant reduction of scalar and
velocity gradients. The mixing mechanisms transi-
tion from supercritical (dense ﬂuid into light gas)
to a more classical turbulent mixing (gas into
gas) as the ﬂow evolves spatially.
Using the results above, we focused on the
identiﬁcation of the ﬂammable regions resulting
from the present non-ideal transient mixing pro-
cesses. A series of perfectly-stirred-reactors were
computed to generate a mapping of ignition delay
time as a function of mixture fraction and the
mixture state in the three-dimensional ﬁeld. The
mapping revealed the development of a large vol-
ume of highly reactive mixture downstream of the
injector, where the ignition delay time, scalar dis-
sipation rate, and strain rate are simultaneously
minimized. This represents a very favorable condi-
tion for initiation of auto-ignition. The location of
this region is consistent with experimental results
as the initial ﬂame kernel is observed in this zone.
This suggests that auto-ignition is piloted by the
coupling of a highly-reactive mixture with long
induction time and low gradients. Future work
will focus on the ignition transient and ﬂame sta-
bilization using a suitable chemical model and
combustion closure.
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Sche´mas cine´tiques re´duits et couplage thermique pour les simulations aux grandes
e´chelles du cliquetis dans les moteurs a` piston
Re´sume´
Pour ame´liorer le rendement des moteurs essence, une me´thode eﬃcace est le downsizing qui consiste en la
diminution de la cylindre´e moteur compense´e par l’ajout d’un compresseur pour maintenir la puissance.
Lorsque le niveau de downsizing est trop important les fortes pression et tempe´ratures rencontre´es fa-
vorisent l’apparition de phe´nome`nes d’auto-allumage de type cliquetis ou rumble ne´fastes pour l’inte´grite´
du moteur. Ce type de phe´nome`ne, aujourd’hui encore mal compris, constitue une limite a` l’utilisation
du downsizing. Dans cette the`se la Simulation aux Grandes Echelles est utilise´e pour e´tudier ce type de
combustion dite anormale. L’objectif est de proposer une me´thodologie nume´rique capable de reproduire
leurs apparitions pour en e´tudier les me´canismes. L’auto-allumage est un mode de combustion sensi-
ble aux variations des conditions thermodynamiques locales. Des me´thodes nume´riques pre´cises et des
mode`les approprie´s, en particulier pour la thermique paroi doivent donc eˆtre utilise´s. La premie`re partie
de ce manuscrit pre´sente la me´thodologie nume´rique propose´e et en particulier deux aspects de´veloppe´s
lors de cette the`se: un mode`le d’auto-allumage qui permet de reproduire le de´lai d’auto-allumage des gaz
frais avec un sche´ma cine´tique re´duit et une me´thodologie de couplage entre la chambre de combustion
et la culasse permettant de de´ﬁnir des champs de tempe´ratures paroi re´alistes. La seconde partie de
ce manuscrit pre´sente les re´sultats de deux e´tudes nume´riques reproduisant certains points de fonction-
nement d’un moteur expe´rimental. La premie`re e´tude est re´alise´e a` l’aide de mode`les de combustion de
la litte´rature et vise a` reproduire le comportement expe´rimental pour diverses variations parame´triques
inﬂuant sur la combustion. La seconde e´tude est re´alise´e a` l’aide des mode`les de´veloppe´s dans cette
the`se aﬁn d’e´tudier l’impact de la thermique paroi dans les me´canismes d’apparition des combustions
anormales.
Abstract
In order to improve the eﬃciency of gasoline engines, one eﬃcient solution resides in engine downsizing
which consists in the diminution of the engine size with the adjunction of a compressor to keep the power
output. When the downsizing level is important, the high pressure and temperature levels promote auto-
ignition phenomena such as knocking or rumble that can damage the engine. This kind of combustion,
still misunderstood, is a limit to further use downsizing. In this thesis, Large Eddy Simulation is used
to study this kind of abnormal combustions. The objective is to propose a numerical methodology able
to reproduce its apparition and to understand its mechanisms. Auto-ignition is a combustion regime
very sensitive to the variations of local thermodynamic conditions. Precise numerical methods and
appropriate models, especially for thermal boundary conditions must be used. The ﬁrst part of this
manuscript presents the proposed numerical methodology and in particular two aspects implemented
during this thesis: an auto-ignition model that permits to reproduce auto-ignition delays with reduced
kinetic schemes and a coupling methodology between combustion chamber and cylinder head in order
to obtain realistic temperature ﬁelds for the boundary conditions. The second part of this manuscript
presents the results of two numerical studies that reproduce some operating points from an experimental
engine database. The ﬁrst study is performed using combustion models from the literature and aims
at reproducing experimental behavior for various parametric variations impacting the combustion. The
second study is performed thanks to the numerical models implanted in this thesis in order to evaluate
the impact of the thermal boundary conditions on the mechanisms leading to abnormal combustions.
