Measurement of the rate of muon capture on the deuteron by Ibanez, Luis
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2015
Measurement of the rate of muon
capture on the deuteron
https://hdl.handle.net/2144/16355
Boston University
BOSTON UNIVERSITY
GRADUATE SCHOOL OF ARTS AND SCIENCES
Dissertation
MEASUREMENT OF THE RATE OF MUON CAPTURE ON THE
DEUTERON
by
LUIS IBANEZ HERRERA
B.S., Universidad Autonoma de Madrid, 2007
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
2015
Approved by
First Reader
Robert Carey, PhD
Professor of Physics
Second Reader
James Miller, PhD
Professor of Physics
Third Reader
Edward Kearns, PhD
Professor of Physics
Para mis padres, Elena y Jesu´s. Gracias por vuestro amor y apoyo, incondicional y
sincero.
Para Julia, mi amor.
iii
Acknowledgments
A significant number of people have helped me get to the point where I could sit down
and write a thesis and the least I can do is thank them for their support. Let’s start
with the members of the MuSun collaboration that I have had the pleasure of working
with during the past five years, in the United States and in Switzerland. Thank you,
Peter Kammel, David Hertzog, Fred Grey, Michael Murray, Francoise Mullhauser, Frederik
Wauters, Duncan Prindle, Kreswell Neeley, Nandita Raha, Tim Gorringe, Rachel Ryan,
Volodya Tishchenko, Peter Winter, Nikolay Voropaev, Alexander Vorobyov, Alexander
Vasilyev, Serdar Kizilgul and Peter Kravtsov,.
A set of very special thank-yous go to the members of the Boston University muon
group, of which I will always be proud to say I was a part of. To my advisor, Rob Carey,
thanks for being there in the good times and in the bad times; I can call myself a doctor
thanks to you. To the rest of the muon group (past and present) - Xiao Luo, Emma
Barnes, Justin Phillips, John Quirk, Nicholas Kinnaird, Kevin Lynch, James Miller and
Lee Roberts.
To my mother and father, thank you for your love during the path towards becoming
a doctor; at every stage of the journey I always knew I could count with you for advice
and support. To Julia, thank you so much for being by my side during these last, grueling
months; your love has made me stronger.
iv
MEASUREMENT OF THE RATE OF MUON CAPTURE ON THE
DEUTERON
(Order No. )
LUIS IBANEZ HERRERA
Boston University, Graduate School of Arts and Sciences, 2015
Major Professor: Robert Carey, Professor
ABSTRACT
The goal of the MuSun experiment is to measure the rate Λd of nuclear muon capture
on the deuteron (µ− + d → νµ + n + n) with a precision of 1.5%. From this high preci-
sion measurement, MuSun will determine the sole unknown low-energy constant involved
in modern, QCD-based, effective field theory calculations of weak nuclear reactions and
provide unique constraints on electro-weak astrophysical processes of fundamental impor-
tance, whose rates have never been measured directly. These include pp fusion, which is
the primary energy source in the sun and the main sequence stars, and the νd reaction,
which provided convincing evidence for solar neutrino oscillations at the Sudbury Neutrino
Observatory. The two best measurements of Λd were performed over twenty years ago at
the Paul Scherrer Institute and Vienna. The two experimental results agree but with large
error bars on their measurements. Recent theoretical advances predict Λd = 399 Hz and
Λd = 389 Hz, both with a relative uncertainty of only 1%. The uncertainties are low yet
they clearly disagree with each other. The MuSun result will improve the experimental
knowledge by a factor of 5 and help clarify the current uncertainties in the theoretical
prediction. This dissertation describes the experimental design and setup of MuSun, an
analysis of the data taken during the 2011 experimental run and approaches with which to
tackle systematic effects that interfere with the measurement of the muon capture rate.
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Chapter 1
Introduction
The MuSun experiment is part of an ongoing effort to better understand the theories of
weak interactions, Quantum Chromodynamics (QCD), few body physics and to derive
nuclear physics from QCD [1] [7] [8]. More specifically, MuSun wants to determine the
strengths of the axial coupling to the two nucleon system through the high-precision mea-
surement of the capture rate of muon on the deuteron. In the modern framework of Chiral
Perturbation Theory (ChPT), this strength is parametrized by a dimensionless ”Low En-
ergy Constant” (LEC) called dR. This LEC enters in other reactions of interest, including
pp fusion, the primary energy source of the Sun and main sequence stars. The deuteron
(the simplest many-body nuclear system) is therefore the object of study in MuSun and
the muon is the probe.
1.1 The Muon as a Nuclear Probe
The weak nuclear interaction is crucial in the process of star formation. It triggers the pp
chain, through which main sequence stars like our own Sun convert hydrogen into helium
[4] [32]
p+ p→ d+ e+ + νe (1.1a)
p+ p+ e− → d+ νe (1.1b)
p+ 3He→ 4He + e+ + νe (1.1c)
7Be + e− → 7Li + νe (1.1d)
28B→ 8Be∗ + e+ + νe (1.1e)
Neutrinos produced by these reactions can be detected at Earth and they provide
valuable astrophysical information. Specifically, the SNO experiment [5] measures the 8B
solar neutrinos via the following, also weak nuclear, interactions
(NC) νx + d → p+ n+ νx (1.2a)
(CC) νe + d → p+ p+ e− (1.2b)
(ES) νx + e
− → νx + e− (1.2c)
where NC stands for the neutral current reaction (sensitive to all neutrino flavors), CC
stands for the charged current (sensitive only to electron-type neutrinos) and ES stands
for the elastic scattering reaction (also sensitive to all neutrino flavors, but with a reduced
sensitivity to ντ and νµ). The neutrino flux obtained from the neutral current reaction
supports the results from the Standard Solar Model and the ratio of the charged current to
the elastic current confirmed the existence of non-electron neutrinos in the solar flux, thus
demonstrating the existence of neutrino oscillations and that neutrinos have a non-zero
mass.
The problem now lies in the fact that the above reactions can not be experimentally
studied in terrestrial conditions to the desired precision. It is therefore necessary to turn
attention towards other weak processes in few nucleon systems.
µ− + p→ p+ νµ (1.3a)
µ− + d→ n+ n+ νµ (1.3b)
µ− + 3He→ 3He + νµ (1.3c)
3Figure 1.1: Relations between basic muon capture reactions for A=1,2,3. Diagram taken
from the MuSun proposal [8]. gp and gA are the pseudoscalar and axial coupling constants,
dˆR is the LEC that parametrizes the strength of the axial coupling to the two-nucleon system,
and ann is the neutron scattering length.
The first reaction describes muon capture on the proton (one body nuclear system),
the second muon capture on the deuteron (two body) and the third, muon capture on
Helium (three body system). The connection between these muon capture processes and
the astrophysical reactions above lies in the powerful realization that all of them can be
described using effective field theories (EFTs). Weinberg [44] described a methodology with
which to construct an EFT for multi-nucleon systems, relying solely on the symmetries of
the underlying theory of QCD. The EFT for QCD, called Chiral Perturbation Theory
(χPT), is obtained through an expansion in powers of a small parameter Q/Λ 1 where
Q is the momentum of the process being studied and Λ is some cutoff energy scale. The
effective nature of the theory is represented by dimensionless low energy constants (LECs)
which parametrize the high energy (i.e. short range) physics that has been integrated out
through the introduction of a cutoff Λ scale. Therefore, an experimental measurement of
one of these LECs in a particular reaction will carry over to other reactions that share the
same symmetries. This opens the possibility of characterizing experimentally inaccessible
4Figure 1.2: Previous experimental measurements of the rate Λd of muon capture on the
deuteron. Cargnelli [14], Bardin [10], Wang [42]. Notice the fact that the experiments
agree with each other, but with large error bars.
reactions like pp fusion via the study of muon capture processes.
The MuCap collaboration recently published the results of a high precision measure-
ment on the rate of muon capture on a single proton [6] and extracted a value for the
induced pseudoscalar coupling of the nucleon, gp(q
2
0 = −0.88m2µ) = 8.06 ± 0.55. In the
context of χPT, the LECs determined from the one-nucleon system can be used in multi-
nucleon systems. The two-nucleon system (i.e. the deuteron) is then the simplest many-
body nuclear system that can be both theoretically and experimentally studied to a high
degree of precision. At the desired level of precision, muon capture on the deuteron has one
unknown LEC, called dˆR in χPT, which parametrizes the short-distance two-nucleon axial
current, and is the analog of gp in the one-nucleon sector. This LEC also characterizes
the high-energy physics of the astrophysical reactions outlined above and represents the
theoretical bridge between the MuSun experiment and those processes.
1.2 Past Experiments and MuSun’s Experimental Approach
MuSun is not the first experiment to attempt a measurement of the rate of muon capture
on the deuteron. Figure 1.2 shows a breakdown of the previous attempts to measure the
capture rate Λd. Let us remember that the final products in the process of muon nuclear
capture on the deuteron are two neutrons and one neutrino, three electrically neutral
5particles. Neutrinos are inherently difficult to detect and neutrons present challenges of
their own. On the one hand, the fact that two neutrons are produced implies a continuous
energy spectrum (peaked around 1.5 MeV), a spectrum that is further complicated by the
inclusion of 2.45 MeV neutrons originating from muon-catalyzed dd fusion. There is also
typically a final background contribution from those neutrons produced in the environment
of a particle accelerator facility.
The most precise experiment to date was performed at PSI by Cargnelli [14]. The
spectrum of capture neutrons was measured and a capture rate of 409±40 Hz was reported.
Adding to the issues attached to using neutrons to measure the capture rate, muons undergo
nuclear capture 103 times slower than they decay into electrons, significantly reducing the
statistical power of an analysis performed on capture neutrons.
In 1986, the Saclay group [10] attacked the problem with a different approach. Instead
of attempting to measure the capture neutron spectrum, they instead measured the decay
time of the electrons produced from muon decay. Measuring electrons instead of neutrons
increased the statistical power of the experiment but two major corrections were made:
Isotopic impurities (introducing captures on protium) and a significant capture component
on 3He (from a high muon-catayzed dd fusion rate in liquid deuterium) led to a final figure
of 470± 29 Hz.
Nonetheless, MuSun also chooses to employ the lifetime technique. This method hinges
on the assumption that muons are only stopped in chemically and isotopically pure deu-
terium. Therefore, the only disappearance channels available to the muon are nuclear
capture and ordinary muon decay to electrons. A measurement of the electron appear-
ance spectrum (conversely, the muon disappearance spectrum) will then reflect these two
channels.
For the muons we have the following number distribution,
dNµ = −λµ+Nµ(t)dt− ΛDNµ(t)dt (1.4a)
Nµ(t) = N
0
µe
−(λµ++ΛD)t. (1.4b)
6Figure 1.3: A cartoon explaining the lifetime technique. Pure muon decay would produce
the blue time spectrum for the resulting electrons. If muons are now given the possibility of
disappearing via nuclear capture, the observed electron rate will be modified (red spectrum).
A simple difference between the two disappearance rates will permit the extraction of the
nuclear capture rate.
And for the electrons,
dNe− = +λµ+Nµ(t)dt (1.5a)
dNe−(t) = λµ+N
0
µe
−(λµ++ΛD)tdt ≡ λµ+N0µe−Λdt, (1.5b)
where λµ+ is the mean lifetime of the positive muon and Λ is the total, measured, muon
disappearance rate.
A simple difference between the observed muon disappearance rate Λ and the free muon
decay rate λµ+ determines the nuclear muon capture rate ΛD.
ΛD = Λ− λµ+ (1.6a)
7δΛD =
√
(δΛ)2 + (δλµ+) (1.6b)
δΛ will be the MuSun experimental uncertainty and δλµ+ will come from the uncertainty
in the knowledge of the free muon decay rate. Since MuSun is attempting to extract a
∼ 400 Hz rate from a ∼ 455 kHz rate (total decay rate) with a 1.5% (∼ 6Hz) uncertainty, a
precision of at least 10 ppm on the free muon decay rate is needed. Fortunately, the MuLan
collaboration has recently reported a 1 ppm measurement on the free muon lifetime [43]
meaning that, at the percent level, the error on ΛD will be determined entirely by ∆Λ,
MuSun’s experimental error.
The elegance of this method does comes with the caveat that a large number of decays
are needed. In order to report an uncertainty of 1.5% on a ∼ 400 Hz rate that is extracted
from a ∼ 455 kHz measurement, on the order of N = 1010 muon events will be needed.
The statistical uncertainty is approximately given by
δΛ
Λ
∼ 6Hz
400kHz
∼ 10−5 ∼ 1√
N
(1.7a)
To complicate matters, we can not assume a priori that the total decay rate in (1.5b)
is equal to Λ − λµ+ . In reality, there will be contributions from systematic effects like
time-dependent interferences from muon-catalyzed dd fusion, unwanted capture rates from
muon stops in non-deuterium elements and other, more esoteric effects. Therefore, the
total measured disappearance that MuSun will measure will be
Λ = λµ+ + ΛD + systematic errors ≡ λµ+ + ΛD + . (1.8)
and the final measured spectrum will be extracted from a three parameter fit to an expo-
nential function with a flat background.
Ne−(t) = N0λe
−λt +B. (1.9)
8In Musun, a distinction is made among the different sources of systematic errors. The
first one, called Type I, refers to mechanisms other than muon decay and muon nuclear cap-
ture on deuterium through which the muon will disappear. They include captures on high-Z
materials like Al, W, etc., present in the construction materials of the experiment and cap-
tures on contaminants like N2 or O2, existing as impurities in the deuterium target. The
Type II source of systematic errors come not from the Type I physics channels, but from
time-dependent mistakes made in the analysis. Like other particle physics experiments,
the analysis of the data on MuSun will heavily rely on performing cuts on various observed
distributions with the goal of selecting good events for the final lifetime histogram. These
cuts have the potential of introducing or enhancing unwanted interference effects which
will distort the measured disappearance rate. Fusion products from muCF, with their own
time distribution, will interfere with MuSun’s ability to reconstruct valid muon stops in
deuterium in a time-independent way. MuSun’s main challenge lies therefore in minimizing
and, equally important, understanding the properties of these time-dependent systematic
contributions, encapsulated here by .
Chapter 2
Muon Nuclear Capture Theory
Recent theoretical advances in the study of QCD and chiral perturbation theory have
motivated the experimental and theoretical study of weak interactions with few nucleon
systems. MuSun is part of the experimental component of this push and its goal of ex-
tracting a precise value for the value of the low energy constant dˆR through the precise
measurement of the rate of muon capture on deuterium will constrain the current theoreti-
cal approaches. Recently, this low energy constant was extracted from a tritium beta decay
calculation [15] [34] and the binding energies of the three-nucleon system. However, due to
the complications of this three-body physics, there is a large spread in the calculated values
of ΛD for different values of dˆ
R. It is necessary to constrain dˆR in a model independent
way via a clean measurement of the capture rate ΛD.
The history of the theoretical study of muon capture on nuclear systems predates
χPT and QCD. Primakoff [38] was among the first to write down theoretical methods
with which to study nuclear muon capture, through the introduction of phenomenological
nuclear form factors. The advent of QCD provided deeper insight into the fundamental
symmetries at play but progress become difficult due to its non-perturbative nature at low
energies. Weinberg’s introduction of EFTs gave theorists a powerful set of tools with which
to study low energy nuclear processes and current theoretical approaches exploit his ideas.
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(a) (b)
Figure 2.1: Feynman diagrams for muon capture on the (a) proton and on (b) the deuteron
2.1 Nuclear Form Factors
Before outlining the modern theories behind nuclear muon capture on the deuteron, it is
important to review the physics of muon capture on a single proton; a system lacking in
the complications present in a multi-nuclear environment.
Nuclear muon capture is a leptonic process mediated by the W boson. The weak,
charged-current interaction is described via the vector minus axial vector formulation,
γα(1− γ5). The Lagrangian for this interaction is,
LW = GF cos θc√
2
hαlα =
GF cos θ√
2
[d¯γα(1− γ5)u][ν¯µγα(1− γ5)µ]. (2.1)
which describes muon capture at the elementary particle level, with GF being the Fermi
constant and θc the Cabibbo angle. u and d represent the two quark spinors in 2.1a and
νµ and µ the neutrino and muon spinors respectively. However, this Lagrangian does not
account for the fact that muon capture involves nucleons and not isolated quarks, which
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complicates the weak interaction physics. It is therefore necessary to replace the hadronic
term hα = d¯γα(1 − γ5)u with a more general formulation that can account for the strong
force induced effects. A more general hadronic amplitude for charged semileptonic decays
can be written as [18]
hα = gV γ
α + igMσ
αβqβ − g1γ5qα − g3γ5qα, (2.2)
which results in the following Lagrangian
LW = GF cos θ√
2
[n¯(gV γ
α + igMσ
αβqβ − gAγαγ5 − gPγ5qα)p][ν¯µγα(1− γ5)µ]. (2.3)
Notice that the quark spinors u and d have been replaced by nucleon spinors p and n. The
newly introduced form factors gV (vector), gM (tensor), gA (axial vector) and gP (pseu-
doscalar) ”absorb” the strongly-interacting substructure of the hadrons and the degrees of
freedom are now the nucleons instead of the quarks. Quoting [22]
[Hiding] our ignorance of the microscopic dynamics at the quark level into a
phenomenological parametrization in terms of form factors, it remains possible
to consider predictions of observables which do not require models for nuclear
structure.
The last form factor to be measured precisely was the pseudoscalar term, gP in 2.3. As
was stated in the Introduction, the MuCap experiment recently reported a precise, model-
independent measurement of this quantity and the result is consistent with the predictions
of χPT. The experimental and theoretical status of muon capture on the single-nucleon
system is therefore well understood and under control.
2.2 QCD and Chiral Perturbation Theory
Quantum chromodynamics is the theory of strong interactions and is, presently, the most
fundamental way of describing nuclear physics phenomena like muon capture. Due to its
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Figure 2.2: Diagrams contributing to the two-body, axial component of the weak current.
The diagram on the left represents longe-range physics and the short-range term on the
right has a vertex parametrized by dˆR.
asymptotic-free nature [23], perturbation theory can be used for short distances (i.e. high
energy) and the theoretical predictions are in agreement with experimental phenomena
that involve large momentum transfer. However, QCDs non-perturbative nature at low
energies means that it is very difficult to perform calculations using quark and gluons as
the degrees of freedom.
To avoid this roadblock, Weinberg proposed a method for constructing Lagrangians
that, while still preserving the underlying symmetries of the strong interaction, would
permit the use of perturbation techniques. Quoting [44]
[F]or a given set of asymptotic states, perturbation theory with the most general
Lagrangian containing all terms allowed by the assumed symmetries will yield
the most general S-matrix elements consistent with analyticity, perturbative
unitarity, cluster decomposition and the assumed symmetries.
Since this approach is meant to tackle low energy nuclear processes, the degrees of freedom
are now the pion and the nucleons, rather than the quarks and gluons.
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Figure 2.3: Diagrams that contribute to the different expansion terms in Equation 2.4 with
LO corresponding to L1piN , NLO to L2piN , etc. Solid lines are nucleons and dashed lines are
pions. The diagram enclosed by a green box describes short-range physics and the coupling
strength of the vertex is parametrized by dˆR. The ”Two-nucleon force” column contains
diagrams for which the calculations have converged while the ”Three-nucleon force” column
has not yet mathematically converged and is awaiting the calculation of higher order terms.
Diagram taken from [29].
L = L1piN + L2piN + L3piN + L4piN + ... (2.4)
A cutoff scale Λχ, usually taken to equal the nucleon mass mN ∼ 1GeV, is introduced
to separate the low energy regime from the high energy regime. States with energy above
Λχ are integrated out from the action and an expansion is performed in powers of Q/Λχ 
1 where Q is the momentum of the process, equation 2.4. The effective nature of the
theory is reflected in the presence of coefficients called low energy constants (LECs) which
parametrize the the short-range (i.e. high energy) physics that was integrated out.
In the expansion above, the first term will contain a single term with the weak axial
vector coupling constant (gA in the previous section). The second order term is composed
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Figure 2.4: Historical theoretical calculations for ΛD. Tatara [41], Doi [19], Adam (SNPA)
[2], Chen [15], Ricci [39], Marcucci (hEFT) [31], Marcucci (full EFT) [30], and Adam
(full EFT) [3]
of seven, well understood, single nucleon terms. The two body interaction enters in the
third term and the coupling strength of one of them is described by dˆR. This LEC describes
the coupling of the axial current to a two nucleon contact vertex and is shown in Figure
2.2.
The contact term parametrized by dˆR is present, due to the universality of the χPT
approach, in processes that include a contact term between two nucleons and an axial
current, as in µd caputre, pp fusion and νd scattering. A graphical representation of this
statement can be seen in Figure 2.5.
During the last decade, various approaches have been employed to determine the value
of dˆR. Figure 2.4 shows a timeline of the last calculations. Some approaches involve im-
posing a momentum cutoff at Λχ ∼ mpi, therefore integrating out the pion as a degree of
freedom [16]. Another popular approach, called ”hybrid” χPT (HbχPT), uses phenomeno-
logical nuclear wave functions (SNPA approach) which enable the calculation of processes
on heavy nuclei to a precision comparable to the two nucleon system. This approach was
15
used to extract dˆR from triton beta decay
3He→ 3He + e− + ν¯µ (2.5)
and in turn calculate ΛD. The problem lies in the fact that the calculation involves a
three-body nuclear system, which means that there are two LECs, cD and cE that can not
be simultaneously fixed. dˆR is related to one of these terms, cD, by the expression [21]
dˆR =
mN
ΛχgA
cD +
1
3
mN (cˆ3 + 2cˆ4) +
1
6
, (2.6)
where mN is the mass of the nuclon, Λχ is the cutoff energy, gA is the axial coupling
constant and all the other LECs, c3 and c4 are fixed and well understood experimentally.
The cD constant is related to dˆ
R through weak axial meson-exchange currents (MECs) and
also enters the three-nucleon contact term, along with cE . For a given range in the binding
energies of 3H and 3He, both cE and cD are fixed relative to each other. From this subset
of solutions dˆR is calculated and used to derive the current theoretical values of ΛD.
A model-independent, high-precision measurement of ΛD will therefore provide an un-
ambiguous extraction of the low energy constant dˆR and support the current theoretical
efforts. The astrophysical connection via EFTs further increases the importance of MuSun’s
result, as it will calibrate these basic reactions under terrestrial conditions.
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Figure 2.5: A graphical summary of those processes, including muon capture on the
deuteron, that share the dˆR vertex.
Chapter 3
Experimental Design and Technique
Performing a high precision measurement of the rate of muon capture on deuterium presents
a series of challenges. The reaction of interest yields two neutrons and a neutrino; three
neutral particles which are much more difficult to detect than charged particles. Further-
more, the energy spectrum for the emitted neutrons is continuous (peaking around 1.5
MeV and ranging up to roughly half the muon mass, mµ/2 ∼ 53 MeV) and there will
be numerous 2.45 MeV neutrons produced by muon-catalyzed fusion (muCF), represent-
ing a significant background. These complications motivated MuSun to use the lifetime
technique described in the introductory chapter. Measuring the electron spectrum and
extracting the muon capture rate Λd from the measured disappearance rate avoids the
uncertainties introduced by a direct neutron measurement but imposes a high statistical
burden due to the large difference between the free muon decay rate (∼ 455kHz) and the
nuclear capture rate (∼ 400Hz).
Before describing the final experimental setup, it is necessary to motivate the decisions
made in choosing one design over another. Essentially, we have to answer the question what
will a muon do in deuterium? The answer to this question, the content of this chapter,
determines the experimental design of MuSun.
3.1 Muon Kinetics in Deuterium
Before a muon can undergo nuclear capture, it first has to be atomically captured by an
atom. In most muon capture experiments, a muon beam will be directed upon a target
18
containing the element to be studied. The energy of the muon beam must be high enough to
penetrate and stop in the target region, but not too energetic so as to traverse it unimpeded.
At the optimal beam settings, the majority of the muons will stop in the target after loosing
the majority of their kinetic energy through scattering and the ionization of the electrons
in the medium. Once the muon’s kinetic energy reaches the eV range, it can be atomically
captured by a deuterium atom (typical binding energies in atomic physics are in the eV
range).
Once atomic capture happens, the muon will be bound to the nucleus in a high level
atomic orbital (typically in the n = 15-20 range [33]). The muon cascade towards the
atomic ground state will then proceed very rapidly, with a time scale of a few pico seconds
[29]. Once the muon reaches the atomic ground state, the original electron that was orbiting
the deuterium nucleus will be ejected and a µd atom will be formed.
At this stage, the newly formed muonic atom will exist until one of the following occurs:
either the muon undergoes decay in orbit (DIO), producing an electron and two neutrinos,
the muon undergoes nuclear capture, the muon catalyzes dd fusion or the muon transfers
to another atom. The decay rate of a muon in a bound atomic orbit is not equal to the
decay rate of a free muon. Since the muon is in a bound state (and therefore living in a
potential well) its energy is reduced. The muon lifetime is proportional to its mass to the
fifth power, λfree ∝ m5µ, which means the rate of muon decay will be modified thusly,
λbound
λfree
=
(
1− Eb
mµ
)5
∼ 1− 5 Eb
mµ
, (3.1)
since the binding energy (Eb = RE
mµ
me
∼ 2.7 keV) is very tiny compared to the muon mass,
mµ = 105.7 MeV.
λbound − λfree
λfree
∼ 10−4 (3.2)
The effect on the lifetime is not negligible and thus the final result has to be corrected.
The next process the µd atom can undergo is nuclear muon capture, the focus of the
MuSun experiment. The deuteron is a spin 1 particle and the muon has spin 12 . Therefore,
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Figure 3.2: (a) dd molecular formation rates λq and λd and (b) the λqd hyperfine transition
rate from the quartet to the doublet state [35] [24].
following the rules of addition of quantum angular momenta, there are two hyperfine levels
in the ground state of the muonic atom and the muon can undergo nuclear capture from
either of them. The doublet state has a total angular momentum of 12 and the angular
momentum of the quartet state is 32 . Since muon capture is a left-handed weak processes,
the nuclear capture rate will be highly dependent on the relative orientation of the muon
and deuteron spin. This introduces a large difference in the nuclear capture rate from the
quartet and the doublet state. The quartet state has a capture rate ∼ 12 Hz and the rate
from capture in the double state is ∼ 400 Hz which, in turn, means that the doublet rate
is more appropriate for a precision measurement.
The two hyperfine states have an energy difference of ∆E = 0.0485 eV, with the
doublet having a lower energy than the quartet. Following thermalization of the µd atom,
the transition rate between the two states will follow Maxwell-Boltzmann statistics with
rates proportional to the density. The initial statistical populations of the two hyperfine
states will therefore be determined by the quantum degeneracy of their corresponding
states. Since the doublet state has four available states with Jz = {−32 ,−12 , 12 , 32} and
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the doublet has two states with Jz = {−12 , 12}, 2/3 of the initial µd atoms will be in
the quartet state and the remaining third in the doublet. At room temperature, where
kT = 0.0257 eV, the transition rates from the quartet to the doublet Λqd and from the
Λdq are comparable. However, at cryogenic temperatures, kT will be reduced by a factor
of roughly a hundred, thereby effectively canceling the transitions from the doublet to
the quartet state. Therefore, at very cold temperatures, the quartet state will be quickly
flushed out.
3.1.1 dµd molecule and µ catalyzed fusion
The processes of muon transfer to other atoms and muon catalyzed dd fusion (muCF)
represent two sources of unwanted background. The former distorts the measured rate
through the introduction of new disappearance channels. The latter does not affect a
priori the muon disappearance but the host of particles produced complicates the analysis
in a time-dependent way.
Once a µd atom is formed, there is a probability for it to encounter another deuterium
atom and form a dµd molecule. As can be seen in Figure 3.2, the molecular formation
rates from either the quartet or the doublet hyperfine states are temperature dependent
[25]. This dependence stems from the fact that in the molecular formation process, along
with the the typical Auger mechanisms, there exists an additional resonant mechanism. In
this process, the energy of the dµd excites the whole molecular complex like so,
dµ+ D2 → [(dµd)dee]. (3.3)
There exists a weakly bound J = 1, ν = 1 state (rotational and vibrational degrees of
freedom respectively) of the dµd molecule with a binding energy below the dissociation limit
for D2. At the resonant condition, the energy gain for the transition from the µd state to the
dµd (1,1) molecule excites the whole molecular complex. This resonant molecular formation
is only possible when the kinetic energy of the µd atom is equal to the resonant energy,
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∼ 53 meV [25]. This introduces a temperature dependence in the molecular formation
rates that will change depending on whether the initial µd atom is in the doublet or the
quartet hyperfine state.
Once the dµd molecule is formed, the muon, ∼ 200 times more massive than the
electron, shields and reduces the electromagnetic repulsion between the two nuclei and
brings them closer together, closer enough that the strong nuclear force can kick in and
bind the nuclei together. There are two final states
d(µ−)d→ 3He [0.82MeV] + n [2.45MeV] + µ− (3.4a)
d(µ−)d→ 3H [1.01MeV] + p [3.02MeV] + µ− (3.4b)
A third channel exists where the µ sticks to the 3He, entering a bound state with it. Finally,
the muon, a ”spectator” in this whole process can be recycled and catalyze more fusion
reactions by repeating the chain described above. An overview of the whole kinetics chain
for muons in deuterium can be seen in Figure 3.1. Note that all the transitions rate are
density dependent.
3.1.2 Impurity Transfers
Muons will preferentially form atomic bound states with higher-Z elements; the larger the
Z, the larger the binding energy. At low Z, the capture rate varies like Z4 [32] and at
Z=11 the nuclear capture rate supersedes the free muon lifetime rate. This means that
if impurities of any kind are present, the muon will transfer with a high rate. This will
introduce unwanted capture rates and distort the final measured disappearance rate. On
the one hand, the deuterium target could be contaminated with impurities like N2 and O2
and on the other hand, the muon might stop in some detector material like Al, W, etc.
Relative to a measured and normalized transfer rate, ΛdZ , the capture rate on a specific
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Nucleus ΛdZ ΛdZ (Hz) ∆λ (Hz) Y ∆λ/Y
N 1.45× 1011 9.3 cZppb 2.0 cZppb 2.7× 10−6 czppb 0.76× 10−6
0 0.63× 1011 4.0 cZppb 1.2 cZppb 1.6× 10−6 czppb 0.71× 10−6
Table 3.1: Experimental transfer rates from µd to Nitrogen and Oxygen. ΛdZ : transfer
normalized to LH2 density, ∆dZ : effective transfer rate at MuSUn experimental conditions,
∆λ: resulting shift in the measured disappearance rate, Y : capture yield on the impurity.
Data taken from the MuSun proposal [7].
element will scale linearly with the density and the concentration of the impurity
ΛdZ = φcZλdZ . (3.5)
Therefore, in order to meet the precision goal in MuSun we need no more that 1ppb of
nitrogen contamination and 2ppb of oxygen; see Table 3.1. Corrections will have to be
made to account for the non-neglible presence of these contaminants. Gas chromatography
provides one method for assessing the purity of the deuterium system. The other method
involves actively monitoring the signatures produced by the impurity transfers and ex-
tracting contamination levels from the data itself. This is an ongoing effort and will be
discussed in the Data Analysis chapter.
3.2 Design Considerations
For the diagram in 3.1 we can write the kinetic equations for the population of the doublet
and quartet state. A series of solutions for different temperatures and densities are shown in
Figure 3.3. A cryogenic temperature of ∼ 30 K and a large density of φ = 0.05, with respect
to liquid H2 (corresponding to a pressure of 5.6 bar) is the optimal choice to maximize the
population of the doublet state (via low temperature) and enhance the molecular formation
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Figure 3.3: Time distribution for the observable states; blue = µd, red = µd(↑↓), black
= µd(↑↑), green = µ3He. The considerations outlined above make the bottom right panel
(T=30 K, φ = 0.05) the optimal candidates.
rate of dµd molecules from the quartet state (via low temperature and high density).
dNq(t)
dt
=
[
− λµ+ − Λq − φλqd − φλq(1− q(1− ω))
]
Nq(t) +[
φλdq + φλdq(1− ω)
]
Nd(t)
dNd(t)
dt
=
[
φλqd + φλq(1− q)(1− ω)
]
Nq(t) +[
− λµ+ − Λd − φλdq − φλd(1− (1− q)(1− ω))
]
Nd(t)
(3.6)
Now that we have given an overview of muon kinetics in deuterium, let us summarize the
design goals of MuSun and the experimental handles at our disposal.
• MuSun chooses to perform a measurement of the muon capture rate Λd from the
hyperfine doublet state of the µd atom.
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1. The population of said state must therefore be maximized so as to minimize
nuclear capture from the quartet state.
2. Handles include the temperature dependence of the molecular formation rate
and the flushing out of the quartet state at cryogenic temperatures.
3. Deuterium density will enhance the different kinetic rates.
4. A set of neutron detectors will monitor the relative population of doublet/quartet
states via the measurement of neutrons produced in muCF.
• Nuclear captures on atoms that are not deuterium have to be minimized and moni-
tored if possible.
1. The chemical and isotopic purity of the deuterium target has to be maintained
at a the ppb level or better. If possible, analysis techniques should be developed
to provide quantitative knowledge of these impurities, in case a correction has
to be made to the final measured rate.
2. Nuclear captures on detector materials can be avoided through the deployment
of an active deuterium target that can enable the event-by-event identification
of muon stops in deuterium.
3. If possible, use detector materials with as high Z as possible. Nuclear capture
rates on high-Z materials are very fast compared to the free muon lifetime and
can be avoided by starting the fit to 1.9 at later times.
• The lifetime technique imposes the need for a set of electron detectors to precisely
measure the time of decay electrons. Backward tracking towards the deuterium target
should also be implemented to aid in the identification of good muon stops.
• In order to identify clean muon stops in deuterium, an active deuterium target is
required. Active here means that the deuterium will be the target for the muons
and their detector at the same time. In MuSun, this detector is a Time Projection
26
Chamber (TPC) with a pixelated anode, which has the ability of detecting charged
particles (muons, muCF products, etc.). The TPC will therefore act as the primary
cut-machine for the decay electrons used in the final disappearance rate histogram.
• MuSun chooses to perform an event-by-event analysis. The goal is to cleanly identify
muon stops in deuterium by having only one muon at a time in the deuterium target.
The opposite, unwanted scenario is labeled pile-up and refers to a situation where
more than one muon is present in the target. This would complicate the analysis
and potentially introduce time-dependent systematic effects. Pile-up protection is
achieved by obtaining precise knowledge of when and where the muons enter the
detector and by introducing an artificial time structure into the muon beam.
Chapter 4
Experimental Setup
The MuSun experiment is carried out at the Paul Scherrer Institut (PSI), a Swiss National
Laboratory, located in the town of Villigen. The first run (an engineering test run) was
conducted in 2008 and there have been six more runs since then. In MuSun, a ”run” is
taken to be a period in which a significant number of collaboration members travel to PSI in
order to carry out the experiment. ”Commissioning runs” are meant to test new hardware
and ”Production runs” have the sole objective of accumulating the greatest amount of
analysis worthy data. In order to obtain the final result, more runs are planned in the
future.
This thesis is devoted to the analysis of the data taken during Run4 (Production run;
Summer 2011), which yielded the first high-statistics data set deemed worthy of serious
analysis. Therefore, the following sections will describe MuSun as it was in 2011 and will
not discuss the modifications the experiment has undergone since then.
The experimental setup consists of five basic components: a muon beamline (provided
by PSI and operated by the MuSun collaboration), a series of muon entrance detectors, a
Time Projection Chamber to stop the muons in our deuterium gas, an electron detector to
observe those electrons resulting from muon decay and a Data Acquisition System (DAQ)
to record all the data output. Ancillary systems include an array of neutron detectors and
X-ray detectors.
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4.1 PSI Facility and Muon Beam
The choice of PSI rests on a few important factors. On the one hand, many members of the
MuSun collaboration have previously worked at PSI on other experiments (most recently,
the MuLan and MuCap experiments). This accumulated experience in using PSI resources
(human and experimental) is a great asset and greatly affected the speed which MuSun was
able to get up and running. Also, PSI houses the most intense, continuous proton beam
in the world (up to 2.2 mA). This in turn provides various muon beam lines which feature
high rate and a large range of energies. One of the beam lines perfectly accommodates the
requirements of the MuSun experiment.
4.1.1 PSI Facility
The process for obtaining muons at PSI starts with a microwave-powered ion source that
produces 60 keV protons. A Cockcroft-Walton accelerator then raises the protons’ energy
to 870 keV so they can be introduced into an isochronous-cyclotron called Injector-II. This
device raises their energy to 72 MeV so they can be injected into the 590 MeV cyclotron. A
continuous beam current of 2.2 mA at 590 MeV can be extracted from the ring cyclotron,
corresponding to a beam power of approximately 1.3 MW.
To generate muons from these 590 MeV protons, pions are produced first. The proton
beam is directed onto a graphite target with thickness of 60 mm. The target (partially
submerged in a water cooling bath) rotates with a frequency of 1 Hz. Pions are produced
via the following reactions.
p+ p→ p+ n+ pi+ (4.1)
p+ n→ p+ p+ pi− (4.2)
The muon beam used in MuSun is produced from charged pion decay.
pi+ → µ+ + νµ (4.3)
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Figure 4.1: The piE3 beamline during the Summer of 2011. The muon beam enters the
area through an opening in the wall at the top of the picture. The beam pipe extends from
there to the bottom of the picture. Different beam components like the kicker (blue cabinets
at the top) and focusing magnets (seen in red) are placed at various points through its path.
The main structure seen at the bottom of the picture is MuSun’s electron detector and the
active deuterium target vessel is seen rolled out towards the back.
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(a) (b) (c)
Figure 4.2: (a) The PSI Cockcroft-Walton Accelerator. (b) The PSI 590 MeV cyclotron
ring. (b) Graphite target where proton collisions produce negative and positive pions, and
then muons via pion decay.
pi− → µ− + ν¯µ (4.4)
These decay products originate either at the surface of the target (so-called “surface
muons”) or in flight (so-called “cloud muons”). The former are a well defined source,
providing precise beam optics, but provide mostly µ+ since the pi− can interact with the
target nuclei before decaying. The latter muons provide a wide range of momenta and are
not highly polarized like the “surface” muons. MuSun therefore uses “cloud” muons, at a
nominal beam momentum of µ− 40.3 MeV/c. This value was chosen so as to maximize
the number of muons stopping in the active region of the MuSun detector.
4.1.2 piE3 Beamline
The 2011 MuSun Production run was staged at the piE3 beam line. The “cloud” muons
produced from pion decay enter the area through the black coated wall in Figure 4.1
and continue downstream, crossing different beamline elements, until they reach the main
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(a) (b)
Figure 4.3: (a) The Kicker and the Kicker cabinets with the electronics. Only two of the
cabinets are used, with the remaining two housing spare components. (b) A Quadrupole
magnet used for focusing the muon beam.
MuSun detector system. The purpose of these various beamline elements is to efficiently
transport the muons to the deuterium target, remove as much of the electron contamination
as possible and introduce an artificial time-structure to the beam and thereby reduce the
complications of pile-up.
In order to minimize energy loss, the entire length of the beamline is held at a vacuum
of approximately 10−5 mbar. The muon beam is controlled by a series of magnets which
are placed around the vacuum pipe. Dipole magnets are used for steering and Quadrupole
magnets are used for focusing. Some of the beamline elements are shown in 4.3.
A device called the Separator is used to remove the electrons that contaminate the
muon beam. It is essentially an E × B (an electric field E perpendicular to a magnetic
field B) device that only lets particles pass for which qE = qvB; with q being the charge
of the particle and v its velocity. The slower moving muons pass through the slit while the
faster moving electrons are diverted towards a copper obstruction, removing them from
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Figure 4.4: Transport plots of the beam produced with the PSI Graphic Turtle Framework.
The top graph shows the xˆ component of the beam profile and the bottom graph shows the
zˆ component. Beam components, like focusing magnets and the kicker and separator can
be seen as red and blue rectangles.
the beam. This reduces the electron-muon ratio from approximately 100:1 to 1:1.
The last, and probably the most crucial, device in the MuSun beamline is the so-called
kicker. This element was first used in the MuLan muon lifetime experiment [11] [43] and
subsequently in the MuCap experiment [7]. The MuSun experimental design and analysis
requires that only one muon stop in the deuterium target during a specific measurement
window. When two or more muons enter the target very close in time, we call this pile-up
since their signals can interfere with each other, making the analysis far more difficult.
One way to avoid pile-up is to use a series of entrance detectors to veto such events and
to reduce the beam frequency so as to increase the time between incoming muons. The
drawback is that this imposes a rather low maximum rate; at some point pile-up events
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Figure 4.5: Time difference between the µSC time and the kicker time. The main peak
at ∼ 0 corresponds to the muons that trigger the kicker signal. The µSC triggered kicker
signal takes ∼ 600 ns to activate the kicker, which means that during that period MuSun
sees the undeflected beam. The kicker is ON for a period of 25µsec, during which MuSun
sees a deflected muon beam. The difference between the undeflected and deflected levels is
termed extinction and describes the efficiency with which the kicker prevents pileup.
will dominate good single events. MuSun requires of the order of 1010 good muon events
to obtain a result and low muon rates would imply many more months of data taking that
are available to the collaboration and a large fraction of pile-up events would complicate
the analysis. The initial MuCap runs were performed in this fashion, at a muon rate of
approximately 21 kHz, and up to two thirds of data consisted of pile-up events.
The later MuCap runs used the kicker to introduce an artificial time structure in the
muon beam, called ”muon-on-request” (MoR). When a muon enters the detector system,
a signal is sent to the kicker and a vertical (with respect to the muon beam) deflecting
voltage of 25 kV is turned on. This voltage “kicks” the beam away from the beam axis for a
specified amount of time (the measuring window) and considerably reduces the chance that
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a second muon enters the target during the measuring window. The trigger signal takes
approximately 600 ns to activate the kicker (the trigger signal undergoes some processing
and has to travel a fixed cable length) and the voltage has a rise time of 38 ns. Therefore,
there is still an “unprotected” measuring period in which more than one muon could
potentially enter the deuterium target. The entrance detectors at the end of the beam line
still help reduce pile-up during this period.
MuSun has chosen to use this method for tackling pile-up, greatly reducing the amount
of time needed to obtain the required statistics. Figure 4.3a shows the kicker being installed
in the beamline during the Summer of 2011. The deflecting plates are inside the beam tube
in the center and the blue cabinets house the switching electronics.
4.2 Entrance Detectors
After traveling down the beamline, the muons traverse a series of entrance detectors located
at the end of the beam pipe. A thin scintillator (µSC) provides a high precision timing
signal and a wire chamber (µPC) provides the position (at the millimeter level) of the
entering muon. Finally, a thicker scintillator (µSCA) with a hole in the middle detects
those muons that are far from the optimal beam center. Figure 4.6 shows the entrance
detectors mounted at the end of the beamline.
4.2.1 µSC and µSCA
The first detector encountered by the muons exiting the beam pipe is the µSCA (the muon
Scintillating Anti-Counter). This 1 mm thick detector has a 35 mm diameter hole in the
middle. Those muons that are on the beam axis will pass undetected and the µSCA will
trigger when a muon is far enough from the optimal beam center. Such a muon is deemed to
be a strong candidate for not stopping in the deuterium target and the event will therefore
be vetoed. At the same time, the µSCA provides a powerful tool for aligning the beam,
prior to data taking.
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Figure 4.6: The entrance detectors mounted at the end of the muon beam line. To the right
is the main MuSun detector. During operation, the electron detector is rolled as closed as
possible towards the entrance detectors.
After this veto counter, the muons pass through a much thinner (250 µm) scintillator,
called the µSC. Its thickness is small enough to minimize energy loss and big enough to
produce an energy spectra that can distinguish between muons and electrons. The time
provided by this detector is used as the t = 0 for all other detector systems in MuSun. That
is, the time associated with every other MuSun detector will be the difference between that
detector time and the µSC time. When read through discriminators, the timing precision
is at the nanosecond level. If the analog signal is instead digitized and fitted, the precision
can reach the sub-nanosecond level. The digitization is accomplished with a MuLan 8-bit
WFD board. One channel is used to read the µSC and another is used for the µSCA. The
µSC signal is read by a photomultiplier tube and it is not amplified, as it is typically 400
mV and the dynamic range of the waveform digitizer that reads it is 1 V. The sampling
rate is 500 MHz. At the same time, the µSC provides the trigger signal for the electrostatic
kicker.
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4.2.2 µPC
Following the entrance scintillators, there exists a multiwire proportional chamber (µPC)
to provide the spatial resolution the µSC lacks. The µPC has two anode planes and four 25
µm-thick aluminized-mylar cathode planes. The anode planes are oriented such that one
provides horizontal (x) information and the other vertical (y) information. The spacing
between the wires is 2 mm. The gas in the chamber is a mixture of 49.9% C2H6, 49.9%
Argon and 0.2% Freon. The pressure is maintained at 1 bar.
The µPC has very good spatial resolution but poor timing resolution. The opposite
is true for the µSC so coincidences between the two detectors greatly improve the pile-
up protection provided by the kicker. In the software analysis, coincidences between the
two scintillators (µSC and !µSCA), the wire chamber (µPC) and the kicker provide a
very efficient mechanism for identifying pile-up free muons and providing accurate timing
information. The µPC signals are fed through discriminators into CAEN TDCs. Figure
5.4 shows the beam spot when a coincidence is required between the µSC and the µPC.
4.3 The Time Projection Chamber
The Time Projection Chamber (TPC) is at the heart of the experiment. It holds the ultra-
pure deuterium gas required to produce the capture reaction and provides a rich body of
information about the ionizing particles that traverse it. In order to achieve isotopic purity
and cryogenic temperatures it is complemented with a “Circulating Hydrogen Ultra-Pure
Purification System” (CHUPS) and a cooling system. All the aforementioned systems were
developed and built by our Russian colleagues at PNPI.
4.3.1 TPC
The exterior of the TPC is a cylindrical aluminum container with 2.5 mm thick walls and
stainless steel flanges at each end. It has a 10.1 cm radius and a length of 36 cm. It can
withstand pressures of up to 15 bar at cryogenic temperatures. The front flange (upstream
37
(a) (b)
Figure 4.7: The discriminated signal coming from the µSC with the discriminator set at
different values: (a) 90 mV (b) 25 mV. The lower band seen in (a) is formed by beam
electrons, which deposit less energy in the µSC scintillator.
of the muon beam) embraces a 2.5 mm thick Be window with a 3.25 cm radius through
which the muons enter the TPC. The low Z of Be reduces muon scattering and energy loss.
The back flange (downstream of the muon beam) contains feedthroughs for the signal and
voltage cables and the deuterium gas inlet. The high voltage cables supply up to 100 kV
for the cathode and up to 5 kV for the field shaping grid near the anode. Attached to the
downstream flange are two stainless steel rods that support the detector region (Figure
4.10).
The muons enter the TPC through the Be window and then penetrate the active region
(after passing through a set of field-shaping wires) These wires are thinner in the entrance
plane so as to minimize scattering. The main mechanism for energy loss by muons is
ionization. As the muon traverses the gas-filled detector, it ionizes the deuterium atoms,
producing electron-ion pairs. The negative voltage applied to the cathode produces an
electric field that separates the electrons from the ions. The electrons drift downwards to
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(a) (b)
Figure 4.8: (a) Coincidences between the x and y anode wires and the cathode strips in the
µPC. (b) When a further coincidence is made with the µSC a clear picture of the beam
spot emerges.
the anode following the electric field lines (at MuSun operating conditions, with a speed of
0.5cm/µs) and the ions are collected at the cathode. The anode pad plane has a MACOR
base and is coated in copper with a final layer of 2 micron gold to further prevent muons
from stopping in the hydrocarbon pad plane. The pad plane (Figure 4.11 is segmented
into 48 “pads”, each pad having an average dimension of (x, z) = (17.5 mm × 15 mm).
Stops in high-Z materials (in this case gold) are preferable to stops in low-Z materials
(like the hydrocarbon of the pad plane) since they have much higher nuclear capture rates
(of the order of 10 MHz). Higher capture rates are preferable to medium-to-low capture
rates (compared to the free muon decay rate) since they will affect the observed muon
disappearance rate only at very early times. The deposited charge generates electronic
signals in different pads. Each pad signal (a typical muon event will deposit approximately
4 fC of ionization charge) is routed to a preamplifier that produces a 5-10 mV signal. This
signal is then passed to a shaping amplifier (three, 16-channel amplifier boards) boosting
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Figure 4.9: The amplitude spectrum for fitted µSC pulses. The left peak corresponds to
noise signals and electrons, which deposit less energy in the scintillator. The main peak
corresponds to muons. The clear separation between the beam electrons and muons provides
an efficient way of distinguishing them.
the signal to 80-120 mV. The amplified signals are finally digitized by a set of 12 WFD
boards (four pads per board). The sampling frequency was set to 100 MHz and the WFD
firmware was programmed to record only the 4th samples, resulting in 40 ns time bins.
The drift region has a volume of (9.8 cm × 7.54 cm × 12.8 cm) and is subjected to
an electric field of approximately 10 kV/cm. The xˆ dimension is perpendicular to the
muon beam and parallel to the pad plane, the zˆ dimension is parallel to the muon beam
and parallel to the pad plane and the yˆ dimension is perpendicular to the pad plane. For
the main production run of 2011 the TPC was operated at a temperature of 34 K and a
pressure of 5.6 bar, corresponding to a density of φ = 0.064 relative to LH2.
4.4 Cryogenic System and CHUPS
A precise final result requires that the deuterium gas be extremely pure to avoid captures
on impurities. Furthermore, cryogenic temperatures must be attained in order to maximize
the capture on just one of the hyperfine states. To this end, the PNPI members of the
40
Figure 4.10: A diagram of the MuSun Time Projection Chamber (TPC). 1 - Be entrance
window. 2 - Heater. 3 - Heat exchangers. 4 - TPC Shell. 5 - Cathode. 6 - α source (for
calibration purposes). 7 - Dividing resistors for the shielding shaping wires. 8 - Cathode
HV. 9 - Downstream flange. 11 - Anode HV feedthrough. 12 - Pad plane detector flat
cables. 13 - Support. 14 - Grounding terminal. 16 - Shielding grid frame. 17 - Frisch grid.
18 - TPC anode (pad plane). 19 - Field shaping wires. 20 - MACOR supports. 21 - Grid
insulator. 23 - Guide.
MuSun collaboration have provided a Continuous Hydrogen Ultrahigh Purification System
(CHUPS) and cryogenic system.
4.4.1 CHUPS
In order to maintain the chemical purity of the deuterium gas at the ppb level, continuous
filtration of the gas is required. The purification system is made up of a compressor, a
purifier and an automated control system. The compressor continually pumps isotopically
pure deuterium gas through CHUPS and the TPC in a closed loop. It condenses the gas to
lower temperatures and, using electric heaters, heats it up for extraction. The deuterium
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Figure 4.11: The TPC anode pad plane and the Frisch grid. The Frisch grid is made from
50 µm austenite stainless steel wires, each separated by 1 mm. Its positive voltage of 3.5
kV serves to shield the anode pad plane from the electric field produced by the positive ions
as they drift to the cathode. Each pad has average dimensions of (x, z) = (17.5 mm × 15
mm).
is absorbed by activated carbon columns operating at 77 K (liquid nitrogen temperature)
and sheathed in copper pipes to facilitate heat exchange.
The purification is achieved with a two-stage cooling filter system. The absorbent used
is synthetic zeolite. The low operating temperatures increase the rate at which the most
dangerous contaminants like nitrogen, oxygen and water are removed.
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(a) (b)
Figure 4.12: (a) The three activated carbon cartridges inside the CHUPS compressor. (b)
The CHUPS system in MuSun.
4.4.2 Cryogenic System
The cooling process begins with the cold head COOLPOWER 140T by Leybold. At 25-
35kV it is able to produce 30 W of cooling power. From the cold head’s lower flange the
cooling power is transported through flexible copper elements to the neon condenser where
the neon gas is liquefied. A vertical tube transports the liquid neon to two heat exchangers,
mounted on both ends of the chamber with good thermal contact. These heat exchangers
vaporize the liquid before it returns to the condenser. See Figure 4.14 for a diagram of the
cryogenic system used in MuSun.
4.5 Electron Detectors
The muon decay electrons are detected with a cylindrical hodoscope (eSC) consisting of a
double layer of scintillator paddles for good timing resolution and two multi-wire propor-
tional chambers for tracking (ePC1 and ePC2). The electron detectors embrace the TPC,
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Figure 4.13: A view of the electron detectors. The TPC is not present, revealing the inside
of ePC1 while ePC2 embraces it. The white tubes radially protruding at the edges of the
frame are the photo multiplier tubes attached to the ends of the scintillating layers (eSC).
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Figure 4.14: Overview of the cryogenic system.
with ePC1 being the closest, followed by ePC2 and finally the eSC.
4.5.1 ePC1 and ePC2
The two wire chambers consist of an anode plane sandwiched between two cathode planes.
The chambers have a radius of 19.2 cm and 32.0 cm respectively. The anode wires (with 2
mm spacing) run along the beam direction and the cathode strips are wound about them
with a pitch of ±45◦ such that an anode-strip coincidence determines the interaction point
unambiguously. The cathode voltages are held between 2.5 and 3 kV, resulting in a gas
gain of approximately 5 × 104. Both use a mixture of 49.9% Argon, 49.9% Ethane and
0.2% Freon (as in the µPC). Each of the 2560 channels (anodes and cathodes) is read
out through a threshold discriminator and time-to-digital converter (TDC). The amplifier-
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Figure 4.15: ePC1 and ePC2 sitting outside of the main detector, for servicing.
discriminator cards for the cathode strips, mounted on the chamber, also pick up noise
from the switching power supply of the TDC modules. Additionally, both the amplifiers
and logic signal driver had a tendency to oscillate, obliterating the signal. While this was
a constant problem in previous runs, a redesign of the cards and a dedicated diagnostic
effort in June 2011 ameliorated the problem for the data run of 2011.
At the beginning of the run, a broken anode wire was identified in the outer chamber;
to keep the broken wire at ground potential, three (of 32) sections of the chamber were
not brought to high voltage. The remaining 90% of the chamber was operated normally,
though this larger chamber showed a few inefficient regions, consisting of sparking single
wires, whole cathode or anode cards, and a section apparently unassociated with specific
electronic channels. The smaller inner wire chamber was much better behaved, with no
particularly inefficient sections.
4.5.2 eSC
Embracing the ePC2 is the eSC. It is comprised of a cylindrical configuration of 16 segments,
each with an active area of 90 × 15 cm2, with the long axis parallel to the beam axis,
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Figure 4.16: A cross-sectional view of the MuSun detector. The beam muon (blue arrow)
first encounters the entrance detectors and stops inside the TPC. An electron is produced
from muon decay and it is detected in the ePC1, ePC2 and eSC.
see Figure 4.16. The diameter is 78 cm. Each of the 16 eSC segments has two 5 mm
thick scintillating plastic layers with photo-multiplier tubes attached to each end. The 64
corresponding signals are fed via discriminators to CAEN V767 time-to-digital converters
that record the time of each leading edge with a precision of 1.25 ns. Additionally, the full
analog signals are digitized by a set of WFD boards. The sampling rate was set to 500
MHz.
Since the gains of several PMTs drifted by as much as a few percent during the produc-
tion run, the voltages were periodically adjusted so as to balance the amplitude spectra.
Over the course of the run, several PMTs had to be replaced with spares of the same model
and age. The different voltages of the 64 PMTs were set between 1.3 - 1.7 kV.
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4.6 Neutron Detectors
Muons in deuterium produce two sources of neutrons: (1) fusion neutrons following ddµ
molecule formation and the subsequent ddµ←3 He+n+µ fusion reaction, and (2) capture
neutrons following the µ ← n + n + ν capture reaction from the muonic deuterium F =
1/2, 3/2 hyperfine states. The dµd fusion neutrons are mono-energetic with energy 2.45
MeV. The two coincident capture neutrons have a continuous energy spectrum that peaks
at 1-3 MeV and extends to 53 MeV.
Encoded in the time dependence of the fusion neutrons are the two dµd molecular
formation rates from the F = 1/2, 3/2 hyperfine states (λq and λd) and the hyperfine
transition rate(λqd) from the higher-energy F = 3/2 state to the lower-energy F = 1/2
state. Consequently, the detection of fusion neutrons will enable the determination of the
kinetic parameters λqd, λq and λd, which are important in the extraction of the µd doublet
capture rate, Λd, from the measured decay-electron time spectrum.
The MuSun neutron detection system consists of an eight-detector array with liquid
scintillator cells coupled to 13 cm diameter photo-multiplier tubes, read out by an eight-
channel 12-bit 170 MHz custom-built waveform digitizers. Stray magnetic fields of 2-5
gauss from the µSR magnet reduced the gain of the neutron counters by a factor of ∼4.
The PMT gains were restored by shielding the counters with sheets of mu-metal about 0.16
mm thick, using the configuration depicted in Fig. 9. The only other significant problem
was noise induced into the µPC readout system, which shares a crate with the FADCs used
to read out the neutron signals. The noise was reduced by grounding all neutron signal
cables with additional braids to the FADC crate.
4.7 Data Acquisition System
The digitized and discriminated signals generated by the various detector systems are
routed to an external barrack that serves as the main control room. MuSun uses a standard
PSI Data Acquisition (DAQ) Framework called MIDAS and a small set of computers, each
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asigned to one detector system, processes the incoming raw data and passes it down to
a central machine that creates a single MIDAS data file. At nominal running conditions
with all systems active, ∼ 4 min of data taking will produce a 1.6 GB MIDAS data file.
The completed MIDAS files are then sent to various, local and external, storage facilities
for further analysis.
While the data is being written to disk, the main analysis software is performing basic
analysis and showing the results on a set of monitors. This provides a very powerful
tool for observing data-taking issues and investigating them in real-time. Detector control
mechanisms (e.g. detector voltages, beam line magnets, etc) are also readily available in
the control room.
The clock signal for the experiment is obtained from an Agilent synthesizer located
in the experimental area, operating at approximately 500 MHz. All electronic signals are
derived from this synthesizer or slaved to it. The output is routed to the scintillator WFDs
and the master logic in the control room. At the control room the signal is decimated by
a factor of twenty (resulting in an effective 25 MHz) and sent to the ePCs. A separate 100
MHz PTS 310 synthesizer, slaved to the Agilent master clock, is used to provide the 100
MHz signal required by the TPC WFDs.
During the 2011 Summer run, the master clock and the slave clock were both pro-
portionally detuned to a new value within 0.4 % of the nominal frequencies. Only one
person, a colleague outside of the collaboration, knows the real frequencies. The MuSun
collaboration is “blinded” to the real frequency so as to perform an unbiased analysis of
the data.
4.8 2011 Run History
The first few weeks in the summer of 2011 were spent preparing the various detector and
data acquisition systems for the upcoming data-taking period. Activities were centered
around assembling and testing the cryogenic TPC, upgrading the electronics of the two
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Figure 4.17: Accumulated statistics (muon and decay electron pairs for µ− (blue) and µ+
(red). The lower good data rate after the second beam shutdown was due to the increase of
noise in the µPC.
electron wire chambers (ePC1 and ePC2) and preparing the read-out electronics for the
TPC. A number of modifications were made to the TPC, including four new field-shaping
wires, new MACOR supports and a new anode pad plane. The preliminary work on the
electron wire chambers consisted of a series of noise studies and the replacement of the
amplifier-discriminator cards for the cathode strips with redesigned ones. Further noise
studies were also done on the waveform digitizers used to read out the TPC. When the
collaboration gained access to the piE3 area, the different detector systems were assembled
and the necessary beamline elements were put in place. At the same time, the online anal-
ysis software was updated with the latest developments from the offline and new displays
were implemented. Production data-taking started at the beginning of July. Although the
frequency is known to be 498.5 MHz < freqRun2011 < 499.5 MHz, its exact value will
remain hidden until the analysis is complete.
The first two weeks of production data taking saw the installation of the µSR magnet
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Detectors Rate (kHz)
µSC entrance scintillator (raw) 24.3
µPC XY coincidences 22.8
Full pile-up protected µSC and µPC (Good muon entrance) 17.8
Good Muon entrances that stop in TPC fiducial volume 5.6
Good Muon entrances that stop in TPC fiducial volume and
have an electron track 3.0
Table 4.1: Table displaying the muon rates at various locations throughout the MuSun
experiment, based on an average from a selection of production data throughout R2011.The
µSC and µPC are entrance detectors. Good muon entrances have no pile-up with other
muons. The current TPC stop is defined as a muon track with signals on at least 3 pads in
a row, the fiducial volume cut is a horizontal veto on the border pads, and a vertical veto
up to 16 mm from the anode and cathode planes.
and its negative effect on the gain of the neutron detectors. After the installation of
magnetic shields, smooth and stable data-taking followed. µ+ data was taken for a few
days before the planned beam shutdown around the beginning of August. During shutdown,
a muonic X-ray detector was installed. Once µ− production data-taking resumed, some
problems appeared. The muonic X-ray detectors affected other detector systems. The
entrance wire chamber (µPC) saw an increase of single-plane hits. At the same time,
the waveform digitizers used to read out electron scintillators would suffer sporadic losses
of data. Recabling and regrounding of the muonic X-ray detector helped restore normal
data-taking. Additionally, various systematic data sets were obtained. To help with the
background analysis and electron wire chamber alignment, a small set of cosmic ray data
was recorded. To better understand the effect of electron attachment and impurities on the
signals, data was taken with the TPC operating at different densities and temperatures.
The R2011 run produced a total of 31.6 terabytes (TB) of data. Roughly 23.7 TB
passed an initial quality check, with 21.2 TB corresponding to µ− events and 2.5 TB to
µ+. Scintillation counters placed at the end of the beamline registered approximately
3.4× 106 pileup-protected muons entering the TPC per data file (approximately 4 minutes
of data taking). An initial analysis of the data revealed roughly 5.2 × 109 muon-electron
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pairs: good muons stops in the TPC accompanied by fully reconstructed decay-electron
tracks, including 4-fold coincidences in the gondola scintillator detectors.
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Figure 4.18: The DAQ scheme during the 2011 Summer run. The MIDAS Data Acquisition
Software was installed in the “cheetah” computer and from it the experiment was run and
monitored. Other computers, labeled “crate”, record the raw data coming from the various
detectors and send it to “cheetah” for final processing. After approximately four minutes
of data taking, “cheetah” produces a MIDAS data file recording MuSun’s entire data output
during that period of time. The data files are stored in external hard drives and routinely
copied to external storage facilities.
Chapter 5
Data Analysis
The digital signals collected by the various MuSun detectors are written to a MIDAS
output file. A single file will contain approximately four minutes of data taking and have
a size of 1.6 GB. This file then becomes the input of a custom built analysis framework
whose goal is to take in raw, digital information and produce higher-level physics objects
like muons, electrons, etc. Once these objects are created, further analysis explores their
various distributions (time, space, energy, etc.) and performs different cuts to obtain events
deemed worthy of being included in the final electron lifetime histogram. At the same time,
special studies are made to explore the systematic effects present in the raw data and the
systematic effects introduced by the various cut choices.
The first stage in the analysis, labeled MU, takes a single MIDAS file as input and
processes the data coming from each detector system separately. For example, anode and
cathode hits in one of the electron detectors (ePC1, for example) are analyzed to find
spatial and temporal coincidences. If coincidences are found, they are labeled as being an
electron hit and the reconstructed position and time are saved. The raw digitized signals
from the TPC are analyzed individually and properties like time, energy and amplitude
are collected. The MU analysis package is divided into modules that can be turned on or
off by the user. Each module is responsible for a detector system or for a specific study.
For example, the “TMuonAnalysis” module is responsible for analyzing the raw data from
the entrance detectors and the kicker and producing muon-entrance objects.
After the MU has finished processing a MIDAS file, a collection of physical detector
hits, each for a different detector subsystem, will be produced and written to an output
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Figure 5.1: A diagram showing a typical musun event. It contains all the detector hits
reconstructed by the MU analysis that are in a ±35µs window centered around the muon
entrance.
file. The MU’s output data structure is a ROOT tree file [13] containing ∼ 4× 106 muon
events and having a size between 1 and 2 GB (the final size of the tree file depends on
the choice of objects that are saved). A muon event is defined in MuSun as a muon signal
recorded in the entrance detectors that is in coincidence with a kicker signal. It contains
all the reconstructed hits in a ±35 µs window, centered around the muon entrance. The
negative time region allows of the study of background events.
The next stage in the MuSun analysis, called MTA, takes in this ROOT file as in-
put and analyzes each event sequentially. For every event, the different detector hits are
analyzed and clustered to obtain objects like electron tracks, muon tracks, etc. Cuts are
then made on the different properties of these objects and a decision is made on whether
to include the event in the final electron lifetime histogram.
In this chapter, the analysis path for each detector system is described.
5.1 Entrance Detector Analysis (µSC, µSCA, µPC) and the Kicker
The goal of the Muon Entrance Analysis is to identify muon entrances into the MuSun
detector and to provide the t = 0 of the experiment. As was explained in the previous
chapter, the beam particles (muons and electrons) first encounter the scintillating veto
detector µSCA, then the scintillating µSC detector and finally the µPC wire chamber.
The µSCA, with a hole in the middle, will record muons or electrons that are off the beam
axis while the µSC will record all beam particles and give very precise time information
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Figure 5.2: An example of a WFD-digitized µSC pulse (blue) and the corresponding fitted
pulse (red). Some of the properties of the pulse are shown in the grey box (Amplitude,
Pedestal and the χ2 of the fit). The fitting procedure is outlined in Appendix A
for them, thus providing the t = 0 for the experiment. The muPC, with its high spatial
resolution, provides an additional coincidence and will aid in the identification of pile-up
events. Furthermore, once good muon entrance candidates have been found, only those
without neighboring muon entrances in a ±25 µs window will be used for the final analysis.
This will ensure the one muon at a time philosophy, introduced in the first chapter. A
very detailed analysis of the entrance detectors was performed by the MuCap experiment
and MuSun has inherited its analysis strategy [27] [17] [9].
5.1.1 µSC and kicker
The µSC scintillating detector is read out by a single photomultiplier tube and its analog
signal is sent to a CAEN TDC and to an 8-bit waveform digitizer (WFD). The discriminator
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for the TDC is set to differentiate between muons and electrons, see Figure 4.7 and the only
property recorded is “time”. This signal seeds the muon event and sets the t = 0 for the
experiment. At the same time, the full analog signal coming out of the photomultiplier is
digitized by a WFD (same for the µSCA). Therefore, MuSun has two different approaches
for studying the µSC signal: a discriminator approach (TDC) which only outputs the time
the particle deposited its energy in the scintillator, and a digitizer approach (WFD) which
stores the full waveform. The approach for fitting the WFD pulses is described in Appendix
A.
In order for the TDC µSC time to be used for the final lifetime analysis, it is first
analyzed and coincidences with the other entrance detectors are found. Initially, a software
dead-time of 29 ns is applied to the raw TDC signal to eliminate unwanted after-pulsing
from the PMT. Since this signal is used to trigger the kicker, a copy of this trigger signal is
stored and a coincidence between the entering muon and this signal is required. This will
ensure that all candidate muons have the same background structure. Figure 5.3 shows
the µSC-kicker time distribution.
5.1.2 µPC
The µSC hits recorded in the TDC are then matched with hits in the µPC. The µPC
data consists of hits in the two anode plane wires and the four cathode plane strips that
comprise the wire chamber. The anode wire spacing is 2 mm and passing muons will trigger
signals in more than one of them. The analysis first clusters together hits in the xˆ plane
and yˆ plane separately (allowing for a wire cluster to be formed if no more than 2 adjacent
wires are non-firing). A dead-time of 650 ns is applied to each wire separately to eliminate
after-pulses and a temporal coincidence window of 230 ns is imposed to create a cluster.
Finally, the separate xˆ and yˆ clusters are joined using a 190 ns coincidence window. The
resulting beam-spot distribution can be seen in Figure 5.4.
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Figure 5.3: The time difference between the muon time in the µSC and the kicker signal.
The main peak consists of muon entrances that triggered a kicker signal and a coincidence
window of ±10 ns is imposed.
5.1.3 The Muon Entrance Object
The µPC-xy clusters are brought into coincidence with the µSC hits. Figure 5.5 shows the
time correlation between the signals. The coincidence window is made so as to include the
main peak. These muon entrance objects become the seed for the output data tree seen in
Figure 5.1; all the detector data found in a ±35µs window around these muon entrances
are written to an output ROOT tree which then becomes the input of the Tier 2 analysis
stage.
However, not all of these muon entrances are pile-up protected. To label those that
are, two arrays of muon entrances are created: the first one contains temporal coincidences
between the µSC the µPC-xy clusters and the second one, called the pile-up array, is
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Figure 5.4: µPC-xy clusters in coincidence with the µSC. The clusters provide an image of
the muon beam-spot.
made from the logical-OR of all the µSC, µSCA (veto counter), µPC-x clusters and µPC-y
clusters. A muon entrance candidate is not allowed to have any hits from the pile-up array
in a protection window of ±25 µs. A muon that passes this pile-up protection test is called
a has best entrance (HBE) muon and will be used as the t = 0 for the final disappearance
rate histogram.
5.2 TPC Analysis
The goal of the TPC analysis is to identify good muon stops in the deuterium target; stops
in other materials will introduce unwanted disappearance rates. As was explained in the
previous chapter, the TPC anode plane is pixelated into 48 pads and each pad collects the
ionization electrons produced from the muon entering the deuterium gas. These signals,
after being amplified, are digitized by a set of WFDs (the same boards used for the µSC
and µSCA). The digitization rate is set to 25 MHz so an individual ADC count spans 40
ns. An example of an individual TPC pulse is shown in Figure 5.6a.
In the MU stage of the analysis, the individual TPC pulses are analyzed and the
following quantities are obtained: time, amplitude, pedestal (the value of the first samples)
and energy (i.e. the area of the pulse). Currently, two distinct approaches to obtain these
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Figure 5.5: Time differences between µSC hits and µPC-xy clusters. The red region cor-
responds to the coincidence window. The plateau to the left arises from the inclusion
of accidental background contributions from the temporal clustering of µPC-x and µPC-y
planes. The shallow valley at 50 ns comes from the software dead-time imposed on the
individual anode wires.
quantities exist: a template based approach and a time-over-threshold approach. The first
one was implemented by former Boston University graduate student Dr. Justin Phillips [36]
and the second one was recently developed by MuSun graduate student Michael Murray,
who also worked on the clustering and tracking algorithm described below.
The fitted pulses (of both types) are shipped to the MTA analysis stage. In this
event-by-event analysis, centered around the muon entrance, temporal and spatial clusters
are formed from the TPC pulses. Once clusters are formed, different tracking algorithms
decide whether the clusters constitute a muon track or not. A muon track will therefore
define a muon stop position and additional cuts will be made on where this stop is found
within the TPC. Once the decision has been made to consider the event a valid muon stop,
the associated decay electron, if found, will be used to fill the final disappearance rate
histogram.
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(a) (b)
Figure 5.6: (a) An example of a typical TPC muon pulse and a template fit (red curve).
(b) A double pulse fit attempt; the first peak is a muon and the second peak is proton from
muCF that traveled vertically, depositing all of its energy on the same pad.
Very aggressive cuts on the muon tracks, demanding the muon stop very close to the
center of the TPC, will ensure the muon stops in the deuterium gas, but will greatly reduce
the statistical power of the data. Lenient volume cuts will boost the statistical power of
the analysis but will increase the possibility of the muon stopping in adjacent materials.
The systematic effects of these choices will be explored in the following chapter.
5.2.1 Single Pulses
The properties of the raw TPC signals, as recorded by the WFD, include the following.
After a WFD is triggered1 a minimum of 88 clock-ticks of ADC are recorded. This unit
of time is called an island. More islands of data are recorded if the signal remains over
1The TPC WFDs are set in MuSun to trigger on the digitized waveform and not on the analog signal.
This greatly reduces spurious triggers from high-frequency oscillations present in the experimental area and
was a very important choice that enabled MuSun to obtain clean TPC signals.
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threshold at the end of the first island. The effective digitization rate of 25 MHz implies
1 clock-tick (ct) = 40 ns and an island length of 3.52 µs (typical muon pulses are 1 µs
long). Due to the presence of muCF products and the fact that the muons enter the TPC
at varying angles and have different path lengths over the different pads, there is a large
variation in the TPC pulse amplitudes obtained. In order to obtain as much information
from this complicated TPC topology, the WFD thresholds are set as low as possible,
typically 6 ADC counts above pedestal; lower thresholds introduce a prohibitively large
data flow in the DAQ.
The first of the two pulse analysis approaches outlined above, the template approach,
consists of obtaining an average pulse shape for the muons through the addition of many raw
pulses. Once the template has been found, a gradient based, χ2-minimization procedure is
performed on every TPC island (the algorithm was taken from [37] and is called dfpmin).
If a χ2 minimum is found, the algorithm will return zero, one or two pulses. Double pulse
fitting consists of adding two templates together and performing a sevent parameter fit
(two amplitudes, two widths two times and one pedestal). An example of such a fit can be
seen in Figure 5.6b. The first pulse is a muon stop pulse and the second pulse corresponds
to a proton that traveled almost vertically, depositing all of its energy on the same pad
where the muon stopped. Double-pulse template fitting in these muCF proton scenarios is
complicated and the fitter does not return correct information. Regardless of its failures for
complicated double pulse scenarios, the template method allows the extraction of accurate
energy distributions for the TPC. In particular, the muCF 3He signal is a strong candidate
with which to perform an energy calibration. Upon being produced via dµd→ 3He+µ+n,
the 3He has a range of 0.18 mm and is mono-energetic, with E = 0.6 MeV (this is the
observed energy, lower due to charge recombination in the TPC). Figure 5.8a shows the
energy spectrum for delayed muCF signals (excluding the proton-triton channel) and the
strongly peaked 3He signal. Figure 5.8b shows the energy distribution of the muon stop
pad, E0, and the previous pad, E1 (blue and red, respectively). The S-Energy is defined
as E0 + 2*E1 and its narrow peak provides a powerful method with which to identify
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(a) (b)
Figure 5.7: Examples of muCF events. The y-axis is the pad number and the x-axis is time,
in ns. The red line marks the entrance time of the muon, as recorded by the µSC. (a) A
muon stops in the TPC and a delayed muCF 3He is produced(b) Another muCF event; this
time a proton and a triton are produced.
muon stops. The second pulse-fitting approach is called Time-Over-Threshold (TOT pulse
fitting). The idea behind this approach is to identify pulses in the TPC by looking at
how much time their ADC samples spend above a certain software value. For each pad, a
software threshold is set (approximately 10 ADC counts above pedestal). For every pulse
that is processed, the time spent above this threshold is calculated and the pulse properties
are found. This approach is simpler than the template method but less prone to fit failures
arising from muCF interference. Examples of fits can be seen in 5.9.
Currently, the TOT approach is favored by the MuSun collaboration over the template
approach. As will be seen later, muon-catalyzed fusion products complicate the TPC event
topology in a time-dependent way. The template approach is too sensitive to these events
and fails more often than the simpler TOT method.
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(a) (b)
Figure 5.8: (a) The energy spectrum for delayed muCF signals. The peak coming from
µ sticking to the 3He, being less negatively charged than the bare 3He, suffers from less
electron recombination in the TPC so its reconstructed energy is larger. (b) Different
energy distributions for the stop pad, and the previous pad. The S-Energy is defined as S-
Energy = E0 + 2E1 and is nicely peaked, providing a powerful signal with which to identify
muon stops.
5.2.2 Clustering and Tracking
The properties of the fitted pulses (time, energy, amplitude and pedestal), template or
TOT, are stored in a ROOT tree at the end of the MU analysis. In the next stage of the
analysis, the MTA, the pulses found after a muon entrance are analyzed and temporal
and spatial clusters are found. muCF signals again complicate the identification of muon
stop clusters and many different strategies have been explored by the MuSun collaboration
members. One of the approaches, used in the analysis which follows, is presented here.
• Clustering:
1. S-Energy > 430 keV; length in zˆ ≥ 3 (refer to Figure 5.17a for the TPC coordi-
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(a) (b)
Figure 5.9: Two examples of TOT pulses. The blue trace corresponds to the raw WFD
pulse. The red trace, closely overlaid comes from a applying a smoothing algorithm to filter
out the high-frequency noise seen in the tail of (b). In (a) at the 25th sample, the raw pulse
hits the software threshold and stays over it for a sufficient length, forming a TOT pulse.
The amplitude is obtained from pedestal subtracted maximum. (b) shows a muCF event.
The TOT fitter only looks at the time over threshold so this event will just be recorded as
a single pulse, but with larger reconstructed energy.
nate system).
2. ∆xˆ ≤ 1 pad (one pad gap allowed).
3. ∆zˆ ≤ 2 pads (two pads gap allowed).
4. ∆yˆ ≤ 2µs2.
• Tracking:
1. A fusion energy threshold (1200 keV) is introduced to identify muCF events
2The yˆ coordinate is obtained from the difference between the time of the TPC pulse and the muon
entrance. Knowledge of the TPC drift time (0.5 cm/µs) enables the mapping from a time measurement to
a yˆ position in the TPC. To form a cluster, the time between neighboring pulses must be ≤ 2µs
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2. If pulses on a zˆ row have energy above fusion threshold, pulses on that row and
downstream3 are considered part of the stop cluster
3. If no row is above the fusion threshold, pulses on the most downstream row are
the stop cluster.
4. The stop Y position is determined by projecting the upstream pads into the
stop zˆ row.
5. The stop X position is the pad with the highest energy pulse on the most
downstream cluster in zˆ
6. The stop Z position is the most upstream pad in the cluster.
The philosophy behind this tracking approach is to obtain the muon stop position irre-
spective of whether a muCF event happens or not. The upstream information (the pads
leading to the stop) are analyzed and the direction in which they point is projected forward
in time; if a muCF product is present, this projection is more efficient at identifying the
correct muon stop than just looking for the highest energy signal.
5.2.3 TPC volume cuts and fusion interference
Once the muon stop has been reconstructed, a final cut is imposed on the muon TPC event.
As was explained in the introductory chapter and has been stressed many times up to this
point, it is of crucial importance to avoid events where the muon stops in any material
that is not the deuterium target. A volume cut is imposed on the (xˆ, yˆ, zˆ) position of the
muon stop. The standard volume cut consists of restricting the muon to stop above the
TPC pad plane, exclude the border pads, and only allow stop yˆ positions between 10 mm
and 61 mm above the anode plane (the total yˆ drift distance, between the anode and the
cathode, is 71 mm).
This additional volume cut protects MuSun data from unwanted captures but it intro-
duces an interference effect with the muCF products. If a muon stops close to the fiducial
3Upstream refers to TPC information closest to the muon entrance and downstream to TPC information
closet to the end of the pad plane, in zˆ
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Figure 5.10: A diagram showing the TPC clustering algorithm. In this case, two distinct
clusters are found. The smaller one probably being a noise event.
volume boundary and a muCF proton is produced, there is a chance for this proton to es-
cape the boundary (the proton has a range of 16 mm, approximately the linear dimensions
of a pad) see Figures 5.17. If the tracking algorithm misidentifies the proton signal for a
muon stop, it will veto the event. Since the muCF products have their own time structure,
this interference will lead to a time-dependent distortion of the measured disappearance
rate.
This interference effect can be seen as arising from the migration of muon events across
the fiducial boundary. Sometimes, the proton will induce a reconstruction of the event
outside of the fiducial volume (event is vetoed) and sometimes it will induce a migration
towards the inside of the fiducial volume (event is promoted). It is unreasonable to expect
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the development of a 100% perfect tracking algorithm that is completely insensitive to
muCF interference but its inefficiency can be calculated and the current goal of the collab-
oration is to make it fall inside the error budget of 6 Hz. The calculation of this systematic
correction is presently undertaken with the aid of Monte Carlo simulations where the full
TPC information is available.
5.3 Electron Analysis
The goal of the electron analysis is to reconstruct the decay electron tracks from the raw
data collected by the two electron wire chambers (ePC1 and ePC2) and the scintillating
detector (eSC). In the MU analysis, each detector is analyzed separately; the hits in the
ePC1 and ePC2 anodes and cathodes are clustered temporarily and spatially to obtain hits
and the eSC hits in the readout PMTs are analyzed. The hits in these three detectors are
saved in the output ROOT tree file. In the MTA analysis, electron tracks are formed from
the union of these separate objects.
5.3.1 ePC1 and ePC2
The initial analysis consists of clustering together, for each ePC, the anode and cathode
hits. The clustering algorithms were developed by the MuCap collaboration and a detailed
description can be found in [27]. Both ePC1 and ePC2 consist each of three detector planes
rolled together (an anode plane sandwiched between two cathode planes). To eliminate
after-pulses, a dead-time of 1µs is applied to the wires and strips of the anode and cathode
layers. Anode and cathode clusters are found by finding hits inside 300-400 ns windows; a
maximum gap of two wires or strips is allowed. The time of each cluster is obtained from
average all the times in the cluster. Once the individual plane clusters have been found, the
anode clusters are matched with the cathode clusters. The final ePC1 and ePC2 clusters
are then characterized by (t, φ, z), using cylindrical coordinates. A distribution in space of
the hits in ePC1 can be seen in Figure 5.11. The most restrictive ePC cluster is formed by
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Figure 5.11: Triple coincidence hits in ePC1.
requiring a coincidence of the three detector planes. This triple hit is often labeled as being
Cathode-AND. A more lenient cut can be made if only at least one of the cathode planes
is required to be in coincidence with the anode plane; this definition is called Cathode-OR.
The Cathode-AND condition is then a subset of the Cathode-OR condition. The most
inclusive cut, called Anode-only, does not require a cathode plane in coincidence but the zˆ
information is lost.
5.3.2 eSC
In the previous chapter it was explained how the eSC is comprised of 16 separate segments.
Each segment consists of two scintillating slabs, read out at two ends a pair of photomul-
tiplier tubes. Therefore, a segment (called gondola in the collaboration) is read out by
four PMTs and a temporal coincidence between the four tubes will signify the passing of
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Figure 5.12: A diagram of the ePC1 geometry (valid also for ePC2). Hits on the anode
wires will give a return a position in φ. Coincidences with the cathode strips enable the
extraction of the zˆ coordinate.
a charged particle.
The eSC PMTs are sent to a set of discriminators (TDCs, which only record time) or
to a set of WFDs, which digitize the analog pulse. In the MU analysis, the TDC data
is sent as is (only a software dead-time of 65 ns is applied) to the output ROOT tree
and the WFD raw pulses are analyzed. The eSC WFD pulses are not as clean as their
µSC counterparts, see Figure 5.13 and a therefore template fitting approach has not been
attempted. Instead, a simple algorithm is implemented to extract the pulse information
from the raw data. A pedestal is calculated from the average of the first two samples and
the amplitude of the pulse is taken as the difference between the maximum sample and
the pedestal. The area of the pulse is taken as the integral over a fixed range (five samples
to the left of the pulse and seven to the right). The time is taken to be the time the
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Figure 5.13: An example of an eSC PMT pulse, digitized by a WFD.
pulse reaches its half-maximum value. In the MTA analysis a clustering algorithm finds,
for each eSC segment, a coincidence between two, three or four PMT signals in a 40 ns
window. The tracking algorithm then looks for spatial and temporal coincidences between
the ePC1, ePC2 and eSC clusters. The time of the reconstructed electron track is taken
from the average of the times found in the eSC cluster and the spatial information from the
vector joining the ePC1 and ePC2 clusters. A detailed description of the electron tracking
analysis can be found in Appendix B.
71
Figure 5.14: For the TDC and WFD data, the number of clusters found versus the number
of PMT hits in the cluster. The eSC WFD boards are set to trigger lower than their TDC
counterparts so they record more clusters.
5.4 Putting Everything together: The Lifetime histogram
In the MTA analysis stage, an analysis of the previous objects is performed on an event-
by-event basis. For every muon entrance, TPC muon tracks are formed from the individual
TPC pulses and electron tracks from the individual hits in the three electron detectors.
The current approach is to consider HBE muons, muon stops in the fiducial volume and
Cathode-OR electron tracks. An initial lifetime histogram4 can be seen in Figure 5.16.
For every HBE muon, the time difference between all valid electron tracks and the HBE
muon entrance, te − tµ, will be placed in a histogram (standard bin width is 40 ns) if the
TPC validates the event. The first panel shows the disappearance rate histogram and the
4From now on, the term lifetime histogram and disappearance rate histogram will be used interchange-
ably.
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exponential fit to the following function
Ne−(t) = λwN0e
−λ +B, (5.1a)
where λ is the observed disappearance rate, B is a flat background and w is the fixed
bin width of the lifetime histogram. The fit is performed using ROOTs MINUIT fitting
package, over a range from 160 ns to 24,000 ns (the motivation for the fit-range choice will be
discussed later). Preliminary consistency checks include the χ2 test and the distribution
of the residuals (fifth panel). The residual histogram is obtained by subtracting the fit
function from the lifetime histogram and normalizing the difference by the error of the
particular bin (taken as
√
Nbin); if the fit function 5.1a is a good model, the residual
histogram will be flat and the random spread around the 0-value will be no more than one
standard deviation.
The lifetime fit in 5.16 was produced after analyzing 60% of the 2011 data and is the
starting point for the systematic studies presented in the next chapter.
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Figure 5.15: An example of a MuSun event constructed with the ROOTs EVE visualization
package [40]. A muon stops in the TPC volume (golden box in the center) and an electron
track is reconstructed from the hits in ePC1 (pink cylinder), ePC2 (blue cylinder) and an
eSC PMT cluster (four green tiles, each for one PMT signal). Notice the lone ePC1 hit
that was discarded by the electron tracking algorithm. The neutron detectors are drawn as
green cylinders on the exterior.
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(a) (b)
Figure 5.17: Two pictures to explain the TPC fiducial volume cut. The dimensions in (b)
are in mm. (a) shows a reconstructed muon stop event in the TPC taken during the 2011
run. The grey region is the pad plane, with the 48 pads shown. The muons enter from
the left and stop somewhere above the pad plane. The green boxes represent the area of
the fitted pulse that was found in each pad; the Bragg peak can be seen at the muon stop
position. The green dots are the reconstructed (xˆ, yˆ, zˆ) position of the muon. The golden
volume represents the fiducial volume cut; the border pads are excluded and a cut is made
in the yˆ axis. (b) shows a birds-eye view of the pad plane with the projected fiducial volume.
If a muon stops close to the edge and a proton is produced via mCF, there is a chance this
proton will escape the fiducial volume. If the tracking algorithm misidentifies the proton
signal for a muon stop, it will veto the event. Since the muCF products have their own
time structure, this interference will lead to a time-dependent distortion of the measured
disappearance rate.
Chapter 6
Systematic Studies
The main ingredients from which the final lifetime histogram is made are easy to un-
derstand: a muon entrance leads to a stop in the TPC and, unless the muon undergoes
nuclear capture, a decay electron is produced and, in most cases, detected. The life-
time histogram is then filled with the time difference between the electron and the muon.
However, MuSun’s goal is to perform a 1.5% measurement on this disappearance rate, so
time-dependent systematic effects have to be scrupulously avoided. A host of interference
processes (such as muon-catalyzed fusion) are known to exist in the collected data. These
systematic effects will couple with the analysis cuts (e.g. a fiducial volume cut in the TPC
or an S-Energy cut) and introduce distortions in the measured disappearance rate. The
strategy to deal with them is threefold: first, identify a distortion in the fits to the lifetime
spectrum; second, find distributions whose cuts enhance the effect and finally, if the effect
can not be eliminated, obtain a correction on the measured rate.
The list of consistency checks and systematic effects is large; in this chapter we will
focus on the following:
1. Location of muon stops.
2. Early-time oscillation in the lifetime residuals.
3. The connection between fusion interference and the impact parameter cut.
4. Electron interference.
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6.1 Location of muon stops
One of the first collaboration-wide efforts in the analysis was to understand the rates
shown in Table 4.1. A raw µSC rate of 24.3 kHz is reduced down to 5.6 kHz for good muon
entrances (HBE) that have an associated stop in the TPC. The drop down to 3.0 kHz,
when an electron track is included, can be explained by the eSC’s solid angle coverage of
76%1 and the poor efficiency of the ePC2 detector, see Figure 6.2.
This drastic reduction in the final rate motivated the collaboration to investigate the
question of where are the muons stopping? The answer can be obtained from different
methods: a TPC analysis, an X-Ray analysis, an electron tomography analysis and a full
GEANT4 simulation [20]. The electron tomography analysis will be described here and
the results from the other methods are collected in Table 4.1.
6.1.1 Electron Tomography
The method of electron tomography relies on the use of µ+ data to obtain a snapshot (i.e.
a tomography) of the objects the muon encounters when it enters the TPC. Positive muons
will not undergo nuclear capture so they will scatter off any dense material they encounter:
for example, the entrance window, made from Be and surrounded by an Al flange or the
steel field wires surrounding the TPC. If perpendicular electron tracks (to the beam axis)
are selected, their number will increase close to those areas where the scattering is larger,
thus producing a map of the scattering centers. Finally, the peaks can be integrated to
obtain what percentage of the entering muons stop in that scattering center. Of course,
care has to be taken in extrapolating a µ+ result to the µ− data since the beam tunes are
different from each other. Figure 6.1 shows the results of the tomography analysis. The
main sources of µ+ scattering (and therefore µ− disappearance) are the entrance window
and the field shaping wires. Table 6.1 shows the percentage of muon stops in different
locations, for different analysis methods. The GEANT4 method, being a full simulation of
1A cylindrical detector of length L and diameter D will cover a fraction of solid angle F = L√
L2+D2
.
The eSC has length of 0.9 m and a diameter of 0.772 m.
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Stopping location GEANT4 TPC X-Ray Tomography
Cathode 0.34% 0.5%
Au 0.02%
TPC pads and posts 0.14% 0.12%
Be window and flange 5.2% 5%
TPC 81% 54%
In gas, outside TPC 3% <20% >3%
Steel field wires 7.8% 6% 4% 3% (only at entrance)
Table 6.1: The table shows the percentage of muon stops in different parts of the TPC,
with respect to good muon entrances. The tomography analysis uses µ+ data and the rest
µ− data.
the experiment, reports back the entire list whereas the X-Ray analysis identifies peaks in
the Germanium detector and assigns them to different elements where the muon stopped.
The tomography analysis of µ+ data agrees with the GEANT4 simulation.
However, the loss of muons can not be explained by adding up the contributions from
stops in other materials; if 54% of the muons stop in the TPC, the remaining 46% must
go somewhere else, and the values from Table 4.1 do not add to that number. The beam
profile in 2011 was carefully studied using simulation tools and entrance detector data but
it is obvious from this collaborative analysis that the beam distribution is not completely
understood. Regardless, this discrepancy does not introduce a systematic effect, just a loss
in statistics. Also, the tools developed for this study have been used for beam tuning in
subsequent MuSun data-taking runs.
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Figure 6.1: The histograms are filled by selecting perpendicular tracks. Perpendicularity is
imposed by requiring |zˆepc1 − zˆepc2| < 2 mm. The blue trace shows all the muons recorded
by the entrance detector; the first peak corresponds to scatters from the Be window and the
Al flange, the second to scatters from the entrance field shaping wires and the third to the
muon stop. Requiring a HBE reduces the statistics but the same shape remains. When a
muon stop is required, the scattering peaks are greatly reduced.
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Figure 6.2: Electron detector efficiencies. The missing data at φ ∼ 0.6 corresponds to the
ePC2 anode sector that had to be kept at ground potential due to a broken wire.
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Figure 6.3: The residual histogram for lifetime fits using TDC data. The Y-axis
6.2 Early-Time Lifetime Oscillation
MuSun inherited a great deal of analysis code from the MuCap experiment. Specifically,
since both MuSun and MuCap use the same electron detectors, the electron analysis code
initially used in MuSun was a direct copy of the one used in MuCap. MuCap chose to
use the TDC eSC data (discriminated times) to perform the final time measurement, and
the WFD data was used for sanity checks only. When the first lifetime histograms were
produced, a worrisome feature was discovered in the residual histogram2; see Figure 6.3.
During the first microsecond, the TDC residuals show a considerable oscillation around
the zero-value. A lot of effort was spent trying to narrow down the source of this issue but
every lifetime histogram produced with the TDC data would show the same effect. This
prompted the creation of a new, more flexible electron analysis that would also incorporate
the WFD in a more equal footing (see Appendix B for a more detailed description of the
analysis).
A clue to the problem was soon discovered when the pedestals3 of the WFD signals
where correlated with the time of the muon entrance; see Figure 6.4. An oscillation is also
present in the early-time pedestal distribution. If a WFD baseline is oscillating in a time
2A residual histogram is obtained when by subtracting the disappearance rate histogram from its ex-
ponential fit, normalized by the square root of the bin contents. The Y-axis therefore corresponds to the
number of standard deviations between the fit and the original histogram.
3The pedestal of WFD signal is defined as the average of the first two samples in the WFD trigger.
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Figure 6.4: The mean of the WFD pedestal distribution at different times with respect to
the muon entrance.
dependent manner, a time-dependent component may be introduced into the triggering
threshold. In other words, if the pedestal decreases at given time, the signals riding on
top will see their maximum value decreased and their probability of reaching the triggering
threshold will be reduced. The opposite is also true when the pedestal is increased. Since
the standard analysis requires a four-fold coincidence between four PMTs in the eSC, the
effect will be complicated, with results depending on how the noise is correlated. This
discovery further increased the importance of the eSC WFD data. If a correction were
to be made, the more complete information in the WFD pulses (pedestal, time, energy,
amplitude) would be of much help. However, a direct WFD lifetime spectrum, with no
special cuts imposed, revealed a (compared to the TDC data) flat residual histogram, see
Figure 6.5.
The WFD thresholds are set much lower than their TDC counterparts and record
much more data. If there is a baseline (i.e. pedestal) shift that is correlated with the muon
entrance, and this shift is present in every electronic system, the effect on the triggering
will be markedly different depending on where the thresholds are set. If the threshold is
set where most of the data is (as in the TDC) the migration of events due to the time-
dependent trigger will be much more pronounced than if the threshold is set at a place
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Figure 6.5: The residual histograms for lifetime fits using WFD data.
where there is less data (as in the WFD). This can be seen by performing a software
amplitude cut on the WFD signals and plotting the lifetime residual histogram for each
cut. In Figure 6.7 a scan of the cut on the distribution seen in Figure 6.6 is made.
The first panel in Figure 6.7 shows a residual lifetime histogram produced from electron
tracks where the WFD signals have a maximum value above 20 ADC. In the next panel
the tracks must have a maximum WFD value above 25 ADC, and so on. As the maximum-
value cut is increased, the oscillatory effect is enhanced and reaches a maximum effect in
the fourth and fifth panels, which correspond to the peak of the distribution seen in Figure
6.6. After the peak the amount of data is quickly reduced and the effect goes away.
The marked difference between the WFD and TDC results means that, for the 2011
analysis, only WFD electron tracks should be considered. The analysis presented in the
following sections is based solely on WFD data.
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Figure 6.6: The standard electron tracks are constructed with eSC 4-fold coincidences (four
PMTs in coincidence). For systematic studies, tracks using just one of the tubes in the eSC
segment (IU, ID, OU or OD) are also constructed. This plot shows the Maximum-Value
distribution for the IU tubes that were used to construct an electron track; this coincidence
with ePC1 and ePC2 removes the noise peak. The nominal approach is to not make software
cuts on the amplitude or maximum value of the PMT WFD triggers but, in order to study
the early-time lifetime oscillation, a scan of a cut on this distribution can me be made to
enhance the effect.
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Figure 6.8: A diagram explaining the meaning of the impact parameter cut.
6.3 Fusion Interference and the Impact Parameter Cut
The introduction of the geometrical object called the impact parameter provides an addi-
tional tool with which to constrain the location of the muon stop within the TPC volume.
Once a muon stop has been reconstructed and an electron track found, a distance of closest
approach between the two, b, can be calculated. Figure 6.8 explains how to obtain this
quantity. Initially, the use of b as an analysis tool was limited to obtaining better χ2 fit
values.
MuSun’s standard approach is to use, for the final lifetime histogram, all the tracks
found in the electron detector. The known sources of physical tracks are: muon decay
electrons, electrons coming with the beam muons and cosmic muons; the electron detector
tracking algorithm does not distinguish between them. Attempting to remove the beam
87
Figure 6.9: When the lifetime histogram is made with 2 ns bins, the 50 MHz (20 ns) RF
structure of the beam electrons is resolved.
electrons and cosmic muons from the analysis can introduce potentially dangerous system-
atic effects and since they are not, in principle, correlated in time with the entrance muon,
the current approach is to include them and let them be absorbed by the background term
of the fit, B. However, beam electrons have their own time structure, arising from the
PSIs cyclotron frequency of 50 MHz. This 20 ns periodicity can be seen when producing a
lifetime histogram with a bin width that is sufficiently small to resolve this frequency, see
Figure 6.9. The standard MuSun lifetime histogram has a bin width of 40 ns, not enough
to resolve the cyclotron frequency, but just large enough to produce, through aliasing, the
oscillatory late-time structure seen in the lifetime residuals of Figure 6.10. If a reasonable
impact parameter cut of b < 120 mm is imposed, the number of beam electrons is reduced
and the oscillation is significantly tampered, thus improving the χ2 of the fit, see Figure
6.11, from χ2/NDF 4 = 1.65 (without an impact parameter cut) to χ2/NDF = 1.16 (with
b < 120 mm). At this stage then, the χ2 is under control.
However, a good χ2 value does not mean the lifetime histogram is completely under-
4NDF refers to the number of degrees of freedom in the fit
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Figure 6.10: Late-time lifetime residuals with no impact parameter cut, b, showing the
coupling of the binning choice (40 ns) with the cyclotron frequency (20 ns).
stood. The following question should be asked: will the observed disappearance rate change
if the range of the fit is changed?. The nominal fit start and end times are 160 ns and 24,000
ns. The non-zero is start-time is not exactly at zero so as to flush away prompt muon nu-
clear captures in high-Z materials. The end-time is imposed late enough to include the
background but not too long so as to stay in the region where the kicker is enforcing pile-up
protection.
If the measured disappearance rate is a true, flat exponential, changing the start-time
of the fit from 160 ns to, say, 540 ns, should not change the fitted rate. Now, imagine a
time-dependent systematic effect exists in the data being analyzed and this effect, having
its own time structure, affects the muon event selection in a way that is enhanced at
early times versus late times. For example, muon nuclear captures on a high-Z material,
like steel, will remove muons from the experiment at very early times and the measured
disappearance rate will be larger. Given the high rate for this capture, this effect is large at
early times. Therefore, moving the start-time of the fit from early to late will tune-out this
effect and, for each new value of the start-time for the fit, the effect should be gradually
89
Figure 6.11: Late-time lifetime residuals with an impact parameter cut of b < 120 mm.
eliminated.
An example of this high-Z interference can be seen in Figure 6.12, where no TPC
fiducial volume cut is imposed, allowing for the possibility of the muon capturing in a
high-Z material. For different start-times, the three fit parameters (λfit, Nfit, Bfit) are
calculated. The top-right panel, showing the change in λfit as a function of the start-time,
shows the trend explained in the previous paragraph: at early times, the measured rate
is high due to muons capturing in high-Z materials, and therefore disappearing at a faster
rate. As the fit is made to start later in time, this effect is decreased, and a value closer to
the true value is obtained. The overall effect is of the order of 800 Hz (remember MuSun’s
goal is to obtain a measurement of a capture rate which is approximately 400 Hz). If a
fiducial volume cut is imposed in the TPC, the effect is greatly reduced, see Figure 6.13;
the high-Z captures have been practically eliminated and the trend has been reversed.
With a fiducial volume cut, there is now a change in the measured rate of approximately
200 Hz (the change from a start-time close to zero to a start-time of 6000 ns). Before
continuing it is important to explain the black bands drawn in the start-time scans. These
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Figure 6.14: The impact parameter distribution versus the time difference between the
electron track and the entrance muon
bands represent the allowed statistical fluctuation the different measured rates are allowed
to have. The initial start-time fit value contains all the data in the fits at later times
so the different results are highly correlated. The g-2 collaboration developed a simple
mathematical technique [26] to quantify the allowed statistical deviation between these
highly correlated data sets. In honor of their creator, they are called Kawall bands. We
can therefore see in Figure 6.13 that the measured rates do not lie inside of the Kawall
bands. The situation now is quite opposite to the high-Z case. At early times the observed
disappearance rate is lower than at later times. Therefore, a systematic effect is at play
and its main effect is to distort the selection of muon events in such a way so as to produce
a time-dependent change in the observed disappearance rate; when the fit range includes
early-times, the rate is lower, and as the fit moves away from early-times, the rate increases.
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As was explained at the beginning of this chapter, the approach to understanding
time-dependent systematic effects lies in finding distributions that couple to the distortion.
Since we just looked at the impact-parameter object, let us investigate it further. In Figure
6.14 we can see the distribution peaking at approximately 25 mm; the standard b cut is
made at 120 mm. Now, what would happen if we do start-time scans for different impact
parameter cuts? The answer can be seen in Figure 6.15. The first panel corresponds to a
star-time scan where the impact parameter cut is very aggresive, b < 2 mm. The b cut is
slowly opened until the last panel, which corresponds to b < 50 mm. At low b values, the
observed rates drift from a high to low value; at a certain point, for b < 36 mm , the rates
all lie inside of the Kawall bands, and as the b cut is further increased, the drift changes
direction. Is there something special happening at b < 36 mm? The fact that the rate
drifts are not random, and have clear different drift directions around the optimal cut, is a
strong indication that the impact parameter is strongly coupled to the interference effect
first seen in Figure 6.13.
What is causing this interference effect? And, how is the impact parameter coupling
to it? The proposed model is the following:
1. The proton produced in muon-catalyzed fusion (muCF) has a range of 16 mm which
means it can deposit its energy in a neighboring pad of the muon stop.
2. If a TPC volume cut is imposed, the proton’s migration in and out through this
boundary will promote and veto muon events in a time-dependent way.
3. The introduction of an impact parameter cut is essentially the introduction of another
volume cut with which the proton will interfere.
4. At small impact parameter cuts, if a proton is produced, there is a high probability
that the proton will escape the cut and veto the muon event (in other words, the
proton will distort the impact parameter distribution). Therefore, if muon events are
vetoed in this manner, the start-time scan will drift from higher rates to lower rates
94
(higher disappearance rates are the result of muons being deleted from the lifetime
histogram).
5. At larger impact parameter cuts, the fiducial volume cut will dominate. GEANT4
studies made by Boston University colleague Xiao Luo show that the fiducial volume
cut enhances the number of protons entering the allowed region, thus promoting
muon events. This can be seen in the fact that the rate drift starts at a low value and
increases over time (lower disappearance rates are the result of muons being added
to the lifetime histogram).
6. If the TPC volume is reduced, the optimal impact parameter cut will also have to be
reduced to compensate for the increase in muon events deleted by the TPC volume
cut.
7. We therefore have two volumes which the proton can cross. The impact parameter
cut enhances the deletion of muon events and the fiducial volume cut enhances the
addition of events. At an specific b cut value, both volume cuts cancel each other
out, resulting in a flat start-time scan.
We can quantify the flatness of the start-time scans by performing a linear fit to the
rate drifts. Figure 6.16. For each b cut in Figure 6.13, a slope is obtained from a linear
fit. At b < 36 mm the slope is the smallest, indicating the flattest start-time scan. Figures
6.18 and 6.17 shows the start-time and stop-time scans when this impact parameter cut is
used.
95
F
ig
u
re
6.
15
:
S
ta
rt
-t
im
e
sc
a
n
s
fo
r
d
iff
er
en
t
im
pa
ct
pa
ra
m
et
er
cu
ts
.
T
h
e
gr
ee
n
bo
x
la
be
ls
th
e
b
<
36
m
m
cu
t,
a
t
w
h
ic
h
th
e
st
a
rt
-t
im
e
sc
a
n
st
a
bi
li
ze
s.
96
Figure 6.16: For each b cut in Figure 6.13, a slope is obtained from a linear fit. At b < 36
mm the slope is the smallest, indicating the flattest start-time scan.
Figure 6.17: Start-time scan for a TPC fiducial volume cut and b < 36 mm.
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Figure 6.18: Start-time and stop-time scans for a TPC fiducial volume cut and b < 36 mm.
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Figure 6.19: Different TPC volume cuts. The first one corresponds to allowing the muon
stop anywhere in the TPC; a muon track requires three pads in a row so the first two
columns never contain a muon stop. The second volume is the fiducial volume cut, which
excludes the border pads. The next two volumes, called golden and golden-2, reduce the
amount of pads allowed for a muon stop. The black arrow indicates the entering muon.
The previous results were for a specific TPC fiducial volume. Two more TPC volumes
are chosen to investigate the correlation between the impact parameter cut and the fiducial
volume cut. For each of these two new volumes (see Figure 6.19) the optimal b cut is found
using by looking for the b value that gives the flattest start-time scan and a disappearance
rate is found for each b cut. These rates, obtained by performing cuts on the optimal b
value, are then compared with the rates obtained where the b is kept constant at b < 120
mm . For the fiducial volume, the optimal cut is bf = 36 mm, for the golden volume it is
bg = 26 mm and for the golden-2 volume, bg2 = 18 mm
In Figure 6.20 we see, for three different TPC volumes (fiducial, golden and golden-2),
99
Figure 6.20: The top panel shows the observed disappearance rate for different TPC vol-
umes, using the optimal impact parameter cut for each volume. The bottom panel shows
fits to the same data but imposing the standard b < 120 mm. The numbers beside each
volume definition represent the number of muon events used for each lifetime fit.
the total disappearance rates obtained when using a standard b < 120 mm cut or when
using the optimal cut for each volume. The Kawall bands are also superimposed. There is
marked difference between both panels; the use of an optimal b cut results in disappearance
rates that fall inside the allowed statistical deviation and the difference between them, lying
inside of the error bars, is 7 Hz. Using the standard b < 120 mm cut for each TPC volume
produces a larger shift, equal to 64 Hz in the measured lifetimes.
A strong correlation between the impact parameter cut and the TPC volume cut has
been found. The proposed model to explain this phenomenon is based on the interference
introduced by the proton from muCF. More studies are needed to confirm or disprove this
model and they will probably have to rely on GEANT4 studies, in which the migration
100
of events across the volume boundaries can be studied on an event-by-event basis. Also,
the development of new TPC tracking algorithms and the refining of the present ones will
most probably reduce MuSun’s sensitivity to the interference of muon catalyzed fusion
products. Regardless, this approach is, as of the writing of this thesis, the only method
MuSun has for producing start-time scans with high statistics, which do not suffer from
time-dependent effects. If the model is correct, it will be of use in reducing the effects of
fusion interference and enable more precise studies of other systematic effects.
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Figure 6.23: A diagram that explains electron interference in MuSun
6.4 Electron Interference
Electron interference was amply analyzed in the MuCap experiment. In MuSun, the first
analysis were made by X. Luo using the GEANT4 simulation and experimental data. In
this section, the effect will be described and the first results from a high-statistics analysis
will be presented. The processes of electron interference is sketched in Figure ??. A muon
entering the TPC will be detected by collecting the charge produced by the ionization
events. The electron from muon decay will first have to traverse the TPC volume before
being detected by the electron detectors. Even though it is a minimum ionizing particle, it
will still ionize some of the D2 gas and the electrons produced will travel down towards the
anode plane. These signals are small compared to the muon signals, but they still have the
potential of interfering with the muon stop reconstruction. This effect is time-dependent
104
Figure 6.24: Diagram of the eSC detector. The view is looking downstream, from the point
of view of the muons in the beam.
since the interference will only happen if the decay happens at early times; at late times,
the electrons produced by the stopping muon will already have reached the anode plane.
There is also a geometrical effect since the direction of the outgoing electron will affect the
magnitude of the interference; an early-time vertical electron will deposit all of its charge
on the stopping pad while a horizontal electron will interfere less since it will be moving
away from the plane defined by the muon track and the downward moving electrons. All
of this means that there are two knobs with which to explore this effect. On the one hand,
a scan of the S-Energy can be made. The S-Energy cut defines a muon stop by requiring
the muon deposit more than a certain amount of charge in the stopping and previous
pad. The extra charge deposited by the decay electron will have the effect of promoting
events across this cut. A very aggressive S-Energy cut should therefore be more sensitive
to electron interference than a lenient one. On the other hand, we can look at the observed
disappearance rate as a function of eSC segment; vertical eSC segments should show a
marked difference compared to the vertical ones. See Figure 6.24 for the location of the
different eSC segments.
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Figure 6.25: The distribution of S-Energy values. The nominal cut to define a muon stop
is at 430 keV.
Figure 6.25 shows the S-Energy distribution; the nominal cut is set at 430 keV and
the muon stopping peak is between 1500 keV and 3000 keV. A scan of the S-Energy cut
is performed and for each cut, a disappearance rate is observed. Figure 6.26 shows the
different rates versus the S-Energy cut. At low S-Energy cuts, there is no change in the
measured disappearance rate and the interference is only obvious when the cut is moved
towards the muon peak. This shows that a low S-Energy cut is needed to avoid the effect
of electron interference. In other words, the looser the requirements for a muon stop are,
the smaller the effect of electron interference will be; a very strict muon stop definition (i.e
large S-Energy cut) will increase the probability of electron interference promoting muon
events in a time dependent way (this addition of events is seen in the smaller observed rates
at high S-Energy cuts). The scan made before can be broken down by eSC segment; see
Figure 6.27. For each panel, the first bin corresponds to the observed disappearance rate
when all the eSC segments are integrated together. The following bins, from 1 to 16 show
the rate for each eSC segment individually. For small S-Energy cuts, the situation does
not change much from one panel to the next. When the S-Energy cut is made large, the
106
Figure 6.26: Disappearance rate for different S-Energy cuts
distortion between the eSC segments is apparent. The bottom three panels show the most
obvious interference; the vertical segments (1,2,8,9,15 and 16) show a lower disappearance
rate due their larger sensitivity to electron interference. The red line in each panel shows
a linear fit to the 16 segments and it is in remarkable coincidence with the overall rate
shown in the first bin, showing a strong cancellation of the effect when all eSC segments
are included; only in the last panel is the difference apparent. Finally, for a large S-Energy
cut we can look at the start-time scans for each eSC segment. Figure 6.28 shows start-time
scans for the 16 eSC segments when the S-Energy cut is placed at 1900 keV. The kink
seen at ∼ 1µs in many of the scans is a reflection of the TPC single-pulse clustering time
window of 1 µs. After that time, the electron interference effect is greatly reduced. eSC
segments 8 and 9 (downwards) do not display interference; this is due to the fact that for
electrons going in this, downwards, direction, the effect has a longer time structure.
Electron interference is therefore present in MuSun and can be enhanced by looking at
the individual eSC segments and also by performing scans of the S-Energy distribution. A
lenient S-Energy cut is necessary to reduce the coupling of this effect to the muon tracking
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algorithm. This is reflected in the eSC segment scan which show that, for small S-Energy
cuts, the observed rates all cluster around the mean value.
Chapter 7
Conclusions
In this thesis, the setup for the MuSun experiment during 2011 has ben described, as well as
the different detector analysis techniques and some of the most important systematic effects
currently being explored by the collaboration. However, since 2011 MuSun has collected
more data and at least one more production run is planned. The major improvement in
the data quality of the data taken after 2011 can be attributed to the deployment of a new
set of TPC preamplifiers. These preamplifiers are now placed much closer to the TPC pad
plane and are therefore kept at cryogenic temperatures. This has resulted in a reduction
in the readout noise and a significant improvement in the resolution of the TPC.
Nonetheless, the analysis of the 2011 data, the first high-statistics analysis in MuSun,
has provided the collaboration with a wealth of information about the issues that are
present in the data. The solution to the problem with the early-time oscillation in the
lifetime histogram enabled the commencement of a high-statistics analysis of the data and
also produced a more flexible electron detector analysis framework.
The time-dependent effect of fusion interference is probably the most salient systematic
effect that MuSun will have to tackle before producing a final result. In this thesis, a
model has been presented with which to tackle the interference, but much more work
remains to be done. On the one hand, further, data-driven and GEANT4-driven, studies
will have to be performed to corroborate the validity of the model (preliminary results
are very encouraging). On the other hand, the data analysis is not yet mature enough to
produce a correction driven solely by the data. The current approach hinges on using the
GEANT4 simulation of MuSun to identify the muon-catalyzed fusion events that cause
111
Figure 7.1: The S-Energy is plotted versus the drift time, for a period of time in which the
TPC was kept at 50K (larger temperature than the nominal value).
time-dependent changes in the acceptance or deletion of muon events.
Other issues affect the analysis of the 2011 dataset. Chief among them is the question
of what amount of impurities were present in the D2 gas during the 2011 run. As was
explained before, MuSun’s requires contaminations lower than 1 ppb forN2 and 2 ppb
for O2. The chromatography analysis performed on site during the 2011 run showed no
traces of these contaminants, the signals being below the sensitivity thresholds. However,
a temperature scan of the TPC showed signal losses during the drift time in the TPC, a
sure sign that impurities are not negligible.
Figure 7.1 shows the S-Energy of the TPC signals as a function of the drift time. The
ionization electrons produced from muon stops close to the cathode must drift through the
entire TPC volume and these signals are smaller than the ones corresponding to muon stops
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near the anode (small drift-time). This effect was observed when the TPC temperature
was raised from 34 K to 50 K. O2 is a well known electronegative contaminant so traces of
this element could explain the effect; if the O2 was frozen on the walls of the TPC, raising
the temperature would evaporate a significant quantity, thus enhancing the effect.
Since the chromatography analysis does not support this claim, a parallel analysis was
developed by Dr. Frederik Wauters, using the X-Ray detector to aid in the identification of
captures on materials other than D2. The initial results look promising but can not yield
precise results for the 2011 datasets; the TPC signals do not have the required resolution
with which to observe these subtle effects. However, this approach offers information on
the subsequent data sets, where the cryogenic amplifiers provide a significant improvement
on the TPC resolution.
Other systematic effects that have not yet been fully analyzed include muon hard scat-
tering in the TPC, µd diffusion and pile-up. The first introduces yet another path for the
muon to capture on high-Z materials and the second will further distort the impact pa-
rameter distribution. The third effect was extensively studied by the MuCap collaboration
and is well understood. These effects are presently being investigated with data-driven and
simulation-driven approaches.
Appendix A
µSC Pulse Fitting
As was explained in the Chaper 5, the µSC analog signal coming out of the PMT is digitized
by a WFD. An example of a typical digitized pulse is shown in Figure 5.2. The rise-time
of these pulses is very consistent and their narrow width motivates the implementation
of a pulse-fitting algorithm to obtain more precise information. The pulses are, upon
visual inspection, clearly not Gaussian. They have a fast rise time and a long decay
tail; characteristic traits of scintillator signals. Before any fitting can be performed, a fit
function candidate has to be found. The approach used in MuSun to fit the µSC pulses
was pioneered by the g-2 collaboration [28] and hinges on the realization that, given the
properties of these fast scintillator pulses, most of their information is encoded in the three
ADC samples around the maximum and that all of the pulses have the same shape. If this
is true, then the true time of the pulse inside the clock-tick can be extracted. Knowing this
true time we can add many pulses together, aligning them in time, and obtain an average
pulse shape for fitting purposes.
If a true-time τ can be extracted from the knowledge of the pulse samples around the
maximum ADC value, there must exist some unambiguous functional relationship between
these samples and τ . The first step consists in writing down a function of these samples
that returns a number between 0 and 1. 0 corresponds to τ being at the beginning of the
clock-tick, and 1 to the end of the clock-tick. A natural candidate would be the ratio of
the amplitude difference between the maximum ADC value and the previous sample with
the difference between the maximum ADC value and the next sample.
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Figure A.1: The τ distribution. Its flatness is indicative of the lack of correlation between
the WFD clock and the of the pulse inside of the clock-tick.
Ψ ≡ arctan
(
amax − p
amax − n
)
, (A.1)
where Ψ is called the pseudo-time, amax is the maximum ADC of the pulse (the peak), p is
the previous sample value and n is the next sample value. The arctan function is applied
so as to always return a number between 0 and 1. A series of assumptions are now made,
1. τ , the true-time of the pulse inside the clock-tick, is random relative to the clock. In
other words, the muon has no knowledge of the clock.
2. The Ψ variable is a good representation of τ so that for each Ψ there is only one τ .
If f(Ψ) is the measured distribution of Ψ values, then the distribution of τ values will be
f(Ψ(τ))d˙Ψ/dτ and this distribution should be constant. In other words, the distribution
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of true-times inside the clock-tick should be uniform. We can therefore write,
dτ = const · f(Ψ)dΨ (A.2a)
τ(Ψ) = τ0 + const ·
∫ Ψ
0
f(Ψ)dΨ. (A.2b)
For each pulse, the Ψ function is evaluated and stored in a histogram. The integral in
A.2b is performed on the Ψ distribution and a final mapping between Ψ and τ is obtained,
τ(Ψ), see FigureA.2a. After obtaining the mapping, an average pulse shape is obtained for
the purpose of fitting the raw pulses. The procedure to obtain this fitting template (see
Figure A.2b) is as follows:
1. For each pulse, Ψ is calculated and τ is obtained using a numerical look-up table
from A.2a.
2. The clock-ticks of the original waveform are divided into 1000 bins. The true-time τ
is a number between 0 and 1, representing where inside of the clock-tick the true-time
of the pulse is. For example, if τ = 0.431, then the true time of the pulse will be
inside of bin #431, relative to the beginning of the maximum sample.
3. With this knowledge, the pulse is normalized by its amplitude and it is placed in a
new histogram, aligned by its true-time
4. This procedure is repeated for many pulse; each of them being normalized and added
to the new average pulse shape histogram with all their true-times aligned. The
resulting average pulse shape can be seen in Figure A.2b.
With the fitting template produced, each raw pulse can now be fitted. Since we have
the knowledge of the true-time of the pulse, the only free parameters are the amplitude
and the pedestal, and the χ2 for the fit can be minimized in closed form. What follows is a
list for the fitting procedure. An exception is made if the raw samples contain more than
one pulse (double or triple pulses) or if the pulse is overloaded. Overloaded means that the
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(a) (b)
Figure A.2: (a) The function connecting the pseudo-time Ψ of the pulse with its true-time
τ inside of the clock-tick. (b) The average pulse shape obtained after adding many raw µSC
pulses, normalized by their amplitude. The x-axis spans the 32 clock-ticks recorded by the
WFD. Each clock-tick is divided in 1000 intervals.
analog signal hit the dynamic range of the WFD (for an 8-bit digitizer, 28 = 255 samples)
and the top of the pulse is cut off. In those cases, the knowledge of τ is distorted so a full
(with time a free parameter also) χ2 minimization is performed using MINUIT.
We can now look at the performance of the fitting procedure by looking at individual
fits and by plotting the fitted pulses amplitude and area distributions as a function of
the fitted χ2, see Figures A.4. Figures A.5 show examples of individual fits. The power
of this approach versus using the TDC µSC data can be seen when we overlap the time
auto-correlations for the WFD fitted µSC pulses and the TDC data, see Figure A.3. The
TDC signals have an inherent dead-time of approximately 55 ns so there is no information
recorded in that period. The WFD does not suffer from that problem, as can be seen in
the zoomed insert.
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Figure A.3: The time auto-correlations for the WFD µSC pulses and the TDC discrimi-
nator data. The WFD data does not suffer from the intrinsic dead-time of the TDC, and
can resolve neighboring pulses with much more precision.
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(a) (b)
Figure A.4: The area of the fitted pulse versus the χ2/NDF of the fit. (a) shows all pulses
and (b) shows the contribution from the overloaded pulses.
(a) (b)
Figure A.5: Examples of double and triple fits.
Appendix B
Electron Tracking
B.0.1 Detector Spatial Alignment
Before the electron tracking can get to work, the three electron detectors (the two wire
chambers ePC1, ePC2 and the eSC) have to be brought into spatial alignment. The ePCs
return, in cylindrical coordinates, the (φ, z) of the cluster hit and eSCs return the time of
the PMT cluster and a coarse value of φ (there are 16 segments, gondolas, spanning 2pi).
Furthermore, the wire chambers have to be internally aligned so as to correctly match the
anode plane with the cathode planes. This is accomplished by a series of internal and
external offsets. The internal offsets are φ offsets applied to the anode planes of each
ePC(1,2) to align them with their corresponding cathode planes. Therefore, each wire φ
will be shifted by this amount before clustering with other wires is performed. The external
offsets (in φ and in z) are applied to the wire chambers to bring them into relative alignment
with each other and a final global alignment is applied to both of them to allineate them
with the eSC.
Muons from cosmic rays are a perfect candidate to perform an alignment study; their
flux of I ≈ 1 cm−2 mm−1 [12] for horizontal detectors is good enough, given the dimensions
of the electron detector, and they provide an alternative source of charged particles to the
decay electrons, whose source in the TPC (the muons) is spread out unevenly.
During the 2011 run, a series of MIDAS runs where taken with the muon beam shut
off, but with the electron detectors turned on. The electron data obtained was therefore
assumed to come only from cosmic muons. In the identification of cosmic tracks, only the
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(a) (b)
Figure B.1: (a) is the diagram that illustrates the use of cosmic muons to align the cham-
bers. A cosmic muon (blue arrow) traverses both chambers (and the eSC) and the tracking
algorithm reconstructs two distinct tracks. Their time differences are histogrammed in (b)
and a coincidence window is imposed to select a muon event. Only the top two and bottom
two eSC segments are considered.
top two and bottom two eSC segments are considered. A time difference between the top
and bottom tracks is histogrammed, see Figure, and two tracks are considered to be part of
the same cosmic muon event if their time difference is ±10 ns. The internal alignment of
the ePC(1,2) chambers is easily found by looking at the reconstructed zˆ from each ePC. If
the chambers are internally aligned then the difference between the reconstructed zˆ using
only the outer cathode strips (zˆinner) and the reconstructed zˆ using only the inner cathode
strips (zˆouter) should be centered at zero. The initial zˆinner − zˆouter distributions are not
centered. The different zˆ offsets are converted into φ offsets using the corkscrew angle of
the cathode strips and these offsets are applied to both ePC(1,2) anode planes. A before
and after
The alignment of ePC1 with ePC2 is performed after finding the two tracks recon-
structed from the single cosmic muon track. A temporary track can be formed, say, by the
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Figure B.2: The top two distributions show zˆinner− zˆouter for ePC(1,2) before applying any
offsets. After the offsets are applied, the bottom two plots are produced.
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Figure B.3:
two hits in ePC1. If this new track is projected towards ePC2, a prediction on where the
ePC2 hits should be can be made. By looking at the difference between these projections
and the actual reconstructed information, an offset in φ and z can be found. Figures B.3
shows the final distributions, after the alignments are applied.
A final alignment is performed to bring together the ePC(1,2) detectors with the eSC
detector. Since the eSC has poor space resolution in φ, the only constraint that is imposed
is that the number of tracks found in the top eSC sectors be as equally shared as possible,
and the same for the bottom sectors. The amount the ePC(1,2) detectors have to be moved
in φ to accomplish this is applied as a final offset.
B.0.2 Detector Temporal Alingment
Once the three electron detectors have been spatially aligned, the eSC detector, used to
obtain the electron time, is aligned with the µSC detector. The eSC is comprised of 64
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Figure B.4: The two blue layers form a particular eSC segment. A charged particle that
traverses both will trigger signals in the four PMTs (IU: Inner-Upstream, ID: Inner-
Downstream, OU: Outer-Upstream, OD: Outer-Downstream). The 16 IU times are brought
in alignment with the µSC, producing 16 individual offsets. The time difference between the
IU and ID signals is histogrammed and offsets are found to center them at t = 0. The same
procedure is made for the IU-OU and ID-OD time difference distributions and a cascade
of offsets is produced
PMTs, 16 per segment and the approach to aligned the 64 tubes is is sketched in Figure
B.4.
B.0.3 Tracking Algorithm
The textbfMU stage of the analysis produces ePC(1,2) clusters and processes the individual
eSC pulses from the TDC or WFD data. At the MTA level, for each eSC segment, temporal
coincidences between the PMT signals are found, producing clusters of 2,3 or 4 hits. Figure
5.14 has a breakdown of the number of eSC clusters found.
The electron tracking algorithm therefore takes in the following data as input:
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• ePC1 clusters: Cathode-OR, Cathode-AND (t, φ, z)
• ePC2 clusters: Cathode-OR, Cathode-AND (t, φ, z)
• eSC clusters: 2-fold, 3-fold, 4-fold coincidences (t, φ)
First, the ePC(1,2) clusters are investigated and their time and φ differences his-
togrammed to obtain coincidences; the peaks of the corresponding distributions will de-
termine the coincidence windows, see Figure B.6. If an ePC1-ePC2 cluster is found, the
time of the ePC(1,2) cluster is taken as the average of the two ePC1 and ePC2 times. The
electron track is then produced when pairing an ePC(1,2) cluster with an eSC cluster. On
the one hand, a time coincidence window is imposed, see Figure B.8a, and an additional φ
cut is imposed.
The reconstructed tracks have a wide variety of multiplicities due to the fact that they
can be constructed from WFD or TDC eSC 2-folds, 3-folds and 4-folds and the ePC(1,2)
clusters can be produced by a hit in the three ePC layers (anode layer and two cathode
layers, called a triple hit), a hit with just the outer cathode layer present, etc. Figure B.9
shows the breakdown of these possibilities.
Approximately 10% of all the tracks will contain share a ePC1, ePC2 and/or eSC cluster
with another track. These multi-tracks arise mostly from the noisy ePC(1,2) environment.
For these tracks, a decision is made on which ones to use for the analysis. If the multi-track
only shares ePC(1,2) information, it will be used for further analysis. If the multi-track
shares an eSC cluster with another track, the track that points the closest to the center
of the disputed eSC segment will be promoted and the others discarded. An example of a
multi-track event can be seen in Figure B.7.
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Figure B.5: After all the offsets from Figure B.4 are found, the lifetime histogram is nicely
aligned at t = 0.
(a) (b)
Figure B.6: Coincidence windows to form an ePC1-ePC2 cluster using the time and φ
difference distributions.
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Figure B.7: Example of an electron multi-track event where more than one electron track
can be formed from a single eSC cluster and multiple ePC(1,2) clusters.
(a) (b)
Figure B.8: Coincidence windows to form an electron track from an eSC and ePC(1,2)
cluster.
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