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MORSE THEORY WITH HOMOTOPY COHERENT DIAGRAMS
TAESU KIM
Abstract. We study Morse theory on noncompact manifolds equipped with
exhaustions by compact pieces, defining the Morse homology of a pair which
consists of the manifold and related geometric/homotopy data. We construct a
collection of Morse data parametrized by cubes of arbitrary dimensions. From
this collection, we obtain a family of linear maps subject to some coherency
conditions, which can be packaged into a homotopy coherent diagram. We
introduce a chain complex which is a colimit for the diagram and show that it
computes the Morse homology.
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1. Introduction
Morse theory studies a Riemannian manifold in terms of gradient flow lines of
a smooth function, associating to it an invariant called Morse homology. While
the theory was first formulated for compact manifolds, attempts to study the non-
compact setting also have been made by several people (c.f. [CF], [Kan]). A major
difference is that the noncompact theory lacks an invariance property for the homol-
ogy: critical points may escape to infinity when we homotope the geometric data,
e.g., Morse functions and metrics. In other words, Morse homology for noncompact
manifolds is not a stable notion under homotopical changes.
This paper introduces a different approach for a noncompact version of Morse
theory, in which we exhaust a manifold with compact pieces and put additional
data on them. More precisely, we understand the given manifold as a union of
compact submanifolds equipped with Morse functions and Riemannian metrics.
W =
⋃
a∈Z≥0
Ma,
where Ma ⊂ W is a compact submanifold for each a and the pair (ha, ga) (called
Morse datum) consists of a Morse function and a Riemannian metric on Ma. We
call the data E = {(Ma, ha, ga)}a∈Z≥0 an exhaustion of W provided that they
satisfy several axioms. Most importantly, we put the following restriction on the
data:
−∇gaha|∂Ma is in the inward direction for each a.
This is to ensure that gradient trajectories do not touch the boundary of each
compact piece, so that no critical points of the Morse function appear outside of a
compact region. By virtue of this condition, we can apply the usual Morse theory for
compact manifolds to have a family of chain complexes
{
MC∗(Ma, ha, ga)
}
a∈Z≥0 .
The next step is to relate the Morse theories of individual submanifolds in order
to establish a global invariant. For this, we further equip the system with time-
dependent Morse data. Including the exhaustion and the gluing parameters, we call
the totality of such information 1-homotopy data and denote it by H1. The stan-
dard theory tells us that these data give rise to a direct system of Morse homologies
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MH∗(Ma, ha, ga)
}
a∈Z≥0 , which in fact is a restatement of the fact that, on ho-
mologies, continuation maps between two compact piece of data are independent
of the choice of homotopies.
Definition-Proposition. We define the Morse homology of a pair (W,H1) by1
MH∗(W,H1) := lim−→MH∗(Ma, ha, ga),
When we fix the exhaustion E , it is independent of the choices of H1 with E ⊂ H1
up to isomorphism.
Our approach is different from those of [CF] and [Kan] in that we focus consid-
erably on what an appropriate chain-level theory should look like. For instance, we
do not discard dependencies of Morse functions (and their homotopies). We will
try to reach the most general situation, keeping track of all those various choices in
a coherent way by studying a chain-level construction of the above type of Morse
homology. For this purpose, we need more information, which we call higher homo-
topies denoted by H. Namely, they consist of an exhaustion and Morse data with
parametrizations from cubes of arbitrary dimensions. We remark that the data H
are to extend the given 1-homotopy H1. To organize them systematically, we index
them with the nerves N(I), where I is the poset category. In other words, we
consider a collection of pairs{
Hσk : [0, 1]
k−1 × R×Mtσk → R,
Gσk : [0, 1]
k−1 × R→Met(Mtσk), σk ∈ N(I)k, k ≥ 1
that satisfy several axioms. (Notation : σk is given by k-many morphisms, and sσk
and tσk mean the source of the first one and the target of the last one, respectively.
We denote |σk| = k. See Notation A.7.) For instance, we require Hσk(~t, s, ·) = hsσk
(and htσk) for all s sufficiently small (and large, respectively). Using this collection,
we can study the parametrized negative gradient flow equation for a smooth map
u : R→Mtσk , where R = R ∪ {±∞}.
(1) u˙+
∇Gσk (~t,·)Hσk(~t, ·)√
1 + |H˙σk(~t, ·)|2|∇Gσk (~t,·)Hσk(~t, ·)|2
◦ u = 0, ~t ∈ [0, 1]k−1.
Let x and y be critical points of the Morse functions hsσk and htσk , respectively.
The set of all such pairs (~t, u) that satisfy (1), u(−∞) = x, and u(∞) = y is called
parametrized moduli space of trajectories. We denote it by M(Hσk ;x, y).
Theorem. For a given homotopy of Morse functions Hσk , there is a generic choice
of homotopy of Riemannian metrics Gσk such that the parametrized moduli space
M(Hσk ;x, y) is a smooth manifold (with corners) of dimension |x| − |y|+ k − 2.
To prove this theorem, we will show the Fredholm property of the linearized
operator for the equation (1) and use the Banach space implicit function theorem.
In fact, we will see that most of the known results (such as transversality) in the
standard low-degree theory can be extended to our general situation. In this regard,
our results will be presented as a direct generalization of those of [AD] and [Sch]. For
1This approach was motivated by symplectic homology theory for linear-at-infinity Hamilto-
nians, where the homology is defined by the colimit of a direct system (See [Abo]). In particular,
our inward direction condition corresponds to the convexity condition put on Floer data.
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example, it is possible to compactify M(Hσk ;x, y) by adding broken trajectories,
and counting the orders of zero-dimensional compactified spaces. This leads to a
family of linear maps:
ϕσ : MC∗(Msσ, hsσ, gsσ)→MC∗(Mtσ, htσ, gtσ),
indexed by simplices σ ∈ N(I). These maps are supposed to satisfy the following
relations:
(2) ∂ ◦ ϕσ + ϕσ ◦ ∂ +
|σ|∑
i=1
ϕ∂iσ +
|σ|∑
i=1
ϕ(σ)2|σ|−i ◦ ϕ(σ)1i = 0.
Here ∂iσ means the (|σ|−1)-simplex obtained by composing the i-th and (i+ 1)-th
morphisms that appear in σ, while (σ)1i stands for the i-simplex that consists of the
first i-many morphisms. (σ)2|σ|−i is given in a similar way. Achieving (2) involves
putting compatibilities among the parametrized Morse homotopy data; such data
will be constructed by inductions. This is what is meant by coherence of the
homotopy data. To realize our goal, we will need to take advantage of transversal
homotopies, which prevents unwanted solutions from appearing when we homotope
the parameter spaces.
Among all of such analytic methods to study the moduli spaces with, a special
emphasis will be put on the parametrized gluing theorem of trajectories. This is
because the compositions between the above linear maps play an important role
when we try to obtain the relation (2), and a proper description of the gluing is
essential for this purpose. Let σk and σl be k- and l-simplices in N(I), respectively
with tσk = s = σl. When three critical points x ∈ Crit(hsσk), y ∈ Crit(htσk), and
z ∈ Crit(htσl) satisfy the conditions |y| − |x| = k − 2 and |z| − |x| = l − 2, the
compactification results say that the moduli spacesM(Hσk ;x, y) andM(Hσl ; y, z)
can be shown to be finite sets. We then have the gluing theorem for our situation
as follows.
Theorem. For all sufficiently large ρ > 0, we have a bijection of finite sets:
M(Hσk#ρHσl ;x, z) 'M(Hσk ;x, y)×M(Hσl ; y, z),
where Hσk#ρHσl is the concatenation of homotopies for the gluing parameter ρ.
Our tool to investigate the related algebraic structure is ∞-category theory,
whose objects of study can be thought of as a mixture of (ordinary) categories and
topological spaces. It is useful for our purpose in two ways. First, it provides an
efficient way to coherently organize higher homotopies. In particular, we can make
precise and proper sense of the word coherence. Secondly, it enables us to deal with
a homotopy direct system. In our case, it can be written in the form of a homotopy
coherent diagram:
F : N(I)→ Ndg
(
Ch(Z2)
)
.
We will see the geometric data H give rise to an example of such a diagram denoted
byFH. Our interest is in computing a model of a homotopy direct limit, as a desired
chain-level universal object. We will see that a model for a colimit of FH can be
roughly said to be given by the following chain complex
MC∗(W,H) :=
⊕
k≥0
⊕
σk∈N(I)k,
nondeg.
Z2〈σk〉 ⊗MC∗(Msσk , hsσk , gsσk)
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(See Definition 11.2 for the differential ∂ and the grading | · |.)
Definition. We call the chain complex
(
MC∗(W,H), ∂
)
the Morse chain complex
of a pair (W,H).
In this paper, we will prove:
Theorem. For given homotopy data H1 ⊂ H, the following hold.
(i) FH extends to a colimit diagram FH, so that its evaluation at the cone
point FH(∗) is given by MC∗(W,H).
(ii) H∗
(
MC∗(W,H), ∂
)
is isomorphic to MH∗(W,H1).
Our previously described situation is depicted by the following diagram.
Higher homotopy data
H on W
1-homotopy data
H1 on W
MC∗(W,H)
MH∗
(
W,H1
) '−−−−−−−−→ H∗(MC∗(W,H)).
Homology
Finally, we will try to find a relation between the constructions for two different
geometric choices. Namely, for two data H,H′ that share an exhaustion, there is a
way to relate the two chain complexes MC∗(W,H) and MC∗(W,H′), provided that
there is another diagram F ext which extends FH and FH′ in the sense of Condition
11.4 or Condition 11.7.
Proposition. For two higher data H and H′ that admit an extension of diagrams
F ext, the two chain complexes MC∗(W,H) and MC∗(W,H′) are related by the
following diagram:
colimF ext(∗)
MC∗(W,H) MC∗(W,H′),
'
q-isom. q-isom.
'
where colim F ext(∗) is the evaluation of its colimit at the cone point ∗.
Notice that this verifies our earlier claim that the Morse homology is independent
of the choices of 1-data H1 up to isomorphism.
Notation. (i) In this paper, we consider various types of homotopies, indexed by
some simplicial sets. Whenever it is clear from the context, we put • for simplicity,
not explicitly writing down the specific indices. (ii) The homotopies are given as a
pair of parametrized Morse functions and Riemannian metrics. In most cases, we
only consider homotopies of Morse functions, and those of Riemannian metrics are
omitted from the notation. They should be regarded as being implicitly included
in our discussions. (iii) The same letter g is used for two different contexts: a
Riemannian metric and a morphism of the indexing category I.
Acknowledgements. We thank Tomoyuki Abe, Anna Cepek, Gabriel C. Drummond-
Cole, Kenji Fukaya, Damien Lejay, Andrew Macpherson, Yong-Geun Oh, and Otto
van Koert for helpful discussions. Additionally, we appreciate Anna Cepek for her
grammatical advice.
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2. Homotopy coherent diagrams in chain complexes
2.1. Homotopy direct systems. Recall that the poset category I is given by:
• Ob(I) = Z≥0,
• Mor(I) is given by associating exactly one morphism fa,b to each ordered
pair a ≤ b of objects. In particular, when a = b, fab is necessarily the
identity morphism ida.
Recall that a homotopy coherent diagram is defined by a map of simplicial sets
D : K → C,
where K is a simplicial set and C is an∞-category. In this paper, we are interested
in the following example.
F : N(I)→ Ndg
(
Ch(Z2)
)
.
See appendices for its detail (e.g., on nerves and dg-nerves).
Effectively, the data of F can be thought of as follows.
• To a vertex a ∈ N(I)0, we assign a chain complex Ca. If a ∈ N(I)0, then
Ca = F (a).
• To a nondegenerate k-simplex σk ∈ N(I)k with k ≥ 1, we assign a degree
k − 1 linear map, ϕσk : Csσk → Ctσk , satisfying
(3) ∂ ◦ ϕσk + ϕσk ◦ ∂ +
k∑
i=1
ϕ∂iσk +
k∑
i=1
ϕ(σk)2k−i ◦ ϕ(σk)1i = 0.
• To a degenerate k-simplex, with k ≥ 1, we assign the zero map.
For more about F , the reader can refer to appendices.
Definition 2.1. Let us call such a map F a homotopy direct system of chain
complexes (over Z2). We say that F is strict if it satisfies
F (f1, · · · , fk) = 0
for all (f1, · · · , fk) ∈ N(I)k with k ≥ 2.
The following lemma is an easy exercise.
Lemma 2.2. When F is strict, we have for all k ≥ 1,
F (fk ◦ fk−1 ◦ · · · ◦ f1) = ϕfk◦fk−1◦···◦f1 = ϕfk ◦ · · · ◦ ϕf1 = F (fk) ◦ · · · ◦F (f1).
A colimit of a homotopy coherent diagram is by definition an extension
F : N(I). → Ndg
(
Ch(Z2)
)
of F that is initial (unique up to a contractible choice). Here N(I). is a simplicial
set obtained from N(I) by adding a cone point ∗. (See Appendix A for the notation
and the precise definition.)
Proposition 2.3. There exists a colimit F such that F (∗) is a chain complex
over Z2 given by
F (∗) :=
⊕
k≥0
⊕
σk∈N(I),
nondeg.
Z2〈σk〉 ⊗ Csσk ,
MORSE THEORY WITH HOMOTOPY COHERENT DIAGRAMS 7
with the differential ∂
∂ : (σk;x) 7→
k−1∑
i=0
(∂iσk;x) +
k−1∑
i=0
(
(σk)
2
i ;ϕ(σ)1k−i(x)
)
+ (σk; ∂x),(4)
and the grading
|(σk;x)| := k + |x|.
On the homologies, F induces a strict diagram HF . We can consider its colimit,
denoted by colimHF , which exists in the category of chain complexes. In the case
of F , this amounts to considering a direct system of chain complexes and its direct
limit, which we denote by lim−→HF .
Theorem 2.4. There is an isomorphism
H∗
(
F (∗), ∂) ' lim−→HF .
For proofs of Proposition 2.3 and Theorem 2.4, we refer the reader to Appendix
B.
2.2. Morphisms. We propose models for the notion of a morphism between two
homotopy direct systems of chain complexes.
Indexing categories. We introduce two indexing categories
(i) We denote by I0 the category with two objects, say 0 and 1, and one non-
trivial morphism in each direction between them, we consider the product
category Î := I × I0.
(ii) Let I denote the category with
• Ob(I) = Z≥0,
• Mor(I) given by associating
−exactly one morphism fa,b to each ordered pair a ≤ b,
−exactly one morphism fa,b to each ordered pair a ≥ b, and
a = 2c+ 1, b = 2c for some c ∈ Z≥0.
In particular, we have
f2c+1,2c ◦ f2c,2c+1 = id2c, f2c,2c+1 ◦ f2c+1,2c = id2c+1.
A model with the category Î. Given homotopy coherent diagrams F ,F ′ : N(I)→
Ndg
(
Ch(Z2)
)
, we consider another
F̂ : N(Î)→ Ndg
(
Ch(Z2)
)
which extends F and F ′, i.e., F̂ |N(I)×{0} = F and F̂ |N(I)×{1} = F ′
Example 2.5. For two strict diagrams Fs and F ′s, such that Fs(a) = F
′
s(a) for
all a ∈ Ob(I), we can check that such an extension F̂ exists. Consider a k-simplex(
(f1, f
′
1), · · · , (fk, f ′k)
) ∈ N(Î)k, where (f1, · · · , fk) ∈ N(I)k and (f ′1, · · · , f ′k) ∈
N(I0)k. Let #ni denote the number of nonidentity morphisms in (f ′1, · · · , f ′k). We
define
F̂ : ((f1, f ′1), · · · , (fk, f ′k)) 7→ ϕ̂((f1,f ′1),··· ,(fk,f ′k)),
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as follows.
ϕ̂(
(f1,f ′1),··· ,(fk,f ′k)
) :=

0 if #ni ≥ 1 and k ≥ 2,
or
(
(f1, f
′
1), · · · , (fk, f ′k)
)
is degenerate,
ida if #ni = 1, k = 1, and f
′
1 = id,
f1 if #ni = 1, k = 1, and f
′
1 6= id,
or #ni = 0 and k = 1,
0 if #ni = 0 and k ≥ 2.
It is straightforward to check that
{
ϕ̂(
(f1,f ′1),··· ,(fk,f ′k)
)} satisfies the relation (3),
and hence defines a homotopy coherent diagram.
Remark 2.6. We can think of a colimit of the ∞-functor F̂ , whose existence is
guaranteed by the fact that in general the∞-category Ndg
(
Ch(Z2)
)
admits colimits
for any type of diagrams.
We consider the following pair of functors
Φ : I  Î : Ψ,
where Φ is the embedding to either obvious copy of I inside Î, and Ψ is the map
that forgets the I0 part. These functors give rise to an equivalence of categories,
and the induced maps of simplicial sets
Φ∗ : N(I) N(Î) : Ψ∗
are categorical equivalences in the sense of [Lur1] and [Rie]. The equivalence
(5) colimF = colim(F̂ ◦ Φ∗) ' colimF̂ ,
follows from the fact that a categorical equivalence gives rise to a cofinal map (c.f.
Definition B.7). Hence, we have a quasi-isomorphism of chain complexes F (∗) '−→
colimF̂ (∗). In following the same procedure for F ′, we obtain the following lemma.
Lemma 2.7. Suppose that the above type of extension F̂ exists, then we have
quasi-isomorphisms of chain complexes
colimF̂ (∗)
F (∗) F ′(∗).
' '
A model with the category I. We consider functors Ψ′,Φ′0,Φ′1 : I ↪→ I given by{
Ψ′(a) = a, Ψ′(a→ b) = (a→ b),
Φ′i(a) = 2a+ i, Φ
′
i(a→ b) = (2a+ i→ 2b+ i), i = 0, 1,
and Φ′′0 ,Φ
′′
1 : I ↪→ I by
Φ′′i (a) = 2a+ i, Φ
′′
i (a→ b) = (2a+ i→ 2b+ i), i = 0, 1.
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Observe that Φ′0,Φ
′
1 are equivalences of categories, while Φ
′′
0∗,Φ
′′
1∗ are not. These
functors induce maps of simplicial sets:
Ψ′∗,Φ
′
0∗,Φ
′
1∗ : N(I) ↪→ N(I),
Φ′′0∗,Φ
′′
1∗ : N(I) ↪→ N(I).
Then Φ′0∗,Φ
′
1∗ are categorical equivalences similarly as before.
For given homotopy coherent diagrams F ,F ′ : N(I) → Ndg
(
Ch(Z2)
)
with
F (a) = F ′(a) for all a ∈ Z≥0, we consider the two diagrams
F I : N(I)→ Ndg
(
Ch(Z2)
)
,
F˙ : N(I)→ Ndg
(
Ch(Z2)
)
.
(Here F I should not be mistaken for F .) We require them to be extensions of F
and F ′ in the the sense that the following relations hold:
F I ◦ Φ′′0∗ = F , F I ◦ Φ′′1∗ = F ′,
F˙ ◦ Φ′0∗ = F , F˙ ◦ Φ′1∗ = F ′.
And we require F I to be an extension of F˙ , i.e.,
F I ◦Ψ′∗ = F˙ .
If these extensions exist, then we have
colimF
'−→ colimF I '←− colimF ′
for the same reason as (5). Now the following lemma follows.
Lemma 2.8. If an extension F I exists, we have quasi-isomorphisms of chain
complexes
colimF I(∗)
F (∗) F ′(∗).
' '
3. Morse theory on compact manifolds
In this section, we provide several standard results of Morse theory without
proof. The reader can refer to [Sch] for full details. Those who familiar with basic
Morse theory may feel free to skip this section and go to Section 4.
Let (M, g) be a compact Riemannian manifold andwith a Morse function h :
M → R on it.
3.1. The space of trajectories. Consider the compactification R = R ∪ {±∞}.
For a small open neighborhood O of the zero section in TM and a smooth map
w : R → M from w(−∞) = x to w(∞) = y, consider the exponential map expw :
W 1,2(w∗O)→M. Then the map expw is a diffeomorphism onto the image when O
is sufficiently small.
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The Banach manifold P1,2(x, y). For two points x, y in M, we denote
C∞x,y(R,M) :=
{
w : R→M | w(−∞) = x, w(∞) = y, |w(±s)| < e∓ks,
for sufficiently large |s| and some k > 0}.
We also denote
P1,2(x, y) := {γ : R→M |γ(−∞) = x, γ(∞) = y,
expw(s) = γ for some s ∈W 1,2(w∗O)
with s(±∞) = 0, and w ∈ C∞x,y(R,M)
}
.
In our case, the inequality k − mp > 0 holds for (k, p,m) = (1, 2, 1), so we know
γ ∈ P1,2(x, y) is continuous by the Sobolev embedding theorem.
Proposition 3.1. We have
(i) P1,2(x, y) is a smooth Banach manifold with local charts{
W 1,2(w∗O), expw(·)
}
w∈C∞x,y(R,M).
(ii) TP1,2(x, y) is given by ⋃
γ∈P1,2(x,y)
γ∗TM , and we have
W 1,2
(
TP1,2(x, y)) = ⋃
γ∈P1,2(x,y)
W 1,2(γ∗TM).
The fiber derivatives. Consider the tangent bundle τ : TM →M and a connection
K on it. For ξ ∈ O, we have the following two isomorphisms:
∇1 exp(ξ) := d exp(ξ) ◦
(
dτ(ξ)|H
)−1
: Tτ(ξ)M
'−→ T (Tτ(ξ)M) '−→ Texp(ξ)M
∇2 exp(ξ) := d exp(ξ) ◦
(
K(ξ)|V
)−1
: Tτ(ξ)M
'−→ T (Tτ(ξ)M) '−→ Texp(ξ)M,
where dτ(ξ)|H and K(ξ)|V are isomorphisms obtained from the restrictions to the
horizontal and vertical subspaces, respectively. (Recall that d exp(ξ) is an isomor-
phism when O is sufficiently small.) ∇2 exp(ξ) is called the fiber derivative of the
exponential map. The fiber derivative of the transition map of the local charts
ϕf2◦f1 := ϕf2 ◦ ϕ−1f1 : O → O is given by
∇2 exp
(
exp−1f1(t) ◦ expf2(t)(ξ)
)−1 ◦ ∇2 exp(ξ).
We have
∂
∂t
exp
(
ξ(t)
)
= ∇1 exp(ξ)
(
dτ(ξ˙)
)
+∇2 exp(ξ)
(
K(ξ˙)
)
= ∇1 exp(ξ)(h˙) +∇2 exp(ξ)(∇tξ),
where ∇tξ = K(ξ˙) and h˙ = dτ(ξ˙).
The flow equation. We consider a map of Banach manifolds
F : P1,2(x, y)→
⋃
γ∈P1,2(x,y)
L2(γ∗TM)
that is given by F (γ) = γ˙ +X ◦ γ, where X is either{
X = ∇h for a time-independent Morse function h, or
X = ∇h√
1+|∇h|2|h˙|2
for a time-dependent Morse function h
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The image of F can be shown to lie in the class of L2 maps. In the local chart,{
W 1,2(w∗O), expw
}
, F can be written for the time-independent case as follows:
Floc : W
1,2(w∗O)→L2(w∗TM),
ξ 7→(∇2 exp(ξ))−1 ◦ (∇1 exp(ξ)(h˙)
+∇2 exp(ξ)(∇tξ) + (∇h ◦ exph)(ξ)
)
= ∇tξ(t) + g(t, ξ(t)).
Here the map g : R×w∗O → w∗TM is smooth and fiber respecting at each t with
the condition lims→±∞ g(s, 0) = 0. Moreover, the asymptotical fiber derivatives
F2(±∞, 0) are conjugated to the Hessians of hα and hβ at xα and xβ , respectively.
The time-dependent case is similar.
It turns out that the zero set of F coincides with the set of smooth curves
w : R → M that are solutions of w˙ + X ◦ w = 0 with the condition w(−∞) = x
and w(∞) = y. We denote the zero set of F by{
M̂(h;x, y) for the time-independent case,
M(h;x, y) for the time-dependent case.
The linearization of F is computed as follows:
dF : W 1,2(R,Rn)→ L2(R,Rn)
ξ 7→
∑
i
dF (u)(ξ),
where
(6) dF (u)(ξ) =
∂
∂s
ξ +A(ξ),
where A is a continuous family of the endomorphisms of L2(R,Rn) such that A(±∞)
is nondegenerate and self-adjoint. Then we have
Theorem 3.2. dF is a Fredholm operator of index |x|−|y| between Banach spaces.
A parameter space Banach manifold. Let Eg := Endsym,g(TM) denote the subset
of endomorphisms End(TM) consisting of symmetric self-adjoint ones with respect
to the Riemannian metric g. Also, let Tg denote the set of positive definite ele-
ments in Eg. Let e = (e1, e2, · · · ) be a sequence of positive real numbers. For
s ∈ Γ(Endsym,g)(TM), we define a norm by
‖s‖e :=
∑
k≥0
ek sup
p∈M
|∇ks(p)|,
where
|∇ks(p)| := max{∇v1 · · · ∇vks(p) | ‖v1‖ = · · · = ‖vk‖ = 1, v1, · · · vk ∈ TpM}.
We write Ce(Eg) :=
{
s ∈ C∞(Eg) | ‖s‖ <∞
}
. Then we have:
Lemma 3.3.
(
Ce(Eg), ‖ · ‖
)
is a Banach space unless it is empty. Moreover, there
is a sequence e such that Ce(Eg) is dense in L
2(Eg).
Lemma 3.4. Ce(Tg) is an open neighborhood of id ∈ Ce(Eg) and there is an
isomorphism TXC
e(Tg) ' Ce(Eg) for any X ∈ Ce(Tg).
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We consider the following map of Banach manifolds:
Φ : Ce(Tg)×P1,2(x, y) −→
⋃
γ∈P1,2(x,y)
L2(γ∗TM),
(A, γ) 7−→
{
γ˙ +A(∇γ) ◦ γ, for the time-independent case,
γ˙ + A(∇h)√
1+|h˙||A(∇h)|2
◦ γ, for the time-dependent case.
3.2. Transversality and compactness of the moduli space.
Transversality. When we try to achieve transversality for the moduli space of tra-
jectories, we will refer to the following theorem.
Theorem 3.5. ([Sch] Proposition 2.24) Suppose that
(i) 0 is a regular value of Φ,
(ii) ΦA := Φ(A, ·) is Fredholm of index l for each A ∈ Ce(Tg),
then there exists a generic subset S of Ce(Tg) such that ΦA is surjective for each
A ∈ S. In particular, Φ−1(0) is a submanifold of P1,2(x, y) of dimension l for each
A ∈ S by the implicit function theorem for Banach manifolds.
For time-independent Morse function h, there is a free action by R on M̂(h;x, y)
by γ(·) 7→ γ(·+ τ) for τ ∈ R. Then we denote M(h;x, y) := M̂(h;x, y)/R.
Corollary 3.6. There is a generic choice of Riemannian metric such that the
space M(h;x, y) for time-independent h it is a smooth manifold of of dimension
|x|−|y|−1. When h is time-dependent, it is a smooth manifold of dimension |x|−|y|.
Compactness theorem. We remark that our moduli space of trajectories is a metric
space, and thus compactness is equivalent to sequential compactness. We say that
a compact subset K ⊂ M̂(h;x, y) is compact up to broken trajectories if either (i)
any subset {un}n ⊂ K, has a convergent subsequence in K or (ii) there exist critical
points of h, x = x0, x1, · · · , xl = y with |x| > |x1| > · · · |y|, vi ∈ M(h;xi, xi+1),
together with time reparametrizations {τm,i}m ⊂ R, (i = 0, · · · , l − 1), so that we
have a convergence umk(·+ τmk,i)
C∞loc−−−→ vi as k →∞.
Theorem 3.7. Any sequence {un}n ⊂ M(h;x, y) ⊂ C∞(R,M) converges to v ∈
C∞(R,M) in C∞loc. Moreover, if v ∈M(h;x, y), then it converges to v in W 1,2.
Theorem 3.8. M̂(h;x, y) is compact up to broken trajectories.
By this theorem, M(h;x, y) (for either time-independent or time-dependent
Morse function h) can be compactified to M(h;x, y) by adding broken trajecto-
ries, so that we have ∂M(h;x, y) = ⋃
z∈Crit(h),
|y|<|z|<|x|
M(h;x, z)×M(h; z, y). In particular,
when |x| = |y|+ 1, M(h;x, y) is a finite set, and when |x| = |y|+ 2, it is a compact
1-dimensional manifold.
3.3. Morse chain complexes and homologies. We assume that g is chosen
from the generic set of Theorem 3.5, and consider the following free Z2-module
associated to a triple (M,h, g):
MC∗(M,h, g) :=
⊕
x∈Crit(f)
Z2 · x,
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where we put a grading by the Morse index, i.e., the number of negative eigenvalues
of the Hessian of h at the critical point. We define a map of degree −1 by
d : MC∗(M,h, g) −→MC∗−1(M,h, g)
Crit(f) 3 x 7−→
∑
y∈Crit(f),
|y|=|x|−1
#2M(h;x, y) · y.
Since M(h;x, y) is a finite set when |x| − |y| = 1, this map is well-defined. In fact,
we have d ◦ d = 0, which can be checked from the following observation:
d ◦ d(x) =
∑
x,y∈Crit(h),
|z|=|x|−1,
|y|=|x|−2
#2
(M(h;x, z)×M(h; z, y)) · y
=
∑
y∈Crit(h),
|y|=|x|−2
#2
(
∂M(h;x, y)) · y = 0,
where the last equality follows from the fact that any compact connected 1-dimensional
manifold is either a circle or a closed interval, and thus the number of its boundary
components is 0 modulo 2.
Definition 3.9. We call
(
MC∗(M,h, g), d
)
the Morse chain complex associated to
(M,h, g). We define the Morse homology of a triple (M,h, g) by
MH∗(M,h, g) :=
ker d
im d
.
Notation 3.10. For simplicity, we sometimes omit one or two components of the
triple (M,h, g) in the notations of Morse chain complexes and homologies without
changing the meanings.
Theorem 3.11. HM∗(M,h, g) is independent of the choice of (h, g) up to isomor-
phism.
4. Homotopy constructions
We begin our study of the noncompact case by introducing homotopical notions.
Some of them are just restatements of known results, written in the forms which
we will take advantage of in later sections.
4.1. A noncompact setting.
Morse functions with boundary conditions. Let M be a compact manifold with a
possibly nonempty boundary ∂M and h a Morse function on it, satisfying
(7) −∇h is in the inward direction along ∂M.
Throughout this paper, we will call this the inward direction condition. This
condition requires the gradient vector field to be transversal to the boundary. It
also prevents the gradient vector field from vanishing, so that there are no critical
points at the boundary.
Remark 4.1. Trajectories connecting two critical points cannot intersect ∂M ;
hence the discussion of the previous section for compact manifolds is available.
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Figure 1. The inward direction condition
Compact exhaustions. We are interested in a noncompact manifold W equipped
with a compact exhaustion (or an exhaustion in short) by which we mean the
following data:
• {(Ma, ha, ga)}a∈Z≥0 a family of compact submanifolds of W with Morse
functions and Riemannian metrics,
• ⋃
a∈Z≥0
Ma = W,
• Ma ⊆ int(Ma+1), for each a ∈ Ob(I),
• Each ha satisfies the condition (7)
• {hba : Mj → R}a≤b, a family of Morse functions, (called extensions),
• Each hba satisfies the condition (7),
• hba|Ma ≡ ha, for each pair a ≤ b (in particular, h
a
a ≡ ha, for each a).
Figure 2. A compact exhaustion
4.2. 1-homotopies. We introduce 1-homotopies and the related analytical state-
ments. They can be dealt with the standard Morse theory for the time-dependent
case, and the reader can refer to [Sch] or [AD] for proofs.
Definition 4.2. Given an exhaustion
{
(Ma, ha, ga)
}
a∈Z≥0 of W, by 1-homotopies,
we mean a family of pairs of time-dependent Morse functions and Riemannian
metrics {
hf : R×Mtf → R
gf : R→Met(Mtf ), f ∈Mor(I),
(where Met(M•) is the set of all Riemannian metrics on M•) that satisfy the
following axioms:
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• (Stability at the ends) There exists Rf > 0 such that
hf (s, ·) =
{
h
tf
sf if s < −Rf ,
htf if s > Rf ,
gf (s) =
{
gtfsf if s < −Rf ,
gtf if s > Rf ,
• (Constant homotopies) (hida , gida) is the constant homotopy for each a ∈
Ob(I).
• (Extensions) There exists a family of time-dependent Morse functions and
Riemannian metrics
(8)
{
h
k
f : R×Mk → R
gkf : R→Met(Mk), tf ≤ k, f ∈Mor(I),
• (Trivial extensions) htff ≡ hf for each f ∈Mor(I),
• (Stability for extensions) For the same Rf > 0 as above, and for all k ≥ tf,
we have
h
k
f (s, ·) =
{
h
k
sf if s < −Rf ,
h
k
tf if s > Rf ,
gkf (s, ·) =
{
gksf if s < −Rf ,
gktf if s > Rf ,
• (Inward direction condition) −∇gfhf and −∇gkfh
k
f are in the inward direc-
tion along the boundaries ∂Mtf and ∂Mk, respectively for all f ∈Mor(I)
and k with k ≥ tf.
• (Regularity) hf and hkf (simply denoted by h• in what follows) are regular
in the following sense: for any p ∈Mtf with ∇h(s, p) = 0, the operator ∂∂s+
H2h(s, p) : W 1,2(TpM)→ L2(TpM) is onto, where H2h(s, p) ∈ End(TpM)
denotes the Hessian of h(s, ·) at p.
Remark 4.3. It is a standard fact that the regularity can always be achieved by
a local perturbation of the 1-homotopy (hf , gf ) near critical points.
The moduli space of trajectories. Given a 1-homotopy {hf}f∈Mor(I) on W, we con-
sider the space of time-dependent trajectories for x ∈ Crit(hsf ) and y ∈ Crit(htf ),
M(hf ;x, y) := {u : R→Mtf | u˙+ ∇hf√
1 + |h˙f |2|∇hf |2
◦ u = 0,
u(−∞) = x, u(∞) = y}.
Indeed, it is the zero set of the following map between Banach manifolds:
Ff : P1,2(x, y) −→
⋃
γ∈P1,2(x,y)
L2(γ∗TMtf ),
u 7−→ u˙+ ∇hf√
1 + |h˙f |2|∇hf |2
◦ u.
Similar to the time-independent case, we have M(hf ;x, y) ⊂ C∞(R,Mtf ).
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Transversality and compactness of the moduli space. We state the transversality
and compactification theorems for 1-homotopies.
Theorem 4.4. There exists a generic choice of R-family of Riemannian metrics
{gf}f∈Mor(I) on Mtf for which M(hf ;x, y) is a smooth manifold of dimension
|x| − |y|.
Theorem 4.5. M(hf ;x, y) can be compactified to M(hf ;x, y), so that
∂M(hf ;x, y) =
⋃
x′∈Crit(htf ),
|x′|=|x|−1
M(hsf ;x, x′)×M(hf ;x′, y)
∪
⋃
y′∈Crit(htf ),
|y′|=|y|+1
M(hf ;x, y′)×M(htf ; y′, y).
As a result, we have
Corollary 4.6. If |x| = |y|, then M(hf ;x, y) =M(hf ;x, y), and it is a finite set.
Proof. When |x| = |y|, no breaking can take place for reasons of degree as is sug-
gested by Theorem 4.5. SoM(hf ;x, y) is already compact and it is zero dimensional
by Theorem 4.4.

4.3. Continuation homomorphisms. For the extension,
(Ma, ha) ↪→ (Mb, hba),
we have the inclusion
Crit(ha) ⊂ Crit(hba).
For each f ∈Mor(I), we define an injective Z2-linear map:
ιf : MC∗(Msf , hsf )→MC∗(Mtf , htfsf ),
x ∈ Crit(hsf ) 7→ x ∈ Crit(htfsf ).
Then we have:
Corollary 4.7. ιf is a chain map.
Proof. This follows from the fact that there exists no outward trajectories from
a critical point of hsf to the one of h
tf
sf which lies outside Msf due to condition
(7). 
Continuation homomorphisms. For f ∈Mor(I), we define a Z2-linear map
ϕf : MC∗(Msf , hsf )→MC∗(Mtf , htf ),
x ∈ Crit(htfsf ) 7→
∑
y∈Crit(htf ),
|x|=|y|
#2M(hf ;x, y) · y.
Lemma 4.8. ϕf is a chain map.
Proof. By Theorem 4.4, ϕf is well-defined. It is a standard procedure to show ϕf
is a chain map, which follows from Theorem 4.5. 
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We define
ϕf : MC∗(Msf , hsf )→MC∗(Mtf , htf )
by ϕf := ϕf ◦ ιf and call the family {ϕf}f∈Mor(I) the continuation maps.
The following proposition will be proved in a later section, in a more general
context.
Proposition 4.9. ϕf is a chain map for each f ∈ Mor(I). Moreover, the maps
induced on homologies satisfy ϕg◦f∗ = ϕg∗ ◦ ϕf∗ for all morphisms f, g of I with
tf = sg.
Concatenations of homotopies. Assume that we are given a transversal family of 1-
homotopies {hf}f∈Mor(I). Let f, g be morphisms of I with tf = sg. From the pair
hf and hg, we can construct a new 1-homotopy hf#ρhg, called the concatenation
of hf and hg, where we require ρ > max{Rf , Rg}:
hf#ρhg(s, ·) :=
{
h
tg
f (s, ·) if s < −max{Rf , Rg},
hg(s, ·) if s > max{Rf , Rg}.
We define the concatenation of Riemannian metrics gf and gg, similarly. Its well-
definedness and smoothness of the concatenation are guaranteed by the stability-
at-the-ends condition. In Theorem 4.10, we show that it is transversal when ρ is
sufficiently large.
Gluing theorem. We can glue two trajectories, an important consequence of which
is the following theorem.
Theorem 4.10. There exists ρ0 > 0 such that for every ρ > ρ0, M(hf#ρhg;x, y)
is a smooth manifold of dimension |x| − |y|, and when |x| = |y| = |z|, we have a
bijection between finite sets
M(hf#ρhg;x, y) '
⋃
z∈Crit(hsg),
|x|=|y|=|z|
M(hf ;x, z)×M(hg; z, y).
Proof. This is a special case of later results, such as Theorem 6.5 and Theorem
7.4. 
For the proof of Theorem 4.10, we use the following lemma .
Lemma 4.11. We have a bijection M(htgf ;x, z) 'M(hf ;x, z).
Proof. By the inward direction condition, no trajectory of h
tg
f can escape from Mtf
in Mtg. 
Similarly to how we defined ϕf and ϕg, the 1-homotopy hf#ρhg from sf to tg
gives rise to a Z2-linear map for sufficiently large ρ > 0,
ϕhf#ρhg : MC∗(Msf , hsf )→MC∗(Mtg, htg).
Corollary 4.12. Let ρ0 be as in Theorem 4.10. Then for any ρ ≥ ρ0, the following
diagram commutes.
MC∗(Msf , hsf ) MC∗(Mtf , htf )
MC∗(Mtg, h
tg
sf ) MC∗(Mtg, htg).
ιf
ϕf
ϕg
ϕhf#ρhg
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Hence we have
ϕhf#ρhg = ϕg ◦ ϕf .
Proof. By Theorem 4.10, we have ϕhf#ρhg = ϕg◦ϕhtgf . Composition of ϕhf#ρhg with
ιf amounts to restricting its domain to MC∗(Msf , hsf ). Since ϕhtgf |MC∗(Msf ,hsf ) =
ϕhf due to (7), which in particular means that its image is in MC∗(Mtf , htf ), we
have:
ϕhf#ρhg = ϕhf#ρhg ◦ ιf = (ϕhg ◦ ϕhtgf ) ◦ ιf = ϕg ◦ ϕf = ϕg ◦ ϕf .

Corollary 4.13. We have ϕg◦f∗ = ϕg∗ ◦ ϕf∗.
Proof. We consider a chain homotopy hg◦f ∼ hf#ρhg. By the standard Morse
theory, we have ϕg◦f∗ = ϕhf#ρhg∗. Then ϕg◦f∗ = ϕg∗ ◦ ϕf∗ follows from Corollary
4.12. 
Definition 4.14. We call the following collection 1-homotopy data and denote it
by H1.
• {(Ma, ha, ga)}a∈Ob(I), a compact exhaustion E of W,
• {(hf , gf )}f∈Mor(I), 1-homotopies,
• {ρf,g > ρf,g,0}, gluing parameters for each (f, g) ∈Mor(I)×2 with tf = sg.
Definition 4.15. We say that 1-homotopy data are strict if the continuation maps
satisfy
ϕfk◦fk−1◦···◦f1 = ϕfk ◦ · · · ◦ ϕf1 .
for all (f1, · · · , fk) ∈ N(I)k and k ≥ 1.
Observe that Corollary 4.13 says that the data
({MH∗(ha)}a∈Z≥0 , {ϕf∗}f∈Mor(I))
is a direct system of Z2-modules.
Definition 4.16. We define the Morse homology of a pair (W,H1) by the direct
limit
MH∗(W,H1) := lim−→MH∗(ha).
Morphisms of 1-homotopy data. Let H1,H′1 ⊃ E be two 1-data with the same
exhaustion, E = {(Ma, ha, ga)}a∈Z≥0 . By a morphism of 1-homotopy data, we mean
a family of pairs
{
(ĥa,b, ĝa,b)
}
a≤b that consists of homotopies connecting (ha, ga)
and (hb, gb), satisfying suitable conditions analogous to the axioms in Definition
4.2. Then, by the same process as for {ϕf}f∈Mor(I), and H1 (or H′1) described
earlier in this subsection, we obtain a family of chain maps.{
ϕ̂a,b : MC∗(ha, ga)→MC∗(hb, gb)
}
a≤b,
and the homology-level maps,{
ϕ̂a,b∗ : MH∗(ha, ga)→MH∗(hb, gb)
}
a≤b.
Proposition 4.17. MH∗(W,H1) is independent of the choice of 1-homotopy data
H1 up to isomorphism.
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Proof. Recall that in Section 2 we defined the strict functor HFH1 : I → Ch(Z2)
by HFH1(a) = MH(ha) for each a ∈ Ob(I), and HFH1(a→ b) = ϕ(a→b)∗ for each
pair a ≤ b. We now consider another pair of strict functors
ĤF ,
◦
HFH1 : I → Ch(Z2)
given by
ĤF (a) =
{
MH∗(hc) if a = 2c,
MH∗(h′c) if a = 2c+ 1,
◦
HFH1(a) =
{
MH∗(hc) if a = 2c,
MH∗(hc) if a = 2c+ 1,
and
ĤF (a→ b) =

ϕ(a→b)∗ if (a, b) = (2c, 2c′),
ϕ′(a→b)∗ if (a, b) = (2c+ 1, 2c
′ + 1),
ϕ̂a,b∗ if (a, b) = (2c, 2c′ + 1) or (2c+ 1, 2c′),
◦
HFH1(a→ b) =
{
ϕ(c→c′)∗, where (a, b) is one of the 4 cases:
(2c, 2c′), (2c+ 1, 2c′ + 1), (2c, 2c′ + 1), (2c+ 1, 2c′),
respectively. Then there is a natural transformation T :
◦
HFH1 ⇒ ĤF given by
T (a) =
{
idMH∗(hc) if a = 2c,
ϕ̂c,c∗ if a = 2c+ 1.
The fact that ϕ̂c,c∗ is an isomorphism implies that T is a natural isomorphism.
Observe that we have the following maps,
lim−→ ĤF
'−→ lim−→
◦
H∗FH1
given by the universal properties of direct limits.
On the other hand, it is easy to check that lim−→HFH
1 ' lim−→
◦
HFH1 , which impies
lim−→HFH
1 ' lim−→ Ĥ∗FH1 ,
Doing the same thing with H′1, we conclude that
lim−→HFH′
1 ' lim−→ ĤF ' lim−→HFH1 ,
which finishes the proof. 
5. Parametrized homotopy data
In this section, we generalize the notion of 1-homotopies to higher degree levels.
5.1. Parametrized homotopies. Suppose that 1-homotopy data H1 are given on
a noncompact manifold W. To each simplex σk ∈ N(I)k with k ≥ 1, we assign
higher degree homotopy data.
Definition 5.1. For k ≥ 1, we consider a pair of maps:
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{
Hσk : [0, 1]
k−1 × R×Mtσk → R,
Gσk : [0, 1]
k−1 × R→Met(Mtσk).
(As before, Met(M•) denotes the set of all Riemannian metrics on M•.) We call a
family
{
(Hσk , Gσk)
}
σk
∈ N(I)k k-homotopies if they satisfy the following axioms.
• (Compatibility with 1-homotopy data) If k = 1, they coincide with the
pairs from H1.
• (Stability at the ends) There exists Rσk > 0 such that
(9) Hσk(~t, ·, s) =
{
h
tσk
sσk
(·) if s < −Rσk ,
htσk(·) if s > Rσk ,
(10) Gσk(~t, s) =
{
gtσksσk if s < −Rσk ,
gtσk if s > Rσk ,
• (Extensions) For all l ≥ tσk, we have an extension (H lσk , G
l
σk
).
• (Trivial extensions) (Htσkσk , G
tσk
σk
) = (Hσk , Gσk).
• (Double extensions) (H lσk
l′
, G
l
σk
l′
) = (H
l′
σk
, G
l′
σk
), for each pair l ≤ l′.
• (Stability near the faces) (Hσk , Gσk) is constant sufficiently near the faces
of [0, 1]k−1 along the normal directions.
• (Stability for extensions) For the same Rσk > 0 as above, we put analogous
conditions to extensions as (9) and (10).
• (Inward direction condition) −∇GσkHσk |∂Mtσk and −∇GlσkH
l
σk
|∂Ml are in
the inward direction, for (~t, s) ∈ [0, 1]k−1 × R. and all l ≥ tσk.
• (Regularity) Hσk and H
l
σk
are regular; H• for any p with ∇G~tH~t•(s, p) =
0, for all s ∈ R, then the operator ∂∂s + H2(H~t•)(p, ·) : W 1,2(TpM•) →
L2(TpM•) is onto, where H2(H
~t
•)(p, ·) is the Hessian of H~t• at p ∈ M•.
(Here H• denotes either Hσk or H
l
σk
.)
Notation 5.2. We write (H~tσk , G
~t
σk
) for
(
Hσk(~t, ·), Gσk(~t, ·)
)
.
Notation 5.3. More generally, let us call any pair of [0, 1]k−1×R-family of Morse
functions and Riemannian metrics a k-homotopy if it is subject to the above axioms,
and not necessarily indexed by the simplicial set N(I).
The moduli space of trajectories. For a given k-homotopy (Hσk , Gσk), and critical
points x ∈ Crit(hsσk), y ∈ Crit(htσk), we consider the set
M(Hσk ;x, y) :=
{
(~t, u) | ~t ∈[0, 1]k−1, u : R→Mtσk
u˙+
∇G~tσkH
~t
σk√
1 + |H˙~tσk |2|∇G~tσkH
~t
σk
|2
◦ u = 0
}
.
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In other words, M(Hσk ;x, y) is the zero set of the following map between Banach
manifolds:
Fσk : [0, 1]
k−1 × P1,2(x, y) −→
⋃
γ∈P1,2(x,y)
L2(γ∗TMtσk),
Fσk(~t, u) := u˙+
∇G~tσkH
~t
σk√
1 + |H˙~tσk |2|∇G~tσkH
~t
σk
|2
◦ u.
(11)
We will denote the second term of the right hand side of (11) by H˜ ◦ u.
Local description. Recall that the Banach manifold P1,2(x, y) can be covered by
local coordinates
{
W 1,2(w∗O), expw
}
w∈C∞x,y(R,Mtσk )
. Using this, we can locally de-
scribe Fσk as
F locσk : [0, 1]
k−1 ×W 1,2(w∗O) −→ L2(w∗TMtσk),
(~t, ξ) 7−→ ∇2 exph
(
F
~t
σk
(
expw(ξ)
))
.
5.2. Linearized operators. The linearization of Fσk can be computed in a way
similar to that of the unparametrized case. The only difference is that now the oper-
ator depends explicitly on the parameter ~t, so that the derivatives in the directions
of ∂∂ti , i = 1, · · · , k − 1 appear as well.
dFσk : Rk−1 ×W 1,2(R,Rn)→ L2(R,Rn)
(τ, ξ) 7→
∑
i
dF1,i(~t, u) · τi + dF2(~t, u)(~τ , ξ),
where
dF1,i(~t, u) =
∂
∂ti
H˜ ◦ u,(
dF2(~t, u)
)
(~τ , ξ) =
∂
∂s
ξ +A(~t)(ξ), for i = 1, · · · , k − 1.
(12)
Here dF2(~t, u) is written similarly to (6). In particular, A(~t) is an analogous oper-
ator to A in (6), but with the additional parametrization.
Fredholm theory. For a given k-homotopy (Hσk , Gσk), with σk ∈ N(I)k, k ≥ 2, we
have (k − 1)-homotopies when restricted to the faces of the cube [0, 1]k−1.
F i,+σk :=Fσk |[0,1]k−1|ti=0 ,
F i,−σk :=Fσk |[0,1]k−1|ti=1
: [0, 1]k−2 × P1,2(x, y)→
⋃
γ∈P1,2(x,y)
L2(γ∗TMtσk),
for i = 1, · · · , k − 1.
Assumption 5.4. The linearizations
dF i,±σk (~t, u) : R
k−2 ×W 1,2(u∗TMtσk)→ L2(u∗TMtσk)
are surjective Fredholm operators of the same index |x| − |y|+ k − 2 for all i.
Proposition 5.5. Under Assumption 5.4, dFσk(~t, u) is a Fredholm operator of
index |x| − |y|+ k − 1.
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Proof. We have for all i,
ind
(
dFσk(~t, u)
)
= ind
(
dFσk
(
(ti = 0), u
))
(by continuity of the index)
= ker
(
dFσk
(
(ti = 0), u
))
(by surjectivity of dF i,±σk (~t
′, u))
= 1 + ker
(
dF i,+σk (
~t′, u)
)
(by stability near the face)
= |x| − |y|+ k − 1.
On the other hand, dFσk
(
(ti = 0), u
)
is Fredholm, so dim coker
(
dFσk(~t, u)
)
is finite.
Then it follows that dim ker
(
dFσk(~t, u)
)
= ind
(
dFσk(~t, u)
)− dim coker(dFσk(~t, u))
is also finite, and the Fredholm property of dFσk(~t, u) follows. 
Remark 5.6. In Section 9, we construct a special class of higher homotopies in an
inductive way. This process naturally allows Assumption 5.4 to hold, so we obtain
the corresponding Fredholm property.
Transversality. We consider the space of mapsBan
(
[0, 1]k−1×R, Ce(Tgtσk )
)
, equipped
with the natural Banach structure with respect to the norm ‖A‖ := sup
‖(s,~t)‖=1
‖A(s,~t)‖
for A ∈ Ban([0, 1]k−1 × R, Ce(Tgtσk )). For a k-homotopy (Hσk , Gσk) for σk ∈
N(I)k, we define the following map of Banach manifolds:
Φ : Ban
(
[0, 1]k−1 × R, Ce(Tgtσk )
)× [0, 1]k−1 × P1,2(x, y) −→ ⋃
γ∈P1,2(x,y)
(γ∗TMtσk),
(A,~t, u) 7−→ u˙+
A(s,~t)
(
∇G~tσkH
~t
σk
)
√
1 + |H˙~tσk |2|A(s,~t)
(
∇G~tσkH
~t
σk
)
|2
◦ u.
We restrict Φ to the local coordinate of u ∈ P1,2(x, y) as before to have
Φloc : Ban
(
[0, 1]k−1 × R, Ce(Tgtσk )
)× [0, 1]k−1 ×W 1,2(u∗O) −→ L2(u∗TMtσk).
Proposition 5.7. 0 is a regular value of Φ and ΦA := Φloc(A, ·) is a Fredholm
operator of index |x| − |y|+ k − 1 for any A ∈ Ban(R× [0, 1]k−1, Ce(Tgtσk )).
Proof. Consider the differential:
dΦ(A, ξ) : TABan
(
[0, 1]k−1 × R, Ce(Tgtσk )
)×W 1,2(u∗TMtσk)→ L2(u∗TMtσk),
dΦ(A, ξ)(B, η) := d1Φ(A, ξ)(B) + d2Φ(A, ξ)(η).
We already know about the second part d2Φ(A, ξ), (it is Fredholm, etc.). Since
im
(
d2Φ(A, ξ)
)
is of finite codimension, so is dΦ(A, ξ).
Let c ∈ im(d2Φ(A, ξ))⊥ ⊂ L2(u∗TMtσk) be a vector that satisfies
(13) 〈dΦ(A, ξ)(B, η), c〉L2 = 0
for all (B, η) ∈ A∗Ce(Egtσk )×W 1,2(u∗TMtσk). To have surjectivity of dΦ(A, ξ), it
suffices to show that c ≡ 0. Notice that (13) implies that
(14) 〈d1Φ(A, ξ)(B), c〉L2 = 0,
for all B ∈ TABan
(
[0, 1]k−1 × R, Ce(Tgtσk )
) ' A∗(TCe(Tgtσk )) ' A∗(Ce(Egtσk)).
In particular, this holds for B such that
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(i) The fibers BA(s,~t) are independent of (s,~t); they form a constant section,
(ii) BA(s,~t) ∈ L2(Egtσk ), which is possible by Lemma 3.3.
(iii) BA(s,~t) has a sufficiently small support near some s0 ∈ R with |s0| < Rσk .
So (14) implies the following local expression at s ∈ R,
〈d1Φ(A, ξ)
(
B(s0, ·)
)
, c(s0)〉 = 0
at TpMtσk with p = expγ ξ(s0). By the choice of B and s0, this leads to exactly the
same situation of [Sch] Proposition 2.30 in the unparametrized case, hence we have
c(s0) = 0. Since c ∈ im
(
d2Φ(A, ξ)
)⊥
and 〈d2Φ(A, ξ)(η), c〉 = 0, we know c satisfies
an ODE c˙(s0) +X(s0)c(s0) = 0, for some trivialization. Then the uniqueness for a
solution of an ODE implies that c(s′) = 0 for some s′ ∈ R if and only if c ≡ 0. Thus,
we have c ≡ 0 and conclude that dΦ(A, ξ) is surjective at (A, ξ) ∈ Φ−1(0). 
The following theorem and corollary are due to Theorem 3.5 and Proposition
5.7. We make a remark for the corollary. When we try to get a homotopy of
Riemannian metrics Gσk , for transversality it is possible to choose one, so that
the pair (Hσk , Gσk) satisfies the axioms of Definition 5.1. The stability-at-the-end
axiom and the inward direction axiom are to be checked. The rest of them are
almost trivial. The former can be achieved by (iii) in the proof of Proposition 5.7,
i.e., the surjectivity of the linearization follows by a local consideration of metrics.
The latter is also ensured by a local change of the metric near the boundary, which
is always possible.
Theorem 5.8. There is a generic choice of A ∈ Ban([0, 1]k−1 × R, Ce(Tg,tσk ))
such that Φ−1A (0) is a smooth manifold (with corners) of dimension |x|− |y|+k−1.
Corollary 5.9. Given a parametrized Morse function Hσk , there is a generic choice
of parametrized Riemannian metrics Gσk such that M(Hσk ;x, y) is a smooth man-
ifold of dimension |x| − |y|+ k − 1.
Remark 5.10. We will see in Section 11 that there exists a special type of parametrized
homotopy data
{
(Hσ,Gσ)
}
with respect to which we obtain some algebraic struc-
ture.
For a given pair (Hσk , Gσk) with σk ∈ N(I)k, k ≥ 1 which is chosen as in
Corollary 5.9, we consider the following linear map
ϕσk : MC∗(Mtσk , h
tσk
sσk
)→MC∗(Mtσk , htσk),
x 7→
∑
|x|+|y|+k−1=0
#2M(Hσk ;x, y) · y,
which is well-defined again by Corollary 5.9.
We also consider the obvious inclusion map:
ισk : MC∗(hsσk) ↪→MC∗(h
tσk
sσk
).
Lemma 5.11. We have
(i) ισk = ι∂iσk for all i,
(ii) ισk is a chain map.
Proof. Both (i) and (ii) follow from the definition of ι• and the inward direction
condition put on −∇gsσkhsσk . 
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Definition 5.12. The higher continuation map
ϕσk : MC∗(Msσk , hsσk)→MC∗(Mtσk , htσk),
associated to a pair (Hσk , Gσk) is defined by the composition : ϕσk := ϕσk ◦ ισk .
6. Parametrized gluing constructions
In this section, we begin our discussion of gluing constructions with extra pa-
rameters. We consider corresponding concatenations, pregluings, and their linear
versions.
6.1. Concatenations of homotopies. Suppose that we are given two parametrized
Morse homotopies (Hσk , Gσk) and (Hσl , Gσl) with tσk = sσl. We define their con-
catenation for ρ > max{Rσk , Rσl},{
Hσk#ρHσl : [0, 1]
k+l−2 × R×Mtσl → R,
Gσk#ρGσl : [0, 1]
k+l−2 × R→Met(Mtσl),
by
Hσk#ρHσl(t1, · · · , tk−1, t′1, · · · , t′l−1, s, ·)
:=

H
tσl
σk
(t1, · · · , tk−1, s+ ρ, ·) if s < −ρ,
h
tσl
tσk
(·) if − ρ ≤ s ≤ ρ,
Hσl(t
′
1, · · · , t′l−1, s− ρ, ·) if s > ρ.
and
Gσk#ρGσl(t1, · · · , tk−1, t′1, · · · , t′l−1, s)
:=

G
tσl
σk
(t1, · · · , tk−1, s+ ρ) if s < −ρ,
gtσltσk if − ρ ≤ s ≤ ρ,
Gσl(t
′
1, · · · , t′l−1, s− ρ, ) if s > ρ.
(Here Met(Mtσl) denotes the set of all Riemannian metrics on Mtσl .) These are
well-defined by the stability axiom of Definition 5.1.
For m ≥ tσl, we require the extension to be given as follows:{
(Hσk#ρHσl)
m
:= Hσk
m
#ρHσl
m
,
(Gσk#ρGσl)
m
:= Gσk
m
#ρGσl
m
.
Observe that Hσk#ρHσl itself is a parametrized homotopy. That is, it satisfies
the axioms of Definition 5.1.
Lemma 6.1. (Hσk#ρHσl , Gσk#ρGσl) is a (k + l − 1)-homotopy (in the sense of
Notation 5.3).
Notation 6.2. H
tσl
σk
#ρHσl may be a more appropriate notation than Hσk#ρHσl ,
but we keep it for simplicity whenever no confusion arises.
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6.2. Pregluings and its linear versions. We introduce our notations:
Notation 6.3. (i) We write uρ(·) for u(·+ ρ) and similarly for v−ρ.
(ii) αu ∈ C∞(R,Mtσk), αv ∈ C∞(R,Mtσl) are smooth maps that satisfy
αu(−∞) = x, αu(∞) = y = αv(−∞), αv(∞) = z, and u and v are in
the Banach coordinate near αu and αv, that is, they are in the images of
the exponential maps evaluated at αu and αv, respectively, for some vector
fields. αu and αv can be chosen so that they stabilize near the ends, where
αu#ραv denotes the concatenation that is well-defined and smooth by this
stabilization condition.
(iii) β−, β+ : R→ [0, 1] are smooth cut-off functions given by
β−(s) =
{
1 if s < 0,
0 if s > 1,
β+(s) =
{
0 if s < 0,
1 if s > 1.
Let β : R→ [0, 1] be a smooth cut-off function given by
β(s) =
{
1 if |s| ≤ 12 ,
0 if |s| ≥ 1.
We write βρ(s) for β(s+ ρ).
Pregluings. For a given (~t, u) ∈ M(Hσk ;x, y), (~t′, v) ∈ M(Hσl ; y, z), and for ρ ≥
max{Rσk , Rσl}, we define their pregluing by
(~t, u)#oρ(~t
′, v) :=
(
~t, ~t′, u#oρv
)
,
where u#oρv : R→Mtσl is an element of P1,2(x, z) for Mtσl given by
u#oρv(s) :=

u(s+ ρ) if s < −max{Rσk , Rσl},
expαu#ραv
[
β− exp−1αu (uρ) + β
+ exp−1αv (v−ρ)
]
(s)
if |s| ≤ max{Rσk , Rσl},
v(s− ρ) if s > max{Rσk , Rσl}.
The linear version of pregluings. For ξ ∈ W 1,2(u∗TM) and ζ ∈ W 1,2(v∗TM), we
define their linear pregluing as follows
(ξ#ρζ)(s) :=

ξ(s+ ρ) if s ≤ −1,
∇2 expexp−1y (u#oρv),[β
−∇2 exp−1exp−1y (uρ) ξρ
+β+∇2 exp−1exp−1y (v−ρ) ζ−ρ](s) if − 1 ≤ s ≤ 1,
ζ(s− ρ) if s ≥ 1.
Here ∇2 exp is considered at exp−1y
(
u#oρv(s)
)
, exp−1y
(
u(s+ ρ)
)
, and exp−1y
(
v(s−
ρ)
)
, respectively.
We extend this to the parametrized case: for (~τ , ξ) ∈ Rk−1 ×W 1,2(u∗TMtσk),
and (~τ ′, ζ) ∈ Rl−1 ×W 1,2(v∗TMtσl), we define their parametrized linear pregluing
as follows:
(~τ , ξ)#oρ(~τ
′, ζ)(s) :=
(
~τ , ~τ ′, (ξ#ρζ)(s)
)
.
For γ ∈ C∞x,z ⊂ P1,2(x, z), (~τ1, ξ1), (~τ2, ξ2) ∈ Rk−1 ×W 1,2(γ∗TM), we define the
inner product between them by
〈(~τ1, ξ1), (~τ2, ξ2)〉0,2γ := 〈ξ1, ξ2〉0,2γ + ~τ1 · ~τ2,
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where 〈, 〉 is the Riemannian metric on M. Also, we define the W 1,2-norm:
〈(~τ1, ξ1), (~τ2, ξ2)〉1,2γ := 〈∇sξ,∇sξ〉0,2γ + 〈(~τ1, ξ1), (~τ2, ξ2)〉0,2γ
The metrics ‖ · ‖0,2, ‖ · ‖1,2 are defined using these norms.
Gluing theorem. Let σk ∈ N(I)k and σl ∈ N(I)l be two simplices such that tσk =
sσl. We assume that we are given (k − 1)- and (l− 1)-homotopies, (Hσk , Gσk) and
(Hσl , Gσl), respectively. For critical points
(15)
x ∈ Crit(hsσk) ⊂ Crit(h
tσl
sσk
), y ∈ Crit(htσk) ⊂ Crit(h
tσl
tσk
), and z ∈ Crit(htσl)
with |x| − |y| + k − 1 = 0 and |y| − |z| + l − 1 = 0, we consider the parametrized
moduli space of trajectories M(Hσk ;x, y) and M(Hσl ; y, z), respectively.
Lemma 6.4. For all x ∈ Crit(hsσk), y ∈ Crit(htσk), and l ≥ tσk, we have an
isomorphism
M(H lσk ;x, y) 'M(Hσk ;x, y).
Proof. The inward direction condition implies the assertion of the lemma, which is
similar to Lemma 4.11 
We now state one of our main theorems which we will prove in Sections 7 and 8.
Theorem 6.5 (Gluing theorem). For each ρ > max{Rσk , Rσl}, there exist ρσk,σl,0 >
0 and a map,
χρ :M(Hσk ;x, y)×M(Hσl ; y, z)→M(Hσk#ρHσl ;x, z)
such that for every ρ > ρσk,σl,0, χρ is a bijection of finite sets.
For (~t, u) ∈M(Hσk ;x, y), and (~t′, v) ∈M(Hσl ; y, z), we consider their pregluing
for ρ > ρσk,σl,0 by (~t, u)#
o
ρ(~t
′, v) := (~t,~t′, u#oρv). Here we denote wρ := u#
o
ρv, and
trivialize the vector bundle w∗ρTMtσl over R as w∗ρTMtσl ' R×Rn, where the right
hand side is the trivial rank n vector bundle over R. Fixing such a trivialization,
we can identify the Banach spaces:
W 1,2(w∗ρTMtσl) 'W 1,2(R,Rn), L2(w∗ρTMtσl) ' L2(R,Rn).
For a small neighborhood around the zero section
B ⊂W 1,2(R,Rn) ( 'W 1,2(w∗ρTMtσl)),
we define an operator
Fρ : [0, 1]k+l−2 ×B → L2(R,Rn)
( ' L2(w∗ρTMtσl))
by
Fρ(~t,~t′, Y ) :=
( d
ds
+∇G~tσk#ρG~tσl (s+ρ)
(
H
~t
σk
#ρH
~t′
σl
(s+ ρ)
))(
expwρ(Y )
)
.
We write F (~t,~t′)ρ (·) := Fρ(~t,~t′, ·),
F (~t,~t′)ρ : B ⊂W 1,2(R,Rn)→ L2(R,Rn).
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The linearization dFρ. We consider the linearization of Fρ
Lρ : Rk+l−2 ×W 1,2(R,Rn)→ L2(R,Rn)
defined by Lρ := dFρ|(~t,~t′,0). We also write L(
~t,~t′)
ρ for Lρ(0, ·) = dF (~t,~t
′)
ρ |0(·). For
~t′′ := (t′′1 , · · · , t′′k+l−2), ~t′′~τ := (τ1t′′1 , · · · , τk+l−2t′′k+l−2), we then have
Lρ(~τ ′′, 0) =
k+l−2∑
i=1
∂
∂t′′i
∣∣∣
~t′′=0
Fρ(~t,~t′)+~t′′~τ
(
expwρ(0)
)
=
∑
i
∂
∂t′′i
∣∣∣
~t′′=0
(∂wρ
∂s
+∇...(s+ρ)
(
H
~t+(τ1t
′′
1 ,··· ,τk−1t′′k−1)
σk
#ρH
~t′+(τkt′′k ,··· ,τk+l−2t′′k+l−2)
σl (s+ ρ) ◦ wρ
))
=
∑
i
∂
∂t′′i
∇∂t′′
i
...(s+ρ)
(
H
~t+(τ1t
′′
1 ,··· ,τk−1t′′k−1)
σk
#ρH
~t′+(τkt′′k ,··· ,τk+l−2t′′k+l−2)
σl (s+ ρ) ◦ wρ
)∣∣∣
~t′′=0
+
∑
i
∇...(s+ρ)
( ∂
∂t′′i
(
H
~t+(τ1t
′′
1 ,··· ,τk−1t′′k−1)
σk
#ρHσl
~t′+(τkt′′k ,··· ,τk+l−2t′′k+l−2)(s+ ρ) ◦ wρ
))∣∣∣
~t′′=0
= ~τ ′′ · Vρ,
where ~τ ′′ := (~τ , ~τ ′) ∈ Rk+l−2. Applying each ∂∂ti produces a τi factor, yielding
the expression ~τ ′′ · Vρ for some vector field Vρ, which explains the last equality
(Notation: we denote ~τ ′′ · Vρ := (τ1 · Vρ,1, · · · , τ ′l−1 · Vρ,k+l−2)). The asymptotic
condition at the ends implies that Vρ(s) = 0 for s with s + ρ sufficiently small or
large.
Since Lρ is linear, it can be written as follows
Lρ(~τ ′′, ·) = Lρ(~τ ′′, 0) + Lρ(0, ·)
= ~τ ′′ · Vρ + dF (~t,~t′)ρ |0(·) = ~τ ′′ · Vρ + L(~t,~t
′)
ρ (·).
(16)
Lemma 6.6. Lρ is a Fredholm operator of index |x| − |z|+ k + l − 2.
Proof. In (16), L(~t,~t′)ρ is of the form that we already know about. For example, it
is Fredholm and its index is |x| − |z|. Since cokerL(~t,~t′)ρ is finite dimensional, so is
cokerLρ. Consider
kerLρ :=
{
(~τ ′′, ξ) ∈ Rk+l−2 ×W 1,2(R,Rn) | ~τ ′′ · Vρ + L(~t,~t′)ρ (ξ) = 0
}
.
Then there are two cases:
(i) If Vρ /∈ imL(~t,~t
′)
ρ , then we have kerLρ = kerL(~t,~t
′)
ρ , which is finite dimen-
sional.
(ii) If Vρ ∈ imL(~t,~t
′)
ρ , then Vρ = L(~t,~t
′)
ρ (ξ′) for some ξ′ ∈ W 1,2(R,Rn), and
L(~t,~t′)ρ (~τ ′′ · ξ′ + ξ) = 0; in this case, we know
kerLρ = imξ + kerL(~t,~t′)ρ ,
which is again finite dimensional.
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Consider
Lcρ(~τ ′′, ·) := c(~τ ′′ · Vρ) + L(~t,~t
′)
ρ (·)
for c ∈ [0, 1]. Notice that when c = 1, it coincides with Lρ. Then we have
indLcρ(~τ ′′, ·) = indL0ρ(~τ ′′, ·) = indL(~t,~t
′)
ρ (·) + k + l − 2 = |x| − |z|+ k + l − 2,
where the first equality follows from continuity of the index and the second one
from the fact that the dimension of the kernel increases by k + l − 2. We conclude
that Lρ is a Fredholm operator of index |x| − |z|+ k + l − 2. 
7. Proof of the gluing theorem I
Sections 7 and 8 are devoted to the proof of Theorem 6.5. Many statements
in these sections can be thought of as generalizations of those in [Sch] and [AD].
For instance, Proposition 7.1 and Theorem 7.4 generalize Proposition 2.69 and
Proposition 2.50 of [Sch], respectively in straightforward ways. We always assume
the setting (15) of Theorem 6.5 unless otherwise mentioned. We remark that [AD]
is written for Floer theory, but most of its results are applicable in our case as well.
The basic analysis is essentially the same.
We consider a subspace of W 1,2(R,Rn)
Wρ :=
{
Y#ρY
′ ∈W 1,2(R,Rn) | (~τ , Y ) ∈ ker dFσk , (~τ ′, Y ′) ∈ ker dFσl
for some ~τ ∈ Rk−1, ~τ ′ ∈ Rl−1 }.
We denote by W⊥ρ the complement of Wρ in W
1,2(R,Rn). Namely, we set
W⊥ρ :=
{
Y ∈W 1,2(R,Rn) |
∫
R
〈Y,Z〉ds = 0 for all Z ∈Wρ
}
.
Proposition 7.1. There exist ρ0 > 0 and C > 0 such that
‖Lρ(~τ , Y )‖L2 ≥ C
(‖Y ‖W 1,2 + ‖~τ‖),
for all ρ ≥ ρ0, Y ∈W⊥ρ , and ~τ ∈ Rk+l−2.
Proof. Suppose not, then there exist sequences ρm →∞ and (~τm, Ym) ∈ Rk+l−2 ×
W⊥ρ such that
‖~τm‖+ ‖Ym‖W 1,2 = 1 for all m,
lim
m→∞ ‖Lρm(~τm, Ym)‖L2 = 0.
Let β : R → [0, 1] be a smooth cut-off function of Notation 6.3 (iii). We write rm
for 12ρm and β
rm(s) for β( srm ). Recall that we denoted for y ∈ Crit(htσk),
(17) dFy :=
∂
∂s
+Ay : W
1,2(R,Rn)→ L2(R,Rn).
Here Ay is the family of endomorphisms A of (6) evaluated at the critical point
y. We can trivially extend this to Rk+l−2 ×W 1,2(R,Rn), and still denote by dFy
by abuse of notation. That is, we denote dFy(~τ , Y ) := dFy(Y ). We estimate the
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L2-norm of dFy(~τm, β
rmYm) as follows:
‖dFy(~τm, βrmYm)‖L2
= ‖dFy(βrmYm)‖L2 = ‖(β˙rm)Ym + βrm · dFy(Ym)‖L2
≤ ‖β˙rmYm + βrm · dFy(Ym)‖L2 ≤ ‖β˙rm(Ym)‖L2 + ‖βrm · dFy(Ym)‖L2
≤ 1
rm
‖β( 1
rm
)Ym‖L2 + ‖dFy(Ym)‖L2([−rm,rm])
≤ 1© 1
rm
· C + 2©‖dFρm(~τm, Ym)‖L2 + 3©‖
(
dFy − dFρm
)
(~τm, Ym)‖L2([−rm,rm]).
Here we write C for max
s∈[−1,1]
|β˙(s)|. For the first two terms, when m tends to ∞, we
have
1© = 1
rm
· C → 0,
and
2© = ‖dFρm(~τm, Ym)‖L2 → 0.
We estimate the third term of the last line:
3© = ‖(dFy−dFρm)(Ym)‖L2([−rm,rm])
≤ ‖dFy(Ym)−
∑
i
dF1,i · τi − dF2(Ym)‖L2([−rm,rm])
≤
∑
i
‖dF1,i · τi‖L2([−rm,rm]) + ‖(dFy − dF2)(Ym)‖L2([−rm,rm])
≤
∑
i
∣∣∣∣∣∣∂H˜
∂ti
∣∣∣∣∣∣
L2([−rm,rm])
· |τi|+ sup
s∈[−rm,rm]
‖Ay −Aρm‖ · ‖Ym‖L2
≤
∑
i
∣∣∣∣∣∣∂H˜
∂ti
∣∣∣∣∣∣
L2([−rm,rm])
+ sup
s∈[−rm,rm]
‖Ay −Aρm‖.
Here H˜ and A• are as in (12).
Recall that for ρm > max{Rσk , Rσl}, we have
Hσk#ρmHσl(~t, s, ·) :=
{
H
tσl
σk
(~t, s+ ρm, ·) if s ≤ 0,
Hσl(~t, s− ρm, ·) if s ≥ 0.
We have ∑
i
∣∣∣∣∣∣∂H˜
∂ti
∣∣∣∣∣∣
L2([−rm,rm])
→ 0 as m→∞,
since Hσk and Hσl are constants in ~t near the ends. Similarly, we have
sup
s∈[−rm,rm]
‖Ay −Aρm‖ → 0 as m→∞.
Thus we conclude that
lim
n→∞ ‖dFy(~τ , β
rmYm)‖L2 = 0
On the other hand, we have
(18)
lim
n→∞ ‖dFy(~τ , β
rmYm)‖L2 = limn→∞ ‖
( ∂
∂s
+Ay
)
(βrmYm)‖L2 = lim
n→∞ ‖β
rmYm||W 1,2 ,
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where the last equality is due to the fact that Ay is an isometry, which follows from
the condition that Ay is nondegenerate (c.f. [Sch]):
∂
∂s
+Ay : W
1,2(R,Rn) '−→ im( ∂
∂s
+Ay
)
↪→ L2(R,Rn).
(18) implies that
(19) Ym
W 1,2loc−−−→ 0.
Consider sequences ~τm = (~τ1,m, ~τ2,m) ∈ Rk−1 × Rl−1, Ym ∈ W 1,2(w∗ρmTMtσl),
and the following estimates:
‖dFσk(~τ1,m, β−1−ρmYm,ρm)‖L2 ≤ ‖
∑
m
dF1,m(~t) + dF2(~t)(~τ1,m, β
−
1−ρmYm,1−ρm)‖L2
≤ ∣∣∣∣∑
i
∂H˜
∂ti
+
∂
∂s
(β1−ρmYn,1−ρm) +A(~t)(β1−ρmYm,−ρm)
∣∣∣∣
L2
≤
∑
i
∣∣∣∣∂H˜
∂ti
(1− β−1−ρm) + β˙−1−ρmYm,−ρm + β−1−ρmdF2(~t, u)(Ym,−ρm)
∣∣∣∣
L2
≤
∑
i
∣∣∣∣∂H˜
∂ti
(1− β−1−ρm)
∣∣∣∣
L2
+ ‖β˙−1−ρmYm,−ρm‖L2 + ‖β−1−ρmdF2(~t, u)(Ym)
∣∣∣∣
L2
≤
∑
i
∣∣∣∣∂H˜
∂ti
∣∣∣∣
L2
+ ‖Ym,−ρm‖L2([−2,1]) + ‖dF2(~t,~t′, u#ρmv)(~τm, Ym)
∣∣∣∣
L2
.
Each term of the last line vanishes as m tends to ∞.
As a consequence, we have
‖dFσk(~τ1,m, β−1−ρmYm,−ρm)‖L2 → 0 as m→∞,
which implies that
(20) (~τ1,m, β
−
1−ρmYm,−ρm)
W 1,2−−−→ (~τ ′, Y ′),
for some (~τ ′, Y ′) ∈ ker dFσk by Lemma 9.4.11 of [AD]. Similarly, we have:
(21) ‖dFσl(~τ ′2,m, β+1+ρmYm,ρm)‖L2 → 0 as m→∞,
and
(~τ2,m, β
+
1+ρm
Ym,ρm)
W 1,2−−−→ (~τ ′′, Y ′′)
for some (~τ ′′, Y ′′) ∈ ker dFσl .
Lemma 7.2. (20) and (21) imply the following:
‖β−1 Ym‖W 1,2 , ‖β+1 Ym‖W 1,2 → 0.
Proof. The proof is essentially the same as that of Lemma 9.4.12 of [AD], which is
for the Floer case. In our situation, (20) says that we have
β−1−ρmYm,1−ρm
W 1,2−−−→ Y ′, so β−1 Ym W
1,2
−−−→ Y ′(·+ ρm),
as m tends to ∞. Also, we have
β−1 Ym
W 1,2(−∞,−1]−−−−−−−−−→ Y ′#ρm0,
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since Supp (β−1 Ym) is contained in (−∞, 0]. Furthermore, from (19) we have
β−1 Ym
W 1,2−−−→ Y ′#ρm0.
Observe that β−1 Ym − Y ′#ρm0 and Y ′#ρm0 are of the L2-class. Then by Ho¨lder
inequality, we have∣∣∣ ∫
R
〈β−1 Ym − Y ′#ρm0,Y ′#ρm0〉ds
∣∣∣
≤ ‖β−1 Ym − Y ′#ρm0‖L2 · ‖Y ′#ρm0‖L2 → 0.
(22)
On the other hand, we have∫
R
〈β−1 Ym,Y ′#ρm0〉ds
=
∫
R
〈Ym, Y ′#ρm0〉ds−
∫
R
〈(1− β−1 )Ym, Y ′#ρm0〉ds→ 0.
(23)
This requires some explanation: the first term on the right hand side vanishes
because Y ′#ρn0 ∈Wρm , with (0, 0) being trivially an element of ker dFσl . Similarly
to that of (22), we can show that the second term tends to zero by using the
fact that its support is contained in [−1, 0], and the Ho¨lder inequality with (19).
Comparing (22) and (23), we know∫
R
〈Y ′#ρm0, Y ′#ρm0〉ds→ 0.
Hence we have ∫ −1
−∞
〈Y ′ρm , Y ′ρm〉ds =
∫ −1+ρm
−∞
〈Y ′, Y ′〉ds→ 0,
and Y ′ = 0. Now it follows that β−1 Ym
W 1,2−−−→ 0, Similarly, we can show that
β+−1Ym
W 1,2−−−→ 0. 
Lemma 7.3. We have ~τm → 0.
Sketch of proof. Lemma 6.6 with the setting of Theorem 6.5 implies that Lρ is
of index 0. The transversality assumption leads to its surjectivity, so it is also
injective. Then similarly to (the earlier part of) the proof of Proposition 7.1, we
can show that ‖Lρ(~τm, β−1−ρmY−ρm)‖ tends to zero. Since Lρ is an isomorphism,
the assertion of the lemma follows. 
Now we have a contradiction:
1 = lim
m→∞
(‖~τm‖+ ‖Ym‖W 1,2) = lim
m→∞ ‖Ym‖W 1,2
≤ lim
m→∞
(‖β−1 Ym‖W 1,2 + ‖β+−1Ym‖W 1,2 + ‖(1− β−1 − β+−1)Ym‖W 1,2) = 0,
where the last equality holds since we know β−1 Ym, β
+
−1Ym → 0, supp(1 − β−1 −
β+−1) ⊂ [−2, 2], and (19). This proves Proposition 7.1. 
Proposition 7.1 implies that
kerLρ ∩
(
Rk+l−2 ×W⊥ρ
)
= {0}.
Hence we have
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Rk+l−2 ×W 1,2(R,Rn) ' kerLρ ⊕
(
Rk+l−2 ×W⊥ρ
)
.
Let Proj
Rk+l−2×W 1,2(w∗ρTMtσl )
kerLρ : R
k+l−2 ×W 1,2(w∗ρTMtσl) → kerLρ be the pro-
jection map to the subspace kerLρ. We denote the map obtained by composing the
pregluing map #ρ with this projection by
φρ := Proj
Rk+l−2×W 1,2(w∗ρTMtσl )
kerLρ ◦#ρ : ker dFσk × ker dFσl → kerLρ.
The following theorem holds for general cases, and not under the setting (15) only.
Theorem 7.4. Suppose that dFσk and dFσl are surjective. Then so is Lρ for
sufficiently large ρ > 0. Moreover, φρ is an isomorphism.
Proof. Recall that dFσk and dFσl are Fredholm, and we have
inddFσk = dim ker dFσk ,
inddFσl = dim ker dFσl
from the assumption of surjectivity for the both operators. Then it follows that
dim kerLρ ≤ dim ker dFσk + dim ker dFσl = inddFσk + inddFσl
= |x| − |y|+ k − 1 + |y| − |z|+ l − 1 = |x| − |z|+ k + l − 2
= indLρ ≤ dim kerLρ.
Hence we get:
dim kerLρ = dim ker dFσk + dim ker dFσl .
Suppose that φρ is not surjective. Then there exists nonzero (~τ
′, Y ′) ∈ kerLρ with
(~τ ′, Y ′) ∈ im(#ρ)⊥, so that we have
〈(~τ ′, Y ′), ((~τ1, ~τ2), Y1#ρY2)〉 = 0,
for any (~τ1, Y1) ∈ Rk−1×W 1,2(u∗TMtσk) and (~τ2, Y2) ∈ Rl−1×W 1,2(v∗TMtσl). But
we assumed (~τ ′, Y ′) ∈ kerLρ, and Proposition 7.1 implies that ‖~τ ′‖ = ‖Y ′‖L2 = 0.
Hence (~τ ′, Y ′) = 0, which is a contradiction. Therefore φρ is surjective. 
8. Proof of the gluing theorem II
In this section, we provide the second half of a proof for Theorem 6.5. Again,
we generalize the discussions in [AD] and [Sch] by adding extra parametrizations
by cubes. For example, Lemma 8.2 is a straightforward generalization of Lemma
11.4.54 of [AD].
For ρ > ρ0, and
Lρ : Rk+l−2 ×W 1,2(R,Rn) ' kerLρ ⊕ (Rk+l−2 ×W⊥ρ )→ L2(R,Rn)
surjective, we define
Gρ : L2(R,Rn)→ Rk+l−2 ×W⊥ρ ↪→ Rk+l−2 ×W 1,2(R,Rn)
by Gρ := Lρ|−1Rk+l−2×W⊥ρ , so that Lρ ◦ Gρ = idL2(R,Rn).
We recall the contraction mapping theorem for Banach spaces.
Theorem 8.1. (Contraction mapping theorem) Let F : X1 → X2 be a map of
Banach spaces which can be written as
F = F (0) + dF +N
for some N : X1 → X2. Suppose we have G : X2 → X1 such that
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(i) dF ◦G = idY ,
(ii) ‖G ◦ F (0)‖ ≤ 2 , where  := min(r, C5 ),
(iii) ‖G ◦N(x)−G ◦N(y)‖ ≤ C(‖x‖+ ‖y‖)‖x− y‖ for some C > 0 and for all
x, y ∈ B(0, r) for some r > 0.
Then there exists a unique z ∈ B(0, ) ∩ imG such that F (z) = 0. Moreover, we
have ‖z‖ < 2‖G ◦ F (0)‖.
Recall that we defined Fρ : [0, 1]k+l−2 ×W 1,2(R,Rn)→ L2(R,Rn) by
Fρ(~t,~t′, Y ) :=
( d
ds
+∇G~tσk#ρG~tσl (s+ρ)
(
H
~t
σk
#ρH
~t′
σl
(s+ ρ)
))
(expwρ Y ).
We consider an extension of Fρ
Fρ : Rk+l−2 ×W 1,2(R,Rn)→ L2(R,Rn),
so that
Fρ|[0,1]k+l−2×W 1,2(R,Rn) = Fρ.
By abuse of notation, it will sometimes be denoted by Fρ.
For (~t,~t′) ∈ [0, 1]k+l−2, we write
Fρ(~t,~t′, Y ) := Fρ(~t+ ~t,~t′ + ~t′, Y ).
We then rewrite Fρ as follows
Fρ(~t,~t′, Y ) = Fρ(0, 0, 0) + dF (
~t,~t′)
ρ |0(Y ) +N ρ(Y )
= Fρ(~t,~t′, 0) + Lρ(Y ) +N ρ(Y ),
for some N ρ.
In our case, Fρ corresponds to F and the above Gρ to G of Theorem 8.1. Recall
that Lρ := dFρ|(0,0,0).
Checking the condition (i) of Theorem 8.1. We have Lρ ◦ Gρ = idL2(R,Rn).
Checking the condition (ii) of Theorem 8.1. For ρ sufficiently large, we have
‖Gρ ◦ Fρ(0, 0, 0)‖Rk+l−2×W 1,2(R,Rn) ≤ C−1‖Fρ(0, 0, 0)‖L2 <

2
,
where the first inequality (with the constant C) is from Proposition 7.1, while the
second one is from the following observation:
Fρ(0, 0, 0) = F (~t,~t′)ρ (0)
=
dwρ
ds
+∇G~tσk#ρG~t′σl (H
~t
σk
#ρH
~t′
σl
) ◦ wρ → 0 as ρ→∞.
Lemma 8.2. There exist constants K > 0 and ρ0 > 0 such that for every ρ > ρ0,
we have
‖dNρ|(~t,~t′,Y (ρ))‖op ≤ K
(‖Y ‖W 1,2(R,Rn) + ‖(~t,~t′)‖),
where the left hand side is with respect to the operator norm, and K is independent
of the choices of Y, x, and y.
Proof. Consider the linearization dFρ(~t,~t′, Y )(~τ ′′, Z). We have
‖dFρ(~t′′, Y )−dFρ(0, 0)‖op
≤ ‖dFρ(~t′′, Y )− dFρ(~t′′, 0)‖op + ‖dFρ(~t′′, 0)− dFρ(0, 0)‖op.(
dFρ(~t′′, Y )
)
(~τ ′′, Z) =
(
dFρ(~t′′, Y )
)
(0, Z) +
(
dFρ(~t′′, Y )
)
(~τ ′′, 0),
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where
dFρ(~t′′, Y ) =: dF
~t′′
ρ (Y ),
dFρ(~t′′, Y ) =
∑
i
~τ ′′ · Vρn,i(~t′′, Y ).
It follows that
‖dFρ(~t′′, Y )(~τ ′′, Z)− dFρ(~t, 0)(~τ ′′, Z)‖L2
≤ ‖dF~t
′′
ρ (Y )(Z)− dF
~t′′
ρ (0)(Z)‖L2 +
∑
i
‖τ ′′i · Vρ,i(~t′′, Y )− τ ′′i · Vρ,i(~t′′, 0)‖L2 .
(24)
Lemma 8.3. ‖dF~t
′′
ρ (Y )(Z)− dF
~t′′
ρ (0)(Z)‖L2 ≤ k1‖Y ‖W 1,2‖Z‖W 1,2 ,
Proof. We can refer to Lemma 9.4.8 in [AD], where the inequality is proved for
the Floer case. But the Morse version is essentially the same, since the underlying
analysis of Fredholm operators applies to the both cases. 
By Lemma 13.8.1 of [AD], we have
(25)
∑
i
|τi| · ‖Vρ,i(~t′′, Y )− Vρ,i(~t′′, 0)‖L2 ≤ K‖Y ‖W 1,2 ,
and this follows from the fact that Vρ,i(~t, ·) is of C1-class. Hence (24) implies that
‖dFρ(~t′′, Y )(~τ ′′, Z)− dFρ(~t′′, 0)(~τ ′′, Z)‖L2
≤ k1‖Y ‖W 1,2‖Z‖W 1,2 + k2‖Y ‖W 1,2‖~τ ′′‖
≤ (k1 + k2)‖Y ‖W 1,2
√
‖Z‖2 + ‖~τ ′′‖2.
for some k1, k2 > 0. Hence we have
(26) ‖dFρ(~t′′, Y )− dFρ(~t′′, 0)‖op ≤ (k1 + k2)‖Y ‖W 1,2 .
Recall that
dFρ(~t′′, 0)(~τ ′′, Z) = (dFρ) ~t′′+~t
′′
0 (Z) +
∑
i
τ ′′i Vρ,i(~t
′′
+ ~t′′, 0).
For ‖dFρ(~t′′, 0)− dFρ(0, 0)‖op, we have
‖dFρ(~t′′, 0)(~τ ′′, Z)− dFρ(0, 0)(~τ ′′, Z)‖
≤ 1©‖(dFρ)~t
′′
+~t′′
0 (Z)− (dFρ)~t
′′
0 (Z)‖+ 2©‖
∑
i
τ ′′i ·
(
Vρ,i(~t
′′
+ ~t′′, 0)− Vρ,i(~t′′)
)‖,
and
1© = ‖(dFρ)~t
′′
+~t′′
0 (Z)− (dFρ)~t
′′
0 (Z)‖
= ‖A(~t′′)(Z)−A(0)(Z)‖L2 ≤ k4‖~t′′‖‖Z‖L2 ≤ k4‖~t
′′‖‖Z‖W 1,2 ,
where k4 = sup
~t∈[0,1]k−1,
i=1,··· ,k−1.
∂A
∂ti
and
2© = ‖
∑
i
τ ′′i ·
(
Vρ,i(~t
′′
+ ~t′′, 0)− Vρ,i(~t′′)
)‖ ≤ · · · ≤ k5‖~τ ′′‖‖~t′′‖
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similarly as (25) for some k5 > 0.
Thus we have
‖dFρ(~t′′, 0)(~τ ′′, Z)− dFρ(0, 0)(~τ ′′, Z)‖
≤ k4‖~t′′‖‖Z‖W 1,2 + k5‖~τ ′′‖‖~t′′‖ ≤ k6‖~t′′‖
√
‖Z‖2 + ‖~τ ′′‖2,
so that
(27) ‖dFρ(~t′′, 0)− dFρ(0, 0)‖op ≤ k6‖~t′′‖,
where k6 := k4 + k5. From (26) and (27), we now conclude that
‖dFρ(~t′′, Y )− dFρ(0, 0)‖op ≤ (k1 + k2)‖Y ‖W 1,2 + k6‖~t′′‖
≤ K(‖Y ‖W 1,2 + ‖~t′′‖),
where K := max(k1 + k2, k6), which finishes the proof of Lemma 8.2. 
Checking the condition (iii) of Theorem 8.1. For (~t′′1 , Y1), (~t
′′
2 , Y2) ∈ B(0, r), we
have
‖Gρ ◦ Nρ(~t′′1 , Y1)− Gρ ◦ Nρ(~t′′2 , Y2)‖W 1,2
≤ C−1 · ‖Nρ(~t′′1 , Y1)−Nρ(~t′′2 , Y2)‖L2
≤ C−1 · ‖dNρ‖op · ‖(~t′′1 , Y1)− (~t′′2 , Y2)‖
≤ C−1 · sup
(~t′′,Y )∈B(0,)
K
(‖Y ‖W 1,2 + ‖~t′′‖) · ‖(~t′′1 , Y1)− (~t′′2 , Y2)‖
≤ C−1 ·K · (‖(~t′′1 , Y1)‖+ ‖(~t′′2 , Y2)‖) · ‖(~t′′1 , Y1)− (~t′′2 , Y2)‖.
Then by Theorem 8.1, we have
Theorem 8.4. There exists unique
(
~tρ,~t
′
ρ,Γ(ρ)
) ∈ Im Gρ ∩B(0, ) such that
Fρ
(
Γ(ρ)
)
=
( d
ds
+∇
G
~t+~tρ
σk
#ρG
~t+~t′ρ
σl
H
~t+~tρ
σk #ρH
~t+~t
′
ρ
σl
)(
expwρ
(
Γ(ρ)
))
= 0.
In other words, we have
(
~t+ ~tρ,~t
′ + ~t′ρ, expwρ
(
Γ(ρ)
)) ∈M(Hσk#ρHσl ;x, z).
Definition 8.5. We define the gluing of the two parametrized trajectories (~t, u)
and (~t′, v) for the gluing parameter ρ by
(~t, u)#ρ(~t
′, v) :=
(
~t+ ~tρ,~t
′ + ~t′ρ, expwρ
(
Γ(ρ)
))
.
Proposition 8.6. We have
(i) dFρ|Γ(ρ) is surjective.
(ii) limρ→∞ ‖Γ(ρ)‖Rk+l−2×W 1,2(R,Rn) = 0.
Proof. (i) It follows from dFρ|Γ(ρ) = dFρ ◦ (d expwρ)−1 and the fact that
d expwρ is an isomorphism.
(ii) We have
‖Γ(ρ)‖W 1,2 ≤ 2‖Gρ ◦ Fρ(0)‖W 1,2 ≤ 2C−1 · ‖Fρ(0)‖L2
= 2C−1 · ‖F(wρ)‖L2 → 0 as ρ→∞

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In the above setting, we define the following map
χρ :
⋃
y∈Crit(htσk ),
|y|−|x|=k−1,
|z|−|y|=l−1
M(Hσk ;x, y)×M(Hσl ; y, z)→M(Hσk#ρHσl ;x, z),
(
(~t, u), (~t′, v)
) 7→ (~t+ ~tρ,~t′ + ~t′ρ, expwρ (Γ(ρ))).
The following can be studied as rigorously as Proposition 11.5.4 of [AD], but we
omit its detail in this paper.
Proposition 8.7.
lim
ρ→∞χρ
(
(~t, u), (~t′, v)
)
(s− ρ) = (~t+ ~t,~t′ + ~t′, u(s)),
lim
ρ→∞χρ
(
(~t, u), (~t′, v)
)
(s+ ρ) =
(
~t+ ~t,~t′ + ~t′, v(s)
)
in C∞loc,
where ~t := limρ→∞ ~tρ and ~t
′ := limρ→∞ ~t′ρ.
Theorem 8.8. There exists ρ0 > 0 such that for every ρ > ρ0, we have
(i) χρ is injective.
(ii) χρ is surjective.
Sketch of proof. We explain why this is true.
(i) Suppose not, then there exist sequences ρn > 0, (~tn,~t
′
n, un, vn), and
(~t′′n,~t
′′′
n , un, vn) with
ρn →∞ as n→∞,
(~tn,~t
′
n, un, vn) 6= (~t′′n,~t′′′n , un, vn), for each n,
χρ(~tn, un,~t
′
n, vn) = χρ(~t
′′
n, un,~t
′′′
n , vn), for each n,
so that from Proposition 8.6, we have(
~tn,~t
′
n, u(s)
)
= lim
ρ→∞χρ(
~tn,~t
′
n,un, vn)(s− ρ)
= lim
ρ→∞χρ(
~t′′n,~t
′′′
n , un, vn)(s+ ρ) =
(
~t′′n,~t
′′′
n , u
′(s)
)
.
It follows that u = u′, and similarly v = v′, which is a contradiction.
(ii) We claim that χρn is surjective for all sufficiently large n. Suppose not, then
there exists a sequence ln = (~tn,~t
′
n, ln) /∈ imχρn , for all n. Consider
ln := (~tn,~t
′
n, ln) ∈M(Hσk#ρHσl ;x, z).
Then there exists a sequence ρn > 0 such that
ln(s− ρn) n→∞−−−−→ u(s) in C∞loc with (~t, u) ∈M(Hσk ;x, y) for some ~t ∈ [0, 1]k−1,
ln(s+ ρn)
n→∞−−−−→ v(s) in C∞loc with (~t′, v) ∈M(Hσl ; y, z) for some ~t′ ∈ [0, 1]l−1.
Here the convergences are guaranteed by Lemma 10.1. Then there exists Yn ∈
W 1,2(w∗ρnTMtσl) such that expwρn (Yn) = ln and ‖Yn‖∞, ‖Yn‖W 1,2 → 0. (See
the comments in the sketch of proof of Theorem 10.5.) For n sufficiently large,
K in Proposition 8.2 is independent of ρn, and the radius  in the contraction
mapping theorem is independent of n. As ‖Yn‖W 1,2 → 0, we can use the uniqueness
argument for the solution (for sufficiently large n) to have Yn = γ(ρn). Thus we
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have ln = χρn
(
(~tn−~tn, u), (~t′n−~t′n, v)
)
for all sufficiently large n and ~tn and ~t
′
n as
in Theorem 8.4, which is a contradiction. 
We now have a bijection between the finite sets:⋃
y∈Crit(htσk ),
|y|−|x|=k−1,
|z|−|y|=l−1
M(Hσk ;x, y)×M(Hσl ; y, z) 'M(Hσk#ρHσl ;x, z).
That is, we have proved Theorem 6.5. 
Recall that we defined the maps ϕσk : MC∗(h
tσl
sσk
) → MC∗(htσl), by counting
the order of the parametrized moduli space of solutions, from which we obtained
the higher continuation maps:
ϕσk := ϕσk ◦ ισk : MC∗(hsσk)→MC∗(htσl).
Corollary 8.9. Let ρ0 be as in Theorem 8.8. Then for each ρ ≥ ρ0, we have
ϕHσk#ρHσl
= ϕσl ◦ ϕHtσlσk ,
and the following diagram commutes.
MC∗(Msσk , hsσk) MC∗(Mtσk , htσk)
MC∗(Mtσl , h
tσl
sσk
) MC∗(Mtσl , htσl)
ισk
ϕσk
ϕσl
ϕHσk#ρHσl
In particular, we have
ϕHσk#ρHσl = ϕσl ◦ ϕσk .
Proof. By Theorem 6.5, we have ϕHσk#ρHσl
= ϕσl ◦ ϕHtσlσk by counting the orders
of both sides of the bijection. The inward direction condition tells us that the
composition of ϕHσk#ρHσl
with ισk restricts its domain to MC∗(Msσk , hsσk). Then
we have
ϕ
H
tσl
σk
|MC∗(Msσk ,hsσk ) = ϕHσk ,
again by the inward direction condition and its image lands in MC∗(Mtσk , htσk).
Thus we have: ϕHσk#ρHσl = ϕHσk#ρHσl
◦ ισk = (ϕσl ◦ ϕHtσlσk ) ◦ ισk = ϕσl ◦ ϕσk =
ϕσl ◦ ϕσk . 
9. Higher Morse homotopy data
In this section, we construct a special class of parametrized homotopy data.
From now on, we distinguish between the notations for homotopies that we use for
the case of these special homotopies: H•, and those we use for general case: H•.
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9.1. Transversal higher homotopies. The finite dimensionality of chain com-
plexes
{
MC∗(ha)
}
a∈Z≥0 and the genericity of transversal homotopy data allow us
to have the notion of simultaneous transversality. That is, we can consider homo-
topy data that transversality holds at the same time for all linearized operators at
trajectories connecting pairs of critical points. We call a family of data with this
property transversal homotopy data.
Suppose that {Htσk}t∈[0,1] is a smooth 1-parameter family of transversal k-
homotopies. The existence of such a family (for given homotopies at the ends)
is not always guaranteed. Notice that {Htσk}t∈[0,1] (if it exists) is a transversal
(k + 1)-homotopy.
Lemma 9.1. The (k + 1)-homotopy {Htσk}t∈[0,1] is transversal, and for all x ∈
Crit(hsσk), y ∈ Crit(htσk) with |y| − |x| = k, we have
M({Htσk}t∈[0,1];x, y) = ∅.
Proof. Transversality follows from the fact that Htσk for each t is transversal, hence
the expected dimension (that is, the dimension when transversality assumed) of
the moduli space M({Htσk}t∈[0,1];x, y) is |x| − |y| − k = 0. Suppose that there
exists (~t, u) ∈ M({Htσk}t∈[0,1];x, y). Then there exists t′ ∈ [0, 1] such that (~t, u) ∈
M(Ht′σk ;x, y). However, transversality of Ht
′
σk
implies that this is impossible, since
the expected dimension of the moduli space is −1. 
Notation 9.2. Let H and H ′ be two k-homotopies. In our notation,
H  H ′
means a 1-parameter family of transversal homotopies connecting H and H ′. It is
a transversal (k + 1)-homotopy at the same time.
Example 9.3. We give examples of (1-parameter families of) transversal homo-
topies. In what follows, homotopies of Riemannian metrics are omitted, but they
should be regarded as being included implicitly in all cases. Let Hσk , Hσk1 , Hσk2 ,
and Hσk3 denote transversal k-, k1-, k2- and k3-homotopies, respectively.
(a) Identity homotopies. The 1-parameter family Htσk := Hσk , for every t ∈
[0, 1] is transversal.
Hσk  Hσk .
(b) Inverse homotopies. Let {Htσk}t∈[0,1] be a transversal family, then so is
{H1−tσk }t∈[0,1].
(c) Reparametrizations of the cubes. Consider a reparametrization map c :
[0, 1]k−1 → ∏k−1i=1 [c0i , c1i ], ~t 7→ (c1(t1), · · · ck−1(tk−1)) with ∂ci(~t)∂ti > 0 for
each i, ci(0) = c
0
i , and ci(1) = c
1
i . If Hσk(~t,·) is transversal, then so is
Hσk
(
c(~t), ·).
(d) Increasing gluing parameters I. Let
Hσk1#ρHσk2  Hσk1#ρ′Hσk2
with ρ′ > ρ > ρσk1 ,σk2 ,0 be a 1-parameter family of glued (k1 + k2 − 1)-
homotopies which is given by smoothly increasing the gluing parameter
from ρ to ρ′.
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(e) Gluing with the identity. let Hσk  H ′σk be a 1-parameter family of
transversal k-homotopies along which Rσk remains the same. We can con-
sider a family of homotopies
Hσk#ρHσk1  H
′
σk
#ρHσk1
which is a 1-parameter family of transversal (if ρ is sufficiently large) (k +
k1 − 1)-homotopies naturally obtained from Hσk  H ′σk .
(f) Increasing gluing parameters II. Let ρ1 and ρ
′
1 be positive real numbers
such that ρ′1 > ρ1 > ρ1,0. Fix ρ2 > 0 which is sufficiently large so that
Theorem 7.4 holds for the pair Hσk1#ρ1Hσk2 and Hσk3 . Consider a family
of homotopies
(Hσk1#ρ1Hσk2 )#ρ2Hσk3  (Hσk1#ρ′1Hσk2 )#ρ2Hσk3
which is obtained by smoothly increasing the gluing parameter ρ1 to ρ
′
1,
keeping ρ2 the same. One can further assume that ρ2 is large enough so
that (Hσk1#ρHσk2 )#ρ2Hσk3 is transversal for all ρ ∈ [ρ1, ρ′1].
(g) Translation homotopies. Let s˜(t) ∈ R be a smooth function with s˜(0) = 0
and s˜′(t) > 0. Then Htσk(s, ·) := Hσk
(
s + s˜(t), ·) is a transversal family of
homotopies
Hσk(s, ·) Hσk
(
s+ s˜(1), ·),
since for each t, Hσk
(
s+ s˜(t)
)
is transversal.
(h) Reordering homotopies. Reordering concatenations is possible via a 1-
parameter family of transversal (k1 + k2 + k3 − 2)-homotopies
Hσk1#ρ1(Hσk2#ρ2Hσk3 ) (Hσk1#ρ′1Hσk2 )#ρ′2Hσk3
under the condition that the gluing parameters ρ′1, ρ
′
2 > 0 are sufficiently
large. In fact, it is an easy exercise to check that any such family can be
written as repeated concatenations of (f)- and (g)-type homotopies only.
9.2. Constructions of higher data. We construct the data
{
(Hσ,Gσ)
}
σ∈N(I).
For simplicity, we will omit homotopy of Riemannian metrics from our notation
when we consider homotopy data. All constructions can apply to Riemannian
metrics as well.
Starting from the boundary conditions:{
H(0,1,2)|t=0 = H(0,1)#ρ(0,1),(1,2)H(1,2), H(0,1,2)|t=1 = H(0,2),
G(0,1,2)|t=0 = G(0,1)#ρ(0,1),(1,2)G(1,2), G(0,1,2)|t=1 = G(0,2),
with ρ(0,1),(1,2) > ρ(0,1),(1,2),0, we can construct:{
H(0,1,2) : [0, 1]× R×M2 → R,
G(0,1,2) : [0, 1]× R→Met(M2),
by filling the inside {t | 0 < t < 1}. (Here Met(M2) denotes the set of all Rie-
mannian metrics on M2.) It can done in such a way that
(
H(0,1,2), G(0,1,2)
)
is a
transversal pair by Theorem 5.8.
We have
(28)
{{
(Hf ,Gf )
}
f∈Mor(I),
(H(0,1,2),G(0,1,2)),
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and these are our initial data. In this section, we construct higher degree data that
extend these. However, when we try to do the same (i.e., identifying the corners
and filling the inside), for instance, with H(0,1,2,3) : [0, 1]
2×R×M3 → R, its values
at the corner (0,0) when we approach in the two different orders do not match:(
H(0,1,2,3)|t1=0
)|t2=0 =(H(0,1)#ρ•H(1,2))#ρ•H(2,3)
6= H(0,1)#ρ•(H(1,2)#ρ•H(2,3)) =
(
H(0,1,2,3)|t2=0
)|t1=0
for (t1, t2) ∈ [0, 1]2. The remaining part of this section will mostly be devoted to
resolving this issue.
Notation 9.4. We fix our notations :
σ̂l1σl2 := (fa0,a1 , · · · , fal1+l2 ,al1+l2+1),
for σl1 = (fa0,a1 , · · · , fal1−1,al1 ), σl2 = (fal1 ,al1+1 , · · · , fal1+l2 ,al1+l2+1),
Sa,b :=
{
σ ∈ N(I) | sσ = a, tσ = b},
Sa,− :=
{
σ ∈ N(I) | sσ = a} (similarly for S−,b),
S˚a,b :=
{
σ ∈ N(I) | sσ ≥ a, tσ ≤ b},
S˚a,− :=
{
σ ∈ N(I) | sσ ≥ a} (similarly for S˚−,b),
σk := (sσk, sσk + 1, · · · , tσk) for σk ∈ N(I)k,
〈σk〉 :=
{
τ ∈ N(I) | sτ = sσk, tτ = tσk
}
for σk ∈ N(I)k,
ρ(σ;σ′) := max τ1∈〈σ〉
τ2∈〈σ′〉
tτ1=sτ2
ρτ1,τ2 .
A triple induction. We begin our induction steps to construct higher homotopy
data. We assume that we are given the data of 1-homotopies H1.
Notation 9.5. We denote by Da,b the following data
• Hσ with σ ∈ S˚a,b,
• ρσ,σ′ ≥ ρσ,σ′,0 for all σ, σ′ ∈ S˚a,b with |σ|, |σ′| ≥ 1, and tσ = sσ′.
• (|σ|+ |σ′| − 1)-homotopy Hσ#˜ρ(σ;σ′)Hσ′ together with a transversal homo-
topy
Hσ#˜ρ(σ;σ′)Hσ′  Hσ#ρ(σ;σ′)Hσ′ .
For |σ| = |σ′| = 1, #˜ ≡ # and the homotopy  is the identity one.
Note that we already have D0,2 from (28). Our goal is to obtain
∐∞
b=2D0,b.
Induction I. We have D0,2. Given the data D0,b, we construct D0,b+1. (In-
duction on b)
To construct D0,b+1, we specify the elements in D′a,b+1 for a = 0, · · · , b, which
are given as follows.
Notation 9.6. D′a,b+1 consists of the following data
• Hσ with σ ∈ Sa,b+1.
• ρσ,σ′ ≥ ρσ,σ′,0 for all σ ∈ S˚a,b, σ′ ∈ S−,b+1 with |σ|, |σ′| ≥ 1, tσ = sσ′.
• (|σ| + |σ′| − 1)-homotopy Hσ#˜ρ(σ;σ′)Hσ′ for all σ ∈ S˚a,b, σ′ ∈ S−,b+1 with
|σ|, |σ′| ≥ 1 and tσ = sσ′ together with a transversal homotopy
Hσ#˜ρ(σ;σ′)Hσ′  Hσ#ρ(σ;σ′)Hσ′ .
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For |σ| = |σ′| = 1, we put #˜ ≡ # and the homotopy  is given by the
identity one.
Note that D0,b+1 =
∐b
a=0D′a,b+1, and that D′b,b+1 is given by the 1-homotopy
data H1.
Induction II. We have D′b,b+1. Given the data D′a,b+1, and we construct
D′a−1,b+1. (Induction on a)
To construct D′a−1,b+1, we specify the elements in Dla−1,b+1 for each l ≥ 1, which
are given as follows.
Notation 9.7. Dla−1,b+1 consists of the following data
• Hσ with σ ∈ Sa−1,b+1 and |σ| = l,
• ρσ,σ′ ≥ ρσ,σ′,0 for all σ ∈ S˚a−1,b, σ′ ∈ S−,b+1, tσ = sσ′, |σ|, |σ′| ≥ 1,
|σ|+ |σ′| = l.
• (l − 1)-homotopy Hσ#˜ρ(σ;σ′)Hσ′ for all σ ∈ S˚a−1,b, σ′ ∈ S−,b+1 with tσ =
sσ′, |σ|, |σ′| ≥ 1, and |σ|+ |σ′| = l endowed with a transversal homotopy
Hσ#˜ρ(σ;σ′)Hσ′  Hσ#ρ(σ;σ′)Hσ′ .
For |σ| = |σ′| = 1, we put #˜ ≡ # and the homotopy  is given by the
identity one.
So we have D′a−1,b+1 =
∐
l≥1Dla−1,b+1, and D1a−1,b+1 is determined by the given
1-homotopy data H1.
Induction III. We have D1a−1,b+1. Given the data D≤la−1,b+1, and we construct
D≤l+1a−1,b+1. (Induction on l)
For σl+1 ∈ N(I)l+1, let σl1 ∈ N(I)l1 , σl2 ∈ N(I)l2 be simplices such that
tσl1 = sσl2 , and σ̂l1σl2 = σl+1. Then we have
• Hσl1 (from the hypothesis of Induction I)• Hσl2 (from the hypothesis of Induction II)• ρσl1 ,σl2 (from the hypothesis of Induction III), so for each such pair (σl1 , σl2),
we can consider Hσl1#ρσl1 ,σl2Hσl2 .• H∂iσl+1 for every i = 1, · · · , l (from the hypothesis of Induction III)
The faces of cubes. For σl ∈ N(I)l, we consider all the pairs (σl1 , σl2) such that
l1 + l2 = l and σl1+l2 := σ̂l1σl2 . For each such pair, we think of Hσl1#ρ(σl1 ;σl2 )Hσl2
as an (l1 + l2 − 2)-homotopy, which are our initial data.
We further consider (l1 + l2 − 1)-homotopies denoted by (a) Hσl1#′ρ(σl1 ;σl2 )Hσl2
and (b) H′∂iσl1+l2 from the following processes: We fix a small number 0 <  1.
(a) Hσl1#′ρ(σl1 ;σl2 )Hσl2 .
(1) Contraction along the diagonal of the cube by 1− .
(2) Expansion of the half of the faces on the side of the origin (0, · · · , 0) toward
the original ones in the normal directions by the identity homotopies.
42 TAESU KIM
(b) H′∂iσl1+l2 .
(1) The same as (1) of (a).
(2) The same as (2) of (a).
(3) Filling the gaps between the expanded widths by the identity homotopies.
(This is possible since we used the identity homotopies in (2).)
Figure 3. Homotopies of type (a) and (b)
Identifications of the faces. The next step is to identify faces of the forms H•#′ρ•H•
and H′∂∗•. There are three kinds of such face identifications. For σi ∈ N(I)i, σj ∈
N(I)j with i < j with ̂σiσl1+l2−i = ̂σjσl1+l2−j = σl1+l2 ∈ N(I)l1+l2 ,
(i) Hσi#′ρ(σi;σl1+l2−i)Hσl1+l2−i |tj=1  H
′
∂jσl1+l2
|ti=0,
(ii) H′∂iσl1+l2 |tj=1  H
′
∂jσl1+l2
|ti=1
(iii) Hσi#′ρ(σi;σl1+l2−i)Hσl1+l2−i |tj=0  Hσj#
′
ρ(σj ;σl1+l2−j)
Hσl1+l2−j |ti=0
(i) and (ii) can be done simply by identifying the faces. To deal with the case (iii),
we apply the following concatenations of homotopies.(Hσi#′ρ(σi;σl1+l1−i)Hσl1+l2−i)((1− ε)~t, ·)|tj=0
= Hσi#ρ(σi;σl1+l2−j)(Hσlj−i #˜ρ(σj−i;σl1+l2−j+1)Hσll1+l2−j+1 )(~t, ·)
 Hσi#ρ(σi;σl1+l2−j)(Hσlj−i#ρ(σj−i;σl1+l2−j+1)Hσll1+l2−j+1 )(~t, ·)
(from the hypothesis of Induction II),
 (Hσi#P1Hσlj−i )#P2Hσll1+l2−j+1 (~t, ·)
(Reordering homotopy for large P1, P2),
 (Hσi#ρ(σi;σlj−i )Hσlj−i )#ρ(σj−1;σl1+l2−j+1)Hσll1+l2−j+1 (~t, ·)
(The inverse of growing parameter homotopy)
 (Hσi#˜ρ(σi;σla )Hσla )#ρ(σj−1;σl1+l2−j+1)Hσll1+l2−j+1 (~t, ·)
(The hypothesis Induction I)
=
(Hσj−i#′ρ(σj−1;σl1+l2−j)Hσll1+l2−j+1 )((1− ε)~t, ·)|ti=0.
Filling the inside. As a result, we obtain a homotopy parametrized by ∂[0, 1]l1+l2 \
int(V ), where V ' Dl1+l2−1 is a closed contractible space. We need to fill V
with homotopies. From now any homotopy for this purpose will always mean a
transversal one.
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Observe that the homotopies corresponding to the points on ∂V are given by
some faces {t• = 0} of those of (i) to (iii). We try to fill the inside of V by repeatedly
using the homotopy of type #˜ # and expansion at the faces {t•′ = 0}. We repeat
this process until we end up with a closed subset V ′ ⊂ V that is again contractible
and the homotopies at each of the points on ∂V is (up to translation homotopies)
of the form · · · (hf1#ρ′1(hf2#ρ′′2 (hf3 · · · )))#ρ′l1+l2−2hhl1+l2−2 , which is independent
of the variables of the cube. Here all the homotopies h• are 1-homotopies, i.e.,
f• ∈ Mor(I), and their gluing is in an arbitrary order, which varies, depending
on where in V ′ the resulting homotopy corresponds to. We can further fill the
inside of V ′ by reordering homotopies, which can be chosen as a combination of
translations and increasing gluing parameters. (See Example 9.3 (h).) Note that
such choices can be made smoothly. Finally, we obtain a homotopy of the form
(· · · (hf1#ρ′′1 hf2)#ρ′′2 hf3) · · · )#ρ′′l1+l2−1hhl1+l2−2 with a fixed order (starting from the
left most one and ending at the right most one) and sufficiently large gluing param-
eters ρ′′1 , · · · , ρ′′l1+l2−1. It is independent of the variables from the cube [0, 1]l1+l2−1.
Now we fill the empty ball with this constant homotopy.
Thus we obtain a homotopy parametrized by [0, 1]l1+l2−1 with a generic choice
of homotopies for transversality. We denote this transversal (l1 + l2− 1)-homotopy
pair by (Hσl1+l2 ,Gσl1+l2 ), where σl1+l2 := σ̂l1σl2 . We denote
Hσl1 #˜ρ(σl1 ;σl2 )Hσl2 := Hσl1+l2 |tl1=0.
Also, we observe that there is a homotopyHσl1 #˜ρ(σl1 ;σl2 )Hσl2  Hσl1#ρ(σl1 ;σl2 )Hσl2
from the expansion as is depicted in Figure 4. The shaded region of the cube is
Figure 4. The homotopy #˜ # by expansion
where no solution is allowed for the corresponding parameters. By extending this
cube and cutting out the shaded region we get the whole cube that gives rise to
H•#ρ•H•. It is clear that each homotopy along this process is transversal, hence the
homotopy Hσl1 #˜ρ(σl1 ;σl2 )Hσl2  Hσl1#ρ(σl1 ;σl2 )Hσl2 itself is transversal. Similarly,
by construction of ∂H′∂iσk we also have expansions that give rise to a transversal
homotopy
(29) H′∂iσk  H∂iσk .
The following lemma immediately follows.
Lemma 9.8. We have bijections among finite sets:
M(Hσk |ti=0;x, y) =M(H(σk)1i #˜ρ((σk)1i ;(σk)2k−i)H(σk)2k−i ;x, y)
'M(H(σk)1i#ρ((σk)1i ;(σk)2k−i)H(σk)2k−i ;x, y),
M(Hσk |ti=1;x, y) =M(H′∂iσk ;x, y) 'M(H∂iσk ;x, y),
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for all i = 1, · · · , k − 1, x ∈ Crit(htσksσk), y ∈ Crit(htσk) with |y| − |x|+ k − 2 = 0.
As a result, we can complete Induction III, hence Inductions II and I as well,
and we obtain a collection
{
(Hσ,Gσ)
}
σ∈N(I).
Definition 9.9. We call the following collection of data Morse higher homotopy
data, and denote by H:
• {(Ma, ha, ga)}a∈N(I)0 , an exhaustion E of W ,
• {(Hσk ,Gσk)}σk∈N(I)k , all k-homotopies and k ≥ 1,
• {ρσk,σl > ρσk,σl,0}, gluing parameters for all (σk, σl) ∈ N(I)k×N(I)l with
tσk = sσl and for all k, l ≥ 1.
Definition 9.10. We say that higher data are strict if the resulting continuation
maps satisfy
ϕσ = 0, for all σ ∈ N(I) with |σ| ≥ 2.
Remark 9.11. (i) Any higher data H contain some 1-data H1 as a subset. (ii)
Strictness of H implies that of H1 (c.f. Definition 4.15).
10. Compactification of the moduli spaces
In this section, we fix Morse higher homotopy data H and study a compactifica-
tion of the corresponding parametrized moduli space of trajectories, sayM(Hσk ;x, y)
for some critical points x, y and a simplex σk ∈ N(I)k, with k ≥ 1.
10.1. Weak convergences. We first recall the Arzela´-Ascoli theorem:
Theorem 10.1 (Arzela´-Ascoli). Let X and Y be metric spaces with X being com-
pact. Let S ⊂ C∞(X,Y ) be a countable family of smooth maps. Then S is equicon-
tinuous and pointwisely relatively compact if and only if it is relatively compact.
Assumption 10.2. We consider X = R, Y = [0, 1]k−1 × Mtσk . Our subset of
interests {un} ⊂ C∞(R, [0, 1]k−1 ×Mtσk) consists of maps that satisfy
pr1 ◦ un(s) ∈ C∞(R, [0, 1]k−1) stays constant along the trajectory,
where pr1 is the projection to the first component.
Let
{
(~tn, un)
}
n
⊂M(Hσk ;x, y) be a subset that satisfies Assumption 10.2.
Proposition 10.3. Then
{
(~tn, un)
}
n
is equicontinuous in C0(R,Mtσk). In other
words, for any  > 0, there exists δ > 0 such that |s− s′| < δ implies
d
((
~tn, un(s)
)
,
(
~tn, un(s
′)
))
<  for every n.
Proof. We have
d
(
(~tn, un(s)), (~tn, un(s
′))
)
= d
(
un(s), un(s
′)
)
:= inf
l:[s,s′]→Mtσk ,
l(s)=u
~tn
n (s),
l(s′)=u~tnn (s
′)
( ∫ s′
s
|l˙(s)|ds)) ≤ ∫ s′
s
|u˙n(s)|ds
(Ho¨lder inequality)
≤
√
|s′ − s| ·
√∫ s′
s
|u˙n(s)|2ds ≤
√
|s′ − s| ·
√∫ ∞
−∞
|u˙n(s)|2ds
(30)
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≤
√
|s′ − s| ·
√∫ ∞
−∞
|∇hσk |2
1 + |h˙σk |2|∇hσk |2
◦ uds
≤
√
|s′ − s| ·
√√√√∫ ∞
−∞
|∇hσk |2√
1 + |h˙σk |2|∇hσk |2
◦ uds =
√
|s′ − s| ·
√∫ ∞
−∞
−∇hσk · u˙ds
=
√
|s′ − s| ·
√∫ ∞
−∞
− d
ds
hσk(~t, s, u(s))ds+
∫ ∞
−∞
h˙σk(~t, s, u(s))ds
=
√
|s′ − s| ·
√
−htσk(y) + h
tσk
sσk
(x) +
∫ Rσk
−Rσk
h˙σk(~t, s, u(s))ds
≤
√
|s′ − s| ·
√
−htσk(y) + h
tσk
sσk
(x) + 2C ·Rσk .
for some C > 0. (Here h˙• means ∂h•∂s .) 
We can apply Theorem 10.1 to our situation.
Theorem 10.4.
{
(~tn, un)
}
n
⊂ M(Hσk ;x, y) is relatively compact, and it has a
weakly converging subsequence:
(~tnm , unm)
C∞loc−−−→ (~tv, v), for some ~tv ∈ [0, 1]k−1 and v ∈ C∞(R,Mtσk) as m→∞.
Hence, there exists v ∈ C∞(R,Mtσk) such that
unm |[−R,R]
Cl([−R,R])−−−−−−−→ v|[−R,R], for all R > 0, l ∈ N.
Proof. Since [0, 1]k−1×Mtσk is compact, we know
{(
~tn, un(s)
)}
n
is relatively com-
pact pointwisely at each s ∈ R. Then from Theorem 10.1 and Proposition 10.3, it
follows that
{(
~tn, un(s)
)}
n
is relatively compact, and we have
unm
C0loc−−−→ v ∈ C0(R,Mtσk).
That is,
unm |[−R,R]
C0([−R,R])−−−−−−−→ v|[−R,R] for all R > 0.
But since unm is a solution of the first order ordinary differential equation u˙nm =
−X ◦ unm for some vector field X, it follows that
unm
Clloc−−−→ v ∈ C∞(R,Mtσk),
and so on for each l ≥ 1. Hence by Assumption 10.2 the assertion of the theorem
follows. 
Theorem 10.5. In the setting of Theorem 10.4, if (~tv, v) is an element of the space
of parametrized trajectories M(Hσk ;x, y), then we have a convergence in W 1,2 :
(~tnm , unm)
W 1,2−−−→ (~tv, v) ∈M(Hσk ;x, y).
Sketch of proof. The proof is essentially the same as that of Lemma 2.39 of [Sch].
We can show uniform asymptotic exponential decay property: |ulocal,nm(s)| ≤ c ·
e−λ|s| for some c, λ > 0 and for all s with |s| ≥ Rσk . In the local coordinate of the
Banach manifold, we write un = expvn(ξn), ξn ∈ W 1,2
(
v∗n(TMtσk)
)
, and then the
weak convergence ξn
C∞loc−−−→ 0 implies the desired W 1,2-convergence. 
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10.2. Compactness theorem and higher continuation maps. Now we state
our main theorem in this section.
Theorem 10.6. Let
{
(~tn, un)
}
n
⊂ M(Hσk ;x, y) be a sequence of parametrized
solutions for x ∈ Crit(htσksσk), y ∈ Crit(htσk), σk ∈ N(I)k, and k ≥ 1. Then there
exist:
(i) x0(= x), · · · , xl ∈ Crit(htσksσk) and y0, · · · , yl′(= y) ∈ Crit(htσk),
(ii)
uisσk ∈M(hsσk ;xi, xi+1), i = 0, · · · , l − 1,
(~tv, v) ∈M(Hσk ;xl, y0),
ujtσk ∈M(htσk ; yj , yj+1), j = 0, · · · , l′ − 1,
and
(iii) {τ isσk,n}n, {τ jtσk,n}n ⊂ R
such that the following hold.
(a)
un(·+ τ isσk,n, ·)
C∞loc−−−→ uisσk , i = 0, · · · , l − 1,
un
C∞loc−−−→ v,
un(·+ τ jtσk,n, ·)
C∞loc−−−→ ujtσk , j = 0, · · · , l′ − 1,
(b)
|x0| > |x1| > · · · > |xl|,
|xl| > |y0| − k + 1,
|y0| > |y1| > · · · > |yl′ |.
Proof. Theorem 10.5 says that we have a subsequence
{
(~tnm , unm)
}
m
weakly con-
verging to (~tu′ , u
′). Then we can check that (~tu′ , u′) is an element ofM(Hσk ;x′, y′)
for some x′ and y′. In the same way as (30), we can show
∫∞
∞ |u˙′|2ds ≤ −htσk(y′) +
h
tσk
sσk
(x′) +
∫ Rσk
σk
h˙σk
(
~t, s, u′(s)
)
ds < ∞ Hence we know u˙′(±∞) = 0 = −∇hσk◦u
′
(··· ) ,
which implies that x′ = u′(−∞), y′ = u′(∞) are critical points of htσksσk and hσk ,
respectively. If x = x′ and y = y′, then we are done.
In general, we have |x| ≥ |x′| and |y′| ≥ |y|. Suppose that |x| > |x′|. Then for c ∈
[h
tσk
sσk
(x′), h
tσk
sσk
(x)], we consider the reparametrization Hσk(·, ·+ τnm), where τnm <
−Rσk , so that we have Hσk(~t, τnm) = hsσk(τnm) = c. We let τnm := τ•σk,m. Then
by Theorem 10.1, we have a weak convergence
{
(~tnm , unm)
}
m
C∞loc−−−→ (~tu′′ , u′′) ∈
M(htσksσk ;x′′, x′′′) with |x′| ≤ |x′′| ≤ |x′′′| ≤ |x|. We can repeat this process (and
also for y). It must end in finite steps because of transversality ofHσk and Corollary
5.9. Otherwise, at some point the expected dimension becomes negative, which is
impossible. 
0- and 1-dimensional cases.
Corollary 10.7. If |y| − |x| = k − 1, then M(Hσk ;x, y) is a finite set.
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Proof. By construction of the homotopy data
{
(Hσ,Gσ)
}
σ∈N(I), we know the space
of parametrized trajectories M(Hσk ;x, y) is a manifold of dimension |x| − |y| +
k − 1 = 0. Also, Theorem 10.6 says that any sequence in M(Hσk ;x, y) has a
subsequence that weakly converges to one of its elements, since no breaking can
take place for reasons of degree. For metric spaces, sequential compactness implies
compactness, and we conclude thatM(Hσk ;x, y) is compact, hence a finite set. 
We now apply this analytic method that we have developed until now to obtain
algebraic structures. We remark that the Fredholm properties for the linearized
operators are ensured to hold for the homotopy data
{
(Hσ,Gσ)
}
σ∈N(I), which is
due to our inductive construction (c.f. Remark 5.6).
Recall that higher continuation maps
ϕσk : MC∗(hsσk)→MC∗(htσk)
are defined by the composition ϕσk := ϕσk ◦ισk of linear extensions of the generator-
level assignment:
ϕσk(x) :=
∑
y∈Crit(htσk ),
|y|−|x|−k+1=0
#2M(Hσk ;x, y) · y for x ∈ Crit(h
tσj
sσk
),
and the inclusion map:
ισk : MC∗(hsσk) ↪→MC∗(h
tσk
sσk
).
Lemma 5.11 implies that it also satisfies the chain map condition:
∂ ◦ ισk + ισk ◦ ∂ = 0.
Then we have
Proposition 10.8. ϕσ vanishes for all σ ∈ N(I)k with k > 1 + dimW.
Proof. Suppose that ϕσ(x) 6= 0, for some x ∈ Crit(hsσk). Then if k > 1 + dimW,
the following inequality holds
dimW ≥ |ϕσ(x)| = |x|+ k − 1 > |x|+ dimW ≥ dimW,
which is a contradiction. 
We now focus on the case of |y| − |x| = k when M(Hσk ;x, y) is a 1-dimensional
manifold. We consider the following space:
L(Hσk ;x, y) :=
⋃
y′∈Crit(htσksσk ),
|y′|=|x|−1
M(htσksσk ;x, y′)×M(Hσk ; y′, y)
∪
⋃
y′′∈Crit(htσk ),
|y′′|=|y|+1
M(Hσk ;x, y′′)×M(htσk ; y′′, y),
which is a finite set by Corollary 10.7. For reasons of degree, breaking must
take place exactly once. Hence in Theorem 10.6 for any sequence of elements
in M(Hσk ;x, y), it is either of the type:
(i)
(~tn, un)→
(
v, (~t, u)
) ∈M(htσksσk ;x, y′)×M(Hσk ; y′, y),
or of the type:
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(ii)
(~tn, un)→
(
(~t′, u′), v
) ∈M(Hσk ;x, y′′)×M(htσk ; y′′, y)
for some critical points y′ and y′′. By identifying these limits with the elements in
L(Hσk ;x, y), we can compactify M(Hσk ;x, y), which is just a standard process in
Morse theory.
Theorem 10.9. If |y| − |x|+ k = 0, then the union of moduli spaces
M(Hσk ;x, y) :=M(Hσk ;x, y) ∪′ L(Hσk ;x, y).
is a compact 1-dimensional manifold whose boundary is given by
∂M(Hσk ;x, y) :=
k−1⋃
i=1
M(Hσk |ti=0;x, y) ∪
k−1⋃
i=1
M(Hσk |ti=1;x, y) ∪ L(Hσk ;x, y),
which is a finite set. (Here we used the notation ∪′ to describe the compactification
process mentioned above.)
Corollary 10.10. The higher continuation maps {ϕσk} satisfy:
(31) ∂ ◦ ϕσk + ϕσk ◦ ∂ +
k−1∑
i=1
ϕ∂iσk +
k−1∑
i=1
ϕ(σk)2i ◦ ϕ(σk)1k−i = 0.
Proof. By counting the order of the moduli space, we have
• ∂ ◦ ϕσk + ϕσk ◦ ∂ from #2L(Hσk ;x, y),• ϕ(σk)2i ◦ ϕ(σk)1k−i , from #2M(Hσk |ti=0;x, y) and Lemma 9.8,
• ϕ∂iσk from #2M(Hσk |ti=1;x, y) and Lemma 9.8,
for all x ∈ Crit(htσksσk), y ∈ Crit(htσk) with |y| − |x| + k = 0, and i = 1, · · · k − 1.
By construction of higher data and from the fact that the number of boundary
components of ∂M(Hσk ;x, y) is 0 modulo 2, we have:
∂ ◦ ϕσk + ϕσk ◦ ∂ +
k−1∑
i=1
ϕ∂iσk +
k−1∑
i=1
ϕ(σk)2i ◦ ϕ(σk)1k−i = 0.
By applying ισk from the right and using the relations
(i) ∂ ◦ ισk + ισk ◦ ∂ = 0,
(ii) ισk = ι∂iσk ,
(iii) (ϕ(σk)2i ◦ ϕ(σk)1k−i) ◦ ισk = ϕ(σk)2i ◦ ϕ(σk)1k−i ,
for every i = 1, · · · , k − 1, we obtain the relation (31). Here (i), (ii) follow from
Lemma 5.11, and (iii) from the proof of Corollary 8.9. 
11. Homotopy colimit as a chain model for Morse homology
In this section, we introduce a chain model for the Morse homology of a pair
(W,H1).
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11.1. Morse homotopy coherent diagrams.
Definition 11.1. We fix Morse homotopy data H and the associated higher contin-
uation maps {ϕσk}. By a Morse homotopy coherent diagram, we mean a homotopy
coherent diagram
M : N(I)→ Ndg
(
Ch(Z2)
)
that is given by the following assignment
• To each object a of I, we associate a chain complex
M(a) :=
(
MC∗(ha), ∂
)
.
• To each sequence of composable morphisms (f1, · · · fk), we associate a de-
gree k − 1 linear map
M(f1, · · · fk) : MC∗(hsf1)→MC∗(htfk)
given by M(f1, · · · , fk) := ϕ(f1,··· ,fk). By Corollary 10.10, we know the
collection
{
M(f1, · · · , fk)
}
(f1,··· ,fk) is subject to the relation (31).
11.2. Morse chain complexes. We propose a chain model for the Morse homol-
ogy.
Definition 11.2. For given Morse homotopy data H and the associated Morse
homotopy coherent diagram M, we define the Morse chain complex (over Z2) of a
pair (W,H) by
MC∗(W,H) :=
⊕
k≥0
⊕
σk∈N(I)k
nondeg.
Z2〈σk〉 ⊗MC∗(hsσk)
with the differential given by
∂ : (f1, · · · , fk;x) 7→
k∑
i=1
(
∂i(f1, · · · , fk);x
)
+
k∑
i=1
(
fi+1, · · · , fk;ϕf1,··· ,fi(x)
)
+ (f1, · · · , fk; ∂x),
and the grading by
|(σk;x)| := k + |x|,
for σk = (f1, · · · , fk) ∈ N(I)k and x ∈ Crit(hsf1).
Theorem 11.3.
(
MC∗(W,H), ∂
)
is a chain complex, the homology of which is
isomorphic to MH∗(W,H1).
Proof. This is an application of Corollary B.15. 
A filtration. For N ≥ 1 we denote
MC∗(W,H)N :=
{
(σk;x) ∈MC∗(W,H) | σk ∈ N(I)k
with k ≤ N and x ∈ Crit(htσk)
}
.
MC∗(W,H)N defines a chain complex with the induced differential because the
differential does not increase the number of morphisms in the nerve part. In other
words, they form a filtration on the chain complex MC∗(W,H):⊕
a∈Z≥0
MC∗(ha) ⊆MC∗(W,H)1 ⊆MC∗(W,H)2 ⊆ · · · ⊆MC∗(W,H).
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Moreover, we have the following maps that are induced from the inclusions:
H∗
(
MC∗(W,H)1
) −→ H∗(MC∗(W,H)2) −→ · · · −→ H∗(MC∗(W,H)).
11.3. Comparisons between two chain complexes. Fixing an exhaustion E on
W, we compare two chain complexes MC∗(W,H) and MC∗(W,H′) for two higher
data H and H′ with E ⊂ H,H′. As we introduced in Section 2, there are two models
for this purpose: the models with Î and Î.
The model with Î.
Condition 11.4. For two given homotopy coherent diagrams
FH,FH′ : N(I)→ Ndg
(
Ch(Z2)
)
,
there is another
F̂ : N(Î)→ Ndg
(
Ch(Z2)
)
which extends FH and FH′ , i.e., F̂ |N(I)×{0} = FH and F̂ |N(I)×{1} = FH′
Proposition 11.5. Suppose that Condition 11.4 holds for H and H′. Then there
exist quasi-isomorphisms of chain complexes
(32)
colimF̂ (∗)
MC∗(W,H) MC∗(W,H′)
'
q-isom. q-isom.
'
Recall that in Example 2.5, for strict diagrams with the fixed chain complexes at
the vertices, we checked that such an extension exists. It can apply to our situation,
so we have the following corollaries.
Corollary 11.6. Let Hs,H
′
s be strict higher data with the same exhaustion E . Then
the Morse chain complexes MC∗(W,H) and MC∗(W,H′) are related as in (32) for
some F̂ .
The model with I.
Condition 11.7. There exist higher data H, HI and homotopy coherent diagrams
FH : N(I)→ Ndg
(
Ch(Z2)
)
,
FHI : N(I)→ Ndg
(
Ch(Z2)
)
that extend FH and FH′ , i.e., we have
FH ◦ Φ′0∗ = FH, FH ◦ Φ′1∗ = FH′ ,
FHI ◦ Φ′′0∗ = FH, FHI ◦ Φ′′1∗ = FH′ ,
that satisfy
FHI ◦Ψ′∗ = FH.
(See Section 2 for the notations.)
According to our discussion in Section 2 and the fact that Φ′′0,∗ and Φ
′′
1,∗ are
categorical equivalences, we can conclude:
MORSE THEORY WITH HOMOTOPY COHERENT DIAGRAMS 51
Proposition 11.8. Suppose that Condition 11.7 holds for H and H′. Then there
exist quasi-isomorphisms of chain complexes
colimFHI (∗)
MC∗(W,H) MC∗(W,H′)
'
q-isom. q-isom.
'
Remark 11.9. (i) Contrary to Condition 11.4, Condition 11.7 is geometric in
that it requires a construction of geometric homotopy data not just a diagram
that algebraically extends the given ones. (ii) We expect explicit constructions of
such higher data H and HI to be possible in our future work, by a similar type of
considerations as in Section 9.
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Most of the contents in the appendices are excerpts from [Kim] for the reader’s
convenience.
Appendix A. The diagram F
In this section, we consider a diagram of the following form
F : N(I)→ Ndg
(
Ch(Z2)
)
and an extension F to N(I). such that its value at the cone point is a preferred
chain complex C˜ of (A.4). We show that F is an initial object in the overcategory
Ndg
(
Ch(Z2)
)
F/
, hence a colimit of the diagram F .
A.1. ∞-categories. In this subsection, we review the basics of∞-category theory.
Simplicial sets and ∞-categories. Denote by [n] := {0, 1, · · · , n} the ordered set of
cardinality n for n ≥ 0.
Let ∆ be a category which consists of the following data:
• Ob(∆) = {[n] | n ≥ 0},
• Mor(∆) = {order-preserving maps between objects}, (i.e., a map α : [m]→
[n] is a morphism if it satisfies: i ≤ j ⇒ α(i) ≤ α(j)).
Notice that the order-preserving injective (and surjective) maps are defined only
if m ≤ n (and m ≥ n, respectively). We define the following family of injective
maps (face maps),
di : [n]→ [n+ 1], (i = 0, · · · , n+ 1),
by
di(j) =
{
j if j ≤ i
j + 1 if j ≥ i+ 1,
and surjective maps (degeneracy maps),
(32) si : [n]→ [n− 1], (i = 0, · · · , n),
by
si(j) =
{
j if j ≤ i
j − 1 if j ≥ i+ 1.
These maps characterize the morphisms of the category ∆.
Definition A.1. A simplicial set X is defined to be a contravariant functor
X : ∆op → Set.
Denote Xn := X
(
[n]
)
, and consider the images of the maps di and si denoted
by ∂i := X(di), and σi := X(si) respectively for each n and i = 0, · · ·n:
∂i : Xn → Xn−1,
σi : Xn → Xn+1.
We call ∂i and σi the face and degeneracy maps, respectively.
Definition A.2. A morphism of simplicial sets X,Y ∈ Fun(∆op, Set) is a natural
transformation between the functors. We denote by sSet the category of simplicial
sets.
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Definition A.3. For m and k with 1 ≤ k ≤ m, we define a horn Λmk to be the
simplicial set which is obtained from ∆m by removing its k-th face and its interior.
Let X be a simplicial set and Λmk → X a morphism of simplicial sets. If this
extends to a morphisms ∆m → X for any 0 ≤ k ≤ m and for all m, we say X
satisfies the Kan condition. If this condition holds for 0 < k < m, we say X
satisfies the inner Kan condition.
Definition A.4. An ∞-category is defined to be a simplicial set that satisfies the
inner Kan condition. A morphism between∞-categories, or an∞-functor is defined
to be a morphism of the underlying simplicial sets, i.e., a natural transformation
between functors.
Definition A.5. Let K be a simplicial set and D an ∞-category. A homotopy
coherent diagram K → D is defined to be the morphism of simplicial sets.
Definition A.6. The homotopy category hC of an ∞-category C is an ordinary
category that is defined as follows. The objects are given by the vertices C0 and
the morphisms are given by 1-simplices C1 up to the relations generated by: (i)
idx ' σx(x) for all x ∈ C0 (ii) ∂1(y) ' ∂0(y) · ∂1(y) for all y ∈ C2.
A.2. Nerves and dg-nerves. In this subsection, we study the nerve of a category
as examples of ∞-categories.
The nerve of indexing category I. Let I be the poset category. For each k ≥ 0, we
consider the following sets:
N(I)0 := Ob(I).
N(I)k := {sequences of k composable morphisms of I}, k ≥ 1,
For example, any σk ∈ N(I)k with k ≥ 1 is of the form:
σk = (fa1,a2 , fa2,a3 · · · , fak,ak+1),
where fab denotes the unique morphism from a to b. (See subsection 2.1 for our
convention for the morphisms of the poset category I.) In this paper, let us call k
the length of σk and denote |σk| := k. We denote
N(I) :=
∐
k≥0
N(I)k
and call it the nerve of I.
Notation A.7. For σk ∈ N(I)k with k ≥ 1 and 1 ≤ i ≤ k − 1, we denote
(σk)
1
i := (fa1,a2 , · · · fai,ai+1),
(σk)
2
k−i := (fai+1,ai+2 , · · · fak−1,ak).
In fact, N(I) is a simplicial set, and the face and degeneracy maps are defined
as follows.
∂i : N(I)k → N(I)k−1, (i = 0, · · · , k)
σi : N(I)k → N(I)k+1, (i = 0, · · · , k − 1)
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∂i(fa1,a2 , · · · , fak,ak+1) =

(fa2,a3 , · · · , fak,ak+1) if i = 0,
(fa1,a2 , · · · , fai−1,ai , fai,ai+2 , fai+2,ai+3 , · · · , fak,ak+1)
if 1 ≤ i ≤ k − 1,
(fa1,a2 , · · · , fak−1,ak) if i = k,
σi(fa1,a2 , · · · , fak,ak+1) =

(ida1 , fa1,a2 , · · · , fak,ak+1) if i = 0,
(fa1,a2 , · · · , fai,ai+1 , idai+1 , fai+1,ai+2 , · · · , fak,ak+1)
if 1 ≤ i ≤ k − 1,
(fa1,a2 , · · · , fak,ak+1 , idak) if i = k.
Lemma A.8. ([Lur1] Example 1.1.2.6) N(I) is an ∞-category.
The dg-Nerve of a dg category. We introduce the dg-nerve of a dg-category. Let A
be a differential graded category or dg category over some base ring, say R.
Definition A.9. The dg-nerve of A is defined by the following data: for an integer
k ≥ 1, consider a subset I ⊂ [k], say I = {j1 < · · · < jl} (with |I| > 1) and a pair
Ndg(A)k :=
({Xi}i∈[k], {ψI}I⊂[k]),
where each Xi is an object of C and ψI : Xj1 → Xjl a morphism of degree l − 1,
satisfying
(22) ∂ ◦ ψI + ψI ◦ ∂ +
∑
i
ψI\{i} +
∑
i
ψ{ji+1,··· ,jl} ◦ ψ{j1,··· ,ji} = 0.
Denote by Ndg(A)k the set of all such data for a given k, and the disjoint union:
Ndg(A) :=
∐
k≥0
Ndg(A)k
Let α be a morphism of the simplicial category ∆, that is, an order-preserving
map α : [k]→ [m]. Then there is an induced map:
Φα : Ndg(A)m → Ndg(A)k,({Xi}i∈[m], {ψI}I⊂[m]) 7→ ({Xα(j)}j∈[k], {ψαJ }J⊂[k]),
where ψαJ : Xthe smallest element of α(J) → Xthe largest element of α(J) for J ⊂ [k] is a
linear map given by
ψαJ :=

ψα(J) if α|J is injective,
idα(j) if J = {j, j′} with α(j) = α(j′),
0 otherwise.
From a straightforward consideration, we have
Lemma A.10. We have Φα
′ ◦ Φα = Φα◦α′ .
Consider Φ : ∆op → Set a contravariant functor with Φ([n]) := Ndg(A)n and
Φ(α) = Φα. Then Φ defines a simplicial set with the face and degeneracy maps
given by Φdi and Φsi maps, respectively. In fact we have:
Theorem A.11. ([Lur2] Proposition 1.3.1.10) Ndg(A) is an ∞-category.
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A.3. Colimit of a diagram. In this subsection, we introduce the notion of a
colimit of a diagram.
Join of ∞-categories. Let K1 and K2 be simplicial sets. We define the join of K1
and K2 to be the simplicial set K1 ? K2, where
(19) (K1 ? K2)m = (K1)m ∪ (K2)m ∪
⋃
i+j=m−1
(K1)i × (K2)j .
The face and degeneracy maps are induced by those of K1 and K2.
Theorem A.12. ([Lur1] Proposition 1.2.8.3)(Joyal) If K1 and K2 are∞-categories,
then so is K1 ? K2.
Definition A.13. In particular, cones are simplicial sets and their k-simplices are
given as follows:
K. := K ?∆0 (the right cone),
K/ := ∆0 ? K (the left cone),
and
(19) (K.)k =
{
K1 ∪∆0 if k = 0,
Kk ∪ (Kk−1 ×∆0) if k ≥ 1,
(19) (K/)k =
{
∆0 ∪K0 if k = 0,
(∆0 ×Kk) ∪Kk−1 if k ≥ 1.
The face and degeneracy maps are naturally induced from those of K. The 0-
simplices from ∆0 in K. are called the cone points.
Over/undercategories. Let K be a simplicial set and D an ∞-category.
Definition A.14 (Over/undercategories). For a diagram p : K → D, we consider
the simplicial set D/p with
(19) (D/p)k := Homp(∆k ? K,D),
where Homp(· · · ) means that its elements are extensions p : ∆k ?K → D such that
p|K = p. When K is an ∞-category, we call D/p the overcategory of D.
Similarly, we define the undercategory Dp/ of D by
(19) (Dp/)k := Homp(K ?∆k,D).
We do not use the following proposition later, but we provide it to mention the
well-behavedness of over and under categories.
Proposition A.15. ([Lur1] Proposition 1.2.9.3, Corollary 2.1.2.2) The simpli-
cial sets D/p and Dp/ are ∞-categories. Moreover, if D1 → D2 is a categorical
equivalence (see Definition B.6) of ∞-categories, then so are the induced maps on
over/undercategories.
When we consider p : ∆0 → D, that is, when k = 0, we sometimes denote D/X
(and DX/ ) instead of D/p (and Dp/, respectively).
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Definition A.16. Let D be an ∞-category. For X,Y ∈ D0, we define the right
morphism space HomRD(X,Y ) to be the simplicial set whose k-simplices are given
by maps ∆k+1 → D such that
∆k+1|[0,··· ,k] maps to the constant simplex X
∆k+1|k+1 maps to Y.
Here, the constant simplex Y is the one that consists of one element Y in each
degree simplex. Similarly, the left morphism space HomLD(X,Y ) is defined to be
the simplicial set whose k-simplices are given by maps ∆k+1 → D such that
∆k+1|0 maps to X
∆k+1|[1,··· ,k] maps to the constant simplex Y.
HomRD(X,Y ) (and similarly Hom
L
D(X,Y )) can be interpreted as a topological
space, and it is a Kan complex. (See [Lur1] Proposition 1.2.2.3 for the details.)
We say that it is contractible if any map ∂∆k → HomRD(p, q) can be filled, thus
yielding an extension ∆k → HomRD(p, q).
It is a fact that when D is an ∞-category, HomRD(X,Y ) and HomLD(X,Y ) are
homotopy equivalent. (c.f. [Lur1] Remark 1.2.2.5.) Hence the contractibility of one
implies the other, and vice versa.
Definition A.17. Let D be an∞-category. A vertex X of D is said to be final (ini-
tial) if the Kan complex HomRD(Y,X) (Hom
R
D(X,Y ), respectively) is contractible
for any object Y of D.
Remark A.18. In [Lur1], this notion is called strong finality. (More precisely, it
is presented as an equivalent condition in Proposition 1.2.12.4.) There, an object
is said to be final, if it is final (in the usual sense) in the homotopy category.
Strong finality implies finality for simplicial sets in general, and they coincide for
∞-categories. (See Corollary 1.2.12.5.)
The colimit of a diagram. One can also define an ∞-categorical analogue of limits
and colimits.
Definition A.19. Let p : K → D be a diagram from a simplicial set K to an
∞-category D. We define a limit of p to be a final object of D/p. Similarly, we
define a colimit of p to be a initial object of Dp/. We denote them by lim←− p and
lim−→ p, respectively.
By the definition ofD/p (Dp/), an initial (final) object is an element of Homp(K/,D)
(Homp(K
.,D), respectively). In this case, by abuse of notation, we sometimes call
the image of the cone point for the extension p(∗) a limit (colimit).
Remark A.20. For an ordinary category, the colimit (if it exists) is unique up to
unique isomorphism. The corresponding notion of uniqueness in∞-category theory
is by the contractibility of right morphism spaces.
The diagram F and the∞-categorical setting. A k-simplex σk = (fa1a2 , · · · , fakak+1)
∈ N(I)k is determined by a sequence of integers a1, a2, · · · , ak+1. For the moment,
we assume only nondegenerate simplices, that is, a1 < a2 < · · · < ak+1, and discuss
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later the degenerate case. Observe that each subset I := {b1, · · · , bl} ⊂ {a1 < a2 <
· · · < ak+1} determines an l-simplex σI ∈ N(I)l. Then an ∞-functor
F : N(I)→ Ndg
(
Ch(Z2)
)
is given as follows.
F maps each k-simplex in the following way.
F
(
[k]
)
: {a1, a2, · · · , ak+1} 7→
({Xi}i∈[k], {FσI}I⊂[k]), for [k] ∈ Ob(∆),
where its ingredients are given by
Xi := F
(
[k]
)
(ai+1),
ψI := F
(
[k]
)
(σI).
For degenerate simplices, σI ∈ N(I)k with k ≥ 2, we let:
ψI :=
{
id if k = 1,
0 if k ≥ 2,
It is a simple exercise to check that the identity and the zero maps satisfy (A.9).
By construction, F respects simplicial structure on both sides. Hence it is an
∞-functor.
A.4. A model for a colimit. Our focus in this subsection is on the undercategory
Ndg
(
Ch(Z2)
)
F/
defined for the ∞-functor
F : N(I)→ Ndg
(
Ch(Z2)
)
,
and we compute its colimit.
Recall that the undercategory Ndg
(
Ch(Z2)
)
F/
is a simplicial set whose set of k-
simplices is given by HomF
(
N(I ?∆k), Ndg
(
Ch(Z2)
))
, that is, the set of simplicial
set morphisms
{
φ : N(I ? ∆k) → Ndg
(
Ch(Z2)
)}
, satisfying φ|N(I) ≡ F . The
simplicial set structure is naturally induced from that of ∆k. Namely, for each i,
we have {
∂i : φ 7→ φ ◦ di,
σi : φ 7→ φ ◦ si.
The face and degeneracy maps di : ∆
k → ∆k+1 and si : ∆k → ∆k−1 induce
maps among the nerves N(I ?∆k). We still denote them by di and si;{
∂i : N(I ?∆k)→ N(I ?∆k+1),
σi : N(I ?∆k)→ N(I ?∆k−1).
We write D for this undercategory, and in fact D is an∞-category. (See [Lur2].)
colimF is defined to be an initial object of D. In other words, it is a vertex
p ∈ (Ndg(Ch(Z2))F/)0, i.e., p ∈ HomF(N(I) ?∆0, Ndg(Ch(Z2))), such that:
HomRD(p, q) is a contractible Kan complex for any q ∈ D0.
Consider the following chain complex C˜
(11) C˜ :=
⊕
k≥0
⊕
σk∈N(I),
nondeg.
Z2〈σk〉 ⊗ Csσk ,
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with the differential ∂ given by
∂ : (σk;x) 7→
k−1∑
i=0
(∂iσk;x) +
k−1∑
i=0
(
(σk)
2
i ;F ((σk)
1
k−i)(x)
)
+ (σk; ∂x)
We put a grading on C˜ by
|(σk;x)| := k + |x|,
where |x| on the right hand side is that of Csσk . One can check that the degree of
∂ is equal to −1.
We claim that C˜ can be written as a colimit of F . More precisely, we will show
that there is an extension F such that F (∗) = C˜, satisfying some relation we will
discuss later.
An extension of F . We define the extension F : N(I). → Ndg
(
Ch(Z2)
)
of F by
• F (∗) = C˜.
Let σk ∈ N(I).k be a k-simplex.
• If σk ∈ N(I)k, (k ≥ 0), then we let
F (σk) := F (σk) : Csσk → Ctσk ,
(In particular, if σk is degenerate we have F (σk) = 0.)
• If σk /∈ N(I)k, (k > 0), i.e., tσk = ∗, then σk is necessarily of the form
(f1, · · · , fk−1, ∗), where fi ∈ Mor(I) such that tfi = sfi+1. (Recall that s
and t mean ‘source’ and ‘target’, respectively.) For nondegenerate σk, we
put
F (σk) : Csσk → Ctσk = C˜,
x 7→ (f1, · · · , fk−1;x).
For degenerate σk, we simply put F (σk) = 0.
Observe that for any σk ∈ N(I).k, k ≥ 2,we have
• For nondegenerate σk, F (σk) is a degree k − 1 linear map,
• For degenerate σk, F (σk) is the zero map,
• F (σk) satisfies
∂ ◦F (σk) +F (σk) ◦ ∂ +
k∑
i=1
F (∂iσk) +
k∑
i=1
F
(
(σk)
2
k−i) ◦F ((σk)1i
)
= 0.
The first and second items are clear by construction. The third one can be
checked to be equivalent to the expression for ∂(f1, · · · , fk;x) in C˜.
We will check that the extension F is an initial object of Ndg
(
Ch(Z2)
)
F/
with
F (∗) = C˜. Before that, we need to investigate the undercategory D more by
explicitly describing its simplices of higher degree with k ≥ 1.
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Figure 5. The (homotopy coherent) diagram for the extension F
Edges of D. We first explain the edges of D, or the elements in D1 = HomF
(
N(I)?
∆1, Ndg
(
Ch(Z2)
))
. We denote ∆1 = (∗0, ∗1).
• To a vertex a ∈ (N(I)?∆1)0, we assign a chain complex Ca, thus implying
a ∈ N(I)0, so that Ca = F (a).
• To a k-simplex σk ∈ (N(I) ? ∆1)k, we assign a degree (k − 1) map, ϕσk :
Csσk → Ctσk , satisfying
∂ ◦F (σk) +F (σk) ◦ ∂ +
k∑
i=1
F (∂iσk) +
k∑
i=1
F
(
(σk)
2
k−i) ◦F ((σk)1i
)
= 0.
Identity edges of D. In particular, the degenerate edge idq for q ∈ D0, that is, the
image of the degeneracy map σ : D0 → D1 of q (induced from s0 : ∆1 → ∆0) is
given by
• To a ∈ (N(I)?∆1)0, we assign the chain complex Ca := q(a). In particular,
we have q(∗0) = q(∗1).
• To σk ∈ (N(I) ? ∆1)k with k ≥ 1, we assign a degree (k − 1)-map, ϕσk :
Csσk → Ctσk , satisfying the relation (A.9) and
(i) ϕ(∗0,∗1) = idq(∗0) (when k = 1),
(ii) ϕ(··· ,∗̂0,∗1) = ϕ(··· ,∗0) = q(· · · , ∗0) = q(· · · , ∗̂0, ∗1),
(iii) ϕ(··· ,∗0,∗1) = 0,
(iv) ϕ(··· ,∗̂0,∗̂1) = F(··· ).
These are easily checked if we just look at how the degeneracy map σ :
D0 → D1 acts. (It is induced from the (standard) degeneracy map on
s : ∆0 → ∆1.)
Remark A.21. From the assumption that q ∈ D0, it follows that σk satisfies the
relation (A.9) for ϕσk . Hence it suffices to check the relation (A.9) for the maps of
the form ϕ(··· ,∗0,∗1):
∂ ◦ ϕ(··· ,∗0,∗1) + ϕ(··· ,∗0,∗1) ◦ ∂ +
k∑
i=1
ϕ∂i(··· ,∗0,∗1) +
k∑
i=1
ϕ(...)2k−i ◦ ϕ(...)1i = 0,
which obviously holds.
k-simplices of D with k ≥ 2. Similarly, k-simplices of D, with k ≥ 2 that is, the
elements in Dk = HomF
(
N(I) ? ∆k, Ndg
(
Ch(Z2)
))
, can be described as follows.
We denote ∆k = (∗0, · · · , ∗k).
• To an m-simplex σm ∈ (N(I)?∆k)m, with m ≥ 1, we assign a degree m−1
linear map ϕσm : Csσm → Ctσm , satisfying (A.9) for fσm . In particular, if
σm contains no vertices from ∆
k, we assign Fσm .
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Contractibility of the left morphism space. Now we discuss the contractibility for the
colimit. Fix q ∈ D0 and suppose that we are given X0, · · · , Xk ∈ HomLD(F , q)k−1
that coincide with each other at the boundaries. By this, we mean that X0, · · · , Xk
are elements in Dk := HomF
(
N(I) ?∆k, Ndg
(
Ch(Z2)
))
given by
Xi : N(I) ? (∗di(0), · · · , ∗di(k))→ Ndg
(
Ch(Z2)
)
, (i = 0, · · · , k),
where di : ∆
k = (∗0, · · · ∗k) ↪→ ∆k+1 (i = 0, · · · , k + 1) denotes the face map
between the standard simplices, so that they satisfy
(3) Xi|N(I)?(di(∆k)∩dj(∆k)) = Xj |N(I)?(di(∆k)∩dj(∆k)), for all i, j.
We observe that X0, · · · , Xk ∈ Dk satisfy:
• Xi|N(I) ≡ F (from the definition of Dk),
• Xi|N(I)?{∗0} ≡ F , Xi|N(I)?{∗j} = q ∈ D0 (j 6= 0) (from the definition of
HomLD(F , q)),
• Xi|∗0 = C˜, Xi|∗j = C ′ (j = 1, · · · , k) for a fixed chain complex C ′ (from
definition of D0),
• Xi|(∗j ,∗k) = idC′ for all 1 ≤ j ≤ k (from the definition of the identity edges),
• Xi|(∗j1 ,··· ,∗jl ) = 0 for all l ≥ 3 (from the definition of degenerate simplices).
Contractibility of the left morphism space HomLD(F , q) is now rephrased as
follows.
Claim A.22. Given the above X0, · · · , Xk ∈ Dk, there exists X˜ ∈ Dk+1 such that
X˜|N(I)?di(∆k) = Xi, i = 0, · · · , k + 1.
To determine a map
X˜ : N(I) ?∆k+1 → Ndg
(
Ch(Z2)
)
,
we need to know which linear map of degree m − 1 to assign to each m-simplex
(m ≥ 1) of N(I) ?∆k+1. There are three cases:
(i) If m < k+1, we assign the maps that are already given by the Xi data. By
construction these maps are of degree m−1 and satisfy (A.9). For example,
if (∗i1 , · · · ∗im) ⊂ dl(∆k), for some l, then we let
(1) (∗i1 , · · · ∗im) 7→ Xl(∗i1 , · · · ∗im) =: ϕ(∗i1 ,···∗im ) = 0,
and this is independent of choice of l by (A.4).
(ii) If m = k + 1, we assign:
ϕ∆k+1 = ϕ(∗0,··· ,∗k+1) : C˜ → C ′,
given by
ϕ∆k+1(σl;x) :=
k+1∑
i=0
ϕ(σl,di(∆k))(x),
= ϕ(σl,∗̂0,∗1,··· ,∗k+1)(x) + · · ·+ ϕ(σl,∗0,··· ,∗̂k+1)(x).
where σl ∈ N(I)l with l ≥ 0, x ∈ Csσl , and ∆k = (∗0, · · · , ∗k). We see that
the degree of ϕ∆k+1 is equal to |ϕ(σl,di(∆k))| − l = (l+ k+ 1)− 1− l = k =
m− 1. Also, ϕ∆k can be checked to satisfy (A.9).
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(iii) If m > k + 1, we assign a map
ϕ(a1,··· ,am−k;∗0,···∗k) : Ca1 → C∗k ,
and all the other assignments can be set to be those provided by the data
{X0, · · · , Xk}. In this case, we let
ϕ(a1,··· ,am−k;∗0,···∗k)(x) = 0, for each (a1, · · · , am−k),
or by denoting ~a = (a1, · · · , am−k),
ϕ(~a;∆k) = 0, for each ~a.
Lemma A.23. In the cases (ii) and (iii), we have :
∂ ◦ ϕ∆k+1 + ϕ∆k+1 ◦ ∂ +
k∑
j=1
ϕ(∆k+1)2k+1−j ◦ ϕ(∆k+1)1j +
k∑
j=1
ϕ∂j∆k+1 = 0,
∂ ◦ ϕ(~a;∆k) + ϕ(~a;∆k) ◦ ∂ +
m∑
j=1
ϕ(~a;∆k)2m+1−j ◦ ϕ(~a;∆k)1j +
m∑
j=1
ϕ∂j(~a;∆k) = 0.
Proof. (i) For (σl;x) ∈ C˜, we denote
1© = ∂ ◦ ϕ∆k+1(σl;x), 2© = ϕ∆k+1 ◦ ∂(σl;x), 3© =
k∑
j=1
ϕ∂j∆k+1(σl;x),
4© =
k∑
j=1
ϕ(∆k+1)2k+1−j ◦ ϕ(∆k+1)1j (σl;x).
First of all, we have
1© = ∂ ◦
k+1∑
i=0
ϕ(σl;∗0,··· ,∗̂i,··· ,∗k+1)(x) =
∑
i=k+1
1©i,
where
1©i = ∂ ◦ ϕ(σl;∗0,··· ,∗̂i,··· ,∗k+1)(x)
= ϕ(σl;∗0,··· ,∗̂i,··· ,∗k+1)(∂x) +
l∑
j=1
ϕ(∂jσl;∗0,··· ,∗̂i,··· ,∗k+1)(x)
+
i−1∑
j=i+1
ϕ(σl;∗0,··· ,∗̂j ,··· ,∗̂i,··· ,∗k+1)(x) +
k∑
j=i+1
ϕ(σl;∗0,··· ,∗̂i,··· ,∗̂j ··· ,∗k+1)(x)
+
l∑
j=1
ϕ((σl)2l−j ;∗0,··· ,∗̂i,··· ,∗k+1) ◦ ϕ(σl)1j (x)
+ (1− δ0i) ϕ(∗0,··· ,∗̂i,··· ,∗k+1) ◦ ϕ(σl,∗0)(x)
+
i−1∑
j=1
ϕ(∗j ,··· ,∗̂i,··· ,∗k+1) ◦ ϕ(σl,∗0,··· ,∗j)(x) +
k−1∑
j=i+1
ϕ(∗j ,··· ,∗k+1) ◦ ϕ(σl,∗0,··· ,∗̂j ,··· ,∗j)(x).
62 TAESU KIM
1© =
k+1∑
i=0
ϕ(σl;∗0,··· ,∗̂i,··· ,∗k+1)(∂x) +
k+1∑
i=0
l∑
j=1
ϕ(∂jσl;∗0,··· ,∗̂i,··· ,∗k+1)(x)
+
k+1∑
i=0
l∑
j=1
ϕ((σl)2l−j ;∗0,··· ,∗̂i,··· ,∗k+1) ◦ ϕ(σl)1j (x) +
k+1∑
i=1
ϕ(∗0,··· ,∗̂i,··· ,∗k+1) ◦ ϕ(σl;∗0)(x)
(Here the last two terms vanish by (i)).
2©, 3©, and 4© are
2© = ϕ∆k+1
( l∑
j=1
(∂jσl;x) +
l∑
j=1
(
(σl)
2
l−j ;ϕ(σl)1j (x)
)
+ (σl; ∂x)
)
=
l∑
j=1
k+1∑
i=0
ϕ(∂jσl;∗0,··· ,∗̂i,··· ,∗k+1)(x) +
l∑
j=1
k+1∑
i=0
ϕ((σl)2l−j ;∗0,··· ,∗̂i,··· ,∗k+1) ◦ ϕ(σl)1j (x)
+
k+1∑
i=0
ϕ(σl;∗0,··· ,∗̂i,··· ,∗k+1)(∂x),
3© =
k∑
j=1
ϕ(∗0,··· ,∗̂j ,··· ,∗k+1)(σl;x) =
k∑
j=1
ϕ(∗0,··· ,∗̂j ,··· ,∗k+1) ◦ ϕ(σl;∗0)(x),
and
4© =
k∑
j=1
ϕ(∗0,··· ,∗̂j ,··· ,∗k+1)(σl;x) =
k∑
j=1
ϕ(∗j ,··· ,∗k+1) ◦ ϕ(∗0,··· ,∗j)(σl;x)
= ϕ(∗k,∗k+1) ◦ ϕ(∗0,··· ,∗k)(σl;x) = ϕ(∗0,··· ,∗k) ◦ ϕ(σl;∗0)(x).
One can check that 1©+ 2©+ 3©+ 4© = 0 immediately follows.
(ii) For x ∈ Ca1 , we check
0 = ∂ ◦ ϕ(a1,··· ,am−k,∗0,··· ,∗k)(x) + ϕ(a1,··· ,am−k,∗0,··· ,∗k)(∂x)
+
m−k∑
i=1
ϕ(a1,··· ,âi,··· ,am−k,∗0,··· ,∗k)(x) +
m−k∑
i=2
ϕ(ai,··· ,am−k,∗0,··· ,∗k) ◦ ϕ(a1,··· ,ai)(x)
+
k−1∑
i=0
ϕ(a1,··· ,am−k,∗0,··· ,∗̂i,··· ,∗k)(x)
+ ϕ(∗0,··· ,∗k) ◦ ϕ(a1,··· ,am−k,∗0)(x) +
k−1∑
i=1
ϕ(∗i,··· ,∗k) ◦ ϕ(a1,··· ,am−k,∗0,··· ,∗i)(x).
The terms in the first row vanish by the way we defined ϕ(a1,··· ,am−k,∗0,··· ,∗k)
and those in the second row vanish for the same reason. The terms in the
third and forth rows cancel by the way we defined the ϕ(∗i,··· ,∗k)’s (i ≥ 0).

Hence by the homotopy equivalence of the left and right morphism spaces, we
have shown the following:
MORSE THEORY WITH HOMOTOPY COHERENT DIAGRAMS 63
Proposition A.24. The right morphism space HomRD(F , q) is contractible for
any q : N(I). → Ndg
(
Ch(Z2)
)
, so that the extension F is an initial object of
Ndg
(
Ch(Z2)
)
F/
.
Appendix B. Mapping telescope construction
In this section, starting from the algebraic mapping telescopes, we study a family
of some simplicial sets. From this, we show that the homology of the chain complex
C˜ is isomorphic to the direct limit of the family of homologies.
B.1. The algebraic mapping telescope. Let {Ci}i be a family of chain com-
plexes (over Z2) together with a family of chain maps {ψi : Ci → Ci+1}i. We
consider the chain complex
C˜T :=
∞⊕
i=0
(Ci ⊕ Ci),
where Ci is another copy of the chain complex Ci. To distinguish its elements from
those of Ci, let us use the notation : Ci 3 x ↔ x ∈ Ci. The differential ∂T of C˜T
is given by:
Ci ⊕ Ci 3 (y, x) 7→
(
∂y + x+ ψi(x), ∂x
)
.
It immediately follows that ∂2 = 0.
Figure 6. Graphical description of the chain complex C˜T
Observe that C˜T has a subspace Co :=
∞⊕
i=0
Ci which can be checked to form a
chain complex with the restricted differential ∂o := ∂|Co .
Lemma B.1. We have
(i) ker ∂T = ker ∂o + im∂T ,
(ii) ker ∂
o∩im∂T
im∂o ' 〈x+ ψi∗x〉x∈H∗(Ci),i≥0.
Proof. (i) ker ∂T ⊃ ker ∂o + im∂T is clear. We show the opposite direction:
ker ∂T ⊂ ker ∂o + im∂T . Let ∑
i∈I
xi +
∑
j∈J
yj be an element in ker ∂
T , where
I and J are some finite subsets of Z≥0 with xi ∈ Ci and yj ∈ Cj for all i
and j. We remark that if
∑
i∈I
zi = 0, then zi = 0, for all i. This is because
for different i’s, the z′is lie in different C
′
is. Observe that ∂
oxi = 0 for all
i, which follows from the fact that the term ∂oxi that appears in ∂
Txi =
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xi+ψi∗xi+∂oxi must vanish. Now suppose that i′ is the smallest element
in I. Then we observe that ∂oyj = 0 if j < i
′. Also, (up to addition of an
element in ker ∂o) we have ∂oyi′ = xi′ , so that the minimality of i
′ forces
the sum ∂oxi′ + yi′ in ∂
T (
∑
i∈I
xi +
∑
j∈J
yj) to vanish. (Note that ψi∗ sends
elements in Ci to those in Ci+1.) Then
∑
i∈I
xi +
∑
j∈J
yj can be rewritten as∑
i∈I\i′
xi+
∑
j∈J\i′
yj+xi′+yi′ =
∑
i∈I\i′
xi+
∑
j∈J\i′
yj+∂yi′+(yi′+ψi′∗yi′+∂T yi′),
and finally as ∑
i∈I\i′
xi +
∑
j∈J\i′
y′j + ∂
T yi′ ,
where
y′j =
{
yj + ψi′∗yi′ if j = i′ + 1
yj if j 6= i′ + 1.
Repeating this process we can remove all the terms of
∑
i∈I
xi and end up
with the sum of the form
∑
j∈J
zj +∂
T (· · · ), where zj ∈ ker ∂o for all j, which
finishes the proof of (i).
(ii) Elements in ker ∂o ∩ im ∂T are generated by those of the form ∂T (xi + yi)
with ∂oxi = 0. By sending each class [∂
T (xi + yi)] = [xi + ψi∗xi + ∂oyi]
in ker ∂
o∩im∂T
im∂o to [xi + ψi∗xi], we determine a well-defined map, which is
clearly an isomorphism.

From this lemma, we have
Proposition B.2. The family
{
H∗(Ci), {ψi∗}
}
i
forms a direct system and we have
H∗(C˜T ) ' lim−→H∗(Ci).
Proof. Consider the subchain complex (Co :=
∞⊕
i=0
Ci, ∂
o) ⊂ (C˜T , ∂T ).
ker ∂T
im∂T
' ker ∂
o + im∂T
im∂T
' ker ∂
o
ker∂o ∩ im∂T ,
'
ker ∂o
im∂o
ker∂o∩im∂T
im∂o
' ker ∂
o
im∂o
/〈{x+ ψi∗x}x∈H∗(Ci),i〉,
We use the second isomorphism theorem to obtain the second isomorphism. The
third isomorphism follows from the third isomorphism theorem. Let ∼ denote the
equivalence relation x ∼ y ⇐⇒ there exists k > i, j such that ψk−1∗ · · ·ψi∗(x) =
ψk−1∗ · · ·ψj∗(y). It is not difficult to check that taking the quotient by elements
in {x + ψi∗x}x∈H∗(Ci),i generates this equivalence relation, so that the resulting
quotient module is isomorphic to
∞⊕
i=0
H∗(Ci)/ ∼, which is isomorphic to the direct
limit, lim−→H∗(Ci).

MORSE THEORY WITH HOMOTOPY COHERENT DIAGRAMS 65
The colimit diagram F
T
. We consider the simplicial set KT that consists of:
• KT0 := N(I)0.
• KT1 :=
{
f ∈ N(I)1 | f 6= id⇒ tf = sf + 1
}
.
• KTk(≥2) :=
{
(f1, · · · , fk) ∈ N(I)k | #{i | fi 6= id} ≤ 1
}
. (I.e., its elements
are of the form (id, · · · , id, f, id, · · · , id) with f ∈ KT1 .)
• The face and degeneracy maps are induced from those of N(I).
Notice that the inclusion ιT : KT ↪→ N(I) is a morphism of simplicial sets.
Define
FT : KT → Ndg
(
Ch(Z2)
)
to be the diagram given by FT := F ◦ ιT .
Observe that we have:
(i) FT (a) = Ca,
(ii) FT (fa) = F (fa), for fa ∈ KT1 , (in particular, FT (ida) = idCa),
(iii) FT (σk) = 0 for σk ∈ KTk with k ≥ 2.
It is possible to extend FT to
F
T
: (KT ). → Ndg
(
Ch(Z2)
)
,
so that F
T
(∗) = C˜T as follows.
• If σk ∈ KTk , F
T
(σk) := FT (σk).
• If k = 0, and σ0 /∈ KT0 , F
T
(∗) := C˜T ,
• If k = 1, and σ1 /∈ KT1 , F
T
(σ1) : Csσ1 → Ctσ1 = C∗ = C˜T , takes x to x,
• If k = 2, and σ2 /∈ KT2 ,
F
T
(σ2) : Csσ2 → Ctσ2 = C∗ = C˜T , takes x to (fsσ2 , x),
• If σk /∈ KTk and k > 2, F
T
(σk) := 0.
Proposition B.3. F
T
is a colimit diagram.
Proof. See Corollary B.12. 
A sequence of simplicial subsets of N(I). For a ≥ 0, we denote by Ka = {Kak}k≥0
the simplicial set that consists of:
• If k ≤ a, Kak := N(I)k.
• If k > a, Kak :=
{
(f1, · · · , fk) ∈ N(I)k|#{j | fj 6= id} ≤ a
}
.
• The face and degeneracy maps are naturally induced from those of N(I).
Figure 7. Graphical description of the simplicial sets K•
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We also denote the inclusions of simplicial sets by ιa : Ka ↪→ N(I) (a = 0, 1, · · · ).
Notice that we have a sequence of inclusions of simplicial subsets of N(I):
K0 ⊂ KT ⊂ K1 ⊂ K2 ⊂ · · · .
They can be depicted as Figure 7, where dots, arrows, and arrows with dots
mean vertices, 1-simplices, and higher simplices, respectively.
B.2. Cofinal maps. There is a functor (c.f. [Lur1] Definition 1.1.5.1),
C : sSet→ Cat∆
from the category of simplicial sets to the category of simplicially enriched cate-
gories. We explain how C is defined. First of all, the simplicial set ∆I associated to
a finite (totally) ordered set I is mapped to C(∆I) which is a simplicially enriched
category given by the following data:
• Ob(C(∆I)) = I
• MorC(∆I)(i, j) is a simplicial set given by
MorC(∆I)(i, j) =
{
∅ if i > j,
NPij if i ≤ j,
where Pij is the collection of subsets J of I that satisfy: (i) i, j ∈ J, (ii)
k ∈ J =⇒ i ≤ k ≤ j. Note that Pij is a partially ordered set whose order
is given by inclusions of subsets. NPij is the simplicial nerve of the this
ordered set. For vertices and edges, one can refer to the following.
(NPij)0 3 J ′ = {i0 = i, i1, · · · , il−1, il = j} notation⇐====⇒ Pi,i1 ◦ · · · ◦ Pil−1,j
(NPij)1 3 (J ′′ ⊂ J ′), where J ′′ is a subset of J ′ with i, j ∈ J ′′.
...
The face and degeneracy maps applied to a k-simplex J (k+1) ⊂ J (k) ⊂
· · · ⊂ J ′′ ⊂ J ′ are given in the following patterns:
· · · ⊂ J (i+1) ⊂ J (i) ⊂ J (i−1) ⊂ · · · 7→ · · · ⊂ J (i+1) ⊂ J (i−1) ⊂ · · · ,
· · · ⊂ J (i+1) ⊂ J (i) ⊂ J (i−1) ⊂ · · · 7→ · · · ⊂ J (i+1) ⊂ J (i) ⊂ J (i) ⊂ J (i−1) ⊂ · · · ,
respectively.
The composition of MorC(∆I) is given as follows:
MorC(∆I)(i, j)×MorC(∆I)(j, k)→MorC(∆I)(i, k)(
(J i,j1 ⊂ · · · ⊂ J i,jl ), (Jj,k1 ⊂ · · · ⊂ Jj,kl )
) 7→ (J i,j1 ∪ Jj,k1 ⊂ · · · ⊂ J i,jl ∪ Jj,kl ) on (NP∗)l,
for all l and (J∗,∗1 ⊂ · · · ⊂ J∗,∗l ) ∈ (NP∗,∗)l.
Lemma B.4. When i ≤ j, we have MorC(∆I)(i, j) ' [0, 1]#{k∈I|i<k<j}.
Proof. This follows from a simple consideration for the structure of NP∗. 
One can extend this definition of C(·) to arbitrary simplicial sets K. For our
later use, however, it is enough to consider when K = N(I) and KT . Observe that
C
(
N(I)) should be the same as the above C(∆I) except that the finite ordered set
I is replaced with N(I)0.
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We briefly explain how the functor C acts on the simplicial set KT . Since C is
left adjoint to the nerve functor N, (see Remark B.5), it preserves colimits. We
consider the following diagram in the category sSet:
S :=
∐
i∈Z≥0
∆0 ⇒
∐
i∈Z≥0
∆1,
where the two maps are the inclusion of the vertices in the edges as ending points.
Then the corresponding coequalizer is the same as the simplicial set KT , i.e.,
colimS = KT . On the other hand, we have
C(S) =
∐
i∈Z≥0
C(∆0)⇒
∐
i∈Z≥0
C(∆1).
Since we have from the description of C(∆I)
We can conclude that colimC(S) is the category that looks like
as we indicate below in (ii).
Remark B.5. The functor C is in fact left adjoint to the simplicial nerve functor
N. In fact, in [Lur1] (c.f. Definition 1.1.5.5.), the functor N is defined as such a
right adjoint.
. According to the above definition, we have the following description of C(KT )
and C(Ka) with a ≥ 1.
(i) C
(
N(I)) is a simplicially enriched category which consists of the following
data:
• Ob(C(N(I))) = N(I)0,
• MorC(N(I))(i, j) is a simplicial set such that
− If i ≤ j,MorC(N(I))(i, j) ' [0, 1]#{k|i<k<j}
− If i > j,MorC(N(I))(i, j) = ∅.
(ii) C(KT ) is a simplicially enriched category which consists of the following
data:
• Ob(C(KT )) = KT0 = N(I)0,
• If i ≤ j, MorC(KT )(i, j) is a simplicial set such that
−(MorC(KT )(i, j))0 := the one-point set, {fi,i+1 ◦ · · · ◦ fj−1,j},
−(MorC(KT )(i, j))k := degenerate k simplices of the form of the point
{fi,i+1 ◦ · · · ◦ fj−1,j} k ≥ 1.
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• If i > j, MorC(KT )(i, j) = ∅.
(iii) C(Ka) is a simplicially enriched category which consists of the following
data:
• Ob(C(Ka)) = Ka0 = N(I)0,
• If a ≥ 1, MorC(Ka)(i, j) is a simplicial set such that
− If i ≤ j,MorC(Ka)(i, j) ⊂ [0, 1]#{k|i<k<j}
− If i > j,MorC(Ka)(i, j) = ∅.
Homotopy categories. Since the category of simplicial sets sSet and the category of
compactly generated weak Hausdorff spaces CG are Quillen equivalent, their homo-
topy categories are equivalent. We write H for either of the homotopy categories
and call it the homotopy category of spaces.
We consider a functor from the category of simplicially enriched categories to
that of H-enriched categories:
h : Cat∆ → CatH,
C 7→ hC,
where hC is the category enriched over H that is given by:
• Ob(hC) = Ob(C)
• MorhC(a, b) = [MorC(a, b)].
Here [·] denotes the set of weak homotopy equivalence classes. Recall that two
topological spaces are said to be weakly homotopy equivalent if there is a map
between them that induces isomorphisms on pii for all i = 0, 1, · · · . (If i = 0, it is
a set isomorphism, and if i ≥ 1, it is a group isomorphism.)
We describe hC(KT ) and hC(Ki) for i ≥ 1 :
(i) hC(N(I)) is the H-enriched category which consists of the following data:
• Ob(hC(N(I))) = Ob(C(Ka)),
• MorhC(N(I))(i, j) is given by
−If i ≤ j, MorhC(N(I))(i, j) = [MorC(N(I))(i, j)]
' [[0, 1]#{k|i<k<j}] ' [pt],
−If i > j, MorhC(N(I))(i, j) = ∅.
(ii) hC(KT ) is an H-enriched category which consists of the following data:
• Ob(hC(KT )) = KT0 ,
• MorhC(KT )(i, j) is given by
−If i ≤ j, MorhC(KT )(i, j) = [MorC(KT )(i, j)] ' [pt],
−If i > j, MorhC(KT )(i, j) = ∅.
Definition B.6. We say that an edge in an ∞-category C is an equivalence if it
induces an isomorphism in the homotopy category.
Cofinality of morphisms. To obtain equivalences among colimits, we need the no-
tion of cofinal morphisms of simplicial sets. We briefly introduce it.
Definition B.7. Let f : X → Y be a morphism of simplicial sets.
(i) f is a right fibration if it has the right lifting property with respect to all
the inclusions Λni ↪→ ∆n, 0 < i ≤ n.
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(ii) f is cofinal if for any right fibration X → S, the induced map
Map(S,X)→Map(S, Y )
is a homotopy equivalence.
Proposition B.8. ([Lur1] Proposition 4.1.1.8) Let K and K ′ be small simplicial
sets. Then for an ∞-category C, the following are all equivalent.
(i) f : K ′ → K is cofinal
(ii) For a diagram p : K → C, the induced map Cp/ → Cp◦f/ is an equivalence
of ∞-categories.
(iii) Let p be a colimit of p : K ′ → C, then p ◦ f is a colimit of p ◦ f : K ′ → C,
where f : K ′. → (K). is the naturally induced map on the corresponding
cones.
Corollary B.9. ([Lur1] Corollary 4.1.1.9) A categorical equivalence is cofinal.
Corollary B.10. For a cofinal map f, colimits p, p ◦ f in Proposition B.8 are all
isomorphic in the homotopy category.
Proof. This follows immediately from the above proposition. 
A consequence of Proposition B.8 is (c.f. Section 4.1.3 of [Lur1]) that a cofinal
map f induces an equivalence of colimits
colim(p) ' colim(p ◦ f).
That is to say, there is a map between them in the ∞-category C which induces an
isomorphism in the homotopy category hC.
B.3. A colimit of F . Returning to our example, we consider the inclusions of
simplicial sets ιT : KT → N(I) and ιa : Ka ↪→ N(I) (a ≥ 1).
Proposition B.11. The inclusion of simplicial sets ιT : KT → N(I) is a cofinal
map.
Proof. The functor ιT : KT ↪→ N(I) induces a functor ιT : C(K ′) → C(N(I))
which is the identity map on objects, and the inclusion MorC(KT )(i, j) ' {pt} ↪→
[0, 1]#{k|i<k<j} 'Mor
C
(
N(I)
)(i, j) with i ≤ j whose image coincides with the last
vertex of the cube, that is (1, 1, · · · , 1). Since (the geometric realization of) the cube
is contractible, we obtain the identity functor on the homotopy categories. 
Consider the compositions of morphisms of simplicial sets, FT := F ◦ ιT and
F a := F ◦ ιa with i ≥ 1 which are again diagrams. Since ιT and ιa (a ≥ 1), are
cofinal, we have
Corollary B.12. Denote by ι• the natural extension of the inclusion ι•. Then
F
T
:= F ◦ ιT and F a := F ◦ ιa. are colimit diagrams of FT and F a, respectively.
Proof. It follows from (iii) of Proposition B.8. 
We consider
C˜N := F
N
(∗),
where we denote F
N
:= F ◦ ιN with N ≥ 1. Then we have:
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Proposition B.13. (i) C˜N is written as
C˜N :=
⊕
k≤N
⊕
σk∈N(I)k,
nondeg.
Z2〈σk〉 ⊗ Csσk .
(ii) C˜ is filtered by the length of simplices in N(I) as follows.
C˜0 ⊂ C˜1 ⊂ · · · ⊂ C˜.
Proof. (i) immediately follows from the way we defined ιN . For (ii), notice that
for each N, C˜N is a sub-chain complex of C˜, since the differential on C˜ does not
increase the length. 
Observe from Proposition B.11 and Corollary B.12 that we have weak equiva-
lences
colimF ' colimFT ,
which implies the existence of a quasi-isomorphism of the chain complexes
F (∗) ' FT (∗).
In other words, these two are equivalent in the homotopy category hNdg
(
Ch(Z2)
)
.
Since Ch(Z2) is an abelian category, we can consult the following
Proposition B.14. ([Lur2]) hNdg
(
Ch(Z2)
)
is equivalent to hCh(Z2).
Hence by Proposition B.11, we obtain
Corollary B.15. We have
H∗(C˜) ' H∗(C˜T ) ' lim−→H∗(Ci).
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