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1 Einleitung
1.1 Die generelle Fragestellung
In dieser Arbeit sollen drei Aspekte zur Varianz medizinischer Zielgro¨ßen klinischer Stu-
dien untersucht werden: Erstens soll die mo¨gliche Gro¨ßenordnung von Varianza¨nderungen
durch Analyse von real durchgefu¨hrten Studien abgescha¨tzt werden. Zweitens werden neue
Mo¨glichkeiten der Erkennung und der Reaktion auf eine Fehlspezifikation der Varianz zur
Planungszeit beleuchtet und schließlich drittens wird ein alternatives Testverfahren im Falle
von unterschiedlichen Varianzen u¨ber die Zeit analysiert.
Da bei der Planung einer klinischen Studie generell eine Scha¨tzung der beno¨tigten Fallzahl
fu¨r den Test der prima¨ren Hypothese durchgefu¨hrt wird, ist die Frage nach der Varianz von
erheblicher Bedeutung. Die Scha¨tzung basiert dabei auf mehreren Informationen, wie sie z.B.
in [1] zusammengefasst sind:
Fallzahl = Varianz · f(Fehlerraten)/(minimaler relevanter Effekt)2,
wobei f eine vom statistischen Verfahren abha¨ngige Funktion der Fehler 1. und 2. Art ist, die
man sich bei der Planung vorgibt. Im Folgenden wird ha¨ufig von der Gegenwahrscheinlichkeit
des Fehlers 2. Art die Rede sein, die auch mit Trennscha¨rfe, Gu¨te oder Power des Tests
bezeichnet wird und die fu¨r den medizinisch Forschenden von hohem Interesse ist.
Bei U¨berlegenheitsstudien besteht die U¨berzeugung, dass eine neue Behandlung hinsicht-
lich der untersuchten Zielgro¨ße um mindestens um einen medizinisch relevanten Unterschied
besser ist als die Standardtherapie. Dieser Unterschied ist ebenfalls in der obigen Fallzahl-
formel als minimaler relevanter Effekt enthalten. Durch seine Festlegung bestimmt man, wie
klein ein medizinisch interessanter Unterschied sein kann, den der statistische Test noch mit
hoher Gu¨te aufdecken ko¨nnen soll. Die Fallzahlformel la¨sst auch sofort erkennen, wie die
Varianz und der minimale relevante Effekt die Fallzahl beeinflussen: Bei ansonsten gleichen
Parametern fu¨hrt eine ho¨here Varianzannahme zu einer ho¨heren Fallzahl, beim relevanten Ef-
fekt ist es genau umgekehrt: je gro¨ßer der vermutete Effekt, desto geringer darf die beno¨tigte
Fallzahl sein.
An diesem Punkt wird eine Problematik bei der Planung klinischer Studien deutlich:
Wa¨hrend die beiden Fehler per Konvention festgelegt sind und der minimale relevante Effekt
durch medizinische U¨berlegungen bestimmt werden kann, ist die Gro¨ße der Varianz in der
noch nicht durchgefu¨hrten Studie zuerst einmal unbekannt und es ko¨nnen nur Annahmen
getroffen werden. Hierzu ko¨nnen verschiedene Quellen wie z.B. Angaben aus der Literatur
oder Vorwissen aus fru¨heren Studien dienen. Es besteht jedoch die Mo¨glichkeit, dass die
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Scha¨tzungen aus diesen Quellen nicht auf die aktuelle Studie zutreffen, d.h. die Fallzahlpla-
nung liefert in der Konsequenz ein inada¨quates Ergebnis. Eine u¨berscha¨tzte Varianz bewirkt,
dass mehr Patienten als no¨tig in die Studie eingeschlossen werden. Eine unterscha¨tzte Varianz
fu¨hrt dagegen zu einer zu kleinen Fallzahl und somit zu einem Fehler 2. Art, der gro¨ßer ist
als bei der Planung festgesetzt.
Beides stellt nicht zuletzt ein ethisches Problem dar, denn im ersten Fall werden mehr
Patienten als no¨tig einer experimentellen Behandlung ausgesetzt, im zweiten Fall werden zwar
wenige Patienten eingeschlossen, jedoch werden ihre Daten vermutlich nicht die gewu¨nschte
Differenz aufdecken ko¨nnen. Die Studie wu¨rde somit ihren Zweck nicht erfu¨llen. Des Weiteren
stellt eine zu groß angelegte Studie u¨berma¨ßige Anforderungen an Budget und Zeit.
Außer der beschriebenen Fehleinscha¨tzung der Varianz im Planungsstadium, kann es auch
aus anderen Gru¨nden zu einer Dynamik der Varianz wa¨hrend des Studienverlaufes kommen.
Zum Teil liegen die Gru¨nde in der Durchfu¨hrung der Studie, aber auch externe Faktoren
ko¨nnen die Ursache sein. Ein Beispiel fu¨r die erste Quelle ist das Vera¨ndern des Studienpro-
tokolls wa¨hrend der Studie, was in der Regel ein Amendment no¨tig macht. Ein Beispiel fu¨r
die zweite Quelle sind sich verbessernde Mess- und/oder Behandlungsmethoden bei Studien
mit langer Laufzeit.
1.2 Reale Studien
Der erste Teil der vorliegenden Arbeit untersucht, ob und wie stark sich die Varianz von
wichtigen Zielgro¨ßen bereits durchgefu¨hrter realer klinischer Studien wa¨hrend der Studien-
dauer gea¨ndert hat und welche Faktoren hierbei eine Rolle gespielt haben ko¨nnten. Dies ist
notwendig gewesen, da in der Literatur eine derartige Untersuchung nicht gefunden wurde.
Daru¨ber hinaus wird in dieser Arbeit die Rekrutierung bei der Frage nach Ursachen von
Varianzungleichheit als nahe liegender Faktor angesehen, da Ungleichheiten oder Probleme
bei der Rekrutierung leicht zu unterschiedlicher Variabilita¨t oder sogar Behandlungseffekten
fu¨hren ko¨nnen.
Zur Rekrutierung in klinischen Studien gibt es bereits viele Vero¨ffentlichungen, darunter
z.B. die U¨bersichtsarbeit von Lovato [2], welche von u¨ber 4000 Publikationen zwischen 1987
und 1995 berichtet. Lovato spricht auch das Problem an, die beno¨tigte Anzahl von Studienteil-
nehmern in der geplanten Zeit einzuschließen. Korrekturen einer schleppenden Rekrutierung
bergen die Gefahr, dass die Variabilita¨t der prima¨ren Endpunkte erho¨ht wird. Dieses ist be-
sonders dann zu erwarten, wenn die Ein- und/ oder Ausschlusskriterien gelockert werden,
wie es z.B. in [3] und [4] genannt wird.
Im letzteren Artikel wird auch ein Grund fu¨r die Notwendigkeit der A¨nderung der Kriterien
genannt: Bei der Planung der Studie wird normalerweise bei den teilnehmenden Studienzen-
tren eine voraussichtliche Anzahl an Teilnehmern erfragt. Wa¨hrend diese Angabe aus der
Erfahrung meist hinreichend genau beantwortet werden kann, wird dagegen die Anzahl der
Patienten oft stark unterscha¨tzt, die gegen die Einschlusskriterien verstoßen oder die eine
Teilnahme ablehnen.
In [5] geht es darum, dass bereits die Art der Rekrutierung Einfluss auf die Variabilita¨t in
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der Gruppe der Studienteilnehmer haben kann. In der betreffenden Studie wurden Patienten
mit chronischen Schmerzen einerseits durch
”
Laien-Medien“ und andererseits in speziellen
Schmerzkliniken rekrutiert. Es zeigte sich, dass die beiden Gruppen sich hinsichtlich wich-
tiger prognostischer Faktoren unterschieden. Diese Vero¨ffentlichung legt damit ebenso nahe,
dass die Chronizita¨t der Krankheit u¨ber den Weg der Rekrutierung eine Rolle fu¨r die Va-
riabilita¨t spielen kann. Ebenso ko¨nnen sich die Studienteilnehmer je nach Rekrutierungsweg
unterscheiden [6]. Des Weiteren kann eine fluktuierende Rekrutierungsgeschwindigkeit u.a.
dazu fu¨hren, dass Patientencharakteristika nicht mehr einheitlich sind [7], was wiederum zu
einem Varianzanstieg bei der prima¨ren Zielgro¨ße fu¨hren kann.
1.3 Verblindete Fallzahladaption
Im zweiten Teil dieser Arbeit werden mehrere neue Mo¨glichkeiten dargestellt, mit denen
die Varianz wa¨hrend des Studienverlaufes gemessen und/oder bewertet werden kann. Ziel
dieser Vorgehensweise ist, Fehlspezifikationen bei der initialen Fallzahlplanung oder zeitli-
che Verla¨ufe der Varianz, wie sie im ersten Teil bei realen Studien vorgefunden wurden, zu
identifizieren, um entsprechend darauf reagieren zu ko¨nnen.
In der Literatur der letzten 20 Jahre gibt es einige Arbeiten, die sich mit dem Thema
der Flexibilisierung von klinischen Studien befassen. Eine U¨bersicht und Kategorisierung die-
ser findet sich in [1], der zufolge zwischen Fallzahlrekalkulation und Zwischenanalysen zur
Wirksamkeit unterschieden werden kann: Wa¨hrend bei der ersten Methodik die Variabilita¨t
der Zielgro¨ße die entscheidende Rolle spielt, um die Fallzahl der Trennscha¨rfe gema¨ß anzu-
passen, wird bei der zweiten die Effektsta¨rke (d.h. z.B. ein Maß des Gruppenunterschieds)
zur Vera¨nderung von Studienparametern verwendet. Solche Studienparameter ko¨nnen die
Fallzahl, aber auch allgemeinere wie der zu verwendende prima¨re Endpunkt bei der Endaus-
wertung selbst sein.
Weiterhin besteht die grundlegende Idee bei der Fallzahlrekalkulation darin, die Studie
weiterzufu¨hren, denn eine klassische Anwendung birgt die Erho¨hung der Fallzahl bei zu großer
Variabilita¨t im Verlauf der Studie. Im Gegensatz dazu zielt der Einsatz von Interimanalysen
mit Entblindung und Bestimmung des Effektes eher auf ein vorzeitiges Beenden der Studie
ab, wenn schon zeitig genu¨gend
”
Beweiskraft“ fu¨r die Alternativhypothese vorhanden ist. Da
beide Methodiken prinzipiell unabha¨ngig voneinander sind, ko¨nnen sie sogar gleichzeitig in
einer Studie Anwendung finden.
Die im zweiten Teil untersuchten Prozeduren sind der Fallzahlrekalkulation zuzuordnen.
Diese unterteilen sich in drei Untergruppen, die sich im Grad der Entblindung der Daten wie
folgt unterscheiden [1]: vollsta¨ndige Entblindung, partielle Entblindung und keine Entblin-
dung. Partielle Entblindung bedeutet, dass die Gruppenzuordnung zwar bekannt ist, welche
Behandlung in der jeweiligen Gruppe durchgefu¨hrt wird, aber unbekannt ist.
Zu den Methoden, die mit partieller Entblindung auskommen, geho¨ren Ansa¨tze, die un-
ter den Stichworten conditional power oder stochastic curtailment zusammengefasst werden
ko¨nnen. Dabei reicht der beobachtete Unterschied zum Zeitpunkt der Interimanalyse, um die
Fallzahl anzupassen. Da hierfu¨r Informationen u¨ber die Teststatistik der Endauswertung ver-
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wendet werden, kommt es zu einer Erho¨hung des Fehlers 1. Art, auf die mit einer Vera¨nderung
der kritischen Grenzen fu¨r die Teststatistik reagiert wird.
Die Verfahren, die mit vollsta¨ndiger Entblindung arbeiten, basieren zumeist auf einer
fru¨hen Arbeit von Stein [8], bei der die Varianz aus einem ersten Teil von normalverteil-
ten Daten entblindet gescha¨tzt wurde, um die beno¨tigte Fallzahl zu bestimmen. Nachdem
die so bestimmte Fallzahl erreicht wurde, wurde ein modifizierter t-Test durchgefu¨hrt, des-
sen Varianzterm die Daten aus der Zwischenstichprobe nicht verwendete. In [9] wurde diese
Methode unter dem Namen der internen Pilotstudie u.a. dahingehend modifiziert, dass die
gesamte Datenbasis in die Teststatistik einfloss. Außerdem wies diese Methode noch die Ei-
genschaft der Restriktion auf, bei der die endgu¨ltige Fallzahl nie unter der initial geplanten
liegen durfte. Eine Optimierung des Verfahrens von Wittes und Brittain wurde von Denne
und Jennison [10] vorgeschlagen.
In einer Reihe von Arbeiten von Gould und Shih [11, 12, 13, 14] wurde versucht, der
Forderung von regulatorischer Seite gerecht zu werden, eine zwischenzeitliche Entblindung
im Verlauf einer Studie zu vermeiden, da Verblindung in Zusammenhang mit Randomisierung
zu den wichtigsten Maßnahmen gegen Bias geho¨rt [15]. Eine zwischenzeitliche Entblindung
erfordert des Weiteren, dass ein unabha¨ngiges Data Safety Monitoring Committee (DSMC)
eingerichtet werden muss, was den organisatorischen Aufwand der Studie erho¨ht.
Im ersten der o.g. Artikel [11] wurde die Prozedur von Stein [8] auf bina¨re Endpunkte
u¨bertragen. Die vorgeschlagene Verfahrensweise kommt ohne das Verwerfen der Daten aus
der Pilotstichprobe aus, was durch die Verwendung des Gesamtanteils an Ereignissen (pooled
event rate, PER) erreicht wird. Das Verfahren wurde zudem noch mit Hilfe von Methoden
der Bayesschen Statistik sublimiert.
In [12] haben die Autoren eine Methode vorgeschlagen, mit der sich im Falle normalverteil-
ter Zielgro¨ßen die Fallzahl unter Aufrechterhaltung der Verblindung wa¨hrend des Studienver-
laufes korrigieren la¨sst. Auch sie basiert letztlich auf der Idee von Stein und verwendet zur
verblindeten Scha¨tzung der Intragruppen-Varianz einerseits eine einfache Korrektur, anderer-
seits wird ein EM-Algorithmus verwendet, dessen Motivation aus der Beobachtung kommt,
dass beim Vereinigen der beiden Mengen an Daten der Behandlungsgruppen eine Mischung
aus Normalverteilungen entsteht. Bei der Parameterscha¨tzung fu¨r Mischverteilungen wieder-
um wird ha¨ufig der EM-Algorithmus verwendet. In der Folgezeit wurde der Algorithmus auf
andere Statistiken und Studiendesigns u¨bertragen.
Friede und Kieser zeigten [16] drei Gru¨nde auf, warum der EM-Algorithmus zur Fallzahlre-
kalkulation nicht verwendet werden sollte. Erstens ha¨ngen die Scha¨tzwerte die der Algorith-
mus liefert, von seinen Initialwerten ab. Zweitens ist das Konvergenzkriterium des Verfahrens
nicht geeignet, um eine Stabilisierung zu erkennen. Drittens werden keine Informationen aus
der Randomisierungsprozedur verwendet, so dass implizit von einfacher Randomisierung aus-
gegangen wird, wa¨hrend heutige klinische Studien aber meist eine Blockrandomisierung ver-
wenden. In [17] wurde dies jedoch relativiert, dennWaksman konnte eine kleine Ungenauigkeit
in der Formulierung des Algorithmus in [11] finden und korrigieren. Nach der Korrektur wur-
de durch den Algorithmus zwar der Maximum-Likelihood-Scha¨tzer der Intragruppen-Varianz
gefunden, aber er ist verzerrt und hat eine große Streubreite. Der Autor bewertet den ge-
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poolten Scha¨tzer als den besseren, obwohl dieser aufgrund der mo¨glichen Mittelwertdifferenz
einen systematisch zu großen Wert fu¨r die Intragruppen-Varianz liefert.
Der Ansatz aus [9] wurde in [18] hinsichtlich der Inflation des Fehlers 1. Art untersucht
und eine obere Abscha¨tzung fu¨r diese hergeleitet. Mit dieser Abscha¨tzung ist es mo¨glich, eine
Studie mit interner Pilotphase durchzufu¨hren, ohne dass es zu einem erho¨hten Fehler 1. Art
kommt, was durch eine entsprechend niedrigere Vorgabe fu¨r den Fehler erreicht wird.
Der Artikel [19] von Kieser und Friede bietet eine Alternative zum Verfahren von Gould
und Shih. Die Grundidee ist hier die Verwendung des gepoolten Scha¨tzers, den man optional
mit einem Korrekturterm versehen kann, der der o.g. U¨berscha¨tzung durch eine Mittelwert-
differenz ungleich Null begegnen soll. Man erha¨lt dadurch den adjustierten Scha¨tzer. Dieser
ist in approximativer Form bereits in [12] zu finden und wird dort simple adjustment ge-
nannt. In exakter Form ist er auch im Appendix zu [20] zu finden. Die Autoren zeigten eine
Rekalkulationsprozedur fu¨r die t-Test-Situation, die sowohl die Erhaltung der Verblindung
garantiert, als auch den Fehler 1. Art zu berechnen und/oder zu kontrollieren erlaubt.
Friede und Kieser [21] kommen zum Schluss, dass der unadjustierte Varianzscha¨tzer in den
meisten Fa¨llen eine gute Wahl ist, weil er zu einem Test fu¨hrt, der das Niveau einha¨lt, aber
auch bei der Fallzahlplanung gute Ergebnisse liefert. Weiterhin ist die in [19] vorgeschlagene
Prozedur durch die Verwendung von Permutationstests auch auf andere Testsituationen im
Rahmen randomisierter Experimente u¨bertragbar.
Zu der genannten U¨bertragung mit Hilfe von Permutationstests sind nach dem Artikel in
[19] zahlreiche andere Mo¨glichkeiten zur Anwendung oder Erweiterung dieser Grundidee ge-
zeigt worden, so z.B. die Anwendbarkeit bei Nichtunterlegenheits- bzw. A¨quivalenzstudien,
[21], bei bina¨ren Endpunkten [22] und fu¨r Nichtunterlegenheitsstudien bei bina¨ren Endpunk-
ten [23]. Eine Vorgehensweise fu¨r mehrarmige Studien [24], die auf dem Ansatz von Wittes
und Brittain basiert, wurde dahingehend modifiziert, dass nun ein verblindeter und ggf. ad-
justierter Varianzscha¨tzer verwendet werden kann [25]. Weiterhin wurde eine interne Pilot-
studie bei ordinalen Endpunkten unter der Annahme von proportional odds angewendet [26].
Bei der genannten Studie wa¨ren auch Methoden der verblindeten Rekalkulation anwendbar
gewesen [21]. Prinzipiell ist verblindete Fallzahladaption auch in gruppensequentiellen Desi-
gns fu¨r U¨berlebenszeitstudien mo¨glich [27], genauso wie die Anwendung von Methoden aus
[18] auf Cluster randomisierte Studien [28]. Bei Studien mit Messwiederholungen besteht die
Mo¨glichkeit der Verwendung von verblindeten Interimdaten nach Gould und Shih [29], wobei
die Problematik des EM-Algorithmus beru¨cksichtigt und auf das Permutationsargument in
[20] hingewiesen wurde. In [30] wurde bei der verblindeten Rekalkulation ebenfalls auf die
Verfahren von Gould und Shih verwiesen, allerdings wird eine Abscha¨tzung des Fehlers 1.
Art wie in [18] empfohlen. Des Weiteren ko¨nnen Daten von Patienten, die zwar schon in die
Studie eingeschlossen sind, aber noch nicht das Ende erreicht haben, bei der Fallzahlrekalku-
lation genutzt werden [21]. Dies ist fu¨r normalverteilte [31] wie auch fu¨r bina¨re Endpunkte
[32] untersucht worden.
Drei wichtige Ansa¨tze zur Fallzahlrekalkulation bei bina¨ren Endpunkten wurden von Gould
[11], Herson [33] und von Shih [14] vorgeschlagen. Der erste kann verblindet angewendet wer-
den, seine Eigenschaften wurden durch Friede [22] genauer untersucht, wa¨hrend der zweite
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nur durchgefu¨hrt werden kann, wenn die Erfolgsquote in der Kontrollgruppe bestimmt wird.
Die Prozedur von Shih dagegen verwendet bis zum Zeitpunkt der Interimstichprobe eine
ku¨nstliche dummy-Stratifizierung, die die Verblindung formal aufrecht erha¨lt, aber den Be-
handlungseffekt in den Gruppen scha¨tzen la¨sst.
In Erweiterung der genannten Literatur soll im zweiten Teil dieser Arbeit die Auswirkung
der mehrfachen Anpassung der Fallzahl durch die Prozeduren von Kieser und Friede [19,
22] auf den Fehler 1. Art, sowie die beno¨tigten Fallzahlen inklusive ihrer Streuung unter
der Nullhypothese untersucht werden. Die mehrfache Anpassung hat den Vorteil, dass das
Problem der richtigen Wahl des Zeitpunktes entfa¨llt und auch Varianzvera¨nderungen u¨ber
die Zeit entgegnet werden kann.
1.4 Ein Kombinationstest bei gea¨nderter Variabilita¨t
Der dritte Teil der Arbeit bescha¨ftigt sich mit dem Vergleich von drei Testverfahren in ver-
schiedenen Situationen, in denen die Varianz der prima¨ren Zielgro¨ße im zeitlichen Verlauf
der Studie nicht konstant war [34]. Das erste und einfachste Verfahren – und das wohl am
ha¨ufigsten in der Praxis verwendete – ignoriert diese Unterschiedlichkeit, das zweite wertet
die Phasen getrennt aus und basiert auf Fishers Kombinationstest. Das dritte Verfahren ist
dem Prinzip nach ein Abschlusstest, der wie bei der separaten Auswertung die Varianzunter-
schiede beru¨cksichtigt.
Bei der Untersuchung wird modellhaft die Einfu¨hrung eines Amendments wa¨hrend der
Studie als Ursprung fu¨r die unterschiedlichen Varianzen angenommen. Amendments zu Pro-
tokollen klinischer Studien sind nicht ungewo¨hnlich und aus verschiedenen Gru¨nden no¨tig,
von denen einige in [15] und [35] genannt werden: In Studien mit langer Laufzeit kann sich
der Stand der Wissenschaft zwischenzeitlich weiterentwickelt haben, so dass Planungsannah-
men gea¨ndert oder optimale Behandlungsmethoden angepasst werden mu¨ssen. Außerdem
ko¨nnen unerwartet kleine Rekrutierungsraten die Ausweitung der Ein- und Ausschlusskri-
terien erfordern. U¨berlegungen zur Sicherheit ko¨nnen jedoch ebenfalls A¨nderungen an den
Zulassungskriterien no¨tig machen. Bei einem Amendment muss dargelegt werden, ob durch
die gea¨nderten Umsta¨nde die statistische Analyse modifiziert werden muss und wie das zu ge-
schehen hat (
”
amendment should also cover any statistical consequences [...] and alterations
to the planned statistical analysis“) [35].
Wenn Ein-/Ausschlusskriterien wa¨hrend einer Studie gea¨ndert werden, unterscheiden sich
ho¨chstwahrscheinlich die Patientenkollektive vor und nach diesem Zeitpunkt. Auswirkungen
von Amendments auf das Patientenkollektiv, die statistischen Konsequenzen und die Fall-
zahlanpassung zur Erhaltung der Trennscha¨rfe wurden in [36] untersucht.
Weiterhin wird in [36] auf eine Vorgabe der FDA [37] verwiesen, der zufolge die genauen Be-
dingungen der zu behandelnden Erkrankung und damit die potentiell zuku¨nftige Gruppe von
Patienten durch die Ein-/Ausschlusskriterien definiert werden. Dabei ist es wichtig, dass die-
se so gewa¨hlt werden, dass der Schluss von der Studienpopulation auf die Gesamtpopulation
valide und unverzerrt ist. Es besteht jedoch die Gefahr, dass statistische Standardmethoden
nach der A¨nderung dieser Kriterien nicht mehr anwendbar sind [36], denn es entstehen jeweils
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neuartige Zielpopulationen innerhalb der Studie, deren Maße zur Wirksamkeit schwer bis gar
nicht mehr zu bestimmen sind. Zur Messung der Auswirkung von Amendments schlagen die
Autoren vor, Gro¨ßen zur Verschiebung der Mittelwerte, der A¨nderung der Variabilita¨t und
der Effektgro¨ße in den Subpopulationen zu bestimmen.
Chow und Shao [38] zeigen ein Amendment, welches fu¨r die hier zu untersuchende Situation
beispielhaft ist: Es handelt sich hierbei um eine placebokontrollierte Studie zu Asthma. Da
die Rekrutierung dieser Studie zu langsam voran schritt, wurde die urspru¨ngliche Bedingung,
nur Patienten mit einem FEV1-Wert (Forced Expiratory Volume in 1 second) von 1.5 bis
2 Liter aufzunehmen, dahingehend gea¨ndert, dass die Obergrenze zuna¨chst auf 2.5 Liter,
dann in einem zweiten Amendment auf 3 Liter angehoben wurde. In dieser Studie betraf das
Amendment die Differenz des FEV1-Wertes am Ende der Studie zum Wert am Anfang und
damit direkt die prima¨re Zielgro¨ße.
In [39] berichten die Autoren von einer zweiarmigen Studie zu Rezidiven bei Hautkrebs.
Durch Anheben der Obergrenze fu¨r den zula¨ssigen Cholesterinspiegel in einem Amendment
sollte die Rekrutierung beschleunigt werden.
Als ein weiteres Beispiel kann die placebokontrollierte Phase-III-Studie zur Behandlung
von Schuppenflechte mit Efalizumab [40] dienen. Durch ein Amendment wurden die so ge-
nannte
”
high-need“-Gruppe hinzugenommen. Die Protokollmodifikation wurde durchgefu¨hrt,
um zusa¨tzlich Sicherheits- und Wirksamkeitsdaten fu¨r diese Gruppe zu erhalten.
An diesen Beispielen sieht man, dass A¨nderungen an den Ein-/Ausschlusskriterien in Stu-
dien verschiedenster Indikation und zu unterschiedlichen Zwecken vorgenommen werden und
dass die Anzahl dieser Modifikationen u¨blicherweise gering ist.
Oft wird auf die durch Amendments gea¨nderte Populationen in der statistischen Analyse
nicht reagiert, d.h. es werden dieselben Methoden angewendet, die im urspru¨nglichen Stu-
dienprotokoll spezifiziert worden sind, solange eine Vergro¨ßerung des Fehlers 1. Art nicht
abzusehen ist. Da die Vera¨nderungen jedoch sehr grundlegend gewesen sein ko¨nnen, besteht
die Gefahr, dass die Studie mit den geplanten statistischen Methoden die eigentliche Frage
nicht mehr valide beantworten kann.
Durch das Poolen der Daten kann zudem ein Bias entstehen und/oder die Studie an Power
verlieren – mo¨glicherweise unter den bei der Planung angesetzten Wert. Adaptive Designs, wie
sie durch Bauer [41] eingefu¨hrt wurden, ko¨nnen dabei helfen, dass die statistischen Schlusswei-
sen korrekt bleiben. Chow et al. [36] weisen jedoch dabei auf die Gefahr fu¨r die wissenschaft-
liche Validita¨t und fu¨r die Trennscha¨rfe bei kleineren Fallzahlen und mehreren Amendments
hin.
In dieser Arbeit soll der Fall untersucht werden, in dem ein Amendment das Patienten-
kollektiv vera¨ndert hat, ohne dass vorher ein flexibles Design gewa¨hlt wurde. Dazu wird
eine alternative auf dem Kombinationstest von Fisher basierende Auswertungsmethode vor-
geschlagen und untersucht. Bei ihr wird die Zielgro¨ße wahlweise unabha¨ngig von jeglichen
Kovariablen in jeder Phase getrennt getestet und die so gewonnenen p-Werte am Ende zu
einem Gesamtergebnis kombiniert.
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2.1 Reale Studien
2.1.1 Quellen
Die Daten zu realen Studien wurden aus mehreren Quellen gewonnen. Die wichtigsten Quellen
waren dabei eine institutseigene Projektdatenbank und ein Verzeichnis von Publikationen
von Mitarbeitern des IMIBE. Des Weiteren wurde ebenfalls nach o¨ffentlich zuga¨nglichen
Studiendaten im Internet recherchiert und auch Beispieldaten aus der Literatur gesucht.
Nachdem Kandidatenstudien identifiziert waren, wurden verschiedene Zusatzinformationen
u¨ber sie ermittelt, anhand derer die nachstehenden Kriterien u¨berpru¨ft wurden.
2.1.1.1 Kriterien
Folgende Kriterien mussten erfu¨llt sein, damit die Rohdaten einer Studie verwendet werden
konnten:
1. Verfu¨gbarkeit ausreichender Informationen u¨ber die Studie
Nach Auffinden eines mo¨glichen Kandidaten mussten genug Informationen vorhanden
sein, um die restlichen Fragen dieses Katalogs beantworten zu ko¨nnen.
2. Studie am Menschen
Die Studie musste mit Hilfe von Patienten oder gesunden Probanden durchgefu¨hrt
worden sein. Laborexperimente (auch solche mit menschlichen Zellen), Tierversuche
oder auch technische Untersuchungen (z.B. Testreihen zu Ro¨ntgenmaterial und einem
ku¨nstlichen Torso) wurden ausgeschlossen.
3. ausreichende Fallzahl
Die Gro¨ße einer Untersuchungsgruppe musste mindestens 30 Probanden / Patienten
betragen, damit bei einer Teilung in zwei Phasen mindestens 15 Werte pro Phase und
Behandlungsgruppe fu¨r die Variabilita¨tsbestimmung zur Verfu¨gung standen.
4. echter Rekrutierungsprozess
Die Daten sollten so erhoben worden sein, dass der Einschluss der Patienten ein Pro-
zess mit zeitlicher Ausdehnung war, denn im Normalfall mu¨ssen Patienten sukzessive in
eine Studie eingeschlossen werden. Durch diese Forderung fallen offensichtlich zwei Stu-
dientypen heraus: Querschnittstudien und rein retrospektive Studien. Ebenso wurden
Registerdaten ausgeschlossen, denn diese stellen oft Datenbanken dar, die u¨ber viele
Jahrzehnte und bundes(land)weit gesammelt wurden und sind daher eher untypisch fu¨r
den Prozess wa¨hrend einer zeitlich und ra¨umlich begrenzten klinischen Studie.
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5. Verfu¨gbarkeit der Studiendaten
Fehlende Datenhoheit, Nichtverfu¨gbarkeit in elektronischer Form und Fehlen aufgrund
abgelaufener Aufbewahrungsfrist konnten hier zum Ausschluss einer Studie fu¨hren.
6. Information zum Rekrutierungszeitpunkt
Idealerweise sollte diese Information aus dem Rekrutierungsdatum selbst bestehen.
In der Praxis zeigte sich aber oft, dass dieses nicht in der Datenbank erfasst war.
In diesen Fa¨llen wurde ersatzweise auf den Zeitpunkt der Randomisierung, der Ein-
versta¨ndniserkla¨rung oder den der Erstuntersuchung ausgewichen. Es wurde nicht auf
Probanden-Identifikationsnummern ausgewichen, denn diese spiegeln erstens nicht den
Verlauf der Rekrutierung in der Kalenderzeit wieder, sondern bestenfalls die Reihen-
folge und zweitens kann in multizentrischen Studien nicht einmal diese rekonstruiert
werden.
7. Skalenniveau der Zielgro¨ße
Die Betrachtung wurde auf stetige Zielgro¨ßen eingeschra¨nkt. Bei Studien, die zensierte
oder bina¨re prima¨re Endpunkte hatten, wurde nach sekunda¨ren Gro¨ßen gesucht, u¨ber
die eine Auswertung als stetige Variable mo¨glich war und die mit dem Endpunkt verbun-
den waren, d.h. dass z.B. bei onkologischen Studien von der Variable Gesamtu¨berleben
auf Lebensqualita¨t ausgewichen wurde.
Eine einheitliche Aufstellung u¨ber die Gru¨nde des Ausschlusses der nicht verwendeten Studien
kann es nicht geben, denn es reichte ein einzelnes nicht erfu¨lltes Kriterium, um die Studie zu
verwerfen, auch wenn zu diesem Zeitpunkt andere Kriterien noch unbekannt waren.
2.1.1.2 Metadaten
Wenn eine Studie die oben genannten Kriterien erfu¨llte, wurden eine Reihe von Daten erho-
ben, die wichtige Eigenschaften zur Unterscheidung der Studien widerspiegelten. Aufgrund
dieser Daten sollte eine etwaige Abha¨ngigkeit von Schwankungen in der Variabilita¨t oder der
Rekrutierungsgeschwindigkeit gefunden werden.
1. Art der Studie
Es wurde festgehalten, ob es sich um eine Interventionsstudie (IS) oder eine Nichtin-
terventionsstudie (NIS) handelte. Eine Studie war dann eine Interventionsstudie, wenn
ein Einwirken auf die Behandlung eines Probanden vorlag – z.B. Zuteilung zu einer
Behandlungsgruppe durch Randomisierung. Bei einer Studie handelte es sich daher
nicht um eine Interventionsstudie, wenn nur Einwirkung auf den menschlichen Orga-
nismus im Sinne von Medikamentengabe vorlag. Entsprechend wurde eine Studie ohne
Einfluss auf einen Behandlungsverlauf als Nichtinterventionsstudie eingeordnet. Dar-
aus folgt, dass Anwendungsbeobachtungen unter Nichtinterventionsstudie fallen, denn
obwohl zwar u.U. Medikamente eingenommen werden, wird doch kein Einfluss auf die
individuelle Behandlung ausgeu¨bt.
Da auf diese Weise aber sehr unterschiedliche Studientypen unter eine Bezeichnung
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fallen, na¨mlich ein Teil der klinischen Phase IV-Studien und Anwendungsbeobach-
tungen einerseits und epidemiologische Studien andererseits, wurden die ersteren noch
zusa¨tzlich als patientenbasiert und die letzteren als bevo¨lkerungsbasiert klassifiziert.
2. Phase in der Medikamentenentwicklung
Die Anforderungen an Studien in verschiedenen Phasen der Medikamentenentwicklung
unterscheiden sich z.T. stark. Die Patientenkollektive einer Phase III-Studie und einer
Phase IV-Studie ko¨nnen sehr unterschiedlich zusammengesetzt und auch unterschied-
lich groß sein. Daher wurde vermutet, dass sich diese Studien auch hinsichtlich ihres
Rekrutierungsverhaltens wie auch ihrer Variabilita¨t unterscheiden. Es wurde eine Ein-
teilung der klinischer Studien in die Phasen I bis IV vorgenommen, wobei die Zuordnung
ausschließlich u¨ber Informationen aus der Dokumentation zur jeweiligen Studie statt-
fand.
3. Chronizita¨t Erkrankung
Die Chronizita¨t der Erkrankung ko¨nnte Einfluss auf die Rekrutierung haben, wobei
dieser in beiden Richtungen denkbar war. Mo¨glich ist eine anfa¨nglich
”
zu schnelle“ Re-
krutierung, bei der der Studienarzt schon einige chronische Patienten kennt und sie
schnell zu Anfang einschließen kann. Als Beispiel kann eine Studie zur Behandlung von
Migra¨ne und Kopfschmerz mit Akupunktur [42] dienen, bei der Patientendateien nach
mo¨glichen Studienteilnehmern durchsucht worden sind, statt diese zu rekrutieren, wenn
sie vorstellig wurden. Es gibt auch die gegenla¨ufige Argumentation [43]: Patienten mit
chronischer Krankheit kommen bei laufender Behandlung weniger oft zu ihrem Arzt
und ko¨nnen daher nicht so einfach in eine Studie eingeschlossen werden.
Fu¨r diese Variable wurden die Auspra¨gungen chronisch, akut und beides mo¨glich ver-
wendet.
4. Anzahl Zentren
Die Anzahl der Zentren in einer Studie ko¨nnte offensichtlich auch die Variabilita¨t der
Zielgro¨ße beeinflussen. Es gibt Untersuchungen zum Thema der Varianzheterogenita¨t
bei multizentrischen Studien [44]. Diese u¨bersetzt sich in eine zeitliche Heterogenita¨t,
wenn die Zentren nicht gleichzeitig mit der Rekrutierung beginnen oder gar, wenn
eine schleppende Rekrutierung das Ero¨ffnen neuer Zentren no¨tig macht. Abgesehen
davon kann eine unterschiedliche Rekrutierungsdynamik der einzelnen Zentren zu einer
Vera¨nderung der Variabilita¨t fu¨hren.
5. Randomisierung
Ein Zusammenhang von Randomisierung und Rekrutierung bzw. Variabilita¨t wa¨re inso-
fern denkbar, dass bei nichtrandomisierten Studien eine geringere Variabilita¨t vorliegen
ko¨nnte, die aus einer Selektion homogener Behandlungsgruppen resultiert. Andererseits
ko¨nnte eine Randomisierung zu einer Selektion von einer Subgruppe
”
randomisierungs-
williger“ Patienten fu¨hren, die wiederum zu schleppender Rekrutierung und Amend-
ment mit Variabilita¨tsvera¨nderung fu¨hren ko¨nnte. In die gleiche Richtung wirkt das
Problem, dass auch A¨rzte (und damit Zentren) zu klinischen Studien rekrutiert werden
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mu¨ssen. Bei Randomisierung ist denkbar, dass A¨rzte eine Teilnahme ablehnen, weil sie
nicht mehr unabha¨ngig u¨ber die Therapie ihrer Patienten entscheiden ko¨nnen [45].
6. Verblindung
So wie die Randomisierung der Vermeidung von Strukturungleichheit dienen soll, so
soll die Verblindung Beobachtungsungleichheit verhindern, die ihrerseits indirekt auf
die Variabilita¨t wirken kann. Die mo¨glichen Auspra¨gungen dieser Variablen waren un-
verblindet, einfach blind und doppelblind.
7. Jahr der Studie
In den letzten 30 Jahren gab es mehrere Vera¨nderungen bei den regulatorischen Bedin-
gungen fu¨r klinischen Studien. Es ist durch diese Vera¨nderungen ein Einfluss auf die
Dynamik der Variabilita¨t der prima¨ren Zielgro¨ßen zwischen Studien aus verschiedenen
Zeitra¨umen denkbar. Es wurden dazu nur Interventionsstudien untersucht, da z.B. fu¨r
epidemiologische Studien vo¨llig andere Richtlinien existieren. Wichtige Vera¨nderungen
der gesetzlichen bzw. wissenschaftlichen Richtlinien fanden zu folgenden Zeitpunkten
statt [46, 47]:
• 1. Juli 1991: EG-GCP-Leitlinie tritt in Kraft
• 1. Januar 1997: ICH-GCP-Leitlinie in der EU in Kraft
• 6. August 2004: 12. AMG-Novelle: EU-GCP verpflichtend
8. Art der Kontrollgruppe
Anhand dieses Metadatums wurden die Studien eingeteilt in solche ohne Kontrollgruppe
(wie z.B. bei Anwendungsbeobachtungen), solche mit Placebo- oder mit aktiver Kon-
trolle. Die unterschiedliche Akzeptanz der einen oder anderen Option bei den potentiel-
len Studienteilnehmern ko¨nnte zu unterschiedlicher Dynamik bei der Rekrutierung und
Varianz gefu¨hrt haben. So wurde z.B. bereits beim Design einer Studie zur Behandlung
von Migra¨ne und Kopfschmerz mit Akupunktur [42] darauf hingewiesen, dass sowohl
die Compliance des Patienten, d.h. der Grad, in dem er dem Studienprotokoll folgt, und
auch die Rekrutierungsrate der Studie bei Placebo-Kontrollen geringer sein ko¨nnen.
9. Amendment
Wie bereits erwa¨hnt, kann ein Amendment die Folge von Rekrutierungsproblemen sein,
die wiederum in den anderen Faktoren begru¨ndet sein ko¨nnen. Aber auch unabha¨ngig
davon kann ein Amendment zu Rekrutierungs- und Varianzschwankungen fu¨hren, be-
sonders, wenn es Ein-/Ausschlusskriterien betrifft. Ein solches Amendment kann z.B.
auch bei wiederholten (schweren) Protokollverletzungen no¨tig werden. Es wurden aller-
dings nur Amendments beru¨cksichtigt, die Einfluss auf die Rekrutierung haben sollten
oder konnten und die wa¨hrend der Rekrutierungsphase der Studie gu¨ltig geworden sind.
Amendments, die z.B. nur A¨nderungen der sprachlichen Formulierungen im Pru¨fplan
korrigiert haben oder solche, die vor dem Einschluss des ersten Patienten in Kraft
getreten sind, sind nicht als Amendments in diese Analyse eingegangen.
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10. Art der Intervention
Die Art der Intervention spielt eine Rolle dafu¨r, welche Regulatorien gu¨ltig werden, denn
es fallen beispielsweise Arzneimittel und Lifestyleinterventionen oder auch Operations-
methoden unter verschiedene gesetzliche Regelungen. Die damit verbundenen unter-
schiedlichen Qualita¨tsanforderungen schlagen sich in der grundsa¨tzlichen Durchfu¨hrung
einer Studie nieder und ko¨nnten sich daher in der Dynamik der Variabilita¨t der Ziel-
gro¨ßen widerspiegeln. Hinsichtlich der Rekrutierung gibt es eine aktuelle Diskussion, ob
und wie z.B. Studien, die Operationsmethoden beinhalten, gro¨ßere Probleme bei der
Patientenrekrutierung haben ko¨nnten als andere [48, 49].
11. Dauer der Studie
Die Dauer der Studie kann eine Rolle beim Rekrutierungsverlauf, aber auch bei der Va-
riabilita¨t spielen. Bei kurzen Studien wurden weniger Schwankungen bei diesen beiden
Parametern als bei la¨nger laufenden Studien erwartet. Je la¨nger eine Studie la¨uft, desto
ho¨her ist die Gefahr, dass dadurch A¨nderungen in der Rekrutierung und auch in der
Varianz geschehen oder Amendments no¨tig werden. Die Dauer wurde als die Zeitspan-
ne zwischen dem Eintreten des ersten Patienten und des letzten Patienten anhand der
Variable zum Rekrutierungszeitpunkt (oder Ersatzvariable) definiert.
12. Anzahl der Untersuchungsgruppen
Es ist ein Zusammenhang zwischen der Anzahl der Untersuchungsgruppen und der
Rekrutierungsgeschwindigkeit denkbar und zwar besonders dann, wenn mehrere Grup-
pen gleich groß sein sollen und a¨hnliche Struktur aufweisen sollen. Mo¨glicherweise sind
Studien mit mehr Behandlungsgruppen mit gro¨ßeren Problemen bei der Rekrutierung
konfrontiert.
2.1.2 Maße zur Rekrutierung
Es wurde ein Maß fu¨r die Ungleichma¨ßigkeit des Rekrutierungsverlaufes berechnet. Dazu
wurde jede Studie bei einem der drei folgenden Zeitpunkte aufgeteilt: Datum eines Amend-
ments, Datum einer Interimanalyse oder bei der Ha¨lfte, wenn keine der zwei erstgenannten
Mo¨glichkeiten zutraf. Dann wurde bestimmt, wann sich dieser Zeitpunkt t relativ zur Ge-
samtzeit T der Studie befand. Anschließend wurde der Anteil n der bis zum Zeitpunkt t
rekrutierten Patienten an der Gesamtzahl N bestimmt und von diesem Anteil der vorher be-
stimmte abgezogen. Diese Differenz δrek = n/N − t/T sollte als Maß fu¨r die Gleichma¨ßigkeit
der Rekrutierung dienen.
Beispiel: Eine fiktive Studie startete am 01.06.2001 und endete am 20.06.2001, dann war
die Rekrutierungsdauer T genau 20 Tage. Wenn es ein Amendment am 10.06.2001 gegeben
ha¨tte (t = 10), hatte dort die Teilung stattgefunden und diese wa¨re bei 1/2 der Gesamtzeit
aufgetreten. Wenn weiterhin bei dieser Studie insgesamt N = 50 Patienten und bis zum
10.01.2001 schon n = 30 rekrutiert worden sind, sind also bis dahin 3/5 der Patienten in die
Studie aufgenommen worden. Damit wa¨re δrek = n/N − t/T = 80% − 50% = 30%.
Das Maß δrek spiegelt damit die Unterschiede in der Rekrutierung in zwei Phasen einer kli-
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nischen Studie wieder, wenn diese zwei Phasen durch ein besonderes Ereignis wie ein Amend-
ment oder eine Interimanalyse bestimmt wurden. Wie man sofort sieht, ist δrek > 0, wenn
mehr Patienten rekrutiert worden sind, als es bei gleichma¨ßiger Rekrutierung der Fall gewesen
wa¨re und < 0, wenn eine anfa¨nglich schleppende Rekrutierung vorlag.
Zu δrek wurden dann passende Lage und Streumaße zuerst fu¨r alle, dann fu¨r die nach
den aufgefu¨hrten Metadaten gruppierten Studien getrennt berechnet, um Anhaltspunkte fu¨r
mo¨gliche Abha¨ngigkeiten zu bekommen.
Außerdem wurde auch die Rekrutierungsgeschwindigkeit vrek bestimmt. Dazu wurde die
erreichte Anzahl an Patienten bzw. Probanden zur Dauer der Studie ins Verha¨ltnis gesetzt.
Je nach Fragestellung und Verteilungseigenschaften wurde die Rekrutierungsgeschwindig-
keit mit Hilfe des t−Tests oder des Fisher-Pitman-Permutationstests verglichen oder mit den
zugeho¨rigen Verallgemeinerungen fu¨r mehrere Gruppen (ANOVA bzw. Permutation One-Way
ANOVA).
Der Fisher-Pitman-Permutationstest [50] soll an dieser Stelle kurz beschrieben werden.
Die Darstellung basiert auf [51], wobei die dortigen Bezeichnungen u¨bernommen werden. Der
Test wird angewendet, wenn zwei unabha¨ngige Gruppen auf Lokationsunterschiede verglichen
werden sollen. Dabei seien mit u11, . . . , un11 die n1 Werte der ersten Gruppe und entsprechend
mit u12, . . . , un22 die n2 Werte der zweiten Gruppe bezeichnet, womit sich die Gesamtgro¨ße
N = n1 + n2 der Stichprobe ergibt. Wenn F1 und F2 die Verteilungsfunktionen der beiden
Verteilungen sind, kann die Nullhypothese des Tests als H0 : F1 = F2 formuliert werden.
Allgemein wird bei Tests dieses Typs jeder Beobachtung uij ein Score wij zugewiesen,
die Scores vereinigt und wieder auf die Gruppen verteilt, so dass zwar die Gruppengro¨ßen
wieder die urspru¨nglichen sind, dass aber die Beobachtungen nun vo¨llig unterschiedlich auf
die Gruppen verteilt werden ko¨nnen. Um alle mo¨glichen Neuverteilungen aufza¨hlen, wird die
Reihenfolge der Beobachtungen permutiert. Wenn W nun die Menge aller Permutationen w˜ij
ist, kann die beobachtete Reihenfolge wij als eine Realisation der w˜ij betrachtet und aus den
Scores eine Teststatistik konstruiert werden. Die Teststatistik T ≡ T (w˜ij) des Fisher-Pitman-
Test ergibt sich aus der Summe
T =
n1∑
i=1
w˜i1
der Scores der ersten Gruppe. Wa¨hrend bei Wahl z.B. der Ra¨nge als Scores der bekannte
Wilcoxon-Mann-Whitney-Test resultiert, werden beim Fisher-Pitman-Test die urspru¨nglichen
Werte selbst als Scores verwendet. Nach Adjustierung fu¨r Bindungen kann der p-Wert des
Tests wie bei anderen exakten Tests bestimmt werden: Er ergibt sich als der Anteil der Permu-
tationen, die zu einer Teststatistik fu¨hren, die mindestens so
”
extrem“ ist wie die beobachtete.
Wenn also t der beobachtete Wert der Teststatistik T ist, ergibt sich der zweiseitige p-Wert
als
p2 = Pr(|T −E(T )| ≥ |t− E(T )|),
wobei der Erwartungswert E(T )
E(T ) =
N∑
i=1
n1wi
N
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betra¨gt.
Ein Permutationstest, der mehrere Gruppen vergleicht, ist die Permutation One-Way ANO-
VA [51]: Werden K unabha¨ngige Gruppen mit jeweils n1, n2, . . . , nK Beobachtungen uij mit
j = 1, . . . ,K und i = 1, . . . , nj betrachtet und bezeichnet Fj die Verteilungsfunktion der
Werte in der j-ten Gruppe, dann ist die Nullhypothese des Tests:
H0 : F1 = F2 = . . . = FK .
Analog zum Fisher-Pitman-Permutationstest werden aus den Daten uij die Scores wij wieder
als die Originalwerte bestimmt, d.h. wij := uij. Von diesen werden alle Permutationen w˜
bestimmt unter der Bedingung, dass in die Gruppe j wieder genau nj Beobachtungen fal-
len – diese Menge an Permutationen sei wieder mit W , die Teststatistik einer Permutation
mit T (w˜) ≡ T und die konkrete Realisation der vorliegenden Daten mit t(w) bezeichnet.
Die Teststatistik wird nun im Gegensatz zum Fisher-Pitman-Test folgendermaßen berechnet:
Zuerst wird die Summe der Scores wj in jeder Gruppe berechnet und dann der Mittelwert
w¯ dieser Scoresummen bestimmt, außerdem wird noch mit S2 eine Streuung der Scores zum
mittleren Score berechnet:
w˜j =
nj∑
i=1
w˜ij , w¯ =
1
N
K∑
j=1
wj , S
2 =
1
N − 1
K∑
j=1
nj∑
i=1
(wij − w¯)2
Die Teststatistik T ergibt sich dann als
T (w˜) =
1
S2
K∑
j=1
(w˜j − njw¯)2
nj
.
Durch Aufza¨hlung aller Permutationen aus W kommt man zur exakten Verteilung von T
unter der Nullhypothese. Dabei wird ausgenutzt, dass unter der Nullhypothese alle Permu-
tationen gleich wahrscheinlich sind — die Wahrscheinlichkeit einer Permutation sei mit h(w˜)
bezeichnet und man bestimmt wieder diejenigen Permutationen, die eine Teststatistik T (w˜)
aufweisen, die mindestens so extrem ist, wie die beobachtete t(w) und bestimmt deren Wahr-
scheinlichkeit. Bei der Teststatistik der Permutation One-Way ANOVA bedeutet
”
extrem“,
dass der Wert der gro¨ßer oder gleich dem der beobachteten Statistik sein muss. Die Alter-
nativhypothese dieses Tests ist ungerichtet, d.h. es wird keine Anordnung der Gruppen bei
Ablehnung der Nullhypothese angenommen. Der zweiseitige p-Wert betra¨gt
p2 = Pr(T ≥ t) =
∑
{w˜ : T≥t}
h(w˜).
2.1.3 Untersuchung der Variabilita¨t
Die Unterschiede bei der Variabilita¨t der untersuchten Studien wurden ermittelt, indem die
Varianz der zweiten Phase zu der der ersten Phase ins Verha¨ltnis gesetzt wurde. Zur besse-
ren Anschaulichkeit bei der Deskription wird hier das Verha¨ltnis der Standardabweichungen
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berichtet, welches die Wurzel aus dem Verha¨ltnis der Varianzen ist.
Da bei Studien, zu denen mehrere Zielgro¨ßen vorlagen, die beschriebene Bewertung fu¨r
jede Einzelvariable durchgefu¨hrt wurde, werden hier zur Untersuchung drei Ansa¨tze verfolgt:
1. einfache Deskription mit Ignorieren der Korreliertheit von Variablen, die aus der glei-
chen Studie stammen,
2. Verwendung aller Verha¨ltnisse und Vergleich mit der theoretischen Mischverteilung, die
die Korreliertheit einbezieht,
3. Beru¨cksichtigung der Clusterstruktur durch Verwendung eines hierarchischen Modells.
2.1.3.1 Deskription der Varianzunterschiede
Fu¨r eine erste Deskription wurden alle Varianzverha¨ltnisse als unabha¨ngig betrachtet, so
dass die Tatsache, dass sie teilweise aus der gleichen Studie stammen und daher eine Cluster-
struktur aufweisen, außer Acht gelassen wurde. Es wurden folgende beschreibende Statistiken
berechnet, wie sie z.B. in [52] beschrieben werden: Lagemaße (Mittelwert, Median), Streu-
maße (Standardabweichung, Interquartilsabstand), und weitere Maße zur Beschreibung der
Verteilung wie Perzentile, Maximum, Minimum, Schiefe und Kurtosis.
2.1.3.2 Vergleich mit der Mischverteilung
Ein Weg, die Verteilung der Varianzverha¨ltnisse zu beurteilen und dabei die Clusterstruktur
zu beru¨cksichtigen ist, sie zu vereinigen, wa¨hrend man ihre jeweiligen Verteilungen beachtet.
Das kann durch die Verwendung von Mischverteilungen erreicht werden. Dazu werden zuerst
die theoretischen Verteilungen der einzelnen beobachteten Varianzverha¨ltnisse beno¨tigt.
Es ist ein bekanntes Resultat der Statistik, dass die Zufallsgro¨ße
S2
1
S2
2
eine Fm−1,n−1-Verteilung
aufweist, wenn diese Bedingungen erfu¨llt sind: S21 , S
2
2 sind die erwartungstreuen Scha¨tzer der
Varianz zweier Stichproben vom Umfa¨ngen n und m von jeweils unabha¨ngig identisch nor-
malverteilten Zufallsvariablen und weiterhin sind die zugrunde liegenden wahren Varianzen
gleich (Nullhypothese beim F -Test).
Im Anwendungsfall dieser Arbeit ko¨nnen die Beobachtungen der ersten und zweiten Phase
als stochastisch unabha¨ngig betrachtet werden (denn sie werden von verschiedenen Probanden
erhoben), so dass fu¨r die beschriebenen Verha¨ltnisse der Varianzen eine F -Verteilung unter
der Nullhypothese gleicher Varianz u¨ber die Phasen hinweg angenommen werden kann.
Die Varianzverha¨ltnisse innerhalb einer Studie entspringen immer derselben F -Verteilung,
denn diese ist nur abha¨ngig von den Stichprobenumfa¨ngen, d.h. hier den Umfa¨ngen der bei-
den Phasen. Zwischen den Studien jedoch ist im Allgemeinen mit unterschiedlichen Frei-
heitsgraden fu¨r die F -Verteilung zu rechnen. Bildet man also die Vereinigung aller Varianz-
verha¨ltnisse, dann entspringen diese einer Mischung aus verschiedenen F -Verteilungen. Fu¨r
diese Mischung kann unter der Nullhypothese eine theoretische Dichtefunktion hergeleitet
werden.
Die Dichte einer Mischverteilung entspricht dem gewichteten Mittel der Dichten der einzel-
nen Verteilungen, d.h. sind die Dichtefunktionen fi, i = 1, . . . , n und die Gewichte a1, . . . , an
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mit
∑
ai = 1 gegeben, dann ist die Dichte g der Mischverteilung bestimmt durch
g(x) =
n∑
i=1
aifi(x).
Aus dieser Darstellung ko¨nnen die Perzentile der Mischverteilung auf einfache Weise berechnet
werden.
Durch Vergleich des Histogramms der beobachteten Varianzverha¨ltnisse mit der theore-
tischen Dichte der Mischverteilung wurde optisch beurteilt, ob grobe Versto¨ße gegen die
Nullhypothese gleicher Varianzen vorliegen.
Die gewa¨hlten Gewichte fu¨r jede Studie entsprachen dem Anteil an Variablen, den diese
Studie zur Gesamtzahl aller beobachteten Variablen beigesteuert hatte.
Eine Alternative zur Dichtescha¨tzung mit Hilfe eines Histogramms ist die Verwendung
eines Kernscha¨tzers fu¨r die Dichte. Dieser nimmt an einer Stelle x den folgenden Wert an
[53]
fˆn(x) =
1
nh
n∑
i=1
K
(
x−Xi
h
)
,
wobei K eine Kernfunktion ist, n die Anzahl der vorliegenden Daten und h die Bandbrei-
te. Eine Kernfunktion ist eine Funktion, die nur nichtnegative Funktionswerte aufweist und
deren Integral Eins ergibt. Fu¨r die Untersuchungen in der vorliegenden Arbeit wurde zur
Scha¨tzung die SAS-Prozedur PROC CAPABILITY verwendet, bei der standardma¨ßig die Gauß-
sche Glockenkurve als Kernfunktion zum Einsatz kommt. Von ihr konnte gezeigt werden,
dass der sich ergebende Scha¨tzer asymptotisch erwartungstreu ist und die Dichtefunktion so-
gar schwach konsistent anna¨hert. Die Bandbreite h bestimmt wie
”
glatt“ der Dichtescha¨tzer
sein wird. Die oben genannte SAS-Prozedur kann einen Wert fu¨r h bestimmen, wobei die
Approximationsgu¨te in Form des IMSE (integrated mean square error) optimiert wird.
Die realen Varianzverha¨ltnisse wurden zusa¨tzlich mit dem Ein-Stichproben-Kolmogorov-
Smirnov-Test auf Unterschied zur erwarteten Mischverteilung getestet. Bei diesem Test kann
die empirische Verteilungsfunktion einer Stichprobe mit einer theoretischen Vorgabe vergli-
chen werden. Nach [54] haben Tests, die auf der empirischen Verteilungsfunktion basieren eine
ho¨here Trennscha¨rfe als z.B. der χ2-Test. Die Voraussetzungen, dass die Vergleichsverteilung
stetig ist und dass diese ohne Scha¨tzung der Verteilungsparameter angegeben werden kann,
sind in diesem Falle offensichtlicherweise erfu¨llt. Der Vergleich beruht auf dem maximalen
vertikalen Abstand dieser beiden Kurven, welcher mit der Teststatistik D bezeichnet wird.
Der Wert von D wurde dem Artikel von Stephens [54] gema¨ß modifiziert zu
T = D · (√n+ 0.12 + 0.11/√n),
der kritische Wert der modifizierten Teststatistik zum 1%-Level betra¨gt 1.628.
Schließlich kann zur Visualisierung der Verteilung im Vergleich zur theoretischen Misch-
verteilung auch ein P-P-Plot (percentage plot) gezeichnet werden. Bei P-P-Plots wird die
empirische Summenha¨ufigkeitsfunktion der beobachteten Daten gegen die theoretischen Wer-
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te der Testverteilung aufgetragen. Formal wird dabei folgendermaßen vorgegangen [55]: Zum
Vergleich zweier Verteilungen F und G werden zu festen Quantilen qi (i = 1, . . . , k) die Werte
F (qi) und G(qi) bestimmt. Der P-P-Plot ist dann der Scatterplot der Punkte (F (qi), G(qi)).
Im betrachteten Fall kann man fu¨r G die empirische kumulative Verteilungsfunktion der
beobachteten Varianzquotienten und fu¨r F die Mischverteilung der theoretischen Fm−1,n−1-
Verteilungen wa¨hlen.
Entstammen die beobachteten Daten der theoretischen Verteilung, werden die Punkte
(F (qi), G(qi)) des Scatterplots nahe der Winkelhalbierenden liegen.
2.1.3.3 Untersuchung mit hierarchischem Modell
Da pro Studie z.T. mehrere Variablen untersucht wurden, ergab sich eine hierarchische Struk-
tur der Daten. Die 182 Messwerte, die aus den Verha¨ltnissen der Standardabweichung entstan-
den, konnten nicht als unabha¨ngige Beobachtungen betrachtet werden. Insbesondere nicht,
weil die zu untersuchenden Metavariablen auf der Ebene der Studien gegeben waren. Die
Daten wurden daher mit einem gemischten linearen Modell untersucht, wie es z.B. in [56] be-
schrieben ist. Gemischte Modelle dieser Art ko¨nnen so motiviert werden, dass Parameter einer
Regression selbst wieder durch eine Regression gescha¨tzt werden. Dadurch ko¨nnen Kovari-
anzstrukturen modelliert werden, die die Beru¨cksichtigung der besonderen Clusterstruktur
der hierarchischen Daten erlauben. Mit Hilfe der gemischten Modelle ko¨nnen dann Varianz-
komponenten, aus denen sich die Gesamtvarianz zusammensetzt, bestimmt und verglichen
werden.
Es wurde zuerst auf ein unconditional means model zuru¨ckgegriffen. Dieses geschah wie in
[56] beschrieben: Die zu modellierende Gro¨ße (in der vorliegenden Arbeit also das Verha¨ltnis
der Standardabweichung) wird mit Yij bezeichnet, wobei i der Index fu¨r das Level 1 (die
einzelne Variable in einer Studie) und j der Index fu¨r das Level 2 (die Studien) verwendet
wird. Das Modell lautete nun:
Yij = β0j + rij, mit rij ∼ N (0, σ2),
d.h. die Zielvariable wird durch einen Mittelwert β0j pro Studie und einen individuellen Fehler
rij zusammengesetzt. Die β0j werden werden nun ihrerseits mit Hilfe linearer Regression
dargestellt:
β0j = γ00 + u0j , mit u0j ∼ N (0, τ00).
Setzt man nun die zweite in die erste Gleichung ein, erha¨lt man das hierarchische Modell:
Yij = γ00 + u0j + rij , mit rij ∼ N (0, σ2), und u0j ∼ N (0, τ00).
Dieses Modell, welches nur die Studien als Einflussparameter entha¨lt, kann Auskunft u¨ber
die Varianzkomponenten geben, die aus der Variabilita¨t innerhalb der Studien und der Rest-
varianz bestehen. Zu der Varianzkomponente τ00 und der Reststreuung σ
2 lassen sich Tests
berechnen, die beide Werte gegen Null vergleichen. Ist τ00 groß, wird viel Varianz durch
die Gruppierung oder Clusterung in Studien erkla¨rt. Der Anteil der Streuung der auf diese
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Intragruppen-Varianz entfa¨llt wird auch Intraklassen-Korrelation ρ genannt:
ρˆ =
τˆ00
τˆ00 + σˆ2
,
wobei das Dach u¨ber den Variablen zeigt, dass es sich um gescha¨tzte Werte handelt.
Der Scha¨tzer fu¨r den Modellparameter γ00 steht fu¨r den Mittelwert der Varianzverha¨ltnisse,
der u¨ber das hierarchische Modell, d.h. unter der Beru¨cksichtigung der Clusterstruktur er-
mittelt werden kann.
Sollen nun weitere erkla¨rende Variablen auf dem Level der Studien zusa¨tzlich in das Modell
aufgenommen werden, wird die zweite der obigen Modellgleichungen modifiziert zu [56]:
β0j = γ00 + γ01 · xj + u0j , mit u0j ∼ N (0, τ00),
wobei nun xj ein weiterer Pra¨diktor auf Studienlevel ist – z.B. einer, der die Studien in pra¨-
und post GCP einteilt. Damit erweitert sich das resultierende Modell zum conditional model
Yij = γ00 + γ01 · xj + u0j + rij, mit rij ∼ N (0, σ2), und u0j ∼ N (0, τ00),
wobei der Teil, der mit griechischen Buchstaben bezeichnet wurde, derjenige der fixed effects
ist, wa¨hrend der Teil mit den lateinischen Buchstaben die zufa¨lligen Effekte (random effects)
kennzeichnet.
Nach diesen Voru¨berlegungen ist es mo¨glich, nach weiteren Einflussfaktoren auf Studiene-
bene zu suchen, die auf Varianzunterschiede deuten, wa¨hrend man die Clusterstruktur der
Messwerte weiterhin beru¨cksichtigt. In [56] werden zwei Mo¨glichkeiten dazu beschrieben: Ers-
tens kann bestimmt werden, wie stark sich die Varianzkomponente τ00 beim U¨bergang vom
allgemeineren Modell ohne den zusa¨tzlichen Pra¨diktor auf Studienebene zu dem Modell mit
diesem Pra¨diktor relativ gea¨ndert hat. Ergab sich im allgemeineren Modell τa00 und Modell
mit Pra¨diktor τ b00, dann wird der Wert
τd00 :=
τ b00 − τa00
τa00
bestimmt.
Fu¨r die Varianzkomponente τ00 kann außerdem ein Test gegen den Wert Null durchgefu¨hrt
werden, so dass also entschieden werden kann, ob sich die Variabilita¨t der Achsenabschnitte
(intercepts) der Cluster signifikant von Null unterscheidet. Praktisch wu¨rde das bedeuten,
dass selbst nach Einschluss des fixen Effekts auf dem Level der Studien, immer noch ein
signifikanter Anteil an Streuung zwischen den Studien unerkla¨rt wa¨re. Denn die Gro¨ße von
τd00 stellt nur eine relative Vera¨nderung dar und es ist mo¨glich, dass diese absolut gesehen nur
einen kleinen Teil darstellt [56].
Die zweite Mo¨glichkeit besteht darin, eine residuale Intraklassen-Korrelation zu berechnen.
In [56] wird dies sinngema¨ß so formuliert: Es wird die Intraklassen-Korrelation der Studien mit
vergleichbarer Auspra¨gung der jeweiligen Meta-Eigenschaft berechnet (also z.B. alle Studien
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mit gleicher Auspra¨gung der Amendment-Variable). Man bestimmt dazu ρ genau wie oben
und interpretiert es nun wie einen partiellen Intraklassen-Korrelationskoeffizienten, der um
den vermittelnden Einfluss des jeweiligen Einflussfaktors bereinigt ist.
2.2 Verblindete Fallzahladaption
Bei der verblindeten Fallzahladaption ging es hauptsa¨chlich um die Untersuchung verschie-
dener Adaptionsprozeduren hinsichtlich der Einhaltung des Niveaus des resultierenden Tests.
Diese Frage sollte im Rahmen einer Simulationsstudie gekla¨rt werden, bei der fiktive klinische
Studien mit verschiedenen Eigenschaften erzeugt wurden. Die Studien unterschieden sich hin-
sichtlich des Skalenniveaus der Zielgro¨ße (stetig, bina¨r), in der initialen Fallzahl (96-400) und
einer mo¨glichen Fehlspezifikation der Varianz zur Planungszeit. Bei den stetigen Zielgro¨ßen
ergaben sich acht unterschiedliche Prozeduren aus der Kombination von drei verschiedenen
Eigenschaften der Adaption. Im Falle der bina¨ren Gro¨ßen waren es vier Prozeduren. Es wur-
de untersucht, wie sich die Prozeduren in den verschiedenen Rahmenbedingungen verhielten,
d.h. wie oft der Test am Ende zur Ablehnung unter der Nullhypothese fu¨hrte und wie groß
die jeweils erreichte Fallzahl und ihre Variabilita¨t war.
Allen Simulationen war gemeinsam, dass es drei Zeitpunkte gab, an denen die Varianz
verblindet gescha¨tzt und die Fallzahl auf ihrer Grundlage neu bestimmt wurde. Zu jedem
dieser Zeitpunkte wurde die Varianz der Endpunkte aller bis jeweils dahin rekrutierten Pa-
tienten bestimmt. Mit Hilfe dieser Varianzscha¨tzung ergab sich dann unter Umsta¨nden eine
neue Fallzahl, die dann statt der initialen weiterverwendet wurde. Die erste Anpassung fand
immer nach 1/4 der urspru¨nglich geplanten Fallzahl statt, die na¨chste nach 1/3 der noch zu
rekrutierenden Fallzahl, die letzte dann bei 1/2 der verbleibenden Fallzahl.
Ein Beispiel fu¨r den Idealfall sieht so aus: Bei der Planung einer Studie wurde aufgrund
von Vorinformationen die Variabilita¨t genau richtig eingescha¨tzt und die initiale Fallzahlpla-
nung hat 400 ergeben. Die Variabilita¨t bleibt wa¨hrend der Studie immer gleich dem vorher
richtig angenommenen Wert und die erste Scha¨tzung findet dann nach dem Einschluss des
(400/4=)100. Patienten statt. Die Varianzscha¨tzung ergibt den Wert, der bei der Planung
verwendet wurde und resultiert folglich in der gleichen Fallzahl wie urspru¨nglich geplant,
d.h. 400. Es sind damit noch 300 weitere Patienten zu rekrutieren. Nach Einschluss des
(300/3=)100. Patienten nach dem ersten Varianzmonitoring (d.h. nach Einschluss des 200.
Patienten insgesamt) wird die Varianz aller bis dahin rekrutierten 200 Patienten bestimmt
und darauf aufbauend eine neue Fallzahl bestimmt. Bei dieser Idealstudie wird erneut 400
als alte und neue Fallzahl festgesetzt und es bleiben weitere 200 Patienten, die in die Studie
eingeschlossen werden mu¨ssen. Bei (200/2=)100 dieser Patienten findet das letzte Varianz-
monitoring statt, bei dem dann die Varianz bei den inzwischen 300 Patienten ermittelt wird.
Es wird sich bei der folgenden Fallzahlplanung wieder 400 ergeben und die Studie wird dann
nach weiteren 100 Patienten enden.
Vereinfacht sieht der Algorithmus so aus:
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1. Sei Ni, i = 0, 1, 2, 3, die aktuelle Gesamtfallzahl nach der i-ten Rekalkulation
Sei Mi, i = 0, 1, 2, 3, die Anzahl zusa¨tzlicher Patienten, die fu¨r das i-te Vari-
anzmonitoring beno¨tigt werden
2. Sei M0 = 0,
bestimme initiale Fallzahl N0 durch konventionelle Fallzahlplanung
3. fu¨r i = 1, 2, 3:
a) bestimme neues Mi := (Ni−1 −
∑i−1
j=0Mj)/(4 − i+ 1)
b) bestimme verblindet die Varianz fu¨r die ersten
∑i
j=0Mj Patienten
c) berechne die neue Fallzahl Ni auf Basis der Varianzscha¨tzung durch kon-
ventionelle Fallzahlplanung
d) ist Ni <
∑i
j=0Mj , dann setze Nfinal =
∑i
j=0Mj und breche Schleife ab,
andernfalls setze Schleife mit dem na¨chsten i fort
4. setze die gesuchte Fallzahl Nfinal auf N3
Nachdem die simulierte Rekrutierung der Patienten beendet war, wurde ein Test auf Grup-
penunterschiede durchgefu¨hrt. Es gab immer zwei Behandlungsgruppen, deren Werte unter
der Nullhypothese mit Hilfe der Zufallszahlenfunktionen RANNOR (normalverteilte Endpunk-
te) bzw. RANBIN (binomiale Endpunkte) der Statistiksoftware SAS 9.1 simuliert wurden. Die
Anzahl simulierter Studien betrug jeweils 105 und ein Test wurde als signifikant betrachtet,
wenn sein p-Wert kleiner als 5% war. Dann wurde untersucht, ob die 95%-Konfidenzintervalle
um die erreichten Anteile an signifikanten Tests die angestrebten 5% u¨berdeckten.
2.2.1 Die untersuchten Prozeduren
Die untersuchten Prozeduren ergaben sich aus der Kombination von drei (bzw. zwei) Prinzi-
pien, die entweder befolgt wurden, oder nicht – was zu acht (bzw. vier) Prozeduren fu¨hrte.
Diese Prinzipien waren:
• Restriktion (u/r fu¨r unrestringiert / restringiert)
• Korrektur fu¨r Verblinden (os/kf fu¨r one-sample / Kieser-Friede-Korrektur)
• Einsatz eines Control-Charts (nc/cc fu¨r no control chart / control chart)
Da die Prozedur uosnc bzw. uon keine der mo¨glichen Sondereigenschaften hat, kann sie als
Ausgangspunkt bei der Konstruktion der anderen sieben verstanden werden. Daher wird sie
im Folgenden auch Basisprozedur genannt.
2.2.1.1 Restriktion
Wies eine Prozedur die Eigenschaft der Restriktion auf, musste die neue Fallzahl nach jeder
Rekalkulation mindestens so groß sein wie die urspru¨nglich geplante [9]. In der Sprechweise
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des obigen Algorithmus musste also immer gelten: Ni ≥ N0 fu¨r i = 1, 2, 3. Wurde demnach
eine neue Fallzahl N ′i bestimmt, dann war die zu verwendende Fallzahl
Ni = max(N
′
i , N0).
Diese Bedingung war bei stetigen wie bei dichotomen Prozeduren mo¨glich. Die Bedingung
c) im Algorithmus wird bei einer Prozedur mit Restriktion nie erfu¨llt sein. Wurde bei einer
Prozedur die Bedingung der Restriktion beachtet, dann begann ihr Name mit r (restringiert),
andernfalls mit u (unrestringiert).
Es gibt noch ein zweites Konzept der Restriktion, bei dem die Fallzahl nie unter die Gro¨ße
der Stichprobe fallen darf, die zur Varianzbestimmung verwendet wurde [57]. Diese zweite
Variante wird hier stillschweigend immer angewendet, denn es ist nicht sinnvoll, weniger
Patienten in die Analyse eingehen zu lassen, als bereits rekrutiert worden sind.
2.2.1.2 Korrektur fu¨r Verblinden
Wie bereits erwa¨hnt, kann eine verblindete Varianzscha¨tzung dazu fu¨hren, dass der wahre
Wert der Varianz u¨berscha¨tzt wird. Der Bias kann mit Hilfe der Varianzzerlegung quantifiziert
und ein entsprechender Korrekturterm angegeben werden [19]. Der Korrekturterm kann dann
von der gepoolten Varianz abgezogen werden. Die Korrektur beruht auf der bei der Planung
der Studie angesetzten Mittelwertdifferenz und ist jedoch nur fu¨r normalverteilte Endpunkte
formuliert worden, weswegen dieses Prinzip bei den Prozeduren fu¨r dichotome Endpunkte
entfiel.
Die unkorrigierte Variante ist der one-sample-Scha¨tzer oder auch die gepoolte Varianz,
welche mit den Notationen aus [19] so aufgeschrieben werden kann:
S2os =
1
2n1 − 1

∑
i=1,2
ni∑
j=1
(Xij − X¯)2

 ,
wobei die Beobachtungen aus den beiden GruppenX11,X12, . . . ,X1n1 undX21,X22, . . . ,X2n2
bestehen und die Varianz nach n1 Beobachtungen pro Gruppe verblindet bestimmt wird.
Nach Varianzzerlegung kann der Bias dieses Scha¨tzers in Abha¨ngigkeit von der Differenz
∆ der Mittelwerte beider Gruppen bestimmt werden. Da diese Differenz vorher unbekannt
ist, muss man den erwarteten Unterschied δ unter der Alternativhypothese verwenden und
kommt somit zum adjustierten Scha¨tzer
S2adj = S
2
os −
n1
2(2n1 − 1)δ
2.
Wie Kieser und Friede [19] darlegen ist dies der Scha¨tzer, der von Zucker et al. [20] vor-
geschlagen wurde. Die Verwendung dieser Korrektur spiegelte sich im Namen der Prozedur
durch os fu¨r den gepoolten (d.h. one-sample-) Scha¨tzer oder durch kf fu¨r den adjustierten
Scha¨tzer wieder.
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2.2.1.3 Einsatz eines Control-Charts
Control-Charts werden in verschiedenen Bereichen zur statistischen Qualita¨tssicherung ver-
wendet (s. z.B. [58]). Dabei ko¨nnen ein Zielwert sowie Warn- und Kontrollgrenzen fu¨r eine
statistische Gro¨ße vorgeben werden. Bei den Grenzen handelt es sich um Schranken, die durch
”
unterschiedlich scharfe Tests“ [59] bestimmt werden. Das Verlassen des Bereiches, der durch
die Warngrenzen markiert ist, fu¨hrt nur dazu, dass der Prozess genauer beobachtet wer-
den sollte. Gegenmaßnahmen sind jedoch angezeigt, wenn die Kontrollgrenzen u¨berschritten
werden.
Die Idee des Control-Charts wurde dahingehend vereinfacht, dass erstens nur ein Paar an
Grenzen verwendet wurde – na¨mlich Kontrollgrenzen – und zweitens, dass diese Grenzen nicht
durch den Ablehnbereich eines statistischen Tests definiert wurden, sondern durch maximal
erlaubte Abweichungen einer zu u¨berwachenden Gro¨ße von einem Idealwert.
Die zu u¨berwachende Gro¨ße war die Trennscha¨rfe (Gu¨te, Power) des Tests, wie er nach Ende
der Rekrutierung ausgefu¨hrt werden sollte. Dazu wurde zu jedem Monitoring-Zeitpunkt die
Varianz verblindet (korrigiert / unkorrigiert) gescha¨tzt und die Power des Tests unter der
vorher festgelegten Alternativhypothese bestimmt, wobei als Gesamtfallzahl die zu diesem
Zeitpunkt aktuelle verwendet wurde.
Es wurden 85% als Zielwert der Power fu¨r den Control-Chart verwendet, sowie 80% als
untere und 90% als obere Kontrollgrenze. Wenn bei einem Varianzmonitoring die Power
dieses Band verlassen hat, wurde eine Rekalkulation der Fallzahl durchgefu¨hrt, ansonsten
nicht. Bei der Benennung der Prozedur wurde die Verwendung eines Control-Chart durch die
Buchstaben cc, die Nichtverwendung durch die Buchstaben nc verdeutlicht.
2.2.1.4 Die Prozeduren
Aus der Kombination der drei oben genannten Prinzipien ergaben sich Prozeduren, deren
Namen sich aus den einzelnen Buchstaben ergeben, die jeweils genannt wurden, wie es in
Tabelle 2.1 aufgeschlu¨sselt ist.
Restriktion Korrektur Control-Chart Prozedur, stetig Prozedur, bina¨r
nein nein nein uosnc unc
nein nein ja uoscc ucc
nein ja nein ukfnc -entfa¨llt-
nein ja ja ukfcc -entfa¨llt-
ja nein nein rosnc rnc
ja nein ja roscc rcc
ja ja nein rkfnc -entfa¨llt-
ja ja ja rkfcc -entfa¨llt-
Tabelle 2.1:
Schema der Namensgebung fu¨r die Rekalkulationsprozeduren im stetigen wie im
bina¨ren Fall.
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2.2.2 Details zu den stetigen Endpunkten
In diesem Kapitel werden Besonderheiten bei der Betrachtung der stetigen Endpunkte ge-
nannt, die zu den allgemeinen Beschreibungen der vorhergehenden Kapitel unter 2.2 hinzu-
gefu¨gt werden mu¨ssen.
Es wurde ein einseitiger t-Test fu¨r die stetigen Endpunkte berechnet, d.h. es wurde fu¨r die
Mittelwertdifferenz ∆ := µ1 − µ2 der zwei Behandlungsgruppen die Hypothese H0 : ∆ = 0
gegen die Alternative H1 : ∆ > 0 getestet.
2.2.2.1 Alternativhypothese und Powerberechnung
Die Berechnung der Power beim Varianzmonitoring mit Control-Charts fand per Iteration
auf der Basis der Formel (7) aus [60] statt, welche fu¨r den zweiseitigen t-Test in originaler
Notation
1− β = 1− Probt
(
t1−α/2,nA(r+1)−2, nA(r + 1)− 2,
√
rnAd2
(r + 1)σ2
)
lautet, wobei gilt, dass 1 − β die Power ergibt, r das das Verha¨ltnis der Gro¨ßen der beiden
Behandlungsgruppen (hier r = 1), nA die Gro¨ße der ersten Gruppe, d die Differenz der
Mittelwerte und Probt die Verteilungsfunktion einer nichtzentralen t-Verteilung ist. In die
Formel direkt eingetragen ist der Nichtzentralita¨tsparameter
√ [
rnAd
2/((r + 1)σ2)
]
sowie
die Anzahl nA(r + 1)− 2 an Freiheitsgraden. Unter den genannten Bedingungen, wegen der
Annahme von Homoskedastizita¨t mit σ2 = 1 und wegen der Tatsache eines einseitigen Tests
vereinfacht sich diese Formel zu:
1− β = 1− Probt
(
t1−α,n−2, n− 2, d
√
n
2
)
,
in welcher nun n fu¨r die Gro¨ße der gesamten Gruppe steht. Eine weitere Vereinfachung bei
der Implementation stellte die Verwendung der zentralen t-Verteilung statt der nichtzentralen
dar. Der Unterschied zwischen den beiden war sehr gering und die Laufzeit der Simulation
mit der zentralen Variante war deutlich ku¨rzer.
Der Grund fu¨r den auf dieser Formel basierenden iterativen Ansatz besteht darin, dass die-
selbe Formel innerhalb des Rekalkulationsalgorithmus zur Powerberechnung verwendet und
somit ein systematischer Fehler aufgrund von unterschiedlichen Formeln und deren unter-
schiedlichen Approximationen ausgeschlossen werden sollte.
Mit der Vorinformation u¨ber ∆ und mit der Varianz, die bei jedem Monitoring bestimmt
wurde, konnte somit jeweils die Power gescha¨tzt werden, mit der die Studie enden wu¨rde,
wenn sich die Variabilita¨t ab dem betreffenden Zeitpunkt nicht mehr a¨ndern wu¨rde. Bei
Verwendung eines Control-Charts war dies der Wert, der zwischen den Kontrollgrenzen liegen
musste. Wurden diese verlassen, fand eine Neuberechnung der Fallzahl statt. Wurde kein
Control-Chart verwendet, wurde in jedem Fall eine Neuberechnung der Fallzahl durchgefu¨hrt.
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2.2.2.2 Neuberechnung der Fallzahl
Aus Perfomance-Gru¨nden wurde nicht die SAS-Prozedur PROC POWER verwendet, sondern
es wurde eine eigene Routine zur Fallzahlscha¨tzung programmiert, welche genau wie die
Berechnung von ∆ mit der Formel aus [60] die gesuchte Fallzahl n liefern sollte. Dieses Mal
wurde aus der Mittelwertdifferenz ∆, der gewu¨nschten Power 85% und dem Signifikanzniveau
5% die Fallzahl berechnet.
Bei der Neuberechnung wurde dem Vorschlag aus [60] gefolgt und Gleichung (4) aus diesem
Paper zur ersten Na¨herung verwendet, welche eine Fallzahl liefert, die allgemein etwas zu
niedrig ist:
nA =
(r + 1)(Z1−β + Z1−α/2)
2σ2
rd2
; ninit =
2(Z1−β + Z1−α)
2σˆ2i
∆2
.
Auf der linken Seite steht wie oben nA fu¨r die Gro¨ße einer Gruppe, r fu¨r das Verha¨ltnis
der Gro¨ßen den beiden Gruppen, Zq fu¨r das q-Quantil der Standardnormalverteilung. Dies
kann analog fu¨r den vorliegenden Fall vereinfacht werden. Mit ninit wird der Startwert fu¨r die
Fallzahlkalkulation, mit σ2i der beim i-ten Varianzmonitoring (korrigiert oder unkorrigiert)
bestimmte Varianzscha¨tzer und mit ∆ der vorgegebene Gruppenunterschied bezeichnet. Vom
Startwert ausgehend wurde dann die Fallzahl iterativ erho¨ht und jeweils mit Formel (7) aus
[60] gepru¨ft, ob die beno¨tigte Power schon erreicht war. Dafu¨r sind meist nur sehr wenige
Iterationsschritte no¨tig, da ninit nah an der beno¨tigten Fallzahl liegt.
2.2.2.3 Spezifikation der Varianz
Es wurden konstante Varianzen angenommen, wobei zwei Fa¨lle unterschieden werden ko¨nnen:
Einerseits der Idealfall, in dem die tatsa¨chliche Varianz (=1) auch der entspricht, die bei der
Planung der Studie angenommen wurde. Auf der anderen Seite wurden Fehlspezifikationen
angenommen, bei denen die wirkliche Varianz 0.5 oder 2 betrug, aber wie vorher eine Varianz
von 1 angenommen wurde. In diesen Fa¨llen wurde die Varianz um den Faktor 1/2 bzw. 2
falsch angenommen, die wahren Standardabweichungen wurden damit um ca. 30% unter-
bzw. 40% u¨berscha¨tzt.
2.2.2.4 Zusammenfassung der Szenarien fu¨r stetige Endpunkte
Tabelle 2.2 beschreibt zusammenfassend die einzelnen Szenarien der Simulationen zu den
stetigen Endpunkten. Da die Untersuchung der Einhaltung des Niveaus der Prozeduren galt,
waren die Mittelwerte der normalverteilten Endpunkte fu¨r beide Gruppen und zu allen Zeit-
punkten immer gleich Null. Die Gro¨ßen der beiden Behandlungsgruppen waren immer gleich,
nur die Gesamtgro¨ße der Studie ergab sich erst dynamisch durch die Rekalkulation. In der
Simulation wurden Studien mit durch acht teilbaren initialen Gesamtgro¨ßen von 96, 200, 304
und 400 Patienten verwendet.
Zur Notation: Die Verteilung der Zufallsgro¨ßen in beiden Behandlungsgruppen waren Nor-
malverteilungen
LG = N (µG, vG),
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wobei G fu¨r die BehandlungsGruppe steht und die Werte T fu¨r Treatment / Verum / Be-
handlungsgruppe bzw. C fu¨r Control / Placebo / Kontrollgruppe annehmen kann. Damit
lassen sich die Bedingungen fu¨r die Simulation schreiben als nT = nC (Behandlungsgruppen
immer gleich groß), µT = µC = µG = 0 (kein Gruppenunterschied) und vT = vC = vG
(gleiche Varianzen in den Behandlungsgruppen).
Die Szenarien der Simulation ergaben sich aus den Kombinationen der verschiedenen in-
itialen Fallzahlen und Varianzspezifikationen (s. Tabelle 2.2).
Szenario Ninit vann vreal
1 96 1 1
2 200 1 1
3 304 1 1
4 400 1 1
5 96 1 0.5
6 200 1 0.5
7 304 1 0.5
8 400 1 0.5
9 96 1 2
10 200 1 2
11 304 1 2
12 400 1 2
Tabelle 2.2:
Szenarien bei normalverteilten Endpunkten. Ninit steht fu¨r die initial auf Basis der
angenommenen Varianz vann = 1 geplante Gesamtfallzahl, vreal steht fu¨r die reale
Fallzahl. Der erste Block fasst alle Szenarien mit Verwendung der korrekten Va-
rianz fu¨r die verschiedenen Studiengro¨ßen zusammen. Die anderen Blo¨cke stellen
die U¨ber- und Unterscha¨tzung der Varianz fu¨r die verschiedenen Studiengro¨ßen
dar.
2.2.3 Details zu den dichotomen Endpunkten
In diesem Abschnitt werden zusa¨tzliche Informationen zur Simulation der dichotomen End-
punkte gegeben. Es wurde wieder von zwei Gruppen ausgegangen, die jedoch hinsichtlich
ihrer Anteile pi1, pi2 an positiven Ergebnissen der bina¨ren Zielvariable verglichen werden soll-
ten. Die verwendete Teststatistik war die χ2-Statistik nach Pearson, die zu einer zweiseitigen
Alternative hin ausgewertet wurde, d.h. formal wurde die Nullhypothese H0 : pi1 = pi2 gegen
die Alternative H1 : pi1 6= pi2 getestet.
2.2.3.1 Die zentrale Formel zur Fallzahl- und Powerberechnung
Wie bei den stetigen Endpunkten wurde auch hier zur Bestimmung von δ, N und der Power
immer die gleiche Formel verwendet. Als Grundlage diente dabei [22], in deren Notation die
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Formel (1) (e.b.d.) fu¨r die Fallzahl folgendermaßen lautet:
n =
(
2 + θ +
1
θ
)
· (z1−α/2 + z1−β)
2
∆∗2
· pi(1− pi) ; 4(z1−α/2 + z1−β)
2
∆∗2
· pi(1− pi)
wobei nun n die Gesamtfallzahl der Studie bezeichnet, θ das Verha¨ltnis der beiden Grup-
pengro¨ßen, zq wieder das q-Quantil der Standardnormalverteilung, ∆
∗ die nachzuweisende
Differenz der beiden Proportionen und pi die Gesamtereigniswahrscheinlichkeit (pooled event
rate, PER) ist. Letztere kann aus den Einzelwahrscheinlichkeiten durch pi = (pi1+θpi2)/(1+θ)
berechnet werden. Die vereinfachte Formel nach dem Pfeil resultiert aus der Verwendung glei-
cher Gruppengro¨ßen (θ = 1).
2.2.3.2 Alternativhypothese, Powerberechnung und Neuberechnung der Fallzahl
Auch fu¨r die bina¨ren Endpunkte wurden zuerst n, pi, α und β vorgegeben, um ∆∗ zu bestim-
men, was durch einfaches Freistellen der obigen Gleichung erreicht wurde. Fu¨r n wurde die
jeweils vorher festgelegte initiale Fallzahl verwendet (96, 200, 304, 400). Nach Bestimmung
dieses Wertes wurde die Rekrutierung unter Gu¨ltigkeit der Nullhypothese simuliert. Das be-
deutete, dass unter den verschiedenen PERs fu¨r die beiden Einzelwahrscheinlichkeiten galt:
pi1 = pi2 = pi =PER.
Wa¨hrend eines Monitoringzeitpunktes wurde die PER durch p gescha¨tzt, was offensichtlich
unter Aufrechterhaltung der Verblindung mo¨glich war. Die zentrale Fallzahlformel wurde nach
z1−β aufgelo¨st:
z1−β =
√
n∆∗2
4p(1− p) − z1−α/2,
woraus unter Anwendung der Verteilungsfunktion der Standardnormalverteilung die Power
1−β berechnet wurde. Bei Verwendung eines Control-Charts konnte diese wiederum mit den
Kontrollgrenzen verglichen werden. Bei Verlassen der Kontrollgrenzen oder bei unbedingter
Neuberechnung der Fallzahl wurde pi in der zentralen Formel durch die aktuelle Scha¨tzung p
der PER ersetzt.
2.2.3.3 Zusammenfassung der Szenarien fu¨r bina¨re Endpunkte
Wie fu¨r die stetigen Endpunkte folgt eine Aufstellung der einzelnen Simulationsparameter bei
den bina¨ren Endpunkten. Die Nullhypothese gleicher Anteile in beiden Gruppen sollte auch
bei diesen immer gelten. Die Variabilita¨t wird durch die pooled event rate, PER, quantifiziert,
welche u¨ber die Studie hinweg konstant blieb. Die Gruppengro¨ßen waren wieder identisch zu
denen bei den stetigen Endpunkten. Der Index G soll auch hier die Auspra¨gungen T und C
annehmen ko¨nnen. Die Eintrittswahrscheinlichkeit beim Bernoulli-Experiment wird mit piG
und die Gro¨ße der Stichprobe mit nG bezeichnet. Es wurden gleich große Stichproben fu¨r die
Behandlungs- und Kontrollgruppe gezogen, d.h. nT = nC.
Zu jeder der Studiengro¨ßen 96, 200, 304 und 400 und PERs von 0.5, 0.6 und 0.7 wur-
de die korrespondierende Differenz δ der Proportionen bestimmt und damit die Simulation
durchgefu¨hrt (Tabelle 2.3, Szenarien 1 bis 12).
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Um eine Fehleinscha¨tzung der PER zu simulieren, wurde eine Studienplanung angenom-
men, die auf der Annahme der mittleren PER (und dem zugeho¨rigen δ) basierte, bei der aber
in der Simulation eine der beiden anderen PERs verwendet wurde. Bei Verwendung der PER
zum kleineren δ wa¨re die Variabilita¨t u¨berscha¨tzt worden, bei der zum gro¨ßeren δ wa¨re sie
unterscha¨tzt worden.
Beispiel: Bei der Planung einer Studie sei δ = 0.3 bei einer PER von 0.6 wie in Szenario
2 angenommen worden, dagegen wurden Daten wie in Szenario 1 simuliert, bei dem eine
ho¨here PER, d.h. eine niedrigere Varianz vorherrschte. Die Planung wa¨re demnach von einer
zu hohen Variabilita¨t und damit einer zu hohen Fallzahl ausgegangen.
Die Fa¨lle mit den Fehleinscha¨tzungen werden in Tabelle 2.3 durch die Szenarien 13 bis 20
repra¨sentiert.
Szenario Ninit PER δ
1 96 0.7 0.280
2 96 0.6 0.300
3 96 0.5 0.306
4 200 0.7 0.194
5 200 0.6 0.208
6 200 0.5 0.212
7 304 0.7 0.158
8 304 0.6 0.168
9 304 0.5 0.172
10 400 0.7 0.137
11 400 0.6 0.147
12 400 0.5 0.150
13 96 0.7 0.300
14 96 0.5 0.300
15 200 0.7 0.208
16 200 0.5 0.208
17 304 0.7 0.168
18 304 0.5 0.168
19 400 0.7 0.147
20 400 0.5 0.147
Tabelle 2.3:
Szenarien bei binomial verteilen Endpunkten
Anders als bei den stetigen Endpunkten kann bei den bina¨ren nicht sofort die tatsa¨chlich
beno¨tigte Fallzahl bei Fehlspezifikation der PER abgeleitet werden. Diese Angaben folgen in
der Tabelle 2.4.
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Parameter angenommen bei U¨berscha¨tzung bei Unterscha¨tzung
PER 0.6 0.7 0.5
Varianz 0.24 0.21 0.25
N 96 83.8 99.8
N 200 174.3 207.5
N 304 267.2 318.1
N 400 349.0 415.5
Tabelle 2.4:
Angenommene und tatsa¨chlich beno¨tigte Fallzahlen bei Fehlspezifikation im Falle
bina¨rer Endpunkte. U¨ber- bzw. Unterscha¨tzung bezieht sich auf die Varianz.
2.3 Ein Kombinationstest bei gea¨nderter Variabilita¨t
Dieser Abschnitt stellt die Methodik aus dem Artikel von Lo¨sch und Neuha¨user [34] dar, in
welchem untersucht wurde, wie sich verschiedene Testprozeduren hinsichtlich des α-Fehlers
und der Power verhalten, wenn wa¨hrend einer klinischen Studie ein Amendment zum Pru¨fplan
notwendig wurde. Dazu wurde wieder eine Simulationsstudie verwendet, in der verschiedene
Situationen untersucht wurden. Diese Situationen ergaben sich aus zwei Szenarien bei der
Rekrutierung, verschiedenen Anstiegen der Varianz und mehreren Mo¨glichkeiten des Verlaufes
der Mittelwerte u¨ber die Zeit.
Jede simulierte Studie sollte die Situation eines Zweigruppenvergleiches auf U¨berlegenheit
bei einer normalverteilten Zielgro¨ße nachbilden. Dabei sollte die Hypothese einseitig getestet
werden, d.h.
H0 : µT = µC gegen H1 : µT > µC,
wobei T fu¨r Treatment (Verum, Novum, Behandlung), C fu¨r Control (Standard, Placebo,
Kontrolle) und µG fu¨r den Erwartungswert der jeweiligen Gruppe G steht.
In allen Fa¨llen wurde zu einem bestimmten Zeitpunkt der Einfluss eines Amendments si-
muliert - es ergibt sich also im Gegensatz zu den Untersuchungen der Adaptionsprozeduren
eine A¨nderung der Verteilung im Lauf der Studie. Das Amendment sollte Einfluss auf die
Rekrutierung nehmen und zwar u¨ber die A¨nderung der Ein-/Ausschlusskriterien. Nach dem
Amendment konnte sich sowohl die Varianz als auch der Mittelwert in den Behandlungsgrup-
pen a¨ndern, wobei auch der Fall ohne A¨nderung betrachtet wurde. Durch den Zeitpunkt des
Amendments wurde die Studie in zwei Ha¨lften geteilt, die nachfolgend als Phasen bezeich-
net werden. Somit sind nur die Werte jeder Gruppe innerhalb einer Phase normalverteilt
und die Werte einer Gruppe u¨ber die gesamte Studie hinweg folgen einer Mischung zweier
Normalverteilungen.
Dann wurden die verschiedenen zu untersuchenden statistischen Tests auf die so erzeugten
Daten angewendet und der Anteil an Signifikanzen bestimmt. Im Falle gleicher Mittelwerte
erhielt man so ein empirisches α-Level, im Falle unterschiedlicher Mittelwerte die empirische
Trennscha¨rfe des Tests.
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2.3.1 Details zur Simulation
Fu¨r die Simulation wurde der Zufallzahlengenerator RANNOR der Statistiksoftware SAS 9.1
verwendet. Die Anzahl der Replikationen war beim Ermitteln des empirischen Fehlers 1. Art
immer 105, wa¨hrend bei den Untersuchungen zur Trennscha¨rfe immer 104 verwendet wurde.
Es gab zwei Szenarien, die untersucht wurden: Entweder wurde das Amendment in der
Mitte der Studie (Szenario 1), d.h. nach der Ha¨lfte der Gesamtfallzahl wirksam oder schon
nach 1/3 der Gesamtfallzahl (Szenario 2). Das zweite Szenario soll den Fall einer anfa¨nglich
schleppenden Rekrutierung darstellen, in dem durch das Amendment eine Beschleunigung
erfolgreich bewirkt wird.
Die Fallzahlen in den simulierten Studie waren wie folgt:
nCb : Anzahl Patienten in der Kontrollgruppe vor dem Amendment (before)
nTb : Anzahl Patienten in der Behandlungsgruppe vor dem Amendment (before)
nCa : Anzahl Patienten in der Kontrollgruppe nach dem Amendment (after)
nTa : Anzahl Patienten in der Behandlungsgruppe nach dem Amendment (after)
Damit sind die Szenarien festgelegt durch:
Szenario 1: nCb = n
T
b = n
C
a = n
T
a = 50
Szenario 2: nCb = n
T
b = 25 und n
C
a = n
T
a = 50
Der Varianzanstieg in der zweiten Phase wurde als Vielfaches zur ersten Phase formuliert
und es wurden Varianzinflationsfaktoren von 1 (keine Vera¨nderung), 1.5, 2, 2.5 bzw. 3 ver-
wendet, was zu einer Steigerung der Standardabweichung um 0, 22.5, 41.4, 58.1 bzw. 73.2%
fu¨hrte.
Die angesetzten Konfigurationen (µTb , µ
T
a , µ
C
b , µ
C
a ) der Mittelwerte ko¨nnen in vier Gruppen
eingeteilt werden:
1. zur Untersuchung des Fehlers 1. Art: (µTb , µ
T
a , µ
C
b , µ
C
a ) = (0, 0, 0, 0)
2. zur Untersuchung der Trennscha¨rfe im Falle, dass alle Mittelwerte konstant sind:
(µTb , µ
T
a , µ
C
b , µ
C
a ) = (s, s, 0, 0), d.h. bei einer konstanten Mittelwertdifferenz s=0.05, 0.10,
0.15, 0.20, 0.25, 0.30, 0.40, 0.50, 0.60, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95, und 1.00 zwischen
der Behandlungs- und der Kontrollgruppe
3. zur Untersuchung der Trennscha¨rfe im Falle, dass die Mittelwerte zwar nicht konstant
u¨ber die Phasen hinweg sind ( d = µTa − µTb = µCa − µCb 6= 0 ), dass es aber die Grup-
pendifferenz ist ( s = µTb − µCb = µTa − µCa 6= 0 ). Dies fu¨hrt also zu einer Konfiguration
(µTb , µ
T
a , µ
C
b , µ
C
a ) = (s, s+d, 0, d), wobei fu¨r s und d die Werte 0.1, 0.5 und 1.0 verwendet
wurden.
4. zur Untersuchung der Trennscha¨rfe, wenn im Vergleich zum vorhergehenden Punkt auch
die Mittelwertdifferenz sich u¨ber die Phasen hinweg vera¨ndern darf. Dabei wurden die
Spezialfa¨lle
(µTb , µ
T
a , µ
C
b , µ
C
a ) = (0.5, 0.2, 0, 0) im Szenario 1 und
(µTb , µ
T
a , µ
C
b , µ
C
a ) = (0.7, 0.2, 0, 0)
im Szenario 2 untersucht.
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2.3.2 Die untersuchten Tests
Es wurden drei statistische Tests verglichen: Der Pooling-Test, der Kombinationstest und ein
modifizierter Kombinationstest mit Zusatzbedingung.
2.3.2.1 Der Pooling-Test
Der erste und einfachste Test besteht darin, die evtl. unterschiedlichen Verteilungen zu igno-
rieren und einen herko¨mmlichen Zweigruppenvergleich mit Hilfe des t-Tests durchzufu¨hren.
Diese Mo¨glichkeit ist wahrscheinlich die in der Praxis am meisten verwendete und sie soll im
Folgenden als Pooling-Strategie bezeichnet werden. Die Nullhypothese, die durch diesen Test
gepru¨ft wird, ist die anfangs genannte einseitige Fragestellung.
2.3.2.2 Der Kombinationstest
Der na¨chste Ansatz war der, dass das nach dem Amendment rekrutierte Patientenkollektiv
eigensta¨ndig mit Hilfe des einseitigen t-Tests ausgewertet und aus den zwei Testentscheidun-
gen fu¨r die einzelnen Phasen eine fu¨r das gesamte Kollektiv abgeleitet wird. Formal ergeben
sich dadurch zwei Nullhypothesen
Hb0 : µ
b
T = µ
b
C gegen H
b
1 : µ
b
T > µ
b
C und
Ha0 : µ
a
T = µ
a
C gegen H
a
1 : µ
a
T > µ
a
C
und eine globale Nullhypothese
Hab0 : H
b
0 und H
a
0 gegen H
ab
1 : H
b
1 oder H
a
1
Eine sehr bekannte Mo¨glichkeit, die globale Hypothese zu testen, bietet Fishers Kombinati-
onstest (s. z.B. [61, 62]). Die Notation auch [61] verwendend, ist dieser Test so begru¨ndet:
Liegen die p-Werte p1, . . . , pk von k unabha¨ngigen Testentscheidungen vor, dann ko¨nnen die-
se durch Produktbildung kombiniert werden. Wie in [61] weiter ausgefu¨hrt wird, gibt es nun
zwei entscheidende Fakten: Erstens ist der p-Wert selbst eine zufa¨llige Gro¨ße und unter der
Nullhypothese des angewendeten Tests uniform auf dem Intervall [0,1] verteilt. Zweitens gibt
es einen Zusammenhang zwischen der uniformen Verteilung und der χ2-Verteilung. Dieser
lautet: Wenn eine Zufallsvariable U uniform verteilt ist, dann folgt der Term −2 logU einer
χ22-Verteilung. Weiterhin ist die Summe unabha¨ngiger χ
2-verteilter Zufallsvariablen wieder
χ2-verteilt ist und zwar mit der Summe der Freiheitsgrade als neuem Freiheitsgrad. Daraus
folgt, dass unter der Nullhypothese der Term
K := −2 log(p1 · . . . · pk) = −2 log p1 − · · · − 2 log pk
unter Hab0 eine χ
2
2k-Verteilung aufweist. Ein signifikanter Kombinationstest zum Niveau α
ergibt sich also, wenn die Gro¨ße K das 1− α-Quantil der χ22k-Verteilung u¨berschreitet.
In der vorliegenden Untersuchung wurde die klinische Studie nur in zwei Teile zerlegt, daher
lag immer der Kombinationstest fu¨r k = 2 vor. Die Vorgehensweise la¨sst sich leicht fu¨r mehr
als ein Amendment (d.h. mehr als zwei Phasen) u¨bertragen. Die verwendete Prozedur soll im
Folgenden mit Kombination bezeichnet werden.
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2.3.2.3 Der modifizierte Kombinationstest
Der letzte betrachtete Test war eine Modifikation des Kombinationstests. Da ein Kombinati-
onstest signifikant werden kann, obwohl kein einziger der einzelnen p-Werte fu¨r sich betrachtet
signifikant ist, wurde zusa¨tzlich zu einem signifikanten Ergebnis im Kombinationstest auch
Signifikanz mindestens eines Einzeltests (einer Phase) gefordert. Dieses Konzept kann dabei
helfen, der Forderung von regulatorischer Seite nach einem Nachweis der Wirksamkeit in
mindestens einer Phasen gerecht zu werden. Es entsteht dadurch jedoch eine Situation mit
multiplen Tests, da jetzt nicht mehr nur die globale Hypothese Hab0 des Kombinationstests,
sondern auch die zwei Elementarhypothesen Hb0 und H
a
0 getestet werden.
Unter solchen Umsta¨nden ist darauf zu achten, dass die familienweise Fehlerwahrschein-
lichkeit erster Art nicht vergro¨ßert wird. Bei der beschriebenen Vorgehensweise ist jedoch
die Struktur eines Abschlusstests [63] erkennbar, bei dem folgende Vorgehensweise [64] an-
gemessen ist: Es ist zuna¨chst die Schnitthypothese Hab0 auf dem vorgegebenen α-Niveau zu
pru¨fen, anschließend werden, sofern die Schnitthypothese zum (lokalen) α-Niveau abgelehnt
werden konnte, die Einzelhypothesen Hb0 und H
a
0 ebenfalls zum (lokalen) α-Niveau getestet.
Die Nullhypothese Ha0 kann zum Niveau α abgelehnt werden, wenn sich fu¨r den Test gegen
Hab0 als auch den gegen H
a
0 ein p-Wert kleiner oder gleich α ergibt. Entsprechendes gilt fu¨r
die Hypothese Hb0 .
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3.1 Reale Studien
3.1.1 Beschreibung der analysierten Studien
Die fu¨r diese Arbeit erstellte Datenbank an Studien wurde aus einer internen Projektdaten-
bank und einer Literaturdatenbank gewonnen.
In der Datenbank waren insgesamt 534 Projekte verzeichnet, von denen 483 als For-
schungsprojekte identifiziert werden konnten. Insgesamt konnten 204 von diesen wiederum
als mo¨gliche Kandidaten markiert wurden. Nur 40 davon erfu¨llten alle Kriterien, die beno¨tigt
wurden, um die Studie analysieren zu ko¨nnen. In Tabelle 3.1 sind die wichtigsten Merkmale
zusammengefasst.
Mit 29 der 40 Studien machen die randomisierten, kontrollierten Studien den Hauptan-
teil aus. Es wurden neun patientenbasierte Beobachtungsstudien und zwei epidemiologische
Studien aufgenommen.
Es gab eine hohe Anzahl an Interventionsstudien, die keiner Phase der Medikamenten-
entwicklung zugeordnet werden konnten. Dies sind Studien, die in der pra¨-GCP-A¨ra durch-
gefu¨hrt wurden oder Studien, deren Daten durch Internetrecherche gefunden wurden. Bei
a¨lteren Studien war anhand der Dokumente oft nicht mehr festzustellen, welcher Phase sie
(wenn u¨berhaupt einer) zugeordnet waren. Es wurde fu¨r die Auswertung nur dann eine Phase
zugeordnet, wenn dies im Protokoll, dem Bericht oder einer Publikation zur Studie explizit
erwa¨hnt wurde. Bei den Internetdaten ergab teilweise selbst weitergehende Nachforschung
(z.B. E-Mail-Anfragen) keine zusa¨tzlichen Informationen zur Phase der Studie. Bei den zwei
Studien mit unbekannter Randomisierung handelte es sich um diejenigen Internet-Daten,
bei deren Beschreibung diese Information fehlte und auch eine Nachfrage kein Ergebnis er-
brachte. Da diese beiden Studien aber Placebo als Kontrolltherapie verwendeten, war davon
auszugehen, dass sie zumindest einfach blind waren.
Alle placebokontrollierten Studien waren verblindet (bis auf eine, deren Status unbekannt
war), und alle aktiv kontrollierten waren unverblindet, so dass eine eindeutige Zuordnung des
Effekts zu einem der beiden Kriterien nicht mo¨glich war.
3.1.2 Rekrutierung
Da die Geschwindigkeit der Rekrutierung und ihre Gleichma¨ßigkeit als Einflussfaktoren fu¨r
Varianzunterschiede im Verlauf der Studien betrachtet wurden, werden sie an dieser Stelle
abweichend von der Reihenfolge im Methodenteil zuerst behandelt.
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Merkmal der Studie Auspra¨gung Anzahl Prozent
Art der Studie IS*, RCT 29 72.5
NIS**, pat.-basiert 9 22.5
NIS**, bev.-basiert 2 5.0
ab hier nur Interventionsstudien
Entwicklungsphase unbekannt 11 37.9
nicht zutreffend 9 31.0
III 5 17.2
IV 4 13.8
Chronizita¨t akut 3 10.3
chronisch 25 86.2
beides mo¨glich 1 3.4
Anzahl Zentren unizentrisch 9 31.0
2− 10 Zentren 12 41.4
11− Zentren 8 27.6
Randomisierung unbekannt 2 6.9
ja 27 93.1
Verblindung unbekannt 1 3.4
ja 21 72.4
nein 7 24.1
Jahr der Studie vor GCP 14 48.3
seit GCP 15 51.7
Art der Kontrollen Placebo 22 75.9
aktiv 7 24.1
Amendment unbekannt 2 6.9
nein 21 72.4
ja 6 20.7
Art der Intervention Medikament 23 79.3
sonst 6 20.7
Anzahl Arme 2 27 93.1
3 2 6.9
Rekrutierungsdauer bis 1 Jahr 9 31.0
mehr als 1 Jahr 20 69.0
* IS: Interventionsstudie
** NIS: Nichtinterventionsstudie
Tabelle 3.1:
Beschreibung der Metadaten der untersuchten Studien
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3.1.2.1 Rekrutierungsgeschwindigkeit
Die Rekrutierungsgeschwindigkeit u¨ber alle Studien hinweg war sehr variabel, s. Tabelle 3.2.
Der Median der Geschwindigkeit entsprach einer Rate, bei der ca. ein Proband in drei Tagen
rekrutiert wurde. Die langsamste Rekrutierung wurde mit durchschnittlich einem Patienten
in 37 Tagen bei einer Nichtinterventionsstudie, die schnellste mit u¨ber 5 Patienten pro Tag
bei einer Interventionsstudie bestimmt.
Bei der Betrachtung der Geschwindigkeit wurden untere und obere Quartile berechnet
und dann der Anteil an Studien im jeweiligen Quartil bestimmt. Die Quartile bezogen sich
einerseits auf die Gesamtmenge der Studien (fu¨r die Tabellenzeilen Gesamt und Art der
Studie) oder auf die Subgruppe Nichtinterventionsstudien (fu¨r alle anderen Parameter). Bei
gleichma¨ßiger Verteilung innerhalb eines Parameters sollte der Anteil immer bei 25% liegen,
so wie es in der Zeile Gesamt der Fall ist.
Bei der Untersuchung der Eigenschaft Art der Studie fielen aus der Gruppe der Inter-
ventionsstudien nur 17% in das obere Quartil, wa¨hrend es bei den Nichtinterventionsstudien
fast die Ha¨lfte war. Die Interventionsstudien und die Nichtinterventionsstudien unterschieden
sich bei der medianen Rekrutierungsgeschwindigkeit in dem Ausmaß (Anstieg um 30%), dass
der Fisher-Pitman-Permutationstest einen p-Wert von 0.0949 aufwies. Die Nichtinterventi-
onsstudien zeigen zwar eine gro¨ßere mittlere und mediane Rekrutierungsgeschwindigkeit, die
Variabilita¨t in dieser Gruppe war jedoch auch ho¨her. Die Unterschiede in der Geschwindigkeit
ko¨nnen nicht durch eine gro¨ßere Anzahl Zentren erkla¨rt werden, denn das Hauptgewicht bei
den Nichtinterventionsstudien lag mit 55% bei den unizentrischen Studien, wa¨hrend bei den
Interventionsstudien diese Klasse nur 30% ausmachte. Ein mo¨glicher Grund ko¨nnte sein, dass
es zwar einen vergleichbaren Anteil an
”
kurz“ (max. 1 Jahr) rekrutierenden Studien gab (30
bzw. 36%), bei dem aber bei den Interventionsstudien naturgema¨ß weniger Patienten rekru-
tiert werden mussten. Im Mittel waren dies na¨mlich 145, wa¨hrend bei den kurz rekrutierenden
Nichtinterventionsstudien durchschnittlich 452 Patienten rekrutiert wurden.
Bei der Entwicklungsphase ergab sich, dass von den fu¨nf Phase-III-Studien nur eine in
das obere Quartil bei der Geschwindigkeit fiel, dass aber dafu¨r keine einzige im unteren Quartil
zu finden war. Bei den Phase IV-Studien waren je 50% in den beiden Quartilen vertreten,
allerdings waren dies auch nur 4 Studien und die Scha¨tzer damit nicht sehr verla¨sslich. Phase-
IV-Studien wiesen sowohl einen ho¨heren Median (Faktor 3) als auch Mittelwert (Faktor 4)
auf. Der t- und der FP-Test waren nicht signifikant (p = 0.39, 0.26). Dies kann auch an den
starken Streuungsunterschieden in den beiden Gruppen liegen: Der Quartilsabstand bei den
Phase-IV-Studien war 24fach ho¨her und die Standardabweichung um den Faktor 6.
Bei der Eigenschaft der Chronizita¨t der Indikation konnte ein Anstieg der medianen Ge-
schwindigkeit von den akuten zu den akut/chronischen hin zu den chronischen Erkrankungen
beobachtet werden. Betrachtete man nur die beiden extremen Gruppen, ergab sich ein An-
stieg auf das Dreifache beim Median und auch beim Mittelwert. Sowohl der t-Test als auch
der FP-Test blieben jedoch nicht signifikant (p = 0.47, 0.46). Die Anteile in den Quartilen
waren angesichts der jeweiligen Fallzahlen nicht bedeutsam von 25% entfernt.
Der Verlauf u¨ber die Kategorien fu¨r dieAnzahl Zentren war nicht eindeutig: Wa¨hrend die
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unizentrischen Studien mit einer medianen Geschwindigkeit von 0.23 Patienten/Tag rekrutier-
ten, war es bei den Studien mit zwei bis 10 Zentren nur noch 0.16 und bei solchen mit 11 oder
mehr Zentren mit 0.54 wieder gro¨ßer. Keiner der durchgefu¨hrten Tests auf Gruppenunterschie-
de wurde jedoch signifikant. Betrachtete man die Korrelation zwischen der Anzahl Zentren
und der Rekrutierungsgeschwindigkeit, ergab sich fu¨r die Pearsonkorrelation ein Wert von
0.39 (p = 0.0127) und eine Spearmankorrelation von 0.42 (p = 0.0075). Dieser Widerspruch
zur kategorisierten Variante des Vergleiches ist mit dem damit verbundenen Informations-
und damit Powerverlust zu erkla¨ren. Es ist zu vermuten, dass die Rekrutierungsgeschwin-
digkeit mit der Anzahl der Zentren zunimmt, was auch unmittelbar einleuchtet. Weiterhin
deuten die Anteile, die in das obere bzw. untere Quartil fallen in eine a¨hnliche Richtung:
Wa¨hrend die unizentrischen verha¨ltnisma¨ßig oft bei den langsam rekrutierenden vertreten
sind und die Studien mit 2-10 Zentren seltener bei den schnellen zu finden sind, gilt fu¨r die
Studien mit 11 oder mehr Zentren, dass sie zur Ha¨lfte bei den schnell rekrutierenden sind,
aber gar nicht bei den langsamen einsortiert wurden.
Beim Kriterium Randomisierung fiel keine Studie in die Referenzgruppe, so dass sich
hier nur der globale Trend wiederholt.
Fu¨r den EinflussfaktorVerblindung konnte eine um die Ha¨lfte ho¨here mediane und nahezu
doppelt so große mittlere Rekrutierungsgeschwindigkeit der verblindeten Studien beobachtet
werden, die jedoch nicht signifikant ho¨her war (t-, FP-Test: p = 0.26, 0.45). Die Verteilung
auf die Gruppen der aktiv und placebokontrollierten Studien war nahezu identisch zu der
Verteilung aufgrund der Art der Verblindung, so dass die gleichen Ergebnisse fu¨r die Art
der Kontrollen gelten. Die Anteile in den Quartilen der schnellen und langsamen Studien
entsprachen dem erwarteten Viertel.
Das Jahr der Studie –eingeteilt nach GCP-A¨ra– scheint ho¨chstens eine schwache Rolle bei
der Geschwindigkeit der Rekrutierung gespielt zu haben: die Anteile in den beiden a¨ußeren
Quartilen waren nah an 25%, es gab aber beim U¨bergang zu den ju¨ngeren Studien eine
leichte Verschiebung zu schneller Rekrutierung. Die medianen Geschwindigkeiten lagen nah
beieinander und der FP-Test lieferte einen p-Wert von 0.51. Hob man die Kategorisierung
der Jahre auf, wiesen sowohl die Pearson-Korrelation als auch die Spearman-Korrelation
einen Wert von 0.31 auf, beide p-Werte waren ca. 0.1, so dass sich auch hier ho¨chstens
leichter Zusammenhang abzeichnet, bei dem ein spa¨teres Jahr der Studie mit einer ho¨heren
Rekrutierungsgeschwindigkeit einher ging.
Es waren drei der sechs Studien mit Amendment unter den schnell rekrutierenden und
keine bei den langsam rekrutierenden. Bei den Studien ohne Amendment waren dagegen
nur 1/5 unter den schnellen und 1/3 bei den langsamen. Der Grund ko¨nnte eine intendierte
Beschleunigung der Rekrutierung durch das Amendment sein. Die mediane Rekrutierungsge-
schwindigkeit bei den Studien mit Amendment war dreifach erho¨ht, die mittlere war hingegen
identisch. Trotz dieser Unterschiede wurde weder der t- noch der FP-Test signifikant (beide:
p = 0.99).
Die Art der Intervention schien keine Rolle zu spielen, denn die Anteile in den Quar-
tilen waren nahe bei 25% (man beachte aber die geringe Zahl der Studien, bei denen kein
Medikament untersucht wurde) und die mediane Rekrutierungsgeschwindigkeit war nahezu
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identisch, die mittlere um 50% erho¨ht.
Bei der Anzahl der Behandlungsgruppen fiel auf, dass die beiden dreiarmigen Studi-
en zum Quartil der langsam rekrutierenden geho¨rten, eine Tatsache, die sich auch bei der
medianen und mittleren Geschwindigkeit zeigte: der Wert belief sich auf 0.06 Patienten pro
Tag und stellt somit das Minimum aller Rekrutierungsgeschwindigkeiten bei den Interventi-
onsstudien dar. Allerdings war die Fallzahl in dieser Gruppe sehr klein. Bei den zweiarmigen
Studien waren die Anteile in den Quartilen wie erwartet.
Bei der Dauer der Studie dagegen zeigten sich deutliche Unterschiede hinsichtlich der
Rekrutierungsgeschwindigkeit. Die Studien mit Rekrutierungsdauer bis maximal ein Jahr wa-
ren mit einem Anteil von 67% im oberen Quartil der Rekrutierungsgeschwindigkeit vertreten,
wa¨hrend es bei den la¨nger rekrutierenden nur 5% waren, der FP-Test auf Gruppenunterschie-
de ergab einen p-Wert von 0.0067. Wa¨hlte man eine feinere Unterteilung der Rekrutierungs-
dauer, zeichnete sich folgender Trend ab: bei den Studien mit einer Dauer von maximal drei
Monaten waren alle im oberen Quartil der Rekrutierungsgeschwindigkeit, bei restlichen bis zu
12 Monaten waren es noch 29%, bei den verbleibenden bis zu drei Jahren nur noch 14% und
bei den anderen war es keine einzige mehr. Ein entsprechend entgegengesetzter Trend konnte
fu¨r die Zugeho¨rigkeit zum langsamen Quartil der Studien beobachtet werden. Der Pearson-
Korrelationskoeffizient der Rekrutierungsdauer gegen die Rekrutierungsgeschwindigkeit war
-0.50 mit einem p-Wert von 0.0059, der Spearman-Korrelationskoeffizient war -0.82 mit ei-
nem p-Wert von 5 ·10−8 signifikant von Null verschieden. Auch dies spiegelt die Beobachtung
wider: Je la¨nger die Dauer der Studie war (genauer: ihre Rekrutierungsphase), desto lang-
samer war die Rekrutierung. Da die Fallzahl bei Studien oft im Voraus feststeht, muss der
Zusammenhang eher so formuliert werden: Je langsamer die Rekrutierung, desto la¨nger ist
die Rekrutierungsphase.
3.1.2.2 Ungleichma¨ßige Rekrutierung
Bei der ungleichma¨ßigen Rekrutierung wurde der Anteil bereits rekrutierter Patienten zu
einen bestimmten Zeitpunkt mit dem bis dahin verstrichenen Anteil Zeit an der Gesamt-
dauer der Studie verglichen. Wie schon in der Methodik dargelegt, bedeutet ein positiver
Wert eine anfa¨nglich ho¨here Rekrutierungsgeschwindigkeit als es bei gleichma¨ßiger Rekrutie-
rung der Fall gewesen wa¨re. Eigenschaften der Verteilung von δrek in Abha¨ngigkeit von den
Metainformationen sind in Tabelle 3.3 abgedruckt.
Der Median der Gro¨ße δrek u¨ber alle Studien betrug 0.07, der Quartilsabstand war 0.19.
Damit herrscht ein leichtes U¨bergewicht bei den anfa¨nglich schnell rekrutierenden Studien vor.
Der minimale Wert von δrek u¨ber alle Studien betrug -0.17 (bei einer Interventionsstudie) und
der maximale 0.33 (bei einer patientenbasierten Nichtinterventionsstudie), was ebenfalls auf
eine leichte Verschiebung in zu positiven Werten deutet. Der Mittelwert von δrek betrug wie
der Median 0.07 und war signifikant von Null verschieden (p-Wert des Ein-Stichproben-t-Tests
betrug 0.0007).
Bei der Art der Studie hatten unter den Interventionsstudien 10 der 29 ein negatives δrek,
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vrek in Pat/Tag N Median Mittel ± SD Min − Max Anteil (%) Anteil (%)
(Q3−Q1) > Q3 < Q1
gesamt
gesamt 40 0.33(0.99) 0.84± 1.25 0.03− 5.29 25.0 25.0
Art der Studie
IS 29 0.29(0.45) 0.64± 1.04 0.06− 5.29 17.2 24.1
NIS 11 0.38(2.47) 1.38± 1.61 0.03− 4.94 45.5 27.3
Entwicklungsphase
unbekannt 11 0.35(0.48) 0.58± 0.75 0.06− 2.36 18.2 36.4
nicht zutreffend 9 0.38(0.26) 0.42± 0.33 0.07− 1.16 22.2 11.1
III 5 0.19(0.13) 0.37± 0.41 0.12− 1.09 20.0 0.00
IV 4 0.61(3.12) 1.64± 2.48 0.06− 5.29 50.0 50.0
Chronizita¨t
akut 3 0.12(0.42) 0.23± 0.23 0.08− 0.49 0.00 33.3
beides mo¨glich 1 0.19(0.00) 0.19± . 0.19− 0.19 0.00 0.00
chronisch 25 0.35(0.54) 0.71± 1.11 0.06− 5.29 28.0 24.0
Anzahl Zentren
unizentrisch 9 0.23(0.40) 0.47± 0.56 0.06− 1.65 22.2 44.4
2− 10 Zentren 12 0.16(0.35) 0.40± 0.64 0.06− 2.36 8.33 25.0
11− Zentren 8 0.54(0.79) 1.18± 1.70 0.23− 5.29 50.0 0.00
Randomisierung
unbekannt 2 0.37(0.04) 0.37± 0.03 0.35− 0.39 0.00 0.00
ja 27 0.23(0.60) 0.66± 1.08 0.06− 5.29 25.9 25.9
Verblindung
unbekannt 1 0.41(0.00) 0.41± . 0.41− 0.41 0.00 0.00
ja 21 0.29(0.45) 0.74± 1.20 0.06− 5.29 23.8 23.8
nein 7 0.19(0.63) 0.39± 0.41 0.06− 1.16 28.6 28.6
Jahr der Studie
pra¨ GCP 14 0.23(0.45) 0.51± 0.67 0.06− 2.36 14.3 28.6
GCP 15 0.35(0.96) 0.76± 1.31 0.06− 5.29 33.3 20.0
Art der Kontrollen
Placebo 22 0.32(0.45) 0.72± 1.17 0.06− 5.29 22.7 22.7
aktiv 7 0.19(0.63) 0.39± 0.41 0.06− 1.16 28.6 28.6
Amendment
unbekannt 2 0.37(0.04) 0.37± 0.03 0.35− 0.39 0.00 0.00
nein 21 0.23(0.45) 0.66± 1.20 0.06− 5.29 19.1 33.3
ja 6 0.69(0.93) 0.66± 0.50 0.15− 1.16 50.0 0.00
Art der Intervention
Medikament 23 0.29(0.47) 0.69± 1.15 0.06− 5.29 21.7 26.1
sonst 6 0.28(0.54) 0.44± 0.42 0.07− 1.16 33.3 16.7
Anzahl Arme
2 27 0.35(0.54) 0.68± 1.07 0.06− 5.29 25.9 18.5
3 2 0.06(0.00) 0.06± 0.00 0.06− 0.07 0.00 100
Rekrutierungsdauer
max. 1 Jahr 9 1.12(1.07) 1.53± 1.56 0.23− 5.29 66.7 0.00
mehr als 1 Jahr 20 0.16(0.29) 0.24± 0.19 0.06− 0.70 5.00 35.0
Tabelle 3.2:
vrek: Rekrutierungsgeschwindigkeit in Patienten / Probanden pro Tag, Q3-Q1:
Interquartilsabstand. SD: Standardabweichung, Anteil (%) < Q1 bzw. > Q3:
Anteile an langsam bzw. schnell rekrutierenden Studien,
”
.“ markiert Werte, die
nicht bestimmt werden konnten
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bei den patientenbasierten Nichtinterventionsstudien waren es nur zwei der neun untersuchten
und bei den bevo¨lkerungsbasierten Nichtinterventionsstudien war es eine der beiden. Bei
beiden Studientypen war das mittlere und mediane δrek nahezu gleich, ebenso verteilten sich
jeweils etwa 25% auf das untere und obere globale Quartil. Hinsichtlich der Ungleichma¨ßigkeit
der Rekrutierung scheinen sich die Studientypen nicht zu unterscheiden, in beiden Fa¨llen lag
eine anfa¨nglich leicht erho¨hte Rekrutierungsgeschwindigkeit vor (p-Werte des t-Tests bzw.
FP-Tests waren 0.58 und 0.54)
Die Entwicklungsphase schien einen schwachen Einfluss auf die Gleichma¨ßigkeit der
Rekrutierung gehabt zu haben, denn die Phase III Studien wiesen ein medianes δrek von
−0.02 und ein mittleres von 0 auf, was augenscheinlich eine gleichma¨ßige Rekrutierung nahe
legt. Die Verteilung bei dieser Kategorie war allerdings bimodal und es fielen dabei insgesamt
60% der Werte von δrek in das obere und untere Quartil. Die Phase III Studien warteten
damit mit dem gro¨ßten Anteil an ungleichma¨ßig rekrutierenden Studien auf.
Die drei Studien zu akuter Indikation wiesen ein negatives mittleres und medianes δrek
auf, wa¨hrend dies bei chronischer Indikation nicht so war, der FP-Test war aber nicht signi-
fikant. Die Verteilung auf die Quartile war in beiden Gruppen der Chronizita¨t nicht gleich:
Wa¨hrend alle drei Studien mit akuter Indikation zu den 50% um den Median der gesam-
ten Verteilung za¨hlten, waren bei den chronischen Erkrankungen die Anteile in den a¨ußeren
Quartilen wie erwartet.
Bei der Anzahl an Studienzentren ergab sich, dass die unizentrischen Studien im Mittel
und beim Median von δrek na¨her an Null (0.02) lagen, als die anderen, die einen Median von
ca. 0.09 aufwiesen. Die Differenz war aber nicht groß genug, um signifikant zu sein (FP-Test
lieferte p=0.31). Sowohl die Pearson- als auch die Spearmankorrelation waren nahe Null und
negativ, so dass bei bei ansteigender Anzahl Zentren eher mit anfa¨nglich langsamer Rekrutie-
rung zu rechnen ist. Dieser Zusammenhang macht umgekehrt mehr Sinn: Wenn eine Studie
anfa¨nglich langsam rekrutierte, ko¨nnte mit der Ero¨ffnung neuer Zentren reagiert worden sein.
Die Studien mit zwei bis zehn Zentren fielen auch hier auf: sie hatten eine im Mittel stark
ungleichma¨ßige und anfa¨nglich schnelle Rekrutierung. Bei der Rekrutierungsgeschwindigkeit
nahmen diese Studien ebenfalls eine Sonderstellung ein, denn dabei waren sie die langsamsten.
Das fu¨hrt zu dem Bild, dass diese Studien zwar anfa¨nglich schnell, aber doch insgesamt die
langsamsten waren. Entweder wurde die langsame Rekrutierung durch die Ero¨ffnung neuer
Zentren zwar beschleunigt, aber nicht so stark, dass die Geschwindigkeit der anderen Klas-
sen erreicht wurde, oder eine anfa¨nglich schnelle Rekrutierung wurde durch Schließen von
Zentren verzo¨gert. Eine grafische Darstellung widersprach der Annahme eines nichtlinearen
Zusammenhanges.
ZurRandomisierung kann aufgrund der fehlenden Vergleichsgruppe wie zuvor keine Aus-
sage getroffen werden.
Unverblindete Studien schienen eine gro¨ßere Ungleichma¨ßigkeit aufzuweisen als verblindete,
denn sie waren im Median 16% weiter als sie bei gleichma¨ßiger Rekrutierung ha¨tten sein
du¨rfen, wa¨hrend es bei den verblindeten nur 7% waren. Ebenso waren sie mit 57% u¨ber-
durchschnittlich oft im oberen Quartil der beobachteten Werte. Trotzdem blieb sowohl der
FP- als auch der t-Test nicht signifikant (p=0.59 bzw. 0.60). Fu¨r die Art der Kontrollen
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galt dasselbe wie fu¨r dieVerblindung, da hier nahezu dieselbe Einteilung der Studien vorlag.
Die Gruppen von Studien vor und nach der Einfu¨hrung von GCP (Jahr der Studie)
unterschieden sich kaum im Median oder dem Mittelwert von δrek, die Verteilung dieses
Wertes war jedoch in beiden Gruppen unterschiedlich: wa¨hrend die Studien vor GCP eine
unimodale Verteilung mit Hauptgewicht im positiven Bereich hatten, wiesen die Studien nach
GCP eine bimodale Verteilung auf, bei der ein Gipfel im negativen und einer im positiven
Bereich lag. Dies zeigte sich auch am Anteil von 1/3 im oberen wie im unteren Quartil bei
den post-GCP-Studien. Die pra¨-GCP-Studien hatten in beiden Quartilen auch den gleichen
Anteil, er betrug aber nur jeweils 14.3%. Eine Korrelationsanalyse der Variablen zum Jahr
der Studie gegen δrek lieferte 0.14 (Pearson) bzw. 0.19 (Spearman), beide Werte waren nicht
signifikant von Null verschieden.
Der Median der Gro¨ße δrek war fu¨r die Studien mit Amendment gro¨ßer als der fu¨r die
Studien ohne Amendment. Das bedeutet, dass die Studien mit Amendment vor dem Zeitpunkt
des Amendments schneller rekrutierten als es bei gleichma¨ßiger Rekrutierung der Fall gewesen
wa¨re, denn fu¨r Studien mit Amendment wurde die Studie am Zeitpunkt des Amendments in
zwei Ha¨lften geteilt. Die Tests auf Unterschiede zwischen den beiden Gruppen, bei denen der
Median der Studien mit Amendment um sieben Prozentpunkte u¨ber dem derjenigen ohne
Amendment lag, wiesen keine Signifikanz auf (FP-Test: p = 0.78, t-Test: p = 0.79). Bei
den Studien ohne Amendment lag eine eingipflige Verteilung mit leichtem U¨bergewicht bei
den positiven Werten vor, wa¨hrend bei den Studien mit Amendment der Bereich um die
Null schwach besetzt war und die extremen Werte (negativ wie positiv) vorherrschten. Das
la¨sst auf eine Steuerungswirkung in beiden Richtungen schließen: In einigen Studien wurde die
Rekrutierung gebremst und in anderen wurde sie beschleunigt. Beispielsweise wurde bei einer
Studie mit anfa¨nglich schwacher Rekrutierung das Ho¨chstalter angehoben und zusa¨tzliche
Komorbidita¨ten erlaubt. Diese Vermutung wird auch dadurch gestu¨tzt, dass in den beiden
a¨ußeren Quartilen der Gesamtverteilung von δrek je 1/3 der Studien mit Amendment liegt.
Zu erwarten war hier jeweils ein Anteil von 1/4. Leicht kleinere Anteile der Studien ohne
Amendment liegen dagegen in den a¨ußeren Quartilen, wobei diese mit 23.8% und 19.1% nur
knapp unter den erwarteten 25% liegen.
Die 23 Medikamentenstudien folgten bei δrek dem globalen Trend. Die verbleibenden sechs
Studien mit anderer Behandlung rekrutierten anfa¨nglich im Median schneller, im Mittel waren
die beiden Gruppen gleich schnell. Jedoch waren die Ha¨lfte der Nichtmedikamentenstudien
im Quartil der anfa¨nglich schnellen Studien und 1/3 im Quartil der anfa¨nglich langsamen.
Beide Vergleiche auf Gruppenunterschiede bei der Art der Intervention lieferten jedoch
p-Werte nahe Eins.
Die Gro¨ße δrek verteilte sich auch sehr gleichma¨ßig u¨ber das Kriterium der Anzahl an
Behandlungsarmen der Studie. Es gab jedoch nur zwei dreiarmige Studien, von denen die
eine anfa¨nglich schnell und die andere langsam rekrutierte.
Bei der Rekrutierungsdauer befanden sich hinsichtlich δrek gleich viele Studien im obe-
ren wie im unteren Quartil, wenn man innerhalb der kurz und lang rekrutierenden Studien
verglich. Bei den la¨nger laufenden Studien war dieser Anteil jedoch mit 30% ho¨her als bei den
kurz laufenden Studien, bei denen sich nur 10% im ersten bzw. dritten Quartil befanden. Die
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Mittelwerte waren nahezu gleich, nur die ku¨rzer rekrutierenden Studien wiesen einen doppelt
so großen Median auf. Tests auf Gruppenunterschiede blieben aber nicht signifikant, ebenso
waren die Korrelationskoeffizienten mit 0.04 (Pearson) und 0.03 (Spearman) nicht signifi-
kant von Null verschieden. Sie deuten allenfalls einen sehr schwachen Zusammenhang an, bei
dem die Rekrutierung bei la¨nger laufenden Studien eher zur Ungleichma¨ßigkeit zu tendieren
scheint als es bei kurzen Studien der Fall ist. Eine anfa¨nglich schleppende Rekrutierung ist
dabei genauso mo¨glich ist wie eine anfa¨nglich schnelle.
3.1.3 Varianzunterschiede
3.1.3.1 Deskription der Varianzunterschiede
In diesem Abschnitt sollen die Unterschiede in der Variabilita¨t beschrieben werden. Dabei
wird die hierarchische Struktur der Daten zuna¨chst außer Acht gelassen. Insgesamt wurden
182 Variablen aus den 40 untersuchten Studien bewertet. Wichtige beschreibende Statistiken
ko¨nnen in Tabelle 3.4 abgelesen werden.
Aus der Tabelle erkennt man, dass die große Masse der Beobachtungen sich um den Wert
Eins gruppiert, d.h. dass im Mittel und auch im Median die Variabilita¨t in der ersten und
zweiten Phase identisch war. Es gab aber auch Variablen, deren Standardabweichung sich
mehr als vervierfacht hatte (sowohl bei einer Nichtinterventionsstudie als auch bei einer In-
terventionsstudie), sowie solche, bei denen es einen Ru¨ckgang dieses Streumaßes auf 7%, d.h.
ca. um den Faktor 14, gegeben hat (bei einer Interventionsstudie). 90% aller Werte bewegten
sich zwischen den Grenzen 0.64 und 1.69, was einer Verminderung um 1/3, bzw. Steigerung
um 2/3 der Standardabweichung entspricht. Der positive Wert der Schiefe weist auf eine Ver-
teilung hin, die links steil ist und nach rechts ausla¨uft, wa¨hrend die relativ große Kurtosis
von 28.8 (eine Normalverteilung hat den Wert 3) auf eine sehr spitze Verteilung mit mehr
Masse in den Randbereichen hindeutet, als es bei einer Normalverteilung zu erwarten wa¨re.
Tatsa¨chlich ist das Verha¨ltnis der Standardabweichung die Wurzel aus dem Verha¨ltnis der
Varianzen der beiden Phasen und weist somit eine Verteilung auf, die einer (gemischten und
mo¨glicherweise nichtzentralen) F -Verteilung a¨hnlich sieht.
In Abbildung 3.1 sind Boxplots fu¨r alle Studien gezeichnet. Um mo¨gliche Einflussfakto-
ren zu finden, wurden diese Boxplots gema¨ß Gruppenzugeho¨rigkeit sortiert. Die ausgewa¨hlte
Abbildung z.B. zeigt eine Gruppierung nach der Art der Studie.
Es ist bei den Medianen ein leichtes U¨bergewicht bei den Studien mit einem Ru¨ckgang
der Variabilita¨t in der zweiten Phase zu erkennen. Bei Einteilung in die Kategorien der
verschiedenen Metadaten zeigten sich diese Tendenzen:
Bei den Nichtinterventionsstudien (Art der Studie) war das Gewicht noch weiter in
Richtung der Studien verschoben, die in der zweiten Phase weniger Variabilita¨t aufwiesen.
Die Streubreite, die anhand der La¨nge der Box aus dem Boxplot abgelesen wurde, erschien
bei diesen Studien generell kleiner zu sein. Bei den Interventionsstudien waren die Mediane
des Verha¨ltnisses der Standardabweichungen bei 12 der 29 Studien gro¨ßer als Eins, was bei
diesen Studien auf eine Zunahme der Variabilita¨t hindeutet. Außerdem waren die Mediane
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δrek N Median Mittel ± SD Min − Max Anteil (%) Anteil (%)
(Q3−Q1) >Q3 <Q1
gesamt
gesamt 40 0.07(0.19) 0.07± 0.12 −0.17− 0.33 25.00 25.00
Art der Studie
IS 29 0.07(0.18) 0.06± 0.12 −0.17− 0.28 24.14 24.14
NIS 11 0.09(0.23) 0.09± 0.13 −0.10− 0.33 27.27 27.27
Entwicklungsphase
unbekannt 11 0.07(0.16) 0.07± 0.12 −0.10− 0.28 18.18 18.18
nicht zutreffend 9 0.10(0.18) 0.08± 0.10 −0.06− 0.20 33.33 22.22
III 5 −0.02(0.22) 0.00± 0.14 −0.17− 0.17 20.00 40.00
IV 4 0.09(0.21) 0.09± 0.13 −0.07− 0.23 25.00 25.00
Chronizita¨t
akut 3 −0.02(0.04) −0.01± 0.02 −0.02− 0.02 0.00 0.00
beides mo¨glich 1 −0.17(0.00) −0.17± . −0.17−−0.17 0.00 100.00
chronisch 25 0.07(0.20) 0.08± 0.11 −0.10− 0.28 28.00 24.00
Anzahl Zentren
unizentrisch 9 0.02(0.11) 0.03± 0.09 −0.09− 0.16 11.11 33.33
2− 10 Zentren 12 0.10(0.24) 0.09± 0.14 −0.17− 0.28 41.67 16.67
11− Zentren 8 0.09(0.17) 0.06± 0.11 −0.10− 0.20 12.50 25.00
Randomisierung
unbekannt 2 −0.01(0.17) −0.01± 0.12 −0.10− 0.07 0.00 50.00
ja 27 0.07(0.20) 0.07± 0.12 −0.17− 0.28 25.93 22.22
Verblindung
unbekannt 1 −0.04(0.00) −0.04± . −0.04−−0.04 0.00 100.00
ja 21 0.07(0.15) 0.06± 0.11 −0.10− 0.28 14.29 19.05
nein 7 0.16(0.26) 0.09± 0.15 −0.17− 0.23 57.14 28.57
Jahr der Studie
pra¨ GCP 14 0.07(0.15) 0.07± 0.10 −0.09− 0.28 14.29 14.29
GCP 15 0.07(0.23) 0.05± 0.13 −0.17− 0.23 33.33 33.33
Art der Kontrollen
Placebo 22 0.07(0.16) 0.05± 0.11 −0.10− 0.28 13.64 22.73
aktiv 7 0.16(0.26) 0.09± 0.15 −0.17− 0.23 57.14 28.57
Amendment
unbekannt 2 −0.01(0.17) −0.01± 0.12 −0.10− 0.07 0.00 50.00
nein 21 0.07(0.17) 0.07± 0.11 −0.09− 0.28 23.81 19.05
ja 6 0.14(0.26) 0.06± 0.15 −0.17− 0.17 33.33 33.33
Art der Intervention
Medikament 23 0.07(0.18) 0.06± 0.11 −0.10− 0.28 17.39 21.74
sonst 6 0.11(0.25) 0.06± 0.15 −0.17− 0.20 50.00 33.33
Anzahl Arme
2 27 0.07(0.18) 0.06± 0.11 −0.17− 0.28 22.22 22.22
3 2 0.08(0.29) 0.08± 0.21 −0.06− 0.23 50.00 50.00
Rekrutierungsdauer
max. 1 Jahr 9 0.12(0.12) 0.08± 0.09 −0.10− 0.16 11.11 11.11
mehr als 1 Jahr 20 0.06(0.23) 0.06± 0.13 −0.17− 0.28 30.00 30.00
Tabelle 3.3:
δrek, SD: Standardabweichung, Q3-Q1: Interquartilsabstand. Anteile: Proportion
im ersten oder vierten Quartil
41
3 Ergebnisse
Statistik: Wert Statistik: Wert
Mittelwert: 1.05 Standardabweichung: 0.48
Median: 0.97 Interquartilsabstand: 0.22
unteres Quartil: 0.88 oberes Quartil: 1.11
5%-Perzentil: 0.64 95%-Perzentil: 1.69
Minimum: 0.07 Maximum: 4.78
Schiefe: 4.36 Kurtosis: 28.8
Tabelle 3.4:
Deskription der Verha¨ltnisse der Standardabweichungen
Abbildung 3.1:
Verteilung der Verha¨ltnisse der Standardabweichungen. Die Reihe an Zahlen u¨ber
der horizontalen Achse gibt an, wieviele Variablen bei der jeweiligen Studie
beru¨cksichtigt worden sind. Der Kreis kennzeichnet den Mittelwert, die waage-
rechte Linie im Boxplot den Median der Verha¨ltnisse der Standardabweichungen.
Die linke ansteigende Gruppe von Boxplots in schwarz zeigt die Interventions-
studien, die rechte in rot die Nichtinterventionsstudien. Die Studien wurden in
beiden Gruppen jeweils aufsteigend nach dem Median sortiert.
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der Verha¨ltnisse bei den Nichtinterventionsstudien na¨her um die Eins gruppiert als es bei
den Interventionsstudien der Fall war. Von den fu¨nf kleinsten Verha¨ltnissen geho¨rte nur eine
Variable zu einer Nichtinterventionsstudie wa¨hrend es bei den fu¨nf gro¨ßten Werten drei waren.
Wa¨hrend bei den Phase-III-Studien leicht mehr Studien (drei der fu¨nf) in der zweiten
Phase eine gro¨ßere Variabilita¨t aufwiesen, war es bei den Phase-IV-Studien nur eine der vier.
Die Studien mit unbekannter Phase verhielten sich passend zum globalen Bild.
Unter den Studien zu chronischer Indikation waren elf der 25 in der zweiten Phase mit
ho¨herer Variabilita¨t. Von den drei Studien zu einer akuten Indikation war der Median von nur
einer gro¨ßer als Eins. Zusa¨tzlich waren die Streubreiten bei den akuten Indikationen geringer.
Bei der Anzahl Zentren war ein Anstieg der Studien mit Median gro¨ßer als Eins zu
beobachten, wenn die Anzahl der Zentren stieg. Die Streubreiten erschienen fu¨r die multizen-
trischen Studien mit weniger als 11 Zentren am gro¨ßten, diese Gruppe ist auch schon bei der
Rekrutierung aufgefallen.
Die Einteilung nach Verblindung (und damit Art der Kontrollen) zeigte keine nen-
nenswerten Unterschiede zwischen den Gruppen außer, dass bei den verblindeten / placebo-
kontrollierten Studien eine leicht ho¨here Streubreite zu beobachten war.
Das Jahr der Studie schien ebenfalls keinen Einfluss auf den Anteil von Studien mit
Median gro¨ßer Eins zu haben. Es war allerdings zu beobachten, dass die Verteilungen der
Verha¨ltnisse bei den Studien vor Einfu¨hrung von GCP eher einzelne große Werte aufwiesen,
wa¨hrend es bei den anderen Studien vereinzelte kleine Werte gab.
Unter den sechs Studien mit Amendment war bei dreien der Median des Verha¨ltnisses
gro¨ßer als Eins. Die Variabilita¨t hat also bei der Ha¨lfte dieser Studien in der zweiten Phase
zugenommen. Die Streubreiten in den beiden Gruppen waren vergleichbar groß.
War die neue Therapie ein Medikament, war der Anteil an Medianen gro¨ßer Eins mit dem
globalen Anteil vergleichbar, wa¨hrend es bei den sonstigen Interventionen etwas weniger war
(zwei der sechs untersuchten Studien). Die Streubreiten waren vergleichbar groß.
Die Unterschiede in den Streubreiten lassen sich allerdings auch teilweise durch eine un-
terschiedlich große Anzahl bewerteter Variablen pro Studie erkla¨ren, so dass nicht zwingend
die geringere Variabilita¨t der wahren Werte der Grund sein muss.
3.1.3.2 Vergleich mit der Mischverteilung
Abbildung 3.2 zeigt die Verteilung der Varianzquotienten in Form eines Histogrammes, bei
dem zusa¨tzlich ein Kernscha¨tzer fu¨r die Dichte der Varianzquotienten und die theoretische
Dichte eingefu¨gt sind. Die theoretische Gesamtverteilung wurde als Mischung der einzelnen
theoretischen F -Verteilungen unter der Hypothese keines Unterschieds zwischen den Phasen
bestimmt.
Die theoretische Verteilung zeichnet sich gegenu¨ber der tatsa¨chlich beobachteten durch
eine gro¨ßere Kurtosis aus, die empirische Verteilung hat mehr Gewicht in den Ra¨ndern als
die theoretische. Die theoretische Verteilung hat aufgrund ihrer Konstruktion nahe der Eins
ihr Maximum, dies trifft auch in etwa auf die empirische zu. Das deutet darauf hin, dass in
den meisten Fa¨llen kein großer Unterschied in den Varianzen in den beiden Phasen vorlag. Die
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1
Abbildung 3.2:
Histogramm der Varianzverha¨ltnisse (blaue Balken). Die rote glatte Kurve zeigt
die theoretische Mischverteilung der Verha¨ltnisse. Die gru¨ne zweite Kurve ent-
stand durch Kern-Scha¨tzung der Dichte und spiegelt die realen Daten wieder. Die
kurzen senkrechten a¨ußeren Linien in gru¨n markieren links das 5%- und rechts
das 95%-Perzentil der vorliegenden Verteilung, wa¨hrend die jeweils zur Eins in
der Mitte folgenden roten Linien die entsprechenden Perzentile der theoretischen
Verteilung markieren.
etwas breitere Verteilung kommt auch in den Perzentilen zum Ausdruck: das 5%-Perzentil der
theoretischen Verteilung wurde als 0.62 bestimmt, wa¨hrend das der realen Daten sich durch
Quadrieren des Wertes aus Tabelle 3.4 als 0.41 errechnet. Das theoretische 95%-Perzentil ist
1.57 und das der realen Daten betra¨gt 2.85. Somit ist das 5%-Perzentil ca. um den Faktor
2/3 kleiner und das 95%-Perzentil knapp um den Faktor zwei gro¨ßer.
Der Schluss aus diesen U¨berlegungen ist, dass sich im Allgemeinen die Varianzen nicht
stark gea¨ndert haben, wobei es mehr Ausnahmen gibt, als mit der theoretische Verteilung
vereinbar sind. Diese Ausnahmen sind sowohl bei besonders kleinen Werten als auch bei
besonders großen Werten zu finden.
Der Referenzwert des modifizierten Kolmogorov-Smirnov-Tests auf Unterschied von Ver-
teilungsfunktionen, der fu¨r einen signifikanten Test mit Niveau von 1% u¨berschritten werden
muss, lautet 1.628 [54]. Mit dem vorgefundenen Wert von 1.856 lehnt Kolmogorov-Smirnov-
Test die Hypothese der Gleichheit der beobachteten und der theoretischen Verteilung unter
der Annahme konstanter Varianz u¨ber die Phasen hinweg ab. Er liefert damit ein weiteres
Indiz dafu¨r, dass sich es mehr Varianzverha¨ltnisse mit extremen Werten gibt, als es durch
den Zufall zu erkla¨ren ist.
Dass die realen Varianzquotienten nicht zu der Hypothese gleicher Varianzen u¨ber die
Phasen passen, zeigt auch der P-P-Plot in Abbildung 3.3, denn im unteren wie im oberen
Bereich liegt mehr Gewicht als der vorgegebenen theoretischen Verteilung.
3.1.3.3 Untersuchung mit hierarchischem Modell
In Tabelle 3.5 sind die Ergebnisse von Anpassungen hierarchischer Modelle aufgelistet. Die
Varianzkomponente τˆ00 fu¨r den zufa¨lligen Faktor Studie betrug fu¨r die Gesamtheit aller 40
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Abbildung 3.3:
P-P-Plot der empirischen gegen die theoretischen Werte fu¨r die Verha¨ltnisse der
Varianzen der beiden Phasen. Die rote Linie markiert die Winkelhalbierende, auf
der die Punkte liegen sollten, wenn die realen Werte der theoretischen Verteilung
folgen wu¨rden.
Studien nur 0.008633 und war damit nicht signifikant von Null verschieden (p = 0.2054),
im Gegensatz zur Reststreuung σˆ2 = 0.2176 (p < 0.0001). Dies deutet darauf hin, dass die
Gesamtstreuung der Daten sich nicht gut durch die Clusterung in Studien erkla¨ren la¨sst,
solange Interventions- und Nichtinterventionsstudien gemeinsam betrachtet wurden. Die sich
dadurch ergebende Intraklassen-Korrelation ρˆ von 0.033 besagt, dass nur ca. 3% der Gesamt-
streuung durch die hierarchische Struktur der Studien erkla¨rt werden kann. Der Wert des
Gu¨tekriteriums zur Modellanpassung (-2logL) ist vergleichsweise hoch (244.1), was fu¨r eine
schlechtere Modellanpassung als bei den anderen Modellen spricht. Der Gesamtmittelwert
in diesem Modell wurde auf 1.0346 gescha¨tzt, was darauf hindeutet, dass im Mittel unter
Beru¨cksichtigung der Clusterstruktur nahezu keine Varianzvera¨nderung zu verzeichnen ist.
Wurde in dieses Modell die Art der Studie als unabha¨ngige Variable eingeschlossen, wurde
dadurch die Modellanpassung nur minimal besser (-2logL = 243.8) und die Intraklassen-
Korrelation wurde sogar noch geringer (0.02).
Ein anderes Bild ergab sich, wenn die Betrachtungen auf die Interventionsstudien einge-
schra¨nkt wurde. Es ergab sich dann τˆ00 = 0.168 (p = 0.0163 ≈ 0.02) bei einer Reststreuung
σˆ2 = 0.10 (p < 0.001) und somit ρˆ = 0.62, was auf einen sehr viel ho¨heren Anteil er-
kla¨rter Streuung und eine ho¨here Intraklassen-Korrelation bedeutet, wenn die Clusterung
innerhalb dieser Subgruppe von Studien betrachtet wurde. Das Gu¨tekriterium −2 logL zur
Modellanpassung wurde deutlich besser (121.0). Wurden nun jedoch zusa¨tzlich die Metadaten
in das Modell eingeschlossen, zeigte sich kaum noch eine Vera¨nderung gegenu¨ber dem (un-
konditionalen) Modell ohne Metadaten. Die Modellanpassung wurde durch die Hinzunahme
auch nicht merklich verbessert, was sich auch in der Nichtsignifikanz der Modellparameter
aller erhobenen Metadaten wiederholte, welche als fixe Effekte spezifiziert wurden. Die ein-
zigen Metavariablen, die zu einer Verkleinerung der Varianzquotienten fu¨hrten, waren die
Art der Studie (um 0.05), die Rekrutierungsdauer (um 0.07) und Chronizita¨t (um 0.17). Die
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Auspra¨gungen randomisiert, verblindet, (post) GCP, placebokontrolliert, Amendment, me-
dikamento¨se Intervention, Phase III-Studie und 2-armige Studie fu¨hrten zu kleineren oder
gro¨ßeren Zunahmen der Varianzquotienten. Das Metadatum Entwicklungsphase trat durch
einen Wert von ρˆ = 0.90 heraus, was aber der kleinen Zahl an Studien (5 und 4) zuzuschreiben
ist.
Die einzigen Variablen, die verha¨ltnisma¨ßig kleine p-Werte fu¨r die Modellparameter auf-
wiesen, waren Amendment und Rekrutierungsungleichheit.
Beschreibung τˆ00 τˆ
δ
00 σˆ
2 pF pτ β −2 logL ρˆ
Alle Studien 0.007 . 0.22 . 0.22 . 244.1 0.03
Art der Studie (IS vs NIS) 0.005 . 0.22 0.52 0.29 -0.05 243.8 0.02
Alle Interventionsstudien 0.168 . 0.10 . 0.02 . 121.0 0.62
Rekrutierungsdauer (≤ 1 vs > 1a) 0.169 -0.001 0.10 0.69 0.02 -0.07 120.8 0.62
Chronizita¨t (akut vs chron.) 0.173 -0.028 0.10 0.57 0.02 -0.17 117.4 0.63
Anzahl Zentren (multi- vs unizentr.) 0.156 0.074 0.10 0.26 0.02 0.21 119.6 0.60
Randomisierung (ja vs unbek.) 0.168 0.001 0.10 0.84 0.02 0.07 121.0 0.62
Verblindung (ja vs nein) 0.158 0.062 0.11 0.53 0.03 0.13 119.2 0.58
Jahr der Studie (GCP vs pra¨ GCP) 0.169 -0.002 0.10 0.56 0.01 0.10 120.7 0.62
Art der Kontrollen (Plac. vs akt.) 0.166 0.016 0.10 0.56 0.02 0.12 120.7 0.61
Amendment (ja vs nein) 0.171 -0.013 0.11 0.13 0.01 0.35 115.2 0.62
Art d. Intervention (Med. vs sonst) 0.165 0.019 0.10 0.54 0.02 0.13 120.6 0.61
Entwicklungsphase (III vs IV) 0.771 -3.576 0.09 0.35 0.03 0.60 37.4 0.90
Anzahl Arme (2 vs 3) 0.169 -0.001 0.10 0.94 0.02 0.03 121.0 0.62
Rekrutierungsgeschwindigkeit 0.165 0.018 0.10 0.62 0.02 0.06 120.8 0.61
Rekrutierungsungleichheit 0.137 0.184 0.11 0.09 0.03 0.26 117.7 0.56
Tabelle 3.5:
Ergebnisse der hierarchischen Modellierung mit gemischten Modellen. τˆ00 ist die
Varianzkomponente, die die Variabilita¨t zwischen den Studien quantifiziert, τˆδ
00
ist die relative Vera¨nderung zum Modell ohne fixe Effekte in Zeile 3, σˆ2 ist die
Reststreuung, pF geho¨rt zum Test des Regressionsparameters β des fixen Effekts
gegen der Wert 0. An β kann auch die Richtung der Vera¨nderung durch U¨bergang
von der letztgenannten zur erstgenannten Auspra¨gung bei den Metadaten abge-
lesen werden. pτ geho¨rt zum Test der Varianzkomponente τ00 gegen den Wert
0, −2 logL ist das Modellanpassungskriterium
”
-2 Log-Likelihood“ (ein kleine-
rer Wert bedeutet bessere Anpassung). ρ beziffert die Intraklassen-Korrelation
der Varianzkoeffizienten und spiegelt somit ihre Clusterung innerhalb der Studien
wider.
3.2 Verblindete Fallzahladaption
In diesem Abschnitt werden die Ergebnisse der Simulationsstudien zur verblindeten Fallzahl-
adaption zuerst fu¨r die normalverteilten und dann fu¨r die bina¨ren Endpunkte gezeigt.
Es wird bei der Untersuchung auf die Fehlerraten 1. Art eingegangen, sowie die erreichten
Fallzahlen und deren Variabilita¨t. Bei den erreichten Fallzahlen wurde die Lage untersucht,
aber auch, wie weit die Fallzahlen von den Werten einer konventionellen Planung mit der
tatsa¨chlichen Varianz entfernt lagen. Die Variabilita¨t der Fallzahlen wurde in Form des Va-
riationskoeffizienten dargestellt, welcher die Standardabweichung auf den jeweiligen Mittel-
wert bezieht. Damit wird der Tatsache Rechnung getragen, dass mit steigenden Fallzahlen
46
3 Ergebnisse
auch mit einer steigenden Standardabweichung zu rechnen ist. Die Untersuchung der Variabi-
lita¨t hat den Hintergrund, dass neben der zu erwartenden Anzahl Patienten in einer adaptiv
geplanten Studie auch die Pra¨zision dieser Vorhersage von Interesse ist.
3.2.1 Stetige Endpunkte
Die Darstellung der Ergebnisse in diesem Abschnitt wird so gegliedert, dass von verschiedenen
Varianz(fehl)annahmen ausgegangen und fu¨r jede (Fehl-)Annahme die Konsequenzen fu¨r die
verschiedenen Studiengro¨ßen beleuchtet werden.
3.2.1.1 Korrekte Varianz
Der optimale Fall ist der einer richtig spezifizierten Varianz. In Tabelle 2.2 auf Seite 25 ent-
spricht dies den Szenarien 1 bis 4. Abbildung 3.4 zeigt die empirischen α-Levels aller acht
Prozeduren fu¨r die geplanten Fallzahlen. Alle zugeho¨rigen Konfidenzintervalle u¨berdeckten
den angestrebten Wert 0.05, es la¨sst sich jedoch aus der Graphik eine schwache Trennung in
zwei Gruppen erkennen. Die Gruppe, die zu den unrestringierten Prozeduren geho¨rte, hatte
Kurven, die tendenziell u¨ber denen der anderen lagen, insbesondere bei den mittleren Stu-
diengro¨ßen. Die unrestringierten Prozeduren konnten gro¨ßere Abweichungen vom Idealwert
5% haben (maximal absolut 0.11%) als die restringierten (maximal 0.06%). Die ho¨chste Feh-
lerrate 1. Art u¨ber alle Fallzahlen und Prozeduren hinweg war 5.11%(uoscc bei geplantem
Nplan = 200), die niedrigste war 4.96% (rkfcc bei Nplan = 400). Bei der Fallzahl Nplan = 200
erzeugten alle Prozeduren mehr als 5% an Fehlern 1. Art, wa¨hrend bei Nplan = 400 alle
unterhalb dieser Schranke lagen. Mit empirischen α-Fehlern von 5.038%, 5.106% und 5.060%
fu¨r die drei kleineren Studiengro¨ßen war die Basisprozedur uosnc immer unter denen mit
den gro¨ßten Werten. Beim gro¨ßten Studientyp dagegen war der Fehler 4.940% und damit der
zweitkleinste.
Abbildung 3.4:
Anteil an empirischen Fehlern 1. Art bei den acht Adaptionsprozeduren im Fal-
le normalverteilter Endpunkte mit konstanter Varianz u¨ber den Studienverlauf,
die bei der Planung richtig eingescha¨tzt worden ist. Die horizontale Referenzlinie
markiert die angestrebten 5%.
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Die erreichten mittleren Fallzahlen (siehe 3.5) aller Prozeduren verhielten sich linear zu den
urspru¨nglich geplanten und unterschieden sich u¨ber alle Studiengro¨ßen hinweg um maximal
21.2 Patienten bzw. maximal 15.6% bezogen auf die korrekte Fallzahl, wobei die unrestrin-
gierten immer niedrigere Fallzahlen erbrachten. Die Differenz innerhalb eines u/r-Paares (d.h.
mit gleicher Eigenschaft fu¨r Control-Chart und KF-Korrektur) war mindestens 6.5 Patienten
(Nplan = 96), ho¨chstens 18.1 (Nplan = 400). Prozentual waren die restringierten Prozeduren
um mindestens 2.0% (Nplan = 400) ho¨her gelegen (bezogen auf die unrestringierten Prozedu-
ren) und ho¨chstens 14.1% (Nplan = 96) (siehe auch Tabelle 3.8). Kaum Unterschiede hingegen
gab es bei den Paaren bezu¨glich Control-Chart (-0.73 bis +1.13%). Die KF-Korrektur brach-
te dagegen eine bis zu 8.2% kleinere Fallzahl als ihre Nichtverwendung, in absoluten Zahlen
konnten es maximal 7.7 Patienten weniger sein.
Die finalen mittleren Fallzahlen der Prozeduren uosnc und uoscc wichen in ihren Extremen
am wenigsten von der tatsa¨chlich beno¨tigten Fallzahl ab (s. Tabelle 3.9, S. 56 ), der Betrag
der ho¨chsten Abweichung war 1.38%. Am weitesten wichen die Prozeduren ukfcc und ukfnc
nach unten ab (bis zu -9.44%), wa¨hrend rosnc und roscc bis zu +6.17% zu viel Patienten
rekrutieren konnten.
Abbildung 3.5:
Urspru¨ngliche aus fixer Fallzahlplanung errechnete und mittlere tatsa¨chlich er-
reichte Fallzahlen im Falle normalverteilter Endpunkte mit konstanter Varianz,
die bei der Planung richtig eingescha¨tzt worden ist.
Die Variationskoeffizienten der erreichten Fallzahl zum Szenario dieses Abschnittes sind
in Abbildung 3.6 dargestellt. Der Variationskoeffizient fiel, je gro¨ßer die Fallzahl der Studie
war, die Standardabweichung (ohne Abbildung) selbst hatte einen steigenden Trend. Die un-
restringierten Prozeduren bildeten mit Variationskoeffizienten von 8.2 bis 20.8% eine Grup-
pe, die immer oberhalb der restringierten Prozeduren lag, deren Werte zwischen 3.9 und
10.4% blieben. Unter den unrestringierten Prozeduren wies die Basisprozedur uosnc immer
die kleinsten Werte fu¨r den Variationskoeffizienten auf. Innerhalb der zwei Gruppen beim Va-
riationskoeffizienten, die durch das Merkmal Restriktion entstehen, war eine Umgruppierung
bei den Prozeduren u¨ber die Studiengro¨ßen zu beobachten: Wa¨hrend bei kleinen Studien-
gro¨ßen Paare aufgrund der gleichen Eigenschaft hinsichtlich des Merkmals kf/os gebildet
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Abbildung 3.6:
Variationskoeffizienten in % fu¨r die Adaptionsprozeduren bei normalverteilten
Endpunkten mit konstanter Varianz, die bei der Planung richtig eingescha¨tzt wor-
den ist.
werden, ist bei den gro¨ßeren Studien eine Paarbildung aufgrund der gleichen Auspra¨gung des
cc/nc-Merkmals zu beobachten.
3.2.1.2 U¨berscha¨tzte Varianz
Der erste untersuchte Fall einer fehlspezifizierten Varianz ist der einer in Wahrheit niedrigeren
Varianz, wobei fu¨r die Simulation eine um die Ha¨lfte kleinere Varianz von 0.5 generiert wurde.
Der Faktor fu¨r die Standardabweichung war dementsprechend
√
1/2 ≈ 0.71 (Szenarien 5 bis
8 in Tabelle 2.2, Seite 25).
Den Fehler 1. Art fu¨r die verschiedenen Prozeduren und Fallzahlen fu¨r dieses Szenario
kann man in Abbildung 3.7 sehen. Die Basisprozedur uosnc lieferte empirische Fehler 1. Art
von 5.105%, 4.852%, 5.015% und 5.029% mit aufsteigender Studiengro¨ße, wobei der zweite
zur initialen Gro¨ße von 200 Patienten geho¨rende Wert sich signifikant von 5% unterschied.
Insgesamt waren fu¨nf Fa¨lle zu beobachten, in denen das Konfidenzintervall um den empi-
rischen Fehler 1. Art nicht mehr die angestrebten 5% einschloss. Diese Fa¨lle betrafen nur
unrestringierten Prozeduren: Bei der kleinsten Studiengro¨ße waren der empirische Fehler 1.
Art bei den Prozeduren ukfnc und uoscc zu groß, wa¨hrend beim na¨chst gro¨ßeren Studientyp
die Prozeduren ukfcc, ukfnc und uosnc einen zu kleinen Anteil aufwiesen. Die Prozedur ukfnc
tauchte damit sogar in beiden Gruppen auf.
Die unrestringierten Prozeduren wiesen bei den kleineren Fallzahlen gro¨ßere Absta¨nde vom
Idealwert 5% auf als die restringierten Prozeduren (Maxima der Absta¨nde von 5% zwischen
den Gruppen waren 1.5-fach bis zu 74fach ho¨her), bei den letzteren mit 400 Patienten aller-
dings war der Abstand geringer (70%). Weiterhin ist bemerkenswert, dass alle restringierten
Prozeduren identische empirische Fehler 1. Art fu¨r jede der untersuchten Fallzahlen lieferten.
In der Graphik mit den erreichten tatsa¨chlichen Fallzahlen (Abbildung 3.8) ist eine a¨hnliche
Beobachtung zu machen. Es ist deutlich zu erkennen, dass die restringierten Prozeduren ge-
nau auf den urspru¨nglich geplanten Fallzahlen verharrten (die mittleren Fallzahlen waren
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identisch zu den geplanten), wa¨hrend die unrestringierten erwartungsgema¨ß niedrigere Fall-
zahlen lieferten. Diese waren im Mittel ca. halb so groß wie die der restringierten Prozeduren,
was mittlere Differenzen von 47.6 bis 207.6 Patienten bedeutete.
Neben der erwarteten Deckungsgleichheit der Fallzahlkurven bei den restringierten Proze-
duren ist es noch auffa¨llig, dass auch die der unrestringierten nahe beieinander lagen. Unter
ihnen waren die der kf-Prozeduren unterhalb der os-Prozeduren und zwar in allen Fa¨llen um
ca. 7.5 Patienten, was einen Prozentanteil von 3.7% bei den gro¨ßten Studien bzw. 15.5% bei
den kleinster Studien bedeutete.
Control-Charts bewirkten eine gro¨ßere mittlere Fallzahl, als wenn sie nicht verwendet wur-
den, die Erho¨hung war in Mittel aber moderat mit maximal 1.9 Patienten bzw. 1.36% (Tabelle
3.8, S. 55).
Die tatsa¨chlich beno¨tigte Fallzahl war in diesem Szenario halb so groß wie in der ur-
spru¨nglichen Planung, daher war die Abweichung der restringierten Prozeduren vom Ideal-
wert im Mittel +100%, was je nach Studiengro¨ße 48 bis 200 Patienten bedeutete (Tabelle
3.9, S. 56). Die unrestringierten Prozeduren teilten sich in zwei Gruppen: die kf-Varianten
wichen um bis zu 15.5% (7 - 8 Patienten) nach unten von der tatsa¨chlich beno¨tigten Fallzahl
ab. Die os-Varianten zeigten im Mittel kleinere Abweichungen, wobei die mittleren Fallzah-
len von uoscc im Mittel leicht gro¨ßer (max. 1.06%), die von uosnc dagegen im Mittel leicht
kleiner (maximal 0.17% zu tief) als der tatsa¨chlich beno¨tigte Umfang war. Fu¨r beide waren
die absoluten Abweichungen aber mit maximal 1.7 Patienten gering.
Bei der Variabilita¨t der erreichten Fallzahlen (Abbildung 3.9) wiederholte sich das zuvor
gezeichnete Bild: Die Standardabweichung und folglich auch der Variationskoeffizient der
Fallzahlen aller restringierten Prozeduren war gleich Null und dies u¨ber alle Fallzahlen hin-
weg. Bei den unrestringierten Prozeduren war der Verlauf des Variationskoeffizienten dem
im vorigen Kapitel mit der konstanten und korrekt spezifizierten Varianz sehr a¨hnlich und
sogar die Gro¨ßenordnung stimmte u¨berein (vorher: startend bei 17-21%, endend bei 8-9%,
jetzt startend bei 22-27%, endend bei 11-14%). Wie schon im Abschnitt u¨ber die korrekt spe-
zifizierte Varianz bildeten bei den kleinen Fallzahlen die kf-Prozeduren ein Paar mit ho¨herer
Variabilita¨t, wa¨hrend bei den gro¨ßeren Fallzahlen die Gruppe aus den cc-Prozeduren den
gro¨ßeren Variationskoeffizienten aufwies. Die Standardprozedur uosnc hatte mit den Werten
22.0, 12.6, 15.5 und 11.0% (sortiert nach aufsteigender initialer Studiengro¨ße) den kleinsten
Varianzkoeffizienten unter den unrestringierten Prozeduren.
3.2.1.3 Unterscha¨tzte Varianz
Beim Szenario einer Varianz, die bei der Planung zu niedrig eingescha¨tzt wurde, war der
spezifizierte Wert 1, wa¨hrend in Wahrheit eine Varianz von 2 vorlag. Dies entsprach einer
Vergro¨ßerung der Standardabweichung um
√
2 ≈ 1.41 (Szenarien 9-12 in Tabelle 2.2, Seite
25).
Keine der Prozeduren verletzte das Niveau und alle blieben abgesehen vom gro¨ßten Studien-
typ antikonservativ (Abbildung 3.10). Es bildeten sich Paare mit nahezu identischem α-Fehler
(maximale Differenz: 0.002%-Punkte), welche sich immer aus einer restringierten und der da-
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Abbildung 3.7:
Empirischer Fehler 1. Art fu¨r eine Varianz, die bei der Planung zu hoch angesetzt
wurde. Die Kreise markieren diejenigen Punkte, in denen das zugeho¨rige Konfi-
denzintervall den Idealwert 5% nicht eingeschlossen hat. Diese Punkte betrafen die
Prozeduren ukfnc und uoscc bei der kleinsten Studiengro¨ße und die Prozeduren
ukfcc, ukfnc und uosnc bei der na¨chst gro¨ßeren Studiengro¨ße.
Abbildung 3.8:
Urspru¨ngliche aus fixer Fallzahlplanung errechnete und mittlere tatsa¨chlich er-
reichte Fallzahlen im Falle normalverteilter Endpunkte mit einer Varianz, die bei
der Planung doppelt so hoch eingescha¨tzt worden ist. Es ist deutlich zu erkennen,
dass die unrestringierten Prozeduren die Fallzahl auf die Ha¨lfte korrigiert haben.
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Abbildung 3.9:
Variationskoeffizienten der erreichten Fallzahlen fu¨r das Szenario mit
u¨berscha¨tzter Varianz. Die restringierten Prozeduren weisen keinerlei Variabilita¨t
auf, die der unrestringierten fa¨llt mit steigender Fallzahl. Die Basisprozedur
uosnc hatte unter den unrestringierten Prozeduren immer den kleinsten CV.
zu passenden unrestringierten Prozedur zusammensetzten (d.h. mit gleichen Auspra¨gung der
Merkmale KF-Korrektur und Control-Chart). Auch insgesamt ergaben sich a¨hnliche Feh-
lerraten, sie bewegten sich u¨ber alle Fallzahlen hinweg zwischen 4.946 und 5.093%. Die vier
Prozeduren mit Control-Charts bewegten sich na¨her an den idealen 5% als die andere Gruppe.
Die Basisprozedur uosnc hatte empirische Fehler 1. Art von 5.034, 5.036, 5.066 und 4.946%
(sortiert nach steigender Studiengro¨ße). Keine der Eigenschaften fu¨hrte zu konsistent klei-
neren Abweichungen vom angestrebten Fehler 1. Art von 5%. Die Fallzahlen wurden durch
Abbildung 3.10:
Anteil an empirischen Fehlern 1. Art bei den acht Adaptionsprozeduren im Falle
normalverteilter Endpunkte mit unterscha¨tzter Varianz. Die horizontale Referenz-
linie markiert die angestrebten 5%. Keine Prozedur lieferte einen Fehler, der sich
signifikant von 5% unterschied. Es ist eine Gruppenbildung von restringierten
und unrestringierten Varianten mit gleicher Eigenschaft fu¨r KF-Korrektur und
Control-Chart zu erkennen.
alle Prozeduren auf ca. das Doppelte der urspru¨nglich geplanten Fallzahl erho¨ht. Der maxi-
52
3 Ergebnisse
male Unterschied der Fallzahlen bewegte sich fu¨r die verschiedenen Studiengro¨ßen zwischen
9 (Nplan = 96) und 13 (Nplan = 400) Patienten. Die restringierten Prozeduren wurden im
Gegensatz zum Szenario mit der real zu kleinen Varianz nun nicht mehr vom Adaptieren
abgehalten und konnten sich nun genauso wie die unrestringierten Prozeduren verhalten. Der
Unterschied zwischen einer restringierten Prozedur und ihrem unrestringierten Gegenstu¨ck
betrug im Mittel maximal 0.07 Patienten. Außerdem waren die Zahlen der kf-Prozeduren im-
mer kleiner als die der zugeho¨rigen os-Prozeduren, der Unterschied innerhalb der kf/os-Paare
war bei allen Studiengro¨ßen ca. 7 Patienten, was einer prozentualen Verringerung um 1%
bis 4% entsprach. Außerdem lieferten die cc-Prozeduren im Mittel leicht gro¨ßere Fallzahlen
als ihre nc-Pendants (Tabelle 3.8, S. 55). Dieser Effekt wurde gro¨ßer mit steigender Studien-
gro¨ße, beginnend bei 1.4 Patienten und endend bei 6.0, relativ gesehen bewegten sich die
cc-Prozeduren zwischen 0.7% und 0.8% u¨ber den nc-Prozeduren. Da die mittleren Fallzahlen
der restringierten und unrestringierten Prozeduren jeweils nahezu gleich waren, ergaben sich
Unterschiede hauptsa¨chlich durch die anderen Eigenschaften: KF-Korrektur verursachte eine
systematische Unterscha¨tzung der Fallzahl. Die kfnc-Verfahren wichen dabei am sta¨rksten
nach unten ab (bis zu 5.4%, bzw. 10 Patienten), bei den kfcc-Verfahren war die Abweichung
kleiner (4.7%, 9 Patienten). Die os-Verfahren hatten noch einmal kleinere Abweichungen
von der beno¨tigten Fallzahl. Wa¨hrend die nc-Varianten die Fallzahl ebenso systematisch un-
terscha¨tzten (ca. 1.6%, 3 Patienten), war bei den oscc-Verfahren sowohl Unter- als auch
U¨berscha¨tzung mo¨glich (-0.8% bis +0.4%, bzw. -1.5 bis 3.2 Patienten, s. Tabelle 3.9, S. 56).
Abbildung 3.11:
Urspru¨ngliche aus fixer Fallzahlplanung errechnete und mittlere tatsa¨chlich er-
reichte Fallzahlen im Falle normalverteilter Endpunkte mit einer initial zu niedrig
eingescha¨tzten Varianz. Alle Prozeduren korrigierten die Fallzahl auf ca. das Dop-
pelte, was einer fixen Planung mit der richtigen Varianz entsprach. Die Fallzahlen
der einzelnen unterschieden sich um maximal 13 Patienten.
Die Variabilita¨t der erreichten Fallzahlen war keiner aus den anderen Szenarien a¨hnlich
(s. Abbildung 3.12), außer, dass der Variationskoeffizient mit steigender Studiengro¨ße kleiner
wurde. Anders als bei den anderen Varianzspezifikationen entstanden zwei Gruppen auf-
grund des Merkmals Control-Chart, wobei die Prozeduren mit Control-Chart durchgehend
die gro¨ßere Variabilita¨t aufwiesen: bei der kleinsten Studiengro¨ße war dies 14.4 - 15.2 versus
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12.4 - 13.3, bei der gro¨ßten 9.49 - 9.54 versus 5.97 - 6.05. Innerhalb dieser Gruppen bilde-
ten die Prozeduren mit KF-Korrektur bei der kleinsten Studiengro¨ße eine Gruppe mit leicht
gro¨ßeren Variabilita¨ten (eine kf-Prozedur unterschied sich um bis zu 0.8 von der zugeho¨rigen
os-Prozedur), diese sehr kleine Differenz war aber schon ab dem na¨chst gro¨ßeren Studien-
typ vernachla¨ssigbar. Die kleinste Variabilita¨t hatte durchgehend die Prozedur rosnc, immer
gefolgt durch uosnc, wobei diese beiden Prozeduren fast gleiche Werte aufwiesen.
Abbildung 3.12:
Variationskoeffizienten in % fu¨r die Adaptionsprozeduren bei normalverteilten
Endpunkten mit konstanter Varianz, die bei der Planung zu niedrig eingescha¨tzt
worden ist. Es tritt anders als bei den anderen Varianzverla¨ufen eine Gruppierung
nach dem Kriterium Control-Chart auf.
3.2.1.4 Zusammenfassende Tabellen
Tabelle 3.6 zeigt die minimalen und maximalen Anteile an Fehlern 1. Art fu¨r die Basisprozedur
uosnc und der anderen Prozeduren (zusammengefasst) in den drei Varianzszenarien.
Prozedur Wahre Varianz Empirischer
Fehler 1. Art in %
Basisprozedur wie erwartet 4.940 - 5.106
(uosnc) gro¨ßer als erwartet 4.946 - 5.066
kleiner als erwartet 4.852 - 5.105
modifiziert wie erwartet 4.938 - 5.107
gro¨ßer als erwartet 4.946 - 5.093
kleiner als erwartet 4.855 - 5.166
Tabelle 3.6:
Minimaler und maximaler mittlerer Anteil an Fehlern 1. Art fu¨r die Basisprozedur
uosnc und ihre sieben Modifikationen in den drei verschiedenen Szenarien der
Varianz(fehl)spezifikation.
In Tabelle 3.7 werden alle Fa¨lle zusammengefasst, in denen der Fehler 1. Art signifikant
von den angestrebten 5% abwich.
Anhand der Tabelle 3.8 werden Fallzahlen fu¨r alle drei Varianzspezifikationen dargestellt,
dabei werden Paare untersucht, die aus dem Vergleich der Auswirkung des Vorhandenseins
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Prozedur Initiale Wahre Varianz... Empirischer
Fallzahl Fehler 1. Art in %
uosnc 200 kleiner als erwartet 4.852
ukfcc 200 kleiner als erwartet 4.855
ukfnc 200 kleiner als erwartet 4.859
uoscc 96 kleiner als erwartet 5.145
ukfnc 96 kleiner als erwartet 5.166
Tabelle 3.7:
Fa¨lle mit empirischem α-Fehler, der signifikant von 5% unterschiedlich ist. In fu¨nf
Fa¨llen war der empirische Fehler 1. Art signifikant von 5% verschieden. Dies war
nur in dem Szenario mit u¨berscha¨tzter Varianz der Fall und betraf nur unre-
stringierte Prozeduren (u.a. auch die Basisprozedur uosnc) bei den kleineren zwei
Studiengro¨ßen. Es gab Abweichungen sowohl u¨ber als auch unter die angestrebten
5%.
eines Merkmals mit der des Nichtvorhandenseins entstehen. So werden beim Vergleich der
Wirkung der KF-Korrektur immer eine kf-Prozedur mit einer os-Prozedur verglichen, wobei
die anderen zwei Merkmale cc und re gleich sein mu¨ssen. Dann wurden die extremen absoluten
und relativen Differenzen bestimmt, wobei die Prozedur ohne das betrachtete Merkmal den
Referenzwert lieferte. So ergibt sich z.B. der Wert 2.00% fu¨r Restriktion bei konstanter und
korrekter Varianz als das Minimum der Werte Nˆre−Nˆnr
Nˆnr
. In diesem Szenario wurden die vier
Paare uosnc/rosnc, uoscc/roscc, ukfnc/rkfnc und ukfcc/rkfcc u¨ber die vier Studiengro¨ßen
verglichen.
Varianz Merkmal Min. Diff. Max. Diff. Min. Diff. Max. Diff.
in % in %
wie erwartet Restriktion 2.00 14.05 6.5 18.1
Control-Chart -0.73 1.13 -3.0 4.3
KF-Korrektur -8.18 -0.64 -7.7 -2.6
niedriger als erwartet Restriktion 97.91 136.7 47.6 208
Control-Chart 0.00 1.36 0.0 1.9
KF-Korrektur -15.5 0.00 -7.5 0.0
ho¨her als erwartet Restriktion -0.00 0.04 -0.0 0.1
Control-Chart 0.76 0.81 1.4 6.1
KF-Korrektur -3.97 -0.90 -7.6 -7.2
Tabelle 3.8:
Maximale und minimale Differenzen der mittleren finalen Fallzahlen bei verschie-
denen Varianzverla¨ufen und den drei Merkmalen. Die Differenzen wurden aus der
mittleren finalen Fallzahl der Prozedur mit dem Merkmal aus Spalte 2 und der
mittlerem Fallzahl der Prozedur ohne dieses Merkmal bestimmt. Die Extremwerte
wurden u¨ber die verschiedenen Studiengro¨ßen ermittelt. Sowohl relative wie ab-
solute Differenzen wurden berechnet, wobei diese nicht aus dem gleichen Szenario
zu stammen brauchen.
In der Tabelle 3.9 werden die Extremwerte der Abweichungen der finalen Fallzahlen der ein-
zelnen Prozeduren vom tatsa¨chlich beno¨tigten Umfang dargestellt. Es werden wieder prozen-
tuale und absolute Abweichungen gezeigt. Die Bestimmung der Extremwerte allein u¨ber die
Auspra¨gungen eines Merkmals wie in Tabelle 3.8 schien nicht sinnvoll, da die Auspra¨gungen
der jeweils anderen Merkmale unberu¨cksichtigt blieben. Als Referenzwert fu¨r diese Tabelle
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wurde die tatsa¨chlich beno¨tigte Fallzahl verwendet und es ergab sich beispielsweise der Wert
1.72% als Minimum der Werte Nˆrkfcc−NtatsNtats u¨ber alle Studiengro¨ßen im Szenario mit korrekter
Varianz.
Varianz... Prozedur Min. Diff. Max. Diff. Min. Diff. Max. Diff.
in % in %
wie erwartet rkfcc 1.72 3.19 3.1 6.9
rkfnc 2.34 3.29 3.2 9.4
roscc 2.37 6.11 5.9 9.5
rosnc 3.13 6.17 5.9 12.5
ukfcc -8.72 -1.09 -8.4 -4.4
ukfnc -9.44 -2.18 -9.1 -8.7
uoscc -0.65 0.36 -0.6 1.4
uosnc -1.38 -0.35 -1.5 -1.3
niedriger als erwartet rkfcc 100.0 100.0 48.0 200
rkfnc 100.0 100.0 48.0 200
roscc 100.0 100.0 48.0 200
rosnc 100.0 100.0 48.0 200
ukfcc -14.6 -2.82 -7.0 -5.6
ukfnc -15.5 -3.80 -7.7 -7.4
uoscc 0.83 1.06 0.4 1.7
uosnc -0.17 -0.06 -0.3 -0.0
ho¨her als erwartet rkfcc -4.68 -0.51 -9.0 -4.1
rkfnc -5.42 -1.27 -10 -10
roscc -0.76 0.39 -1.5 3.2
rosnc -1.55 -0.36 -3.0 -2.9
ukfcc -4.71 -0.51 -9.0 -4.1
ukfnc -5.46 -1.27 -10 -10
uoscc -0.77 0.39 -1.5 3.2
uosnc -1.57 -0.36 -3.0 -2.9
Tabelle 3.9:
Maximale und minimale Differenzen der mittleren finalen Fallzahlen bei verschie-
denen Varianzspezifikationen und den acht Prozeduren. Die Differenzen wurden
aus der mittleren finalen Fallzahl der Prozedur und der tatsa¨chlich beno¨tigten
Fallzahl bestimmt. Die Extremwerte wurden dann u¨ber die verschiedenen Stu-
diengro¨ßen ermittelt. Sowohl relative wie absolute Differenzen wurden berechnet,
wobei diese nicht aus dem gleichen Szenario zu stammen brauchen.
3.2.2 Bina¨re Endpunkte
Bei den Simulationen zu bina¨ren Zufallsgro¨ßen konnte die Varianz einen von drei verschie-
denen Werten annehmen, von denen der kleinste mit einer PER von 0.7 (Varianz=0.21),
die mittlere mit einer PER von 0.6 (Varianz=0.24) und die gro¨ßte mit einer PER von 0.5
(Varianz=0.25) einher ging. Dabei steht PER fu¨r die erwartete Anzahl an
”
Erfolgen“ in der
Gesamtstichprobe (Pooled Event Rate).
Unter den drei Mo¨glichkeiten wurde das Verhalten der Adaptionsprozeduren bei korrekter
vorheriger Spezifizierung dieser Streumaße untersucht, aber auch wenn die mittlere Streuung
angenommen worden ist, aber in Wirklichkeit eine der beiden anderen vorlag.
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3.2.2.1 Korrekte, niedrige Varianz
Der erste untersuchte Fall einer Studie mit bina¨rem Endpunkt ist der einer konstant niedrigen
Varianz (PER=0.7), deren Wert bei der Planung auch so vorhergesehen wurde.
Es gab nur eine einzige Situation (Abbildung 3.13), in der der empirische α-Fehler unter
5% lag, na¨mlich die der Prozedur rnc bei Nplan = 200 mit 4.993%. Die gleiche Prozedur
erreichte bei Nplan = 304 einen Anteil von 5.000%. Ansonsten waren alle anderen Fehlerraten
daru¨ber. Schon bei diesem Szenario gab es Prozeduren, die signifikant zu oft die gu¨ltige
Nullhypothese abgelehnt haben. Die betroffenen Fa¨lle waren bei der niedrigsten Fallzahl
und bei den Prozeduren mit Control-Charts zu beobachten (5.226%, 5.196%). Bei kleineren
Studien wiesen die cc-Prozeduren einen ho¨heren Fehleranteil auf, bei den gro¨ßeren war dieser
Unterschied geringer. Die Standardprozedur lieferte Fehlerraten 1. Art zwischen 5.04 und
5.08%.
Die vier Prozeduren fu¨hrten zu mittleren Fallzahlen (Abbildung 3.14), die sich um weniger
als 12 Patienten unterschieden. Die unrestringierten Prozeduren konnten potentiell kleine-
re Zahlen liefern und lagen daher im Mittel unter den restringierten. Die Control-Chart-
Prozeduren kamen unter den nc-Prozeduren zu liegen, beides besta¨tigt sich auch in Tabelle
3.11 auf S. 63: Die re-Prozeduren lagen im Mittel um bis zu 4.8% bzw. 8.2 Patienten u¨ber
den nr-Prozeduren, wa¨hrend die cc-Variante mit bis zu -1.9% bzw. -7.7 Patienten unterhalb
der nc-Variante liegen konnte, aber nicht daru¨ber.
Beim Vergleich mit der tatsa¨chlich beno¨tigten Fallzahl (Tabelle 3.12, Seite 64) zeigte rnc
mit mindestens +2% bzw. +4.1 Patienten und ho¨chstens +4.3% bzw. 4.3 Patienten die gro¨ßte
mittlere Abweichung vom Idealwert, rcc u¨berscha¨tzte diesen ebenfalls, jedoch nicht so stark.
Die Prozedur ucc blieb systematisch unterhalb der richtigen Fallzahl mit bis zu -1.8% bzw.
-3.2 Patienten. Die Basisprozedur unc dagegen wich sowohl nach oben als auch nach unten
mit einem maximalen Betrag von 0.7% bzw. 2.2 Patienten ab.
Die Variationskoeffizienten der Fallzahlen teilten die Prozeduren in zwei Gruppen: Die
der unrestringierten Prozeduren bewegten sich zwischen 12.4 und 13.1% bei der kleinsten
Fallzahl, wa¨hrend sich die restringierten Prozeduren dort zwischen 5.1 und 6.3% aufhielten.
Beide Gruppen folgten einem allgemeinen Abwa¨rtstrend mit steigender geplanter Fallzahl
und endeten bei 4.4-5.2% bzw. 2.3-2.8%. Innerhalb der Gruppen auf Basis der Eigenschaft
Restriktion hatten bei den kleineren Fallzahlen jeweils die cc-Prozeduren eine gro¨ßere relative
Streuung, wa¨hrend bei den gro¨ßeren Fallzahlen dies bei den nc-Prozeduren (und damit auch
fu¨r die Basisprozedur) der Fall war. Die Prozedur unc wies Werte zwischen 5.2 und 12.4%
auf.
3.2.2.2 Korrekte, mittlere Varianz
Bei mittelgroßer Streuung (PER=0.6) bildeten sich beim Fehler 1. Art wie im Fall der klei-
nen Varianz (PER=0.7) zwei Gruppen an Prozeduren heraus: Einerseits die cc-Prozeduren,
andererseits die nc-Prozeduren. In beiden gab es Verletzungen des Niveaus, wobei bei der
kleinsten Fallzahl nur die Prozedur rnc antikonservativ war (5.138%) und bei den ho¨heren
Fallzahlen die zwei cc-Prozeduren von 5% signifikant unterschiedliche Fehleranteile aufwiesen:
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Abbildung 3.13:
Empirischer Fehler 1. Art der vier Prozeduren bei den vier Studiengro¨ßen. Die
Kreise markieren Stellen, an denen das Konfidenzintervall die gewu¨nschten 5%
nicht u¨berdeckt.
Abbildung 3.14:
Urspru¨nglich geplante und mittlere finale Fallzahlen der vier Prozeduren bei den
vier Studiengro¨ßen.
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Abbildung 3.15:
Variationskoeffizient (in %) der finalen Fallzahlen der vier Prozeduren bei den
vier Studiengro¨ßen.
bei geplanten 304 Patienten waren sie mit mindestens 5.293% antikonservativ, bei geplanten
400 Patienten mit ho¨chstens 4.824% zu konservativ. Die Basisprozedur unc verursachte Fehler
1. Art zwischen 4.96 und 5.1%, die alle nicht von 5% signifikant verschieden waren.
Die erreichten Fallzahlen unterschieden sich u¨ber die Studiengro¨ßen hinweg nur um 3-5
Patienten, wobei sich re/nr-Paare um 0.1% bis 2.1% unterschieden (re-Prozeduren endeten
wieder ho¨her), was in absoluten Zahlen zwischen 0.4 und 4.2 Patienten bedeutete (Tabelle
3.11, Seite 63). Die Verwendung von Control-Charts bedeutete keine systematische Abwei-
chung nach unten gegenu¨ber der nc-Variante wie im Falle der kleinen Varianz, dennoch war
die maximale mittlere U¨berschreitung mit nur 0.1%, bzw. 0.3 Patienten nicht so stark wie
die maximal mo¨gliche Unterschreitung, welche -1.9% bzw. -4.5 Patienten betrug.
Als einzige Prozedur endete rcc mit mittleren Fallzahlen, die numerisch genau mit den
tatsa¨chlich beno¨tigten u¨bereinstimmten (Tabelle 3.12, Seite 64). Im Gegensatz dazu wich rnc
systematisch nach oben (0.9-2.0%) und ucc systematisch nach unten (-1.5% bis -0.1%) ab.
Bei der Basisprozedur unc waren Abweichungen in beide Richtungen mo¨glich (max. 0.6%).
Dieses Szenario wartete mit einer geringeren Variabilita¨t (CV) der finalen Fallzahlen vor
als beim vorhergegangenen aus dem Abschnitt mit der kleinen Varianz. Beim letzten Szenario
waren die ho¨chsten Variationskoeffizienten durch ca. 14% nach oben beschra¨nkt, in diesem
Szenario durch 7%. Weiterhin war die Variabilita¨t bei den restringierten Prozeduren wieder
niedriger als bei den unrestringierten und die der Prozedur rcc war sogar Null. Die zwei
restringierten Prozeduren hatten wie vorher einen fallenden Variationskoeffizienten mit stei-
gender Studiengro¨ße. Dieser fiel von 5.2-5.7% bei der kleinsten Studiengro¨ße auf 1.2-2.5% bei
der gro¨ßten. Die unrestringierten Prozeduren hingegen verliefen nahezu gleichbleibend, aber
auf einem niedrigeren Niveau: Der Variationskoeffizient der Prozedur rcc verlief konstant bei
Null und rnc blieb leicht fallend im Bereich zwischen 2.0 und 1.1%. Ein Wechsel der Pla¨tze
der cc/nc-Paare innerhalb einer re/nr-Gruppe fand im Gegensatz zum ersten Szenario nicht
statt, sondern die nc-Prozeduren blieben immer u¨ber den cc-Prozeduren. Die Basisprozedur
unc hatte mit 2.5-5.8% durchgehend den gro¨ßten Variationskoeffizienten fu¨r die erreichte
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Fallzahl.
3.2.2.3 Korrekte, hohe Varianz
In diesem Szenario wurde die ho¨chste Variabilita¨t der Daten erzeugt (PER=0.5) und eine
Planung unterstellt, die diesen Wert antizipierte. Die beobachteten Fehler 1. Art waren in 12
von 16 Fa¨llen so weit von 5% entfernt, dass die Konfidenzintervalle diesen Wert nicht mehr
einschlossen. Alle Prozeduren unterschieden sich bei den kleineren drei Studiengro¨ßen signifi-
kant von 5%, wobei sie bei den Fallzahlen 96 und 200 zu antikonservativ (Anteil Fehler 1. Art
war mindestens 5.197%) und bei 304 zu konservativ waren (Anteil Fehler 1. Art war ho¨chstens
4.704%). Bei der geplanten Fallzahl von 400 dagegen waren die Fehlerraten aller Prozeduren
nicht signifikant von 5% verschieden. Die in diesem Szenario beobachteten Absta¨nde der em-
pirischen α-Fehler waren mit minimal 4.641% bis maximal 5.629% die ho¨chsten unter denen
mit korrekt spezifizierter Varianz. Die Basisprozedur bewegte sich zwischen den Anteilen 4.7
und 5.6%.
Die Entwicklung der Fallzahlen glich den schon beschriebenen Fa¨llen mit kleineren Vari-
anzen: Die urspru¨nglich geplanten Fallzahlen wurden im Mittel erreicht. Bemerkenswert ist,
dass sich die maximalen und minimalen Werte der verschiedenen Prozeduren um nur noch
0.4 bis 0.6 Patienten unterschieden. Damit erzeugt das Szenario die kleinsten Unterschiede
zwischen den Fallzahlen aller Prozeduren. Es setzt sich also der Trend fort, denn die maxi-
malen Unterschiede zwischen den Prozeduren waren bei mittlerer Varianz ebenfalls kleiner
als bei der kleinsten.
Die restringierten Prozeduren unterschieden sich von ihren unrestringierten Gegenstu¨cken
um maximal +0.5%, die cc-Prozeduren von ihren nc-Gegenstu¨cken um +0.2%. In beiden
Fa¨llen bedeutete das Vorhandensein des jeweiligen Merkmals eine Erho¨hung der finalen mitt-
leren Fallzahl (Tabelle 3.11, Seite 63).
Die beiden restringierten Prozeduren endeten imMittel mit genau der tatsa¨chlich beno¨tigten
Fallzahl, bei den unrestringierten Prozeduren war hingegen eine systematische Abweichung
nach unten zu erkennen, wobei diese mit ho¨chstens -0.5% sehr gering war (Tabelle 3.12, Seite
64).
Die zwei restringierten Prozeduren wiesen außerdem keinerlei Variation in den erreichten
Fallzahlen auf und die beiden unrestringierten erzeugten Werte fu¨r den Variationskoeffizienten
zwischen 1.8 und 2.4% bei Nplan = 96 und 0.1 bis 0.5% bei Nplan = 400. Wie im Szenario
mit kleiner und korrekter Varianz tauschten die cc-Prozeduren die Pla¨tze, denn bei kleinen
Studien hatte die Prozedur ucc den gro¨ßeren Variationskoeffizienten, bei den gro¨ßeren Studien
war es dann unc. Die letztgenannte Basisprozedur hatte Werte zwischen 0.5 und 1.8% und
war damit ab der geplanten Studiengro¨ße von 200 Patienten die Prozedur mit dem gro¨ßten
Variationskoeffizienten.
3.2.2.4 U¨berscha¨tzte Varianz
Dies ist der erste der beiden Fa¨lle, in denen die Variabilita¨t bei der Planung fehlspezifiziert
wurde. Dennoch ist er hinsichtlich der Trennscha¨rfe der weniger kritische Fall, denn die auf-
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zudeckende Differenz zwischen den Proportionen der beiden Gruppen wurde so gewa¨hlt, dass
sie fu¨r eine ho¨here Varianz (PER=0.6) ha¨tte mit einer Power von 85% nachgewiesen werden
ko¨nnen.
Das Szenario zeichnet sich durch die geringe Abweichung des Anteils an Fehlern 1. Art
von den erwu¨nschten 5% aus. Es gibt hier nur zwei Fa¨lle, in denen eine Prozedur signifikant
antikonservativ war. Dies war die Prozedur ucc bei den Fallzahlen 200 (5.14%) und 304
(5.168%). Bei allen anderen Prozeduren lagen zwar meist leicht antikonservative Ergebnisse
vor, diese waren jedoch nie signifikant von 5% verschieden. Die restringierten Prozeduren
hatten nahezu identische Anteile an Fehlern 1. Art, die Basisprozedur unc solche zwischen
4.96 und 5.12%.
In diesem Szenario zeigte sich auch erstmals, dass die Prozeduren unterschiedlich reagiert
haben: Bei einer Varianz, die kleiner war als erwartet, sollte die Fallzahl entsprechend gesenkt
werden. Wie erwartet konnten die restringierten Prozeduren die Fallzahl jedoch nicht herab-
setzen und blieben mit sehr kleiner Spannbreite (maximale Abweichung nach oben war 0.1
Patienten) auf den zuvor spezifizierten Werten, wa¨hrend die unrestringierten in allen Fa¨llen
kleinere mittlere Fallzahlen lieferten.
Eine restringierte Prozedur unterschied sich von ihrem unrestringierten Gegenstu¨ck um
mindestens +11.1 und ho¨chstens um +15.6%, in absoluten Fallzahlen: +12.1 bis +51.4 Pati-
enten (Tabelle 3.11, Seite 63).
Wa¨hrend die unrestringierten cc-Varianten bei kleineren Studiengro¨ßen nahezu identische
Fallzahlen erbrachten (cc: 84.0, nc: 83.3 beiNplan = 96), gab es bei den gro¨ßeren sichtbare Un-
terschiede (cc: 359.5, nc: 348.6 bei Nplan = 400). Die Prozedur ohne Control-Chart beno¨tigte
hier eine etwas geringere Fallzahl. So reduzierte der Einsatz eines Control-Charts ho¨chstens
nur sehr leicht die Fallzahlen (-0.1%), wa¨hrend Vergro¨ßerungen um +3.1% gegenu¨ber der
passenden nc-Variante mo¨glich waren.
Verglichen mit einer fixen Fallzahlplanung (Tabelle 3.12, Seite 64) auf Basis der korrekten
Varianz wurden durch die restringierte Prozeduren zwischen 13.7% und 14.8% erho¨hte Stich-
probenumfa¨nge bestimmt, da eine Verkleinerung nicht mo¨glich war. Bei der Prozedur ucc wur-
den leicht zu große Umfa¨nge berechnet, denn sie lag im Mittel mindestens 0.2% bis ho¨chstens
3.0% u¨ber der richtigen Fallzahl. In absoluten Zahlen waren mittlere U¨berscha¨tzungen von
10.5 Patienten mo¨glich. Die Basisprozedur unc dagegen endete mit systematisch zu kleinen
Fallzahlen, aber das Ausmaß der Unterscha¨tzung mit ho¨chstens -0.7%, bzw. -0.6 Patienten
fiel eher gering aus.
Bei der relativen Streuung (CV) der Fallzahlen hatten die restringierten Prozeduren Werte
nahe Null, u¨ber alle Fallzahlen hinweg betrug der maximale Variationskoeffizient 0.7%. Die
unrestringierten Prozeduren dagegen wiesen Werte von 13.6 und 15.8% bei der kleinsten
geplanten Fallzahl und abfallend bei der ho¨chsten Fallzahl Werte von 5.5 bis 11.0% auf, wobei
die cc-Variante immer die mit dem ho¨heren der zwei Werte war, sodass die Basisprozedur
unc unter den unrestringierten durchgehend den kleinsten Variationskoeffizienten besaß. Bei
den restringierten Prozeduren wirkte dieser Faktor genau umgekehrt, da die cc-Varianten
mit einem u¨ber die Studiengro¨ßen konstanten Variationskoeffizienten von Null und die nc-
Varianten mit Werten zwischen Null und einem Prozent beobachtet wurden.
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3.2.2.5 Unterscha¨tzte Varianz
Der zweite Fall einer zur Planungszeit fehlspezifizierten Variabilita¨t ist der einer real zu hohen
Streuung der untersuchten Variablen. Fu¨r die Simulation wurde eine minimal nachzuweisende
Differenz der Proportionen verwendet, die zu einer geringeren Variabilita¨t geho¨rte. Wa¨hrend
die Differenz bei einer PER von 0.6 noch mit 85% Power nachweisbar gewesen wa¨re, ist sie
bei einer PER von 0.5 mit einer kleineren Power verbunden. Die Prozeduren mussten also
die Fallzahl entsprechend nach oben korrigieren.
Das Bild der Fehler 1. Art war wie beim Szenario mit hoher und korrekt spezifizierter
Varianz sehr uneinheitlich mit starken Schwankungen u¨ber und unter die gewu¨nschten 5%,
in Extremfa¨llen sind 4.484 bis 5.721% aufgetreten. Alle Prozeduren verletzten signifikant
das Niveau bei den kleineren drei Studiengro¨ßen und nur die beiden nc-Prozeduren bei der
Studiengro¨ße 304 und die cc-Prozeduren bei der Studiengro¨ße 400 hielten das Niveau ein.
Aufgrund des Kriteriums des Control-Charts fand eine Teilung beim Fehler 1. Art statt, die
Basisprozedur unc sowie die Prozedur rnc hatten meist die gleichen Anteile an Fehlern 1.
Art, sie bewegten sich zwischen 4.5 und 5.7%.
Die nc-Prozeduren konnten wie erwartet im Mittel sta¨rker auf die zu hohe Variabilita¨t
reagieren. Bei der kleinsten geplanten Fallzahl unterschieden sich die Prozeduren um maximal
3.7 Patienten und bei der ho¨chsten Fallzahl von 400 unterschied sich die ho¨chste mittlere
Fallzahl von der niedrigsten um 15.5 Patienten.
Beim Vergleich der re/nr-Paare (Tabelle 3.11, Seite 63) war kaum ein Unterschied zu beob-
achten, denn der minimale Unterschied war 0, der maximale 0.13%, bzw. 0.1 Patienten. Die
cc/nc-Paare dagegen zeigten gro¨ßere Differenzen, wobei die Verwendung des Control-Charts
immer zu kleineren Fallzahlen fu¨hrte als die Nichtverwendung. Die Abweichungen betrugen
zwischen -3.6 und -4.7%, in absoluten Zahlen -3.6 bis -15 Patienten.
Die tatsa¨chlich beno¨tigte Fallzahl wurde durch die cc-Prozeduren systematisch unterscha¨tzt,
es ergaben sich hier Unterschiede von bis zu -4.4% bzw. -15.5 Patienten. Die nc-Prozeduren
konnten sowohl nach oben wie nach unten abweichen, aber der Betrag war nur maximal 0.27%
/ 0.9 Patienten (Tabelle 3.12, Seite 64).
Eine Gruppenbildung aufgrund der cc-Eigenschaft zeigte sich ebenfalls in der Variabilita¨t
der Fallzahlen, welche bei allen Prozeduren sehr gering ausfiel (der CV betrug maximal 1.7%).
Die rcc-Prozedur wies bei keiner Studiengro¨ße einen Variationskoeffizienten ungleich Null auf,
wa¨hrend die ucc-Prozedur von 1.2 auf 0.01% fiel. Die anderen zwei Prozeduren unc und rnc
fielen ebenfalls von 1.7 bzw. 1.2 auf den gemeinsamen Wert von 0.4%.
3.2.2.6 Zusammenfassende Darstellungen
Tabelle 3.10 zeigt die minimalen und maximalen Anteile an Fehlern 1. Art fu¨r die Basispro-
zedur unc und der anderen Prozeduren (zusammengefasst) in den fu¨nf Varianzszenarien.
Insgesamt gab es 80 Kombinationen aus Prozedur (4), Studiengro¨ße (4) und Varianzszena-
rio (5). In 33 Fa¨llen u¨berdeckte das 95%-Konfidenzintervall nicht die erwu¨nschten 5%.
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Prozedur Wahre Varianz... Empirischer
Fehler 1. Art in %
Basisprozedur wie erwartet, niedrig 5.040 - 5.079
(unc) wie erwartet, mittel 4.961 - 5.099
wie erwartet, hoch 4.704 - 5.615
kleiner als erwartet 4.962 - 5.121
gro¨ßer als erwartet 4.486 - 5.720
modifiziert wie erwartet, niedrig 4.993 - 5.226
wie erwartet, mittel 4.824 - 5.294
wie erwartet, hoch 4.641 - 5.629
kleiner als erwartet 4.921 - 5.168
gro¨ßer als erwartet 4.484 - 5.721
Tabelle 3.10:
Minimaler und maximaler mittlerer Anteil an Fehlern 1. Art fu¨r die Basispro-
zedur unc und ihre drei Modifikationen in den fu¨nf verschiedenen Szenarien der
Varianz(fehl)spezifikation.
Varianzverlauf Merkmal Min. Diff. Max. Diff. Min. Diff. Max. Diff.
in % in %
richtige, niedrige Varianz Restriktion 0.89 4.82 3.5 8.2
Control-Chart -1.89 -0.34 -7.7 -1.0
richtige, mittlere Varianz Restriktion 0.09 2.06 0.4 4.2
Control-Chart -1.92 0.09 -4.5 0.3
richtige, hohe Varianz Restriktion 0.00 0.48 0.0 0.6
Control-Chart 0.00 0.19 0.0 0.6
zu niedrige Varianz Restriktion 11.12 15.56 12.1 51.4
Control-Chart -0.12 3.13 -0.1 10.9
zu hohe Varianz Restriktion 0.00 0.13 0.0 0.1
Control-Chart -4.69 -3.58 -15 -3.6
Tabelle 3.11:
Maximale und minimale Differenzen der mittleren finalen Fallzahlen bei verschie-
denen Varianz(fehl)annahmen und den zwei Merkmalen. Die Differenzen wurden
aus der mittleren finalen Fallzahl der Prozedur mit dem Merkmal aus Spalte 2
und der mittlerem Fallzahl der Prozedur ohne dieses Merkmal bestimmt. Die
Extremwerte wurden u¨ber die verschiedenen Studiengro¨ßen ermittelt. Sowohl re-
lative wie absolute Differenzen wurden berechnet, wobei diese nicht zur gleichen
Studiengro¨ße geho¨ren mu¨ssen.
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Varianzverlauf Prozedur Min. Diff. Max. Diff. Min. Diff. Max. Diff.
in % in %
richtige, niedrige Varianz rcc 0.27 2.63 0.8 2.8
rnc 1.99 4.28 4.1 9.0
ucc -1.76 -0.56 -3.2 -1.6
unc -0.72 0.35 -2.2 1.4
richtige, mittlere Varianz rcc 0.00 0.00 0.0 0.0
rnc 0.86 1.96 1.9 4.5
ucc -1.45 -0.09 -1.4 -0.4
unc -0.19 0.60 -0.7 1.8
richtige, hohe Varianz rcc 0.00 0.00 0.0 0.0
rnc 0.00 0.00 0.0 0.0
ucc -0.40 -0.00 -0.4 -0.0
unc -0.48 -0.15 -0.6 -0.4
zu niedrige Varianz rcc 13.77 14.73 12.2 51.0
rnc 13.77 14.74 12.3 51.0
ucc 0.18 3.02 0.1 10.5
unc -0.74 -0.11 -0.6 -0.3
zu hohe Varianz rcc -4.44 -3.63 -15 -3.8
rnc -0.15 0.27 -0.2 0.9
ucc -4.44 -3.63 -15 -3.8
unc -0.28 0.27 -0.3 0.8
Tabelle 3.12:
Maximale und minimale Differenzen der mittleren finalen Fallzahlen bei verschie-
denen Varianz(fehl)annahmen und den vier Prozeduren. Die Differenzen wurden
aus der mittleren finalen Fallzahl der Prozedur und der tatsa¨chlich beno¨tigten
Fallzahl bestimmt. Die Extremwerte wurden dann u¨ber die verschiedenen Stu-
diengro¨ßen ermittelt. Sowohl relative wie absolute Differenzen wurden berechnet,
wobei diese nicht zur gleichen Studiengro¨ße geho¨ren mu¨ssen.
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3.3 Ein Kombinationstest bei gea¨nderter Variabilita¨t
3.3.1 Fehler 1. Art
In beiden Szenarien haben die Pooling- und die Kombinationsstrategie das Niveau eingehalten
(Abbildung 3.16). Die Testprozedur Komb&1, bei der noch zusa¨tzlich Signifikanz in einer der
beiden Phasen verlangt wurde, damit sie insgesamt signifikant wurde, erzeugte durchgehend
eine kleinere Fehlerrate als 5% und blieb immer bei ca. 4.5%.
Abbildung 3.16:
Empirische Fehler 1. Art fu¨r die drei Prozeduren Pooling, Kombination, Komb&1.
Die horizontale Linie markiert das angestrebte 5% Niveau.
Weder das Szenario fu¨r die Rekrutierung noch die Sta¨rke der Inflation scheinen in den
Verla¨ufen u¨ber die Varianzinflation einen gro¨ßeren Einfluss zu haben. Die 95%-Konfidenzin-
tervalle deckten bei der Pooling- und reinen Kombinationsstrategie die 5% in allen Fa¨llen ab,
wa¨hrend sie beim Abschlusstest durchgehend komplett darunter lagen.
3.3.2 Trennscha¨rfe
3.3.2.1 Konstante Mittelwerte
Abbildung 3.17 zeigt die Trennscha¨rfe des jeweiligen Tests bei kleiner Mittelwertdifferenz.
Alle Tests haben bei diesem kleinen Effekt eine sehr geringe Trennscha¨rfe. Fu¨r beide Szena-
rien zusammen betrachtet, ist das Maximum bei 16.82%, das Minimum bei 9.83%. In beiden
Szenarien sind die relativen Lagen der Trennscha¨rfe a¨hnlich. Findet keine Varianzinflation
statt, dann ist die Reihenfolge bezu¨glich der Trennscha¨rfe mit der ho¨chsten beginnend wie
folgt: Pooling-Test, Kombinationstest, Abschlusstest. Wird die Varianz erho¨ht, a¨ndert sich die
Reihenfolge dahingehend, dass der Pooling-Test an die zweite Stelle fa¨llt. Die Abschlusstest-
prozedur bleibt die mit der geringsten Power, welche parallel zu dem des Kombinationstests
verla¨uft.
Die Simulationsergebnisse deuten an, dass der Punkt, an dem der Kombinationstest den
Poolingtest u¨berholt, beim Szenario 2 fru¨her als beim Szenario 1 ist. Denn im ersteren findet
der U¨bergang zwischen den Werten 1.5 und 2 fu¨r den Varianzfaktor statt, im letzteren ist er
zwischen den Werten 2 und 2.5.
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Beim Vergleich der Pooling- und der Kombinationsstrategie zeigt sich in Szenario 1, dass
Pooling im besten Fall um maximal 1.3 Prozentpunkte ho¨her lag und im schlechtesten Fall
um 0.66 Prozentpunkte niedriger. Fu¨r das Szenario 2 waren diese zwei Differenzen 0.9 Pro-
zentpunkte bzw. 0.7 Prozentpunkte.
Abbildung 3.17:
Trennscha¨rfe der drei untersuchten Prozeduren unter den beiden Rekrutierungs-
szenarien bei mittelgroßem Mittelwertunterschied. Zur besseren Abscha¨tzung der
Stelle, an der die Kombinationsprozedur die Pooling-Prozedur u¨bertrifft, wurde
beim Varianzfaktor 2 eine Hilfslinie gezogen.
Abbildung 3.18 entspricht der gleichen Situation fu¨r eine mittelgroße Mittelwertdifferenz,
wobei zwei Eigenschaften der Verla¨ufe sofort auffallen: Erstens ist der Verlust an Power
im zweiten Szenario generell sta¨rker ausgepra¨gt als im ersten, zweitens fa¨llt die Power des
Poolingtests bei ansteigendem Varianzfaktor unter die des Abschlusstests (dies war bei kleiner
Mittelwertdifferenz nicht so).
Zur ersten Beobachtung ist festzustellen, dass die Poolingprozedur mit der gro¨ßten Power
startet und mit der kleinsten endet, so dass die u¨ber die Varianzinflationsfaktoren den gro¨ßten
Verlust aufweist. Dieser betra¨gt im ersten Szenario 16.8 Prozentpunkte im zweiten 28.5. Beide
Kombinationsprozeduren verlieren nur 9.1 bzw. 19.5 Prozentpunkte.
Die Poolingprozedur startete im Falle keiner Varianzinflation (Faktor 1) oberhalb der bei-
den anderen Prozeduren, sie lag 0.7 Prozentpunkte u¨ber der Kombinationsprozedur und 1.9
u¨ber der Abschlusstestprozedur. Bei der extremsten Varianzinflation (Faktor 3) fa¨llt der Poo-
lingtest jedoch 7 Prozentpunkte unter den Kombinationstest und 4.9 unter den Abschluss-
test. Die Stelle, ab der die beiden Kombinationsprozeduren die Poolingprozedur an Power
u¨bertreffen war in beiden Szenarien zwischen 1.5 und 2 beim Kombinationstest bzw. 2 und
2.5 beim Abschlusstest.
Wie in der vorigen Situation verlaufen die Powerkurven des beiden Kombinationsproze-
duren weitgehend parallel, wobei die Abschlusstestprozedur eine kleinere Power hatte als
die Kombinationsprozedur. Ihre Trennscha¨rfen unterschieden sich um maximal 2.2 bzw. 3.7
Prozentpunkte in den beiden Szenarien.
Bei den Powerverla¨ufen zur gro¨ßten betrachteten Mittelwertdifferenz (Abbildung 3.19) ist
zu erkennen, dass alle Prozeduren eine sehr hohe Power aufweisen und die Unterschiede sehr
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Abbildung 3.18:
Trennscha¨rfe der drei untersuchten Prozeduren unter den beiden Rekrutierungs-
szenarien bei mittelgroßem Mittelwertunterschied.
gering sind. Im Szenario 1 bewegen sich alle beobachteten Werte zwischen 99.94 und 100%,
im Szenario 2 zwischen 98.84 und 100%. Obwohl die Unterschiede extrem klein waren, zeigte
sich, dass die Pooling-Prozedur hier nie besser (ho¨chstens gleichwertig) war als die beiden
anderen Testverfahren.
Abbildung 3.19:
Trennscha¨rfe der drei untersuchten Prozeduren unter den beiden Rekrutierungs-
szenarien beim gro¨ßten Mittelwertunterschied.
3.3.2.2 Variable Mittelwerte bei konstanter Differenz
Eine potentiell andere Situation lag vor, wenn sich die Mittelwerte u¨ber die Zeit vera¨ndern
konnten. Zuerst wurde die einfache Mo¨glichkeit einer gleichbleibenden Mittelwertdifferenz
untersucht. Da sich im letzten Kapitel gezeigt hat, dass sich relevante Unterschiede bei mit-
telgroßem Effekt ergaben, wurde dieser hierfu¨r verwendet. Die Mittelwerte der Behandlungs-
gruppen wurden u¨ber die Phasen hinweg (A) leicht um 0.1, (B) mittel um 0.5 oder (C) stark
um 1.0 verschoben (Abbildung 3.20).
Dabei ist zu beachten, dass die beiden Testverfahren mit Verwendung der Kombination
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von diesen Verschiebungen theoretisch nicht tangiert werden durften, da fu¨r diese die beiden
Phasen jeweils getrennt ausgewertet wurden und das Testergebnis nur von der Differenz der
Mittelwerte abhing, welche sich in dieser Situation nicht a¨nderte. In der Tat sieht man kaum
Unterschiede bei den Unterszenarien (A), (B) und (C) was die Power der Kombinations-
und Abschlusstestprozedur angeht. Außerdem zeigt sich das gleiche Bild wie beim Szenario
mit konstanten Mittelwerten: in Szenario 2 ist der Verlust an Power generell ho¨her. Die
Begru¨ndung aus dem vorigen Szenario kann auch hier angewendet werden.
Eine weitere Beobachtung bezu¨glich der Pooling-Strategie scheint erwa¨hnenswert: Sie ver-
ha¨lt sich nicht gleich unter den verschiedenen Verschiebungen, denn mit gro¨ßerer Verschie-
bung wird ihre Trennscha¨rfe geringer. Startet sie bei einer schwachen Verschiebung (A) und
konstanter Varianz noch oberhalb der beiden anderen Testprozeduren, ist ihre Trennscha¨rfe
bei starker Verschiebung (C) im Szenario 1 auf dem Niveau der Abschlusstestprozedur und
im Szenario 2 zwischen den beiden anderen Prozeduren. Der Grund fu¨r dieses Bild liegt in der
Mischverteilung, bei der durch diesen Shift ein konstanter Gruppenunterschied
”
verwischt“
wird.
Zusa¨tzlich fa¨llt die Trennscha¨rfe der Pooling-Prozedur auch sta¨rker mit steigendem Shift.
Dieser Effekt ist jedoch sehr schwach ausgepra¨gt und ko¨nnte auch ein durch die Simulation
begru¨ndeter Zufall sein: Im Szenario 1 ist bei einem Shift von 0.1 der Unterschied der Power
von Null-Inflation zu dreifacher Varianzinflation 16.11 Prozentpunkte, bei einem Shift von 0.5
ist diese Differenz 16.38 Prozentpunkte, bei einem Shift von 1.0 ist sie 17.93 Prozentpunkte.
Im Szenario 2 sind die Werte fu¨r den Verlust an Trennscha¨rfe bei der Poolingprozedur zwar
insgesamt ho¨her, es la¨sst sich aber nicht der gleiche Trend wie in Szenario 1 erkennen, hier
sind die Unterschiede 28.03, 28.31 und 27.88 Prozentpunkte.
Abbildung 3.20:
Power der drei untersuchten Prozeduren bei konstantem mittelgroßem Effekt von
0.5 und drei Verschiebungen der Mittelwerte von Verum- und Kontrollgruppe.
(A) steht fu¨r eine kleine Verschiebung von 0.1, (B) fu¨r eine mittelgroße von 0.5
und (C) fu¨r eine große um 1.0.
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3.3.2.3 Nichtkonstante Differenz
Zuletzt durfte auch die Mittelwertdifferenz zwischen den Phasen variieren. Es wurde fu¨r die
beiden Szenarien von einer Differenz ausgegangen, unter der bei Null-Inflation eine Power
von ca. 80% vorlag, wie sie bei klinischen Studien mindestens angestrebt wird. Es wurde in
diesem Fall eine Verringerung der Mittelwertdifferenz simuliert, denn bei klinischen Studi-
en, bei denen ein Amendment die Rekrutierungsgeschwindigkeit erho¨hen soll, ist durch das
heterogenere Patientenkollektiv eher mit einem kleineren Behandlungseffekt in der zweiten
Phase zu rechnen. Daru¨ber hinaus stellt dieses Szenario den ungu¨nstigeren Verlauf hinsicht-
lich der Trennscha¨rfe dar und es ist zu kla¨ren, wie stark die statistischen Prozeduren davon
beeintra¨chtigt werden.
Abbildung 3.21 zeigt den Effekt der Varianzinflation, wenn die Kontrolltherapie konstant
einen Wert von Null liefert, wa¨hrend Verum unter Szenario 1 im Mittel in der ersten Phase
einen Effekt von 0.7 aufweist und dann in der zweiten Phase auf 0.2 abfa¨llt. In Szenario 2
wurde von einem anfa¨nglichen Verumeffekt von 0.5 ausgegangen, welcher dann ebenfalls auf
0.2 sank.
Die Pooling-Prozedur war viel sta¨rker durch die Varianzinflation betroffen als die beiden
anderen Tests, welche wie in den Kapiteln 3.3.2.1 und 3.3.2.2 nahezu parallele Verla¨ufe zei-
gen. Die Pooling-Prozedur macht mit steigender Varianz in der zweiten Phase einen Verlust
an Power von 26.4 Prozentpunkten in Szenario 1 durch, in Szenario 2 einen Verlust von 28.7
Prozentpunkten. Der Kombinationstest und der Abschlusstest werden weniger stark beein-
flusst, denn ihre Power fa¨llt in beiden Szenarien um nur ca. 6 Prozentpunkte. Die beiden
Testverfahren unterscheiden sich um einen Betrag von 1.5 bis 2 Prozentpunkten und ab dem
Varianzfaktor 1.5 kann bei ihnen eine ho¨here Power (7.1 bzw. 5.3 Prozentpunkte) als bei
der Pooling-Prozedur verzeichnet werden, der Unterschied wird dann immer gro¨ßer und ist
schließlich bei einem Varianzfaktor 3 bei beiden Prozeduren u¨ber 20 Prozentpunkte groß.
Abbildung 3.21:
Power der drei Testverfahren unter der Bedingung sich u¨ber die Phasen a¨ndernder
Mittelwertdifferenzen und sich a¨ndernder Varianzen. Im Szenario 1 (2) war der
Zeitpunkt der Varianzinflation bei der Ha¨lfte (einem Drittel) der rekrutierten
Patienten, die Mittelwertdifferenz fiel von 0.7 (0.5) auf 0.2.
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4.1 Reale Studien
4.1.1 Rekrutierungsgeschwindigkeit und -ungleichheit
Rekrutierungsgeschwindigkeit Die mittlere Rekrutierungsgeschwindigkeit der einzelnen
Studien erwies sich als sehr variabel, sie schwankte bei den Interventionsstudien zwischen
einem Patienten pro Monat bis zu knapp fu¨nf Patienten pro Tag. In [4] wurden Rekrutie-
rungsraten fu¨r 10 multizentrische Studien berichtet, die beim Cooperative Studies Program
Coordinating Center (CSPCC) am VA Medical Center, Perry Point, Maryland, zu verschiede-
nen Indikationen (z.B. Behandlung von Alkoholismus, Diabetes oder Epilepsie) durchgefu¨hrt
wurden. Die Rekrutierungsraten betrugen fu¨r diese Studien zwischen durchschnittlich 0.0013
und 0.88 Patienten pro Tag. Obwohl diese Studien damit nicht so schnell rekrutierten wie die
hier untersuchten, liegt dort ebenfalls eine große Spannbreite vor.
Die Untersuchung von Zusammenha¨ngen von Rekrutierungsgeschwindigkeit und den erho-
benen Metadaten ergab signifikante Einflu¨sse durch die Art Studie (Nichtinterventionsstudien
waren zu einem großen Anteil unter den schnell rekrutierenden) und die Anzahl der Zentren
(je mehr Zentren desto ho¨her die Geschwindigkeit). Die Dauer der Studie zeigte ebenfalls
einen signifikanten Einfluss, welcher angesichts der Tatsache, dass die Fallzahl meist vorge-
plant ist, offensichtlich erscheint.
Variablen, die aufgrund der Datenlage kaum belastbare Informationen erbringen konn-
ten, waren die Chronizita¨t der Erkrankung (nur 3 Studien zu chronischen Erkrankungen),
Randomisierung (nahezu alle Interventionsstudien waren randomisiert), die Anzahl der Be-
handlungsarme (fast alle Interventionsstudien hatten zwei Behandlungsgruppen). Außerdem
konnte der Einfluss der Verblindung nicht von dem der Verwendung von Placebokontrollen
getrennt werden, da bei den untersuchten Studien die beiden Eigenschaften nur gemeinsam
auftraten. Folgende schwache Trends konnten beobachtet werden: Phase-III-Studien waren
eher um den Median versammelt, Phase IV eher in den Extremen der Rekrutierungsge-
schwindigkeit. In der Reihenfolge akute Indikation, beides mo¨glich, chronische Indikation gab
es einen Anstieg der mittleren Geschwindigkeit, verblindete bzw. placebokontrollierte Studien
schienen im Mittel und im Median schneller als die anderen zu sein, ebenso wie post-GCP-
Studien waren Studien mit Amendment etwas schneller, genauso wie zweiarmige im Vergleich
zu dreiarmigen Studien. Bei der Art der Intervention schienen die Nichtmedikamentenstudien
schneller zu sein.
Die Frage, ob eine chirurgische Intervention eine Rolle bei der Rekrutierung spielt, wird
in der Literatur widerspru¨chlich beantwortet [48, 49]. Da unter den untersuchten Studien zu
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wenige mit chirurgischer Intervention vertreten sind, kann keine der beiden Beobachtungen
besta¨tigt werden. Dagegen konnten die Rekrutierungsraten bei medikamento¨ser Intervention
in [48] mit den vorliegenden verglichen werden. Wa¨hrend dort die mediane Dauer zwischen
zwei Patientenaufnahmen pro Zentrum 34.8 Tage betrug (Q1:11.7, Q3:98.0), war diese bei
den hier untersuchten Studien ku¨rzer: 13.2 Tage (Q1:3.7, Q3: 32.7), was darin begru¨ndet sein
ko¨nnte, dass die Studien in [48] sa¨mtlich in Großbritannien durchgefu¨hrt wurden und dort
aufgrund des Gesundheitssystems andere Voraussetzungen fu¨r die Rekrutierung herrschen als
in Deutschland.
Bei den Betrachtungen der vorliegenden Studien ist zusa¨tzlich mit einem (Selektions-)Bias
zu rechnen, denn Studien, die wegen zu langsamer Rekrutierung abgebrochen werden muss-
ten, konnten nicht mehr in die Analyse gelangen, wodurch die Sta¨rke des Einflusses der
Metavariablen auf die Rekrutierungsgeschwindigkeit unterscha¨tzt werden ko¨nnte. Dass der
Anteil wegen schleppender Rekrutierung abgebrochener Studien beachtlich sein kann, sieht
man an der Aufstellung in [4], in der von elf Studien drei wegen nicht mehr erfu¨llbaren Rekru-
tierungszielen abgebrochen wurden. An anderer Stelle wird ein Anteil von 25 von 195 Studien
(13%) berichtet [45].
Ungleichma¨ßige Rekrutierung Ungleichma¨ßige Rekrutierung wurde in dieser Arbeit mit
Hilfe der Gro¨ße δrek quantifiziert. Sowohl der Median als auch der von Null signifikant un-
terschiedliche Mittelwert zeigten an, dass die Studien eher zu einer schnellen anfa¨nglichen
Rekrutierung neigen. Dies kann jedoch ebenso durch einen Selektionseffekt zustande gekom-
men sein: Studien, die anfangs eher langsam oder gar schleppend rekrutierten liefen eher
Gefahr, deswegen abgebrochen zu werden und in dieser Aufstellung zu fehlen – bei der Re-
cherche nach Studien tauchte der Abbruch wegen schleppender Rekrutierung des O¨fteren als
Grund fu¨r das Nichtvorhandensein von Daten auf.
Bei keiner der Metaeigenschaften konnte ein signifikanter Zusammenhang zur ungleichma¨-
ßigerer Rekrutierung gefunden werden. Es galten weiterhin die gleichen Einschra¨nkungen fu¨r
die mo¨glichen Schlu¨sse, die auch schon fu¨r die Rekrutierungsgeschwindigkeit genannt wurden.
Folgende Trends zeichneten sich schwach ab: drei der fu¨nf Phase-III-Studien fanden sich in
den a¨ußeren zwei Quartilen der Gesamtverteilung der Interventionsstudien. Die Studien mit
chronischer Indikation hatten die erwartete Verteilung, von den akuten dagegen befand sich
keine in den a¨ußeren Quartilen. Unizentrische Studien schienen gleichma¨ßiger zu rekrutie-
ren. Bei den aktiv kontrollierten und unverblindeten Studien (es waren dieselben Studien)
fand sich ein ho¨herer Anteil unter den anfangs schnellen. Ein uneinheitlicheres Bild boten
die Studien mit den Eigenschaften Studienstart nach GCP-Einfu¨hrung, Amendment, Nicht-
medikamentenstudie und dreiarmigen Studien, denn sie hatten gro¨ßere Anteile sowohl bei
den anfa¨nglich langsamen als auch bei den anfa¨nglich schnellen Studien. Keine Unterschiede
dagegen konnten aufgrund der Art der Studie festgestellt werden.
Bei Reviews [45] wurde der Anteil an Studien mit zu langsamer Rekrutierung auf die Ha¨lfte
gescha¨tzt. Allerdings ko¨nnte hier ein Publication-Bias hin zur U¨berrepra¨sentierung dieser Pro-
blemberichte vorliegen, denn in Vero¨ffentlichungen zu Studien wurde o¨fter erwa¨hnt, dass es
Rekrutierungsprobleme gab, als dass die Rekrutierung plangema¨ß voran schritt [2]. Um doch
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noch die no¨tige Anzahl an Patienten einzuschließen, musste dann die Rekrutierungsdauer
verla¨ngert werden oder die Bemu¨hungen auf anderem Wege gesteigert werden. Das konnte
die Ero¨ffnung neuer Zentren oder auch die Verwendung anderer Kana¨le zur Kontaktierung
der potentiellen Studienteilnehmer sein. Außerdem wiesen die Autoren auch auf Fa¨lle hin,
bei denen ein u¨berproportional großer Anteil der Studienteilnehmer gegen Ende der Rekru-
tierungsphase in die Studie eingeschlossen wurden.
4.1.2 Varianzunterschiede
Fu¨r die Untersuchung von Varianzunterschieden wurden die Rohdaten von 40 real durch-
gefu¨hrten Studien untersucht. Darunter waren klassische randomisierte kontrollierte klinische
Studien, Anwendungsbeobachtungen und epidemiologische Studien. Von den meisten Studien
gab es mehrere analysierte Variablen. In einer ersten Na¨herung wurden alle 182 Variablen
aus diesen Studien als unabha¨ngig betrachtet und einfache deskriptive Statistiken ihrer Vari-
anzverha¨ltnisse berechnet. Es ergab sich eine Verteilung, die rechtsschief (linkssteil) war, d.h.
sie war unsymmetrisch und nach rechts hin flach auslaufend. Da es sich bei den Daten um
Verha¨ltnisse aus Varianzen / Standardabweichungen handelte, war eine Verteilungsform wie
die der F -Verteilung auch zu erwarten. Der Gipfel des Histogramms war um den Wert Eins
zu finden, was eine Ha¨ufung des Falles keiner Varianza¨nderung u¨ber die Zeit hinweg bedeutet.
Auch die zentralen Lagemaße Median und Mittelwert waren nahe Eins. Der positive Wert
der Schiefe von 4.36 besta¨tigte den visuellen Eindruck der Rechtsschiefe der Verteilung, und
ihre Steilgipfligkeit, die bereits im Histogramm sehr deutlich wird, wurde durch die deutlich
positive Kurtosis von fast 30 untermauert. Dieser Wert -um 3 vermindert- vergleicht jedoch
nur das Gewicht der Verteilung mit der Normalverteilung und daher kann er nicht zur Beant-
wortung der Frage verwendet werden, ob nun mehr oder weniger extreme Varianzverha¨ltnisse
als zufa¨llig vorliegen.
Zur Beantwortung dieser Frage musste erst die theoretische Verteilung der Varianzver-
ha¨ltnisse hergeleitet werden, wenn man die Gu¨ltigkeit der Nullhypothese keines Varianzun-
terschiedes u¨ber die Zeit bei den Studien annimmt. Diese theoretische Verteilung musste
eine Mischung aus mehreren Fm,n-Verteilungen sein. Um die tatsa¨chliche Verteilung mit der
theoretischen zu vergleichen, wurden mehrere Wege beschritten:
Zuerst wurden die beiden Verteilungen graphisch dargestellt. Dabei ergab sich, dass bei
der theoretischen Verteilung eine noch viel ho¨here Kurtosis ha¨tte vorliegen mu¨ssen und dass
es scheinbar mehr Varianzquotienten als unter der Nullhypothese erwartet in den Ausla¨ufern
(d.h. den extremen Bereichen) der vorgefundenen Verteilung gab. Diese Beobachtung pass-
te auch zum Vergleich der Perzentile der theoretischen und empirischen Verteilung: Die der
empirischen Verteilung lagen deutlich weiter vom
”
Normwert“ Eins entfernt als die theoreti-
schen.
Auch die zweite Mo¨glichkeit des graphischen Vergleichens, der P-P-Plot, wies auf eine
Unterschiedlichkeit der Verteilungen hin, da der Plot deutlich von der Winkelhalbierenden
abwich. Der P-P-Plot ist dem Q-Q-Plot verwandt, leidet aber unter dem Defizit, auch sensitiv
fu¨r lineare Transformationen bei Verteilungen zu sein. Der Vorteil des P-P-Plots in der gege-
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benen Situation war, dass die Wahrscheinlichkeiten der Quantile der empirischen Verteilung
durch gewichtete Summation der Verteilungsfunktionen der zu mischenden F -Verteilungen zu
bestimmen war. Das hatte zur Folge, dass sowohl die Quantile als auch die Wahrscheinlichkei-
ten mit maximal mo¨glicher numerischer Pra¨zision bestimmt waren. Fu¨r den Q-Q-Plot wa¨re
die Bestimmung der theoretischen Quantile nur u¨ber Interpolation bzw. Iteration mo¨glich
gewesen, was eine zusa¨tzliche Quelle fu¨r numerische Fehler dargestellt ha¨tte.
Drittens wurde mit Hilfe des Kolmogorov-Smirnov-Tests gepru¨ft, ob der optisch festge-
stellte Unterschied auch statistisch signifikant war. Dabei wurden die real beobachteten Va-
rianzquotienten mit der theoretischen Mischverteilung unter der Nullhypothese verglichen.
Mit einem p-Wert von unter 0.01 lieferte auch dieser Test einen Hinweis, dass die Verteilung
nicht der theoretischen entsprach.
Aus der deskriptiven Statistik der Varianzverha¨ltnisse kann man entnehmen, welche Werte
man in Studien allgemein zu erwarten hat: Das untere Quartil fiel auf eine 12-prozentige
Abnahme der Standardabweichung, wa¨hrend das obere auf eine 11-prozentige Zunahme deu-
tete. Es fielen 90% der Werte in den Bereich zwischen einer Abnahme um 35%- und einer
Zunahme um 69%. In Extremfa¨llen verringerte sich die Standardabweichung um 93% bzw.
vergro¨ßerte sich auf das fast 5-fache. Diese Beobachtungen bildeten eine Richtschnur fu¨r die
spa¨teren Kapitel, in denen Varianzanstiege gefunden werden, Gegenmaßnahmen ergriffen und
schließlich ein alternativer Test verwendet werden sollte.
Die Unterschiede zur erwarteten F -Mischverteilung ko¨nnen auch zu einem gewissen Maß
durch die Nichterfu¨llung idealisierender Annahmen zustande gekommen sein: (1) beruht die
Herleitung auf auf der Normalverteilung der Rohdaten und (2) wurde die Trennung in die
Phasen 1 und 2 nur aufgrund der zeitlichen Reihenfolge der Rekrutierung vorgenommen, d.h.
dass die Behandlungsgruppen nicht zwingenderweise gleich groß waren.
Zuletzt wurden die Varianzverha¨ltnisse mit Hilfe eines gemischten Modells untersucht. Die-
ses gemischte Modell verwendete die Variable Studie als zufa¨lligen Effekt und beru¨cksichtigte
damit die hierarchische Struktur der Daten. Der Anteil an erkla¨rter Streuung aufgrund der
Clusterung der Daten belief sich auf ca. 60%. Die Hinzunahme der Meta-Eigenschaften der
Studien brachte nahezu keine A¨nderung dieses Wertes mit sich, welcher dann als partieller
(d.h. um den Einfluss der Metavariablen bereinigter) Intraklassen - Korrelationskoeffizient zu
lesen ist. Keine der zu den o.g. Eigenschaften korrespondierende Variable war im jeweiligen
Modell signifikant von Null verschieden, so dass sich dadurch auch kein Einfluss ablesen ließ.
Die kleinsten p-Werte betrugen 0.09 (Rekrutierungsungleichheit) und 0.13 (Amendment). Die
Regressionsparameter dieser beiden Einflussfaktoren betrugen 0.26 und 0.35, woraus insbe-
sondere geschlossen werden kann, dass gro¨ßere Rekrutierungsungleichheit und Amendments
den Varianzquotienten steigen lassen, was plausibel erscheint. Generell ließen alle Metavaria-
blen außer der Rekrutierungsdauer und der U¨bergang von chronischer zu akuter Indikation
den Wert fu¨r den Varianzquotienten und damit die Varianz in Phase 2 gegenu¨ber Phase 1
steigen.
Bei den beiden Variablen Rekrutierungsungleichheit und Amendments wurde auch inhalt-
lich bereits eine Verbindung zur Varianzdynamik vermutet. Mo¨glich ist auch, dass sie auf
demselben kausalen Pfad liegen: Amendments bewirken eine Rekrutierungsungleichheit, was
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wiederum zu heterogeneren Patientengruppen und damit zu ungleicher Varianz in den Phasen
fu¨hren kann.
Jedoch bleibt festzuhalten, dass sich an dem durch die Clusterung erkla¨rten Anteil von ca.
60% durch die Hinzunahme weiterer mo¨glicher Pra¨diktoren fast nichts gea¨ndert hat und dass
deshalb noch 40% unerkla¨rter Varianz verbleiben.
4.1.3 Einschra¨nkungen
Bei der Suche nach Rohdaten zu real durchgefu¨hrten Studien erwiesen sich die Quellen außer
der Projektdatenbank aus verschiedenen Gru¨nden als problematisch. In der Publikationsliste
war die Zuordnung zum konkreten Projekt oft schwer mo¨glich und zusa¨tzlich konnte aus dem
Vorhandensein einer Publikation unter Institutsmitarbeit nicht darauf geschlossen werden,
dass auch Daten dazu vorlagen, außerdem konnten mehrere der insgesamt 1337 verzeichneten
Publikationen auf demselben Projekt basieren und dies mo¨glicherweise auch zu verschiedenen
Entwicklungsphasen des Projektes (zu erkennen an z.B. variierenden Fallzahlen).
Im Internet fanden sich einige Studiendaten, wobei diese oft nicht den Anforderungen
entsprachen, um in die hier angestellten Analysen einbezogen zu werden. Ein Fall der des
O¨fteren eintrat war das Fehlen einer Datumsvariablen.Wenn eine solche Variable vorzufinden
war, dann aus dem Grund, dass diese in eine U¨berlebenszeitauswertung einbezogen werden
musste – dann wiederum war oft keine alternative Zielgro¨ße in der Datenbank enthalten. Bei
Rohdaten aus der Literatur fehlten aus Platzo¨konomie oft die Datumsvariable und zusa¨tzlich
konnte es vorkommen, dass die Datenbanken um Patienten geku¨rzt worden waren. Wenn
Letzteres nicht der Fall war, war die Fallzahl meist zu gering. Diese Studiendaten stammten
fast ausschließlich aus Quellen, bei denen sie als Beispieldaten zu statistischen Verfahren
dienten. Es wurde auch schon durch andere Autoren beobachtet [65], dass es sehr selten ist,
o¨ffentlich zuga¨ngliche Daten aus Zulassungsstudien vorzufinden.
DesWeiteren ist bei der Recherche nach Daten das Problem desMedienbruches zu erwa¨hnen.
In diese Untersuchung wurden nur elektronisch verfu¨gbare Daten einbezogen. Es ist aber da-
von auszugehen, dass zu a¨lteren Studien sehr viel weniger Daten auf elektronischen Tra¨gern
zur Verfu¨gung standen. Dies ko¨nnte zu einem Selektionsbias bei den a¨lteren Studien gefu¨hrt
haben, wobei offen ist, in welche Richtung dieser gewirkt haben ko¨nnte.
Die 40 bzw. 29 Studien, deren Daten geeignet waren, reichten bei vielen Fragestellungen
und Auffa¨lligkeiten nicht fu¨r statistische Signifikanzen, der Teil u¨ber die Analyse der real
durchgefu¨hrten Studien ist jedoch als explorativ zu betrachten. Dieses Problem wird wei-
ter verscha¨rft durch die Tatsache, dass die ermittelten Eigenschaften der Studien keinesfalls
unabha¨ngig sind. Das Paar aus Verblindung und der Art der Kontrollen z.B. kann nicht voll-
kommen unkorreliert sein, denn Studien mit Placebokontrolle sind nur verblindet sinnvoll.
Ein weiteres Paar betrifft das Jahr der Studie und die Phase der Entwicklung. Die Einteilung
in die Phasen I-IV wurde zwar schon in den 1970er Jahren verwendet, aber in den vorliegen-
den Daten sind Informationen dazu erst nach dem Verbindlichwerden der GCP-Richtlinien
verfu¨gbar gewesen, so stammten alle neun Studien, die sicher in die Phasen III oder IV
eingeordnet werden konnten, aus diesem Zeitraum.
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Zur Rekrutierungsungleichheit la¨sst sich einschra¨nkend sagen, dass zwar ein numerischer
Wert fu¨r die Ungleichheit hergeleitet werden konnte, dass aber damit noch nicht klar ist,
welche Grenzen fu¨r eine relevant ungleichma¨ßige Rekrutierung gesetzt werden mu¨ssen. Die
Verwendung von Quartilen an dieser Stelle erreicht nur eine Einteilung innerhalb der unter-
suchten Menge von Studien und la¨sst eine U¨bertragung auf andere Studien prinzipiell nicht
zu.
4.2 Verblindete Fallzahladaption
Im Abschnitt u¨ber die verblindete Fallzahladaption wurden Simulationsstudien unter der
Nullhypothese keines Unterschieds durchgefu¨hrt, um Eigenschaften der mehrfachen verblin-
deten Fallzahladaption zu ermitteln. Diese Eigenschaften betrafen den Fehler 1. Art des sta-
tistischen Tests am Ende der Studie, die tatsa¨chlich erreichte Fallzahl und ihre Variabilita¨t.
Untersucht wurden sowohl normalverteilte als auch bina¨re Zielgro¨ßen unter verschiedenen
Bedingungen fu¨r die Studiengro¨ße und die Varianzannahme bei der Planung.
Die vorgestellten Prozeduren basieren im Falle einer stetigen Zielgro¨ße hauptsa¨chlich auf
der Arbeit von Kieser und Friede [19] und im Falle einer dichotomen Zielgro¨ße hauptsa¨chlich
auf der von Friede und Kieser [22]. Die untersuchten Methoden erweitern letztere in dem Sin-
ne, als dass die Auswirkungen mehrmaliger Adaption und im stetigen Falle der Verwendung
des zusa¨tzlichen Kriteriums Control-Chart untersucht wurden.
4.2.1 Stetige Endpunkte
4.2.1.1 Fehler 1. Art
Bei der Fallzahlrekalkulation ist besonders auf den Fehler 1. Art des Tests zu achten. Steins
Prozedur [8] ha¨lt das Niveau sogar exakt ein [21], was allerdings nicht nur zwischenzeitliche
Entblindung erfordert, sondern auch nur gilt, wenn u¨ber alle mo¨glichen Werte der Inte-
rimscha¨tzung der Varianz gemittelt wird [66]. Das bedeutet, dass der Fehler 1. Art inflatio-
niert werden kann, wenn sich die Varianz im zweiten Teil der Studie stark erho¨ht. Somit
kontrolliert Steins Prozedur nur den unbedingten Fehler 1. Art.
Die ebenfalls entblindende und auf dem Verfahren von Stein basierende Prozedur mit in-
terner Pilotstudie von Wittes und Brittain [9] kann ebenfalls das Niveau verletzen, wobei
dieser Effekt fu¨r praxisnahe Situationen nicht sehr stark ist. Es wurden bei den untersuch-
ten Verfahren, die die Eigenschaft Restriktion aufweisen, Fehlerraten von 5.1% und auch
5.2% gefunden, wenn die Varianz 1.5-mal bzw. doppelt so groß wie vorher angenommen. Die
Autorinnen empfehlen daher, die Gro¨ße der Inflation des α-Fehlers bei einer Rekalkulation
abzuscha¨tzen.
Birkett und Day [57] suchen nach einer Regel fu¨r die Gro¨ße der Interimstichprobe und
berichten dabei auch Ergebnisse zum Fehler 1. Art der urspru¨nglichen wie auch einer unre-
stringierten Variante des Verfahrens nach Wittes und Brittain [9]. Die unvera¨nderte Prozedur
erzeugte bei u¨berspezifizierter Varianz (reale niedriger als angenommen) α-Fehler zwischen
4.7 und 5.0%, bei korrekt spezifizierter Varianz solche zwischen 4.9 und 5.1% und bei unterspe-
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zifizierter Varianz Fehleranteile zwischen 5.1 und 5.3%. Im fu¨r die Rekalkulationsprozeduren
zentralen motivierenden Fall der Unterspezifizierung konnte demnach die Antikonservativita¨t
besta¨tigt werden. In der unrestringierten Variante war bei allen Spezifikationen der Varianz
eine deutliche Antikonservativita¨t zu verzeichnen, wenn die Pilotstichprobe sehr klein war.
So wurde bei Unterspezifizierung der Varianz und einer Pilotstichprobe nach n = 5 Patienten
pro Gruppe ein α-Fehler von 5.3% gefunden. Dieser wurde gro¨ßer, wenn die Stichprobe weiter
verkleinert wurde.
Dass die Methode der internen Pilotstudie von Wittes und Brittain das Niveau verletzen
muss, wurde auch durch numerische Integration gezeigt [67]. Es wurden α-Fehler zwischen
4.92 und 5.33% fu¨r die unrestringierte Prozedur und zwischen 4.85 und 7.9% fu¨r die restrin-
gierte Prozedur berechnet. Bei der restringierten Prozedur fiel die Inflation des α-Fehlers mit
steigendem Verha¨ltnis aus vermuteter Varianz und Behandlungseffekt, außerdem schienen
die Fa¨lle mit unterspezifizierter Varianz problematisch. Fu¨r die unrestringierte Prozedur wa-
ren die Einflu¨sse der Designparamter auf das Niveau komplizierter, z.B. konnte eine kleine
Gro¨ße der Pilotstichprobe zu einem u¨berma¨ßig großen α-Fehler fu¨hren. Es wurde empfohlen,
in Fa¨llen mit großer zu erwartender Inflation des Fehlers 1. Art die kritischen Grenzen des
t-Tests entsprechend (z.B. 1.99 statt 1.96) anzupassen.
Im Artikel wurden mehrere Kombinationen aus dem Verha¨ltnis des Quadrats der ver-
muteten Varianz zur Mittelwertdifferenz, des Anteils, den die Interimstichprobe an der ur-
spru¨nglich geplanten Gesamtfallzahl ausmachte und dem Verha¨ltnis der vermuteten zur realen
Varianz untersucht. Die entsprechenden Parameter der vorliegenden Untersuchung ko¨nnen
nicht direkt auf die aus der genannten Literatur abgebildet werden. Wurden die α-Fehler
a¨hnlicher Konfigurationen (keine Control-Charts oder KF-Korrektur, a¨hnliche Studiengro¨ße
und Varianzfehlspezifikation) verglichen, war zu erkennen, dass die hier untersuchten Verfah-
ren zu kleineren Fehlern tendierten, wobei dieser Unterschied bei den kleinen Fallzahlen und
unrestringierten Prozeduren auffa¨lliger war.
Zucker et al. [20] wiederholten die Untersuchungen aus [67] mit einer leicht modifizierten
Prozedur nach Wittes und Brittain. Es wurde ebenfalls numerisch integriert, jedoch Steins Re-
kalkulationsformel und ein einseitiger Test mit einem Signifikanzniveau von 2.5% verwendet.
In verschiedenen Situationen wurden α-Fehler zwischen 2.50 und 3.95% fu¨r die unrestringier-
ten und Fehler zwischen 2.50 und 2.66% fu¨r die restringierten Prozeduren ermittelt.
In [68] wurde ein stark erho¨hter Anteil an Fehlern 1. Art durch die Methode von Wittes
und Brittain verursacht, wenn sie unrestringiert verwendet wurde. Die Erho¨hung des Fehlers
trat zusammen mit einer niedrigeren Trennscha¨rfe insbesondere dann auf, wenn die Fallzahl
pro Gruppe in der Pilotstudie sehr klein war (≤ 5). Bei der durch Denne und Jennison
[10] optimierten Variante der Prozedur lagen die empirischen Fehlerraten 1. Art na¨her an
den nominellen bzw. wiesen eine kleinere Antikonservativita¨t auf. Der α-Fehler betrug bei-
spielsweise fu¨r die gro¨ßte Interimstichprobe bei zweifacher Unterscha¨tzung der tatsa¨chlichen
Varianz 4.9%, bei korrekter Varianz 5.0% und bei zweifacher U¨berscha¨tzung 5.1%, wa¨hrend
beim Verfahren nach Wittes durchgehend 5.1% auftraten. Kieser und Friede [18] leiteten
schließlich fu¨r die Prozedur eine Methode zur Adjustierung des α-Levels her, indem sie die
maximale Inflation des Fehlers 1. Art abscha¨tzten.
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Gould und Shih stellen in [12] ein Verfahren vor, das ohne zwischenzeitliche Entblindung
der Daten auskommt. Es werden zwei Mo¨glichkeiten angegeben, um die Varianz verblindet zu
scha¨tzen: Einerseits eine approximative Variante der Adjustierung, wie sie auch von Zucker et
al. [20] und Kieser und Friede [19] angegeben wurde. Andererseits wurde der EM-Algorithmus
verwendet. Beide Methoden fu¨hrten zu Rekalkulationsprozeduren, die den α-Fehler kaum
vera¨nderten, wie aus einer expliziten Darstellung des Bias abgeleitet werden konnte. In einer
Simulationsstudie [13] ermittelte Gould fu¨r sein Verfahren den empirischen α-Fehler von
5.04% (95%-KI: 4.74% - 5.34%, Min: 3.9%, Max: 5.9%), wenn die Rekalkulation nach 1/4 der
initialen Fallzahl stattfand. Wenn nach der Ha¨lfte rekalkuliert wurde betrug der Fehler 5.11%
(95%-KI: 4.73% - 5.50%, Min: 3.6%, Max: 6.3%). Zucker et al. [20] kategorisieren die Methode
von Gould und Shih als eine, die im Gegensatz zur Prozedur von Stein und Wittes / Brittain
auch das auf die finale Fallzahl bedingte Niveau einha¨lt, was u¨ber ein Permutationsargument
begru¨ndet wird.
In [1] werden ebenfalls Ergebnisse zu α-Fehlern des Verfahrens nach Gould & Shih dar-
gestellt. Diese bewegten sich zwischen 4.8 (95%-KI: 4.22-5.43%, da auf 5000 Replikationen
basierend) und 5.3% (95%-KI: 4.70-5.96%). Es la¨sst sich dabei weder ein Trend u¨ber die
Gro¨ße der Pilotstichprobe noch u¨ber die Gro¨ße der Fehlspezifikation der Varianz erkennen.
Die Ergebnisse zur Prozedur nach Gould und Shih sind nur eingeschra¨nkt mit denen aus
dieser Arbeit vergleichbar, da es eine Reihe von wichtigen Unterschieden bei den Verfahren
gab, so z.B. die Beschra¨nkung der Gesamtfallzahl durch das Doppelte der initialen Fallzahl,
sowie die Bedingung, dass eine Rekalkulation nur dann zu einer neuen Fallzahl fu¨hrte, wenn
die beobachtete Varianz mindestens 5% (oder 30%) gro¨ßer als die fu¨r die initiale Planung
verwendete war.
Die fu¨r diese Arbeit untersuchten Verfahren leiten sich prima¨r aus den Betrachtungen
von Kieser und Friede [19], die durch numerische Integration gezeigt haben, dass die ein-
fache Rekalkulation das Niveau exakt einha¨lt. Daher wurde vermutet, dass dies auch bei
der mehrfachen Rekalkulation der Fall war und fu¨r die meisten Szenarien wurde dies auch
besta¨tigt. Im Szenario mit korrekt spezifizierter Varianz gab es keinen konsistenten Trend
u¨ber die Studiengro¨ßen hinweg und die Eigenschaften der Restriktion, des Control-Charts
und der Adjustierung der Varianz schienen sich nicht auf den Fehler 1. Art auszuwirken.
In der Situation mit fehlspezifizierter Varianz waren sowohl Verletzungen des vorgegebenen
Niveaus von 5% als auch Gruppierungen von Prozeduren zu erkennen, die sich abha¨ngig von
der Situation nach unterschiedlichen Kriterien bildeten.
So gab es eine ausgepra¨gte Gruppenbildung bei zu niedriger und zu hoher Varianz, wobei es
bei den Szenarien mit zu kleiner angenommener Varianz eine Einteilung in restringierte und
unrestringierte Verfahren zu beobachten war. Beim Szenario mit zu hoher Varianz dagegen
verhielten sich Prozeduren mit und ohne Restriktion nahezu gleich und bildeten Paare. Die
Tatsache, dass in den Gruppen teilweise identische Fehler 1. Art beobachtet wurden, kann da-
mit erkla¨rt werden, dass aus einer gleichen Fallzahl bei zwei verschiedenen Prozeduren folgte,
dass sie auch auf der identischen Realisation an Zufallszahlen operierten. Aufgrund dessen ist
leicht einzusehen, dass in Fa¨llen, in denen wegen zu kleiner realer Varianz die Fallzahl ha¨tte
herab gesetzt werden sollen, die restringierten Prozeduren alle auf ihren zu großen Fallzahlen
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fixiert wurden und somit die gleichen Daten im t-Test verwendet wurden, was zum gleichen
p-Wert und dann zum gleichen Anteil an signifikanten Replikationen fu¨hrte. Die Paarbildung
bei der zu großen realen Varianz hat einen a¨hnlichen Grund: jede unrestringierte Prozedur
und ihr restringierter Gegenpart lieferten die gleiche Fallzahl, da die Restriktion in diesem
Falle keine Rolle spielte.
Signifikante Abweichungen vom 5%-Fehlerniveau wurden nur bei unrestringierten Verfah-
ren (einmal auch bei der Basisprozedur uosnc) beobachtet und zwar bei zu kleiner realer Vari-
anz und kleineren Studientypen, wobei es Abweichungen nach oben als auch nach unten gab.
Diese Beobachtungen decken sich zwar nicht mit denen Erwartungen, andererseits ist bei einer
Familie von 96 Konfidenzintervallen (8 Prozeduren, 3 Szenarien, 4 Studiengro¨ßen, zur Verein-
fachung Unabha¨ngigkeit voraussetzend) mit einer jeweiligen U¨berdeckungswahrscheinlichkeit
von 95% auch mit ca. 96 · 5/100 = 4.8 Fa¨llen zu rechnen, in denen zwar der theoretische
Anteil vorliegt, aber das Intervall diesen nicht u¨berdeckt. Damit entspricht die beobachtete
Anzahl von fu¨nf Fa¨llen in etwa der Erwartung. Nach Bonferroni-Holm-Adjustierung [64] der
95%-Konfidenzintervalle um die empirischen α-Fehler gab es keinen einzigen signifikanten
Fall mehr. Die Tatsache, dass die Abweichungen keinem festen Trend folgten, spricht ebenso
fu¨r einen Zufallsfund.
4.2.1.2 Erreichte Fallzahl
Fu¨r die nachfolgenden Betrachtungen der in der Literatur berichteten Ergebnisse war meist
die Alternativhypothese gu¨ltig – außer in den Fa¨llen, in denen explizit auf das Gegenteil
hingewiesen wird.
In Steins Artikel [8] wird eine Abscha¨tzung fu¨r die Fallzahl nach der Rekalkulation hergelei-
tet. Stein kommt zum Schluss, dass die finale Fallzahl nur leicht u¨ber der einer fixen Planung
mit der wahren Varianz ist, solange die Pilotstichprobe mindestens 30 Beobachtungen umfasst
und eine “moderate” Varianz vorliegt.
Die Prozedur von Wittes und Brittain [9] hat die Eigenschaft der Restriktion wie sie auch in
der vorliegenden Arbeit zum Einsatz kam. Die berichteten finalen mittleren Fallzahlen lassen
A¨hnlichkeiten zu den hier untersuchten restringierten Prozeduren zu erkennen: Verharren
auf der initialen Fallzahl bei U¨berspezifizierung der Varianz, leichte Erho¨hung (93.2 vs 86
Patienten, d.h. +8.4%) gegenu¨ber fixer Planung bei korrekter Spezifizierung und schließlich
proportionales Ansteigen mit der tatsa¨chlichen Varianz bei Unterspezifizierung. In [57] wur-
de das Verfahren von Wittes und Brittain auch hinsichtlich der erwarteten finalen Fallzahl
unter der Alternativhypothese mit im Wesentlichen denselben Ergebnissen untersucht. Wur-
de die initiale Fallzahlplanung weggelassen und bei festen Fallzahlen eine Interimstichprobe
untersucht, wurden je nach Gro¨ße dieser Stichprobe U¨berscha¨tzungen von 1.7 bis 66.7% be-
obachtet. Das Verfahren wurde unter dem Namen pooled variance auch in [69] untersucht. In
einem Beispiel wurden bei korrekt spezifizierter Varianz und verschiedenen Gro¨ßen der Pi-
lotstichprobe finale Fallzahlen beobachtet, die maximal 3.0% u¨ber der tatsa¨chlich beno¨tigten
lagen.
Fu¨r das Verfahren nach Denne und Jennison [10] wurde das Verha¨ltnis aus erwarteter und
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tatsa¨chlich beno¨tigter Fallzahl numerisch berechnet. Die finalen Fallzahlen sind demnach am
na¨hesten bei den tatsa¨chlichen, wenn die Fallzahl initial leicht unterscha¨tzt wurde. Bei stark
unter- oder u¨berscha¨tzter Fallzahl waren dagegen die finalen Fallzahlen deutlich erho¨ht (s.
Figure 1). In praxisnahen Situationen wurden optimale Fallzahlen ermittelt, die 4%, 9% oder
2% u¨ber der tatsa¨chlich beno¨tigten Fallzahl lagen, wenn die Varianz korrekt, doppelt bzw.
halb so groß wie die tatsa¨chliche angenommen wurden.
Gould und Shih stellen fest, dass die erwartete Fallzahl nach Rekalkulation mit ihrer Proze-
dur eine rechtsschiefe Verteilung aufweist [12]. Zucker et al. [20] berechneten fu¨r das Verfahren
von Gould und Shih mittlere Fallzahlen, die sowohl im unrestringierten wie im restringierten
Fall durchgehend u¨ber denen einer konventionellen Fallzahlplanung mit der korrekten Varianz
lagen. Die Gruppe mit dem kleinsten angenommenen Effekt (ca. 0.4 Standardabweichungen)
wies dabei mit +1.2 bis +200.5% die kleinsten Fallzahlinflationen auf.
In [1] berichtet Gould fu¨r eine gu¨ltige Nullhypothese indirekt das Verha¨ltnis von tatsa¨chlich
beno¨tigter und mittlerer finaler Fallzahl seiner auf dem EM-Algorithmus basierenden Pro-
zedur. Aus den Angaben zum Verha¨ltnis fvar := CV
2
true/CV
2
Des des angenommenen und des
tatsa¨chlichen Variationskoeffizienten und dem Verha¨ltnis fss := nfinal/ninit der erreichten zur
initialen Gesamtfallzahl ko¨nnen die Verha¨ltnisse nfinal/ntats als fss/fvar bestimmt werden.
Fu¨r eine unterspezifizierte Varianz wurde aufgrund der Restriktion dieser Prozedur beim
Doppelten der initial bestimmten Fallzahl gestoppt, bei korrekter Spezifizierung ergab sich
eine U¨berscha¨tzung um 1%, bei 1.5- bzw. 2-facher ho¨herer tatsa¨chlicher Varianz blieb die
Prozedur 3.3% bzw. 5% unterhalb der Fallzahl einer fixen Planung.
Friede und Kieser [69] untersuchten die auf dem EM-Algorithmus von Gould basierende
Prozedur, wobei in Abha¨ngigkeit von der Gro¨ße der Pilotstichprobe die tatsa¨chlich beno¨tigte
Fallzahl um 1.25% unter- und bis zu 4.69% u¨berscha¨tzt wurde.
Im Falle der korrekten Spezifizierung der Varianz endeten alle hier untersuchten Ver-
fahren mit Fallzahlen in der Gro¨ßenordnung, die sich auch bei fixer Fallzahlplanung ergeben
ha¨tten. Die Verwendung der mehrmaligen Rekalkulation war retrospektiv in diesem Fall nicht
no¨tig. Sie verursachte mittlere Abweichungen von der idealen Fallzahl um maximal fast 10%
nach unten bzw. maximal 6% nach oben. In absoluten Fallzahlen war im Mittel bis zu 9
Patienten zu wenig bzw. 13 Patienten zu viel rekrutiert worden.
Die Basisprozedur uosnc geho¨rte dabei zu den Verfahren mit den kleineren mittleren Ab-
weichungen von der tatsa¨chlich beno¨tigten Fallzahl im Mittel etwas zu kleine Fallzahlen, die
Abweichung war jedoch mit maximal -1.5 Patienten (-1.4%) gering.
In den Fa¨llen mit fehlspezifizierter Varianz konnte die Abweichung bei allen Rekalkulations-
verfahren gro¨ßer sein. Dies war insbesondere bei restringierten Prozeduren und u¨berscha¨tzter
Varianz der Fall, wobei im erzeugten Fall einer real halb so großen Varianz die Fallzahl ent-
sprechend doppelt so groß war wie eigentlich beno¨tigt, was in Einklang mit der zentralen
Fallzahlformel steht. Ansonsten waren mittlere Abweichungen um -15.5% und -10 Patienten
nach unten und solche um +1% und 3.2 Patienten nach oben mo¨glich. In diesen Fa¨llen be-
wegten sich die finalen Fallzahlen damit in Gro¨ßenordnungen, die sich auch unter Kenntnis
der wahren Varianz mit fixer Fallzahlplanung ergeben ha¨tten.
Die Prozedur uosnc wies im Fall einer real niedrigeren Varianz – verglichen mit den anderen
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Prozeduren – die kleinsten Abweichungen zur fixen Fallzahlplanung mit der korrekten Varianz
auf. Im Fall einer real zu großen Varianz wurden nur bei den beiden oscc-Verfahren kleinere
Abweichungen nach unten beobachtet.
Restriktion fu¨hrte, wie schon ausgefu¨hrt, aufgrund der Bedingung an die Fallzahl immer
zu gro¨ßeren mittleren finalen Studienumfa¨ngen als es bei nicht restringierten Verfahren der
Fall war. Naturgema¨ß war diese Differenz sehr groß, wenn die Fallzahl aufgrund einer kleinen
realen Varianz ha¨tte heruntergesetzt werden mu¨ssen. In den anderen Fa¨llen war der maximale
Abstand zwischen unrestringierten und restringierten Prozeduren kleiner. Er fiel von 100% auf
14.5% bei korrekter Varianzannahme und auf 0.04% bei unterscha¨tzter Varianz. In absoluten
Fallzahlen waren dies 200, 18 und 0 Patienten.
Die KF-Korrektur besteht in einer Verkleinerung des Varianzscha¨tzers aus den os-Proze-
duren, so dass folglich mit einer kleineren Fallzahl als bei den zweitgenannten Verfahren zu
rechnen war. Die Korrektur fu¨hrt jedoch nur dann zu einem biasfreien Varianzscha¨tzer, wenn
der Gruppenunterschied korrekt spezifiziert wurde [19]. Die untersuchten Szenarien wurden
jedoch alle unter der Nullhypothese keines Gruppenunterschieds betrachtet, so dass eine
systematisch negativ verzerrte Scha¨tzung des beno¨tigten Stichprobenumfanges resultieren
musste. Nach [69] betra¨gt die erwartete Fallzahl pro Gruppe
E(NˆADJ) = 2 · (zα + zβ)
2σ2
∆∗2
[
1 +
n1
2(2n1 − 1)
((
∆
σ
)2
−
(
∆∗
σ
)2)]
= NIσ,
d.h. die erwartete Fallzahl pro Gruppe ist das Iσ-fache der Fallzahl einer fixen Planung. Im
Spezialfall einer gu¨ltigen Nullhypothese vereinfacht sich dies zu
E0(NˆADJ) ≈ N − 1
2
(zα + zβ)
2.
Es war demnach, unabha¨ngig von der tatsa¨chlichen Fallzahl, mit insgesamt ca. 2 · 1/2 · (zα +
zβ)
2 ≈ 7.2 Patienten zu wenig zu rechnen. Dies entspricht in etwa der beobachteten Un-
terscha¨tzung bei der Prozedur ukfnc bei der Annahme der korrekten Varianz (-8.7 bis -9.1
Patienten). Der Faktor Iσ verursacht im Falle einer korrekt spezifizierten Varianz fu¨r ukfnc
eine Unterscha¨tzung um -1.8 bis -7.6%, beobachtet wurden -2.2 bis -9.4%. In beiden Fa¨llen
war die Unterscha¨tzung durch die mehrfache Rekalkulation etwas gro¨ßer als bei der einfachen
Rekalkulation.
Die obige Abscha¨tzung fu¨r E0(NˆADJ) ist unabha¨ngig von der Studiengro¨ße und der Art
der tatsa¨chlichen Varianz, weswegen eine Unterscha¨tzung gleichen Umfangs bei der einfachen
Rekalkulation zu vermuten war. Dagegen wurde bei der mehrfachen Rekalkulation durch
ukfnc statt der erwarteten 7.2 bei real zu kleiner Varianz 7.4 bis 7.7 Patienten zu wenig
rekrutiert. Bei real zu großer Varianz waren es durchgehend 10 Patienten zu wenig.
Die relativen Abweichungen bei einfacher Rekalkulation betrugen -2.8 bis -15.5% und ent-
sprachen damit in etwa den theoretischen von -3.6 bis -15.2% bei real zu niedriger Varianz.
War die Varianz ho¨her als erwartet, wich ukfnc im Mittel zwischen -1.3 und -5.5% von der
fixen Fallzahl ab, bei einfacher Rekalkulation waren -0.9 bis -3.8% zu erwarten.
Es ist also bei der dreimaligen Rekalkulation unter der Nullhypothese und bei korrekter
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Annahme u¨ber die Varianz zu beobachten, dass sowohl beim adjustierten wie beim kruden Va-
rianzscha¨tzer eine leicht gro¨ßere Zahl an Patienten zu wenig rekrutiert werden als tatsa¨chlich
beno¨tigt werden. Dies kann numerische Gru¨nde aber auch strukturelle wie die dreimalige
Anwendung der Adaption haben. Ein zufa¨lliger Fehler aufgrund der Simulation ist ebenso
mo¨glich.
Die mittlere finale Fallzahl war, wie zu erwarten, bei korrigierter Varianzscha¨tzung immer
kleiner als bei unkorrigierter Scha¨tzung und es waren maximale Abweichungen von bis zu
-15.5% zu verzeichnen. Der Unterschied war im Mittel nicht gro¨ßer als ca. -7.7 Patienten.
Weiterhin war damit zu rechnen, dass dieses Verhalten aus zwei Gru¨nden bei kleinen Studien
eine gro¨ßere Rolle spielte: Erstens ist bei kleineren Studien der Gruppenunterschied fu¨r die
Planung gro¨ßer gewesen, was zu einem gro¨ßeren Korrekturterm fu¨hren musste (siehe Korrek-
turformel in Abschnitt 2.2.1.2, Seite 21). Zweitens war die Gro¨ßenordnung des Unterschieds
immer gleich und daher der Anteil bei kleinen Studien entsprechend gro¨ßer.
Die Verwendung von Control-Charts hatte den Sinn, eine zu ha¨ufige Rekalkulation zu
verhindern. Abweichungen von der Fallzahl einer fixen Planung mit der wahren Varianz sind
durch Control-Charts geringfu¨gig verkleinert worden. Im Falle einer korrekt spezifizierten Va-
rianz wurde die U¨berscha¨tzung durch die restringierten Prozeduren und die Unterscha¨tzung
durch die unrestringierten kleiner, wenn Control-Charts verwendet wurden. Bei Fehlspezifi-
kation der Varianz war durchgehend eine Erho¨hung der Minima und Maxima der mittleren
Fallzahlen zu beobachten, die einzige Ausnahme bildeten die Fa¨lle der restringierten Proze-
duren bei u¨berscha¨tzter Varianz, da die Restriktion sta¨rker wirkte.
4.2.1.3 Variabilita¨t der Fallzahl
Aufgrund der Abha¨ngigkeit der Rekalkulation von den Daten ist die finale Fallzahl eine
zufa¨llige Gro¨ße geworden, deren Variabilita¨t mit Hilfe des Variationskoeffizienten untersucht
worden ist. In der Literatur sind entsprechende Untersuchungen selten. Friede und Kieser [69]
berichten fu¨r die Prozedur nach Wittes und Brittain (pooled variance) einen Variationskoef-
fizienten von 9.9 - 32.7%, der mit zunehmender Gro¨ße der Pilotstichprobe kleiner wird. Ein
gleicher Trend war fu¨r die EM-Prozedur von Gould zu beobachten, der Variationskoeffizient
blieb fu¨r diese Prozedur zwischen 10.4 - 31.8%. Fu¨r das Verfahren mit KF-Korrektur wurden
Werte zwischen 10.3 und 33.9% berichtet.
Der Variationskoeffizient fu¨r die hier untersuchten Prozeduren fiel bei allen angenom-
menen Varianzen mit steigender Studiengro¨ße. Dabei war der Wert des Variationskoeffizien-
ten nie gro¨ßer als 26.7%. In Szenarien mit zu kleiner realer Varianz war die Variabilita¨t der
Fallzahlen bei den restringierten Prozeduren praktisch immer Null, was sich sofort aus der
Restriktion begru¨nden la¨sst. Des Weiteren bildeten die restringierten Prozeduren in allen Sze-
narien außer dem mit zu hoher Varianz eine Gruppe mit kleinerer Fallzahlvariabilita¨t. Dies ist
eine Folge davon, dass die finale Fallzahl dieser Prozeduren prinzipiell nur u¨ber der initialen
liegen konnte. Beim genannten Sonderfall fand eine Teilung in zwei Gruppen aufgrund des
Merkmals Control-Chart statt.
Bei den zuerst genannten Szenarien gab es innerhalb der Gruppierung nach dem Merk-
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mal der Restriktion noch wechselnde Untergruppierungen, die mehr oder weniger stark aus-
gepra¨gt waren: bei kleineren Studiengro¨ßen folgte die Untergruppierung dem Merkmal der
KF-Korrektur, wobei die Prozeduren mit diesem Merkmal eine ho¨here Fallzahlvariabilita¨t
aufwiesen. Bei gro¨ßeren Studientypen trat eine Untergruppierung nach dem Merkmal des
Control-Charts an ihre Stelle. Eine Erkla¨rung hierfu¨r ko¨nnte sein, dass durch die mehrfache
Rekalkulation im Gegensatz zur Vorlage die Gro¨ße der Interimstichprobe selbst eine Zufalls-
zahl geworden ist. In [19] war die Gro¨ße der Interimstichprobe durch die initiale Scha¨tzung
und einen festgelegten Anteil determiniert. Dies trifft auch bei der mehrfachen Rekalkulation
fu¨r die erste Interimstichprobe zu, die zweite und dritte sind dagegen Zufallszahlen.
Mit steigender Studiengro¨ße unterschied sich die Fallzahlvariabilita¨t zwischen den kf- und
os-Prozeduren nur noch wenig, denn der Term n2(2n−1) nimmt fu¨r kleine Werte von n gro¨ßere
Werte als bei großen n an, so dass bei kleinen Interimstichproben und KF-Korrektur mit
einer gro¨ßeren Variabilita¨t des Varianzscha¨tzers aufgrund der Variabilita¨t in der Gro¨ße der
Interimstichprobe zu rechnen ist. Hinzu kommt, dass bei großen Studien eine vergleichsweise
kleine Mittelwertdifferenz zugrunde gelegt werden konnte, was den Einfluss der Variabilita¨t
aufgrund der Gro¨ße der Interimstichprobe weiter verkleinert hat.
Im Sonderfall mit konstant zu großer Varianz ist zu erkennen, dass die Restriktion wie
erwartet keine Rolle spielt und auch zwischen kf- und os-Prozeduren kaum ein Unterschied
in der Variabilita¨t der Fallzahl besteht. Als Grund fu¨r Letzteres wird die im ersten Schritt
auf der Basis einer Interimstichprobe mit deterministischem Umfang bestimmte verdoppelte
Gesamtstichprobengro¨ße vermutet, die dann zu vergleichsweise großen zweiten und dritten
Interimstichproben fu¨hrte, welche zu einer vergleichbaren Variabilita¨t der finalen Fallzahl bei
den kf- und os-Prozeduren fu¨hrte. Die Unterschiedlichkeit bei der Streuung der erreichten
Fallzahl, die aufgrund der Control-Charts entstand, ist aber unabha¨ngig von den Studien-
gro¨ßen und blieb somit als einzig sichtbarer Faktor u¨brig, bei dem die ho¨here Variabilita¨t mit
der Verwendung des Control-Charts assoziiert war.
Bei der Anwendung der Idee des Control-Charts musste eine zusa¨tzliche Bedingung erfu¨llt
werden, so dass es insgesamt weniger oft als bei den anderen Prozeduren zu einer Rekalkulati-
on kam. Ob die Bedingung erfu¨llt war, wurde durch den aktuellen Wert der Power bestimmt
und ob dieser die vorgegebenen Grenzen verlassen hatte. Es kam also ein zusa¨tzliches zufa¨lliges
Element in die Entscheidung, ob u¨berhaupt korrigiert wurde, was zu einer gro¨ßeren Varia-
bilita¨t der erreichten Fallzahlen fu¨hrte. Durch die zu hohe reale Varianz war eine Korrektur
der Fallzahl im ersten Schritt immer notwendig. Außerdem war die zu erreichende Power bei
den cc-Prozeduren nicht nur durch einen einzelnen Wert (85%), sondern durch einen Bereich
(80%-90%) gegeben.
4.2.1.4 Sonstige Bemerkungen
Stein machte keine Vorschla¨ge zum Zeitpunkt der Interimanalyse zu seiner Prozedur [8],
Birkett und Day [57] untersuchten diese Frage und kamen zum Schluss, dass nicht der Anteil,
sondern die absolute Fallzahl bei der Interimstichprobe den entscheidenden Einfluss auf die
Fehler 1. und 2. Art sowie die erwartete Gesamtfallzahl habe. Dabei wurde n1 = 10 Patienten
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pro Gruppe als minimale Fallzahl fu¨r die Pilotstichprobe ermittelt. Die fu¨r diese Arbeit
untersuchten Verfahren gehen einen anderen Weg mit einer relativ kleinen ersten (1/4 der
initialen Fallzahl) und einer relativ großen (3/4 der tatsa¨chlich beno¨tigten Fallzahl) letzten
Interimstichprobe. Fu¨r die tatsa¨chlich durchgefu¨hrten Simulationen war die minimale Gro¨ße
einer Interimstichprobe (96/8=)12 Patienten pro Gruppe, welche somit auch die Empfehlung
fu¨r das verwandte Verfahren erfu¨llte.
Das Verfahren von Gould und Shih entblindet die Daten nicht, sondern versucht die Modell-
parameter der Mischverteilung mit dem EM-Algorithmus zu bestimmen und zu vergleichen.
Die Frage, ob dadurch nicht doch eine implizite Entblindung stattfindet, wurde in [13] be-
handelt. Dort wurde geschlossen, dass dies sehr unwahrscheinlich ist, da der Scha¨tzer der
Intragruppen-Varianz dafu¨r viel zu ungenau sei. Jedoch wird in [70] darauf hingewiesen, dass
auch ohne die o.g. Verfahren in Studien mit Blockrandomisierung konsistente Scha¨tzer fu¨r
Effektgro¨ße und auch Intragruppen-Varianz existieren, wobei es keine Rolle spielt, ob die
Blo¨cke feste La¨nge haben oder, wie in [15] empfohlen, variable La¨nge aufweisen.
4.2.2 Bina¨re Endpunkte
4.2.2.1 Fehler 1. Art
Die fu¨r diese Arbeit verwendete Rekalkulationsprozedur fu¨r bina¨re Endpunkte geht auf die
Arbeit von Gould und Shih [11] zuru¨ck. Es werden dort Varianten vorgestellt, die entweder
auf der Differenz, dem relativen Risiko oder dem Quotenverha¨ltnis basieren. Fu¨r den Fehler 1.
Art wurden die drei zugeho¨rigen empirischen Verteilungsfunktionen gezeichnet und insgesamt
Fehler zwischen 4.8 und 5.4% berichtet. Wa¨hrend die auf Quotienten beruhenden Varianten
nahe bei der theoretischen Verteilung blieben, wich die Prozedur mit Verwendung der Diffe-
renz weiter ab. Die Kurve blieb aber nah an derjenigen, die zur Situation ohne Rekalkulation
geho¨rte. Gould und Shih schlossen aus einer logistischen Regression, dass die PER der wich-
tigste Einflussfaktor fu¨r den Fehler 1. Art ist. Der Ansatz wurde auch in [1] untersucht, wobei
kein Zusammenhang zwischen dem Fehler 1. Art und den Designparametern bzw. der Pro-
portion in der Referenzgruppe festgestellt wurde. Die Fehler blieben zwischen 4.4 und 6.1%.
Friede und Kieser [22] leiteten fu¨r die auf Differenzen beruhende Prozedur den tatsa¨chlichen
Fehler 1. Art her (s. S. 84).
Herson und Wittes [33] beschreiben eine Prozedur, die das Verfahren von Wittes und
Brittain auf bina¨re Endpunkte erweitert. Dabei wird die Proportion in der Kontrollgruppe
und daraufhin eine neue Fallzahl fu¨r den z-Test ermittelt. Die empirischen α-Fehler bewegten
sich fu¨r alle Zeitpunkte und die zwei Regeln zur Fallzahlbeschra¨nkung zwischen 4.34 und
5.28%. Ein Vergleich mit dem Fall keiner Pilotstichprobe fu¨hrte zum Schluss, dass weniger
die Rekalkulation, als vielmehr die Diskretheit der Verteilung zu den Abweichungen von
nominellen 5% Niveau fu¨hrten. In [1] wurde das Verfahren ebenfalls in einer Simulationsstudie
verwendet und Fehleranteile 1. Art zwischen 4.4 und 5.6% gefunden. Auch fu¨r diese Prozedur
konnte kein Zusammenhang zwischen Designparametern und dem Fehler ausgemacht werden.
Shih und Zhao [14] verwendeten eine Dummy-Stratifizierung, um die Verblindung in der
Pilotstichprobe aufrecht zu erhalten. Die Prozedur lieferte Anteile an Fehlern 1. Art, die
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konsistent u¨ber 5% lagen, die maximale Abweichung konnte dabei +1.42% betragen. Diese α-
Inflation wird begru¨ndet der “teilweisen” Entblindung, die im Zuge der Prozedur stattfindet.
In allen Szenarien bei den hier untersuchten Verfahren gab es mindestens eine Pro-
zedur, die das α-Level verletzte. Jede der vier Prozeduren wurde unter 20 Szenarien (5 Vari-
anzen × 4 Studiengro¨ßen) durchgefu¨hrt, wobei die Basisprozedur unc mit sechs die kleinste
Anzahl und ucc mit elf die gro¨ßte Anzahl an Niveauverletzungen zeigte. Die Verfahren rcc
und rnc lagen mit neun und sieben Verletzungen dazwischen. In der Mehrzahl der Szenarien
hatten die beiden cc-Prozeduren sehr a¨hnliche empirische Fehler 1. Art, die aber nicht sys-
tematisch ober- oder unterhalb der nc-Prozeduren lagen, aber tendenziell o¨fter das Niveau
verletzten. Bei insgesamt 80 Datenpunken aufgrund der Simulationen war (zur Vereinfachung
Unabha¨ngigkeit voraussetzend) mit ca. 80 · 0.05 = 4 Verletzungen des Niveaus durch Zufall
zu rechnen, was durch die insgesamt 33 signifikant von 5% unterschiedlichen Fehleranteile
weit u¨berschritten wird. Selbst Bonferroni-Holm-Adjustierung fu¨r multiples Testen ließ 30
signifikante Anteile u¨brig.
Wie in [22] ist auch hier zu vermuten, dass die Liberalita¨t des Pearson-χ2-Tests mehr
Einfluss auf die Niveaueinhaltung gehabt hat, als die Rekalkulation und ihre cc- bzw. re-
Varianten. Das tatsa¨chliche Niveau des Pearson χ2-Tests wurde in [21] angegeben als
αactfix =
n1∑
x1=0
n2∑
x2=0
(
n1
x1
)(
n2
x2
)
pix1+x2(1− pi)n−x1−x21χ2≥χ2
1−α
,
wobei xi die Anzahl der Erfolge in der Gruppe i ist (i = 1, 2), ni die zugeho¨rigen Gruppen-
gro¨ßen mit n = n1+n2, pi = pi1 = pi2 die PER, χ
2 die gewo¨hnliche Pearsonsche Teststatistik,
χ2γ das γ-Quantil der χ
2-Verteilung mit einem Freiheitsgrad und 1(.) die Indikatorfunktion ist.
Die wirklichen Fehlerraten 1. Art des Tests wurden in Abbildung 4.1 fu¨r die hier verwendeten
Werte der PER und fu¨r Gesamtfallzahlen zwischen 40 und 500 Patienten berechnet.
Abbildung 4.1:
Tatsa¨chlicher Fehler 1. Art beim χ2-Test nach Pearson. Die horizontalen Lini-
en markieren den Ausschnitt der α-Achse, der bei den Simulationsergebnissen
verwendet wurde, die mittlere den Wert 5%.
Der exakte α-Fehler des χ2-Tests schwankt extrem, wobei auf sehr kleine Werte sehr große
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folgen ko¨nnen, wenn die Fallzahl nur wenig erho¨ht wird. Die Amplitude der Schwankung
nimmt mit der Fallzahl, aber noch viel sta¨rker mit der Entfernung der PER vom Wert 0.5 ab.
Dieses Bild hat sich auch bei den Simulationsergebnissen gezeigt: Die gro¨ßten Schwankungen
lagen bei der PER von 0.5 vor, die kleinsten bei der von 0.7.
Die exakten α-Fehler des χ2-Tests wurden mit denen verglichen, die sich bei den mittleren
finalen Fallzahlen der einzelnen Verfahren ergeben haben. Es blieben bei diesem Vergleich
nur noch 13 signifikante Abweichungen u¨brig, wobei ein Teil dadurch entstanden sein kann,
dass bei den finalen Fallzahlen wegen der simulierten 1:1-Randomisierung auf geradzahlige
Gesamtfallzahlen gerundet werden musste, aber schon kleine A¨nderungen in der Fallzahl zu
großen A¨nderungen des tatsa¨chlichen Fehlers 1. Art fu¨hren konnten. Damit bleibt immer noch
eine kleine Anzahl an signifikanten Abweichungen vom theoretischen α-Level, die potentiell
der Rekalkulation bzw. ihren Varianten zugeschrieben werden ko¨nnte.
4.2.2.2 Erreichte Fallzahl
Gould [11] berichtet mediane finale Fallzahlen unter der Nullhypothese fu¨r auf Quotienten ba-
sierende Rekalkulationen. Wurde die Fallzahl beschra¨nkt, lagen die finalen Fallzahlen um 32
bis 60% (keine Fallzahlbeschra¨nkung) bzw. um 30 bis 50% (neue Fallzahl maximal doppelt so
groß) u¨ber denen, die mit Kenntnis des wahren Quotenverha¨ltnisses berechnet worden wa¨ren.
Die U¨berscha¨tzung wurde gro¨ßer mit steigendem Quotenverha¨ltnis. In [1] wurde das Verfah-
ren fu¨r die Differenzen unter der Nullhypothese in einer Simulationsstudie untersucht. Bei
korrekter Spezifizierung wichen die mittleren finalen Fallzahlen um 0 bis +7.5% von den Fall-
zahlen einer konventionellen Planung mit der tatsa¨chlichen PER ab. Bei U¨berspezifizierung
der PER konnten Abweichungen von nur 0 bis 0.2%, bei Unterspezifizierung solche von -16.1
bis +7.5% beobachtet werden. Wie bei den stetigen Endpunkten wurde auch bei den bina¨ren
ein zusa¨tzlicher Design-Parameter eingefu¨hrt, aufgrund dessen entschieden wurde, ob die re-
kalkulierte Fallzahl wirklich die initiale ersetzen sollte.
Herson undWittes [33] berichten ebenfalls erreichte mittlere Fallzahlen unter der Nullhypo-
these. Fu¨r das Verfahren, das dem unrestringierten a¨hnlich ist, konnten die finalen Fallzahlen
sowohl u¨ber- wie auch unterhalb denen aus einer fixen Planung mit den wahren Parametern
liegen (+57%, -14%). Beim Verfahren mit Restriktion konnte die Fallzahl noch weiter u¨ber-
aber genauso stark unterscha¨tzt werden (+92%, -14%). Das Verfahren unterscheidet sich
in mehreren Punkten stark von dem hier untersuchten, so dass Vergleiche nur eingeschra¨nkt
sinnvoll sind. So wies z.B. die restringierte Prozedur auch eine obere Schranke fu¨r die Fallzahl
auf und es wurde der z-Test verwendet. Außerdem fand die Rekalkulation auf Basis des rela-
tiven Risikos statt, was deutliche Unterschiede in den rekalkulierten Fallzahlen verursachen
kann. Gould [1] fand fu¨r die Prozedur mittlere finale Fallzahlen, die bei korrekter Spezifizie-
rung der PER unter der Nullhypothese nah bei den tatsa¨chlich beno¨tigten Fallzahlen lagen.
Die Abweichung bewegte sich zwischen 0 und +8.1% (verschiedene Designs). Bei Unterspe-
zifizierung der PER wichen die Fallzahlen zwischen -8.7 und 0% ab, bei U¨berspezifizierung
gab es keine Abweichung. Die Prozedur wurde von Gould an die von ihm vorgeschlagene
angeglichen, so dass andere Grenzen fu¨r die rekalkulierte Fallzahl und auch ein anderer Test
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als bei Herson und Wittes [33] zur Anwendung kamen.
Fu¨r die Prozedur mit Dummy-Stratifizierung nach Shih und Zhao [14] wurden finale me-
diane Fallzahlen auch unter der Nullhypothese tabelliert. Es wurden bei einer Restriktion der
finalen Fallzahl auf den Bereich zwischen 60 und 410% (Table I) der initialen Fallzahl me-
diane finale Fallzahlen erzeugt, die abha¨ngig von der PER durchgehend u¨ber dreimal ho¨her
lagen als die aus der initialen Planung, sie konnten sogar u¨ber viermal ho¨her liegen als die
tatsa¨chlich beno¨tigte Fallzahl. Bei einer kleineren Obergrenze (Table II) wurden entsprechend
kleinere Fallzahlen gefunden, die immer noch u¨ber doppelt so groß wie die initialen und auch
die tatsa¨chlich beno¨tigten Fallzahlen waren.
Fu¨r die hier untersuchten Methoden konnten bei korrekter Spezifikation der Variabi-
lita¨t Abweichungen der mittleren finalen Fallzahlen vom Ergebnis einer fixen Fallzahlplanung
um bis zu 4.3% bzw. bis zu 9 Patienten nach oben und um bis zu 1.8% bzw. 3.2 Patienten
nach unten beobachtet werden. Diese beiden Extremwerte stammten aus dem Szenario mit
der kleinsten Varianz, was auf einen allgemeineren Trend hinweist: Bei der na¨chst gro¨ßeren
Variabilita¨t unterschieden sich die mittleren Fallzahlen um +2.0% / +4.5 Patienten bis -1.5%
/ -1.4 Patienten, bei der gro¨ßten Varianz gab es keine Abweichungen nach oben und solche
um maximal 0.5% / 0.6 Patienten nach unten.
Ebenso waren Unterschiede der finalen Fallzahlen u¨ber alle Prozeduren gro¨ßer in Szenarien
mit niedriger Varianz als mit hoher (weiterhin vorausgesetzt, dass die PER richtig spezifi-
ziert war). Wa¨hrend der maximale Unterschied nach Studiengro¨ßen getrennt im Szenario mit
PER=0.7 noch 11.3 Patienten betrug, war er bei einer PER=0.6 nur noch maximal 5.1 und
bei PER=0.5 schließlich 0.6.
Die Basisprozedur unc endete bei korrekt niedriger und mittlerer Spezifikation der Vari-
anz mit Fallzahlen, die sowohl u¨ber als auch unter der korrekten liegen konnten. Bei der
ho¨chsten Varianz unterscha¨tzte sie diese systematisch um im Mittel mindestens 0.15% bzw.
0.4 Patienten.
Restriktion fu¨hrte bei korrekter Varianzannahme wie erwartet zu einer U¨berscha¨tzung der
Fallzahl, wobei ebenfalls der Grad der U¨berscha¨tzung mit steigender Variabilita¨t kleiner
wurde und bei der ho¨chsten Varianz sogar auf Null sank. Unterscha¨tzungen gab es im Mittel
fu¨r diese Prozeduren nicht.
Die Varianten mit Control-Chart vergro¨ßerten die Unterscha¨tzung und verkleinerten die
U¨berscha¨tzung in den meisten Fa¨llen mit korrekter Varianzannahme - bis auf einen Fall
mit der ho¨chsten Varianz. Dies spiegelt sich auch beim Vergleich der cc/nc-Paare wider:
Mit ansteigender korrekt spezifizierter Varianz, lagen die Fallzahlen der cc-Prozedur unter
(PER=0.7), waren vergleichbar groß (PER=0.6) und schließlich u¨ber (PER=0.5) denen der
des nc-Gegenparts.
In Szenarien mit fehlspezifizierter PER konnten gro¨ßere Unterschiede auftreten, da z.B.
die restringierten Prozeduren keine kleineren Fallzahlen als die initialen ergeben durften. Die
Basisprozedur unc lieferte bei u¨berscha¨tzter Varianz leicht zu kleine Fallzahlen (maximal
0.7% / 0.6 Patienten), bei unterscha¨tzter Varianz waren im Mittel Unterscha¨tzungen wie
U¨berscha¨tzungen mo¨glich, deren Betrag mit weniger als einem Patienten bzw. 1% aber ebenso
klein waren.
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Die Restriktion fu¨hrte bei u¨berscha¨tzter Varianz zu einer entsprechend zu großen Fallzahl
(fast +15%, bzw. +51 Patienten). Bei unterscha¨tzter Varianz spielte dagegen die Restriktion
keine Rolle mehr, es traten dann eher Unterschiede durch die Verwendung von Control-Charts
auf.
Die Verwendung von Control-Charts da¨mpfte die Anpassung der Fallzahl bei falscher An-
nahme der PER ab. War die Varianz zu niedrig und die initiale Fallzahl damit zu groß, sorgten
Control-Charts dafu¨r, dass die finale oberhalb der tatsa¨chlich beno¨tigten Fallzahl lag (ucc lag
zwischen +0.2 bis +3.0% oberhalb, bzw. 0.1 bis 10.5 Patienten). Bei zu großer Varianz en-
deten die cc-Prozeduren dagegen zu niedrig (rcc und ucc beide -4.4 bis -3.6%, bzw. -15 bis
-3.8 Patienten). Damit wich die Wirkung von Control-Charts bei den bina¨ren Endpunkten
von der bei stetigen Endpunkte ab, weil bei stetigen ihre Verwendung fast durchgehend zu
einer Erho¨hung der Fallzahl fu¨hrte. Das Verhalten bei den bina¨ren Endpunkten entsprach
damit eher der Erwartung, nach der wa¨hrend der Rekalkulation eine Power von 85% ange-
strebt wurde, bei den cc-Prozeduren aber eine Power von 80-90% akzeptabel war. Dadurch
sollte eine Verringerung der Fallzahl enden, sobald 90% von oben her erreicht wu¨rde, und
eine Steigerung, wenn 80% von unten her erreicht wu¨rde.
Die beiden Fa¨lle mit Fehlspezifikation der PER unterschieden sich im Ausmaß der Falsch-
annahme. Bei der Unterscha¨tzung der Varianz wurde eine PER von 0.6 angenommen, obwohl
tatsa¨chlich der Wert 0.5 richtig gewesen wa¨re. Dies fu¨hrt (s. Tabelle 2.4) zu einer angenom-
menen Varianz von 0.24 gegenu¨ber einer wirklichen von 0.25. Bei der U¨berscha¨tzung der
Varianz wurde dagegen eine PER von 0.6 angenommen wa¨hrend 0.7 richtig gewesen wa¨re.
Die tatsa¨chliche Varianz ist in diesem Fall 0.21 und damit weiter vom vermuteten Wert
entfernt als im anderen Fall.
Die fu¨r die bina¨ren Endpunkte verwendete Fallzahlformel basiert auf einer Vereinfachung
einer Anna¨herung mit Hilfe der Normalverteilung [22], aufgrund welcher damit zu rechnen
war, dass die damit bestimmten Fallzahlen etwas zu groß waren, wenn sie mit einer exak-
ten Fallzahlplanung verglichen wu¨rden. Das Ausmaß der U¨berscha¨tzung ist dabei ho¨chstens
z21−α+2z1−α/2z1−β , welches sich auf 6.77 Patienten insgesamt bela¨uft, wenn man einen zwei-
seitigen Test mit α = 0.05 und β = 0.15 zugrunde legt (zγ ist hierbei wieder das γ-Quantil
der Normalverteilung). Allerdings gibt es noch eine Verzerrung in die Gegenrichtung, bei der
die erwartete Fallzahl nach der Rekalkulation um bis zu Ntats/Npilot unterhalb der tatsa¨chlich
beno¨tigten Fallzahl liegen kann. Da im vorliegenden Fall vereinfachend angenommen werden
kann, dass die Gro¨ße der letzten Interimstichprobe ungefa¨hr 3/4 der tatsa¨chlich beno¨tigten
Fallzahl betra¨gt, ist also der Umfang der Verzerrung nach unten kleiner als Eins, so dass die
Verzerrung nach oben durch die Anna¨herung sta¨rker ins Gewicht fallen wird. Dieser Zusam-
menhang kann aber nicht fu¨r den Vergleich zwischen fixer und wiederholter Fallzahlplanung
herangezogen werden, da fu¨r beide die gleiche Formel verwendet wurde.
4.2.2.3 Variabilita¨t der Fallzahl
Die Variabilita¨t der erreichten Fallzahl von Rekalkulationsprozeduren fu¨r bina¨re Endpunkten
wird in der Literatur selten numerisch berichtet.
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Fu¨r die Prozedur Gould und Shih [11] werden durch Gould [1] mittlere erreichte Fallzahlen
nebst Standardabweichungen berichtet. Aus diesen ko¨nnen Variationskoeffizienten zwischen
0 und 20.0% berechnet werden. Auffa¨llig waren die Situationen, in denen eine Referenzpro-
portion von 0.1 angenommen wurde, aber in Wahrheit eine Proportion von 0.3 vorlag. In
diesen Fa¨llen war der Variationskoeffizient mindestens 9.6%.
Fu¨r die Prozedur nach Herson und Wittes [33] wurden in [1] ebenfalls mittlere Fallzah-
len und zugeho¨rige Standardabweichungen aufgelistet. Dabei konnten Variationskoeffizienten
zwischen 0 und 17.3% abgeleitet werden, wobei nur fu¨r die Szenarien mit vermuteter Refe-
renzproportion von 0.1 Variationskoeffizienten ungleich Null vertreten waren. Diese wiederum
waren immer mindestens 6.8%.
Shih und Zhao [14] geben die Variabilita¨t der Fallzahl nicht numerisch an, sagen jedoch
aus, dass die Variabilita¨t der rekalkulierten Fallzahl hoch sei und empfehlen die Verwendung
der Prozedur nicht fu¨r kleinere Studientypen wie sie in Phase I oder II u¨blich sind.
Die Variabilita¨t (in Form des Variationskoeffizienten) der finalen Fallzahl der hier un-
tersuchten Methoden wurde wie bei den stetigen Endpunkten kleiner mit steigender Stu-
diengro¨ße und wurde ebenfalls kleiner mit steigender Varianz des Endpunkts. Letztere Be-
obachtung galt auch unabha¨ngig davon, ob die PER bei der Planung richtig vorhergesehen
wurde oder nicht, denn der maximale Wert bei der kleinen Varianz betrug 13.1% (bei zu
kleiner Varianz 15.8%) und fiel dann mit steigender Variabilita¨t auf 5.7% bzw. auf 2.4% (bei
zu großer Varianz 1.8%).
Wie erwartet zeigten die unrestringierten Prozeduren eine Variabilita¨t, die mindestens so
groß war wie die der restringierten. Dies galt bis auf den Fall mit zu hoher realer Varianz,
bei dem die cc-Prozeduren mit steigender Studiengro¨ße auf nahezu Null fielen und die nc-
Varianten bei 0.4% endeten.
Die Basisprozedur unc wies nur im Falle einer u¨berscha¨tzten Variabilita¨t durchgehend die
kleinsten Werte fu¨r den CV unter den unrestringierten Prozeduren auf. Andernfalls wur-
den ihre Werte gro¨ßer als die der anderen, wenn Studien mit gro¨ßeren initialen Fallzahlen
betrachtet wurden.
Die cc-Prozeduren spielten bei den bina¨ren Endpunkten eine nicht so einheitliche Rolle wie
bei den stetigen Endpunkten hinsichtlich der Variabilita¨t der finalen Fallzahl. Wa¨hrend die
Verwendung von Control-Charts bei den stetigen meist mit einer erho¨hten Variabilita¨t der
finalen Fallzahl einher ging, konnte die der cc-Prozeduren bei bina¨ren Endpunkten innerhalb
des gleichen Szenarios bei kleinen Studien oberhalb der der nc-Prozeduren liegen, und bei
gro¨ßeren darunter fallen. Es war aber auch eine unterschiedliche Lage u¨ber die Szenarios
hinweg zu beobachten.
4.2.3 Ausblick
In den Simulationsstudien wurden Eigenschaften der mehrfachen verblindeten Fallzahlrekal-
kulation und einiger ihrer Variationen untersucht. Dies geschah immer unter der Annahme,
dass die Nullhypothese gu¨ltig war, so dass nur Ergebnisse zur Niveaueinhaltung und der
Fallzahl mo¨glich waren. Bei der Fallzahl war die Frage, ob und wenn ja, wieviele Patienten
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zusa¨tzlich oder weniger rekrutiert werden mussten, obwohl kein Unterschied zwischen den
Gruppen vorlag.
Diese Betrachtungen ko¨nnen in mehrere Richtungen fortgesetzt werden: Ein nahe liegen-
der erster Schritt wa¨re, die Verfahren unter der Alternativhypothese zu analysieren, um
Erkenntnisse hinsichtlich der Trennscha¨rfe bzw. Fallzahl zu erhalten. Außerdem ko¨nnten die
analytischen Betrachtungen aus den beiden Artikeln von Kieser und Friede [19, 22] auf die
mehrfache Rekalkulation ausgeweitet werden, wobei ein wichtiger Unterschied wa¨re, dass sich
die Gro¨ßen der Interimstichproben nun zufa¨llig ergeben. Weiterhin ko¨nnte im bina¨ren Fall
der Einsatz von exakten Tests untersucht werden, so dass die durch den χ2-Test beding-
te Liberalita¨t beseitigt werden kann. Zu diesem Zweck ko¨nnten auch die Verwendung von
Abscha¨tzungen wie in [18] zur mehrfachen Fallzahlkorrektur erwogen werden.
Als weitere Ansatzpunkte fu¨r zuku¨nftige Forschung ko¨nnte auch die Frage nach der Anzahl
und den Zeitpunkten der Interimstichproben betrachtet werden. Hier wurden exemplarisch
drei sich dynamisch ergebende Zeitpunkte gewa¨hlt und es mu¨sste untersucht werden, wann
und ob weniger oder mehr sinnvoll wa¨ren. Denkbar wa¨re auch auch eine Erweiterung, bei der
die Anzahl der Monitoringzeitpunkte nicht zu Anfang festgelegt werden muss.
Außerdem ko¨nnten andere Randomisierungsverha¨ltnisse betrachtet werden, da in den un-
tersuchten Fa¨llen die beiden Behandlungsgruppen immer gleich groß gewa¨hlt worden sind. Es
ko¨nnten auch alternative Teststatistiken (nichtparametrische Tests, U¨berlebenszeitanalysen),
sowie A¨quivalenztests und Tests auf Nichtunterlegenheit verwendet werden.
4.3 Ein Kombinationstest bei gea¨nderter Variabilita¨t
Im Abschnitt u¨ber den Kombinationstest wurde ein einfach anzuwendendes Verfahren un-
tersucht, das erlaubt, einen statistischen Test auszufu¨hren, selbst wenn bekannt ist, dass die
Variabilita¨t im Laufe der Studie nicht konstant war, weil sie zu einem Zeitpunkt durch ein
Amendment gea¨ndert wurde.
Im Artikel von Chow und Shao [38] wird eine Mo¨glichkeit der Analyse in solch einer Si-
tuation aufgezeigt. Sie basiert auf der Anwendung von gewichteter linearer Regression. Dazu
wird der prima¨re Endpunkt pro Gruppe und Phase bestimmt. Als Phase wird der Zeit-
raum bezeichnet, in dem ein bestimmtes Amendment gu¨ltig war. Im Beispiel [38] gab es zwei
Amendments, so dass drei Phasen entstanden. Allgemein erha¨lt man bei K Amendments auf
diese Weise K + 1 Phasen (im Beispiel gilt K = 2), und bei einer Studie mit zwei Behand-
lungsgruppen somit 2 · (K + 1) Mittelwerte respektive Streuungen. Das genannte Verfahren
beruht darauf, dass man die Mittelwerte der Gruppen und Phasen mit Hilfe der im Amend-
ment vera¨nderten Variablen modelliert, d.h. pro Phase und Gruppe sind auch die wichtigen
Kovariablen im Amendment zusammenzufassen. Im Beispiel aus dem Artikel ko¨nnte man die
Baselinewerte der FEV1-Variablen als Kovariable verwenden. Bezeichnet
• ∆T0 die Differenz der FEV1-Werte (Hauptzielvariable) der Behandlungsgruppe
vor allen Amendments
89
4 Diskussion
• ∆C0 die entsprechenden Werte der Kontrollgruppe
• ∆T1 bzw. ∆C1 die Werte nach dem ersten Amendment und so fort
• xT0 die Werte der Kovariablen der Behandlungsgruppe vor allen Amendments
• xC0 die Werte der Kovariablen der Kontrollgruppe vor allen Amendments usw.,
dann kann aus den mittleren Differenzen ∆¯Grpi und mittleren Kovariablen x¯
Grp
i Punktepaare
fu¨r zwei Regressionsgeraden gebildet werden.
Die Gerade fu¨r die Interventionsgruppe basiert auf den Punkten (x¯T0 , ∆¯
T
0 ), (x¯
T
1 , ∆¯
T
1 ), . . .,
(x¯TK , ∆¯
T
K), die der Referenzgruppe auf den Punkten (x¯
C
0 , ∆¯
C
0 ), (x¯
C
1 , ∆¯
C
1 ), . . ., (x¯
C
K , ∆¯
C
K). Wer-
den nun diese Mittelwerte mit der Anzahl der zugrunde liegenden Beobachtungen (d.h. Pa-
tienten) gewichtet, kann aus der Lage der beiden Regressionsgeraden abgeleitet werden, ob
sich die beiden Gruppen hinsichtlich der Hauptzielvariable bei bestimmten Werten der Ko-
variablen signifikant unterscheiden.
Die Autoren geben die Mo¨glichkeit an, aus diesen Geraden statistische Schlu¨sse z.B. u¨ber
den Behandlungseffekt in der Phase 0 abzuleiten. Wendet man das beschriebene Verfahren in
einer Situation mit nur einem Amendment an, resultiert dies in zwei Regressionsgeraden, die
nur durch jeweils zwei Punkte verlaufen. Der Test, der aus dem Vergleich der Regressionsge-
raden zum Mittelwert der Kovariablen in einer der Phasen resultiert, reduziert sich allerdings
zum normalen t-Test, bei dem nur die Daten aus der jeweiligen Phase verwendet werden. In
aller Regel ist eine Inferenz fu¨r alle Patienten auf der Basis von Patienten einer Phase nicht
erwu¨nscht und es ist mo¨glich, eine beliebige Funktion der Mittelwerte zu scha¨tzen und darauf
einen Test der globalen Schnitthypothese aufzubauen. Die Wahl der Funktion und die der
Kovariablen in den Regressionen bleibt dabei dem Anwender u¨berlassen.
Die in dieser Arbeit vorgestellte Methode unterscheidet sich vom oben beschriebenen An-
satz in mehreren Punkten: Erstens mu¨ssen keine Kovariablen zur Berechnung der prima¨ren
Variablen herangezogen werden und es muss keine Modellannahme u¨ber die Abha¨ngigkeit
der Variablen getroffen werden. Es ist auch kein einzelner Punkt im (u.U. mehrdimensiona-
len) Raum der Kovariablen zu spezifizieren, an dem der Wirksamkeitsvergleich durchgefu¨hrt
werden soll. Zur Thematik der Kovariablen ist noch zu bemerken, dass sie im Verfahren von
Chow und Shao no¨tig sind, aber ihre Anzahl durch die Anzahl der Amendments begrenzt
ist – eine Beschra¨nkung, die aus der Algebra des Verfahrens stammt und die durch Verwen-
dung von verallgemeinerten Matrixinversen aufgehoben werden kann. Im hier beschriebenen
Kombinationsverfahren kann ganz auf Kovariablen verzichtet werden, durch Anwendung ko-
varianzanalytischer Methoden kann jedoch eine beliebige Anzahl beru¨cksichtigt werden.
Beiden Verfahren ist gemeinsam, dass die Anzahl der Amendments beliebig ist und dass
sie trotz der Verwendung von Teilmengen der gesamten Studiendaten keine Interimanalysen
darstellen, denn die Tests werden nicht wa¨hrend des Studienverlaufes durchgefu¨hrt, sondern
erst, wenn die Daten komplett erhoben sind. Es ist allerdings mo¨glich und sinnvoll, schon im
Studienprotokoll oder im statistischen Analyseplan die Mo¨glichkeit bzw. Notwendigkeit einer
Auswertung auf die beschriebene Art festzulegen. Dies kann kann bei der Einfu¨hrung des
Amendments geschehen, denn bei diesen sollten deren statistischen Konsequenzen dargelegt
werden [35].
90
4 Diskussion
In den ersten zwei Kapiteln wurden entsprechende Indikatoren und Methoden zum Identi-
fizieren einer solchen Situation beschrieben. Wenn das Amendment jedoch auf entblindeten
Daten basiert, sind die p-Werte der einzelnen Phasen nicht mehr unabha¨ngig voneinander
und das Verfahren somit nicht mehr anwendbar (vgl. [71]).
Bei den durchgefu¨hrten Simulationsstudien ergab sich, dass alle drei Testverfahren aus
Kapitel 2.3 das Niveau bei verschiedenen Faktoren und Rekrutierungsannahmen einhielten.
Dies war auch so zu erwarten, da die Gruppengro¨ßen fu¨r den Vergleich zwischen Verum und
Kontrolle identisch waren, die Verteilungen immer Symmetrie und gleiche Streuung aufwie-
sen. Unter diesen Bedingungen fu¨hrt die Abweichung von der Normalverteilung nur zu sehr
kleinen Fehlern, wenn sie trotzdem bei der t-Statistik in den Gruppen unterstellt wird [72].
Beim Verfahren Komb&1, bei dem zusa¨tzlich zur Signifikanz des Kombinationstests noch
die des Tests in mindestens einer der Phasen verlangt wurde, lag der mittlere Fehler 1. Art
deutlich unterhalb der angesetzten 5%. Dies ist nicht u¨berraschend, weil durch die Zusatz-
bedingung dieser zweiten Signifikanz die Nullhypothese weniger oft abgelehnt werden kann
als beim Kombinationstest, man denke z.B. an die Situation, in der die p-Werte der beiden
Phasen 0.08 bzw. 0.09 betragen, womit der keiner der beiden t-Tests in den einzelnen Phasen
signifikant wu¨rde, der Kombinationstest jedoch eine Teststatistik von −2 log(0.08·0.09) = 9.87
aufweisen wu¨rde, welche mit einer Wahrscheinlichkeit von 0.043 von einer χ24-Verteilung
u¨berschritten wird, was Signifikanz auf dem 5%-Niveau fu¨r den Kombinationstest bedeu-
tet. Formaler kann man dies auch so einsehen: Die Zusatzbedingung der Ablehnung einer der
Hypothesen Ha0 oder H
b
0 u¨ber die Ablehnung von H
ab
0 hinaus, welche auch als Abschluss-
test [63] bezeichnet werden kann, muss hier zu einer konservativeren Testprozedur fu¨hren,
da die Ablehnung von Hab0 allein schon eine solche von 5% herbeifu¨hrt. Bei der Diskussion
der adaptiven Designs durch Bauer und Ko¨hne [41] wurde ebenfalls auf [63] hingewiesen und
es wurde in ganz a¨hnlicher Weise argumentiert. Die Beobachtung der gro¨ßeren Konservati-
vita¨t spiegelt sich auch in der Power des Tests wider, denn sie war immer kleiner als die des
Kombinationstests, da die Zusatzbedingung auch unter der Alternative greift.
Die Trennscha¨rfe beim zweiten Szenario war generell kleiner als die beim ersten, was einer-
seits mit der kleineren Studiengro¨ße in diesem Szenario und andererseits mit dem gro¨ßeren
Anteil an Beobachtungen mit erho¨hter Varianz (na¨mlich 2/3 gegenu¨ber 1/2 im Szenario 1)
erkla¨rt werden kann. Es ist daher u.U. mit einem doppelten Effekt zu rechnen, wenn die
Einschlusskriterien aufgeweitet und/oder die Ausschlusskriterien gelockert werden, um die
Rekrutierung zu beschleunigen: Das spa¨tere Patientenkollektiv wird nicht nur eine gro¨ßere
Varianz aufweisen, sondern evtl. auch die gro¨ßere Gruppe darstellen.
Eine weitere Beobachtung aus den Powerverla¨ufen deckt sich mit bereits bekannten Ein-
sichten: Wenn der Varianzfaktor Eins war, unterschieden sich die Kollektive vor und nach
dem Amendment hinsichtlich der Varianz nicht. In diesen Fa¨llen war so gut wie immer der
Pooling-Test besser als die beiden auf dem Fisher-Test basierenden. Dies ist auch schon bei
der Betrachtung von adaptiven Designs [41] festgestellt worden. Dort wurde in Abschnitt
3.1 quantifiziert, mit wieviel Verlust an Power durch sie zu rechnen ist. Der Betrag, um den
sich die Power unterscheidet, wurde in Abha¨ngigkeit vom Verha¨ltnis der beiden Stichpro-
bengro¨ßen und der Power des zugeho¨rigen gepoolten u.m.p.-Test (uniformly most powerful
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test) tabelliert. In dieser Arbeit waren die relativen Stichprobengro¨ßen der ersten Phase 1/2
und 1/3. Fu¨r a¨hnliche Werte ergaben sich dort ein Verlust an Trennscha¨rfe fu¨r den Fisher-
Test von 1.2%-Punkten im Falle einer 50:50-Rekrutierung und einem Verlust von 1.0% im
Falle einer 30:70-Rekrutierung (also nicht 1:2 wie in der vorliegenden Arbeit), wenn man
eine Power von 95% ansetzte. Die in dieser Arbeit vorgefundenen Differenzen fu¨r einen un-
gefa¨hr gleichen Wert fu¨r die Power des Pooling-Tests waren: 96.71%-96.05%=0.66%-Punkte
und 91.93%-90.02%=1.91%. Man sieht, dass die Verluste an Power in etwa vergleichbar sind.
In [41] wurden die Differenzen mit steigender Power immer kleiner, so dass auch hier leicht
kleinere zu erwarten waren, da die Power des Pooling-Tests oberhalb des tabellierten Wertes
von 95% lag.
Weiterhin ist bei Bauer und Ko¨hne zu erkennen, dass bei gleicher Trennscha¨rfe der Verlust
mit steigender Ungleichheit der Gruppengro¨ßen ebenfalls ansteigt. Auch dies kann in der
durchgefu¨hrten Simulationsstudie besta¨tigt werden, obwohl es Fa¨lle mit konstanten Mittel-
werten gab, in denen die Pooling-Prozedur eine kleinere Power zeigte: Der maximale Unter-
schied in diesen Fa¨llen betrug 0.34%-Punkte.
Wurde in den fu¨r diese Arbeit durchgefu¨hrten Simulationen zugelassen, dass sich die Mit-
telwerte bei gleichem Effekt u¨ber die Phasen a¨nderten, konnte schon bei einem Varianzfaktor
von Eins die Poolingprozedur eine niedrigere Power als die Kombinationsprozedur ergeben,
so hatte z.B. bei einem kleinen Effekt (0.1) und starker Verschiebung (1.0) die Kombinati-
onsprozedur bereits eine um 3.46%-Punkte ho¨here Power. Wenn sich zusa¨tzlich die Mittel-
wertdifferenz in den Gruppen a¨nderte, konnten bis zu 8.62%-Punkte ho¨here Trennscha¨rfen
bei der Kombinationsprozedur beobachtet werden (U¨bergang vom Effekt 0.7 zum Effekt 0.2).
Bei kleiner Varianzinflation ist der Pooling-Test besser als die Kombinationstests. Dies
ist auch zu erwarten gewesen, denn die Kollektive vor und nach der Varianza¨nderung un-
terscheiden sich kaum und der Verlust an Power bei der Kombinationsprozedur, wie in [41]
beschrieben, kommt deutlicher zum Tragen. In Situationen, in denen eine kleine Mittelwert-
differenz vorlag, waren zwar sichtbare Unterschiede in der Trennscha¨rfe zu beobachten, aber
die absoluten Werte waren fu¨r alle beobachteten Prozeduren und Szenarien so gering, dass
Vorteile nur bedingt relevant erscheinen. Bei sehr großen Mittelwertdifferenzen dagegen war
die Power aller Prozeduren sehr groß und die Vorteile hatten nur Dimensionen von Bruch-
teilen von Prozenten fu¨r alle beobachteten Varianzinflationen. Die Unterschiede mit gro¨ßerer
Relevanz ergaben sich bei mittelgroßen Mittelwertunterschieden. Wa¨hrend hier die Pooling-
Prozedur im Falle konstanter Varianzen noch einen kleinen Vorteil hatte, war dieser bei einer
Varianzvergro¨ßerung auf das 1.5- bis 2fache egalisiert und bei Werten daru¨ber war die Kom-
binationsprozedur oft besser. Der Poolingtest wurde bei noch gro¨ßeren Varianzunterschieden
sogar vom Abschlusstest u¨berholt, dessen Power wie schon ausgefu¨hrt immer unterhalb der
reinen Kombinationsprozedur lag.
Die Erkla¨rung fu¨r die beobachteten Vorteile der Kombinationsprozeduren liegt meist in der
Mischverteilung, die entsteht, wenn Zufallszahlen mit verschiedenen Streuungen und/oder
Mittelwerten zu einer Stichprobe vereinigt werden (siehe Abbildung 4.2). Da die Kombinati-
onsprozeduren die Phasen getrennt betrachten, sind sie durch die Mischung der Verteilungen
ho¨chstens durch die kleineren Fallzahlen beeinflusst, wa¨hrend die Pooling-Prozeduren mit
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einer Abweichung von ihren Voraussetzungen konfrontiert werden. Der t-Test setzt Normal-
verteilungen in den Untersuchungsgruppen voraus, wa¨hrend dort jedoch Mischverteilungen
vorliegen.
Abbildung 4.2:
Dichten fu¨r das Beispiel einer Situation, in der durch Varianzanstieg Mischvertei-
lungen entstanden sind. Die Farben deuten die verschiedenen Behandlungsgrup-
pen an. Die feineren Linien stehen fu¨r die Verteilungen in den einzelnen Phasen.
Die dickeren Linien bilden die Dichte der Mischverteilung ab.
Die beschriebene Kombinationsprozedur la¨sst auch auf beliebige andere Tests und Skalen-
niveaus u¨bertragen, so z.B. auf nicht-normalverteilte Zufallsgro¨ßen (Mann-Whitney-U -Test),
bina¨re Endpunkte (χ2-Test) oder U¨berlebenszeiten (Log-Rank-Test). Bei bina¨ren Endpunk-
ten ko¨nnten mit ihrer Hilfe Pha¨nomene wie das Simpson-Paradoxon [73], das beim Poolen
entstehen kann, umgangen werden.
Ein Problem, welches bei vielen Ansa¨tzen mit Kombinationstests auftritt, ist das der
Parameter- bzw. Effektscha¨tzung. In klinischen Studien ist nicht nur von Interesse, ob ei-
ne Behandlung besser ist als eine andere, sondern auch, um wieviel sie besser ist. In [74] wird
dargelegt, dass die Scha¨tzung des Effekts dann problematisch sein kann, wenn durch eine
geplante oder ungeplante Zwischenanalyse der resultierende Umfang der Gesamtstichprobe
zu einer Zufallsvariablen wird. Dann kann der Scha¨tzer fu¨r den Effekt erheblich verzerrt oder
seine Variabilita¨t sehr groß sein. Brannath et al. [74] erwa¨hnen andererseits auch, dass die
u¨blichen Scha¨tzer und Konfidenzintervalle fu¨r das fixe Design unverzerrt bzw. valide bleiben,
wenn die Fallzahl der Studie unvera¨nderbar ist. Im vorliegenden Fall wird keine Fallzahlad-
aption vorgenommen, so dass die u¨blichen Effektscha¨tzer und Konfidenzintervalle anwendbar
bleiben sollten. Dennoch ko¨nnten die Methoden aus [74] angewendet werden, um zu sinn-
vollen Effektscha¨tzern zu gelangen, wenn u¨ber die Phasen verschiedene Effekte beobachtet
wurden.
In den Simulationen wurden nur Varianzvergro¨ßerungen erzeugt. Dies stellt keine starke
Einschra¨nkung dar, denn aufgrund der Tatsache, dass sowohl die Pooling- als auch die bei-
den Kombinationsprozeduren invariant gegenu¨ber der zeitlichen Abfolge der Phasen sind,
ko¨nnen die Erkenntnisse sofort auf Verkleinerungen der Varianz u¨bertragen werden. Eine un-
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eingeschra¨nkte U¨bertragbarkeit auf Varianzverkleinerungen gilt allerdings nur im Falle eines
Amendments zur Ha¨lfte der rekrutierten Patienten, da hier die Gewichte der Mischverteilung
gleich groß sind.
Folgende Einschra¨nkungen fu¨r die Verwendung der Kombinationsprozeduren sind zu nen-
nen: Erstens wurden in dieser Simulationsstudie nur Szenarien untersucht, in denen sich die
Varianz beider Gruppen im Laufe der Zeit gleichartig vera¨nderte, d.h., wenn z.B. von einer
Varianzinflation auf das Doppelte in der zweiten Phase ausgegangen wurde, dann bedeutete
dies immer, dass sich sowohl die Verum- als auch die Kontrollgruppe von einem gemeinsamen
Wert in der ersten Phase (Eins) auf den gleichen Wert (hier Zwei) vergro¨ßert hatte. Damit
lag immer Homoskedastizita¨t vor. Der Fall von Heteroskedastizita¨t wurde hier nicht unter-
sucht und ko¨nnte somit Gegenstand weiterfu¨hrender Untersuchungen sein. Durch Anwendung
entsprechender Testverfahren (z.B. Satterthwaite-Variante des t-Tests), sind unter a¨hnlichen
Bedingungen wie den hier untersuchten ho¨here Trennscha¨rfen des Kombinationstests zu er-
warten.
Weiterhin darf keine Entblindung der Daten im Verlauf der Studie stattfinden, da ansonsten
die beobachteten p-Werte nicht mehr unabha¨ngig sein ko¨nnten, was aber eine Voraussetzung
fu¨r die Anwendbarkeit ihrer Kombination nach Fisher ist. Ist also eine weiterreichende Fle-
xibilita¨t erforderlich oder gewu¨nscht, sollte z.B. ein adaptives Verfahren wie es von Bauer
und Ko¨hne [41] beschrieben wurde oder noch flexiblere Methoden auf der Basis der conditio-
nal error rate, wie sie von Mu¨ller und Scha¨fer [71] erarbeitet wurden, zum Einsatz gebracht
werden.
Verallgemeinerungen des Testverfahrens Komb&1 auf eine beliebige Anzahl von Amend-
ments sind prinzipiell mo¨glich, Abschlusstestprinzip muss aber weiterhin eingehalten wer-
den, d.h. zu jeder signifikanten Elementarhypothese mu¨ssen auch alle zugeho¨rigen Schnit-
thypothesen abgelehnt werden. So entstehen z.B. bei zwei Amendments drei Elementarhy-
pothesen Ha0 ,H
b
0 ,H
c
0 . Wu¨rde jetzt durch den Kombinationstest die globale Schnitthypothese
Habc0 = H
a
0 ∧ Hb0 ∧ Hc0 auf dem 5%-Niveau abgelehnt, muss in Analogie fu¨r die Signifikanz
einer der Hypothesen, sagen wir Ha0 , auf dem 5%-Niveau gefordert werden, dass auch die
Hypothesen Hab0 = H
a
0 ∧ Hb0 und Hac0 = Ha0 ∧ Hc0 zusa¨tzlich zur Hypothese Ha0 selbst auf
dem 5%-Niveau abgelehnt werden. Somit ist die Anwendung dieser Testvariante zwar nicht
unmo¨glich, aber sie wird mit zunehmender Anzahl an Amendments komplexer.
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5 Zusammenfassung
Die hier vorgelegte Arbeit befasst sich im Wesentlichen mit Varianzunterschieden und Vari-
anzfehlspezifikationen von Zielgro¨ßen klinischer Studien.
Im Mittel und im Median waren nur sehr geringe Abweichungen der Varianz in der zweiten
Ha¨lfte realer Studien zu erkennen. Die vorgefundene Verteilung der Varianzquotienten unter-
schied sich jedoch signifikant von der unter der Annahme keines Unterschieds hergeleiteten
theoretischen Mischverteilung. Grafische Methoden deuteten auf eine gro¨ßere Anzahl an ex-
tremen Verha¨ltnissen hin, was durch das 5%-Perzentil (Faktor 2/3) und das 95%-Perzentil
(Faktor 1.8) besta¨tigt wurde. Die Untersuchung mit einem hierarchischen Modell korrigierte
den Gesamtmittelwert der Verha¨ltnisse der Standardabweichungen auf 1.03 und zeigte, dass
Variablen innerhalb einer Studie zu gleichartigem Verhalten tendierten. Bei den erhobenen
Eigenschaften ko¨nnte nur durch ungleichma¨ßige Rekrutierung (p = 0.09) und Amendments
(p = 0.13) ein Einfluss auf die Varianzungleichheit vermutet werden.
Anschließend wurden statistische Eigenschaften von neuen Fallzahladaptionsprozeduren
fu¨r normalverteilte (t-Test) und bina¨re (χ2-Test) Endpunkte unter der Nullhypothese kei-
nes Gruppenunterschieds bestimmt. Die Prozeduren sollten im Verlauf der Studie mehrfach
und verblindet die Varianzannahme u¨berpru¨fen und ggf. die Fallzahl korrigieren. Im Fal-
le stetiger Endpunkte wurde das Niveau eingehalten, bei bina¨ren ist zu vermuten, dass die
Liberalita¨t des χ2-Tests fu¨r die Niveauverletzungen verantwortlich ist. Korrektur fu¨r Verblin-
den fu¨hrte erwartungsgema¨ß zu einer leicht unterscha¨tzten Fallzahl, Kontrollgrenzen fu¨r die
Power verhinderten eine zu ha¨ufige Rekalkulation, bewirkten aber u.U. eine verzerrte Fall-
zahlscha¨tzung. Abha¨ngig vom Vorhandensein anderer Merkmale konnte die Variabilita¨t der
Fallzahl durch sie erho¨ht aber auch verringert werden. Mindestfallzahlen fu¨hrten teilweise
zu starker U¨berscha¨tzung der Fallzahl, wirkten sich aber ansonsten nicht nachteilig aus. Die
Auswirkungen fu¨r bina¨re Variablen konnten sich von denen fu¨r die stetigen unterscheiden.
Im dritten Teil wurde eine Mo¨glichkeit der alternativen Auswertung von Studien vorge-
stellt, in denen eine Vera¨nderung der Varianz der Zielgro¨ße angenommen wurde. Anhand der
Ergebnisse aus dem ersten Teil konnten verschiedene Szenarien Varianzinflation und/oder
Mittelwertverschiebung u¨ber den Zeitverlauf einer Studie simuliert und der Fehler 1. und 2.
Art der gewo¨hnlichen Pooling-Prozedur, des Kombinationstests von Fisher und einer Ab-
schlusstestprozedur ermittelt werden. Keines der Verfahren verhielt sich antikonservativ. Die
Prozeduren auf Basis des Kombinationstests wiesen verglichen mit der Poolingprozedur bei
mittelgroßer Effektsta¨rke eine um bis zu 7%-Punkte gro¨ßere Power auf, bei vera¨nderten Mit-
telwerten lagen sie bis zu 20%-Punkten ho¨her. Bei großen und kleinen Effektsta¨rken war der
Vorteil dagegen gering, oder der Poolingtest war geringfu¨gig besser.
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