Abstract. We consider perturbations of quadratic maps f a admitting an absolutely continuous invariant probability measure, where a is in a certain positive measure set A of parameters, and show that in any neighborhood of any such an f a , we find a rich fauna of dynamics. There are maps with periodic attractors as well as non-periodic maps whose critical orbit is absorbed by the continuation of any prescribed hyperbolic repeller of f a . In particular, Misiurewicz maps are dense in A.
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Almost all maps f a in the quadratic family is known to possess a unique natural measure, that is, an invariant probability measure µ a describing the asymptotic distribution of almost all orbits. We discuss weak*-(dis)continuity properties of the map a → µ a near the set A, and prove that almost all maps in A have the property that µ a can be approximated with measures supported on periodic attractors of certain nearby maps. On the other hand, for any a ∈ A and any periodic repeller Γ a of f a , the singular measure supported on Γ a can also approximated with measures supported on nearby periodic attractors. It follows that a → µ a is not weak*continuous on any full-measure subset of (0, 2]. Some of these results extend to unimodal families with critical point of higher order, and even to not-too-flat flat topped families. holds for all x in a positive measure set. Those x for which this do hold, are said to be generic for µ.
We consider the quadratic family f a (x) = 1 − ax 2 , 0 < a ≤ 2, of dynamical systems on I = [−1, 1]. If f a admits an acip (absolutely continuous invariant probability measure) µ a , then µ a is a natural measure for f a , describing the asymptotics of almost all orbits (Theorem V.1.5, [MS93] ). If f a has a periodic attractor {x i } p i=1 , then
is again a natural measure for f a which describes the asymptotics for almost all points ([BL91]). For a long time it was conjectured that for almost all a, f a either has a periodic attractor or admits an acip. This fundamental result was recently proved by M. Lyubich ([Lyu97] ). It follows that the mapping Ψ : a → µ a =: the natural measure of f a is well defined for almost all a in (0, 2]. Of course, Ψ is continuous on the set of hyperbolic attracting maps. In what follows we discuss the structure in parameter space and the parameter dependence of µ a near certain maps admitting an acip, more precisely the maps f a considered by Benedicks and Carleson.
Theorem (Benedicks and Carleson, [BC85] , [BC91] ). There exists a set A ⊂ (0, 2] of positive Lebesgue measure, with 2 a Lebesgue density point of A, such that if a ∈ A, then the Lyapunov exponent of f a at the critical value is positive and also f a admits an acip µ a with a density that belongs to L p for any 1 ≤ p < 2. Furthermore, for almost all a ∈ A, the critical point c = 0 is generic for µ a .
Jakobson, in [Jak81] , was the first to prove the existence of a positive measure set of parameters admitting acips. Various versions and generalizations can be found in [Ryc88] , [BY92] , [TTY92] , [Tsu93b] , [Tsu93a] , [MS93] , [Thu97] and [Luz98] .
Theorems and corollaries.
Theorem A. For each a ∈ A, there exists a sequence {a n } ∞ n=1 such that f an has a super-stable periodic attractor of length r n , such that (i) a n → a, n → ∞; Theorem B. Let Γ = Γ a be a hyperbolic set for f a , a ∈ A, let z = z(a) be any point in Γ and let Γ b and z(b) be the continuations of Γ and z. 
Remark 2. Since Ψ : a → µ a is continuous when restricted to a periodic window, the statements of theorems A, C and D remains true for any sequence of parameters running thru the periodic windows J n ∋ a n .
From Theorem C and Remark 2, we obtain Corollary 1. Ψ : a → µ a is not continuous at any point in A, and Ψ is not continuous on any full-measure subset of (0, 2].
Since Misiurewicz maps admits an acip under some mild conditions, fulfilled in the quadratic family, [Mis81] and [BM89] , Theorem D gives the following:
Corollary 2. Ψ : a → µ a is discontinuous at every post-critically finite Misiurewicz map in the quadratic family.
Most of this can be generalized to generic unimodal families with critical point of higher order, and even to those flat-topped families that are considered in [Thu97] . What may happen is that the last statement of Theorem A becomes empty; it is not known if the critical point is generic for a positive set of acip-maps in these cases.
1.3. Related results. The measures µ a , a ∈ A, are known to be stable under random perturbations of the iterations of f a ([BY92], [BV96] ). Noise is thus in this way a savior, when modeling/experimenting with unimodal maps in the chaotic regime.
In [Ryc88] , Rychlik gave a new proof of Jakobsons Theorem. A positive measure set A ′ of parameters is constructed such that for a ∈ A ′ , f a admits an acip µ a with a density ν a ∈ L p for 1 ≤ p < 2. Then in [RS92] , Rychlik and Sorret among other things proved that a → ν a , defined on A ′ , is continuous in L p , 1 ≤ p < 2, with a Hölder estimate at Misiurewicz points. The set A ′ also has full density at a = 2, and so it has a fat intersection with the set A considered in this paper.
As mentioned, Tsujii has a proof of the Benedicks-Carleson-Jakobson Theorem (leading to an a priori different positive measure set A ′′ of Collet-Eckmann maps), and some generalizations there of, [Tsu93b] and [Tsu93a] . In [Tsu96] he also discusses weak*-continuity properties of the invariant measures, and among other things proves continuity of Ψ |A ′′ at Misiurewicz points. Also in this case, 2 is a Lebesgue density point of the good set A ′′ . He also constructs a set F of hyperbolic attracting maps accumulating on a = 2, who's natural measures converge to a point mass at the unstable fixed point at x = −1 as a tends to 2, and shows that |F ∩ [2 − ǫ, 2]| ǫ 2 . We also remark that the special role of the parameter a = 2 is not that special, similar statements holds near any post-critically finite Misiurewicz parameter.
The following is also relevant to this discussion, even though it is a measure 0 phenomena: In [HK90] one constructs -an uncountable set of parameters, accumulating on a = 2, such that the corresponding maps do not have any natural measure at all; -an uncountable set of parameters, accumulating on a = 2, such that the corresponding maps have natural measures µ a = δ z(a) .
The first examples of maps with no natural measures was given in [Joh87] .
Properties of the set A
In sections 2.1 -2.3 we recall some basic facts and definitions from the construction of the set A that will be used in the proofs. We just state the results that we need in the sequel, and statements do not appear in their logical order. For proofs and more details we refer to [BC85] , [BC91] and the expositions in [MS93] and [Luz98] . Similar statements with similar proofs can also be found in [Thu97] , dealing with a Benedicks-Carleson theorem for certain flat-top families.
2.1. A partition on the interval. A small neighborhood I * = (−δ, δ) of the critical point x = 0 is chosen. I * is partioned into subintervals
where I µ = e −(µ+1) , e −µ for µ > 0, I µ = −I −µ for µ < 0, and
is a subdivision of I µ into µ 2 intervals of equal length. I + µν denotes the union of I µν and its two nearest neighbors. We also defineÎ µ = (−e −µ , e −µ ).
2.2.
Partitions in parameter-space and the mappings ξ n . The set A is given as A =:
where A n is a decreasing sequence of sets in a small one-sided neighborhood of a = 2. A n is constructed by deleting from A n−1 according to two principles, which together guarantees that for a ∈ A n ,
for some λ > 0 independent of n and a. One of the exclusion principles simply requires that
for some suitable, small α > 0.
The mappings ξ n from parameter space to dynamical space are defined via ξ n (a) := f n a (0). These mappings are expanding as long as f n a is, in the following sense: Lemma 1. There is a constant C such that for all a sufficiently close to 2 the following holds:
On each A n there is a partition P n into intervals; each a ∈ A is given as a = n≥0 ω n (a), where ω n (a) is the element of P n containing a. For each a there is a sequence of times n k (a), the essential free return times, with the following properties:
•
We use p = p(µ, ω) to denote the length of a bound period.
As long as orbiting outside I * , ξ n (ω) grows exponentially (Lemma 3). The small derivative picked up at a return to I * is compensated for during the bound period by an inductive argument, the net effect is in fact a weaker exponential growth. In particular bound periods are always of finite length, (Lemma 2). Let p k temporally denote the length of the bound period following a return at time n k . By definition, n k+1 (a) is the smallest integer j ≥ n k (a) + p k (a) such that ξ j (ω n k (a)) ⊃ some I µν ⊂ I * . A return to I * at some time j, n k + p k ≤ j < n k+1 , when no I µν is covered, is called an inessential free return. Such returns are also followed by a bound period, after which comes a free period terminating in a new free return. It can be shown that an essential free return always occur after finitely many steps. The "dynamics" of {ξ n } is described more precisely in the following lemmas.
Lemma 2. Suppose inequality (2.1) and condition (2.2) hold for all j ≤ n and all a ∈ ω, and suppose that ξ n (ω) ⊂ I + µν where |µ| ≥ − log δ and δ is sufficiently small. Then there exists positive constants C 0 and C, independent of δ, such that (i) for all a ∈ ω, all y ∈ f a Î µ and all j ≤ p,
Lemma 3. There is a λ 0 > 0 such that for any small δ > 0 and a 0 sufficiently close to 2 the following holds: Suppose that ω ⊂ [a 0 , 2] is such that ξn(ω) ⊂ I µν and ξ n (ω) are two consecutive free returns with return timesn and n,n < n. Also assume that |Df j a (1)| ≥ e λj for all j < n and all a ∈ ω. Then there is a constant C, independent of δ, such that the following holds:
Furthermore there is a positive integer N 0 (δ) such that for any ω close to 2,
Let HD-dist(J, K) denote the Hausdorff distance between the sets J and K.
Lemma 4. Suppose inequality (2.1) and condition (2.2) hold for all j ≤ n and all a ∈ ω, and suppose that ξ n (ω) ⊂ I µ where |µ| ≥ − log δ. If ω is sufficiently close to 2, then for each a, b ∈ ω we have
for all j ≤ p(µ, ω).
2.3. Escape-times. An important role is played by the escape-times of a. They are an infinite subsequence of {n k (a)}, defined via the condition n k is an escape-time
It will be important that each a ∈ A experiences infinitely many escape-times. This is a consequence of the second parameter selection principle, which roughly speaking discards parameters that on the average has to wait too long for their escape-situations.
Escaping
We prepare the proofs of theorems A and B by showing that any escaping parameter interval ω n (a) contains a super-stable parameter as well as parameters for which the critical orbit lands on any prescribed point in any hyperbolic set of f a .
Lemma 5. Pick an a ∈ A and a hyperbolic set Γ a for f a and a point z(a) ∈ Γ a . Let n k by an escape time for a. Then there are two parameters a * ,â ∈ ω n k−1 (a) and two integers r * andr, 0 < r * ≤r − log δ such that (i) f a * has a super-stable attractor of period n k (a) + r * ;
Proof. Let ω n k−1 (a) = (b, c). We may assume that ξ n k (b) = δ 2 and ξ n k (c) = δ. The idea is that distance between ξ n k +j (b) and −1 will be ≤ 4 j δ 4 for j > 1, while the distance between −1 and ξ n k +j (c) will be ≥ 3 j δ 2 as long as ξ n k +j (c) < −3/4. From this it follows that for some j 0 − log δ, ξ n k +j 0 (ω n k ) will grow to length ∼ 1/4, with its left end ξ n k +j 0 (b) still within a distance o(δ) from −1.
Thus ξ n k +r * maps (b, c) across x = 0 for r * = j 0 + 1 or r * = j 0 + 2, and since 0 / ∈ ξ j (b, c) for j < n k + j * by (2.2), the required a * has been found.
Since Γ a is hyperbolic, z(a) moves continuously with a, and (z(b), z(c)) will be a very small interval. It follows that ξ n k +r (b, c) ⊃ (z(b), z(c)) forr = r * orr = r * + 1. Thus ξ n k +r (a) − z(a) changes sign on (b, c), and so ξ n k +r (â) = z(â) for someâ ∈ (b, c).
Proof of Theorem A and Theorem B
Each a ∈ A is given as a = ∩ ∞ n=1 ω n , ω n ∈ P n , with infinitely many escape situations where Lemma 5 can be applied. For any b ∈ ω n , inequality (2.1) holds. Thus we may use Lemma 1 to conclude that |ω n | e −nλ . From this the first two statements of Theorem A and Theorem B follows.
We now prove the last part of Theorem A. Let a ∈ A be such that x = 0 is generic for µ a , and let {a n } be the sequence of super-stable parameters converging to a constructed above.
We have to show that lim n→∞ ϕ dµ an = ϕ dµ a for any continuous function ϕ. It is enough to consider Lipschitz continuous test functions. Let κ be the Lipschitz' constant of ϕ, and let r k denote the length of super-stable attractor of f a k . We have that for any a k ,
where the last term = 0 by definition, and the first one is < ǫ for all k > N 0 (ǫ) since 0 is generic for µ a and since r k ↑ ∞ when k → ∞.
The second term finally is
so it suffices to prove S := r k −1 j=0 |ξ j (a) − ξ j (a k )| is bounded by some constant independent of a k . Let
and let n k be the escape-time preceding the creation of the super-stable orbit at time r k ; then r k −n k log 1/δ (c.f. Lemma 5). Remember that a k ∈ ω n k (a) ∈ P n k , and that for the "orbit" of ω n k under the family
are defined, t T = n k , and that each free return t i is followed by a bound period of finite length, which we denote p i . For the sake of notation, we define t 0 = p 0 = 0. We split the sum S into sub-sums:
where
With this notation, S fp 0 is the contribution up till the first free return and S bp 0 is an empty sum and equals 0. First we observe that S tail has no more than ∼ − log δ terms, and is therefore ≤ C(δ). We now estimate T −1 i=0 S fp i , using (i) and (ii) of Lemma 3:
We now turn to
First we estimate the individual terms in S bp i . Now Λ l = |ξ l (a) − ξ l (a k )|, and (a; a k ) ⊂ ω n k ∈ P n k . Since t i is a free return, t i < t T = n k , it follows that ξ t i ((a; a k )) ⊂ some I + µ i ν i ⊂ I * . Using Lemma 2, Lemma 4 and the binding condition (2.3), we see that for 1 ≤ j < p i and any b ∈ (a; a k ),
In the last two steps we also used the facts that f b Î µ ∼ |f b (I µ )|, and that the distortion of f b restricted to I µ has a bound independent of µ. Obviously Λ t j < |ξ t i ((a; a k ))|/|I µ i |, so we obtain
Finally we estimate S bp i :
The second " " holds because of (ii) of Lemma 3. This finishes the proof of Theorem A.
Proof of Theorem D
Suppose Γ a = {x 1 , x 2 , . . . , x p } is a hyperbolic repelling periodic orbit for f a , absorbing the critical orbit. Let N be minimal such that f N a (0) ∈ Γ a , and assume that f
Since f a is Misiurewicz map with finite critical orbit, we can carry out the Benedicks-Carleson construction in a neighborhood of a and find a sequence {ω n } ∞ n=N of parameter intervals such that
• there is a natural numberN =N(γ) such that for each n ≥ N there is an m n ≤N such that ξ n+mn (ω n ) ∋ 0. This follows from continuity, uniform expansion away from the critical point and the fact that parameter-and space-derivatives are comparable. It follows that for all n ≥ N, there is an a n ∈ ω n such that f an has super-attractor of length n + m n such that
Now pick a ϕ ∈ C 0 (I) and an ǫ > 0. Since ϕ is uniformly continuous, we can fix a γ such that |x − y| < γ implies |ϕ(x) − ϕ(y)| < ǫ/2. If µ an is the natural measure for f an , where a n is as above, we have that for n sufficiently large.
Proof of Theorem C
Since {x 1 , . . . , x p } is a hyperbolic repeller, it persists for nearby parameter values. Let Γ a = {x 1 (a), . . . , x p (a)} by its continuation. By Theorem B, we know that there is a sequence {b n } converging to a, such that f bn has critical point pre-periodic to x 1 (b n ). By Theorem D, for each b n there is a sequence {a n,m } ∞ m=1 corresponding to maps with super stable attractors, such that lim m→∞ a n,m = b n and lim m→∞ µ an,m = p i=1 δ x i (bn) . Since Γ a moves continuously with a, we get a sequence {a n,m(n) } ∞ n=1 , corresponding to super attractors and converging to a such that lim n→∞ µ a n,m(n) weak* = p i=1 δ x i (a) .
