


























as  industry.  Carlino  and  Defina  (1998,  1999),  for  instance,  demonstrated  that  the 
differential responses of US regions (and states) were related, among others, to their 
industry composition. The differential response across industries has been cited to be a 
key  factor  in  explaining  the  uneven  response  of  monetary  policy  for  the  Euro  area 
(Peersman and Smets, 2005). Despite the emerging literature in this area, little evidence 
on this count has been forthcoming in the context of emerging economies. The present 
                                                 





analysis  addresses  this  gap  in  the  literature  by  exploring  the  differential  industry 
response to a monetary policy shock, using India as a case study.  
Towards  this  end,  the  paper  examines  whether  monetary  policy  shocks  exert 
differential  effects  on  industrial  output.  We  choose  India  as  a  case  study  for  three 
reasons. First, India is presently one of the most important emerging economies with a 
rich history of industrial controls. These controls were introduced in the aftermath of 
independence  in  order  to  dovetail  investment  into  desirable  areas  within  a  mixed 











































differential  response.  However,  as  is  widely  acknowledged,  owing  to  significant 
differences in the institutional and economic environment across countries, the estimates 










VAR  model  on  a  set  of  independent  variables  that  proxy  for  the  hypothesized 
explanatory factors, we are able to discern which set of variables are more relevant in 
explaining differential industry response in the Indian scenario.  




also  exhibited  higher  levels  of  unionization.  Sanyal  and  Menon  (2005)  also  uncover 
evidence  that  state‐level  labor  regulation  variables  such  as  number  of  labor  courts, 
number of registered unions  and number of mandays lost owing to labor disputes act as 
significant disincentives on firm location. Delicensed industries located in states with 
pro‐employer  labor  regulations  are  found  to  exhibit  faster  growth  in  terms  of  both 
output and employment levels than those with pro‐worker regulations (Aghion et al., 







the  regulatory  framework  governing  industrial  disputes  could  be  an  important 
ingredient influencing industrial output.  






effects  of  an  economy‐wide  monetary  policy  shock.  The  database  and  the  variables 
employed in the study are discussed in Section 4. The results of the analysis and the 
findings related to the hypothesized industry characteristics which are presumed to be 




The  introduction  of  the  concept  of  a  socialist  economy  in  the  1960s  with  its 
concomitant focus on poverty reduction, egalitarianism and social equality meant that 
the  Indian  government  followed  highly  restrictive  policies  with  respect  to  trade, 
industry  and  finance.  The  process  of  transition  towards  self‐reliance,  driven  to  an 





which  private  investors  were  allowed  to  operate  and  also  determined  the  scale  of 
operations, the location of new investments and even the technology employed. This 
was  buttressed  by  a  highly  protective  trade  policy,  often  providing  tailor‐made 
protection to each sector of industry. The costs imposed by these policies have been 
extensively  studied  (Bhagwati  and  Desai,  1965;  Bhagwati  and  Srinivasan,  1971; 
Mookherjee,  1995),  and  by  1991,  a  consensus  emerged  on  the  need  for  greater 
liberalization and openness.  
The  post‐1991  reforms  laid  strong  emphasis  on  enabling  markets  and 
globalization  coupled  with  lower  degrees  of  direct  government  involvement  in 
economic  activities.  The  list  of  industries  reserved  solely  for  the  public  sector  was   6
gradually  scaled  down  and  reduced  to  three:  defense aircrafts  and warships,  atomic 
energy  generation  and  railway  transport.  The  process  of  industrial  licensing  by  the 














(Trivedi,  2004;  Goldar  and  Veeramani,  2005)  levels,  as  also  competition  aspects 









VAR  techniques  do  not  accurately  differentiate  between  theoretical  explanations  of 
observed  behavior;  they  are,  in  fact,  efficient  means  of  extracting  ‘stylised  facts’ 
regarding the monetary transmission process.    7
We  preferred  the  reduced  form  non‐cointegrated  VAR  technique  to  its  two 
competing  formulations:  the  cointegrated  VAR  and  structural  VAR.  As  far  as 
cointegrated VARs are concerned, our data is of annual frequency; in such a situation, it 
was  felt  that  any  pre‐testing  of  a  long‐run  relationship  might  not  be  meaningful. 







form  of  theoretically  meaningful  restrictions  on  the  innovations  in  the  VAR  process. 
While such structural VARs have been quite popular in the literature, a caveat remains 
that unless grounded in a solid theoretical premise, there could be a temptation to adopt 




that  order.  This  suggests  that  interest  rates  do  not  respond  to  contemporaneous 
developments  in  the  other  variables  in  the  system,  that  real  GDP  responds  only  to 
changes in interest rates and that, industrial output responds to developments in each of 
the other variables.3 Because we are concerned only with identifying the monetary policy 
shocks,  this  seems  sufficient  for  our  purpose.  We  estimate  separate  VARs  for  each 
industrial sector and compare the effect of a monetary shock on each sector’s output.  
























Contextually,  it  needs  to  be  recognized  that  there  is  no  single  lending  rate 
available over the period; these rates, were, in fact, administered for a certain part of the 
period. Accordingly, we utilize the SBI advance rate for the period beginning 1980‐81 




as  the  representative  lending  rate  for  the  concerned  year.  To  control  for  other 
                                                 
4 Defined as {[(1+lending rate) / (1+WPI inflation)]‐1} Sanchez (2001) utilizes a similar definition in the analysis of Mexican 
manufacturing firms.  
5Another  possibility  could  be  to  employ  the  real  money  supply  as  a  monetary  policy  indicator.  However,  as  the 
discussion earlier indicates, there has been a gradual switch from quantity – to price‐based indicators of monetary policy.  
Focusing on quantity channel is also likely to bring into play the real balance or liquidity effect, operating through the 













two‐digit  level.  Second,  it  utilizes  information  on  macro  and  monetary  variables  as 
culled out from the Handbook of Statistics on Indian Economy, an annual publication of the 









with  probabilities  one‐half  or  one‐third.  The  census  sector  covers  80%  of  the  formal 

















useful  to  deflate  the  number  of  trade  union  members  by  number  of  employees. 
However, the reported numbers on employees is scanty; accordingly, to avoid loss of 
information,  we  employ  number  of  workers  instead.  Employee  is  a  much  broader 
concept  and  includes,  in  addition  to  workers,  persons  receiving  wages  and  holding 











Industry (Code)  1981‐90  1991‐1995  1995‐2000  2001‐2004  Memo: 1991‐92 
                                                 
7 The release of the United Nations International Standard Industrial Classification (ISIC) 2002, Rev. 3.1, coupled with 
immediate  national  requirements  necessitated  revision  of  NIC‐1998.  In  this  context,  the  Ministry  of  Statistics  and 




Food  and beverages (15)  8.7  8.3  9.1  9.7  8.8 
Tobacco (16)  1.3  1.5  1.5  2.3  1.7 
Textiles (17)  11.6  9.6  8.1  8.2  9.6 
Wearing apparel (18)  0.5  1.6  1.6  1.8  1.4 
Leather (19)  0.7  0.9  0.7  0.8  0.9 
Wood and straw (20)  0.4  0.3  0.2  0.3  0.3 
Paper (21)  1.8  1.8  1.5  2.2  2.1 
Publishing and printing (22)  1.6  1.4  1.4  1.5  1.4 
Coke, nuclear fuel (23)  3.5  4.1  3.7  8.6  3.1 
Chemicals (24)  13.1  14.7  18.5  19.6  14.0 
Rubber and plastic (25)  2.5  2.6  3.0  3.5  2.8 
Other non‐metallic minerals (26)  4.4  4.4  4.2  5.1  6.2 
Basic metal (27)  10.9  10.2  11.7  11.7  8.9 
Metal products (28)  2.3  2.2  2.4  2.5  2.6 
Machinery and eqpt. (29)  7.0  5.5  5.8  5.6  6.3 
Office, accounting etc. (30)  0.6  0.7  0.4  0.7  0.8 
Electrical machinery (31)  3.9  4.1  3.8  3.4  4.5 
Radio, TV (32)  1.5  2.1  2.0  2.2  2.4 
Medical precision (33)  1.0  0.6  0.8  1.0  0.7 
Motor vehicles (34)  3.8  3.5  4.7  5.1  3.9 
Other transport (35)  3.2  2.8  2.6  2.8  3.0 
Furniture (26)  0.7  0.7  1.1  1.4  0.5 
Electricity, gas, etc. (40)  14.8  16.4  10.9  ..  15.0 






































































Independent variable  Real GDP growth  Real lending rate  WPI 
                                                 
9 The real lending rate is found not to Granger‐cause WPI as also vice versa. These control variables are not found  to be 
statistically significant.    13
Real lending rate  2.781 (0.078)*  4.279 (0.00)***  0.357 (0.731) 
Real GDP growth  19.102 (0.00)***  0.466 (0.627)  1.454 (0.223) 



















observed  response.  Typically,  industries  exhibiting  relatively  higher  response  within 
this  category  are  those  having  interface  with  industrial  demand  and  more  capital‐
intensive as well; examples are machinery and equipment, radio and TV etc.  









Period/ Industry  1  2  3  4  5 
Food and beverages ‐ 0.0023 ‐ 0.0065 ‐ 0.0077 ‐ 0.0109 ‐ 0.0203 
Furniture  0.0310 ‐ 0.0112 ‐ 0.0213 ‐ 0.0223 ‐ 0.0279 
Wearing apparels ‐ 0.0077 ‐ 0.0165 ‐ 0.0258 ‐ 0.0345 ‐ 0.0358 
Office, accounting ‐ 0.0064 ‐ 0.0176 ‐ 0.0244 ‐ 0.0309 ‐ 0.0363 
Textiles ‐ 0.0121 ‐ 0.0177 ‐ 0.0236 ‐ 0.0341 ‐ 0.0396 
Radio, TV ‐ 0.0137 ‐ 0.0394 ‐ 0.0472 ‐ 0.0566 ‐ 0.0635 
Medical eqpt. ‐ 0.0112 ‐ 0.0179 ‐ 0.0286 ‐ 0.0508 ‐ 0.0640 
Leather ‐ 0.0365 ‐ 0.0581 ‐ 0.0662 ‐ 0.0789 ‐ 0.0875 
Tobacco ‐ 0.0401 ‐ 0.0559 ‐ 0.0745 ‐ 0.0854 ‐ 0.0973 
Wood ‐ 0.0257 ‐ 0.0471 ‐ 0.0635 ‐ 0.0866 ‐ 0.1009 





sensitive,  so  much  so  that  purchases  of  capital  goods  are  likely  to  exhibit  a  sharper 





Period/ Industry  1  2  3  4  5 
Printing ‐ 0.0176 ‐ 0.0659 ‐ 0.1321 ‐ 0.1685 ‐ 0.2045 
Paper ‐ 0.0119 ‐ 0.0767 ‐ 0.1545 ‐ 0.1769 ‐ 0.2126 
Coke, nuclear fuel ‐ 0.0110 ‐ 0.0568 ‐ 0.1237 ‐ 0.1794 ‐ 0.2142 
Chemicals ‐ 0.0233 ‐ 0.0715 ‐ 0.0983 ‐ 0.1643 ‐ 0.2241 
Metal products ‐ 0.0259 ‐ 0.0667 ‐ 0.1096 ‐ 0.1883 ‐ 0.2385 
Elec. Machinery ‐ 0.0382 ‐ 0.0717 ‐ 0.1262 ‐ 0.1739 ‐ 0.2402 
Basic metals ‐ 0.0248 ‐ 0.0819 ‐ 0.0970 ‐ 0.1809 ‐ 0.2422 
Other transport ‐ 0.0231 ‐ 0.0653 ‐ 0.1119 ‐ 0.1734 ‐ 0.2527 
Motor vehicles  0.0225 ‐ 0.0359 ‐ 0.1060 ‐ 0.1622 ‐ 0.2601 
NMM ‐ 0.0357 ‐ 0.0604 ‐ 0.1563 ‐ 0.1971 ‐ 0.2847 
Electricity ‐ 0.0521 ‐ 0.0780 ‐ 0.1757 ‐ 0.2541 ‐ 0.2933 















The  earlier  sub‐section  identified  the  differential  response  of  industries  to  a 
monetary  shock.  The  present  section  attempts  to  trace  the  proximate  causes  of  the 







































The  second  channel  is  based  on  the  financial  accelerator  theory.  The  first 
indicator is leverage, defined as the ratio of total loans to total capital. On the one hand, 
industries  exhibiting  high  leverage  are  likely  to  encounter  greater  difficulties  in 
obtaining  additional  funds  from  the  market.  Based  on  this  conjecture,  we  expect  a 



















significantly  across  industries,  we  normalize  this  variable  by  defining  it  as  the  total 
number  of  workers  in  an  industry  divided  by  the  number  of  factories  and  expect  a 
negative coefficient on this variable. 
The  final  variable  is  related  to  labor  market  institutions.  Under  an  adverse 
monetary shock, it seems likely that industries would prefer to cut down on costs in 
order  to  preserve  bottom  lines.  Flexibility  in  retrenchment  constitutes  an  important 





















defined path.   18
Table 7: Explaining cross‐industry variation in monetary policy responses 
Variable  Model 1  Model 2  Model 3  Model 4 
Intercept  0.201 (0.077)*** ‐ 0.143 (0.078)***  0.087 (0.039)***  0.195(0.091)*** 
Interest rate channel        
Interest ‐ 0.023 (0.014)*     ‐ 0.019 (0.010)**  
Investment   ‐0.011 (0.043)     ‐ 0.053 (0.057) 
Traded ‐ 0.032 (0.054)     ‐ 0.011 (0.050) 
Financial accelerator channel        
Leverage   ‐ 0.023 (0.060)   ‐ 0.065 (0.079) 
Coverage   0.013 (0.021)   0.020 (0.017) 
Working capital   ‐ 0.006 (0.003)**   0.019 (0.011)* 
Size   ‐ 0.101 (0.051)**   ‐ 0.095 (0.045)** 
Institutional factor        
Union     0.187 (0.219)  0.154 (0.207) 








with  higher  short‐term  financing  requirements  as  measured  by  the  working  capital 
variable,  exhibit  greater  output  responsiveness.  This  is  consistent  with  the  evidence 
proffered by Dedola and Lippi (2005) in their cross‐country analysis. In addition, the 
coefficient  on  size  is  negative:  larger  industries  are  better  able  to  shield  themselves 














be  related  mainly  to  differences  in  size  of  the  industry  and  its  intensity  of  working 
capital use. As well, the proportion of interest cost is observed to play an important role. 
Therefore, both the financial accelerator and interest rate mechanisms assume relevance 
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