A ring R is called left morphic if, for every a ∈ R, R/Ra ∼ = l(a) where l(a) denotes the left annihilator of a in R. Right morphic rings are defined analogously. In this paper, we investigate when the trivial extension R ∝ M of a ring R and a bimodule M over R is (left) morphic. Several new families of (left) morphic rings are identified through the construction of trivial extensions. For example, it is shown here that if R is strongly regular or semisimple, then R ∝ R is morphic; for an integer n > 1, ‫ޚ‬ n ∝ ‫ޚ‬ n is morphic if and only if n is a product of distinct prime numbers; if R is a principal ideal domain with classical quotient ring Q, then the trivial extension R ∝ Q/R is morphic; for a bimodule M over ‫,ޚ‬ ‫ޚ‬ ∝ M is morphic if and only if M ∼ = ‫.ޚ/ޑ‬ Thus, ‫ޚ‬ ∝ ‫ޚ/ޑ‬ is a morphic ring which is not clean. This example settled two questions both in the negative raised by Nicholson and Sánchez Campos, and by Nicholson, respectively. Thus, ‫ޚ‬ ∝ ‫ޚ/ޑ‬ is a morphic ring which is not clean (a ring is clean if every element is the sum of an idempotent and a unit) and does not have stable range 1 (a ring R https://www.cambridge.org/core/terms. https://doi
has stable range 1 if, whenever aR + bR = R with a, b ∈ R, a + by is a unit for some y ∈ R). This example settled two questions both in the negative raised by Nicholson and Sánchez Campos [4] , and by Nicholson, respectively.
For a ring R and a ∈ R, we let l R (a) = {r ∈ R : ra = 0}. Right annihilators are defined analogously. Sometimes, we simply write l(a) for l R (a) and r(a) for r R (a). The n × n matrix ring over R is denoted by ‫ލ‬ n (R). We write ‫ޚ‬ for the ring of integers, ‫ޑ‬ for rational numbers, and ‫ޚ‬ n for integers modulo n, respectively. Regular rings here mean von Neumann regular rings. §2. Let R be a ring and M a bimodule over R. The trivial extension of R and M is R ∝ M = {(a, x) : a ∈ R, x ∈ M} with addition defined componentwise and multiplication defined by (a, x)(b, y) = (ab, ay + xb).
In fact, R ∝ M is isomorphic to the subring {( . For convenience, we let I ∝ X = {(a, x) : a ∈ I, x ∈ X} where I is a subset of R and X is a subset of M.
If R is a ring and σ : R → R is a ring endomorphism, let R[x; σ ] denote the ring of skew polynomials over R; that is all formal polynomials in x with coefficients from R with multiplication defined by xr = σ (r)x. Note that if R(σ ) is the (R, R)-bimodule defined by R R(σ ) = R R and m • r = mσ (r), for all m ∈ R(σ ) and r ∈ R, then R[x; σ ]/(x 2 ) ∼ = R ∝ R(σ ). A ring R is called strongly regular if a ∈ a 2 R, for every a ∈ R. It is well known that a ring R is strongly regular if and only if R is von Neumann regular and every idempotent in R is central. If R is strongly regular, then for any a ∈ R, a = ue where u is a unit and e is an idempotent, so that aR = ueR = uRe = Re = Rue = Ra. Thus every one-sided ideal of a strongly regular ring is an ideal. THEOREM 1. If R is a strongly regular ring and σ : R → R is a ring endomorphism such that σ (e) = e for all e 2 = e ∈ R, then R[x; σ ]/(x 2 ) is a left morphic ring.
Proof. Let S = R[x; σ ]/(x 2 ). Then S = {r + sx : r, s ∈ R} with x 2 = 0 and xt = σ (t)x for all t ∈ R. Claim 1. If I is a left or right ideal of S and r, s ∈ R, then r + sx ∈ I implies that r ∈ I and sx ∈ I.
In fact, Rr = Re, where e 2 = e ∈ R, so that r = re and e = tr for some t ∈ R. If I is a left ideal, then e = e 2 = (e − tsx)(e + tsx) = (e − tsx)t(r + sx) ∈ I and so r = re ∈ I. Hence sx ∈ I. Let I be a right ideal. Since rR = eR and e = rt 0 with t 0 ∈ R, then e = e 2 = [e + sσ (t 0 )x][e − sσ (t 0 )x] = (r + sx)t 0 [e − sσ (t 0 )x] ∈ I, so that r = re = er ∈ I and thus sx ∈ I. Hence the Claim holds. Now let a + bx ∈ S. We need to show that a + bx is left morphic in S. Write Ra = Re, where e 2 = e ∈ R.
Claim 2. There exists g 2 = g ∈ R with eg = ge = 0 such that S(a + bx) = S(e + gx). In fact, by Claim 1, S(a + bx) = Sa + Sbx = Se + Sbx = Se + Sb(1 − e)x. The last equality holds because bx = (bx)e + b(1 − e)x. Let b 1 = b(1 − e) and write Rb 1 = Rf where
Since f e = 0, we see that g := (1 − e)f is an idempotent and ge = eg = 0. Moreover,
It follows that we have S(a + bx) = Se + Sf x = Se + Sgx = S(e + gx).
Claim 3. S(e
, where e and g are as in Claim 2. For any
Thus,
Adding (2) times g to (1) gives c(1 − e) = 0; i.e., c = ce. Multiplying (2) by g yields cg = 0. Moreover, it follows from (2) that d(1 − e)(1 − g) = 0 and so
. However, clearly we have
. Let b 1 and f be as in the proof of Claim 2. Since Ra = Re, we have aR = eR. So aS = eS. Thus, by
Hence re = 0 and rb 1 + se = 0. Since 1 , and hence se = 0. Since Note that there exist strongly regular rings R that are not division rings with an endomorphism σ : R → R such that σ = 1 R and σ (e) = e, for every idempotent e ∈ R. 
Following [6] , a ring R is called strongly left morphic if every matrix ring ‫ލ‬ n (R) is left morphic. Strongly right morphic rings are defined analogously. A strongly left and strongly right morphic ring is called a strongly morphic ring. Next, we show that, for a semisimple ring R, R ∝ R is strongly morphic. We need a few lemmas.
For a bimodule V over a ring R, let ‫ލ‬ n (V ) be the set of n × n formal matrices with entries in V . Then ‫ލ‬ n (V ) is a bimodule over ‫ލ‬ n (R) with the usual multiplication of matrices. If V i is a bimodule over the ring R i for i = 1, . . . , n, then V 1 ⊕ · · · ⊕ V n is a bimodule over R 1 ⊕ · · · ⊕ R n in a natural way. 
is the required isomorphism.
LEMMA 6. If D is a division ring, then D ∝ D is strongly morphic.

Proof. It suffices to show that
If some x i j ∈ D ∝ D is a unit, then one can move x i j to the (1, 1)-entry and further change all the (1, k)-and (k, 1)-entries for k > 1 to 0, using a series of elementary row and column operations.
If all x i j are not units of D ∝ D, then all a i j = 0, but b lm = 0 for some l and m. Again, by a series of elementary operations, x lm can be moved to the (1, 1)-entry, and all entries in the first row and the first column, except the (1, 1)-entry, can be reduced to 0. Hence X can be reduced to
Continuing in this way, we can reduce Y to a diagonal matrix. Therefore, there exist units U and
THEOREM 7. If R is a semisimple ring, then R ∝ R is strongly morphic.
Next, we consider the morphic property of R ∝ M, where R = ‫ޚ‬ n or ‫.ޚ‬ 
Throughout the proof, the greatest common divisor of integers m and n is denoted by gcd(m, n).
, where (r,s) ∈ S. Thus,m = ra, showing that n|(m − ra) and so dm|(m − rmm 1 ). This gives d|(1 − rm 1 
where (x,ȳ) ∈ S. Thus n|xa; i.e., dm|xmm 1 and so d|xm 1 
Next we show that d is a product of distinct primes. Since d > 1, we can write 
https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0017089504002125 COROLLARY 9. For n ≥ 2, ‫ޚ‬ n ∝ ‫ޚ‬ n is morphic if and only if n is a product of distinct primes.
REMARK 10. Corollary 9 shows that ‫ޚ‬ 4 ∝ ‫ޚ‬ 4 is not morphic. Thus, a trivial extension of a morphic ring by itself is not morphic. Since ‫ޚ‬ 4 is strongly π -regular (a ring R is strongly π -regular if, for any a ∈ R, the chain aR ⊇ a 2 R ⊇ · · · terminates), this example also shows that Theorem 1 cannot be extended to a strongly π -regular ring.
If R is a commutative domain and Q is the classical quotient ring of R, then Q = { s t : s, 0 = t ∈ R} and so every element of the R-module Q/R can be expressed as Proof. By direct computation, we have
It is clear that
. ). Hence
For an ideal I of a ring R and s ∈ R, let s −1 I = {r ∈ R : sr ∈ I}.
LEMMA 12. Let R be a commutative domain with classical quotient ring Q and let T = R ∝ Q R . For nonzero elements s, t in R, (0, s t ) is morphic in T if and only if there exists k ∈ R such that s −1 (tR) = kR and, for any c, d ∈ R, ck ∈ dR implies ct ∈ d(sR + tR).
Proof. Let a = (0,
Thus, Tb = l T (a) and so
We now assume that l T (a) = Tb; i.e., s −1 (tR) = kR. Then k = 0 and so l T (b) = {(0, z) ∈ T : kz = 0} = {(0, Proof. Let 0 = A = (a i j ) ∈ ‫ލ‬ n (R). It suffices to show that A is morphic in ‫ލ‬ n (R). Write a i j = (n i j , q i j ) ∈ R. Case 1. n i j = 0 for some i and j. Then there exists a positive integer k which is smallest with respect to the property that there exist units U and V of ‫ލ‬ n (R) and q ∈ ‫ޚ/ޑ‬ such that (k, q) is the (1, 1)-entry of UAV. Since A is morphic if and only if UAV is too, by [4, Lemma 3], we may assume that a 11 = (k, q). For any j with 1 ≤ j ≤ n, n 1j = sk + r, for some s, r ∈ ‫ޚ‬ with 0 ≤ r < k. Thus, a 1j = a 11 (s, 0) + (r, q 1j − sq). Now subtracting the first column times (s, 0) from the jth column and then interchanging the 1th and jth columns will bring (r, q 1j − sq) to the (1, 1)-entry. The minimality of k shows that r = 0. Thus, the elementary column operation changes a 1j to the new (1, j)-entry (0, q 1j − sq) . Similarly, an elementary row operation changes a j1 to the new ( j, 1)-entry (0, * ). Therefore, without loss of generality, we can assume that n 1j = 0 = n j1 for j = 2, . . . , n. Since ‫ޚ/ޑ‬ is divisible, q 1j = ks j for j = 2, . . . , n with s j ∈ ‫.ޑ‬ Thus, (0, q 1j ) = (0, s j )a 11 . Hence subtracting the first column times (0, s j ) from the jth column brings a 1j to the new (1, j)-entry 0, and similarly an elementary row operation brings a j1 to the new ( j, 1)-entry 0 as well. Hence a series of elementary operations change A to
Case 2. n i j = 0, for all i and j. Write a i j = (0, Thus, continuing in this way, we can change A to a diagonal by elementary transformations. Therefore, there exist units U 1 and V 1 of ‫ލ‬ n (R) such that
where For a morphic ring R, R ∝ M may not be morphic (e.g., R = ‫ޚ‬ 4 and M = ‫ޚ‬ 4 ). On the other hand, ‫ޚ‬ ∝ ‫ޚ/ޑ‬ is morphic, but ‫ޚ‬ is not. We have been unable to completely determine when R ∝ M is (left) morphic. But, the next result shows that R being left morphic just means that certain elements in R ∝ R are left morphic. THEOREM 19. Let R be a ring and a ∈ R. Then the following are equivalent.
Proof. Let S = R ∝ R. Since (a, a)(1, −1) = (a, 0) and (1, −1) is a unit in S, we have that (2) ⇔ (3) by [4, Lemma 3] .
(1) ⇒ (2). Since a ∈ R is left morphic, there exists b ∈ R such that l(a) = Rb and l(b) = Ra. It can be verified that l(a, 0) = S(b, 0) and l(b, 0) = S(a, 0). Hence (a, 0) ∈ S is left morphic. The converse of Corollary 21 is not true since ‫ޚ‬ 4 is morphic but ‫ޚ‬ 4 ∝ ‫ޚ‬ 4 is not. If R = R i , where each R i is either strongly regular or semisimple, then the trivial extension R ∝ R = ( R i ) ∝ ( R i ) ∼ = (R i ∝ R i ). The last equality can be proved as in Lemma 4 and so, by Corollary 3 and Theorem 7, R ∝ R is morphic. Note that the ring R is unit regular; i.e., for any a ∈ R, a = aua, for some unit u of R.
If R = End(V D ), where V is a vector space of countably infinite dimension over a division ring D, then R is regular, right self-injective, but not unit regular. So R is not one-sided morphic by [4, Proposition 5] , and hence R ∝ R is not one-sided morphic by Corollary 21. Thus there exist regular, right self-injective rings R and strongly π -regular rings R (e.g., R = ‫ޚ‬ 4 ) such that R ∝ R is not left morphic.
By Corollary 21, if R is regular and R ∝ R is left morphic, then R is left morphic and hence is unit regular. But we have been unable to answer the question whether R being unit regular always implies that the trivial extension R ∝ R is a morphic ring. 
