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Abstract
We extend the Eruguin result exposed in the paper ”Construction
of the whole set of ordinary differential equations with a given integral
curve” published in 1952 and construct a differential system in RN
which admits a given set of the partial integrals, in particular we
study the case when theses functions are polynomials. We construct
a non-Darboux integrable planar polynomial system of degree n with
one invariant irreducible algebraic curve g(x, y) = 0. For this system
we analyze the Darboux integrability, Poincare’s problem and 16th’s
Hilbert problem for algebraic limit cycles.
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1 Introduction.
Nonlinear ordinary differential equations appear in many branches of applied
mathematics, physics and, in general, in applied sciences.
By definition a real autonomous differential system is a differential system
of the form
x˙ = v(x), x ∈ RN
where the dependent variables x = (x1, x2, ..., xN) are real , the independent
variable (time t) is real and functions v(x) = (v1(x), ..., vN(x)) are continuous
functions in D ⊂ RN .
Definition 1.1 The smooth function g and the relation g(x) = 0 are said
partial integral and invariant relation of the vector field v(x) respectively if
dg(v)|g(x)=0 = 0.
In this paper we are mainly interested in to study the differential system
which possess a given set of invariant relations.
It is always helpful to look at this problem from another point of view.
In this paper, we take an alternative viewpoint of starting with a given set
of invariant relations and determining the form of the system which has such
a set as invariant set. [[11], [12],[5], [17], [15], [2], [9], [8], [14], [25], [26], [21],
[22]].
This approach was first developed by Eruguin in the paper ”Construction
of the whole set of ordinary differential equations with a given integral curve”
published in 1952 [10]. In that article the author stated and solved the
problem of constructing a planar vector field for which the given curve is its
invariant. It is important to observe that Eruguin considered only one curve,
moreover he didn’t require that this curve was necessarily algebraic.
Eruguin proved that the most general planar vector field v for which the
given curve
g(x, y) = 0 (1.1)
is its invariant curve generates the following differential equations{
x˙ = ν(x, y){g, x}+ a(x, y)
y˙ = ν(x, y){g, y}+ b(x, y) (1.2)
where and ν, a, b are functions which we determine from the condition:
2
dg(v) = Φ(x, y), Φ|g=0 = 0 (1.3)
where
{g, f} ≡ ∂xg∂yf − ∂yg∂xf
These Eruguin ideas were applied in different areas. In particular Zubov
in [27] constructed the planar system with a given region of stability.
Zubov constructed the following vector field{
x˙ = fγ{g1, x}+ g1(γ{f, x}+ g1ϕd1)
y˙ = fγ{g1, y}+ g1(γ{f, y}+ g1ϕd2)
where f, γ, d1, d2, ϕ are arbitrary functions which he choose in such a away
that
d1(g1{f, y} − f{g1, y}) + d2(g1{f, x} − f{g1, x}) = 1
Under this condition Zubov proved that the following relations holds

dg1(v) = g1(γ{f, g1}) + g21ϕ(d1{g1, y} − d2{g1, x})
dG1(v) = ϕG1, lnG1 ≡ h
g1
Galliulin in [12] determines the most general vector field in RN for which
the given relations
gj(t, x
1, x2, ..., xN ) = 0, j = 1, 2, .., S < N
are the invariant relations, where g1, g2, .., gS are smooth independent func-
tions. The constructed system is the following
x˙ =
1
Γ
S∑
i,j=1
Γij(Φj − ∂tgj) grad gi +Y.
where x = col(x1, x2, ..., xN), Y is an arbitrary vector orthogonal to the
vectors
grad gj = col(∂1gj, ∂2gj, ..., ∂Ngj), j = 1, ..., S, ∂k ≡ ∂
∂xk
,
Γ is the Grama determinant, Γij are the minors of Γ and Φ1, ...ΦS are arbi-
trary functions:
Φj |gj=0 = 0, j = 1, 2, .., S.
The aim of this paper is to extend the Eruguin-Galliulin ideas to the case
when the number of the given invariant relations is bigger than N − 1. The
results which we expose have been systematically developed in [25].
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2 Definitions and statement of the main re-
sults
In this section we constructed the most general stationary differential system
from the given set of partial integrals.
First of all we introduce the following concept and notations which we
shall use below.
Definition 2.1
We call the vector field:
v = − 1
Υ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
dg1(∂1) dg1(∂2) . . . dg1(∂N) Φ1
dg2(∂1) dg2(∂2) . . . dg2(∂N) Φ2
... . . .
...
...
dgM(∂1) dgM(∂2) . . . dgM(∂N) ΦM
dgM+1(∂1) dgM+1(∂2) . . . dgM+1(∂N) λM+1
... . . .
...
...
dgN(∂1) dgN(∂2) . . . dgN(∂N) λN
∂1 ∂2 . . . ∂N 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.1)
the Eruguin-Galliulin Vector Fields, where g1, g2, ..., gN are smooth func-
tions, Φ1,Φ2, ...,ΦM are the Eruguin functions and λM+1, λM+2, ..., λN are
arbitrary functions:

dgk(v) = Φk, Φk|gk=0 = 0, k = 1, ..,M,
dgj(v) = λj , j =M + 1, .., N,
(2.2)
dg1, dg2, ..., dgM are given independents 1-forms and dgM+1, dgM+2, ..., dgN
are arbitrary 1-forms which we choose in such a way that
Υ ≡
∣∣∣∣∣∣∣∣∣
dg1(∂1) dg1(∂2) . . . dg1(∂N )
dg2(∂1) dg2(∂2) . . . dg2(∂N )
... . . . . . .
...
dgN(∂1) dgN(∂2) . . . dgN(∂N )
∣∣∣∣∣∣∣∣∣
≡ {g1, g2, ..., gN} 6= 0 (2.3)
The functions Φ1, Φ2, ...,ΦM we call the Eruguin functions [12].
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We can identify the vector field (2.1) with the first order differential sys-
tem
x˙ = ΥM−1w, (2.4)
where M and w are the matrices:{
M =
(
(dgj(∂k))j,k=1,2,..,N
)
,
w = col(Φ1, ...,ΦM , λM+1, ..., λN).
It is easy to show that the system (2.4) admits the equivalent represen-
tation
x˙j = Φ1{xj, g2, ..gM+1..., gN}+ . . .+ΦM{g1, .., xj, gM+1, .., gN}+ Y j , (2.5)
where
Y j = λM+1{g1.., gM , xj, gM+2.., gN }...+ λN{g1.., gM , gM+1.., gN−1, xj},
j = 1, 2, .., N.
Clearly, the vector Y = col(Y 1, Y 2, ..., Y N) is orthogonal to the vectors
gradgj , j = 1, 2, ..,M, hence we obtain the Galliulin result [12].
Example 2.1
We shall construct the Eruguin-Galliulin vector field for the case when
the arbitrary functions
gM+1, gM+2, ..., gM+K , N = M +K
are such that

dg(v) = Lg,
dgM+1(v) = LgM+1 + L1g
dgM+2(v) = LgM+2 + L1gM+1 + L2g
...
dgM+K(v) = LgM+K + L1gM+K−1 + ...+ LKg
(2.6)
where L1, L2, ..., LK , L are arbitrary functions and
g =
M∏
j=1
g
τj
j , τj ∈ C
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By introducing the functions G1, G2, ..., GK :
gM+j = Gjg, j = 1, 2, .., K,
we obtain 

dG1(v) = L1
dG2(v) = L1G1 + L2
...
dGK(v) = L1GK−1 + ... + Lk
Clearly, the arbitrary functions λM+1, λM+2, ..., λN = λM+K in this case we
determine as follow

λM+1 = g(LG1 + L1)
λM+2 = g(LG2 + L1G1 + L2)
...
λM+K = g(LGK + L1GK−1 + ...+ LK)
Let us introduce the 1-forms ω1, ω2, ..., ωK :

dG1 = ω1
dG2 = G1ω1 + ω2
...
dGK = GK−1ω1 + ...+ ωK .
After some straightforward calculations we prove that{
ωj = dΥj,
ωj(v) = Lj , j = 1, 2, .., K.
Hence the functions Υ1, Υ2, ....ΥK are such that
dΘ = Ψ−1dG, (2.7)
where {
dΘ = col(dΥ1, dΥ2, ..., dΥK),
dG = col(dG1, dG2, ...dGK),
Ψ =


1 0 0 0 . . . 0
G1 1 0 0 . . . 0
G2 G1 1 0 . . . 0
G3 G2 G1 1 . . . 0
...
...
...
... . . . 0
GK GK−1 GK−2 . . . G1 1


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After the integration the system (2.7) we obtain

Υ1 = G1
Υ2 = G2 − G
2
1
2
Υ3 = G3 −G1G2 + G
3
1
3
Υ4 = G4 −G1G3 +G21G2 − G
4
1
4
− G22
2
Υ5 = G5 −G1G4 + G21G3 −G31G2 + G
5
1
5!
+
G3
2
3!
...
Hence, for the function Υj there are the equivalent representations
Υj =
K−1∑
m=1
αjm(x)g
m−j, j = 1, ..., K.
where α = (αjm) is some matrix.
Corollary 2.1 Let us suppose that the functions
L, L1, ..., LK
are such that
K∑
j=0
νjLj = 0, L0 = L,
then the constructed system (2.5),(2.6) admits the first integral
F (x) = gν0 exp
K∑
j=1
νjΥj =
K∏
j=1
g
ν0τj
j exp
K∑
j=1
νjΥj ,
where ν0, ν1, ..., νK are constants.
For the particular case when N = 2 and the given curves
gj(x) = 0, j = 1, 2, ..,M (2.8)
are algebraic curve, then from the Darboux’s theory follows that
Φj = Kj(x) gj
7
thus , the condition on the existence the first integral F takes the form
ν0
M∑
j=1
τjKj +
K∑
j=1
νjLj = 0,
For the planar polynomial vector field this condition was deduced in par-
ticular in [4]. In this paper the following definition is given
Definition of infinitesimal multiplicity
Let f = 0 be an invariant algebraic curve of degree n of a polynomial
vector field X of degree d. We say that
F = f0 + f1ǫ+ ...+ fk−1ǫk−1 ∈ C[x, y, ǫ]/ǫk
defines a generalized invariant algebraic curve of order k based on f = 0 if
f0 = f, f1, ..., fk−1
are polynomials in C[x, y] of degree at most n, and F satisfies the equation
X(F ) = FLF (2.9)
for some polynomial
LF = L0 + L1ǫ+ ...+ Lk−1ǫk−1 ∈ C[x, y, ǫ]/ǫk
which must necessarily be of degree at most d− 1 in x and y. We call LF the
cofactor of F. Equations (2.9) can be written as

X(f0) = f0L0
X(f1) = f1L0 + f0L1
...
X(fk−1) = fk−1L0 + fk−2L1 + ...+ f0Lk−1
The vector field (2.5), (2.6) can be applied to extend the concept of infinites-
imal multiplicity for the polynomial vector field in RN .
Proposition 2.1 Let
gj(x) = 0, x = (x
1, x2, ..., xN), j = 1, 2, ..,M < N
8
are invariant relations of a differential system (S).
Assume that
Υ = {g1, g2, ..., gM , gM+1..., gN} 6= 0,
for arbitrary smooth functions gM+1, gM+2, .., gN .
Then the following statement hold:
System (S) can be written as (2.5).
Proof.
Suppose that
x˙ = X(x) (2.10)
is a differential system having g1, g2, ..., gM as partial integrals. Then
taking 

Φj =
1
Υ
dgj(X), j = 1, 2, ..,M
λk =
1
Υ
dgk(X), k = M + 1,M + 2, .., N
we get that the system (2.4), or, what is the same, (2.5) becomes sys-
tem (2.10). Note that in the definition of Φj and λj we have used that
{g1, g2, ..., gN} 6= 0.
Now we shall study the case when the given number of partial integrals
is S > N.
If S = N then the differential system (2.5) takes the form
x˙j = Φ1{xj ..., gM , ..., gN}+ . . .+ ΦN{g1, ..., gM , .., xj} j = 1.., N. (2.11)
Proposition 2.2 The differential system (2.11) admits the complementary
invariant relation
gν(x) = 0, ν = N + 1, ..., S
if and only if
9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
dg1(∂1) dg1(∂2) . . . dg1(∂N) Φ1
dg2(∂1) dg2(∂2) . . . dg2(∂N) Φ2
... . . .
...
...
dgM(∂1) dgM(∂2) . . . dgM(∂N) ΦM
dgM+1(∂1) dgM+1(∂2) . . . dgM+1(∂N) ΦM+1
... . . .
...
...
dgN(∂1) dgN(∂2) . . . dgN(∂N) ΦN
dg(∂1) dg(∂2) . . . dg(∂N) Φν
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.12)
or, what is the same,
Φ1{g.., gM .., gN}+ ..+ ΦN{g1.., gM .., g}+ Φν{g1.., gM .., gN} = 0. (2.13)
We obtain the proof from the equality
dgν(v) = Φν ,
which in view of (2.1) coincides with (2.13).
Below we shall use the following identity
{f1, f2, ..., fN−1, g1}{g2, g3, ..., gN , G}+
+{f1, f2, ..., fN−1, g2}{g1, g3, ..., gN , G}+ ...
+{f1, f2, ..., fN−1, gN}{g1, g2, ..., gN−1, G}+
{f1, f2, ..., fN−1, G}{g1, g2, ..., gN−1, gN} ≡ 0.
(2.14)
The proof follow by considering that (2.14) is equivalent to the relation∣∣∣∣∣∣∣∣∣∣∣
dg1(∂1) dg1(∂2) . . . dg1(∂N) {f1, f2, f3, ..., fN−1, g1}
dg2(∂1) dg2(∂2) . . . dg2(∂N) {f1, f2, f3, ..., fN−1, g2}
... . . .
...
...
dgN(∂1) dgN(∂2) . . . dgN(∂N) {f1, f2, f3, ..., fN−1, gN}
dG(∂1) dG(∂2) . . . dG(∂N) {f1, f2, f3, ..., fN−1, G}
∣∣∣∣∣∣∣∣∣∣∣
≡ 0 (2.15)
It is easy to show, in view of identity (2.14) that the Eruguin functions
Φk, determined by the formula
Φk =
∑S+N
α1, α2, ..,αN−1=1
{gα1, gα2 ..., gαN−1 , gk}λα1,α2...αN−1(x),
k = 1, 2, .., S
(2.16)
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are the solutions of (2.11), where λα1,α2...αN−1, are arbitrary continuous func-
tions:
Φk|gk=0 = 0, k = 1, 2, ...., S. (2.17)
and
gS+j = xj , j = 1, 2, .., N
The differential system (2.11) in this case takes the form
x˙j =
S+N∑
α1,..,αN−1=1
{gα1 , ..., gαN−1 , xj}λ˜α1,α2...αN−1(x) (2.18)
where
λ˜α1,α2...αN−1(x) = {g1, g2, g3, ..., gN}λα1,α2...αN−1(x).
Proposition 2.3 Let g1(x), g2(x), ..., gS(x) S > N are partial integrals of
a differential system (S).
Assume that
Υ = {g1, g2, ..., gN} 6= 0,
then the following statement hold:
System (S) can be written as (2.18).
Proof. In fact if we insert (2.16) into (2.11) and considering the identity
(2.14) we obtain the require.
In particular for N = 2 we deduce the differential system{
x˙ =
∑S
j=1 λ˜j{gj, x}+ λ˜S+2{y, x}
y˙ =
∑S
j=1 λ˜j{gj, y}+ λ˜S+2{x, y}.
(2.19)
As usual we denote by R[x] the ring of all real polynomials in the variables
x ≡ (x1, x2, , , , , xN). We consider the polynomial vector field in RN , with
degree n, i.e.,
v = (v1(x), ..., vN(x)), vj(x) ∈ R[x], j = 1, 2, .., N
n = max(deg(v1(x)), ..., deg(vN(x)))
Definition 2.2
11
We say that {g = 0} ⊂ RN is an invariant algebraic hypersurface of the
polynomial vector field v of degree n if there exists a polynomial K ∈ R[x]
such that
dg(v) = K(x) g.
The polynomial K at the degree at most n − 1 is called the cofactor of
g(x) = 0.
Definition 2.3
A nonconstant (multivalued) function is said to be Darboux if it is of the
form
f = ln(
S∏
j=1
g
σj
j (x)), ,
where σj ∈ C, j = 1, 2, .., S are certain constants.
Definition 2.4 We shall say that the vector field x˙ = v(x) with invariant
relations
gj(x) = 0, j = 1, ..., S > N, (2.20)
is integrable if it admits N −1 independent first integrals f1, f2, .., fN−1, and
integrable in the Darboux sense if
g1, g2, ....., gS
are polynomial functions and f1, f2, ..., fN−1 are Darboux functions.
Darboux proved the following theorem.
Darboux’s theorem
Si l’on connait m(m+1)(m+2)....(m+n−1)
n!
=Mn inte´greles particulie´res alge´briques
de syste´me
dx1
L1
=
dx2
L2
= .... =
dxn
Ln
, L1, L2, ..., Ln ∈ R[x]
on pourra trouver lemultiplicateur du syste´me.
Si l’on connaitMn+r inte´grales particulie´res alge´briques du me´me syste´me,
on pourra en determiner le multiplicateur et r inte´grales ge´ne´rales.
Si l’on connaitMn+n−1 = q inte´grales particulie´res alge´briques u1, u2, ..., uq
on pourra effectuer l’inte´gration comple´te. Les inte´grales se pre´senteront sous
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la forma suivante:
uα11 u
α2
2 ...u
αq
q = C1
uβ11 u
β2
2 ...u
βq
q = C2
...
uλ11 u
λ2
2 ...u
λq
q = Cn−1.
In [14] the following result is proved.
Jounolous Theorem
Let v be a polynomial vector field defined in CN of degree n > 0. Then v
admits (n+N−1)!
(n−1)! +n irreducible invariant algebraic hipersurface if and only if
v has a rational first integral.
Proposition 2.4 The vector field (2.11) with invariant relations (2.20) is
integrable if and only if the vector field the Eruguin functions are such that
Φj = λ˜{f1, f2, .., fN−1, gj}, k = 1, 2, .., S (2.21)
where λ˜ is an arbitrary function.
Proof. Let us suppose that the vector field v is integrable, then it admits
the representation [25], [23]
v = λ˜
∣∣∣∣∣∣∣∣∣∣∣∣∣
df1(∂1) df1(∂2) . . .
... df1(∂N)
df2(∂1) df2(∂2) . . .
... df2(∂N)
...
... . . .
...
...
dfN−1(∂1) dfN−1(∂2) . . .
... dfN−1(∂N)
∂1 ∂2 . . .
... ∂N
∣∣∣∣∣∣∣∣∣∣∣∣∣
≡ λ˜ {f1, ..., fN−1, ∗},
where λ˜ is an arbitrary function. Hence we obtain that
dgj(v) = λ˜ {f1, ..., fN−1, gj}
on the other hand from (2.2) we obtain that
dgj(v) = Φj .
By compare both we deduce (2.21).
We obtain the reciprocity result as follows.
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Let us suppose that (2.21) holds. Clearly that the condition (2.14) holds
identically in this case.
By inserting (2.21) in (2.11) we obtain
v(∗) = λ( {f1, f2, f3, ..., fN−1, g1}{∗, g2, g3, ..., gN}+
...+ {f1, f2, f3, ..., fN−1, gN}{g1, g2, g3, ..., ∗}).
In view of the identity (2.14) we deduce
v(∗) = {g1, g2, g3, ..., gN}λ{f1, f2, f3, ..., fN−1, ∗} ≡ λ˜ {f1, ..., fN−1, ∗}.
as a consequence the vector field is integrable.
Corollary 2.2 Let us suppose that the system (??)8 is polynomial of degree
n.
Then it is Darboux integrable if and only if
λ˜αj = κ(x)
σj f
gj
j = 1, 2, .., S,
λ˜S+1 = ν{f, y}, ..., λ˜αS+2 = ν{x, f}
(2.22)
where κ, ν are arbitrary rational functions and f is a Darboux’s function.
Proof.
The proof follows from the fact that in view of (2.14), (2.22) we obtain

dgk(v) = (κ+ ν) {f, gk},
(κ+ ν){f, gk}|gk(x)=0 = 0, k = 1, 2, .., S.
Example 2.2.
We shall suppose that the given invariant relations of the differential
system (2.11) are the hyperplane
xj = 0, j = 1, 2, .., N.
We choose the Eruguin functions as follows
Φj = Ψj(x
j)
{ϕ1, ..., ϕN−1, xj}
{ϕ1, ϕ2..., ϕN} ,
14
where ϕkj(x
k), Ψj(0) = 0, k, j = 1, 2, .., N and ϕj, j = 1, 2, .., N are
arbitrary functions. Hence we obtain that this system takes the form
x˙j = Ψj(x
j)
{ϕ1, ..., ϕN−1, xj}
{ϕ1, ϕ2..., ϕN} , j = 1, 2, .., N (2.23)
We shall study the case when{ {ϕ1, ϕ2..., ϕN} 6= 0
dϕj =
∑N
k=1 ϕkj(x
k)dxk, j = 1, 2, .., N
(2.24)
The differential system (2.23), (2.24) is integrable.
In fact, by considering that
N∑
k=1
ϕkj(x
k)dxk
Ψk(xk)
=
{
dt if j = N,
0 if j 6= N.
we deduce the existence of N − 1 independents first integrals
{
fj(x) ≡
∑N
k=1
∫ ϕkj(xk)
Ψk(xk)
dxk = cj, j = 1, 2, ..., N − 1. (2.25)
It is easy to show that the vector field v(∗) in this case is such that
v(∗) = g {f1, ..., fN−1, ∗}{ϕ1, ϕ2..., ϕN} , g =
N∏
k=1
Ψk(x
k).
For the subcase when the invariant hyperplane are such that
xk − am+k = 0, k = 1, 2, .., N, m = 1, 2, ...,M
and
ϕkj(x
k) = (xk)j−1, k, j = 1, 2, .., NΨk(x
k) =
M∏
m=1
(xk − am+k), (2.26)
then the first integrals (2.25) in this case take the form

fj = ln
∏N
k=1
∏M
m=1(x
k − am+k)σ
j
k+m , j = 1, .., N
σjm+k =
(ak+m)
j∏M
l=1, l 6=m(ak+l − ak+m)
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as a consequence the system (2.21), (2.22), (2.24) is Darboux integrable.
An interesting particular case is the following
x˙j = xj
M∏
m=1
(
x2j
m2
− 1){ϕ1, ..., ϕN−1, x
j}
{ϕ1, ϕ2..., ϕN} . (2.27)
Hence, by making M → +∞ we deduce
x˙j = xj
+∞∏
m=1
(
x2j
m2
− 1){ϕ2, ..., ϕN , x
j}
{ϕ1, ϕ2..., ϕN} ≡ sin πx
j {ϕ2, ..., ϕN , xj}
{ϕ1, ϕ2..., ϕN} . (2.28)
We observe that the differential systems of the type (2.23) appear in
the theory of the Sta¨ckel mechanical system [25], [23]. With respect to this
system we state the following problem:
Problem
Determine the real constants K1, K2, ..., KN−1, L in such a way that the
hyperplane
xN =
N−1∑
j=1
Kjx
j + L (2.29)
is invariant of the system (2.21), (2.24).
We solve this problem for the case when

N = 2, ϕ2 =
a
2
(x2 + y2) + xy,
Ψ1(x) = −λ
∏M
j=1(
x2
a2j
− 1), Ψ2(y) = λ
M∏
j=1
(
y2
a2j
− 1) (2.30)
where a, a1, ..., aM are real constants and λ is an arbitrary function.
The system (2.21) in this case takes the form

x˙ = λ (x+ ay)
∏M
j=1(
x2
a2j
− 1)
y˙ = λ (ax+ y)
∏M
j=1(
y2
a2j
− 1)
(2.31)
We require to determine the real values of the constants K and L in such
a way
y = Kx+ L (2.32)
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is an invariant straight line of (2.31).
Clearly that the parameter K must be satisfies the relation
K2M + aK2M−1 − aK − 1 = 0.
Hence we obtain that K1 = 1, K2 = −1 satisfies this relation. For M > 2
there exist at most four real values of K which satisfy this equation.
By using the algebraic computer packages we can solve the stated prob-
lem. In particular for the cubic and quintic system in which
λ = (
M∏
j=1
a2j )
−1
and
a =
√
5, a1 = 1, M = 1
a =
√
5, a1 = 1, a2 =
√
5− 2, M = 2
It is easy to show that in this case we obtain respectively
K1 = 1, L1 = 0 K2 = −1, L2 = 0
and
K1 = 1, L1 = 0, K2 = −1, L2 = 0,
K3 = −12 −
√
5
2
, L3 = −12 +
√
5
2
K4 =
1
2
−
√
5
2
, L4 = −32 +
√
5
2
,
K3 = −1/2−
√
5
2
, L5 = 1/2−
√
5
2
,
K4 = 1/2−
√
5
2
, L6 =
3
2
−
√
5
2
The quintic polynomial system in this case was constructed in [1]{
x˙ = (x+
√
5y)(x2 − 1)(x2 − (√5− 2)2)
y˙ = (
√
5x+ y)(y2 − 1)(y2 − (√5− 2)2)
and admits 14 straight lines.
The Eruguin functions in this case are:{
Φm = (x+
√
5 y)(x2 − 1)(x2 − (√5− 2)2),
Φ4+m = (
√
5 x+ y)(y2 − 1)(y2 − (√5− 2)2), m = 1, 2, 3, 4
hence the constructed system is not Darboux integrable.
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For the case when in (2.31)
aj = j, a = 0
we obtain the system 

x˙ = x
∏M
j=1(
x2
j2
− 1)
y˙ = y
∏M
j=1(
y2
j2
− 1)
(2.33)
In this case the system admits the following invariant straight line

x = j, x = −j, j = 1, 2, ..,M
y = j, y = −j
y = x, y = −x
Clearly, the system (2.33)is Darboux integrable
If M = +∞ then the system (2.33) takes the form{
x˙ = x
∏∞
j=1(
x2
j2
− 1) = sin πx
y˙ = y
∏∞
j=1(
y2
j2
− 1) = sin πy
for which the infinity numbers of the straight lines

x = j, x = −j, j = 1, 2, ..,+∞
y = j, y = −j j = 1, 2, ..,+∞
y = x+ 2m, y = −x+ 2m, m ∈ Z
are its invariant.
The problem of the determination of the upper bound for the maximum
number of the invariant straight lines (L(n)) for the polynomial system is an
open problem.
It is easy to show that [22]
L(n) ≥
{
2n+ 1 if n is even,
2n+ 2 if n is odd.
There exist the following conjecture
Conjecture [1]
L(n) ≤ 3n− 1
This upper bound is reached in particular for n = 2, 3, 4, 5.
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3 Inverse approach for the planar vector fields
In this section we analyze the Eruguin-Galliulin theory developed in the
above section for the case when N = 2.
The differential system (2.11) in this case take the form{
x˙ = Φ1{x, g2}+ Φ2{g1, x} = P (x, y)
y˙ = Φ1{y, g2}+ Φ2{g1, y} = Q(x, y), (3.1)
we set v = (P,Q).
For the case when this equations admit the subsidiary invariant curves
gj(x, y) = 0, j = 3, 4, ..., S,
The Eruguin functions must be satisfy the relations
Φ1{gj, g2}+ Φ2{g1, gj}+ Φj{g2, g1} = 0 j = 1, 2, ...S. (3.2)
Hence the Eruguin functions Φm can be determine as follows{
Φm =
∑S
j=1 λ˜j(x){gj , gm}
∏S
k=1, k 6=j gk + (λ˜S+1{x, gm}+ λ˜S+2{ gm, y})g,
g =
∏S
j=1 gj
(3.3)
where λ˜1, λ˜2, ..., λ˜S+2, are arbitrary functions.
The veracity of this representation we obtain by inserting (3.3) into (3.2)
and by considering the identity (2.14) which in this case takes the form
{gk, gj}{gi, gm}+ {gk, gm}{gj, gi}+ {gi, gk}{gj, gm} ≡ 0, (3.4)
Corollary 3.1
The differential equations (3.1), (3.3) can be rewritten as follows{
x˙ = g(x, y)(
∑S
j=1 λ˜j(x, y)
{gj ,x}
gj
+ λ˜S+2) = P (x, y)
y˙ = g(x, y)(
∑S
j=1 λ˜j(x, y)
{gj ,y}
gj
− λ˜S+1) = Q(x, y)
(3.5)
We deduce the proof by inserting (3.3) into (3.1) by using the identity
(3.4).
From these relations we obtain the following proposition
Proposition 3.1
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Let gj(x, y) = 0, j = 1, 2, ..., S are the irreducible algebraic curves, then
the polynomial differential system (3.6) admits the Darboux first integral
f(x, y) = ln(
S∏
j=1
g
σj
j )
if and only if in (3.3)
λ˜j = ν0σj = constants, λ˜S+1 = ν{f, y}, λ˜S+2 = ν{x, f, },
where ν0, ν are arbitrary rational functions and σj = constants, j = 1, 2, ..., S.
The proof is easy to obtain from corollary 2.2.
The system (3.6) in this case takes the form{
x˙ = V {x, F}
y˙ = V {y, F} (3.6)
where
F =
S∏
j=1
g
σj
j , V = g(
ν0
F
+ ν).
We illustrate the above results in the following concrete cases.
Example 3.1
In this section we give the results exposed in [25], related with the con-
struction the planar polynomial vector field with invariant circumferences:
gj(x, y) ≡ (x− aj)2 + (y − bj)2 − r2j = 0, j = 1, 2, ..., S
The system (3.6) under the restrictions
λ˜S+1 = λ˜S+2 = 0
takes the form{
x˙ = −∑Sj=1 λ˜j(y − bj)∏Sm=1, m6=j gm ≡ P (x, y)
y˙ =
∑S
j=1 λ˜j(x− aj)
∏S
m=1, m6=j gm ≡ Q(x, y),
(3.7)
or, what is the same,{
x˙ = −y(x2 + y2)S−1∑Sj=1 λ˜j − (x2 + y2)S−1∑Sj=1 λ˜jbj + .. ≡ P (x, y)
y˙ = x(x2 + y2)S−1
∑S
j=1 λ˜j + (x
2 + y2)S−1
∑S
j=1 λ˜jaj + ... ≡ Q(x, y).
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Now we determine the arbitrary functions λ1, λ2, ..., λS in such a way
that the above vector field is polynomial of the fixed degree n.
Corollary 3.2
Let us suppose that

λ˜j ∈ R[x, y], j = 1, 2, .., S
S1 = deg
∑S
j=1 λ˜j,
S2 = max(deg(
∑S
j=1 λ˜jbj), deg(
∑S
j=1 λ˜jaj)
then
n = max(deg(P ), deg(Q)) ≤ 2S − 1 + S1,
if
S∑
j=1
λ˜j 6= 0,
and
n = max(deg(P ), deg(Q)) ≤ 2S − 2 + S2,
if
S∑
j=1
λ˜j = 0.
From this results we obtain the proof of the following result
Proposition 3.2
Every configuration of the circumferences in the plane is realizable by a
polynomial of the degree at most 2S+S1−1 or 2S+S2−2 where Sj , j = 1, 2
are the degree of the polynomials introduced above.
In a paper [19] the authors proved that every configuration of cycles on
the plane is realizable (up to homeomorphism) by a polynomial of the degree
at most 2(m+ r)− 1, where m is the number of cycles and r is the number
of primary cycles (a cycle C is primary if there are no other cycles contained
in the bounded region limited by C).
It is interesting to observe that the upper bound for the degree of the
constructed vector field is independent from whether its cycles are primary
or not.
Now we shall study the case when the circumferences form two nests with
the centers at the points (0, 0) and (a, 0) respectively, hence
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{
gj(x, y) ≡ x2 + y2 − r2j = 0, j = 1, 2, ..., l1,
gj(x, y) ≡ (x− a)2 + y2 − r2j = 0, j = l1, ..., S
Clearly, for this case the Eruguin functions are such that{
Φ1 = Φ3 = ..... = Φl1 = 4ay
∑S
j=l1+1
λ˜j
∏l1
m=1, m6=2 gm
Φ2 ≡ Φl1+1 = Φl1+2 = ..... = ΦS = −4ay
∑l1
j=1 λ˜jg2
∏S
m=l1+1
gm.
The differential system (3.7) takes the form{
x˙ = −2(∑l1j=1 λ˜j∏Sk=l1+1 gk +∑Sj=l1+1 λ˜j∏l1k=l gk)y,
y˙ = 2(
∑l1
j=1 λ˜j
∏S
k=l1+1
gk +
∑S
j=l1+1
λ˜j
∏l1
k=l gk)x− 2a
∑S
j=l1+1
λ˜j
∏l1
k=l gk.
In particular for the case when

n = 2l + 1 = S + 1, l1 = l,
−2∑lj=1 λ˜j = x− a+ y,
−2∑Sj=l+1 λ˜j = x+ y,
we obtain the vector field constructed in [25].
By designating by Fa(x, y), F0(x, y) the following polynomials{
Fa(x, y) = (x+ y − a)
∏l+1
j=2((x− a)2 + y2 − r2j ) l ≥ 1,
F0(x, y) = Fa(x, y)|a=0.
we can deduce that the above vector field takes the form:

x˙ =
(
F0(x, y)− Fa(x, y)
)
y = P (x, y)
y˙ = −
(
F0(x, y)− Fa(x, y)
)
x+ aF0(x, y) = Q(x, y).
This system has the following properties:
1) has only 3 critical points in the finite plane R2
(0, 0), (
a
2
, 0), (a, 0).
2) the Liapunov quantities σ and ∆ for the system are :
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i) {
σ(0, 0) = σ(a, 0)
∆(0, 0) = ∆(a, 0).
ii))

σ(0, 0) = (−1)la∏lj=1 r2j
∆(0, 0) = a2
∏l
j=1 l(a
2 − r2j )
(∏l
j=1(a
2 − r2j )− (−1)l
∏l
j=1 r
2
j
)
σ2(0, 0)− 4∆(0, 0) = a2
(
(2
∏l
j=1(a
2 − r2j )− (−1)l
∏l
j=1 r
2
j )
2 − 8(∏lj=1(a2 − r2j ))2).


σ(
a
2
, 0) = a
∏l
j=1 ((
a
2
)2 − r2j )
∆(
a
2
, 0) = −a
4
2
l∏
j=1
((
a
2
)2 − r2j )
l∑
l=1
l∏
j=1, j 6=l
(
(
a
2
)2 − r2j
)
.
The circumferences do not intersect if
rj < a/2, j = 1, ..., l,
so
∆(
a
2
, 0) < 0,
and, as a consequence the critical point (
a
2
, 0) is a saddle.
It is evident that the other critical points are the stability or non stability
foci depending on whether k is odd or even.
Hence we obtain that the constructed polynomial vector field of degree
n = S + 1 admits S = 2l invariant circumferences.
The proposition 3.1 we illustrate in the next two examples.
Example 3.2
The particular case of the Lienard equation
x¨− d
dx
h(x)x˙− αh(x) d
dx
h(x) = 0
or, what is the same, {
x˙ = y + h(x)
y˙ = αh(x)
d
dx
h(x)
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is Darboux integrable.
In fact, the first integral F in this case is the following
F (x, y) = gσ11 g
σ2
2
where g1, g2, σ1, σ2 are such that

g1(x, y) = y +
1 +
√
4α + 1
2
h(x)
g2(x, y) = y +
1−√4α + 1
2
h(x)
σ1 = −1−
√
4α+ 1
2
√
4α+ 1
, σ2 =
1 +
√
4α + 1
2
√
4α + 1
It is easy to show that in this case the Eruguin functions are
Φ1 =
1 +
√
4α+ 1
2
√
4α+ 1
g1, Φ2 =
1−√4α + 1
2
√
4α + 1
g2
Clearly, if 4α + 1 < 0 then the function F takes the form
F (x, y) = (y2 + h(x)y − αh2(x)) exp
(√
−α− 1
4
arctan
√
−α − 1
4
h(x)
y +
1
2
h(x)
)
It is interesting to observe that if the function h admits the following
development
h(x) = x+ a2x
2 + ...
then the origin of the given system is a focus.
Example 3.3
The differential equation
z˙ = i (a10z + a01z¯ +
∑
j+k=3
ajkz
j z¯k) (3.8)
is Darboux integrable, where a = (ajk), j, k = 0, 2, 3 are real constants
matrix and
z = x+ iy, z¯ = x− i y
are the complex coordinate in the plane R2.
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In fact, the equations (3.8) are equivalent to the cubic planar system{
x˙ = y(a01 − a10 + (a12 − a21 + 3(a03 − a30) x2 + (a12 − a21 + a30 − a03) y2)
y˙ = x(a01 + a10 + (a12 + a21 + a03 + a30) x
2 + (a12 + a21 − 3(a30 + a03)y2).
Hence, by introducing the correspondent notations we obtain the system{
x˙ = y(a+ b x2 + c y2)
y˙ = x(α + β x2 + γ y2).
(3.9)
We shall analyze the case when c 6= 0.
Let g1, g2 are the functions:
gj(x, y) = νj(x
2 − λ0)− y2 + λ1, j = 1, 2
where λ0, λ2, ν1, ν2 are constants:

λ0 =
γ a− α c
bγ − cβ , λ1 =
α b− β a
bγ − cβ ,
ν1 =
γ − b
2c
+
√
(
γ − b
2c
)2 +
β
c
, ν2 =
γ − b
2c
−
√
(
γ − b
2c
)2 +
β
c
ν1 − ν2 6= 0,
then the following relations hold{
dgj(v) = 2x y (γ − νj c)gj, j = 1, 2
{g1, g2} = 4x y (ν1 − ν2). (3.10)
The proof is easy to obtain after some calculations.
The given vector field is Darboux integrable with F :
F (x, y) =
(ν1(x
2 − λ0)− y2 + λ1)b+ν1c
(ν2(x2 − λ0)− y2 + λ1)b+ν2c ,
here we use the relation
c(ν1 + ν2) = γ − b.
Now we shall study the case when ν1, ν2 are complex numbers.
By introducing the notations
γ − b = 2cq, γ + b = 2cr
we obtain that
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ν1 = q + i p, ν2 = q − i p, p2 = −4β c− q2, p > 0
The system (3.9) takes then the form (we put c = 1){
x˙ = y(a+ (r − q) x2 + y2)
y˙ = x(α− (p2 + q2) x2 + (r + q)y2). (3.11)
By considering that in this case
g1(x, y) = q(x
2 − λ0)− y2 + λ1 + ip(x2 − λ0),
we obtain that the first integral F takes the form
F (x, y) =
(
(y2−λ1−q(x2−λ0))2+p2(x2−λ0)2
)
exp
(
2r arctg
p(x2 − λ0)
y2 − λ1 − q(x2 − λ0)
)
.
4 Planar differential system with one invari-
ant algebraic curve
In this section, by applying the results of the section 3, we construct the
analytic planar vector field {
x˙ = P (x, y)
y˙ = Q(x, y),
(4.1)
where P and Q are analytic functions on the region G ⊂ R2, from a given
set of trajectories:

gj(x, y) = y − yj(x) = 0, j = 1, 2, . . . , S ≥ 2
{g1, g2} = y′2(x)− y′1(x) 6= 0,∏S
j=1 yj(x) 6= 0
(4.2)
where
dyj
dx
= y
′
j and y1, y2, . . . , yS ∈ Cr(G ⊂ R), r ≥ 1.
We shall study the particular case when y1, y2, ...ys are solutions of the
equation
g(x, yj) = 0, j = 1, 2, .., S
where g(x, y) = 0 is an algebraic irreducible curve.
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By considering (3.1) we obtain that the require system (4.1), (4.2):{
x˙ = Φ1(x, y)− Φ2(x, y)
y˙ = Φ1(x, y)y
′
2(x)− Φ2(x, y)y′1(x)
(4.3)
The condition (3.2), on the existence of the complementary partial inte-
grals, in this case take the form
Φ1(y2(x)−yj(x)))′+Φ2(yj(x)−y1(x))′+Φj(y1(x)−y2(x))′ = 0, j = 3, 4 . . . , S.
(4.4)
The given set of differential equations (3.6) in this case can be rewritten as
follows {
x˙ =
∑S
j=1 λ˜j
∏
m6=j(y − ym) + λ˜S+2g = P (x, y)
y˙ =
∑S
j=1 λ˜jy
′
j
∏
m6=j(y − ym)− λ˜S+1g = Q(x, y)
(4.5)
or, what is the same,

x˙ = ySλ˜S+2 + y
S−1(
∑S
j=1 λ˜j − λ˜S+2
∑S
j=1 yj)+
yS−2(
∑S
j=1 λ˜jyj −
∑S
j=1 yj
∑S
k=1 λ˜k) + ..) + ...
y˙ = −ySλ˜S+1 + yS−1(
∑S
j=1 λ˜jy
′
j − λ˜S+1
∑S
j=1 yj)+
yS−2(
∑S
j=1 λ˜jy
′
j −
∑S
j=1 yj
∑S
k=1 λ˜kyky
′
k...) + ....
(4.6)
we set v = (P,Q).
Proposition 4.1 Let us suppose that the arbitrary functions λ˜1, ...λ˜S, λ˜S+1, λ˜S+2
are such that 

λ˜S+1 = −q0(x), λ˜S+2 = p0(x)
λ˜j =
△j
△0 (
S∑
k=0
pk(x)y
S−k
j (x))
λ˜jy
′
j =
△j
△0 (
S∑
k=0
qk(x)y
S−k
j (x)),
(4.7)
where pk, qk are continuous functions on D ⊂ R.
△0 =
∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
... 1
y1 y2 . . . yj
... yS
...
... . . .
...
...
yS−11 y
S−1
2 . . . y
S−1
j
... yS−1S
∣∣∣∣∣∣∣∣∣∣∣
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△j =
∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1 1
... 1
y1 y2 . . . yj−1 yj+1
... yS
...
... . . .
...
...
yS−21 y
S−2
2 . . . y
S−2
j−1 y
S−2
j+1
... yS−2S ,
∣∣∣∣∣∣∣∣∣∣∣
Then the differential system (4.6) takes the form{
x˙ = p0(x)y
S + .... + pS(x) = P (x, y)
y˙ = q0(x)y
S + ....+ qS(x) = Q(x, y)
(4.8)
and we set v = (P,Q).
We shall study the case when p0, p1, ..., pS, q0, q1, ...qS are polynomials
on the variable x and such that v represented a polynomial vector field of
degree
n = max(degP, degQ)
Corollary 4.1 Let g be a irreducible polynomial on the variables x and y:
g = a0(x)
S∏
j=1
(y − yj(x)) =
S∑
j=0
aj(x)y
S−j, (4.9)
where 

a1 = −a0(x)
∑S
j=1 yj(x)
a2 = a0(x)
∏
j<k yj(x)yk(x)
...
aS = (−1)Sa0(x)
∏S
j=1 yj(x)
(4.10)
then
dg(v) = (
S∑
j=1
Φj
gj
)g = K(x)g
where K is the cofactor of g = 0.
Proposition 4.2 Let the curve (4.9)(4.10)) is invariant of the non zero
polynomial system of degree n :{
x˙ = r1(x)y
n−1 + ....+ rn(x) = P (x, y)
y˙ = q0(x)y
n + .... + qn(x) = Q(x, y)
(4.11)
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where rj(x), qj(x), j = 0, 1, .., n are polynomials of degree j in the variable
x, then
S ≤ 2n.
Proof, al absurd, let us suppose that S = 2n+1, then from (4.9), (4.7), (4.11)
we obtain that 

pn+1(x) = 0,
pj(x) = 0,
qj(x) = 0, j = 0, 1, ..n,
on the other hands from (4.7), (4.8) we obtain that
λ˜j(x) = 0, j = 1, 2, ..., 2n+ 2
hence the vector field is a zero vector field. Contradiction.
5 Quadratic system with one invariant alge-
braic curve
In this section we shall study the case in which the vector field (4.5) is
quadratic i.e., {
x˙ = pS−2y2 + pS−1(x)y + pS(x) = P (x, y)
y˙ = qS−2y2 + qS−1(x)y + qS(x) = Q(x, y)
where max (degP, degQ) = 2 and qS−j, pS−j, j = 0, 1, 2 are polynomials
in the variable x. Below, for simplicity we shall denote this system as follows{
x˙ = p0y
2 + p1(x)y + p2(x) = P (x, y)
y˙ = q0y
2 + q1(x)y + q2(x) = Q(x, y)
(5.1)
First we prove the following general results related with the system (5.1).
Proposition 5.1 Let us suppose that (5.1) is such that
dg(v) = (α0y + αx+ β)g, (5.2)
where g is given in the formula (4.9),(4.10) and α0, α, β are real constants
and pj , qj are polynomials of degree j in the variable x :{
pj =
∑j
k=0 pjkx
k,
qj =
∑j
k=0 qjkx
k, j = 0, 1, 2.
(5.3)
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Then,
If p0 6= 0 hence {
max(deg aj(x)) ≤ j,
max(deg g) ≤ S. (5.4)
If 

p0 = 0, p11 6= 0,
α0 = (Sk +m)p11, q0 = kp11
Sk +m ∈ N
(5.5)
hence {
max(deg aj(x)) ≤ kj +m, j = 1, 2, .., S
max(deg g) ≤ Sk +m.) (5.6)
In fact, from (5.2) we deduced the differential system

A · da
dx
= B · a
p0
da0
dx
= 0
p2
daS
dx
+ q2aS−1 = (αx+ β)aS
(5.7)
where
a = col(a0, a1, ..., aS)
is a vector and A, B are matrix which we determine respectively as follow

p1 p0 0 0 0 . . . 0
p2 p1 p0 0 0 . . . 0
0 p2 p1 p0 0 . . . 0
...
... . . .
...
... . . .
...
0 0 0 0 p2 p1 p0
0 0 0 0 0p2 p1,




α0 − Sq0 0 0 0 0 . . .
αx+ β − Sq1 α0 − (S − 1)q0 0 0 0 . . .
−Sq2 αx+ β − (S − 1)q1 α0 − (S − 2)q0 0 0 . . .
...
... . . .
...
... . . .
0 0 . . . −2q2 αx+ β − q1 α0
0 0 . . . 0 −q2 αx+ β


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From (5.7) we easily deduce that if p0 6= 0 then the coefficients aj , j =
0, 1, 2, .., S are polynomials of degree at most j.
For the second case, after integration we easily deduce that
a = Rp (5.8)
where
p = col(pm1 , p
m+1
1 , ....., p
m+k
1 , ....., p
m+kS
1 )
is a vector and R is the following constant matrix

R00 0 0 0 0 0 . . . 0 0 0 . . . 0 . . . 0 0
R10 R
1
1 0 0 0 0 . . . R
1
k 0 . . . 0 . . . . . . 0 0
R20 R
2
1 R
2
2 0 0 0 . . . R
2
k R
2
k+1 0 . . . 0 R
2
2k 0 0
R30 R
3
1 R
3
2 R
3
3 0 0 . . . R
3
kR
3
k+1 R
3
k+2 00 R
3
2k R
3
2k+1 0
...
...
...
...
... 0
...
...
...
... . . . 0 . . . . . . 0
RS0 R
S
1 R
S
2 . . . . . . R
S
S 0 R
S
k R
S
k+1 R
S
k+2 . . . 0 R
S
2k . . . R
S
Sk


Hence we easily obtain the veracity of our assertion.
Corollary 5.1 If the invariant algebraic curve is non reducible and k =
q0
p11
≥ 0 then m = 0.
In fact, if m 6= 0 and under the indicated condition we have that the given
invariant curve is reducible.
Proposition 5.2 The maximum degree of the irreducible invariant algebraic
curve of the non Darboux integrable quadratic system (5.1) is 12. if p11 6= 0
In fact from (5.8), (5.5) by considering that the given curve is irreducible,
then we obtain that m = 0.
On the other hand from the last of equation of (5.7) in particular we
deduce that if k > 3 then
1
p211
RSSk(p
2
10p22 − p10p21p11 + p20p211) = 0. (5.9)
Hence, if RSSk = 0 then the degree of the algebraic curve is not maximal.
On the other hand if
p210p22 − p10p21p11 + p20p211 = 0
then the quadratic system is Darboux integrable.
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Corollary 5.2 Let us suppose that the algebraic curve
g(x, y) =
S∑
l=0
kS∑
j=0
R
l
j(p11x+ p10)
j+myl = 0 (5.10)
is invariant curve of the maximum degree of the quadratic vector field.
Then:
v = ((p11x+p10)y+p22x
2+p21x+p20)∂x+(3p11y
2+(q11x+q10)y+q22x
2+q21x+q20)∂y
and
dg(v) =
12
p11
(p211y + p22x+ p21p11 − 2p22p10)g.
This results can be extended analogously for the polynomial system of degree
n.
Proposition 5.3 Let us give the invariant curve with S branches of non-
Darboux integrable polynomial system of degree n :{
x˙ =
∑n
j=0 pj(x)y
n−j = P (x, y)
y˙ =
∑n
j=0 qj(x)y
n−j = Q(x, y)
(5.11)
with cofactor K =
∑n−1
j=0 αj(x)y
n−1−j where αj(x) =
∑j
k=0 τjkx
k, and
τ = (τjk) is a constant real matrix.
Then
max deg(g) ≤
{
S, if p0 6= 0;
S(n+ 1), if p0 = 0, p11 6= 0 (5.12)
For the case when p11 = 0 it is easy to show that

α0 = Sq0,
max deg aj ≤ j ,
max deg g ≤ S.
From this result and proposition 4.2 we deduce the proof of the following
proposition.
Proposition 5.4 The maximum degree of the invariant curve of the non
Darboux integrable polynomial planar vector field of degree n (N(n)) is 2n(n+
1), i.e.,
N(n) ≤ 2n(n+ 1). (5.13)
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6 Quadratic system with one invariant alge-
braic curve. Examples
First we study the case when S = 2, i.e., we analyze the quadratic system
with invariant algebraic curve of the type
g(x, y) = a0(x)y
2 + a1(x)y + a2(x) = 0 (6.1)
where a0, a1, a2 are polynomial on the variable x.
We shall study the cases when p0 = 0, p11 6= 0 and p0 6= 0.
For the first case the he equation (5.10) takes the form
g(x, y) =
2∑
l=0
2k∑
j=0
R
l
j(p11x+ p10)
jyl = 0. (6.2)
Clearly, the maximum degree of this curve is six.
We shall illustrate this particular case in concrete examples.
Example 6.1. The quadratic vector field

x˙ = ax2 + (−2ac + y + b)x+ 25C1a2 − 10aC1d+ C1d2
y˙ = 3y2 + (−12ac + 6b+ dx)y + (−150C1a2C3 − 3a2 + 60C1adC3+
da− 6C1C3d2)x2 + (db− 2adc)x− 750a3C21C33 + 225C1a3 + 450a2C21dC3
−2d3C1 − 140C1a2d+ 12a2c2 + 3b2 − 90d2C21aC3 − 12cab+ 29C1d2a+ 6d3C3C21
where C1, C3 are arbitrary nonzero constants, admits the invariant curve of
degree six

g = C1y
2 + (x3 + (C1d− 3C1a)x− 4C1ac + 2C1b)y + x6C3 + (1
2
d− 3
2
a)x4+
(b− 2ac)x3 + (−3C3C21d2 − 9aC1d+ 21C1a2 − 75C3C21a2 + C1d2+
30C3C
2
1ad)x
2 + (−3C1ab− 2C1dac+ C1db+ 6a2C1c)x+
150C33C
3
1a
2d− 75
2
a2C21d+
15
2
d2C21a+
C11b
2 − 250C3C31a3 −
1
2
d3C21 + 2C3C
3
1d
3+
125
2
a3C21 − 4C1abc− 30C3C31d2a+ 4a2c2C1 = 0
with cofactor 6(y + ax− 2ac+ b).
Example 6.2
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Now we study the case in which S = 2, p0 6= 0. Clearly, in this case the
invariant algebraic curve of the quadratic system is the family of the conics
g = a0y
2 + (a11x+ a10)y + a22x
2 + a21x+ a20 = 0 (6.3)
where a0, a11, a10, a22, a21, a20 are real constants.
In particular, for the quadratic system{
x˙ = β y2 − (β + 2)xy + (β − 4)x2 − 2βx
y˙ = (α− 4)y2 − 2(α+ 2)xy + (α− 4)x2 − 2αx (6.4)
we have that p0 = β 6= 0.
After some calculations we can prove that the invariant curve is the
parabola
(y − x)2 − 2x = 0
with the cofactor
K = 2(β + α)y + 2(β + α)x− 2β.
The quadratic system with invariant parabola was constructed in [Sad1]
and admits the equivalent representation :{
x˙ = β ((y − x)2 − 2 x)− 4 x (x+ y)
y˙ = α ((y − x)2 − 2 x)− 4 (x+ y)2 (6.5)
The points
O(0, 0), N(
1
2
, −1
2
), M(
β2
K3
,
β2(2α− β)
K3
)
are its critical points, where K3 ≡ 2((α− β)2 − 2α). The bifurcation analy-
sis show that this system is generic. The bifurcation curves divide the plane
(α, β) in 17 region in which we observe a qualitative change in the behavior
of the trajectories of the constructed quadratic system. We determine 38 dif-
ferent quadratic systems, among these there is one with one limit cycles [24].
The quadratic system

x˙ =
1
2A
(Ax2 +By2 + 2C)A0 +
1
A
(−2Byq11 − 2xBq22 + xA1A2Bq21)y
y˙ =
1
2B
(A1y
2 + yq11x+ q22x
2 + q21x+ A1C),
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admits as invariant the curve
Ax2 +By2 + 2C = 0
with cofactor K = A0x + A1y, where A,B,C,A0, A1, q11, q21, q22, are real
constants such that A 6= 0, B 6= 0.
Now we study the case when S = 3, i.e., we analyze the quadratic system
with invariant algebraic curve of the type
g(x, y) =
2∑
l=0
3k∑
j=0
R
l
j(p11x+ p10)
jyl = 0. (6.6)
Example 6.3 (The Filipstov system ).
For the quadratic system{
x˙ = 16(1 + a)x− 6(2 + a)x2 + (2 + 12x)y
y˙ = 3a(1 + a)x2 + (15(1 + a)− 2(9 + 5a)x)y + 16y2
we have that 3k = 4 =⇒ m = 0.
As we can observe in this case the quadratic system possesses the irre-
ducible invariant algebraic curve
g(x, y) ≡ y3 + 1
4
(3(1 + a)− 6(1 + a)x)y2 + 3
4
(1 + a)ax2y +
3
4
(1 + a)a2x4 = 0.
The cofactor of this curve is
K = 48y − 4(1 + a)x+ 5(1 + a).
Example 6.4 For the quadratic system{
x˙ = (2 + 3a)x2 + (2 + 4y)x+ y
y˙ = (5 + 4(1 + a))y + 6y2 + ax2
we obtain that k = 2 =⇒ m = 0.
The quadratic system possesses the irreducible invariant algebraic curve
of degree four [6]
a2x4 ++2ax2(x+ 1)y + (1 + x)y2 + y3 = 0
The cofactor K in this case is
K = 18y + (5 + 6a)x+ 5.
35
For the case when S = 4 we obtain the invariant algebraic curve of the
type
g(x, y) =
2∑
l=0
4k∑
j=0
R
l
j(p11x+ p10)
jyl = 0. (6.7)
Clearly, the maximum degree of this curve is 12. The upper bound is reached
in particular in the following example [6]
Example 6.5 For the non Darboux integrable quadratic system{
x˙ = xy + x2 + 1
y˙ = 3y2 − 81
2
x2 +
57
2
has we have that k = 3⇒ m = 0 as a consequence the above vector field
has the invariant irreducible algebraic curve of the maximum degree 12. In
the indicated paper was showed that the the curve

−442368− 7246584x2 + 71546517x4 − 97906500x6 + 41343750x8 − 23437500x10+
48828125x12 + (322272x− 12126312x3 + 23463000x5 + 1125000x7 + 15625000x9)y−
(98784− 711288x2 + 5058000x4 − 375000x6)y2 + (32928x− 1124000x3)y3 − 5488y4 = 0
is its invariant.
7 Construction the polynomial planar sys-
tem with invariant algebraic curves with
variables separable
In this section we deal with the polynomial system with invariant algebraic
curve with variables separable
g(x, y) = F1(x) + F2(y) = 0,
where F1, F2 are arbitrary polynomials :
deg(g(x, y)) = max
(
deg(F1(x)), max(deg(F2(y))
)
.
We state and study the following problem.
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Problem 7.1 Let g be a function:
g(x, y) = g0 + A
∫ m1∏
j=1
(x− aj)dx+B
∫ m2∏
j=1
(y − bj)dy
where A, B, a1, a2, ..., am1 , b1, b2, ..., bm2 are real parameters such that
a1 < a2 < .... < am1 , b1 < b2..... < bm2 , AB 6= 0.
We require to determine the non-Darboux integrable polynomial vector v of
degree n for which the given curve is its invariant.
We propose the solution of the state problem for the following particular
cases 

m2 = n− 1, m1 = n− 1,
m2 = 2m− 1, m1 = 2m+ 1, n = 2m+ 1,
m2 = 2m− 2, m1 = 2m, n = 2m,
m2 = m1 = m, n = 2m+ 1,
m2 = m1 = m, n = 2m+ 2.
Proposition 7.1 The polynomial system of degree n [26]{
x˙ = (Ax+By + C)∂yg(x, y) ≡ P (x, y)
y˙ = −(Ax+By + C)∂xg(x, y) + λg(x, y) ≡ Q(x, y)
admits as invariant curve
g(x, y) = g0 +K1
∫ n−1∏
j=1
(y − bj)dy +K2
∫ n−1∏
j=1
(x− aj)dx = 0,
where a1, a2, ..., an−1, b1, b2, ..., bn−1, K1, K2, g0, A, B, C, λ are arbitrary real
parameters.
By choosing the arbitrary parameters properly we can construct the non-
singular algebraic curve of degree n, hence the genus (G) of this curve is:
G =
1
2
(n− 1)(n− 2)
Example 7.1 Let g is a nonsingular curve of degree 2m+ 2 such that
gm(x, y) = go +
∫ m∏
j=1
x((
x
jπ
)2 − 1)dx+
∫ m∏
j=1
y((
y
jπ
)2 − 1)dy = 0
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It is easy to show that the polynomial system of degree n = 2m+ 1 :

x˙ = (Amx+Bmy + Cm)
∏m
j=1 y((
y
jπ
)2 − 1) ≡ P (x, y)
y˙ = −(Amx+Bmy + Cm)
∏m
j=1 x((
x
jπ
)2 − 1) + λgm(x, y) ≡ Q(x, y)
admits as invariant the given curve.
By considering that
∞∏
j=1
((
y
jπ
)2 − 1) = sin y ⇒ lim
m→+∞
gm(x, y) = g0 + cosx+ cos y
and choose the arbitrary parameters Am, Bm, Cm properly, we obtain the
analytic planar vector field{
x˙ = sin y ≡ P (x, y)
y˙ = − sin x+ λ(g0 + cosx+ cos y) ≡ Q(x, y)
for which the curve
g0 + cosx+ cos y = 0
is its invariant.
Clearly, the constructed analytic system admits infinity many number of
limit cycles.
Proposition 7.2 The polynomial vector field of degree n{
x˙ = (a+ byx)∂yH(x, y)
y˙ = −(a+ byx)∂xH(x, y) + (n+ 1)byH(x, y) (7.1)
admits as invariant the algebraic curve of degree n + 1
H(x, y) ≡ xn+1 +Gn−1(x, y) = 0, (7.2)
where Gn−1 is an arbitrary polynomial of degree n− 1.
Clearly, this system in general has no Darboux integrating factors or first
integrals.
The following particular case is an interesting one:
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Corollary 7.1 Let
gm(x, y) = g0 +
∫ x
x0
m+1∏
j=1
x(x2 − a2j )dx+
∫ y
y0
m−1∏
j=1
y(y2 − b2j )dy = 0
is a curve of degree 2m+2 with the maximum genusG = 2(m+ 1)(m− 1) + 1
is invariant of the vector field of degree n = 2m+ 2 :{
x˙ = (a+ bmyx)
∏m−1
j=1 y(y
2 − b2j )
y˙ = −(a + bmyx)
∏m+1
j=1 x(x
2 − a2j + (2m+ 2)bmygm(x, y)
Example 7.2 By making m → +∞ and choose the arbitrary parameters
properly we deduce from the above system as a particular case the analytic
system {
x˙ = aJ0(y)
y˙ = −aJ0(x) + λy(J1(x) + J1(y) + g0)
where J0, J1 are the Bessel functions. This analytic system admits an
infinity many number of limit cycles.
Analogously we construct the polynomial system of degree n = 2m :{
x˙ = (a+ bmyx)
∏m−1
j=1 (y
2 − b2j )
y˙ = −(a + bmyx)
∏m+1
j=1 (x
2 − a2j) + 2mbmygm(x, y)
with invariant curve
gm(x, y) = g0 +
∫ x
x0
m+1∏
j=1
(x2 − a2j)dx+
∫ y
y0
m−1∏
j=1
(y2 − b2j )dy = 0
is a curve of degree 2m+ 2 with maximum genus G = 2m(m− 1)
By using the algebraic packages it is possible to show the following propo-
sition.
Proposition 7.3 There exist polynomials p(x, y), q(x, y) of degree n for which
the non-Darboux integrable differential system{
x˙ = a∂yg(x, y) + p(x, y), a = const.
y˙ = −a∂xg(x, y) + q(x, y) (7.3)
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has the invariant curve of degree n+ 1
g(x, y) = g0 + A
∫
(
n∏
j=1
(x− aj))dx+B
∫
(
n∏
j=1
(y − bj))dy = 0, (7.4)
for certain values of the real parameters g0, A, B, a1, ..., am, b1, b2, ..., bm, a0, b0.
Clearly if this curve is non singular then the genus is G =
1
2
n(n− 1).
Example 7.3
Let us suppose that the given algebraic curve (7.4) is such that
g(x, y) = g0 + A
∫
(
m∏
j=1
x(x2 − a2j))dx+B
∫
(
m∏
j=1
y(y2 − b2j ))dy.
It is possible to construct the non-Darboux integrable polynomial vector
fields of degree n = 2m + 1. In particular for n = 3, 5, 7 we construct the
following non-Darboux integrable polynomial systems.
For the polynomial system of degree seven

x˙ = y(160p4y2q2 − 192p2y4q2 + 64p2y6 − 96p4y4 + 32p6y2 − 64p4q4 − 32p6q2−
96y4q4 − 32p2q6 + 32y2q6 + 160p2y2q4 + 64y6q2)ν0 + λy(−12p2x4 − 4p4y2 − 4y2q4+
8p2y2x2 + 4p2y4 + q6 − p2q4 + 12x2p2q2 + 8y2x2q2 − 8p2y2q2 + 8x6 + 2x2p4+
2x2q4 − 8y4x2 − 12x4q2 − p4q2 + p6 + 4y4q2)
y˙ = −1/64x(−64p4q4 − 32p2q6 − 96x4p4 + 32p6x2 + 32x2q6 − 32p6q2−
192x4p2q2 + 160p4x2q2 + 160p2x2q4 + 64p2x6 − 96x4q4 + 64x6q2)/(p2 + q2)ν0
−1/64xλ(8p2y2x2 − 12p2y4 − 8y2x4 − p2q4 − 8x2p2q2 + 8y2x2q2 + 12p2y2q2 + 2p4y2−
4x2p4 − 4x2q4 + q6 + p6 + 2y2q4 − p4q2 + 4p2x4 + 4x4q2 − 12y4q2 + 8y6)/(p2 + q2)
the invariant curve is

g(x, y) = 1/8x8 + (−1/4p2 − 1/4q2)x6 + (1/8p4 + 1/2p2q2 + 1/8q4)x4 − 1
4
(p4q2 + p2q4)x2+
1/8y8 + (−1/4p2 − 1/4q2)y6 + (1/8p4 + 1/2p2q2 + 1/8q4)y4 + (−1/4p4q2−
1/4p2q4)y2 − 1/128q8 + 1/32q6p2 + 13/64q4p4 + 1/32q2p6 − 1/128p8 = 0
with the cofactor
K = λ(−y + x)(x+ y)(−p2 − q2 + y2 + x2)yx.
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In this example we have that
a1 = −a2 = p, a3 = −a4 = q, a5 = −a6 =
√
1
2
(p2 + q2).
For the quintic vector field{
y˙ = ν0(−3x2 + r2)(6r2 − 6x2)x+ λ(−3x2 + r2)(−r2 + y2)y
x˙ = −ν0(6r2 − 6y2)(r − 3y2)y − λ(r2 − x2)x(r2 − 3y2)
The curve
g(x, y) =
1
6
y6 − 1
3
r2y4 +
1
6
r4y2 +
1
6
x6 − 1
3
x4r2 +
1
6
r4x2 − 1
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r6 = 0
is its invariant with the cofactor
K = 6y2λ(3x2 − r2).
The cubic polynomial system{
x˙ = ν0(y
3 − y) + λx(2q2x2 − 2p2y2 − 3q4 + p4)
y˙ = −ν0(x3 − x) + λy(2q2x2 − 2p2y2 + 3q4 − p4),
has as invariant curve of degree four
g(x, y) = 1/8q4 + 1/8p4 + 1/4x4 − 1/2q2x2 + 1/4y4 − 1/2p2y2 = 0
with cofactor
K = 4λ(2q2x2 − 2p2y2 − q4 + p4).
It is interesting to observe that the above constructed polynomial system
of degree seven under the change

x =
√
X, y =
√
Y ,
V =
(v(x)
y
,
v(y)
x
)
|x=√X,y=√Y ,
can be transformed to the cubic system

Y˙ = (−64p2 − 64q2)X3 + (96q4 + 192p2q2 + 96p4)X2+
(−32p6 − 32q6 − 160q2p4 − 160q4p2)X + 64p4q4 + 32p2q6 + 32p6q2)p0 + (−8Y 3+
(12p2 + 12q2)Y 2 + (−2p4 − 2q4 − 8p2X − 12p2q2 − 8Xq2 + 8X2)Y + q4p2 − p6 − q6+
q2p4 + 8Xp2q2 − 4p2X2 + 4Xq4 + 4Xp4 − 4X2q2)λ)
X˙ = −((−64p2 − 64q2)Y 3 + (96q4 + 192p2q2 + 96p4)Y 2+
(−32p6 − 32q6 − 160q2p4 − 160q4p2)Y + 64p4q4 + 32p2q6 + 32p6q2)p0 + 8X3+
(12p2 + 12q2)X2 + (−12p2q2 − 8p2Y − 8Y q2 + 8Y 2 − 2q4 − 2p4)X−
p6 − q6 + q4p2 + q2p4 − 4Y 2q2 + 4Y q4 + 8p2Y q2 + 4p4Y − 4p2Y 2)λ)
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which admits the invariant curve of degree four

g(X, Y ) = 1/8X4 + (−1/4p2 − 1/4q2)X3 + (1/2p2q2 + 1/8p4 + 1/8q4)X2+
(−1/4q2p4 − 1/4q4p2)X + 1/8Y 4 + (−1/4p2 − 1/4q2)Y 3 + (1/2p2q2+
1/8p4 + 1/8q4)Y 2 + (−1/4q2p4 − 1/4q4p2)Y − 1/128p8 + 1/32p6q2−
1/128q8 + 13/64p4q4 + 1/32p2q6
with cofactor
K(X, Y ) = (X − Y )(X + Y − (p2 + q2))λ.
Example 7.4
Finally we analyze the case when
g(x, y) = g(x0, y0) +
∫ x
x0
m+1∏
j=1
x(x2 − a2j )dx+
∫ y
y0
m∏
j=1
y(y2 − b2j )dy
is a curve of degree 2m+ 4.
Analogously to the above case we can construct a non-Darboux integrable
polynomial vector fields of degree n = 2m+ 2
In particular for n = 4, 6 we construct the following polynomial systems.
For n = 4{
x˙ = (1/6y2x2 − 5/108y2 − 1/18x4 + 7/324x2 + 1/729)ν0 + (1/6xy3 − 1/54xy)λ
y˙ = (−1/54xy + 1/4xy3 − 1/12yx3)ν0 + (1/4y4 − 5/108x4 − 1/18y2 + 4/2187 + 4/243x2)λ
the invariant curve is
g(x, y) = 1/6x6 − 5/36x4 + 2/81x2 + 1/4y4 − 1/18y2 + 4/2187 = 0.
The cofactor in this case is
K = − 1
236196
(1458x6 − 1215x4 + 216x2 + 2187y4 − 486y2 + 16)λ.
For n = 6 we construct the following vector field

x˙ = (−1/128y4x2 − 4/3y2 + 1/64x6 − 1/2x4 + 1/12y4 + 40/9x2 + 1/8y2x2−
256/27)ν0+ (1/8xy
3 − 3/512xy5 − 1/2xy)λ
y˙ = (− 1
96
xy5 +
5
18
xy3 +
1
48
yx5−
4
9
yx3 +
16
27
xy)ν0 + (− 1
128
y6
−11
6
x4 +
1
4
y4 − 1024
27
− 2y2 + 16x2 + 1
16
x6)λ
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The invariant curve and its cofactor are respectively
g(x, y) = 1/6y6−16/3y4+128/3y2+1/8x8−16/3x6+704/9x4−4096/9 x2+65536/81 = 0,
K = (−4y + y3 − 3/64y5)λ+ (1/8 x5 − 8/3 x3 − 1/16 y4 x+ y2x+ 32/3 x)ν0.
We observe that after the change

x = X2, y = Y 2,
V =
(v(x)
x
,
v(x)
y
)
|x=X2, y=Y 2
the above system takes the form

X˙ = Y ((−1/2X2Y 2 + 1/8X2Y 6 − 3/512X2Y 10)ν0+
(−1/128Y 8X4 + 1/64X12 − 256/27− 4/3Y 4 + 40/9X4 + 1/8Y 4X4 − 1/2X8 + 1/12Y 8)λ)
Y˙ = X((−1/128Y 12− 2Y 4 + 1/4Y 8 + 1/16X12 − 11/6X8 + 16X4 − 1024/27)ν0+
(−1/96X2Y 10 − 4/9Y 2X6 + 5/18X2Y 6 + 1/48Y 2X10 + 16/27X2Y 2)λ)
This polynomial system of degree 13 admit as invariant curve of degree
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g(X, Y ) = 1/6Y 12−16/3Y 8+128/3Y 4+1/8X16−16/3X12+704/9X8−4096/9X4+65536/81 = 0
with cofactor
K =
1
96
(ν0(24X
10−512X6+192Y 4X2−12Y 8X2+2048X2)+λ(192Y 6−9Y 10−768Y 2)Y X)
We observe that the constructed above curve are singular curves.
We state the following problem
Problema To construct the differential system (7.3) for which the in-
variant curve (7.4) is non singular.
Clearly, if the curve (7.4) is non singular then the genus is
G =
1
2
n(n− 1).
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as a consequence the maximum number of algebraic limit cycles are
1
2
n(n−
1) + 1.
To construct the require vector field should be satisfied the relation dg(v) =
K(x)g under the condition that the curve g(x, y) = 0 is non singular. To
obtain the explicit expression for the vector field in general it is necessary
to solve a lot of technical and theoretical problems. In particular for the
cubic system we have 31 parameters which must be satisfies 27 equations.
By solving these equations we obtain that the nonsingular curve of genus 3:

g(x, y) = 1/4x4 − 1/3(a2 + a1)x3 + 1/2a2a1x2 + 1/4y4 − 1/3(b2 + b1)y3 + 1/2b2b1y2+
1/12µ
(
− 5b32b31a22 − 5b32b31a21 + 2b42b21a21 + 2b22b41a21 − 2b1a21a42b2 + 2b42b21a22+
2b22b
4
1a
2
2 − 2b22b41a1a2 + 2a41a22b22 + 5b32b31a1a2 − 2b42b21a1a2+
5b1a
3
1a
3
2b2 + 2b
2
1a
2
1a
4
2 − 5a31a32b22 − 2b1a41a22b2 + 2a21a42b22 − 5b21a31a32 + 2b21a41a22
)
= 0,
µ ≡
(
(a21 − a1a2 + a22)(−b2b1 + b22 + b21)
)−1
which is invariant of the cubic system if the parameters a1, a2, b1, b2 are roots
of the certain homogenous polynomials Pj(a1, a2, b1, b2), j = 1, 2, 3 such that{
Pj(λa1, λa2, λb1, λb2) = λ
8Pj(a1, a2, b1, b2), j = 1, 2
P3(λa1, λa2, λb1, λb2) = λ
24P3(a1, a2, b1, b2)
8 The Poincare´ problem and 16th Hilbert prob-
lem for algebraic limit cycles
8.1 The Poincare´ problem.
The question on the existence an effective procedure to find a natural
number N(n) which bounds the degree of all irreducible invariant curve of
a non-Darboux integrable polynomial system of a degree n is well known as
Poincare´ problem [20],[3],[25].
The problem on the existence of the polynomial planar systems with an
invariant algebraic curve of the maximum degree was studied in particular
in [5],
citeSad2. In [5] the author gave an explicit polynomial system of degree n
for each non-singular real algebraic curve g = 0 of degree n what is that
system’s invariant. The author states also that n is optimal for a generic
class of algebraic curve.
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Proposition 8.1 Let N(n) is the maximum degree of the irreducible alge-
braic curve (4.9, (4.10) that is invariant curve of the polynomial system (3.5)
of degree n.
Then
(n+ 1) ≤ N(n) ≤ 2n(n+ 1)
The proof of the lower bound follows from the proposition 7.2 and 7.3 and
the upper bound from the proposition 5.4. The upper bound is reached in
particular for n = 2.
9 The 16th Hilbert Problem for Algebraic
Limit Cycles
In 1900 Hilbert[13] proposed in the second part of his 16th problem to esti-
mate a uniform upper bound for the number of limit cycles of all polynomial
vector fields of a given degree. This question has been studied in particular
in [25],[26] for algebraic limit cycles.
By considering that the ovals of the invariant algebraic curve are isolated
periodical solutions of the vector field for which is it invariant we deduce that
the maximum number of algebraic limit cycles of the polynomial system of
degree n with one invariant curve (we denote this number by A(n, 1) ) is at
most the genus of the curve +1, i.e.,
A(n, 1) ≤ G+ 1
hence we observe that to solve the 16th Hilbert’s Problem for Algebraic Limit
Cycles it is necessary firstly to solve the Poincare´ problem for this case, i.e.,it
is necessary to find the maximum degree of the invariant curve [25].
Proposition 9.1
A(n, 1) ≤ (2n2 + 2n− 1)(n2 + n− 1) + 1.
The proof follows from the proposition (5.4) and from the Harnak theorem
on the maximum numbers of the ovals of the algebraic curve.
From the above results we prove the following
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Proposition 9.2 The maximum number of the algebraic limit cycles for the
polynomial planar vector field of degree n with one invariant algebraic curve
A(n, 1) is such that
A(n, 1) ≥ max(h0(n), h1(n), h2(n), h3(n), h4(n), )
where hj(n) are the maximum numbers of ovals of the algebraic curves
Hj(x, y) = 0 :

H0(x, y) =
∑n
m=0 an−mmx
myn−m,
H1(x, y) = ax
n+1 +
∑n−1
m=0 an−mmx
myn−m,
Hk(x, y) =
∫
(
∏mk
1 (x− aj)dx+
∏lk
1 (y − bj)dy),
a1 < a2.... < amk , b1 < b2.... < blk , k = 2, 3, 4
m2 = l2 = n− 1, m3 = n+ 1, l3 = n− 1, m4 = n, l4 = n.
From this inequality we deduce the following result [26];
Corollary 9.1
A(n, 1) ≥ 1
2
(n− 1)(n− 2) + 1.
Conjecture
A(n, 1) ≥ n(n− 1)
2
This conjecture can be solve if we construct the polynomial system of degree
n with one invariant nonsingular irreducible invariant curve of degree n + 1
(see proposition 8.1).
It is interesting to observe that in [16] stated the following problems:
Is 1 the maximum number of algebraic limit cycles that a quadratic system
can have?.
Is 2 the maximum number of algebraic limit cycles that a cubic system
can have?.
The answer to this questions for the system (3.5) with S > 1 was given
in [26].
Is there a uniform bound for the number of algebraic limit cycles that a
polynomial vector field of degree n could have?.
What is the maximum degree of an algebraic limit cycle of a quadratic
polynomial vector field?.
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What is the maximum degree of an algebraic limit cycle of a cubic poly-
nomial vector field?
The partial solutions of these problems we obtain from the above results
and results proposed in [25], [26].
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