Convexity and upper semicontinuity of fuzzy sets  by Syau, Yu-Ru et al.
ELSEVIER 
An International Joumal 
Available online at www.sciencedirect.com computers &
.¢ , . .¢= mathemat ics  
with applications 
Computers and Mathematics with Applications 48 (2004) 117-129 
www.elsevier.com/locate/camwa 
Convexity and Upper Semicontinuity 
of Fuzzy Sets 
Yu-Ru  SYAU 
Department of Industrial Engineering, Da Yeh University 
Da-Tusen, Chang-Hwa 51505, Taiwan, R.O.C. 
E.  S .  LEE*  
Department of Industrial & Manufacturing Systems Engineering 
Kansas State University, Manhattan, KS 66506, U.S.A. 
LIXING J IA 
Department of Mathematics ~ Computer Science 
Chicago State University, Chicago, IL 60628, U.S.A. 
(Received and accepted October 2003) 
Abst rac t - -S ince  almost all practical problems are fuzzy and approximate, fuzzy decision making 
becomes one of the most important practical approaches. One of the important aspects for formulat- 
ing and for solving fuzzy decision problems i  the concept of convexity. In this paper, we investigate 
the interrelationships of several concepts of generalized convex fuzzy sets. We also prove that, in 
the upper semicontinuous case, the class of semistrictly quasi-convex fuzzy sets lies between the con- 
vex and quasi-convex classes. Aggregation or composition is an essential part for optimization or 
modeling, and some important composition rules for upper semicontinuous fuzzy sets are developed. 
We prove that a convex combination of upper semicontinuous fuzzy sets is an upper semicontinuous 
fuzzy set and the intersection of finitely many upper semicontinuous fuzzy sets is an upper semicon- 
tinuous fuzzy set. Finally, the criteria for the existence of fuzzy decision under upper semicontinuity 
conditions are derived and two examples in multiple objective programming are used to illustrate the 
approach. (~) 2004 Elsevier Ltd. All rights reserved. 
Keywords - -Convex  fuzzy sets, Fuzzy decision making, Fuzzy multiobjective optimization, Upper 
semicontinuity. 
1. INTRODUCTION 
The basic advantages of fuzzy modeling and optimization are the flexibility in the formulation of 
the resulting problems based on the original vague and frequently approximate data. Due to this 
flexibility and also due to the fact that almost all practical problems are approximate or vague, 
we can control the resulting models so that both in theory and in computation are simplified. 
For example, it is well known that if the problem satisfies certain convexity property, then that 
problem can be solved much easier both from theoretical or computational standpoints. 
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However, in order to formulate these desirable resulting problems, we must have a complete, or, 
at least, reasonable understanding about the basic convexity properties of fuzzy sets. Many au- 
thors have investigated these basic properties. Some examples are: Ammar and Metz [1] defined 
various fuzzy convexities and considered the relationships between them. Yang [2] obtained crite- 
ria for quasi-convex fuzzy sets under upper semicontinuity conditions. Syau and coworkers [3-7] 
have studied various aspects of fuzzy convexity. 
The concept of convexity and semicontinuity was also considered by various investigators. 
Yang [2] obtained criteria for quasi-convex fuzzy sets under upper semicontinuity conditions. In 
an earlier paper [3], we gave characterizations for convex fuzzy sets under upper semicontinuity 
conditions. Recently, Yang [8] obtained a new result characterizing quasi-convex fuzzy sets under 
lower semicontinuity conditions. In [6], we gave weak conditions for a lower semicontinuous 
fuzzy set to be a convex fuzzy set, and proved in the upper semicontinuous case that the class 
of semistrictly quasi-convex fuzzy sets lies between the quasi-convex and strictly quasi-convex 
classes. Recently, Ramik and Vlach [9] obtained criteria for the existence of max-min decision 
under upper semicontinuity conditions. 
Motivated by earlier research works, we study the concept of convexity and upper semiconti- 
nuity for fuzzy sets, and investigate the interrelationships between several concepts of generalized 
convex fuzzy sets. We also proved that, in the upper semicontinuous case, the class of semistrictly 
quasi-convex fuzzy sets lies between the convex and quasi-convex classes. Since aggregation of 
fuzzy sets and its resulting properties form an important part of modeling, we also obtained some 
results concerning composition rules for upper semicontinuous fuzzy sets. For example, a convex 
combination of upper semicontinuous fuzzy sets is an upper semicontinuous fuzzy set and the 
intersection of finitely many upper semicontinuous fuzzy sets is an upper semicontinuous fuzzy 
set. Finally, criteria for the existence of fuzzy decision under upper semicontinuity conditions are 
derived. 
2. PRELIMINARIES 
For the convenience of reading, several definitions and results without proof from [1,3,5,7] will 
be listed below. 
Let R ~ denote the n-dimensional Euclidean space. We adhere to the concepts and notations 
in [1], in which a fuzzy set/z : R n -~ [0, 1] was called convex if 
p,(Ax q- (1 - A)y) _> Ap,(x) -I- (1 - A)p(y) ,  
for all z ,y  E supp(#) ---- {t E n n : #(t) > 0), A E [0,1]; and strictly convex if strict inequality 
holds for all x, y C supp(#), x ¢ y, and A C (0, 1). Likewise, a fuzzy set # : R ~ -~ [0, 1] will be 
called quasi-convex if 
~(~x + (1 - ~)y) > min{,(x), (y) ) ,  
for all x ,y  E supp(#), A E [0,1]; and strictly quasi-convex if strict inequality holds for all 
x, y e supp(#), x ~ y, and A E (0, 1). 
Note from the above definitions that a fuzzy set # : R n --~ [0, 1] is convex (respectively, 
quasi-convex) if it is a concave (respectively, quasi-concave) function in the common sense on its 
support, and that strictly convex fuzzy sets, convex fuzzy sets, and strictly quasi-convex fuzzy 
sets are all quasi-convex. It can be easily checked that supp(#) of any quasi-convex fuzzy set 
# : R n --* [0,1] is a (crisp) convex subset of R ~. Thus, we conclude that any of the aforementioned 
fuzzy sets has convex support. 
An a-level set of a fuzzy set # : R n ~ [0,1] is defined as 
f{ eR i f0<a<l,  
[,]- 
cl(supp(#)), if a = 0, 
where cl(supp(#)) denotes the closure of supp(#). 
We recall the following. 
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THEOREM 2.1. (See [1, Theorem 110 A fuzzy set # : R n -~ [0, 1] is quasi-convex if and only if 
the s-level set is a convex set for eazh c~ E (0, 1]. 
A fuzzy set # : R n -4 [0,1] is normal if there exists a point x c R n such that #(x) = 1. 
A fuzzy number we treat in this study is a fuzzy set tt : R 1 ~ [0, 1] which is normal, upper 
semicontinuous, and quasi-convex. 
Each a-level set of a fuzzy number is a closed interval, which can be represented as: [a(a), b(a)], 
where the limits a(a)  = -oc  and b(c~) = co are admissible. A fuzzy number is determined by the 
family of its upper c~-level sets. The most widely used fuzzy numbers are the so-called trapezoidal 
or triangular fuzzy numbers. This is because of the fuzzy or approximate nature of the problem 
and a straight line instead of nonlinear curve is good enough approximation. Trapezoidal fuzzy 
numbers are especially important in applications in fuzzy optimization problem. 
DEFINITION 2.1. A trapezoidal fuzzy number # : R 1 -* [0, 1] is specified by four parameters 
{a, b, e, d} as follows: 
x- -a  
, a<x<b,  
b -a  
~(x) = 1, b < z < c, 
x - d (2.1) 
c -d '  e<x<d,  
O, otherwise, 
where a, b, c, d E R 1 and a < b < c <_ d. A triangular fuzzy number can be considered as a 
speciaI case of the trapezoidal fuzzy number with b = c. Due to their simple formulas and the 
ease of computation, both trapezoidaI and triangular fuzzy numbers are most commonly used in 
practice. 
A fuzzy set # : R 1 ~ [0, 1] is said to be open left if 
lim #(x) = 1 and lim #(x) = 0; 
~--*- -OO 3g -"> ~ 
likewise, a fuzzy set # : R 1 --* [0, 1] is said to be open right if 
tim ,u(x) = 0 and lim ~(x) = 1. 
z---~ - oo  3g---+ oQ 
DEFINITION 2.2. 
parameters {c, d} as follows: 
#(x) = x - -d  
c - -d  ~ 
0, 
An open left trapezoidal fuzzy number # : R 1 --* [0, 1] is specified by two 
X<C~ 
c < x < d, (2.2) 
otherwise, 
where c, d E R 1 and c < d. Likewise, an open right trapezoidal fuzzy number # : R 1 --~ [0, 1] .is 
specified by two parameters {a, b} as follows: 
x- -a  
b--a' a<z<b, 
U(z)  = 1, z > b, 
O, otherwise, 
(2.~0 
where a, b E R 1 and a < b. 
Note from the above definition that open left trapezoidal fuzzy numbers are nonincreasing, 
and that open right trapezoidal fuzzy numbers are nondecreasing. It can be easily checked that 
triangular, trapezoidal, open left trapezoidal, and open right trapezoidal fuzzy numbers are not 
only quasi-convex, but also convex. 
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For two fuzzy sets #1, #2 on R n, #1 is said to be included in #2 (#1 c_ #2) if and only if 
~l(x) < ~2(x), w c R ~ 
The intersection of two fuzzy sets #1 and #2, denoted by #1 A #2, is defined for all x E R n by 
(/A 1 /k/~2)(X) ---- min{#l (X) , / z2 (x )}  , (2.4) 
where the right-hand side of (2.4) denotes the minimum of #l(x)  and p2(x). Let #1, #2, . . . ,#k  
be fuzzy sets on R ~, then it can be easily checked that 
supp #j = supp(#j).  
The fuzzy intersection operation is mathematical ly equivalent o the fuzzy conjuction in fuzzy 
logic. There are multiple choices for the fuzzy conjunction operator. The set of candidate fuzzy 
conjunction operators, called t-norms or triangular norms, is defined by a set of axioms. A 
common fuzzy conjunction operation is the minimum operator. An important property about 
t-norms is that all t-norms are bounded above by min (for details, see [10]). 
Now, we recall that an intersection of finitely many convex (respectively, quasi-convex) fuzzy 
sets is a convex (respectively, quasi-convex) fuzzy set. 
THEOREM 2.2. (See [11, Theorem 1].) I f  #j : R n --* [0,1], j = 1, 2 , . . . ,  k, are convex (respectively, 
k quasi-convex) fuzzy sets, then the intersection Aj=I  ~zj is a convex (respectively, quasi-convex) 
fuzzy set with 
supp #j = supp(#j).  
j= l  
DEFINITION 2.3. A fuzzy set # : R n ~ [0, 1] with convex support is said to be 
(1) semistrictly convex if for atl x, y E supp(#), #(x) ¢ #(y), and A E (0, 1), 
#(Ax + (1 - a)y) > a#(x)  + (1 - a)#(y);  
(2) semistrictly quasi-convex if for all x, y E supp(#), #(x) • #(y), and A E (0, 1), 
#(Ax + (1 - A)y) > min{#(x),/z(y)}. 
Note from the definition of strictly convex fuzzy sets, and the above definitions, that any 
strictly convex fuzzy set is semistrictly convex (but not vice versa) and that any semistrictly 
convex fuzzy set is semistrictly quasi-convex (but not vice versa). 
DEFINITION 2.4. Let x, y E R "~. The line segment ix, y] (with endpoints x and y) is the segment 
{7~ + (1 - 7 )y :  o < 7 < 1}. Xf x # y, the interior (z, y) of [~, y] is the segment {7~ + (1 - 7)Y: 
0 < 7 < 1}. In a similar way, we can define ix, y) and (x, y]. 
Let S be a nonempty subset of R n. Recall that, by definition, a real-valued function f : S --* R 1 
is said to be upper semicontinuous at a point x E S if for any e > 0, there exists a 5 > 0 such 
that 
, (y )  < , (x )  + ~, 
for all y e S and HY-X[[ < 5. f : S --. R 1 is said to be upper semicontinuous if it is upper 
semicontinuous at each point of S. 
Direct examination of the definition of upper semicontinuity shows that the set of upper semi- 
continuous functions is closed under addition and nonnegative scalar multiplication. This is 
formalized in the following theorem. 
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THEOREM 2.3. Let f and g be upper semicontinuous on R ~ and let ~ > O. Then, f + g and a f  
are upper semicontinuous on R ~. 
The following well-known fact is of great importance. 
THEOREM 2.4. Let X be a nonempty compact subset of R n. A real-valued function f : R ~ -* R :L 
upper semicontinuous on X attains its max imum on X .  
THEOREM 2.5. (See [12, Theorem 3.34].) Let S be a nonempty subset of  R ~ and let M be a 
subset of  S. Then, M is dosed in S i f  and only i f  M = F n S for some F which is closed in R ~. 
THEOREM 2.6. (See [6, Theorem 3.2].) i f#  : R n --~ [0, 1] is an upper semicontinuous semistrictly 
quasi-convex fuzzy set with convex support, then it is also quasi-convex. 
3. MAIN  RESULTS 
In [6], we proved for the family of semistrictly quasi-convex fuzzy sets with convex supports, 
that every local maximizer is also a global one. We have seen that any strictly convex fuzzy set is 
semistrictly convex (but not vice versa) and that any semistrictly convex fuzzy set is semistrictly 
quasi-convex. It follows for both families of semistrictly convex fuzzy sets with convex supports 
and strictly convex fuzzy sets that every local maximizer is also a globM one. In the following 
semistrictly convex fuzzy set, 
2 i fx  = 0, 
It(x) = 3'  
1, if x ¢ 0, 
any nonzero point in R 1 is a global maximizer. This indicates that it has flat maximum. The 
main difference between semistrictly convex and strictly convex fuzzy sets is that a semistrictly 
convex fuzzy set can have a fiat maximum whereas a strictly convex fuzzy set can attain its 
global maximum at no more than one point. We discuss the relationship between semistrictly 
convex and strictly convex fuzzy sets on the real line by the following result which is motivated 
by Yang [13]. 
THEOREM 3.1. Let tt : R 1 ~ [0, 1] be a fuzzy set with supp(it) = (a, b), where (a, b) is a nonemp[y 
open interval in R 1. Then, it is a strictly convex fuzzy set i f  and only i f  # is a semistrict ly convex 
fuzzy set and t~ attains its max imum over (a, b) at no more than one point. 
PROOF. Let x, y • supp(/z) = (a, b) with x # y. If It(x) # tz(y), then by the semistrict convexity 
of #, we have 
It(hx + (1 - h)y) > h#(x) -V (1 - ,k)#(y), for each h e (0, 1). 
Now suppose that tz(x) = #(y). Without loss of generality, we may assume that x < y. 
(I) If there exists a z • (x, y) such that #(z) > It(x) =/z(y) ,  then 
It(z) = hit(z)  + (1 - h ) , ( z )  > hit(x) + (1 - h ) , (y ) ,  for each h • (0, 1). (3.1) 
Since tt is semistrictly convex, and #(z) >/z(x),  we have 
It(hx + (1 - h)z) > Ait(x) + (1 - A)p(z) > It(x) =/~(y) (3.2) 
for each h E (0, 1). Similarly, it(z) > #(y) implies that 
I t (hz + (1 - h)y)  > hit(z) + (1 - h) i t (v)  > It(x) = it(p) (3.3) 
for each A • (0, 1). By (3.1)-(3.3), we obtain 
#(Ax -b (1 -- A)y) > Ait(x) q- (1 - A)#(y), for each A • (0, 1). 
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(II) if  
#(Ax + (1 - A)y) < #(x) =/~(y), for each A e (0, 1). (3.4) 
Since # attains its maximum over (a, b) at no more than one point by assumption, there 
exists 5 e (a,b) such that f ~ (x,y) and/~(5) > tz(x) =#(y) .  It is clear that 5 < xor  
~>y.  
(i) If ff < x. By the semistrict convexity of #, and since #(if) > #(x), we have 
# (A5 + (1 - A)x) > A# (5) + (1 - A)#(x) > #(x), for each A ff (0, 1). 
Since p(x) = #(y), it follows that 
#(~) > #(y), for each ~ e (5, x). 
Let x 1 E (2, x). By the semistrict convexity of/~, and since #(xl)  > Iz(y), we have 
#(Axl -k (1 - A)y) > A#(xl) ÷ (1 - A)/~(y) > #(y), for each ~ e (0, 1), 
which contradicts (3.4). 
(ii) If f > y. By the semistrict convexity of #, and since #(2) > #(y), we have 
#(Ay + (1 - A)5) > A#(y) + (1 - A)#(5) > #(y), for each A C (0, 1). 
Since #(x) = tz(y), it follows that 
> for each (y, 5). 
Let yl c (y, 5). By the semistrict convexity of #, and since #(yl) > #(x), we have 
#(Ax + (1 - A)yI) > i#(x)  + (1 - A)#(yl) > #(x), for each A E (0, 1), 
which contradicts (3.4). 
Conversely, suppose that # : R 1 --~ [0, 1] is a strictly convex fuzzy set. We have seen that any 
strictly convex fuzzy set is semistrictly convex. We now show that # attains its maximum over 
its support at no more than one point. Let x* E supp(#) = (a, b) be a global maximizer of # 
and suppose, by contradiction, that it is not a strict global maximizer of # over (a, b), then there 
exists an • C (a, b), • ¢ x*, such that 
= , (x*). 
By the strict convexity of tz, we have 
#(Ax*÷(1-A)~)>A#(x* )+(1-A)#(~2)=#(x* ) ,  for each A e (0, 1), 
which contradicts the assumption that x* is a global maximizer of # over (a, b). This completes 
the proof. 
An analogous result to Theorem 3.1 for the quasi-convex case is the following theorem. 
THEOREM 3.2. Let # : R 1 ~ [0, 1] be a fuzzyset with supp(#) = (a, b), where (a, b) is a nonempty 
open interval in R 1. Then, # is a strictly quasi-convex fuzzy set if and only i f# is a semistrictly 
quasi-convex fuzzy set and # attains its maximum over its support at no more than one point. 
PROOF. Let x ,y  6 supp(l z) ---- (a, b) with x # y. If #(x) # #(y), then by the semistrict quasi- 
convexity of #, we have 
#(Ax + (1 - A)y) > min{#(x), #(y)}, for each ~ e (0, 1). 
Now suppose that #(x) =/z(y).  Without loss of generality, we may assume that x < y. 
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(I) If there exists a z e (x, y) such that p(z) > it(x) = #(y), then 
•(z) > min{#(x), #(y)}. (3.5) 
Since/~ is semistrictly quasi-convex, and #(z) > #(x), we have 
•(Ax + (1 - A)z) > #(x) = min{#(x), t~(Y)}, for each A e (0, 1). (3.6) 
Similarly, #(z) > #(y) implies that 
#(Az + (1 - A)y) > #(y) = min{#(x), #(y)}, for each A e (0, 1). (3.7) 
By (3.5)-(3.7), we obtain 
#(Ax + (1 - A)y) > min{#(x), #(y)}, for each A e (0, 1). 
j i )  if 
#(Ax + (1 - A)y) _< #(x) = #(y), for each A C (0, 1). (3.8) 
Since # attains its maximum over (a, b) at no more than one point by assumption, there 
exists 5 E (a,b) such that 5 ~ (x,y) and #(5) > #(x) =#(y) .  It is clear that 5 < x or 
5>y.  
(i) If 5 < x. By the semistrict quasi-convexity of #, and since #(5) > #(x), we have 
+ (1 - > for each e (0, 1). 
Since/~(x) = #(y), it follows that 
#(~) > #(y), for each ~ e (5, x). 
Let xl e (5, x). By the semistrict quasi-convexity of #, and since #(Xl) > #(y), we 
have 
,( xl + (1 - > , (y ) ,  for each e (0,1), 
which contradicts (3.8). 
(ii) If 2 > y. By the semistrict quasi-convexity of t~, and since ~t(~) > #(y), we have 
#(Ay + (1 - A)2) > #(y), for each A e (0, 1). 
Since #(x) = #(y), it follows that 
#(9) > #(x), for each 9 E (y, 2). 
Let Yl C (y, 5). By the semistrict quasi-convexity of #, and since #(y~) > #(x), we 
have 
#(Ax + (1 - A)yl) > #(x), for each A e (0, 1), 
which contradicts (3.8). 
Conversely, suppose that # : R 1 ~ [0, 1] is a strictly quasi-convex fuzzy set. We have seen 
that any strictly quasi-convex fuzzy set is semistrictly quasi-convex. We now show that # attains 
its maximum over its support at no more than one point. Let x* E supp(tL) = (a, b) be ,~ 
global maximizer of # and suppose, by contradiction, that it is not a strict global maximizer of # 
over (a, b), then there exists an • E (a, b), ~ ¢ x*, such that 
= 
By the strict quasi-convexity of #, we have 
# (Ax* + (1 - A)2) > min{p(x*), #(2)} = #(x*), for each A e (0, 1), 
which contradicts the assumption that x* is a global maximizer of # over (a, b). This completes 
the proof. 
We have seen that supp(#) of any quasi-convex fuzzy set # : R n -~ [0, 1] is a (crisp) convex 
subset of R ~. This observation, combined with a similar argument used in proving Theorem 2.1, 
leads to an alternative characterization of quasi-convex fuzzy sets. 
124 Y.-R. SYAU et al. 
THEOREM 3.3. A fuzzy  set It : R ~ --~ [0, 1] is quasi-convex i f and only i f  the strong a-level set 
{t E R ~ : #(t) > a}  is a convex set for each a E [0, 1). 
Motivated by [14], we obtain an interesting property of a fuzzy set that is quasi-convex, but 
not strictly quasi-convex. 
THEOREM 3.4. A fuzzy  set It : R n --+ [0, 1] that is quasi-convex, but not  str ict ly quasi-convex is
constant on some interval. 
PROOF. Let It : R n -* [0, 1] be a fuzzy set that is quasi-convex, but not strictly quasi-convex. 
Then, there exist distinct points ~, z) E supp(it) and 5 E (2, z)) c_ supp(it) such that 
It(5) = min{it(~), It(g)}. 
Without loss of generality, we may assume that It(2) _< #(~); then 
It(5) = It( ) _< It(g). 
If # is constant on [~, ~], then the proof is completed. If, on the other hand, # is not constant 
on [2, 2], then by the quasi-convexity of It, there exists 5: E (~, 5) such that 
#(2) > It(2) = It(2). (3.9) 
Since #(5) < It(~), from the quasi-convexity of #, we obtain 
It(y) > It(5), for all y E [5, 9]. (3.10) 
Note from (3.9) and Theorem 3.3 that the strong level set 
{t e n" :  #(t) > #(5)} 
is a nonempty convex subset of R ~. Since 2 E ($, 2), It(2) > It(2), and 2 E ($, 9), by the convexity 
of the strong level set {t E R ~ : #(t) > #(5)}, it follows from (3.10) that # must be constant 
on 
Theorem 2.6 states that an upper semicontinuous semistrictly quasi-convex fuzzy set with 
convex support is also quasi-convex. We also have the following interesting property of a fuzzy 
set that is semistrictly quasi-convex, but not quasi-convex. 
THEOREM 3.5. Let # : R n ~ [0, 1] be a fuzzy set with convex support.  I f  # is semistrict ly 
quasi-convex, but not  quasi-convex, then there exist dist inct points ~, 9 E supp(#) and 5 E ( ~, 9) 
such that on the line segment [~:,~], we have 
0 < #(~) < #(~) = #(9) 
and 
It(x) = for all x c u 9]. 
PROOF. Let # : R n --+ [0,1] be a fuzzy set, with convex support, that is semistrictly quasi-convex, 
but not quasi-convex. Then, there exist distinct points ~, 9 E supp(#) and 5 E (2, ~) C_ supp(#) 
such that 
It(~) = It(g), but It(~) < It(~) = It(g). (3.11) 
Let zl E (~, £') and z2 E (£', 9). Then, by (3.11) and the semistrict quasi-convexity of It, we obtain 
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Since 5 E (zl, ~), we must have/z(zl) = #(z]) for if not, from the semistrict quasi-convexity of
/~, #(5) > min{/z(zl), #(z])}, which is a contradiction. Similarly, #(z2) = #(~) = #(z]). Thus, we 
conclude that 
F(x) = #(~), for all x e [~, ~) U (~, ~]. 
This completes the proof. 
~e  have seen that any convex fuzzy set is a quasi-convex fuzzy set. It is easy to establish 
for fuzzy sets that convexity implies semistrict quasi-convexity. Let # : R 1 --* [0, 1] be a convex 
fuzzy set and let x ,y  E supp(t~), #(x) ¢ #(y). Without loss of generality, we may assume that 
t~(x) > #(y). Then, 
A#(x) + (1 - A)p(y) > #(y), for each A e (0, 1). 
Hence, 
~(~ + (1 - ~)y) > ~(~)  + (1 - ~)#(y) > . (y ) ,  for each ~ e (0, ~), 
and/~ is a semistrictly quasi-convex fuzzy set. Then, by Theorem 2.6, we obtain the following 
result. 
THEOREM 3.6. In the upper semicontinuous case, the class of semistr ict ly quasi-convex fuzz)" 
sets lies between the convex and quasi-convex classes. 
THEOREM 3.7. Let f be a real-valued function on R n, and let g be a real-valued function on R 1 , 
I f  f is continuous at p E R n and g is upper semicontinuous at f (p) ,  then h(x) = g( f (x ) )  is upper 
semicontinuous at p. 
PROOF. Let u = f(p) .  Given e > 0, since g is upper semicontinuous at u, there is an ~ > 0 such 
that 
g(v) < g(u) + e, whenever Iv - u I < ~. 
For this ~, since f is continuous at p, there exists a 5 > 0 such that 
I f (x) - f (P) l  < •, whenever ltx - Pll < 5. 
Combining these two statements, we find that 
h(x) < h(p) + c, whenever IIx - Pll < 5. 
Let S be a nonempty subset of R ". It is well known from mathema,tical nalysis that f : S ~ R ~ 
is upper semicontinuous if and only if its upper level set {x e S I f (x )  k r} is a closed subset: 
of S for each r C R 1. Since for a fuzzy set # : R" --* [0, 1], we have 
[~1~ = {x e R ~ I~(x)  >- ~} 
= {x e [.]0 I~(x)  -> 5}  
= {~ e R n I . (x )  > ~} n [•]0, 
for each ~ > 0, 
{x e R ~ I#(x) > 0} = R '~ and (x e [/~]0 ]#(x) > 0} = [#]0- 
By Theorem 2.5, we obtain the following result. 
THEOREM 3.8. A fuzzy set # : R n --~ [0, 1] upper semicontinuous on R ~ is upper semicontinuoe,~ 
on [#]o, and vice versa: any fuzzy set # upper semicontinuous on [#]o is upper semicontinuous 
on 12~ n . 
By the well-known facts from mathematical analysis the pointwise infimum of an arbitrary 
collection of upper semicontinuous functions is upper semicontinuous. This result, combined 
with Theorem 3.8, leads to the following theorem. 
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THEOREM 3.9. I f#j  : R n -* [0, 1], j = 1, 2,.. .  ,k, are upper semicont inuous fuzzysets ,  then the 
k 
in tersect ion/~j=l  #J is upper semicont inuous on cl(Aj~ J supp(#j)). 
Combining Theorems 2.3 and 3.8, we obtain the following result. 
THEOREM 3.10. Let#j  : Rn-*[O,  1 ] , j= l ,2 , . . .  ,k ,  beuppersemicont inuouswi th  Ni=lk supp(/zj) 
O. For ~[1, ~2, . . . ,'TIc > 0 with  ~k=l  ~'j = 1, the fuzzy  set tz : R n --~ [0, 1], defined by 
k k 
y~ "~j#j(x), i f  x e A supp(/zj), 
].t (Z) : j= l  j= l  
O, elsewhere, 
is an upper semicont inuous fuzzy  set on cl(Nje J supp(#j)). 
REMARK 3.1. Since all t-norm operators are bounded above by minimum, we restrict ourselves 
k to the aggregated fuzzy set/z of #1, #2, . . . ,  #k on el(Nj= 1 supp(#j)). 
4. APPL ICAT IONS TO DECIS ION MAKING 
Finally, we will briefly present the essence of Bellman and Zadeh's general approach to decision 
making under fuzziness. Bellman and Zadeh [15] introduced the basis of most optimization 
problems, in which both objective(s) and constraints in an ill-defined situation are represented 
by fuzzy sets. In the case presented, a collection of I objective functions G1, G2, . . . ,  Cz, and m 
constraints C1, C2,. . . ,  Cm, defined on the decision space X, are assumed to be given. A fuzzy 
decision D in X is defined by its membership function 
,~(x )  = ,G ,  (~) * , c ,  (~) * . . .  * ,G,  (~) * , c ,  (~) * , c , ( z )  , . . .  • , c , (x ) ,  
where x E X and • denote an appropriate aggregation operator. Due  to the ease of compu-  
tation, the most  commonly  used aggregation operator is the min imum operator. The  biggest 
disadvantage of this operator is that it is completely noncompensatory.  In contrast to the mini- 
mum operator, the arithmetical average aggregation operator is fully compensatory  (for details, 
see [16]). More  explicitly, #D (x) corresponding to the arithmetical average aggregation operator 
has to be ,) 
In addition, Bellman and Zadeh [15] pointed out that D might be expressed as a convex combi- 
nation of the goals and constraints, with weighting coefficients reflecting the relative importance 
of the constituent terms. 
If there exists a subset M C X for which to  (x) reaches its maximum, then the fuzzy subset D M 
of D defined by 
max#D(X), fo rxEM,  
~DM (X) = 0, elsewhere, 
will be said to be the optimal decision and any x in the support of D M will be referred to as a 
maximizing decision. 
We now discuss ome applications of upper semieontinuous fuzzy sets to fuzzy decision making. 
Assume that we are given l fuzzy goals G1, G2,. . . ,  Gt, and m fuzzy constraints C1, C2 , . . . ,  Cm 
in a space of alternatives X c R n such that 
/( ) = supp(#a,) N 5supp(#c J )  #0.  
j= l  
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Let D1 be the resulting fuzzy decision by using the minimum aggregation operator of the goals 
and constraints, and let D2 be the fuzzy decision defined by 
l m 
E%#G~(x)+ E~/l+J#c~(x), i f xE  f~, 
/ZD2 (X) = i=1 j= l  
0, elsewhere, 
for some 71,. . . ,7 j , . . . ,3 ' l+m > 0 with ~/1 + ' "+7 j  +""  +~/l+m = 1. 
According to Theorems 2.4, 3.9, and 3.10 ,  we have the following result. 
THEOREM 4.1. I f  the fuzzy goals C1, G2, . . . , Gz, and fuzzy constraints C1, C2,..., Crn are upper 
semicontinuous, and f~ is bounded, then 
(1) the fuzzy decision D~ is upper semicontinuous, and attains its max/mum on cl(f~); 
(2) the fuzzy decision D2 is upper semicontinuous, and attains its maximum on cl(f~). 
Consider the following nonlinear programming problem (P): 
minimize [fl(x), f2(x) , . . . ,  fl(x)], 
subject o gj(x) <_ O, j = 1 , . . . ,m,  
where f l , . . . ,  fl, g l , . . . ,  gm are continuous functions on R ~, and x is a vector of n components 
Xl , . . .  ,xn. A fuzzy optimization problem may be given by transforming f i (x),  i = 1 , . . . , l  to 
fuzzy goals, and gj(x), j = 1 , . . . ,m,  to fuzzy constraints. More precisely, by using suitable 
noninereasing transformations 
7/ :  R ~ --* [0, 1], 
0 j :  R 1 -~ [0,1], 
i = 1, . . . , I ,  
j= l , . . . ,m,  
we get the corresponding fuzzy goals and fuzzy constraints 
,c~ (x) = 6 (gj(x)), 
i = 1, . . . , l ,  
j= l , . . . ,m.  
If the chosen nonincreasing transformations rli, i = 1, . . . , I ,  and Oj, j = 1 , . . . ,m,  are up- 
per semicontinuous, then the corresponding fuzzy goals and fuzzy constraints, G1, G2,. . . ,  Gl, 
C1, C2,. •., Cm are upper semicontinuous fuzzy sets. If f~ is bounded, then by Theorem 4.1, we 
conclude that the fuzzy decisions D1 and D2 are upper semicontinuous, and attain their maxima 
on c l (a) .  
EXAMPLE 1. Consider a multiple objective programming problem (P1) as below 
minimize [fl (x), f2 (x ) ,  . . . , fl (x ) ] ,  
subject o gj(x) < O, j = 1 , . . . ,m,  
where f l , . . . ,  fl, g l , . . .  ,gin are convex functions in the common sense on R n, and x is a vector 
of n components z l , . . . ,  xn. A fuzzy optimization problem may be given by transforming f i (x),  
i = 1, . . . ,  l to fuzzy goals, and 9j(x), j = 1, . . . ,  m, to fuzzy constraints. More precisely, by using 
suitable transformations 
~ : R 1 - - ,  [0, 1], 
0 j :  R 1 -~ [0,1], 
i = 1, . . . , l ,  
j = 1, . .° ,m, 
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we get the corresponding fuzzy goals and fuzzy constraints 
#a,(x) = rli(fi(x)), i = 1, . . .  ,l, 
#cj (x)  = Oj(gj(x)), j = 1 , . . . ,m.  
Since each objective function f i (x) is to be minimized, the rational preference-based membership 
function of ~i can be assumed to be nonincreasing. If r/i : R 1 --* [0, 1] is also assumed to be a 
convex fuzzy set, then it can be easily checked that #c, : R ~ ~ [0, 1] is a convex fuzzy set. In 
particular, rh can be assumed to be an open left trapezoidal fuzzy number. Since each constraint 
is gj(x) N O, the rational preference-based membership function of 0j can be assumed to be 
nonincreasing. If 0j : R 1 ~ [0, 1] is also assumed to be a convex fuzzy set, then it can be easily 
checked that/~cj  : -Rn --* [0, 1] is a convex fuzzy set. In particular, Of can be assumed to be an 
open left trapezoidal fuzzy number. 
The membership function /£D (X) of the fuzzy decision corresponding to the minimum aggre- 
gating operator has to be 
It follows from Theorem 2.2 that the fuzzy decision #D is a convex fuzzy set. 
The fuzzy decision corresponding to a strict convex combinations of the fuzzy goals and fuzzy 
constraints has to be 
l l+rn 
~ Ti#e~(x) + ~ "yj#Cj(Z), i f zesupp(#D) ,  
#D(x) i--1 j= l+ l  
0, if x ~ supp(/~D), 
for some ~'1,---, 'Yj, .- .  ,3'l+m > 0 with ~/1 + ""  + ~j + " "  + ~/l+m = 1. As pointed out in [15], 
the weighting coefficients 71, . . . ,T j , - . . ,~/ l+m > 0 reflect the relative importance of the fuzzy 
goals and fuzzy constraints. It follows from Theorem 3.8 in [7] that the fuzzy decision #b(x)  is 
a convex fuzzy set. 
EXAMPLE 2. Consider a multiple objective programming problem (P2) as below 
minimize [fI (x), f2 (x ) , . . . ,  f~ (x)], 
subject to gj (x) <_ O, j = 1 , . . . ,  m, 
where f l , . - - ,  fl, g l , . . .  ,gin are quasi-convex functions in the common sense on R '~, and x is a 
vector of n components Xl , . . . ,  xn. A fuzzy optimization problem may be given by transforming 
f i (x),  i = 1, . . .  ,1 to fuzzy goals, and gj(x), j = 1, . . .  ,m, to fuzzy constraints. More precisely, 
by using suitable transformations 
r h : R 1 --* [0,1], i = 1, . . . ,1,  
0j : R1 --, [0, 1], j= l , . . . ,m,  
we get the corresponding fuzzy goals and fuzzy constraints 
= 
, c j  (x) = 6(g j (x) ) ,  
i = 1 , . . . , t ,  
j = l , . . . ,m.  
Since each objective function f i (x) is to be minimized, the rational preference-based membership 
function of r/i can be assumed to be nonincreasing. Then, it can be easily checked that #a~ : 
R r' --~ [0, I] is a quasi-convex fuzzy set. In particular, r/i can be assumed to be an open left 
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trapezoidal fuzzy number. Since each constraint is gj(x) < O, the rational preference-based 
membership function of 0j can be assumed to be nonincreasing. Then, it can be easily checked 
that #cj : R n --+ [0, 1] is a quasi-convex fuzzy set. In particular, 0j can be assumed to be an open 
left trapezoidal fuzzy number. 
The membership function t~D(X) of the fuzzy decision corresponding to the minimum aggre- 
gating operator has to be 
(=) = ,,G, (=) A ffG, (=) A . . .  A (=) A ,,c, A ffc  A . . .  A 
It follows from Theorem 2.2 that the fuzzy decision ffD is a quasi-convex fuzzy set. 
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