Many identities involving special functions can be proved using the theory of @-nite or holonomic sequences and functions. This theory applies in particular to numerous combinatorial identities. This work presents a theoretical and algorithmic approach to the multivariate case, together with an implementation.
Introduction
Computer algebra consists in performing calculations on mathematical objects represented by a nite amount of information. A class of computer algebra objects is especially useful when it is possible to recognize whether two members of the class are identical or not. D. Zeilberger showed that a large set of combinatorial identities can be proved using properties of the class of P--nite functions and sequences and the important subclass of holonomic functions 33] . A function is P-nite when the set of its partial derivatives spans a nite-dimensional vector space over the rational functions. Computationally, a P-nite function is de ned by a set of linear di erential equations (linear relations between the partial derivatives) and a nite number of initial conditions.
Proving that a P-nite function is zero requires nding a linear system it satis es and checking that su ciently many of its initial conditions are zero. This computation is made possible by the numerous closure properties enjoyed by the class of P-nite functions. Similarly, P-nite sequences are de ned as sequences such that the set of sequences obtained by shifting the indices spans a nite-dimensional vector space over the rational functions. Identities involving such sequences are proved by computing systems of recurrences and su ciently many initial conditions. There again, the computation of these systems is made possible by the closure properties enjoyed by the class of P-nite sequences. It is well-known that both properties are equivalent in the univariate case via generating functions. In the multivariate case, however, the equivalence does not hold in general and this has motivated L. Lipshitz to give a technical de nition of P-niteness of sequences in several variables 17].
The experience gained from an implementation of the univariate case 23] shows that the algorithms used in the di erential and in the di erence case are essentially identical. It is therefore natural to encompass both notions into a more general one. Our aim is to make e ective operations on systems of linear operators constrained so that their solutions lie in a nite dimensional vector space. First approaches to the mixed di erential-di erence case are due to D. Zeilberger 33] and N. Takayama 26] . We use Ore polynomials and skew polynomial rings to also deal with q-equations, and numerous other linear equations in pseudo-derivatives. The solutions of these systems will be called @-nite. However, none of our algorithms deals with these @-nite solutions. Instead, they deal with Ore polynomials which can be interpreted as operators annihilating them. Initial conditions therefore lie outside of the scope of our algorithms. Indeed, for each type of Ore polynomials, initial conditions require speci c algorithms and a speci c implementation. In Section 1, Ore polynomials are introduced and the algorithmic tools to work with them are provided. As N. Takayama noticed in the di erential-di erence case, and as was developed by A. Kandri-Rody 1 2 FR ED ERIC CHYZAK AND BRUNO SALVY and V. Weispfenning in the more general setting of polynomial rings of solvable type 13], Buchberger's algorithm for Gr obner bases can be adapted to this non-commutative context. These bases furnish normal forms and an algorithm for elimination. In Section 2, we use Gr obner bases to make some of the closure properties e ective. When interpreted in terms of @-nite functions, these closure properties correspond to closure under addition, product and pseudo-derivative.
In Section 3, we generalize to the context of Ore polynomials the important operation of creative telescoping, which makes it possible to compute de nite sums and integrals. In the special case of the Weyl algebra (di erential equations), this algorithm is guaranteed to succeed for a subclass of systems of equations classically called holonomic. Moreover, if a function is @-nite, there exists a holonomic system annihilating it 14] . Results obtained by holonomy can also be translated to results for sequences via generating functions 33] . In the general case of Ore polynomials, we do not have a corresponding notion of holonomy. The algorithms we give for creative telescoping are therefore not guaranteed to succeed. We give two such algorithms. The rst one is slow but will always terminate (successfully or detecting that the algorithm has failed), the second one is faster but may fail to terminate.
All these operations are illustrated by examples using F. Chyzak's implementation 6] 1 . In conclusion, we recall the special case of Weyl algebras, where more operations are possible and we discuss envisioned extensions.
1. Non-commutative algebras of operators 1.1. De nitions. O. Ore 20] initiated an algebraic treatment of a very general class of linear operators now called Ore operators. We give a slightly restricted de nition that ts our needs (see 7] for the general case). Since all algebras of interest to our study are skew algebras of operators, we adopt the convention that the words rings and elds always refer to possibly skew rings and elds. We specify commutative ring or commutative eld when necessary. Moreover, all rings under consideration in this paper are of characteristic 0. 
Additionally, is assumed to commute with .
Degree in @ and coe cients are de ned as in the commutative case, the coe cients being on the left side of the monomials. 1 The packages mentioned in this article are available by anonymous ftp from ftp.inria.fr:INRIA/Projects/algo/programs or at the URL http://www-rocq.inria.fr/algo/libraries/libraries.html.
Examples of skew polynomial rings are given in Table 1 . In all the cases under consideration in this (3) Thus and are completely determined by their values on x. One reason for studying these skew polynomial rings is that operations which can be performed in them need only be implemented once and then apply equally to linear di erential equations, linear di erence equations or their q-analogues.
The following proposition is due to the existence of a degree function and leads to the multivariate case. Example. In Q(a; b) n; x] S n ; S n ; 0] @ x ; 1; @ x ], where S n denotes the shift operator with respect to n and @ x denotes di erentiation with respect to x, the Jacobi polynomials P (a;b) n (x) are cancelled by ? a 2 ? b 2 + (2n + a + b + 2)(2n + a + b + 3)(2n + a + b + 4)x S n + 2(n + a + 1)(n + b + 1)(2n + a + b + 4): (5) This is the only information our algorithms will use to deal with Jacobi polynomials. Initial conditions must be treated separately, if needed.
Example. The Ore algebra Q(q) n; q n ] S n ; S n ; 0] with the commutation rule S n n k (q n )`= (n + 1) k q`(q n )`S n is well-suited for certain q-computations. (Here q n must be viewed as an indeterminate; a more formal description would be to introduce an indeterminate Q that would act on functions as the multiplication by q n .) Although all the algorithms we present below have an interpretation in terms of operators, the existence of a speci c algebra F is not even needed. The algorithms can all be stated at the level of ideals I of Sand modules S=I.
1.3. Euclidean division. Two algorithms allow us to perform most of our computations. The rst one is left Euclidean division which leads to an extended right gcd algorithm. The second one is a suitably modi ed version of Buchberger's algorithm for Gr obner bases. The Euclidean algorithm is less powerful than the Gr obner bases approach, but it can be used in some Ore algebras where the latter is unavailable. In this section and the next one, we detail both these algorithms, their constraints and some of their applications.
The results in this section are due to O. Ore 20] . Recall our convention that elds may be skew. Call an e ective eld a eld in which the usual ring operations are computable, and where given two non-zero elements and , one can compute two non-zero elements 0 Left lcm's are also computed using this algorithm. This is achieved by considering the last identity produced by the algorithm:
Ua + V b = 0: Once again, it is not di cult to prove that the polynomial Ua is a left lcm of a and b. This is summarized in the following theorem, which was proved by Ore 20] in the case of a commutative eld K, but readily extends to skew elds.
Theorem 1 (Ore) . Given Example. We apply this elimination on operators which de ne the Jacobi polynomials. Starting from (5) and a mixed di erence-di erential equation:
1 ? x 2 S n @ x ? (n + 1) (a ? b ? (2n + a + b + 2)x)S n ? 2(n + a + 1)(n + b + 1); (8) we prove that Jacobi polynomials also satisfy (4) by eliminating the di erential operator @ x between (5) and (8) Using a philosophy reminiscent of Axiom's, an Ore algebra is represented internally as a table of procedures that perform its basic operations. Here comm, diff and shift are prede ned types of Ore operators, but one could create Ore algebras with other operators.
We then enter both polynomials:
G:= 2*(n+2)*(n+a+b+2)*(2*n+a+b+2)*Sn^2 -((2*n+a+b+3)*(a^2-b^2)+(2*n+a+b+2)*(2*n+a+b+3)*(2*n+a+b+4)*x)*Sn +2*(n+a+1)*(n+b+1)*(2*n+a+b+4), (2*n+a+b+2)*(1-x^2)*Dx*Sn-(n+1)*(a-b-(2*n+a+b+2)*x)*Sn-2*(n+a+1)*(n+b+1)]:
And we ask for a skew polynomial free of S n , if possible: can be performed by computing non-commutative Gr obner bases using a suitable generalization of Buchberger's algorithm. Early work in this area in the context of Weyl algebras is due to A. Galligo 11] . N. Takayama used an analogous technique for di erence-di erential algebras 26].
A su cient condition for Gr obner bases to be nite is that the algebra be a left Noetherian ring, which means that it does not contain any in nite strictly increasing sequence of left ideals. Table 1 ). Let I n be the left ideal generated by (x; xM; : : :; xM n ). Then xM n+1 6 2 I n , and (I n ) n2N is an in nite strictly increasing sequence of left ideals. Therefore, not all left ideals have a nite basis 2 .
The following theorem gives a su cient condition for an Ore algebra to possess nite Gr obner bases, and states that these bases can be computed by a non-commutative analogue of Buchberger's algorithm. When this theorem applies, e ciency can be improved by suitable generalizations of the so-called \normal strategy" 9, chap. 2], \sugar strategy" 12] and by \trace lifting " 30] . Further discussion of implementation and e ciency will be part of F. Chyzak's thesis (see also 6]). As can be seen from Table 1 , this theorem implies that many useful Ore algebras are left Noetherian.
Proof. The di cult part of this theorem is the case of polynomial Ore algebras (when x is empty). This case is treated by A. Kandri-Rody and V. Weispfenning 13, Theorem 4.7] under the name \polynomial rings of solvable type". The theorem can be obtained either by a simple re nement of their derivation, or by appealing to T. Mora Similarly, one could obtain (5) by eliminating the shift operator between (4) and (8).
Rational Ore algebras and @-finiteness
Solutions of linear recurrence or di erential equations with polynomial coe cients are of particular interest to computer algebra and combinatorics, since they can be speci ed by a nite amount of information: the coe cients and a nite number of initial conditions. This has led D. Zeilberger to generalize the notions of P-recursive sequences and D-nite functions studied by R. Stanley 24] into a notion of P- niteness 33] . In several variables, a function is P-nite when the vector space generated by its derivatives has nite dimension over the eld of rational functions. Similarly, a sequence is P-nite when the vector space generated by its shifts has nite dimension over the eld 8 FR ED ERIC CHYZAK AND BRUNO SALVY of rational functions. This has a simple translation in terms of ideals, and this translation yields a very natural generalization in the context of Ore algebras. K(x) in O=I, from which follows the existence of a polynomial in @ i with coe cients in K(x) which becomes zero in the quotient (i.e., belongs to the ideal). Conversely, if I contains a rectangular system with k i the degree of the polynomial in @ i , then O=I is generated by f@ p 1 1 @ pn n g 0 p i <k i as a K(x)-vector space.
A consequence of this proposition is that proving the @-niteness of a \function" in a rational Another we show in this section that f +g is also @-nite, we determine su cient conditions for fg to be @--nite and we show how to perform computations using specializations of f and pseudo-derivatives of f.
In each case, the problem is rst translated into the language of ideals and modules, then conditions on the rational Ore algebra for the resulting ideal to exist are derived. This is then made e ective by providing algorithms which construct generators of the ideal under consideration. For each operation, we give two di erent algorithms. One inputs and outputs rectangular systems and can be applied in Ore algebras even when Gr obner bases cannot be computed. The other one is based on Gr obner bases and returns generators of an ideal which is generally larger (hence better).
We begin with the sum. Lemma 1. Let I and K be two @-nite ideals in a rational Ore algebra O. The annihilating ideal for any sum f + g where f is annihilated by I and g is annihilated by K is also @-nite.
Proof. An operator P 2 O is applied to f + g by P(f + g) = P(f) + P(g). The rst summand can be reduced modulo I = Ann f, while the second summand can be reduced modulo K = Ann g. Thus the natural algebraic setting is the direct sum T= O=I O=K = O f O g (over K(x)), which is of nite dimension, since both ideals are @-nite. A rectangular system for the sum can be computed using rectangular systems for Ann f and Ann g. For each @ in the algebra, one reduces @ k f and @ k g for k = 1; 2; 3; : : : in the sequence f + g; @f + @g; @ 2 f + @ 2 g; : : : This eventually yields a rectangular system for f + g by Gaussian elimination. The @-nite ideal obtained in this way is not necessarily as large as possible. If Gr obner bases are given for both Ann f and Ann g, then a Gr obner basis of the annihilating ideal of f + g can be computed by noting that Ann(f + g) = Ann f \ Ann g. Thus as in the commutative case, a basis for this ideal is obtained by eliminating a new commutative variable t in t Ann f + (1 ?t) Ann g. In the univariate case, this algorithm reduces to computing a left lcm, for instance by the extended skew gcd algorithm.
Another procedure, which will also apply to other operations, consists in applying a suitable version of the fglm algorithm 10] (more precisely by the NewBasis algorithm of 10], using both Gr obner bases to de ne the NormalForm function).
Example. We compute annihilators for the sum of the exponential function f(x; y) = exp( x + y) and of the product of Bessel functions g(x; y) = J (x)J (y).
The In order to deal with the product, we need more information on i and i in (6) . A su cient condition is easily found. Lemma 2. Let I and K be two @-nite ideals in a rational Ore algebra O = K(x) @; ; ]. Assume that i and i are polynomials in @ i over K(x) for all i. Then the annihilating ideal for any product fg where f is annihilated by I and g is annihilated by K is also @-nite.
As can be seen from Table 1 , this hypothesis does not represent a severe restriction on the class of Ore algebras we consider.
Again, f and g in this lemma need not be interpreted as functions but as generators of the O-modules O=I and O=K.
Proof. Let i = A i (@ i ) and i = B i (@ i ) be polynomials in @ i for i 2 f1; : : :; rg. Instead of considering sums of the form P(f) + Q(g), we need to consider linear combinations of monomials of the form P(f)Q(g). The natural setting for this computation is the tensor product T= O=I O=K = O f O g (over K(x)). The application of @ i to products of the above type is translated into the following action which re ects (6):
Computing an operator which cancels the product fg reduces to computing a polynomial which cancels 1 1. Such a polynomial exists since T is nite dimensional. The algorithm to get a rectangular system which annihilates the product works as above by expressing the @ k (fg), k = 1; 2; : : : in the nite basis @ i f @ j g and using Gaussian elimination to get an operator for each @ in the algebra. Once again, if Gr obner bases are given for Ann f and Ann g then a Gr obner basis of the (generally larger) annihilating ideal for fg is obtained by the fglm algorithm of 10].
Linear combinations of pseudo-derivatives of a @-nite \function" are also @-nite. Proposition 4. Let I 1 ; : : :; I n be @-nite ideals of a rational Ore algebra O = K(x) @; ; ]. Assume that i and i are polynomials in @ i over K(x) for all i 2 f1; : : :; rg. Let P be an element of the polynomial ring O u 1 ; : : :; u n ] and f i be annihilated by I i , i = 1; : : :; n. Then P(f 1 ; : : :; f n ) is @-nite with respect to O. In practice, one can apply the algorithms outlined above directly on P(f 1 ; : : :; f n ), instead of decomposing into sums of products. This has the nice property of often producing equations of a lower order (i.e., larger ideals). Example. Cassini's identity on the Fibonacci numbers reads F n+2 F n ? F 2 n+1 = (?1) n ; with F 0 = F 1 = 1 and F n+2 = F n+1 + F n . In the Ore algebra Q S n ; S n ; 0], the annihilating ideal I = Ann f of the Fibonacci numbers is generated by S 2 n ?S n ?1. We consider the polynomial P = S 2 n (f):f ? S n (f) 2 : First each of the S i n is reduced modulo I, so that P is rewritten P = S n (f):f + f 2 ? S n (f) 2 : Then S n P is reduced similarly, and this yields S n P = ?S n (f):f ? f 2 + S n (f) 2 : Thus Gaussian elimination detects that S n +1 annihilates P, whereas the decomposition into sums of products yields the less precise annihilator S 3 n ? 2S 2 n ? 2S n + 1.
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The specialization of a @-nite function at a point is also @-nite. Starting from a rectangular system for f, the algorithm simply consists in replacing y 1 ; : : :; y q by a 1 ; : : :; a q in the polynomials involving those @ i 's that commute with the y j , j = 1; : : :; q and discarding the other ones. This process does not yield trivial equations provided (left) polynomial factors are removed from the input polynomials before substitutions.
If a set of generators of the ideal Ann f is given, for instance as a Gr obner basis calculated by closure operations, a system for Ann g is obtained by eliminating (by a Gr obner basis computation) the @ j 's that do not commute with y 1 ; : : :; y q and then replacing y 1 ; : : :; y q by a 1 ; : : :; a q . This system is not necessarily rectangular.
Creative telescoping
The main success of D. Zeilberger's theory of holonomic functions is creative telescoping 1, 28, 32, 33, 34, 35] . This is an algorithm to compute equations satis ed by de nite sums or integrals.
We now generalize this algorithm to polynomial 
The inde nite operator @ ?1 i corresponds to the inde nite sum or integration operator when @ i is the di erence or di erentiation operator, provided the set of functions F satis es some analytic conditions. For instance, @ x and R x ?1 commute on Q x]e ?x 2 . Similarly n = S n ? 1 and P n?1 ?1 commute on many expressions involving binomial coe cients. The analytic conditions correspond to setting constants of integration or summation, so that Eq. (9) is satis ed. In the same cases, the de nite operator @ ?1 i j corresponds to the de nite sum or integration operator respectively. Besides, in many cases of interest the value of the de nite operator @ ?1 i j on a \function" f is the value of @ ?1 (f) when x is given a value. For instance, on the set of functions To compute inde nite @ ?1 i or de nite @ ?1 i j , the rst step of creative telescoping consists in nding a polynomial P 2 I which does not contain any element of x i . Euclidean division by @ i can then be used to produce two polynomials A and B which do not contain any element of x i and such that P(f) = 0 = @ i A(f) + B(f): (10) Next, left multiplying by @ ?1 i and using the commutation rules for @ ?1 There are two di culties with this technique, which both reside in the rst step. The rst one is to determine whether there exists a non-zero polynomial P in I which does not contain any element of x i . The second one is to nd such a polynomial, or better yet a basis of them when they exist.
Our approach consists in using a Gr obner basis computation to perform the elimination of the necessary x i 's. We are therefore led to work in polynomial To get the equations for P (a;b)
n (x)y n one could use the equations for P (a;b) n (x), de ne y n as a solution of fS n ? y; y@ y ? ng and appeal to closure under product (Section 2.2). A more direct way consists in noting that the di erential equation (4) is also satis ed by P (a;b) n (x)y n , while a recurrence is obtained by changing S n into y ?1 S n in recurrence (5). This gives G:= 2*(n+2)*(n+a+b+2)*(2*n+a+b+2)*Sn^2 -(2*n+a+b+3)*(a^2-b^2+4*x*n^2+4*x*n*a+4*x*n*b+12*x*n+x*a^2+2*x*a*b +6*x*a+x*b^2+6*x*b+8*x)*Sn*y+2*(n+a+1)*(n+b+1)*(2*n+a+b+4)*y^2, -2*(n+a+1)*(n+b+1)*y+(n+1)*(-a+b+2*x*n+x*a+x*b+2*x)*Sn -(x-1)*(x+1)*(2*n+a+b+2)*Dx*Sn, n*(n+a+b+1)+(b-a-x*a-x*b-2*x)*Dx-(x-1)*(x+1)*Dx^2, y*Dy-n]:
To compute the sum for non-negative n, we start by eliminating n. We therefore de ne an appropriate order:
The elimination is then obtained by a simple Gr obner basis computation: GB:=gbasis(G,T,ratpoly(rational, a,b,x,y])):
This basis consists of six polynomials which vanish on P (a;b) n (x)y n , only the rst one of which contains n. The next step of creative telescoping consists in substituting S n by 1 in these operators (i.e., in computing the remainder of the Euclidean division by the di erence operator S n ? 1): Even when solving is not possible, these equations can be used to check such a conjectured righthand side (see below), or more importantly to proceed with further computations when no closedform exists or is available. Here is the veri cation:
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> R:=sqrt(1-2*x*y+y^2): P:=1/(R*(1-y+R)^a*(1+y+R)^b): map(simplify,map(applyopr,CT,P,A)); 0; 0; 0; 0; 0] Checking the initial conditions at 0 then proves that this solution is the generating function that we were looking for.
3.3. Takayama's algorithm for de nite @ ?1 j . The elimination of the variables in x i to perform creative telescoping is slightly stronger than what is strictly necessary. This can result in operators of order larger than necessary, or in a failure to compute the de nite @ ?1 j . It is actually su cient to determine an element of the ideal I which can be written @ i A + B, where only B needs to commute with @ i and where only B needs to be computed.
An elimination algorithm based on Gr obner bases for modules was developed by N. Takayama 27, 28] to solve this problem in the context of the Weyl algebra. This algorithm is readily adapted 3 All our timings are obtained on a DecStation 3000 300X (Alpha).
to the context of Ore algebras and often results in faster computations. We now describe this algorithm.
Since the aim is to compute B, during the intermediate computations one can replace all the polynomials which can be rewritten @ i C for some C by zero, provided these polynomials will not be multiplied by any x j belonging to x i in later computations. If the Ore algebra satis es the hypothesis of Theorem 2 (which is necessary if we want to compute Gr obner bases), the idea is that this simpli cation can be achieved by computing Gr obner bases of (not nitely generated) K It is worth noting that the reduction by (11) is usually very simple. In the case of a di erential operator @ x , it consists in replacing monomials p(x)@ k x by (?1) k p (k) (x). In the case of a shift operator S n , it consists in replacing monomials p(n)S k n by p(n ? k). In the case of the q-shift operator S n , it consists in replacing monomials p(n; q n )S k n by p(n ? k; q n?k ).
The condition under which the algorithm should be stopped can be modi ed depending on the context. In the Weyl algebra case, N. Takayama chooses to stop the loop when the basis generates a holonomic ideal and he proves that this always happens in nite time. We do not have such a result in the general Ore algebra case. Thus we stop the algorithm as soon as one polynomial free of x i has been found and termination is not guaranteed unless there exists such a polynomial (i.e., the de nite @ ?1 i j can be found by creative telescoping). Termination can only be guaranteed for special cases of ideals such as holonomic ideals in the Weyl algebra. The speed of this algorithm compared to the general one described in Section 3.1 may well make it the only practical one on large examples. However, it is worth noting that this algorithm computes in a di erent ideal than the general method. Thus the ideal generated by its output when stopping the loop as soon as a polynomial free of x i has been found may be larger or smaller than the ideal obtained by the other algorithm. (But running the loop forever computes a sequence of ideals with is stationary on a larger ideal than the one obtained by the other algorithm.) In practice, this new algorithm often returns operators of a smaller order than the general method. This increases the speed of subsequent computations. Example. In the same example as above, the computation now takes place in the simpler algebra A:=orealg(comm= a,b,n],diff= Dx,x],diff= Dy,y]):
It takes less than 6 seconds to nd the following set of three operators which annihilate the generating function of the Jacobi polynomials: This is obtained with N = 2. It is not di cult to check that the ideal generated by these operators is @-nite. The next iteration of the loop takes 22 more seconds and produces the same more re ned basis as the general algorithm. The following identity was proved by V. Strehl 25] :
Both sides of this equation satisfy the operator (n + 2) 3 S 2 n ? ? (n + 2) 3 + (n + 1) 3 + 4(2n + 3) 3 S n + (n + 1) 3 :
(13) (This operator was used by Ap ery in his proof of the irrationality of (3).) Using the algorithm of Section 3.1, the computation is performed by Mgfun in 82 seconds. First, an operator of order 3 annihilating the inner sum of the right hand-side is obtained in 5 seconds; then 2 more seconds are necessary to compute operators annihilating the product by the two binomials using the technique of Section 2.2 and creative telescoping applied to these latter operators require 31 seconds to yield an operator of order 7 annihilating the right hand-side of (12) . Another creative telescoping yields an operator of order 4 annihilating the left hand-side of (12) in 44 seconds. The identity is then proved by checking 11 initial conditions (the order of the operator annihilating the di erence). Then taking the gcd of both operators yields (13) .
A similar calculation using our version of Takayama's algorithm is performed in 11 seconds. Interestingly, the operators found by this method have a smaller order than those produced by the general algorithm. The inner sum of the right hand-side is found to satisfy an operator of order 2 in 4 seconds; then the product still takes 2 seconds and the second creative telescoping takes 2 seconds and yields an operator of order 2. The same operator is obtained by applying this algorithm to the left hand-side and the computation takes 2.5 seconds. 3.4.2. A Rogers-Ramanujan identity. We consider the following nite version due to Andrews of one of the famous Rogers-Ramanujan identities:
where (q; q) n = (1 ? q) (1 ? q n ).
Using the general method of Section 3.1, it takes one second to nd a second order operator annihilating the left hand-side of this identity, and 56 seconds to nd a fth order operator annihilating the right hand-side. From this a proof is easily derived as above. Our generalization of Takayama's algorithm nds the same operators as the general method in 1 second and 23 seconds respectively.
It was noted by P. Paule 21] that summing only the even part of the right-hand side (i.e.
multiplying it by (1 + q k )=2) results in Zeilberger's algorithm nding an operator of order 2 for the right-hand side. Using the same trick with our algorithms, we nd that Takayama's method bene ts from it and yields an operator of order 3 instead of 5, while the more general algorithm yields an operator of order 6. As in the hypergeometric case, the reasons for this trick to work or not to work remain mysterious. Note that the same computation could be performed in an algebra containing the di erentiation operator @ a instead of the shift operator S a . What happens then is that our algorithm does not produce any operator in @ a (no such operator exists), but only the operators in S b and S c . Unfortunately, this equivalence breaks down in the case of general Ore algebras, which is why in this paper, we have focussed on @-nite functions and on equations with rational functions coe cients. I. N. Bernstein's theory of holonomy 3, 4] deals with polynomial coe cients and relies on a theory of dimension for ideals and modules. In a Weyl algebra on n di erentiation symbols @ 1 ; : : :; @ n , holonomic modules are those of least possible Bernstein dimension, namely n.
Thus it is easy to check whether an ideal is holonomic when a set of its generators has been given (via Gr obner basis computations for instance). The di culty in the case of Ore algebras consists in nding a class of ideals of Bernstein dimension less than or equal to n closed under product. This will be the subject of future work.
4.2. The Weyl algebra case. It is well-known that in the special case of the Weyl algebra, many algorithms make it possible to compute equations for interesting operations. These operations apply to both univariate and multivariate cases.
In particular, algebraic functions are holonomic and an algorithm to compute di erential equations from the polynomial equation exists 8] . Also, the composition of a holonomic function with algebraic functions is again holonomic and equations can be computed 17, 24] .
Holonomic functions are de ned as solutions of di erential equations with polynomial (or equivalently, rational) coe cients. There is in fact no enlargement of the class if we allow algebraic functions as coe cients: a function that satis es a rectangular system with algebraic coe cients is holonomic and annihilators with polynomial coe cients can be computed.
Diagonals of holonomic functions are holonomic, and this is also e ective 16]. This leads to the result that the Hadamard product of two holonomic power series is again holonomic, and again equations can be computed. Also, recurrence equations satis ed by the coe cients of a holonomic power series can be computed. All these operations are implemented in the univariate case in gfun 23] and are or will be implemented in the multivariate case in F. Chyzak's Mgfun package. In the case of a @-nite function f, this extension/contraction problem means that even if we are given generators (p 1 ; : : :; p r ) of the ideal K f of all polynomials in O r that vanish at f, the ideal I = (p 1 ; : : :; p r ) O p is not necessarily an accurate description of f. Therefore, elimination of one x k between the p i 's may lead to zero, even when K f \ K x n x k ] @; ; ] contains a non-zero polynomial.
Example. The binomial coe cients u n;k = ? n k are annihilated by the skew polynomials P = (n+1? k)S n ?(n+1) and Q = (k+1)S k ?(n?k) in the rational Ore algebra O r = K(n; k) S n ; S n ; 0] S k ; S k ; 0] built on two shift operators S n and S k . Any ideal larger than K = (P; Q) in O r is O r itself. Pascal's triangle rule is represented by the operator R = S n S k ?S k ?1, which is easily found to be an element of K. Therefore R 2 I 0 . However, in the di erence algebra O p = K n; k] S n ; S n ; 0] S k ; S k ; 0], the ideal I = (P; Q) does not contain R, although it contains (n + 1)R, and (k + 1)R, which is su cient to make it possible to nd the result R by Gr obner basis computation (with ideals in K(n) k] S n ; S n ; 0] S k ; S k ; 0]). Example. Diagonals can be computed by creative telescoping. If f(x; y) is a @-nite power series, then its diagonal is the coe cient of s ?1 in F(x; s) = f(s; x=s)=s. By Cauchy's theorem, this is obtained by computing the de nite integral of F with respect to s. From 
