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ABSTRACT
Tidal marshes are dynamic environments, now more than ever threatened by both
natural and anthropogenic forces. Best practices for monitoring tidal marshes, as well as
the environmental factors that affect them, have been studied for more than 40 years.
With recent technological advances in remote sensing, new capabilities for monitoring
tidal marshes have emerged. One of these new opportunities and challenges is hyperspatial resolution imagery (<10 cm) that can be captured by small unmanned aerial
systems (sUAS). Aside from enhanced visualization, structure-from-motion (SfM)
technology can derive dense point clouds from overlapped sUAS images for high
resolution digital elevation models (DEMs). Furthermore, Deep Learning (DL)
algorithms, patterned after the brain’s neural networks, provide effective and efficient
analysis of mass amounts of pixels in high-resolution images. In this dissertation, I seek
to apply these developing geospatial technologies—sUAS and DL—to map, monitor, and
model marsh vegetation. First, sUAS and coastal vegetation related literature was
extensively reviewed to provide a secure foundation to build upon. Second, an above
ground biomass (AGB) model of the tidal marsh vegetation Spartina Alterniflora was
developed using high resolution sUAS imagery to assess marsh distribution and
healthiness in the estuary. We determined that the best RGB-based index for mapping S.
Alterniflora biomass was the Excess Green Index (ExG), and using a quadratic
relationship we achieved an R2 of 0.376. Third, with a time series of sUAS missions, tidal
marsh wrack was monitored before and after a hurricane event to map and monitor its
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short- and long-term effects of tidal wrack deposition on vegetation. sUAS proved to be
an exceptionally capable tool for this study, revealing that 55% of wrack stayed within 10
m of a water body and wrack may persist for only 3-4 months over the same location
after a hurricane event. Finally, deep learning remote sensing techniques were applied to
county-wide NAIP aerial imagery to map Land Use/ Land Cover (LULC) changes of
Beaufort County, South Carolina from 2009 to 2019, and to assess if and why marsh
losses or gains may have occurred around the county from coastal development. We
discovered that the DL U-net classifier performed the best (92.4% overall accuracy) and
the largest changes in the county have come by way of forest loss for urban growth
(7,000 ha), which will impact the coastal marshes over time. This dissertation advances
the theoretical and application-based use of sUAS and DL to benefit application driven
GIScientists and coastal managers in the coastal marsh realm to mitigate future negative
impacts and expand our understanding of how we can protect such majestic
environments.
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CHAPTER 1
INTRODUCTION
South Carolina is home to approximately 30% of all salt marsh extent along the Atlantic
coast of the United States, totaling about 350,000 acres (Morganello and Rose, 2013).
These extensive marsh habitats provide a variety of ecosystem services, such as filtering
out toxins and sediment, slowing and absorbing storm surges, and serving as nursery
grounds for a variety of animal species. They also provide valuable resources for
commercial entities, as 75% of animals harvested as seafood spend at least some of their
lifetime in the waters in and around the salt marshes. As ecotourism grows in the state,
marsh habitats also provide scenic locations for recreational kayakers and boaters.
Arguably most importantly, the areas serve as carbon sinks, mitigating some of the
effects of increased CO2 in the atmosphere.
Some studies have sought to provide quantitative valuation of tidal marshes,
though this can be difficult due to their complex nature. According to Purcell et al.,
(2020), South Carolina salt marshes and coastal wetlands provide services in the four
ecosystem service categories: provisioning, regulating, cultural, and supporting. Each of
these categories, though not all marketed services, provide valuable resources to coastal
communities. For example, the salt marshes serve as nursery habitat to many species,
especially shrimp. South Carolina’s commercial fishing industry that relies upon these
environments and generates $42 million dollars annually to the state economy (Willis and

1

Straka, 2016). The regulating services provided by the salt marshes (like shoreline
stabilization and wave attenuation) are all valued slightly differently. Water quality
enhancement by salt marshes were estimated to range from $99 to $5,551 per acre
depending on the treatment in Louisiana (Breaux et al.,1995). A study in California
estimated that the value of sequestering carbon by salt marshes would be between $56
and $1,861 per hectare per year (Ballard et al., 2016). While both of these measures were
not developed for South Carolina, they are an indication that the value of South
Carolina’s salt marsh is also high. Tourism also contributes to a cultural tourism revenue
of approximately $9 billion annually (Purcell et al., 2020). The value of these
ecosystems, though sometimes difficult to quantify, are apparent in their contribution to
the economy in various ways.
It has been reported that South Carolina has lost 27% of its original wetlands in
the past 250 years (State Wetland Protection, 2008). Despite our current understanding of
the benefits coastal wetlands— especially marshes— provide, marshes continue to be
negatively affected by anthropogenic influences. Extreme weather events and sea level
rise threaten other impacts as well. Consistent, flexible, and effective monitoring
techniques are essential for obtaining essential knowledge of how these systems change
over time and how they can be protected in the Anthropocene. Traditional in situ methods
for monitoring tidal marsh, though effective, require significant time, human, and
technological resources that can strain government agencies and coastal managers.
Monitoring tidal marshes using satellite and aerial remote sensing has been extensively
studied to reduce the amount of in situ resources required to observe changes in such a
dynamic environment (Hardisky et al., 1986; Jensen et al., 1993; Phinn et al., 1998;
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Leahy et al., 2005; Tiner et al., 2015; Mo et al., 2019). However, difficulties with tides,
cost, data size, and marsh vegetation phenology hinder our ability to use the traditional
remote sensing methods for continuous monitoring. Furthermore, available data are often
captured for a different purpose or have lower temporal or spatial resolutions than are
ideal for studies related to the marsh environment. (Tiner et al., 2015).
Rapidly developing and application driven geospatial technologies— specifically
small unmanned aerial systems (sUAS) remote sensing and deep learning image
classification techniques—have improved the opportunities for effective and efficient
tidal marsh monitoring. While sUAS have a rather robust military pedigree, their use by
civilians began more recently (Hardin and Jensen, 2011; Hugenholtz et al., 2012).
Deemed a ‘personal remote sensing device,’ sUAS are considered an on-demand remote
sensing tool with adjustable temporal and spatial resolutions (Jensen, 2018). The
applications of such flexible tools have been diverse, and coastal wetland applications are
on the rise (Terwilliger et al., 2015; Bhardwaj et al., 2016; Hugenholtz et al., 2013;
Jensen, 2018; Klemas, 2015; Koh and Wich, 2012). A subsection of Machine Learning
(ML), Deep Learning (DL) is able to perform artificial intelligence functions with
extensive training resources. The recent popularity and success of DL in other disciplines
and applications, including speech recognition (Hinton et al., 2012) and medical image
recognition (Litjens et al., 2017), has led to the rise of its use in remote sensing
applications (Zhu et al., 2017; Liu et al., 2018; Ma et al., 2019; Yin et al., 2020; Pouliot et
al., 2019; Li et al., 2021; Pashaei et al., 2020). With the addition of DL technologies to
many GIS software suites, such as ArcGIS Pro and ERDAS Imagine, image classification
using /DL has become more accessible than ever. These recent technological
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advancements have enhanced our ability to monitor coastal wetlands within the spatial,
temporal and social dimensions of coastal management (Clark, 2000; SCDHEC, 2019).

Figure 1.1. Effective and Efficient Coastal Management is made up of
many dimensions. The three investigated in this dissertation are spatial,
temporal, and social.
This dissertation is centered on applying the aforementioned advancing geospatial
technologies to monitor and assess coastal wetlands within the spatial, temporal and
social dimensions of coastal management (Figure 1.1). In chapter two, I reviewed the
sUAS remote sensing and coastal vegetation related literature to determine best practices
and important considerations for planning wetland monitoring missions. Chapter 2 serves
as a foundation upon which we can build the tower of coastal management and
monitoring. Chapter three addresses the spatial element of coastal management using
sUAS to map the spatial distribution of Spartina Alterniflora (i.e., smooth cordgrass)
biomass in a coastal tidal marsh system. In chapter four, I combined the temporal and
spatial elements as I once again used sUAS to monitor a coastal tidal marsh system
4

monthly over a one-year period to assess the positive and negative impacts of wrack, as
well as determine how a hurricane event impacts wrack spatial distribution over time.
The spatial and temporal elements were combined with a social dimension (land use
change) in chapter five as a DL classifier is compared with other ML classifiers to
determine the best method for detecting changes in LULC for an entire coastal county in
South Carolina and its impact to marsh environment over a period of 10 years. Finally,
chapter fix summarizes the previous chapters and provides concluding remarks. Tied
together by a string of developing high resolution image-oriented geospatial technologies
and a staircase of cumulative coastal management elements, the six chapters of this
dissertation are organized and structured to establish more efficient and effective ways to
monitor coastal tidal marsh systems.
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CHAPTER 2
UNMANNED AERIAL REMOTE SENSING OF COASTAL
VEGETATION: A REVIEW1

____________________________________
1

Morgan, G. R., Hodgson, M. E., Wang, C., & Schill, S. R. (2022). Unmanned aerial remote
sensing of coastal vegetation: A Review. Annals of GIS, 1–15.
https://doi.org/10.1080/19475683.2022.2026476. Reprinted with permission from the publisher
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2.1. Introduction
Coastal wetlands are highly productive environments with a multitude of ecological and
economic benefits (Mehvar et al., 2018; Peterson and Turner, 1994). For example, coastal
wetlands serve as buffers to storms and floods, and the vegetation plays a large role in
protecting people and infrastructure (Narayan et al., 2017). Furthermore, coastal wetlands
also sequester carbon and filter runoff and upstream water from the pollutants they carry
(Loomis and Craft, 2010; Ballard et al., 2016). Economically, commercial fishing
industries rely heavily on coastal wetlands as they provide critical nursery and breeding
grounds for many harvested species, and there is an increasing recreational and tourism
sector by those seeking to enjoy the unique beauty wetlands provide (Purcell et al., 2020).
Occupying the space between the land and sea, the constant pressure by a variety of
forces, including aeolian, fluvial, flood hazards, and climate change, make coastal
wetlands some of the most dynamic environments in the world. As a result, efforts to
monitor and map these areas has taken precedence for many stakeholders. The critical
ecological role that coastal wetlands provide, coupled with the dynamic environment in
which they exist, necessitates frequent monitoring and study.
Traditional field methods of in situ monitoring in coastal wetlands are effective
but often difficult due to accessibility and resources requirements. Remote sensing
methods can be used to alleviate these concerns, though two challenges remain. The first
challenge involves capturing imagery at an appropriate spatial resolution to resolve the
phenomenon to be mapped and visibly interpreted from the imagery. The second
challenge is acquiring imagery with adequate temporal resolution to properly describe the
7

phenomenon of interest while avoiding unwanted environmental conditions that can
negatively affect the imagery. Current satellite and manned aircraft missions can provide
moderate to high spatial resolution imagery at fairly high temporal resolutions. Satellite
platforms with moderately-fine spatial resolutions (e.g., 1 m) are on set temporal orbital
paths, typically with one overpass in the late morning and revisits every two to three days
(Liu and Hodgson, 2016). Cloud cover, a challenge that specifically related to temporal
resolution, can be problematic and obscure coastal environments when capturing imagery
using optical satellites. Commercial high-resolution imagery is also too expensive for
long-term monitoring of coastal wetlands.
Recent developments in small Unmanned Aerial Systems (sUAS) permit ondemand data acquisition and help fill the spatial and temporal resolution voids that often
exist when using in situ data for calibrating satellite or manned-aircraft remote sensing
imagery. These newer remote sensing systems can be cost efficient, deployed when
circumstances require or allow, and capture very fine (<10 cm) spatial resolutions.
However, they also come with many limitations, such as battery capacity impacting flight
time and corresponding image area, as well as flight regulations from the Federal
Aviation Administration (FAA), state and local authorities (Hodgson and Sella-Villa,
2021).
In this chapter, we review the opportunities for sUAS use as an emerging remote
sensing approach to assessing and monitoring coastal wetland vegetation. Other recent
review studies have highlighted the specific uses of sUAS in meeting operational
requirements for coastal wetlands of the Great Lakes, wetland restoration, fluvial remote
sensing and for monitoring the spread of water hyacinth (White et al., 2020; Ridge and
8

Johnston, 2020; Rhee et al., 2017; Datta et al., 2021). We are aware of one other review
of the opportunities of using sUAS-based remote sensing of coasts and wetlands
published in 2015 by Klemas (Klemas, 2015). This manuscript focuses on reviewing
literature published more recently. The larger body of peer-reviewed literature related to
sUAS and coastal wetland vegetation did not exist until after 2015.
Through an in-depth review of the most recent sUAS and coastal vegetation
related literature, we present the current state of sUAS uses for coastal vegetation remote
sensing, the challenges encountered in each study, and a way forward to improve
research methods when using these promising new tools. The article proceeds with
Section two describing the methods used to obtain the literature base and general trends
in the research. Section three presents specific lessons and strategies for using sUAS for
coastal wetland research. Section four discusses some future directions for research,
while section five summarizes and concludes our thoughts with questions to consider
moving forward.
2.2. Collection of Literature
To assess the uses of sUAS in coastal vegetation research, a Web of Science
search was conducted using the terms “unmanned aerial,” “coastal,” and “wetland
vegetation” (15 articles identified). A second search used the terms “unmanned aerial,”
“coastal,” and “marsh vegetation” to enhance the literature base we investigated (12
additional articles identified). For the purposes of this study, “unmanned aerial”
represented any use of an sUAS in an article, including if the sUAS only provided
supporting data for the study. The word “coastal” was critically important here, and for
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the purposes of this study, represented the coast of any body of water (i.e., fresh or salt
water), including a lake, sea, or ocean. Since wetlands are found all over the world in a
variety of environments, it was important to clarify our geographic extent of interest. The
words “wetland vegetation” or “marsh vegetation” gave focus to mapping and monitoring
vegetation rather than topography or another phenomenon. These five words, when
placed together in a search, produced a total of 25 distinct articles. We examined each
abstract to verify the article related to our goals. Conference proceedings and other
review articles were not included in this review.
Of the original 25 studies identified using Web of Science, a few were review
papers describing the application of sUAS in a coastal wetland environment that did not
pertain to remote sensing of vegetation characteristics. Some articles included a short
discussion or mention of sUAS in a coastal wetland, but then focused on other topics. For
example, some studied sUAS to investigate hydrology in a coastal environment to
monitor tidal channel surface velocities or determine water budgets (Pinton et al., 2020;
García-López et al., 2018). Other studies described methods (e.g., structure from motion
or SfM) for mapping terrain under dense vegetation from the point cloud (Meng et al.,
2017). Although vegetation was addressed, it was not the focal point of the study. These
articles were also removed from our literature base. Another study’s objective was
identifying nesting waterbirds and was therefore removed (Barr et al., 2018). After our
thorough examination of all 25 articles, only 20 articles remained. The 20 selected
articles focused on coastal wetland vegetation per our qualifications above. We reviewed
each article thoroughly to ascertain detailed information on where and how each study
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was performed; platform and sensor requirements; challenges faced; results; accuracy;
and general characteristics of the products derived from the sUAS imagery.
Vegetation-related goals of each study could be categorized into three general
objectives: mapping spatial distribution of vegetation or species, monitoring vegetation
health (e.g., estimating biomass or mapping photosynthetically active vegetation), and
quantifying vegetation structural characteristics. The number of articles focused on the
use of sUAS and coastal vegetation has increased steadily (Figure 2.1). These articles
were published in a variety of journals, with Remote Sensing (n = 6) and the International
Journal of Remote Sensing (n = 2) including the highest number of related articles.
Twelve other journals have a single publication with relevance to coastal vegetation
remote sensing with sUAS. The geographic study areas described in the publications
were widely dispersed around the world, although a very high percentage (80%) of the
research was conducted in the United States of America. Based on these results, an
interdisciplinary and growing international interest in the use and development of sUAS
resources for mapping and monitoring coastal vegetation. While only three studies that fit
our criteria had been published in the year 2021 (as of the writing of this article), it is
expected that there will be many more to come. Figure 2.1 does not include Klemas
(2015), which is a review article concerning the beginning of sUAS use for coastal
vegetation.
Many different sUAS configurations (i.e., platform types and sensor types),
calibration techniques, products, and methods of analysis were used in the literature base.
The most common platforms can be assigned one of two categories: fixed wing (airplanelike) or multicopter (helicopter-like). A variety if sensor types were also used, including
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the nearly ubiquitous Red-Green-Blue (RGB) cameras, multispectral cameras,
hyperspectral sensors, spectroradiometers, and LiDAR sensors. Two software packages,
Pix4D Mapper (n = 5) and Agisoft Photoscan/Metashape (n = 11), were most often used
for transforming the images collected by sUAS into standard products, including
orthomosaics, digital elevation models (DEMs), and vegetation index maps.

Figure 2.1. Number of sUAS Coastal wetland vegetation articles
published by year. *2021 numbers were accurate as of July 13,
2021, and thus, do not include publications after July 13.
2.3. sUAS Remote Sensing for Coastal Wetlands
2.3.1. Benefits of sUAS Remote Sensing
Several benefits of employing sUAS for coastal vegetation mapping were evident
in the literature base used for this review. The cost effectiveness of using a sUAS for
coastal vegetation research and monitoring was well documented (Marcaccio et al., 2016;
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Johnson et al., 2020; Durgan et al., 2020b; Haskins et al., 2020; Taddia et al., 2021).
While initial set up costs can be expensive, the reusability of the Global Navigation
Satellite Systems (GNSS) equipment, sUAS, and ground control point (GCP) targets
suggest that future sUAS mission costs would be limited, or costs would decrease over
time. The commonly used image processing software can be expensive as well, although
freeware options are available to make sUAS remote sensing possible for coastal
managers and researchers with budgetary constraints (Johnson et al., 2020). The use of
sUAS can also significantly reduce time spent in the field. For the study area described in
(Marcaccio et al., 2020), traditional in situ field work for a wetland would take two
researchers 6 to 8 days. However, acquiring the aerial images using sUAS only took 6 to
24 hours, depending on the type of sUAS. Durgan et al. (2020b) shared a similar
sentiment, offering that sUAS are more efficient than traditional field surveys for
tracking wetland restoration progress. The sUAS surveys took less than one hour to
complete while the field survey required five days with comparable accuracy. Time spent
in the field gathering data using sUAS methods and in situ methods will all depend on the
area, number of sites, and workload, and these examples may be extreme. Nevertheless,
the literature base has shown that financial and time-related costs can be significantly
reduced when monitoring coastal wetland vegetation with a sUAS.
Using sUAS as an on-demand remote sensing platform can help overcome many
logistical problems related to the dynamics of a coastal wetland environment (Farris et
al., 2020; Doughty et al., 2021). For example, tidal cycles make planning and operating
missions difficult, especially when weather on coastlines can be so variable. Many
manned aerial imagery programs, such as the National Agriculture Imagery Program
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(NAIP), capture imagery for leaf on conditions, but do not consider the tidal cycle and
other environmental conditions when determining flight times. Other impactful natural
elements, like cloud cover, precipitation and previous rainfall events can be avoided with
sUAS mission flexibility. The ability to collect repeat datasets over the same area makes
sUAS an appropriate tool for monitoring dynamic ecosystems, invasive species, and
short-term events (Abeyshinghe et al., 2019; Pinton et al., 2020; Dai et al., 2020). sUAS
are an on-demand remote sensing option, capable of flying over small coastal areas when
the elements align to collect the best possible imagery.
There were well mentioned benefits to using sUAS for each type of coastal
wetland environment as well. For example, when mapping submerged aquatic vegetation
(SAV), sUAS can provide a footprint larger than other monitoring methods (i.e., from in
situ methods in a boat), and larger areas can be mapped more efficiently (Brooks et al.,
2019). sUAS-borne LiDAR sensors are able to gather more ground returns and penetrate
the vegetation more effectively than manned airborne LiDAR missions due to the lower
flight altitudes (Pinton et al., 2020). High spatial resolution imagery provided by sUAS
can be used for generating training samples in many environments where non-invasive
and non-destructive methods are required (Haskins et al., 2021). Finally, sUAS derived
datasets can serve as important supplementary information for making effective decisions
and modelling (Zhou et al., 2018; Broussard et al., 2020). sUAS fill a scale niche that was
previously difficult to fill. Multi-scale remote sensing is used to understand ecological
processes at different scales – satellite (global, regional, national) and sUAS (local). They
work complementary with each other. Remote sensing data can most effectively be used
when you join multiple scales together.
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2.3.2. sUAS Platforms for Coastal Wetland Vegetation Research
The chosen sUAS platform used in each study is important because factors such
as payload capacity, flight time, stabilization, cost, and maintenance are a function of the
platform itself. In all studies included in our review, the two largest categories of sUAS
platforms were fixed wing and multicopter. Of the 20 articles included in the review,
seven used fixed wing aircraft, eleven used multicopter aircraft, and two used both. Fixed
wing aircraft, known for their ability to sustain flight for an extended period of time, have
been used for a multitude of applications in coastal environments (Barr et al., 2018). In a
study comparing fixed wing and multicopter aircraft for environmental mapping
applications, Boon et al. (2017) found that fixed wing aircraft were more cost efficient,
required less maintenance, and allowed increased flight time. Of the nine studies that
used fixed wing aircraft, five used a version of a Sensefly eBee aircraft (Ebee). Fixed
wing aircraft can be beneficial for monitoring larger areas of coastal wetland vegetation
due to their increased flight times. Our review showed the flight area of the fixed wing
aircrafts used for this particular environment ranged from smaller areas of about 0.292
km2 (Dale et al., 2020) to larger areas up to 2.85 km2 (Marcaccio et al., 2020). Figure 2.2
shows the relationship between flight altitude (above ground level) and the corresponding
mapped area for fixed wing aircraft and multicopters for coastal wetland mapping.
Boon et al. (2017) suggested, based on their analysis, that multicopters could
maintain a higher payload and offer better stabilization. In addition, multicopters can
control speed much more effectively than fixed-wing sUAS. They offer the ability to fly
sufficiently slow to capture imagery with more complex sensors, like hyperspectral
sensors, especially when vegetation is submerged in a wetland. These two factors
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contributed to what the authors referred to as a more accurate environmental mapping
option. Thirteen studies (plus the two studies that used both sUAS aircraft types) used a
multicopter aircraft, with a mix of octocopters, hexacopters, and quadcopters. The most
common (8 articles) multicopter aircraft brand was Da-Jiang Innovations (DJI).
Multicopter sUAS are excellent for capturing imagery of smaller areas. Most of the
studies were conducted over similarly small study areas, below 100 ha or 1 km2 (Figure
2.2). Multicopters are also beneficial in areas like coastal salt marshes where it can be
difficult to find adequate space to launch/recover a fixed wing aircraft (Broussard et al.,
2020). The typical payload for each sUAS was only one sensor, however a Bergen
hexacopter was used by Brooks et al. (2019) to carry a heavier payload of two sensors.

Figure 2.2. Platform graphed by altitude and study
area. Graph only includes article information if both
study area and altitude were disclosed somewhere in
the article. If multiple flights were flown or a range of
altitudes were used, the highest altitude was used for
graphing.
In a study comparing the capabilities of an eBee fixed wing aircraft, a DJI
quadcopter, and aerial imagery in a coastal marsh environment, Marcaccio et al. (2016)
found that multicopter aircraft could capture about 16 hectares per flight, while the fixed
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wing aircraft could capture 94 hectares per flight when flying at the same altitude and
environmental conditions. Although the study area size is a function of altitude, battery
capacity, and camera lens this study’s results suggests fixed wing aircraft could cover six
times the area of a multicopter. Upon further review, the battery capacity was certainly a
factor, although the manual operation of the multicopter sUAS and autopilot operation of
the fixed wing eBee aircraft may have been a factor. Nevertheless, figure 2.2 does
support the notion that fixed wing aircraft should be considered for study areas with
greater extents, as authors have been doing. In summary, both multicopter and fixed wing
sUAS serve as useful remote sensing platforms in estuary/coastal wetland sUAS research
depending on the application, study area size, and payload required. Multicopter aircraft
are favored for image quality and stability, while fixed wing aircraft are ideal for larger
flight areas.
2.3.3. sUAS Sensors for Coastal Wetland Vegetation Research
Studies in coastal wetland environments included a diverse group of payloads
(Figure 2.3). However, 15 of the 20 studies included at least one RGB camera for
vegetation observation and analysis (Durgan et al., 2020b; Lishawa et al., 2017;
Rupashinghe et al., 2018). Many studies (n= 10) incorporated a near infrared (NIR) band,
with the band ranging in wavelength (depending on the sensor) between 770-850 nm
(Abeysinghe et al., 2019; Broussard et al., 2020). The red edge (RE) band was included
on some of the sensor systems with wavelengths between 707 and 727 or 730 and 740
nm. The RE band was not commonly used in analysis, however (Farris et al., 2020;
Doughty and Cavanaugh, 2019). The most common multispectral cameras used were the
Micasense Red Edge-M or MX sensor, the Parrot Sequoia sensor, or the Mapir Survey 3
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sensor (Figure 2.4). Each of these sensors and their NIR and RE bands contributed to
improved model or classification accuracy when used to generate vegetation indices like
NDVI (Abeyshinghe et al., 2019; Doughty and Cavanaugh, 2019; Samiappan et al.,
2016). Broussard et al. (2020) used modified RGB cameras with filters to capture a false
color image. Both RGB and Multispectral cameras offer relatively inexpensive
opportunities to map and monitor coastal wetland vegetation. Even the least expensive
option, RGB camera derived imagery was used to go beyond visual interpretation and
provide RGB-based vegetation indices to improve classifications and mapping (Johnson
et al., 2020). Haskins et al. (2021) recommended the collection of NIR in addition to
RGB imagery because of the added benefits for classifying vegetation.

Figure 2.3. Relationship between article objects, sensor type, and the
sensor type’s frequency of use. Some studies included multiple sensors.
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Cao et al. (2018) used a Cubert UHD 185 hyperspectral sensor was used to
distinguish between different mangrove species. This sensor is able to capture
wavelengths from 450 nm to 998 nm in up to 138 spectral bands. The authors discovered
that using hyperspectral data with very high spatial resolution, along with DEMs,
provided the best mangrove classifications with an overall accuracy (OA) of 89.55%. A
variety of spectroradiometers were attached to an sUAS by Brooks et al. (2019). SAV
was detected using spectroradiometers ranging from 190 nm to either 800, 1000 or
1100nnm, with a 1.5 nm spectral resolution. These sensors were successfully used to
derive vegetation curves, even with the vegetation submerged, though the radiance values
are not as strong as signals from a boat or the vegetation out of the water (Brooks et al.,
2019). The authors also included a Tetracam multispectral camera as well with six bands
of 490, 530, 550, 600, 680, and 720 nm.

Figure 2.4. A DJI Matrice 100 with a
Micasense Red Edge-M multispectral
camera attached.
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Pinton et al. (2020) conducted a study in a salt marsh in Georgia, USA using a
sUAS-borne LiDAR sensor, SfM-derived point cloud from RGB images and a combined
dataset to map coastal marsh vegetation structural characteristics. Authors discovered that
sUAS-borne LiDAR outperformed the RGB-derived data and the combined dataset of
LiDAR returns and the sUAS SfM-derived point cloud. Furthermore, sUAS-borne
LiDAR was shown to overcome some shortcomings found in traditional higher-altitude
manned-aircraft borne LiDAR for coastal wetlands. Applying less-commonly used
sensors and cameras with practical applications, such as LiDAR and hyperspectral
sensors, remain an important area of future study for coastal wetlands.
2.3.4. Flight Parameters for Coastal Wetland Vegetation Research
Ideal flight parameters for sUAS remote sensing of coastal wetlands are
dependent upon the type of vegetation being mapped. For example, remote sensing of salt
marsh grasses may require different parameters than a mangrove forest depending on the
research question. Examples in the literature base gathered for this review offer insights
into best approaches. Durgan et al. (2020a) evaluated the impacts of flight altitude, image
overlap, and lighting conditions on various sUAS-imagery derived products (e.g., point
clouds, orthomosaics, Digital Terrain Models or DTMs). They found that flight altitude
was the most impactful parameter, while image overlap also contributed to a small
degree. Flight altitude, as shown in Figure 2.2, varied widely across studies in coastal
wetlands but was generally between 70 m above ground level (AGL) and 120 m AGL.
(Note: 120 m is the non-waivered FAA legal limit for sUAS operations in the USA.)
Increased image overlap impacted the author-designated level 2 products (Canopy height
models or CHM and DTMs) the most. For wetland cordgrass height modelling, lower
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altitude flights (around 70 m in Durgan et al. 2020a) showed less error than higher
altitude flights, while higher altitude flights (around 119 m) reduced vertical error for
mangrove canopy modelling. However, it is of note that in one author’s experience, lower
altitude flights can make it more difficult for photogrammetric processing software to
find key points in overlapping imagery. Higher altitude images stich together into
orthomosaics better.
Another study investigated ideal parameters for using sUAS to monitor marsh
restoration projects (Haskins et al., 2021). While a large portion of the study was focused
on investigating topographic changes in restored marshes, one objective was to
investigate the required flight altitude for identifying vegetation of different horizontal
area sizes. Of the three flight altitudes (10 m, 30 m, and 60 m) flown over a 1 ha marsh
area, the authors found 30 m to provide the most accurate classifications when the NIR
band was included (Nash-Sutcliffe Efficiency (NSE) coefficient = 0.74). The 10 m (NSE
= 0.71) and 60 m (NSE = 0.63) flights were not as accurate, though they only required
the use of the RGB bands to reach this accuracy. Flights of 10 m were able to identify
high percentages of mid-size and large plants (> 80%) and only 45% of vegetation
classified as ‘small.’ It was more difficult to identify all sizes of vegetation with the
imagery provided by flights of 30 m (0.76 cm spatial resolution) and 60 m (about 1.5 cm
spatial resolution). The authors suggested the use of 30 m for vegetation recognition
because of the amount of area that can be imaged while also providing high spatial
resolutions for vegetation recognition.
Other studies offer important notes such as light conditions and tidal effects for
consideration when planning missions. For example, Farris et al. (2019) suggested the
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collection of imagery during solar noon to reduce shadows, particularly when planning to
use the data for a structural study such as salt marsh shoreline recognition. However, sun
glint on water in tidal areas is more prominent during this time and can impact imagery as
well. Shadows impacted DTM accuracy by restricting the creation of ground points in the
generated point cloud (Durgan et al. 2020a).
Flight altitude, overlap, and spatial resolution was determined to be the most
influential flight and imagery parameters for generating successful imagery products and
eventual interpretation (Rupasinghe et al., 2018). When using visual interpretation, it is
also important to reduce shadows during data collection. Water was found to dampen
reflectance and impact various products, including a biomass estimation model, so it is
important to consider the tidal cycle in order to limit the amount of water in the imagery
(Doughty and Cavanaugh, 2019). Collecting multi-temporal images over longer periods
of time during similar tidal stages was also suggested.
The spatial resolution of collected imagery is a function of the flight altitude,
focal length and sensor width of the camera. A discussion of the focal length and sensor
width of different cameras is beyond the scope of this study but is important to note that
many cameras used for sUAS remote sensing share similar characteristics. The required
spatial resolution of a mission should be dependent upon the minimum mapping unit
(MMU), which is driven by the research question. The MMU is determined by the
smallest phenomenon to be resolved in the imagery and requires expert knowledge of that
particular phenomenon. Surprisingly, the concept of a minimum mapping unit (MMU)
was not mentioned in any of the articles in this category. However, Brooks et al. (2019)
flew at multiple altitudes and found altitudes of 10 to 20 m could obtain the highest
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concentration of reflectance over the study area. While the results from the sUAS
produced a weaker spectral response than the data collected via boatside or out of the
water methods data collection scales, they were still successful in separating Eurasian
watermilfoil (EWM) from other vegetation types. Of the 20 studies focused on the coastal
wetland environment, the spatial resolution ranged from 0.8 cm to 32 cm. Rupasinghe
(2018) flew at an altitude of 121.92 m and used a canon RGB camera. The authors do not
explain why a spatial resolution of 32 cm is used, though the sUAS imagery was used to
compare with 1 m and 2 m data as a higher spatial resolution alternative. Higher spatial
resolutions can be gathered with those parameters, and more detail from the authors is
needed to understand how and why such a coarse resolution was collected. Beyond this
outlier, the lowest spatial resolution collected for any study is 13.9 cm. The median
spatial resolution, including the outlier, was 4.23 cm and suggests the preference of
researchers to map coastal wetland vegetation at spatial resolutions in the 1 cm to 5 cm
range.
2.3.5. sUAS Data Correction and Calibration for Coastal Wetland Vegetation Research
Image correction (e.g., radiometric or geometric corrections) is essential for
ensuring accuracy of the reflectance value and geolocation of remotely sensed imagery.
Any errors introduced in the collection of the images will be propagated through to the
imagery products and eventual results. Several studies reviewed and applied various
georeferencing and radiometric correction techniques to normalize the sUAS data.
Ground control points (GCPs) were deemed essential to ensuring proper
georegistration of the collected sUAS data. Even though more expensive sUAS may
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include a high accuracy GNSS, such as those augmented with RTK or PPK, collecting
and using a proper number of GCPs is essential to ensuring the data produces the map
product accuracy needed for the application. In our review, many articles did not discuss
the number of GCPs being used, particularly in the earlier studies. In the 11 articles
published from before 2020, only 3 (27%) mentioned that GCPs were used for
georeferencing. In contrast, 8 of the other 9 articles published in 2020 and 2021 (89%)
mentioned the use of GCPs. The number of GCPs and size of the study area did not show
any correlation, indicating a lack of consensus on how many GCPs should be used for
different study area sizes in this type of environment (Figure 2.5). The most GCPs
collected for any study was 30, while the least amount was 6. In a single study used an
eBee plus real time kinematic (RTK) sUAS, researchers collected 6 ground control points
over their 29 ha area (Dale et al., 2020).

Figure 2.5. Relationship between number
of GCPs and study area size for sUAS in
coastal wetland research. Only studies
indicating the number of GCPs and study
area size were included.
Santos Santana et al. (2021) experimented on sUAS flight altitude and ground
control points in georeferencing and discovered that accuracy doesn’t improve much after
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including more than 6 to 8 GCPs per hectare. However, the authors concluded that the
number of GCPs and altitude of the aircraft are crucial components to incorporate into
mission planning for a successful mission and useable product. Interestingly, Haskins et
al. (2021) suggested that two GCPs per hectare is sufficient for high resolution mapping
and accuracy did not improve much beyond that threshold. We suggest the number of
GCPs per ha relationship should also be selected based on the flight altitude/study area
and complexity of the topography. Including GCPs in a wetland environment can be
difficult due to the inaccessibility of marshes or height and complexity of the canopy.
Solutions to this issue were to select GCPs strategically around the vegetation canopy or
use an elevated GCP on a platform to rise above the vegetation canopy (Broussard et al.,
2020). While the elevated GCPs remove some of the studied phenomenon from the
images, it is a non-destructive method that protects the underlying vegetation.
The primary radiometric correction that was conducted across numerous studies
was to transform the raw digital numbers (DNs) collected by the multispectral or
hyperspectral cameras into radiance and percent reflectance. Accurate radiometric
correction ensures that image data can be compared across collection dates and times and
minimizes seamline inconsistencies across image scenes. Changing atmospheric
conditions can result in raw DNs for the same objects across scenes to change
dramatically, even over just a few minutes. The most common calibration method was to
use a radiometric calibration target provided by the camera manufacturer, such as a
MAPIR Calibration Target V2 or Micasense red edge panel (Johnson et al., 2020; Durgan
et al., 2020b; Doughty and Cavanaugh, 2019). This step involves placing the calibration
target on the ground and using the sUAS camera to take an image of the target before and
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after the programmed flight. These collected target images are then used in the software
(i.e., Pix4D Mapper) to pre-process and calculate reflectance values from the raw digital
numbers. Pinton et al. (2020) used upward facing sensors to simultaneously capture the
downwelling irradiance of the sun along with the ground surface spectral reflectance
captured by the camera. Another technique the authors used was to image panels of
known reflectance to use along with the downwelling sensor to calibrate the DN values to
percent reflectance. For example, using reference measurements from a white board and
dark measurements from the lens cap to calibrate the values (Doughty and Cavanaugh,
2019). Using ground reflectance targets is the most widely adopted method and can be
considered a best practice for radiometric correction in coastal wetlands using sUAS.
2.3.6. Useful Products of sUAS Imagery for Coastal Wetland Vegetation Research
The products derived from sUAS images in each study in our collection of
literature were dependent upon the goals of each experiment. Digital elevation maps (e.g.,
DEM, DTM and Digital Surface Models or DSM) were constructed from the SfMderived point clouds or LiDAR returns in 17 of the 20 studies. The elevation information
was often used for determining structural characteristics of vegetation, though they were
not always used in each study. When utilized, the elevation maps were subsequently used
as inputs into models for delineating wetland boundaries/shorelines and describing the
heights of various species (Farris et al., 2020; Pinton et al., 2020; Dai et al., 2020). The
elevation data were also used as inputs into models for classifying species. It was
demonstrated by Samiappan et al. (2016) that including a DSM can improve
classification accuracy. The authors discovered that including the DSM produced one of
the lowest omission errors (11.3%) when mapping invasive phragmites australis.
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Incorporating the DSM, spectral information from vegetation indices, and morphological
attribute profiles (MAPs) produced the best classification results (overall accuracy, or OA
= 96.3%).
Another common product derived from the spectral bands of sUAS imagery were
vegetation indices. Vegetation indices were subsequently used as input for species
classifications, just like the elevation data. Table 2.1 describes the vegetation indices used
in the 20 coastal wetland articles. Multiple indices were used as inputs into biomass
models (Zhou et al., 2018; Doughty and Cavanaugh, 2019). The most commonly used
index, often on its own, was the Normalized Difference Vegetation Index (NDVI). NDVI
was a successful indicator of coastal wetland vegetation biomass (Doughty and
Cavanaugh, 2019). In Brooks et al. (2019), the authors tested the capabilities of four
indices for discriminating different SAV species. While some of the indices were
originally developed for terrestrial vegetation (i.e., Modified NDVI), they were also used
for submerged aquatic vegetation for detecting vegetation in the water column. The
authors found that the modified NDVI was important for separating EWM from other
vegetation types.
Vegetation indices based on RGB bands are widely used since many commercial
sUAS come with RGB cameras. A few popular indices include the Triangular Greenness
Index (TGI), Visible Atmospherically Resistant Index (VARI) and Excess Green Index
(ExG), among others (Johnson et al., 2020; Dale et al., 2020). Johnson et al. (2020) found
that TGI was more effective in separating the vegetation from water than VARI. Dale et
al. (2020) demonstrated the utility of RGB vegetation indices for mapping differences in
vegetation cover in a coastal wetland and suggest their use for cost-effective monitoring
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using off-the-shelf sUAS cameras. For example, ExG slightly outperformed other indices
in discriminating vegetation cover. Zhou et al. (2018) used the Difference Vegetation
Index (DVI), based on NIR and red bands, to effectively model Spartina Alterniflora
biomass.
Table 2.1. Vegetation Indices commonly used for sUAS coastal wetland modelling.

Vegetation Index

Equation

Normalized Difference

𝑁𝐼𝑅 − 𝑅𝐸𝐷
𝑁𝐼𝑅 + 𝑅𝐸𝐷

Vegetation Index

Source(s)
Doughty et al., 2021; Zhou
et al., 2018; Doughty and
Cavanaugh, 2019

Visible
Atmospherically

𝐺𝑅𝐸𝐸𝑁 − 𝑅𝐸𝐷
𝐺𝑅𝐸𝐸𝑁 + 𝑅𝐸𝐷 − 𝐵𝐿𝑈𝐸

Resistant Index
Soil-Adjusted
Vegetation Index2
Simple Ratio

al., 2020; Rupasinghe et al.,
2018.

(𝑁𝐼𝑅 − 𝑅𝐸𝐷)
∗ (1 + 𝐿)
(𝑁𝐼𝑅 + 𝑅𝐸𝐷 + 𝐿)

Ratio between any two bands. Example:
𝑅𝐸𝐷 𝐸𝐷𝐺𝐸
𝐵𝐿𝑈𝐸

Blue-Green Pigment

Johnson et al., 2020; Dale et

ρ1/ρ25

Zhou et al., 2018;
Samiappan et al., (2016)
Abeysinghe et al., 2019;
Brooks et al., 2019

Cao et al., 2018

Index 21
Chlorophyll Index
Green
Chlorophyll Index
RedEdge

𝑁𝐼𝑅
−1
𝐺𝑅𝐸𝐸𝑁

Doughty and Cavanaugh,

𝑁𝐼𝑅
−1
𝑅𝐸𝐷𝐸𝐷𝐺𝐸

Doughty and Cavanaugh,
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2019

2019

Difference Vegetation

𝑁𝐼𝑅 − (0.96916) ∗ 𝑅𝐸𝐷

Zhou et al., 2018

Index
Enhanced Vegetation

2.5 ∗

Index 2
Excess Green Index

Green Chromatic
Coordinate or Relative

𝑁𝐼𝑅 − 𝑅𝐸𝐷
𝑁𝐼𝑅 + 2.4 ∗ 𝑅𝐸𝐷 + 1

Doughty and Cavanaugh,
2019

2 * GREEN – (RED + BLUE)

Dale et al., 2020

𝐺𝑅𝐸𝐸𝑁
𝑅𝐸𝐷 + 𝐺𝑅𝐸𝐸𝑁 + 𝐵𝐿𝑈𝐸

Dale et al., 2020

Green Index
𝑁𝐼𝑅 − 𝐺𝑅𝐸𝐸𝑁
𝑁𝐼𝑅 + 𝐺𝑅𝐸𝐸𝑁

Doughty and Cavanaugh,

𝐺𝑅𝐸𝐸𝑁 − 𝑅𝐸𝐷
𝐺𝑅𝐸𝐸𝑁 + 𝑅𝐸𝐷

Dale et al., 2020

Modified Chlorophyll

1.5[2.5(ρ87 − ρ55) − 1.3(ρ87 − ρ25)]

Cao et al., 2018

Absorption Ratio

?(2ρ87 + 1)! − @6ρ87 − !Aρ55B − 0.5

Green Normalized
Difference Vegetation

2019

Index
Green-Red Vegetation
Index

Index 21
Modified Normalized
Difference Aquatic

𝑅𝐸𝐷𝐸𝐷𝐺𝐸 − 𝐵𝐿𝑈𝐸
𝑅𝐸𝐷𝐸𝐷𝐺𝐸 + 𝐵𝐿𝑈𝐸

Brooks et al., 2019

𝑅𝐸𝐷𝐸𝐷𝐺𝐸 − 𝑅𝐸𝐷
𝑅𝐸𝐷𝐸𝐷𝐺𝐸 + 𝑅𝐸𝐷

Brooks et al., 2019

Vegetation Index
Modified Normalized
Difference Vegetation
Index
Modified WaterAdjusted Vegetation

(1 + 𝐿)

𝑅𝐸𝐷𝐸𝐷𝐺𝐸 − 𝐵𝐿𝑈𝐸
𝑅𝐸𝐷𝐸𝐷𝐺𝐸 + 𝐵𝐿𝑈𝐸 + 𝐿
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Brooks et al., 2019

Index2

Normalized Difference
Green Index

𝑁𝐼𝑅 − 𝐺𝑅𝐸𝐸𝑁
𝑁𝐼𝑅 + 𝐺𝑅𝐸𝐸𝑁

Normalized Difference
Red Edge Index

Optimized Soil
Adjusted Vegetation

Abeysinghe et al., 2019

Abeysinghe et al., 2019
𝑁𝐼𝑅 − 𝑅𝐸𝐷𝐸𝐷𝐺𝐸
𝑁𝐼𝑅 + 𝑅𝐸𝐷𝐸𝐷𝐺𝐸

(1 + 0.16) ∗

(ρ87 − ρ55)
(ρ87 + ρ55 + 0.16)

Cao et al., 2018

index (OSAVI)1
Photo-chemical
Reflectance Index1
Reformed Difference
Vegetation Index1
Ratio Vegetation Index

Transformed
Chlorophyll

(ρ16 − ρ20)
(ρ16 + ρ20)

Cao et al., 2018

(ρ87 − ρ55)

Cao et al., 2018

(A(ρ87 + ρ55))
𝑁𝐼𝑅
𝑅𝐸𝐷

Zhou et al., 2018

3[(ρ63 − ρ55) − 0.2(ρ63 − ρ25)

Cao et al., 2018

× (ρ63/ρ55)]

Absorption in
Reflectance Index
(TCARI)1
TCARI/OSAVI1

Triangular Greenness

𝑇𝐶𝐴𝑅𝐼
𝑂𝑆𝐴𝑉𝐼
𝐺𝑅𝐸𝐸𝑁 − (0.39 ∗ 𝑅𝐸𝐷) − (0.61 ∗ 𝐵𝐿𝑈𝐸)

Cao et al., 2018

Johnson et al., 2020

Index
1

These vegetation indices were used with hyperspectral imagery; Therefore, the
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equations reference different wavelengths rather than simple green, blue, NIR channels.
2

L = 0.5

Orthomosaics derived from sUAS RGB images were used in several studies for
visual analysis and manual digitizing of vegetation boundaries (Taddia et al., 2021; Farris
et al., 2019; Dai et al., 2020). The high spatial resolution RGB orthomosaics were also
used to generate random sample points for validation and accuracy assessment
(Rupasinghe and Chow-Fraser 2019). Not all studies required processing in
photogrammetric software before the sUAS data was useable. In Brooks et al. (2019), the
authors performed radiometric calibrations and generated vegetation indices with each
individual image, and spectral signatures were also derived. The spectroradiometers
provided significant spectral detail and were able to deliver detailed spectral signatures
for the SAV. In a coastal wetland environment, spectral and structural characteristics are
very effective in assisting image classifications for determining species spatial
distributions.
2.3.7. Methods of Analysis of sUAS Imagery for Coastal Wetland Vegetation Research
A variety of methods were found to be effective for analyzing imagery in coastal
wetlands. Many studies in the coastal wetland environment had the goal of mapping the
spatial distribution of species and other surrounding phenomenon. In a comparison of
pixel-based and object-based machine learning classifiers and the traditional maximum
likelihood classifier (MLC), Abeysinghe et al. (2019) found that a Support Vector
Machine (SVM) classifier outperformed all others with an overall accuracy (OA; see
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section 3.8) of 90%. Johnson et al. (2020) used a SVM classifier to effectively separate
mangroves from other primary vegetation classes. In another study, Durgan et al. (2020b)
also used a SVM classifier to map 17 species in a coastal wetland with an overall
accuracy (OA) of 68.7%. When comparing the original high resolution sUAS
orthomosaic to resampled, lower spatial resolution orthomosaics, the high-resolution
imagery had a higher classification accuracy as well.
Cao et al. (2018) performed a number of experiments with varying feature
combinations for classifying different mangrove species with K-nearest neighbors (KNN) and SVM classifiers. They determined that for the object-based classifiers,
segmentation characteristics best represented the underlying vegetation with a spatial
resolution of 0.15 m, a segmentation scale of 100, and a compactness of 0.7. However,
the spatial resolution, segmentation scale and compactness will require adjustment based
on research objectives. Both classifiers performed well, but the SVM classifier performed
the best with an 89.55% OA. Broussard et al., (2020) used object-based image analysis to
first classify the orthomosaics into vegetation and water, and then into more in-depth
classes. In Rupasinghe et al. (2018), the authors tested unsupervised classifiers, an MLC
and an SVM classifier on sUAS imagery and then compared the accuracies to mannedairborne hyperspectral imagery. The unsupervised classifications did not work well with
sUAS data and only yielded an OA of 28.8%. The authors suggested this is because the
additional spectral information from a NIR band is important for classifications, and the
sUAS only collected RGB images. The SVM supervised classifier (OA = 82.4%)
outperformed the MLC (OA = 79.3%), suggesting that SVM classifiers are able to
perform the best. The manned aircraft hyperspectral imagery classifications (OA =
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85.5%) outperformed even the most accurate sUAS classifications, suggesting that
spectral information may be more important than high spatial resolution, however. Based
on the reviewed literature, there is a consensus that SVM classifiers may be the most
accurate for coastal wetland vegetation classification.
Models for estimating wetland vegetation biomass were developed using linear
statistical models. Using sUAS data for accuracy assessment, Zhou et al. (2018)
discovered that their biomass model resulted in an R2 of 0.89 and RMSE of 0.415 kg m-2.
The model developed using an NDVI layer derived from a multispectral camera on an
sUAS in Doughty and Cavanaugh (2019) resulted in an R2 of 0.67 and RMSE of 0.344 kg
m−2.
A variety of statistical tests (i.e., ANOVA, Tukey HSD, and Tukey-Kruskal) were
used in Brooks et al. (2019) to test for differences between direct field-measured (e.g.,
boatside, out-of-water) and data collected using a sUAS. No significant differences were
found between the spectral index values when comparing direct field vs sUAS-collected
data. Kolmogorov-Smirnov (K-S) tests were also performed on spectral signatures of
different vegetation species. Differences were found between EWM, the vegetation of
interest, and the several other species.
2.3.8. Validation and Accuracy Assessment of sUAS Imagery for Coastal Wetland
Vegetation Research
Most accuracy assessments performed in the literature were conducted using
validation data collected just before or after sUAS flights (Zhou et al., 2018; Doughty and
Cavanaugh, 2019). Validation data were also created from manual image interpretation of
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the high resolution sUAS imagery. In this case, high-spatial resolution sUAS data were
used as if the researchers were there in person. As an example, Zhou et al. (2018) used
the imagery to generate validation data for fractional vegetation cover in a satellite
image-derived model. Similarly, Rupasinghe et al. (2018) used a stratified random
sampling method to generate random points from sUAS imagery-based land cover maps
for accuracy assessment. In vegetation structure-focused studies, in situ GNSS surveys
and traditional vegetation surveys were used for accuracy assessment (Broussard et al.,
2020).
Traditional validation and accuracy assessment methods were found effective for
evaluating the performance of classifiers in the coastal wetland environment. For
example, Abeysinghe et al. (2019) effectively used a three-fold cross validation approach
to assess the many classifiers in their experiment for mapping phragmites. Other studies
used in situ data and random sampling methods to determine a method’s accuracy from a
confusion matrix (Marcaccio et al., 2016; Samiappan et al., 2016; Durgan et al., 2020b).
Overall accuracy (OA) was the most commonly computed accuracy assessment metric.
OA was computed by using equation 2.1:

𝑶𝑨 =

∑#
"$% """

(2.1)

#

where xii represents a pixel classified correctly, N is equal to the total number of pixels
being assessed, and OA is the overall accuracy. The OA served as the baseline accuracy
metric.
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For a similar type of assessment, Haskins et al. (2021) used a weighted NashSutcliffe Efficiency (NSE) coefficient, calculated using equation 2.2:
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where n is the number of sampled plots, E is estimated cover from classified imagery, M
is measured cover from the field survey, and W is the number of intercept sampling
points (weight). The NSE metric indicates agreement between the classified results and
field results.
In studies estimating vegetation biomass, root mean squared error (RMSE;
equation 2.3) was used to describe the differences between the modeled values and
validation dataset values:
∑𝑵
-𝒊 )
𝒊$𝟏(𝒙𝒊 (𝒙

𝑹𝑴𝑺𝑬 = ,

(2.3)

𝑵

where N = the number of data points, xi is the ground-measured biomass, 𝑥./ is the
estimated biomass (Doughty et al., 2021; Zhou et al., 2018; Doughty and Cavanaugh,
2019). Lower RMSE values indicated more accurate estimations of biomass.
2.3.9. Challenges for sUAS Imagery for Coastal Wetland Vegetation Research
A variety of challenges exist for using sUAS in coastal wetlands and are well
documented in the reviewed literature. Some challenges are common across all sUAS
remote sensing applications, while some are specific to the coastal wetland environment.
For example, vegetated areas with standing water and changing tide levels can pose a
problem when using vegetation indices to classify the vegetation (Lishawa et al., 2017).
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NDVI values varied substantially between in situ measurements and the sUAS
measurements for these areas within the study site due to the presence of water. Doughty
and Cavanaugh (2019) suggested that environmental conditions, such as atmospheric
conditions and tidal stage, can adversely affect biomass estimations when using sUAS
data. To combat this, the authors suggest collecting imagery under consistent atmospheric
conditions as close to solar noon as possible. This technique would not be effective with
standing water, however. The presence of water can affect reflectance values and
potentially cause an underestimation of NDVI, so imagery should be collected at a low
tidal stage. Ideal research conditions should be chosen based on research objectives.
More generally, sensor noise can also contribute to radiometric variability causing
inconsistencies between data collections. Other shortcomings described by Rupasinghe et
al. (2018) included misclassifications caused by shadows and shaded areas. While special
processing techniques were used in an attempt to remove these artifacts, they still had an
effect on the classification results. Finally, coastal wetland vegetation phenology can
impact how vegetation indices and biomass correlate and can influence vegetation
classification accuracy. Similar to methods used when classifying satellite and mannedaircraft imagery, collecting data during peak biomass for best sUAS-derived biomass
estimations was recommended (Lishawa et al., 2017). When planning to compare
imagery datasets across time, it is important to collect them in a similar temporal window
(e.g., season) so that vegetation phenology is approximately the same.
A more general sUAS related challenge described in the literature includes the
presence of artifacts in the imagery, created during orthomosaic generation, that can
make classifications difficult (Samiappan et al., 2016). ‘Artifacts’ can be described as
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blurred objects or discontinuities in the orthomosaicked images. For example, a
boardwalk in a section of marsh may be blurred out or slightly misaligned during the
mosaicking process. The misalignment or blurring of the object can cause
misclassifications. In some temporal change detection analyses, the imagery available to
compare the more recent sUAS imagery may have a coarser spatial resolution, which can
make true comparisons can be difficult. It was also suggested that lighting conditions
could result in errors in DTM accuracy (Durgan et al., 2020a).
Legal restrictions from the Federal Aviation Administration (FAA) require
unmanned aerial pilots-in-command flying under Part 107 rules to be ‘licensed’ (i.e., the
remote pilot certificate) and follow certain regulations that can potentially limit flight
times and study area extent (Durgan et al., 2020b). One of these restrictions, maintaining
constant visual line-of-sight, can restrict the study area to the distance of the sUAS visual
recognition by the remote pilot (Broussard et al., 2020). The requirement of FAA
certification to fly a sUAS for research purposes can limit the number of individuals who
operate a sUAS for research purposes. Many states also put additional restrictions on the
launching/landing/operating from locations of a sUAS (Hodgson and Sella-Villa, 2021).
These restrictions can indirectly impact the coastal wetlands sUAS image collection
plans. In a more dramatic impact, North Carolina also requires a separate state UAS
permit in addition to the FAA remote pilot certificate. Remote pilots need to investigate
and follow local rules and regulation wherever a sUAS is being operated.
Computing power is also a well-documented challenge. sUAS missions with a
high percentage of overlap (i.e., 80%) can collect large numbers of images to be
processed. Computer storage and computation power to process the images requires large
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amounts of computer random access memory (RAM), large graphics processing units
(GPUs) and extensive storage (Broussard et al., 2020). The millions of points generated
in a point cloud can be difficult to process and handle as well. Another technological
limitation comes in the form of current battery capacities and their link to flight times.
Depending on the size of the drone and payload, battery power limits flight duration to
less than one hour for most fixed wing and multicopter sUAS. Multiple batteries are
required to fly over larger areas. Challenges discussed here are not all specific to coastal
wetlands. As technology improves, our ability to collect and analyze datasets in these
environments will also improve.
2.4. Directions for Future Research
2.4.1. Sensors
Both RGB and multispectral cameras have been used extensively to map and
classify vegetation in three of the four general objectives observed in this review (Figure
2.3). Future coastal vegetation research should more extensively examine other sensors
and instruments, such as thermal infrared sensors, sUAS-borne LiDAR, and
hyperspectral sensors. LiDAR and hyperspectral sensors can be expensive investments
and therefore were used in only two studies. However, data collected from these sensors
and others can contribute significant knowledge on the biophysical characterization of
coastal vegetation using a UAS platform. For example, thermal sensors have been used
along with other multispectral sensors to detect chlorophyll content and water stress from
an sUAS for crops (Berni et al., 2009). Applying similar techniques to a coastal
environment may provide greater insight into variables affecting water stress in coastal
vegetation. For example, Gao et al. (2014) utilized Landsat TM and ETM+ imagery,
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including the thermal band, for coastal region drought monitoring. However, at such
coarse spatial scales, it is difficult to discriminate coastal wetland vegetation from other
types of upland vegetation. Higher spatial resolutions provided by sUAS can highlight
stresses affecting coastal vegetation in specific regions, and even for specific species.
There are many applications for these sensors in mapping coastal vegetation, particularly
in submerged aquatic vegetation, algae blooms, and mapping structural characteristics of
vegetation (Pinton et al., 2020; Brooks et al., 2019; Kislick et al., 2018). As the
technology becomes less expensive and these sensors become more widely available, an
increasing number of applications will provide a growing knowledge base.
2.4.2. Incorporating Multiple Scales
Many articles reviewed in this study utilized sUAS imagery as ancillary data or
validation data in the study. For example, Zhou et al. (2018) performed their main
biomass model with satellite imagery, and then used the sUAS data to validate the
satellite-derived model. In another study, Doughty et al. (2021) compared the use of
sUAS for coastal wetland biomass modelling to coarse resolution satellite-based biomass
modelling and found the sUAS models to perform better. Conversely, studies like
Marcaccio et al. (2016), Dale et al. (2020), and Doughty and Cavanaugh (2019), among
many others, focus on the sUAS as the sole remote sensing platform.
There is merit in identifying other opportunities of data integration from all
platforms and scales. sUAS can provide excellent model input and guidance for
extracting information from satellite data. By including sUAS data in models of multiple
scales, a high-resolution imagery gap can be filled between traditional satellite and aerial-
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based imagery and corresponding in situ data. sUAS imagery can be used to detect the
many fine scale spatial patterns and changes across a study area, and in some instances,
has outperformed broader scaled products develop using Landsat imagery Doughty et al.
(2021). sUAS do an excellent job improving detection of heterogeneous spatial patterns
and pairing these data with coarser resolution data can enhance larger scale analysis.
Although current legal restrictions and battery limitations may curb study area size and
sUAS applicability, there are increasing opportunities for sUAS to be used regularly by
environmental researchers and coastal managers. Battery performance is improving, and
flight time capabilities have steadily increased with new iterations of fixed-wing and
multicopter sUAS (Figure 2.6). Future research can take advantage of increased flight
capabilities to investigate how sUAS can serve as a reliable independent remote sensing
platform on its own, without the need for other manned-airborne or satellite datasets to
make a meaningful contribution.

Figure 2.6. Relationship between sUAS flight time and year of
model release for a sample of multicopters and fixed wing sUAS.
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2.4.3. Standardization of Procedures
As previously mentioned, the coastal environment is very dynamic and can be a
challenging environment for remote sensing data collection. The ever-changing weather,
cloud cover, wind and tides necessitate the development of general guidelines regarding
capturing imagery in these environments. Other variables that can change among sUAS
missions include GCP and validation survey data accuracy and mission planning or flight
parameters. While collectively coastal wetland vegetation research could benefit from a
set of field-tested general guidelines, each unique study environment could benefit from a
specific set of corresponding guidelines. Because sUAS data are new and developing
rapidly, other scholarly research has called for a more general standardization of
procedures and data sharing (Wyngaard et al., 2019; Poley and McDermid, 2020). In
regard to sUAS in coastal wetland vegetation research, much progress was made by
Durgan et al. (2020a) in the way of understanding the impact of flight parameters on
imagery products. The effects of varying spatial resolutions were also assessed by
Durgan et al. (2020b) and Haskins et al. (2021).
However, additional mission planning research needs to include exploring the
appropriate number of GCPs for study area size in coastal wetland environments.
Topography and vegetation characteristics differ between coastal wetland environments,
and therefore may need different georeferencing requirements. While Haskins et al.
(2021) determined a minimum of 2 GCPs per hectare for their study area, Santos Santana
et al. (2020) found a different threshold for their study area. The GCP requirement will be
dependent upon the project accuracy requirements. Further investigation is needed in a
variety of coastal wetland environments to come to a consensus. Until recently, GCPs
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were not frequently used or mentioned in sUAS coastal vegetation studies. A consensus
for lower limits of flight parameters and mission planning (e.g., overlap or altitude and
spatial resolution required to map a particular vegetation species) was not reached in our
literature review. In order to correctly compare and build upon prior research, standards
should be developed as soon as possible. We call on remote sensing experts and coastal
wetland vegetation experts to work together on standardizing procedures for sUAS
missions in vegetated coastal wetland environments.
2.5. Concluding Remarks
Coastal environments are significant for many reasons, including their economic,
ecologic, recreational, and hazard reduction benefits. Coastal wetland vegetation provides
a critical role in each of these benefits and warrants regular monitoring due to the
extremely dynamic nature of the coastal environment. This chapter offers a review and
synthesis of 20 articles pertaining to sUAS use for remote sensing of coastal wetland
vegetation. Since 2016 there has been an increase in literature regarding the use of sUAS
in coastal vegetation research. Limitations were related to using ground control points;
balancing altitude, image overlap, and battery capacity; legal restrictions; environmental
limitations; and computational requirements of the data. Overall, there is an increasing
use of sUAS platforms for mapping and monitoring coastal vegetation and the challenges
outweigh the limitations for a variety of applications. However, as sUAS platforms
continue to be upgraded and new and improved sensors become more readily available
and cost-effective, the applications and capabilities of sUAS for remote sensing of coastal
vegetation will continue to grow.

42

The following chapter (Chapter 3) manuevers the several described limitations
and builds upon the lessons learned from the extensive review to develop a new
application for sUAS remote sensing in a coastal tidal marsh: using RGB sUAS imagery
and derived vegetation indices to develop a model for estimating vegetation biomass. Its
advancement focuses on using sUAS to enhance quantitative coastal management in a
spatial aspect by studying how to reliably monitor the spatial distribution of vegetation
biomass across a given marsh system.
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CHAPTER 3
RGB INDICES AND CANOPY HEIGHT MODELLING FOR
MAPPING TIDAL MARSH BIOMASS FROM A SMALL UNMANNED
AERIAL SYSTEM2

____________________________________
2

Morgan, G. R., Wang, C., & Morris, J. T. (2021). RGB indices and canopy height
modelling for mapping tidal marsh biomass from a small unmanned aerial system. Remote
Sensing, 13(17), 3406. https://doi.org/10.3390/rs13173406. Reprinted with Permission from the
publisher.

44

3.1. Introduction
Coastal tidal marshes are dynamic environments that serve a variety ecologic and
economic functions in coastal regions. Beyond providing nurseries for many important
aquatic species and beautiful backdrops for tourists, they also are known for carbon
sequestration and water runoff filtration (Loomis and Craft, 2010; Ballard et al., 2016;
Purcell et al., 2020). Despite their utility, tidal marshes face various challenges including
sea-level rise and erosion. Climate change threatens the natural order of tidal marshes by
strengthening various environmental stressors that are predicted to impact vegetation
biomass and other biophysical characteristics, eventually leading to loss of vegetation
(Thorne et al., 2018; Kirwan and Megonigal, 2013). The benefits of and future challenges
for coastal tidal marshes have led many community stakeholders to recognize the
importance of regular assessment and monitoring of these environments (Sea Level Rise,
pg. 34). Successful marsh health monitoring requires the use of several metrics, including
vegetation height, biomass, and density (Zhou et al., 2018; Doughty and Cavanaugh,
2019; DiGiacomo et al., 2020; Pinton et al., 2020). The complex nature of the tidal marsh
environment presents challenges for frequently and efficiently gathering these metrics
using in situ methods (Durgan et al., 2020b). Remote sensing techniques have long
provided non-intrusive methods for obtaining useful biophysical measurements (Tiner,
2015).
The use of satellite imagery has been particularly successful in estimating one
important biophysical measurement, marsh vegetation biomass. The use of remote
sensing for estimating biomass of Spartina alterniflora (hereafter S. alterniflora), a
common tidal marsh cordgrass, was introduced in 1983 (Hardisky et al., 1983a). The
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study simulated bands 3, 4, and 5 of a Landsat TM imagery by collecting spectral
radiance data and determining the relationships between vegetation indices and collected
biomass measurements, and found that the infrared index provided the strongest
relationship (R2 = 0.92). Soon after, others investigated other spectral indices and found
that many were highly correlated with coastal marsh vegetation biophysical
characteristics and showed favorable predictions in comparison with traditional methods
(Hardisky et al., 1983b). Further studies continued to provide substantial evidence of a
strong relationship between spectral properties and salt marsh vegetation biophysical
characteristics using medium resolution satellite imagery (Gross et al., 1988; Zhang et al.,
1997). More recently, high spatial resolution satellite imagery (3 m) has also been
successfully used to model biomass in a coastal tidal marsh (Miller et al., 2019).
Aerial imagery also performed well for estimating marsh vegetation health
metrics, especially biomass. Early practitioners used 3 m Calibrated Airborne
Multispectral Scanner (CAMS) data to model S. alterniflora above ground biomass
(Jensen et al., 1998). They found the NIR band to correlate the best with biomass (R2 =
0.879), and the four most useful vegetation indices were Infrared Summation Index (R2 =
0.741), simple ratio (R2 = 0.578), Normalized Difference Vegetation Index (NDVI) (R2 =
0.576), and Soil Adjusted Vegetation Index (SAVI) (R2 = 0.574). For further
investigation, other authors used ADAR 5500 high spatial resolution imagery to measure
biophysical parameters of S. alterniflora in South Carolina and found that SAVI was the
best performing index (R2 = 0.569) (Jensen et al., 2002). Many other studies have shown
strong relationships between biomass and spectral reflectance information and are well
documented by Klemas (2013).
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Small unmanned aerial systems (sUAS) are a relatively new development in the
remote sensing community (Jensen, 2017). With the advancement of miniaturized sensors
and cameras, sUAS are able to provide very high resolution (VHR) imagery by flying at
low altitudes. The relatively low-cost sUAS instruments can be flown on-demand. The
coastal manager now has control over much of the data gathering processes, unlike with
satellite and aerial remote sensing. Managers can use sUAS to capture imagery over
small geographic areas, making them ideal for investigating subtle variations within
smaller environments that are difficult to discover with coarser spatial resolution imagery
captured with aerial and satellite remote sensing (Doughty et al., 2021).
sUAS have recently been used to collect on-demand VHR aerial imagery for
mapping vegetation biomass. While only a small number of sUAS studies in the literature
have examined the coastal marsh environment, they have increased in the past few years
(Poley and McDermid, 2020). sUAS imagery has now been used successfully in
conjunction with SPOT6 satellite data for estimating S. alterniflora biomass and
fractional vegetation cover with high accuracy (Zhou et al., 2018). Others recently used
an sUAS with a multispectral sensor to model coastal marsh vegetation biomass across
the four seasons (Doughty and Cavanaugh, 2019). The authors found that certain seasonal
models were more robust than annual models. Superior to satellite/aerial optical remote
sensing, sUAS imagery can extract 3D point cloud along with orthoimages. Canopy
height information may play a unique role in assisting biomass estimation of tidal
marshes. A most recent study modeled salt marsh vegetation height in Beaufort, North
Carolina using sUAS imagery-derived point clouds, LiDAR point clouds and in situ

47

height measurements (DiGiacomo et al., 2020). Results found that LiDAR measurements
performed better than the sUAS-derived elevation values.
Most off-the-shelf sUAS can be purchased with built-in, inexpensive RGB
cameras. To extend beyond visual spatial analysis, RGB-based vegetation indices,
hereafter referred to as RGB indices, can be used to highlight the differences in
vegetation reflectance between the red, green, and blue bands. RGB indices have recently
been used to aid in mapping mangrove canopy and monitor the health of wetland
vegetation (Johnson et al., 2020; Dale et al., 2020). Other studies have found success
when using RGB indices to model biomass for aquatic plants, rice, winter wheat, and
soybeans crops, among others (Cen et al., 2019; Yue et al., 2017; Maimaitijiang et al.,
2019; Jing et al., 2017).
sUAS personal remote sensing devices offer a relatively inexpensive means to
map and monitor small coastal environments, and many coastal managers are beginning
to discover their utility (Tait et al., 2019; Fallati et al., 2020; Collin et al., 2019). For
example, Tait et al. (2019) found that sUAS multispectral and RGB data are capable of
classifying marine microalgae with considerable accuracy. In a shallow coral reef, Fallati
et al. (2020) was able to identify three important substrate types from sUAS imagery for
identifying changes over time. Finally, Collin et al. (2019) identified best band
combinations for high classification accuracies of coastal reef environments. It is
important to establish best practices for their use in a variety of practical situations
(Morgan and Hodgson, 2021; Wyngaard et al., 2019). The goal of this chapter was to
establish best practices for use of RGB indices and canopy height models for modeling S.
alterniflora biomass using a low altitude sUAS. We hypothesized that RGB indices
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would be highly correlated with peak S. alterniflora biomass measurements and canopy
height information would provide useful information for creating a robust biomass
model. A large set of RGB indices were explored in this study to support the use of RGB
cameras installed on many off-the-shelf sUAS. The results of this chapter are meant to
establish best practices of coastal managers with cost-effective means for regular
monitoring of tidal marsh biomass.
3.2. Materials and Methods
3.2.1. Study Area
We conducted sUAS surveys at four marsh plots in the North Inlet Winyah Bay
(NIWB) estuary at the Belle W. Baruch Institute for Marine and Coastal Sciences near
Georgetown, South Carolina, USA. NIWB is a NOAA National Estuarine Research
Reserve and home to S. alterniflora-dominated tidal salt marshes. Within NIWB, the
North Inlet estuary is 7,655 Ha of relatively untouched tidal marsh wetlands. The tidal
range for this area is approximately 1.4 m.

Figure 3.1. NIWB study site locations. South
Carolina is located in the southeastern USA,
bordering Georgia, North Carolina, and the
Atlantic Ocean.
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Three distinct high and low marsh study sites were selected within the North Inlet
Estuary (Figure 3.1). The largest plot is located at Goat Island (GI). The other two plots
are located near each other to the north at Oyster Landing. The first is in a high-marsh
area (OL-HM), and the second is in a low-marsh area (OL-LM). Each of these plots have
been monitored for 30+ years as part of an NSF-funded Long-Term Research in
Environmental Biology project, with biomass data collected regularly (Morris and
Haskin, 1990).
3.2.2. Data collection
3.2.2.1. sUAS data collection
This study utilized a DJI Matrice 100 built with modifications to include a
multispectral Micasense Red Edge sensor with 5 bands: blue (475 nm), green (560 nm),
red (668 nm), red edge (717 nm), and near infrared (842 nm). The calibrated
multispectral sensor provided reliable spectral information to test the concepts of using
RGB-indices for S. alterniflora biomass modeling. Regular built-in sUAS cameras have
also been used in past studies in extracting RGB indices (more described in next section).
The concepts tested in this study using the multispectral camera’s RGB bands apply to an
inexpensive, off-the-shelf sUAS RGB camera, although it is expected the radiometric
accuracy is reduced in these inexpensive cameras. Flight time with one battery was
approximately 15-17 minutes, and all missions combined required the use of four
batteries. The sUAS came equipped with a Global Navigation Satellite System (GNSS)
receiver (Figure 3.2). Each site required a variable flight path and time, though altitude
was held constant at 40m with a 5 m/s flight speed. The sUAS captured 142 images at the
OL-LM site, 198 images at the OL-HM site, and 287 images at the GI site. Overlap (both
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side lap and front lap) was extended to 85% to ensure that orthomosaics and point clouds
could be computed using the structure from motion (SfM) algorithm. Flights were
conducted from 11:00 AM to 2:00 PM EST, centered around low tide (11:49AM) on
August 30, 2020. The best time for remote sensing-based biomass estimation is when the
species is at peak biomass (Doughty and Cavanaugh, 2019). For S. alterniflora, peak
biomass is from late July through the beginning of October (Ai et al., 2017). Wind was
variable during data collection with 4-6 m/s gusts from the northeast, and cloud cover
was minimal.

Figure 3.2. The DJI Matrice 100 with
the Micasense Red Edge-M
multispectral camera.
Ground control points (GCPs) were collected using an Emlid Reach RS2 RTK
GNSS base station and rover at all three sites (Figure 3.3). Local GNSS survey markers
were used as a base station location to ensure accurate GNSS data collection. To avoid
sinking into the difficult marsh, ground control points were placed along walkways
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previously built for vegetation height measurement and monitoring. A few GCPs were
placed in areas of high marsh, very close to shore, to expand GCP coverage around the
study areas. Nine GCPs were collected throughout the GI site, six GCPs for the OL-HM
site, and seven for the OL-LM site.

Figure 3.3. Emlid Reach GNSS base station (left) and rover (right) for collection
of GCPs. Top middle image shows GCPs placed on the narrow boardwalk in
various locations marked with red circles. Bottom middle image shows a black
and white checkerboard GCP.
3.2.2.2. Biomass Data Collection
Aboveground biomass and annual production of S. alterniflora has been estimated
at the NIWB LTREB site using monthly surveys of plant height and density since 1984
(Morris and Haskin, 1990). This on-going LTREB project is investigating salt marsh
response to both natural and anthropogenic changes in the environment (Morris and
Sundberg, 2021). Vegetation stem heights are measured for each plant within a sampling
plot using bird ID bands to distinguish individual plants. Biomass data were calculated
from stem height measurements using allometric equations based on equation 3.1 and
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described in Morris and Haskin (1990), where M is the dry plant mass in grams, H is the
plant height in cm, and cn is a coefficient that depends on previously determined
relationships and the month of data collection. Six of the vegetation plots are fertilized
with phosphorous (15 mol P/m2/y) and nitrogen (30 mol N/m2/y) each year while the
other 24 are control plots.
M = c0 + c1H + c2H2 + c3H3 + c4H4

(3.1)

(

One-meter by one-meter plots each included two subplots (10 cm * 15 cm) where
biomass data were gathered. A total of 29 of the 30 biomass measurements from high and
low marsh subplot locations were used for model training and validation. One plot was
estimated to have zero biomass during the final six months of the year and was not used
for analysis. The biomass data used for this study were collected on August 13, 2020, 16
days before capturing the sUAS imagery. Though it would be ideal to collect these
biomass data at the same time as the remote sensing data, there were no known
disturbances to the area within the 16 days that could potentially affect the S. alterniflora
biomass (Zhou et al., 2018). Furthermore the logistics of obtaining sUAS data at the
exact time of the biomass collection were less of an issue for this study because the data
values were non-destructively gathered or estimated.
Precise locational data of subplot centroid locations were captured using the
Emlid Reach RS2 RTK GNSS base and rover with centimeter level accuracy (Figure
3.4). The positional data were instrumental in accurately extracting vegetation index
values around the subplots. Among the 29 biomass samples eventually used, 20 were
randomly selected as training data for model development and 9 for validation of the
proposed model.
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Figure 3.4. Example plot (bottom right) for ground biomass
collection. The Emlid Reach RS2 base (not pictured) and rover
were used to collect subplot centroid locations in March 2021.
Centroid locations have not changed since 1984.
3.2.2.3. LiDAR Data
LiDAR data were downloaded for NIWB from NOAA digital coast website
(Digital Coast Data). LiDAR data collection flights were flown over 2,300 km2 in
Georgetown County, South Carolina from December 2016 to March 2017. Five 1524 m
by 1524 m tiles were downloaded to cover the study areas in NIWB. The LiDAR data
were reprojected from the original geographic coordinate system into the North American
Datum (NAD) 2011 UTM 17N coordinate system (m). The vertical coordinate system for
the data was the North America Vertical Datum (NAVD) of 1988 in meters. Combined,
the five tiles contained nearly 62.5 million LiDAR returns and required 1.8 Gb of storage
space. These data were classified by the original vendor, Precision Aerial Reconnaissance
(PAR), into ground returns, low noise, model key point returns, water returns, ignored
ground due to breakline proximity, culverts, bridge decks, high noise, and unassigned
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returns. The maximum number of returns from any one pulse from all five tiles was five,
and the point spacing ranged from 38 cm to 50 cm.
3.2.3. Approaches
3.2.3.1. sUAS Imagery Processing
sUAS imagery was processed in Pix4D Mapper 4.6.4 to generate reflectance
maps, point clouds, Digital Surface Models (DSM) and Digital Terrain Models (DTM)
from each mission. Images of a radiometric calibration target were captured before and
after each flight by the RedEdge-M multispectral camera. Calibration target images were
imported in Pix4D Mapper to calibrate the raw digital numbers into reflectance values for
each pixel. All data products were processed in the NAD83 (2011) UTM 17N coordinate
system and the EGM 1996 geoid vertical datum at a 5 cm spatial resolution.
Georeferencing error was calculated to be between 4-9 cm at each site, approximately the
same error in the GNSS equipment used.
3.2.3.2. RGB Indices and Canopy Height Model
RGB indices for this study were computed from the calibrated bands of
reflectance using ESRI ArcMAP 10.8.1. A number of vegetation indices previously used
for biomass modeling in past studies were tested, as indicated in Table 3.1. Calculations
for each index were performed using the raster calculator tool. We used the zonal
statistics as table tool in ArcMap 10.8.1 and 30 cm by 30 cm square buffers to extract the
mean vegetation index value around each subplot location. The square buffers were
specifically calculated around the points of interest collected using the Emlid reach RS2
GNSS. All values within the buffer were averaged together to generate our vegetation
index value for that particular location.
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Table 3.1. Vegetation Indices computed for sUAS biomass modeling.

Index

Formula

Reference1

ExG

2×G−R−B

Jing et al., 2017

GCC or Green Ratio

G/B+G+R

Yue et al., 2017

GRVI

(G − R) / (G + R)

Jing et al., 2017
Maimaitijiang et

IKAW

(R – B) / (R + B)
al., 2019

MGRVI

(G2 − R2)/ (G2 + R2)

Cen et al., 2019

MVARI

(G − B)/(G + R − B)

Cen et al., 2019

RGBVI

2

2

Possoch et al.,

(G −B*R)/(G +B*R)
2016
Michez et al.,

TGI

G − (0.39 * R) − (0.61 * B)
2018

VARI

(G – R) / (G + R – B)

Cen et al., 2019

VDVI or GLA

(2 * G – R – B) / (2 * G + R + B)

Cen et al., 2019

1

These indices have been used in in many other contexts and articles in the

literature of biomass mapping. The authors recommend examining Poley and McDermid
(2020) for a more extensive review.

In addition to vegetation indices, DTMs and DSMs were produced using a
structure from motion (SfM) algorithm in Pix4D that generates a point cloud (Westoby et
al., 2012). Pix4D Mapper software uses the points classified as the top of whatever
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surface (i.e., vegetation or ground) to generate the DSM. The DTM was constructed from
the points classified into the ground category. Since the ground is difficult to see through
the dense S. alterniflora canopy, ground points were sparse. This resulted in the use of
extensive interpolation, and a less perfect bare Earth surface. A recent study found that a
LiDAR derived DTM provided a more accurate representation of the bare earth for
modeling S. alterniflora height (DiGiacomo et al., 2020). LiDAR data collected in 2017
for Georgetown County, South Carolina were used to create a more reliable DTM. These
LiDAR data were filtered to only include ground returns. Ground returns were then used
to generate a DTM. Before the creation of the DTM and DSM, both the sUAS point
cloud and LiDAR data were reprojected into the same NAD (1983) HARN South
Carolina State Plane coordinate system.

Figure 3.5. Example CHM for the GI site. Fertilized plots are represented by blue
dots and other, non-fertilized plots are represented by red plots.
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The DSM and LiDAR-derived DTM were used to create a canopy height model
(CHM) of each of the study areas (Figure 3.5). In using a DTM derived from 2017, the
authors assumed little to no change in the surface topography. The 2020 sUAS data were
assumed to represent the current height of vegetation. As shown in figure 5, there is
apparent variability throughout the CHM that can be visible associated with where
fertilized plots are found.
A CHM was derived by Equation 3.1, where CHM is the canopy height model,
DSM is the digital surface model produced by the Pix4D software, and the DTM is the
ground surface generated from LiDAR returns (unit in meter):
CHM = DSM – DTM

(3.2)

(

The CHM was generated to assess its utility for adding merit to biomass modeling
with RGB indices.
3.2.3.3. Biomass Modeling and Mapping
RGB indices and biomass models were explored in R studio 4.0.2. First, a
correlation matrix was created to determine which indices could potentially contribute
unique information to a biomass model. Investigation of single index scatter plots with
the biomass data revealed a nonlinear relationship between biomass and the RGB
vegetation indices. Therefore, each RGB vegetation index was explored as a variable in a
polynomial regression with the reference biomass values. The best performing model,
initially determined by coefficient of determination (R2) and statistical significance, was
applied to each study area (GI, OL-LM, and OL-HM).
Biomass maps were extracted after applying the best-fit model equation to each
study site. At the 9 validation subplots, we used the zonal statistics as table tool in
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ArcMap 10.8.1 and 30 cm by 30 cm square to extract the average modeled biomass
values. The extracted values were then compared to the ground biomass values at these
validation samples with the root mean squared error (RMSE) metric:
∑𝑵
-𝒊 )
𝒊$𝟏(𝒙𝒊 (𝒙

𝑹𝑴𝑺𝑬 = ,

(3.3)

𝑵

where 𝑵 = the number of data points (N=9), 𝒙𝒊 = the ground-measured biomass,
0𝒊 = the estimated biomass. A smaller RMSE value represents better agreement between
𝒙
the modeled and ground surveyed biomass. RMSE was calculated from the validation
dataset only.
3.3. Results
3.3.1. Biomass characteristics of tidal marsh
Using such a temporally extensive LTREB biomass dataset presented the
opportunity to investigate the S. alterniflora biomass characteristics and its temporal and
spatial patterns. Figure 3.6 shows the measured biomass at 29 subplots in NIWB
throughout the year 2020. These data were used for model calibration and validation. The
peak biomass dates can be considered for most plots between June-October. This agrees
with one author’s a-priori knowledge from 20+ years of living near and with the common
smooth cordgrass and assessments (Morris and Haskin, 1990).
All sites were categorized as high marsh or low marsh. High marsh environments
showed greater average biomass measures (0.966 kg/m2) than the low marsh areas (0.653
kg/m2) for August 2020. These averages included fertilized plots in the high marsh,
however. Removing the fertilized plots from the calculations results in two more similar
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averages (High marsh: 0.620 g/m2; Low marsh: 0.653 kg/m2) that are more consistent
with the literature (Morris and Haskin, 1990).

Figure 3.6. S. alterniflora average biomass curves derived from 29 subplots in
NIWB over the year 2020. The peak biomass for each plot varies but ranges
from late July to the beginning of October.
3.3.2. Vegetation indices and Biomass Models
After a thorough review, we discovered nine of the ten RGB-vegetation indices
were highly correlated (Figure 3.7). The IKAW index was the only index without as high
a correlation with other indices and height, but also was not very strongly correlated with
biomass. The height variable was also not as correlated with other variables. Following
those two, ExG and TGI were both highly correlated with each other, but not as
correlated with other indices. The other seven indices we investigated were all highly
correlated. This made it clear that we would not be able to conduct a multivariate
regression as highly correlated variables would overlap a good bit in their effect on the
regression quality, and in particular the regression results.
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Figure 3.7. Visualization of the correlation matrix for all 10 RGB vegetation
indices and canopy height.
In order to create the most parsimonious model, linear and nonlinear quadratic
biomass estimation models were created using each individual RGB index rather than
combining correlated variables into a flawed multivariate model. The quadratic models
performed better than the linear models in all cases other than the model based on the
GCC index. The scatterplots of the models, along with R2, are shown in figure 3.8.
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Figure 3.8. Scatterplots and Trendlines for each RGB index and
Height metric with the training biomass data. R2 represents the
coefficient of determination, and p values are indicated if the
model was significant.
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The best performing model, based on RMSE in conjunction with R2, was the ExG
index quadratic model (R2 = 0.376; significant at p < 0.05; RMSE = 0.57 kg m-2; See
equation 3). The TGI quadratic model (R2 = 0.39; significant at p < 0.05; RMSE = 0.67
kg m-2 performed similarly well with slightly more explanatory power. As shown from
the formulas in Table 3.2, TGI and ExG are both distance-based indices or based on
simply subtracting or adding visible light bands together. In plots A and B within Figure
8, both indices spread out the data points enough to allow the creation of a more reliable
model. ExG represents a linear band combination (ExG = 2 × G − R – B) while the TGI
is basically the same but is further tested to empirically fit in crop studies (TGI = G −
(0.39 * R) − (0.61 * B)) (Michez et al., 2018). Here we decide to maintain the simplicity
by choosing ExG for estimating biomass in coastal marshes. The biomass model is
extracted as:
𝐵𝑖𝑜𝑚𝑎𝑠𝑠 = 6943.5 ∗ 𝐸𝑥𝐺 1 − 226.82 ∗ 𝐸𝑥𝐺 + 2.3477

(3.4)

(

All other RGB indices performed poorly, none of which was significant at p =
0.05 and the highest R2 was 0.1525. Upon the formulas in Table 2, these other RGBindices were based on ratio between the visible light bands. Using a ratio of the bands
created a cluster of data points that resulted in a less-than-significant model and low R2
(Figure 3.8).
With a relatively small sample set, outliers in the biomass model need to be
carefully examined. Figure 3.8 shows that all plots include two points with extreme
values that contribute to the nonlinear relationships. These two points with high index
and biomass values come from two of the fertilized sample plots. In regard to biomass
measurements and their relationship with RGB index values, the fertilized plots add value
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to our model. They represent high biomass areas that can be seen across the wider NIWB
area, and are important to include in RGB-index data analysis. In our future study, more
high-biomass points will be collected to strengthen our model development.
Against our hypothesis, vegetation height was not an effective biomass indicator
(Figure 3.8, bottom graph). The relationship was nonlinear (R2 = 0.175) and not
significant at p = 0.05. The fusing of LiDAR data with sUAS SfM point clouds to create
a CHM presented the authors with various challenges. Similarly, the two outliers in the
middle of the graph in Figure 8 come from fertilized plots, which have extremely high
biomass but the canopy heights are only around 0.4-0.5 m. We attribute the flat trend to
the relatively homogenous growth height in the reserved marsh. Although the absolute
elevations of the plots vary across geographic space, the canopy heights are relatively
homogenous regardless of location.
3.3.3. Biomass Maps
Biomass maps were created using the ExG-based biomass model (Eq. 3.3) at each
study site in NIWB (Figure 3.9). A standard deviation histogram stretch was applied to
the maps to accentuate the visual variability of biomass distributions in the maps. The
real values of biomass were not changed. Only marsh pixels were mapped. Open water
and manmade structures such as boardwalks were masked out. A minimum threshold of
either 2 standard deviations below the mean or 0 was used as the lower threshold of index
values for input into the model. Although the areas should be low in biomass, negative
index values would actually contribute to high biomass values on the map if not
controlled. The histogram of index values varied depending upon the study site, but there
were consistently exceptionally high ranges yet small means and standard deviations.
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Upper limits of index values derived from 2 standard deviations were used to control for
extreme outliers presumably caused by atmospheric conditions and small pixel sizes that
captured high variability.

Figure 3.9. Biomass maps and sample point locations
for GI (a), OLHM (b), and OLLM (c) using the
ExG-based model. The two samples with the highest
biomass (as shown in Figure 3. 8) are circled in red
in (a).
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At the GI site (Figure 3.9A), the estimated biomass ranged from 0-4.86 kg/m2. As
a high marsh close to shore in the west (where the boardwalk is connected to), biomass is
relatively low across the site. The fertilized long-term LTREB plots show distinctively
higher biomass than other areas in the high marsh. The biomass maps represent the
fertilized plots very well; all three fertilized plots used in biomass data gathering are dark
green on the GI map. The two subplots with extreme values in model development (as
shown in Figure 3.8) are marked in Figure 3.9. Being fertilized and growing well, these
two subplots reached the biomass values of 3.63 kg/m2 and 2.99 kg/m2, respectively.
The six fertilized subplots (two per fertilized plot, the blue point marks in Figure
3.9A show interesting trends. All six fertilized plots are in high marsh at the GI site.
Compared to all 20 of the biomass values used for model training across the three sites,
two subplots show significantly higher biomass measurements, two show slightly higher
estimates, and two show relatively low measurements throughout the year. For example,
in August 2020, the highest two subplots were over 2.0 kg/m2 greater than the site
average. The two slightly higher-than-normal measurements still were about 0.30-0.40
kg/m2 more than the site average. The last two fertilized subplots were 0.30 to 0.40 kg/m2
less than the average biomass measurements. Nevertheless, each of these subplots are on
the high end of biomass for the GI environment, thus showing a dark green footprint
compared to the other plots. Other plots that are not fertilized do not show up as well
along the boardwalk section. Three other fertilized plots that are not used for this data
gathering research project are also visibly apparent.
The OLHM site (Figure 3.9B) is a typical high marsh close to shore in the south.
Marshes are naturally grown without fertilizing experiments. Its biomass is generally low
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in a range of 0-3.86 kg/m2. The marsh in the west of the boardwalk has homogeneously
low biomass. Reasonably, areas further away from shore has increasing biomass.
The OLLM site (Figure 3.9C) is named as a low marsh because its topography is
lower than other two sites and it is further into the NIWB Estuary. The geomorphology of
the site, the creek bank, a nearby causeway and pier make the OLLM site unique. It is an
area prone to wrack disturbances as well, compounded by the pier’s support pilings. Due
to the accessibility, all biomass samples were collected in the north along the boardwalk,
which may attribute to model misfitting in the typical low marsh. As shown in the figure,
the maximal biomass reaches 15.35 kg/m2, which is unrealistically high and needs further
investigation in the inner estuary.
Spatial patterns described in literature (Miller et al., 2020; Morris et al., 2005),
such as higher biomass along the tidal channels and in the low marsh of inner estuary, are
apparent in our maps. However, despite the recognizable patterns, the models
significantly overestimate biomass as true biomass gets higher. When conducting model
validation using the 9 biomass samples, estimates of lower biomass from 0.3 to 0.9 kg/m2
had less absolute error (i.e., + 0.006 to -0.42 kg/m2 absolute error) than the higher
estimates (i.e., 1.95 kg/m2 error). For example, a fertilized subplot resulted in 1.94 kg/m2
error between the observed value of 1.28 kg/m2 and the estimated value of 3.23 kg/m2. In
contrast, an unfertilized plot resulted in a mere .0055 kg/m2 error between the observed
value of 0.575 kg/m2 and the estimated value of 0.5695 kg/m2. In our future work, larger
training and validation datasets will be collected for rectifying overestimation and
recalibrating the model. This may entail more measurements and then estimated biomass,
but we would also like to explore destructive measurements of biomass as well.
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3.4. Discussion
RGB cameras are inexpensive and can be found on most off-the-shelf sUAS. The
near ubiquity of the visible-light cameras provides coastal managers with effective tools
to map coastal wetlands. One of the benefits of sUAS-based remote sensing is that
several types of environmental metrics can estimated or obtained from a single sUAS
flight, providing the means for a comprehensive environmental evaluation that can
include metrics related to vegetation, sediment type, morphology, and much more for
hard-to-reach areas (Dale et al., 2021; Fairley et al., 2018; Adade et al., 2021). This study
achieved similar results as those employing vegetation indices beyond visible spectra, for
example, the normalized difference vegetation index (NDVI; R2 = 0.34) in a California
coastal wetland (Doughty and Cavanagh, 2019). This study enhances our understanding
of RGB indices and their relationships with S. alterniflora biomass. While this study used
a calibrated sensor with higher spectral sensitivity than the typical consumer grade sUAS
visible light camera, by focusing on the red, green, and blue bands we were able to test
the concept of using RGB imagery for biomass modeling. Future work will compare
these results with an inexpensive, more readily available sUAS and built-in cameras.
Multispectral imagery, particularly the NIR band, is considered optimal for vegetation
related studies, and future work will look at comparisons here as well. Given the
flexibility of consumer-oriented sUAS flights, the RGB index could serve as a quick tool
for coastal managers to investigate marsh healthiness in small areas at high spatial and
temporal resolutions.
This study unveils that the distance-based RGB indices perform better than the
common ratio-based indices for biomass estimation of coastal marshes from sUAS
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imagery. Comparison analyses revealed that the excess green index (ExG) was the most
suitable RGB index in this study, with a moderate nonlinear relationship (R2 ≈ 0.4) and
the biomass measured in the late summer during peak biomass. The ExG was originally
created to map fractional vegetation cover, but it has also shown good results for other
applications in numerous other studies (Woebbecke et al., 1996). It has also been shown
to be sensitive to chlorophyll and nitrogen content, just like TGI (Dale et al., 2020). The
TGI was developed by Hunt et al. (2013) and has shown many strengths in various
applications thus far. In a wetland environment, Johnson et al. (2020) mapped mangroves
and successfully used TGI for separating vegetation classes from water and for estimating
canopy cover. Though it partially overestimated canopy cover, it showed a better
sensitivity to vegetation than the visible atmospherically resistant index (VARI). Another
found that TGI performed remarkably well for estimating hops canopy cover, just like the
ExG (Stary et al., 2020). Both indices perform well in many applications and are highly
correlated because they are sensitive to the same vegetation elements. Of the two
distance-based equations, we suggest ExG is the most useful for coastal managers for
mapping biomass in tidal salt marshes because of the universal applicability of the
equation. The equation used to create the ExG index simply relies on doubling the impact
of the green band and then subtracting the red and blue bands. This can be applied to all
environments without modification. TGI was originally found to be a strong indicator of
chlorophyll content but also particularly sensitive to nitrogen fertilizing, which was
performed on the fertilized plots. However, the TGI requires the use of empirically
derived variables in the equation that may need adjustment for some environments.
Furthermore, TGI was originally developed with hyperspectral imagery monitoring
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crops. ExG was originally developed for weed identification. It is of note that while TGI
and ExG performed best during peak biomass, different indices may perform better at
different times throughout the year. Future research will explore the use of RGB-indices
for biomass modelling during other seasons and S. alterniflora phenological states.
Stem height of salt marshes is highly correlated with vegetation dry weight (Davis
et al., 2015). The LTREB project at NIWB uses its own equation to estimate biomass
from its monthly surveys of stem height (Morris and Haskin, 1990; Morris and Sundberg,
2021). However, the experiment in this study found that drone-extracted canopy height
data (CHM) were not effective in modeling biomass. It is important to note that the CHM
we used for our study was not related to the height data used to calculate the biomass
using equation 3.1. We expected the relationship to be very strong because height is the
variable used for calculating biomass. While the R2 of the height quadratic regression
model was within the range presented by DiGiacomo et al. (2020), the statistical
relationship between CHM and the measured biomass was not significant. The CHM
extraction in this study utilized the LiDAR data ground returns as bare earth surface,
which was found working well on terrestrial woodlands (Wang et al., 2021). In Coastal
wetlands, however, studies have reported on the poor performance of LiDAR elevation,
which may introduce high uncertainties to CHM (Enwright et al., 2017; Rogers et al.,
2016; Hopkinson et al., 2004). Future work will be conducted with intensive field GNSS
collection for better assessment of digital terrain model and digital surface models at our
study site. Low marshes and high marshes can also be investigated separately to
determine if elevation influences biomass modeling capabilities with sUAS.
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It is important to address the modelling uncertainties. First, the ground biomass
collection for training remote sensing-based biomass models has long been a destructive
process. However, the biomass model training and validation data used for this study
were non-destructively modeled from stem height measurements. Though the modelling
equation used for biomass measurements has been shown to be very accurate, it is still
modeled and therefore introduces another layer of uncertainty into the remote sensing
model. These methods were proposed to attempt non-destructive means of sUAS remote
sensing for biomass modeling. A comparison between destructive and non-destructive
methods should be investigated to identify where and how much variability is added into
the remote sensing modeling technique. Future work should also focus on incorporating
larger training and validation samples to create a more robust model.
Wetlands can be difficult to map using remote sensing because of their complex
nature. Environmental conditions can cause variability in reflectance. High tide was
avoided to limit the amount of moisture in each image, but even at low tide residual
moisture can be visible in patches within the vegetation canopy. Furthermore, there are
many tidal creeks present within NIWB that can be seen on some of the imagery. These
tidal creeks are unavoidable and add to the complexity of mapping in wetlands. Cloud
cover and wind were variable between missions. Although reflectance targets were
imaged before and after flights, conditions during flights also changed slightly. A sensor
placed on the sUAS facing the sun can be used to capture solar irradiance during the
flight. One study gathered with such a sensor but did not use the data as they felt it
caused an overestimation of NDVI values (Kirwan and Megonigal, 2013). We suggest
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investigating the impact of including a more comprehensive radiometric correction to
improve sUAS-based biomass modeling of S. alterniflora.
A previous study has presented several flight configurations (i.e., flight altitude
and overlap) and lighting conditions from sUAS flights and their effects on various
products in a coastal wetland (Durgan et al., 2020a). This chapter investigated the optimal
RGB indices for practical use in estimating biomass measurements in a tidal marsh
system. sUAS are being presented to coastal managers and professionals as a time-saving
instrument for coastal wetland vegetation research (Durgan et al., 2020b; Marcaccio et
al., 2020). These experiments so far have added support to these sentiments and others
presented in chapter 2, though future research is required to continue the development of
practical applications of sUAS for use in coastal environments.
3.5. Concluding remarks
As we continue into decades of sea level rise and climate change that are
predicted to significantly affect coastal tidal marshes, the development of efficient and
effective monitoring practices is sorely needed. sUAS present coastal managers and
researchers with cost-effective and on-demand tools for gathering data pertaining to
several coastal tidal marsh vegetation health metrics. In this chapter we demonstrated the
utility of sUAS-extracted RGB visible light vegetation indices for modeling S.
alterniflora biomass in order to monitor its spatial distribution. The optimal index is the
ExG index (RMSE = 0.598 kg/m2; R2 = 0 .376). The extracted biomass maps fairly
reflect the spatial variations of biomass at three marsh sites. Height metrics from the
sUAS point cloud, relying on LiDAR-derived bare earth model, did not significantly
enhance our biomass models.
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For the previous two chapters, chapter 2 established commonly used practices and
suggestions for the practical application of sUAS remote sensing for monitoring tidal
marsh, and chapter 3 applied these practices to focus on the use of sUAS remote sensing
for biomass modeling in coastal tidal marsh. However, monitoring tidal marsh systems
also benefit from a temporal component; rather than a single snapshot of the system,
managers require regularly updated information to identify what is changing and why it
might be changing. The next chapter, chapter 4, buildings upon chapter 3 by
incorporating the temporal component of coastal management and explores the continued
use of sUAS to monitor a marsh system long-term. Wrack, a common nuisance to
beaches and marshes, is monitored over a one-year period to identify the wrack’s spatial
distribution and impact before and after the influences of a storm event.
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CHAPTER 4
MAPPING WRACK MOVEMENT AND IMPACT ON COASTAL
MARSHES WITH MONTHLY SUAS IMAGE SERIES3

____________________________________
3

Morgan, G. R., Morgan, D. R., Wang, C., Hodgson, M. E., Schill, S. R. (2022).
Mapping Wrack Movement and Impact on Coastal Marshes with Monthly sUAS Image
Series. To be submitted to Estuaries and Coasts.
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4.1. Introduction
Tidal wrack, or dead plant material that form mats, can be found in a variety of coastal
settings. Throughout the year large amounts of deposited wrack can be found piled up in
tidal marshes. It has long been held that tidal wrack can settle on living vegetation and
have negative effects, even to the point of killing the underlying vegetation. Reidenbaugh
and Banta (1980) sought to prove this by examining aerial photographs from seven
missions over two years to observe the movements and impact of tidal wrack in Virginia.
They found that the wrack can incrementally move its way up to the high marsh, and that
wrack can kill underlying vegetation under certain conditions. They also discovered that
devegetated areas could remain as such for up to two years. Valiela and Rietsma (1995)
studied the disturbance of vegetation by 195 wrack mats that were stranded over a marsh.
They determined that the larger mats that remained static for as long as 3-4 months and
stranded at higher elevations did the most damage to the underlying vegetation. Brewer et
al. (1998) investigated experimental wrack burial and found evidence to support the prior
assertions that wrack disturbances interact strongly with marsh elevation. More recently,
an experiment examining the impacts of wrack thickness was conducted whereby 2-3 cm
thick and 15-20 cm thick wrack mats were placed on top of vegetation in experiment
plots in a coastal salt marsh (Stalter et al., 2006). The study found that over a sevenmonth periods the larger wrack mats affected the underlying vegetation more negatively
than the smaller mats.
In a study investigating sea level rise inundation and wrack deposition on
vegetation both independently and together, Tolley and Christian (1999) established that
one result of wrack deposition was the redistribution of species in a high marsh. Fischer
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et al., (2000) investigated the spatial pattern of disturbed patches of vegetation (caused by
wrack deposition) along a tidal creek in coastal Georgia and modeled the relationship
between the disturbed patches and morphology of the creek. They found that areas where
water slows down or where flow is multidirectional are the most vulnerable. Areas
disturbed by wrack not only allow other high marsh species into the Spartina Alterniflora
dominated low marsh, but these disturbed areas can also allow invasive species, like
Phragmites Australis, to find a foothold in an ecosystem (Minchinton, 2002). Wrack
deposition can also bring with it other forms of marsh intrusion by way of other small
debris and pollution (Viehman et al., 2011).
Some studies documented that wrack can also have a positive association with
marsh vegetation health and biomass (Pennings and Richards, 1998). The positive effect
of wrack on marsh can depend on the thickness of the wrack mat and the length of time it
takes for the detritus to decompose. The decomposition of wrack actually leads to a
strengthening of the marsh system over time, though these positive effects take a long
time to become evident (Montemayor et al., 2011). The strengthening of the marsh comes
from the releasing and absorption of nutrients that promote and strengthen the food web
in the marsh ecosystem (Negrin et al., 2012). Most recently, Van Stan et al. (2020)
investigated the long-term effects of the potential of wrack to store freshwater from rain
that can benefit specific plant communities. The ability for dense wrack to store water
could also potentially influence its weight and therefore increase or speed up the impact it
has on the underlying vegetation. While the positive effects of wrack on marsh systems
have been documented, the negative effects wrack mats can have on marsh ecosystems
occur more rapidly and are more easily discernible, as shown in the literature above.
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Whether wrack deposition provides more benefits than detriments is still debated
by coastal scientists and managers. Biases may come from the limitation of small-size
plots in field experiments. Furthermore, wrack deposition, persistence, and subsequent
effect on vegetation following the influence of a hurricane has yet to be comprehensively
examined (Doyle, 2016). Little is known about the temporal-geographic distribution of
wrack as it is often in hidden areas within the marsh. Wrack is known to be brought in
and deposited by hurricane storm surge, but its long-term influence of the storm has not
been studied, creating a gap in literature (Platt et al., 2015).
Small unmanned aircraft systems may bring new insights to wrack studies from
high spatial resolutions and frequent temporal intervals. While small, unmanned aircraft
have a rather robust military pedigree, their use by civilians began more recently (Hardin
and Jensen 2011; Hugenholtz et al., 2012). In 1979, Przybilla and Wester-Ebbinghaus
performed the first documented experiments with unmanned aerial vehicles (UAVs) in
photogrammetric applications (Colomina and Molina, 2014). UAVs and small unmanned
aerial systems (sUAS) were soon considered for disaster response, vegetation monitoring,
glaciology, animal monitoring, conservation, and rangeland monitoring, amongst others
(Terwilliger et al., 2015; Bhardwaj et al., 2016; Hugenholtz et al., 2013; Klemas 2015;
Koh and Wich 2012). In the midst of the sUAS remote sensing revolution, coastal
wetland scientists and managers have turned to the new technology to fill a data gap.
Klemas (2015) delivers an extensive overview of the types, capabilities, and benefits of
sUAS in a wetland environment. Highly accurate GNSS positioning technology allows
sUAS to systematically fly over wetlands that were previously difficult to access due to
the roughness of the environment. The advancement of sUAS technologies provides
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excellent grounds by which the new high spatial and adjustable temporal resolution
imagery can benefit coastal wetland monitoring. Not only can they capture extremely
high-resolution imagery, but they can be deployed on-demand and at the most opportune
times. The adjustable temporal resolution plays a key role in understanding both the
effects of the movement and deposition of wrack that frequently, and sometimes
perpetually, covers coastal wetlands.
With the new opportunities inherent in the development of sUAS technology,
there is now the possibility of mapping the location and movement of wrack, as well as
the health of the surrounding (and possibly uncovered) vegetation at higher spatial and
temporal scales. These new data can offer new insight into the following questions:
•

How long does wrack need to stay in the same location to have an effect on the
underlying vegetation?

•

How long can wrack deposited on vegetation from a hurricane remain there, and
what kind of consequences follow?

•

Are other pollutants now heavily involved with wrack as well, particularly after
an extreme event, and what impact does their movement have?”
This chapter begins to address these questions by testing the feasibility of

mapping wrack using monthly sUAS flights within two hours of low tide over a tidal
marsh system throughout a calendar year. We propose the use of a small unmanned aerial
system for mapping and monitoring wrack for effectively enhancing our understanding of
wrack spatial distributions, patterns, movements, and effects following a hurricane event.
Never before has wrack been mapped at such a fine temporal scale from an aerial
perspective. Additionally, flights for this study were conducted before, immediately after,
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and approximately monthly following the influence of hurricane Isais over the study area
to identify how long wrack movement caused by a storm event can impact a marsh.
Visual observation techniques from Jensen (2018) were used to identify wrack movement
patterns and potential impacts from the wrack in the multidate orthomosaics. Using this
chapter as a guide, coastal managers and scientists should be able to design and execute a
plan for monitoring wrack phenomenon and impact on a coastal wetland in their
stewardship.
4.2. Materials and Methods
4.2.1 Study Area
The study area of interest is a small coastal tidal marsh adjacent to Harbor Island
in Beaufort County, SC within the Ashepoo, Combahee, and Edisto (ACE) Basin. The
ACE Basin is home to numerous plant and animal species, as well as an almost 5,000
hectare National Wildlife refuge (About the Refuge, 2019). Parts of eastern Beaufort
County are included in this basin, including Harbor Island. Our specific area of interest
(Figure 4.1) is a 40 ha subset of a coastal tidal marsh situated between the Harbor River
to the west and the island rental homes on the narrow strip of island to the east and north.
The tidal marsh vegetation is predominately Spartina Alterniflora, though small patches
of Salicornia virginica are also present near the river and tidal creeks. Wrack is
frequently found along the beaches on Harbor Island, as well as in the estuaries and tidal
marshes.
In August 2020, Hurricane Isaias affected portions of Harbor Island with tropical
storm force winds, flooding and high tides. Isais was a category 1 hurricane at the time it
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passed within approximately 100 km of our Harbor Island study site, later to make
landfall near the South Carolina-North Carolina state borders. The close proximity of the
storm resulted in extensive wrack deposition and movement across the study area. While
damage caused by hurricane Isaias was prevalent in many other locations across North
Carolina and Virginia, Harbor Island was thankfully spared from the devastation other
areas experienced.

Figure 4.1. Study area for each recurring flight with GCPs.
The example orthomosaic was collected from the flight on
August 1, 2020.
4.2.2 sUAS Data Collection
The collection of sUAS image data began on August 1, 2020 and continued
monthly until June 21, 2021. Flight dates, including flight times, weather, and the time of
low tide for each fight are included in table 4.1. Each flight was flown by an off-the-shelf
DJI Mavic 2 Pro using its built-in RGB camera. The 20-megapixel true-color camera has
a 1” CMOS sensor with a 77° field of view. Each flight was conducted from the exact
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same flight plan, resulting in 501 images per flight with near-coincident image centers.
The flight altitude of 100m and overlap of 80% resulted in a ground sampling distance of
approximately 2.5cm. Each flight required two batteries, so total flight time depended
upon the research team’s speed in replacing the battery before continuing flight.
Table 4.1. sUAS Data collection flights

Date

Flight Time

Weather

Low Tide

Note

Aug. 1
2020
Aug. 4
2020
Aug. 15
2020
Sept. 15
2020
Oct. 29
2020
Dec. 11
2020
Jan 11,
2020
Feb 9
2020
Mar 25
2020
Apr 22
2020
May 22
2020
June 21
2020

1:58 PM –
2:45 PM
3:51 PM –
4:41 PM
11:22 PM –
12:10 PM
12:30 PM –
1:23 PM
1:50 PM –
2:37 PM
12:04 PM –
1:03 PM
12:10 PM –
12:58 PM
1:21 PM –
2:07 PM
12:05 PM –
12:57 PM
11:30 PM –
12:20 PM
10:46 PM –
11:34 PM
11:55 PM –
12:46 PM

Partly
cloudy
Partly
cloudy
Partly
cloudy
Mostly
cloudy
Mostly
Cloudy
Clear

1:12 PM

Pre-Hurricane Isais Impact

3:38 PM

Post- Hurricane Isais Impact

11:48 PM

2 weeks later mission

1:13 PM

11:16 AM

Beginning of normal
operations
Data captured in between
storms
Perfect sky/wind

Overcast

12:55 PM

Overcast

12:40 PM

Mostly
Cloudy
Clear

12:35 PM

Captured between rain
showers
Captured day after rain
showers
No shadows due to clouds

11:03 AM

Perfect sky/wind

11:23 AM

No shadows due to clouds

11:49 AM

Perfect sky/wind

Mostly
Cloudy
Partly
Cloudy

1:46 PM

Flights were conducted within two hours of low tide. The spectral quality of
images is affected due to the bidirectional reflectance distribution function (BRDF) as
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seen by the spatial patterns of illumination in Figure 4.1. However, low tide conditions
were deemed more important to the study than the BRDF effects in order to obtain the
objective of getting a snapshot of the wrack placement. Importantly, the mapping of
wrack was largely based on the visual interpretation on the orthomosaic that obviates the
issues of automated image detection. We could visually determine the wrack locations
better at low tidal periods. Other flight parameter changes, if logistically possible for all
flights, would have benefited the spectral integrity of the images and are discussed in
section 4.4. The logistical requirements were beyond the resources available for this
study.
It has been noted that the DJI Mavic 2 Pro camera includes a rolling shutter that
rapidly scans across a scene while taking the image. This is in contrast to a global shutter
that takes a single image at one moment in time. The rolling shutter can introduce
distortions into the images collected with this type of sensor. The processing software
Pix4Mapper uses a model to compensate for the rolling shutter distortion by taking into
account the movement of camera positions. According to Pix4D, the different camera
positions are approximated by applying a linear interpolation between the two camera
shots at the start and finish of the image readout (Pix4D, 2016). The model has shown
good results with rolling shutter cameras on drone gimbal mounts to ensure the sensor is
pointed constantly in the nadir (90°) position (Topodrone, 2020).
Nine ground control points (GCPs) were collected along the perimeter of the
study area at permanent, unchanging locations, with similar GCP targets to the ones
shown in Figure 4.2A. GCPs are not available within the marsh area due to the
inaccessibility for placement of GCP targets (Figure 4.1). According to Santos Santana et
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al. (2021), using GCPs for georeferencing that were placed around the perimeter of a
study area performed well, especially as long as more than six GCPs are used. GCP
collection was conducted using an Emlid RS2 base and rover GNSS RTK just prior to the
first flight on August 1, 2020 using a NOAA survey marker as the base station (Figure
4.2B). Each GCP was collected over non-changing landmarks, and therefore could be
used for recurring flights.

A
.

B.

Figure 4.2. A) GCP with marsh study area in the background. B) GCP
data collection with a Emlid RS2 (Rover unit pictured) GNSS unit.
4.2.3 Approaches
4.2.3.1 sUAS Data Processing
Following each flight, all 501 photos were imported into Pix4DMapper 4.6.4
where they were processed using a structure from motion (SfM) algorithm into a single
orthomosaic over the whole study area. Processing required approximately two hours;
usually about 20-30 minutes for initial processing and 1.5 hours for orthomosaic
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generation. The ground sampling distance of sUAS images for each flight was within
0.05 m. During Pix4DMapper processing, the pixel size was resampled to 2.5 cm for all
orthoimages (5x5 averaging).
4.2.3.2 Wrack Identification and Digitizing
As described by Jensen (2018), the American Society for Photogrammetry and
Remote Sensing (ASPRS) defines airphoto interpretation as “the “examination of aerial
photography [and aerial videography] to identify objects and judge their significance.”
Given the super high-resolution orthoimagery (2.5 cm), wrack identification and
digitizing can be conducted following the elements of image interpretation, as described
and defined by Jensen (2018). Expert visual interpreters identified each individual wrack
patch, and large wrack patch clusters, using the primary elements of tone, color, and
contrast in particular. The golden brown or white colored wrack is easily distinguishable
from healthy green vegetation but was more difficult to distinguish from the brown dying
or senesced vegetation beneath it. Different tones, however, provide enough distinction
between the two for confident analysis. The tertiary visual interpretation elements of
texture and pattern were equally important. Plant detritus clump together in distinct
tightly clustered wrack mats when deposited by the tide or waves. The bumpy texture of
wrack mats, evident in figure 4.3, make it easily discernible from the surrounding
vegetation. Wrack patterns are typically quite similar over time and wrack mats are often
found along tidal creeks (Reidenbaugh and Banta, 1980). This information was used
when identifying wrack locations. All wrack locations were digitized into a new feature
class using ArcGIS Pro version 2.8.1.
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Figure 4.3. An example of a wrack cluster digitized from
the orthoimage. Here, larger wrack mats, combining into
a cluster, are easily discernible from the vegetation
beneath.
A minimum mapping unit of a 225 cm2 was selected for this study due to the
assertion that larger wrack mats have a greater impact on the underlying vegetation.
Smaller mats do not have much effect and were not considered (Valiela and Rietsma,
1995). As a result of the diversity of ways in which wrack can be found in nature, the
authors have differentiated between wrack mats and wrack clusters. For the purpose of
this study, wrack mats are groups of individual plant detritus to make a mat-like structure,
and wrack clusters are large groups of wrack mats that can move together with the tides,
as shown in figure 3.
4.2.3.3 Data Visualization and Spatial Pattern Identification
The digitized wrack polygons were processed using ArcGIS Pro 2.8.1 by first
converting the vector representation of the wrack polygons into a raster data format. The
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raster was generated with a 2.5 cm cell size to mimic the sUAS orthomosaicked image.
Wrack locations were coded using a ‘1’ for wrack present and ‘0’ for wrack absence. We
then used the ArcGIS Pro 2.8.1 raster calculator to add each raster together, showing
changes over time. The final raster was used to make a heat map (i.e., greater frequencies
of consistent wrack mats) of where wrack has occurred the most throughout the marsh
system of interest (Figure 4.4). Spatial patterns in wrack presence (i.e., where wrack was
consistently found and in relation to what physical characteristics of the marsh) were
visually identified using the maps produced in the steps above. Example spatial patterns
indicate wrack was consistently found near water bodies or in a certain region of the
marsh. Descriptive statistics were performed for the digitized wrack feature classes.
Persistent wrack presence identified temporal analysis of wrack polygons was
then used to further investigate the orthoimages to determine possible impacts upon
surrounding vegetation. The areas experiencing vegetation disturbance were investigated
systematically based on the heat map of wrack occurrence. First, the areas most prone to
wrack throughout the year-long study were extracted and visually examined. The next
areas investigated were typically affected by wrack for five to nine of the missions.
Finally, we investigated the time series orthomosaicked images carefully one at a time to
identify other areas of concern that may not have experienced persistent wrack presence.
The visual cues for unhealthy vegetation on the orthoimage include a change in
color over time (that is different from natural plant senescence in the winter) and general
plant structure. For example, if the vegetation was significantly impacted by wrack
deposition, it would fail to rebound and stand erect again. Certainly, lack of vegetation, or
exposed mudflat, is a visual cue that wrack has affected a particular vegetated area in the
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marsh. For this study, areas where vegetation is missing was compared with previous
aerial images of the area flown for the Beaufort County Mapping and Applications
department. These images are captured during leaf-off conditions, in February or early
March each year for various purposes. The spatial resolution of these images has
improved in recent years to about 15-20 cm, which is enough to identify larger clusters of
wrack if the image was captured during low tide. If similar vegetation gaps or mudflats
existed in years prior, we assume the wrack mats had no impact. Other assumptions made
here include a homogenous distribution of nutrients across the marsh system, as well as
no disturbances to the marsh system. There were no known anthropogenic disturbances
during the course of this study. From these assumptions, we also believe that any changes
to vegetation health visually detected after the deposition of wrack was the cause of the
wrack.
4.3. Results
4.3.1 Wrack presence and patterns
The spatial distribution of wrack around the marsh was consistent throughout the
study. Wrack often followed tidal creeks; approximately 55% of wrack, in fact, was
found within 10 m of a tidal creek (Figure 4.4). The wrack mats close to tidal creeks were
typically smaller than the other wrack mats found further away. On average, the size of
wrack mats and clusters closer to tidal creeks were smaller by about one square meter,
per the descriptive statistics derived from the digitized wrack polygons. From figure 4.4
we can identify areas where wrack remained the longest. Generally speaking, a large
portion of wrack material was displaced from regular tidal movements and small storms
after a period of about three to six months. In a few instances wrack persisted beyond six
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months, including some small regions in the northern sector of the marsh wrack persisted
for the entire study length. While the wrack mats thinned in the winter time, they
remained in place regardless of tide or other influences. Our observations conclude that
the areas with persistent wrack extending beyond 6 months are mudflats along a river
channel with surrounding vegetation where it is easy for wrack to enter, but difficult for it
to leave. The trapped wrack mats remained for extended periods of time. Our study does
not lend itself to a definitive conclusion as to why the mudflat areas exist, though it can
be inferred that the geomorphological characteristics of the mudflat area give tendency to
wrack deposition, and therefore wrack has persisted there long before our study was
conducted. Indeed, when confirming with the aerial imagery provided by Beaufort
County, there was indication of the marsh flat developing from early 2018.

Figure 4.4. The distribution of wrack occurrences in the year-long
period. Wrack deposition and movement typically occurs near the
moving water bodies.
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Wrack mats were most commonly found in August 2020 (324, 367, and 290
wrack mats and clusters identified) and the following June (207), indicating wrack is
most prevalent in the summer for this marsh system (Figure 4.5). Winter months,
particularly December (93), showed the least amount of wrack throughout the marsh.
This is due to the lack of dead plant material following the several months of healthy
vegetation during the season of Spartina Alterniflora peak biomass. There is a steep
decline in wrack from August into the fall and winter until a steady increase into the
summer months again. Figure 4.5 shows an obvious increase following the visit of
Hurricane Isais.

Figure 4.5. The number of wrack mats and wrack clusters on the left axis
and Total Digitized wrack area in hectares on the right axis by flight date.
The effects of Hurricane Isais were felt between August 1 and August 4.
Hurricane Isais on 2 August 2020 had an interesting impact on wrack movement
in the marsh. The orthoimage on day 1 (August 1, 2020) was used to extract the pre-Isais
wracks and the one on day 2 (August 4, 2020) was to extract the post-Isais wracks. After
the storm, there were 43 more identified wrack mats or wrack mat clusters. Also, the
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storm resulted in more wrack movement towards the interior of the salt marsh than any
other data collection period (Figure 4.6). Wrack was deposited on the eastern (near
urban) side of the marsh (red circle), which did not happen again after this incident over
the yearlong study. Large new mats of wrack were also deposited on the northwestern
part of the study area.

Figure 4.6. Wrack changes from before and after Hurricane Isais impacted the study
area.
4.3.2 Wrack Impact on Marsh Health
Wrack presence over time was identified as an influence on vegetation. Figures
4.7, 4.8, and 4.9 identify patterns of wrack distribution and the final impact of an area
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after an extended period of time. Figure 4.7 indicates an area of interest that experienced
an increase in wrack presence after the impact of hurricane Isais, and slowly lost the
detritus over the course of the study. However, wrack was present for at least three
months (August through October). By the final flight, an area devoid of vegetation was
present where wrack had been the densest. These small patches without vegetation (i.e.,
mudflats) in the image on the June 21 image were not found present in any of the
previous three years of aerial imagery from Beaufort County.

Figure 4.7. The change of a wrack before and after hurricane Isais and
the eventual impact of persistent wrack presence.
Figure 4.8 represents an area where there was extensive wrack movement over the
study period, resulting in some areas experiencing thinning vegetation from the previous
wrack deposition and subsequent re-strengthening. More specifically, following the
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movement of the wrack from the original location on August 1st 2020 to the new area on
January 11th 2021 (red circles), the original area shows thin and discolored vegetation
compared to the vegetation around it. This is likely a result of wrack persistence.
However, after another six months, the same area in the red circle shows a thickness and
greenness comparable to the vegetation around it. Other areas, like that of the densely
covered area north of the channel in the January image (orange circle), had yet to
experience an event strong enough to remove the wrack from the vegetation by the end of
the study. The wrack, rather than move away, has fallen between the vegetation and lends
itself to restrengthening.

Figure 4.8. Wrack change and the eventual impact of
persistent wrack presence. Red circles are the original
wrack mat location while the orange circles are the
locations after movement.
Figure 4.9 represents an interesting dynamic of wrack movement. The images
captured depict a transition from wrack residue to a larger accumulation of wrack that
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eventually intrudes deeper into the marsh system. The first image, from August 1, 2020
reveals wrack residue left behind just on the other side of a cluster of healthily green, tall
form of Spartina Alterniflora along the tidal channel. As the season progresses to fall
(shown on October 29) and then eventually to early winter, there is a growth of wrack
deposition in the same location. Finally, by the end of the study, the accumulation had
continued enough through the end of winter and spring to now overflow further into the
marsh system.

Figure 4.9. Progression from wrack residue to a small accumulation
of wrack to finally a larger wrack mat overflowing into deeper parts
of the marsh.
4.4. Discussion
sUAS are incredible new remote sensing tools with extensive capabilities. New
advanced quadcopters have longer battery life and are able to cover a much larger study
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area while also providing a stable platform for aerial photography (Boon et al., 2017). In
this study, a DJI Mavic 2 Pro was used to capture aerial imagery over the 40 ha area of
interest. Each flight was conducted within two hours of low tide. While logistically a
challenging experiment, a long-term wrack study before and after hurricanes was shown
to be a feasible pursuit. Long distance travel (2.5 hours) to the study site made the
logistics and planning of sUAS missions complicated, but when planned in advance they
were successful. If such a study were conducted by a coastal manager with easy access to
the study area and an sUAS, a longer-term study is completely possible. The adjustable
temporal and spatial resolutions of imagery, as well as the on-demand, low-cost nature of
data capture, provide a unique contribution to studies of wrack and its impacts before and
after coastal disturbances such as hurricanes.
Wrack was most consistently found in the northwestern portion of the study area,
which happens to be closest to the large harbor river, a source of moving water for wrack
transport/deposition. Few wrack mats made it to the far interior of the marsh, though a
tidal channel running down the west of the study area deposited wrack along the shore
frequently. Over half of all digitized wrack mats were found within 10 m of any tidal
creek, which corresponds with the observations of Fischer et al. (2000). Not surprisingly,
these findings provide evidence that wrack is mostly commonly found along the moving
water bodies rather than farther inland from larger storm events.
While there was a substantial amount of wrack found throughout the marsh
system prior to hurricane Isais impacting Harbor Island, there was both a visual and
statistical increase in wrack presence after the storm passed three days later (Figures 5
and 6). The storm moved in wrack mats to areas where wrack was not found again in the
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yearlong study, even two weeks after the storm had passed. While the other wrack
movement throughout the year is certainly a function of regular tidal movement, these
penetrating wrack mats could have been the result of compounding factors, including the
usual high tide along with wind, the small amount of flooding, and small storm surge the
island experienced. Many large wrack mats and clusters were found nearest the Harbor
River, where much of the new wrack would be coming from upstream. From the aerial
surveys conducted using the sUAS, we could determine how long wrack was in certain
places. It appears that wrack deposited and moved from the storm remained in its
locations for a fairly short period of time. By the time of the aerial collection on October
29, 2020, almost three months after the storm’s impact, most of the wrack deposited or
moved by the storm had been removed or had fallen beneath the vegetation canopy.
According to Stalter et al. (2006), this would be enough time to have a mild impact on the
underlying vegetation. However, more extensive negative impacts on vegetation health
would require a longer persistence of wrack mats.
Wrack was also identified as a contributor to the underlying vegetation in both
negative and positive ways. We found that the extended presence of wrack, as
demonstrated in the area in Figure 7, contributed to the loss of vegetation. While we do
not have sUAS imagery from before August 2020, we are confident that wrack was
present in that area for at least three months before it was removed. Since wrack was
extensively found in the area prior to Hurricane Isais, and if the wrack in that area
follows the patterns found in this study, it can be inferred that wrack was present over the
area for several months prior, including the summer and late spring. Therefore, we
conclude that wrack presence of nearly six months could have contributed to marsh loss.
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On the other hand, Figure 8 shows wrack that had at one point been on top of the
vegetation but had since dropped below. With wrack below the canopy, it has a greater
opportunity to decompose and benefit the vegetation rather than negatively affect it.
Stalter et al. (2006) even suggests that the warm weather in South Carolina, USA could
enhance and speed up the decomposition of wrack to the betterment of vegetation health.
Automatic wrack mapping with sUAS beyond visual observation is complicated.
Several challenges were encountered when conducting the 12 flights and there were
several lessons learned. For identifying wrack, low tide and high sun angle conditions are
ideal for visually distinguishing wrack from other vegetation, particularly in the winter
months. These conditions are ideal for ensuring true color images are clear and shadows
are at a minimum. The low tide environment is ideal for a study on wrack because it not
only limits the amount of water that affects reflectance, but also provides a snapshot of
the wrack in the marsh system. The images reflect a time when most wrack movement
would have halted or slowed for a short time after the waters receded. However, the flight
conditions often produce BRDF effects because of the position of the nadir-viewing
sensor, sun and smooth water surface in coastal marshes. Marsh environments, by their
very nature, are wet and thus, result in strong direction reflective surfaces viewed from
above. In extreme conditions, sun glint and hot spot effects may also occur. As was
noted, BRDF effects were apparent in several of the orthomosaics due to the time of data
collection, solar angle, and lack of radiometric correction. While these effects did not
limit our ability to identify wrack locations for this study, it did remove the possibility of
effectively using the images to calculate reliable RGB (true color) based vegetation
indices for vegetation health evaluation. Two possible solutions are suggested for
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overcoming these logistical problems. First, radiometric calibration targets can be used
before and after flights with multispectral sensors to calibrate pixel values to true
reflectance (Wang, 2021; Johnson et al., 2020; Doughty and Cavanaugh, 2019). In a
previous study, BRDF effects in individual images have been successfully removed when
radiometric calibration was applied in a marsh environment (Morgan et al., 2021).
Another solution to the BRDF effects is capturing images at more ideal sun
angles. It has been suggested in conversation that flying in better conditions would have a
bigger impact on the removal of the BRDF lines than any post-processing we can
currently accomplish for sUAS imagery (G. Raber and S. Schill, personal
communication, Feb. 25, 2020). It is recommended that a coastal manager would have
the most control with operating during earlier hours of the day to limit the sun angle,
although low tide and greater shadows in marshes should also be considered. In our
particular environment, low tide occurs at the same time of day twice in a month,
providing data collection windows of a few days twice a month. Careful study of tide
charts and solar angles is required to carefully plan a successful flight over a marsh for
investigating wrack movement.
Other limitations of future studies using an sUAS include current battery
limitations. Our 40 ha area required the use of two batteries to complete the flights
needed to capture the necessary images. Time wise, this typically added 10 minutes or so
as the sUAS flew back to its home point, traveled to the ground, the battery was replaced,
and the platform flew back to the point at which it stopped. Many flight parameters,
especially cloud cover and weather, can change quickly during these short flight
stoppages. As batteries improve and technology develops further, even quadcopters like
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the DJI Mavic 2 Pro may have the capability to fly for longer periods of time. Such large
areas can also become a problem with the Federal Aviation Administration’s (FAA)
requirement to maintain unaided visual line of sight with the aircraft at all times. While
this was possible in our study area thanks to clear views across the marsh, some study
areas and weather days may make it difficult. These logistical challenges, along with the
several other tide and sun angle related difficulties, can present challenges for coastal
managers in the future when attempting such studies.
The flight parameter considerations are extremely important for future work, as
continued research should include long term studies on wrack distribution using a
multispectral sUAS in order to capture more vegetation health metrics. Capturing data at
appropriate times with proper radiometric correction can lend itself to accurate vegetation
health maps from both RGB-based indices (Johnson et al., 2020; Zhou et al., 2019; Dale
et al., 2020) and multispectral indices (Taddia et al., 2021; Dai et al., 2020; Doughty and
Cavanaugh, 2019). Marsh elevation has also been investigated in the past with wrack
deposition and storms and could be included in the study using a point cloud derived
from the aerial imagery during SfM processing. Digital elevation models (DEMs) could
provide insight into where wrack tends to remain after a storm, why that pattern exists,
and how it can be fixed if needed.
4.5. Concluding Remarks
Long-term monitoring of wrack deposition, persistence, and its effects on marsh
vegetation can be effectively conducted using an sUAS, especially before and after a
hurricane. This chapter investigated the feasibility of such a study by conducting sUAS
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flights over a 40 ha area of coastal tidal salt marsh from August 2020—before hurricane
Isais affecting the area—until June 2021. Wrack mats and wrack mat clusters were
digitized and visualized in order to identify its spatial patterns. We found that wrack,
though already extensively present through the study site before the storm, increased
following the storms passing. However, much of that wrack was gone after almost three
months, revealing that storm deposited wrack may not be as impactful on vegetation for
shorter periods of occupation. We also discovered some interesting patterns of wrack
movement and impacts. For example, vegetation loss was found beneath some of the
largest wrack mats following its removal over time. Wrack accumulation was also found
as some wrack mats started small but over a few months’ time grew to reach further into
the interior of the marsh environment. Wrack was also found to have a positive influence
as it decayed and provided nutrients for the vegetation to restrengthen following several
months on top of the vegetation. Increased vegetation greenness and thickness several
months after wrack persistence supported previous assertions of Spartina Alterniflora
resilience to wrack coverage.
This chapter focused on the perspective of the coastal manager and demonstrates
the utility of sUAS remote sensing for monitoring and mapping coastal wetlands,
particularly wrack movement. The critically important temporal component of coastal
management was introduced to compliment the spatial component described in chapter 3,
and the fundamental principles for sUAS remote sensing investigated in chapter 2.
Echoed throughout these chapters is that despite several limitations, sUAS remote
sensing provides a powerful on-demand tool for monitoring coastal tidal marsh systems.
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while sUAS technologies are under rapidly development, its utilization is limited
to a local area restricted by the spatial extent of a flight mission. In order to examine the
social component of coastal management that builds upon the spatio-temporal elements
already described in previous chapters, this study turns to deep learning image
classification models and large-scale LULC mapping to identify areas of concern in a
county level. A coastal South Carolina county rich with coastal tidal marshes is studied.
Chapter 5 introduces DL as a geospatial tool for identifying areas of social pressure from
anthropogenic development near coastal tidal marshes.
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CHAPTER 5
DEEP LEARNING OF HIGH-RESOLUTION AERIAL IMAGERY
FOR COASTAL MARSH CHANGE DETECTION: A COMPARATIVE
STUDY4

____________________________________
4

Morgan, G. R., Wang, C., Li, Z., Schill, S. R., & Morgan, D. R. (2022). Deep learning
of high-resolution aerial imagery for coastal Marsh Change Detection: A comparative
study. ISPRS International Journal of Geo-Information, 11(2), 100.
https://doi.org/10.3390/ijgi11020100. Reprinted with permission from the publisher.
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5.1. Introduction
Machine learning (ML) algorithms have become commonplace in remote sensing data
analysis (Camps-Valls, 2009; Lary et al., 2016; Maxwell et al., 2018; Shang and
Chisholm, 2014; Hänsch et al., 2018; Peña et al., 2014; Brovelli et al., 2020; Pal and
Mather, 2005). The successful use of ML for a variety of GIS and remote sensing
applications has led to the implementation of these methods, often based on support
vector machine (SVM) and random forests (RF) statistical methods, into GIScience
software packages that can be used by non-technical investigators. The tools are readily
available for supervised classifications in particular (Train Support Vector; Train
Random Trees). Numerous studies have supported the use of machine learning over
traditional, statistically-based classifiers such as Maximum likelihood methods, with
SVM often performing the best (Ha et al., 2020; Otukei and Blaschke, 2010; Jamali,
2019; Rimal et al., 2019). ML classifiers have now been established across the
professional community as reliable tools for mapping without requirement of extensive
machine learning and programming experiences.
Advancements within the past ten years have led to a new division within
machine learning. Deep Learning (DL) is a learning algorithm designed to mimic the
function of human brain in the form of neural networks (Chassagnon et al., 2020). An
advanced subsection of ML, DL is able to perform artificial intelligence functions with
extensive training resources. The recent popularity and success of DL in other disciplines
and applications such as speech recognition and medical image recognition has led to the
rise of its use in remote sensing applications (Hinton et al., 2012; Litjens et al.,2017).
While citing other reviews of DL applications in remote sensing by Liu et al. (2018) and
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Zhu et al. (2017), Ma et al. (2019) gave a comprehensive review by describing different
model types of DL in remote sensing. The authors also found in their meta-analysis of the
subject that, as of the publication of their article, there were 221 peer reviewed articles
and 181 conference papers or proceedings pertaining to remote sensing and DL. It is clear
that use-cases of DL in remote sensing applications are increasing rapidly.
As applications of DL classifiers in remote sensing become more established, the
algorithms and tools using DL for image classification are being made available as userfriendly graphical user interface (GUI) tools in commonly used GIS software, just like
the ML tools. Though geospatial software companies tout both user-friendly and robust
DL tools, it is often difficult to manipulate the tools to the user’s desired specifications.
Nevertheless, just as the ubiquity of ML GUI tools opened the use of ML to users without
a background in programming and ML, DL tools are also now available to all.
Application-driven researchers, managers, and GIScience professionals may have a
difficult time choosing or knowing the appropriateness of a particular tool for a particular
use-case.
A growing literature base has begun extensively testing DL classifiers against
traditional ML classifiers in a variety of environments and with several data types and
sizes (Liu et al., 2016; Li et al., 2016; Ghorbanzadeh et al., 2019; Hartling et al., 2019).
The goal of these studies is to identify the best performing classifier by comparing the
results of the classifiers on the same datasets, usually using the same or similar training
and validation data. The results of these studies have thus far been inconclusive as to
which classifier (DL or ML) performs best for many environments, though the current
available literature can provide guidance for professionals looking to use such tools for
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particular applications (e.g., land use/land cover classification, vegetation cover, coral
reef habitat classification) (Jozdani et al., 2019; Nijhawan et al., 2017; Wan and Ma,
2020). Certainly, each tool should be selected based on how it best answers the research
question. However, few studies have used the GUI tools developed for less-technically
inclined researchers by the large GIS software companies.
The present study seeks to identify the best performing classifier (among three
effective and commonly used DL and ML classifiers) for mapping land-use/land cover
(LULC) using a large, complex county-wide dataset for a coastal county. Large, high
resolution imagery datasets of coastal areas that include complex land cover can be more
difficult to process and classify, depending on the research question, methods, quality of
image, and field data. High resolution imagery can introduce a salt-and-pepper effect due
to intra-class variations. Knowing which classifier performs best in this type of
environment and with imagery of these specifications will especially benefit coastal
managers and practitioners. This study will specifically use the ML and DL tools
embedded in Esri ArcGIS Pro 2.8.1.
Three effective and commonly used ML and DL classifiers are compared in this
chapter. The U-Net Convolutional Neural Network (CNN) is a DL algorithm that was
originally created for biomedical image segmentation but has been now used for remote
sensing image classification applications (Ronneberger et al., 2015; McGlinchy et al.,
2019). The architecture of the network can be divided into two halves—the first being an
encoding or ‘contracting” side and a decoding or “expansive” side— that give the
architecture its “u” shape. The U-net algorithm has shown success in classifying coastal
wetlands using remotely sensed imagery in previous studies (Li et al., 2021; Dang et al.,
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2020). SVM and RF classifiers are commonly used ML classifiers for remote sensing
analysis. The SVM classifier is a supervised classification method based on the statistical
learning theory and was developed in the computer science community in the 1990s
(James et al., 2013, pg. 337). It is now commonly used in remote sensing research (Liu et
al., 2016; Mountrakis et al., 2011; Bahari et al., 2014). SVM classifiers are beneficial
because they can handle small training samples and the training samples do not need to
be normally distributed. SVM classifiers can handle non-linear class boundaries and
multiple classes. The RF classifier is a supervised classification method based on the
random forest statistical method (James et al., 2013, pg. 311). A series of decisions are
made based on the statistical makeup of the classes and the image overall. The decisions
branch out together and form what look like tree branches. When the entire image is
classified, many instances of classification are performed on subsets of the data, therefore
creating many decision trees (Pal, 2005). The most frequent tree output is used as the
overall classification. Using multiple trees is meant to mitigate overfitting to the training
samples provided by the user. The ‘best’ classifier will be determined by comparing time
costs for classifying the imagery and overall accuracy (OA) results.
Upon determining the most effective classifier, a case study for demonstrating the
effective use of the best classifier is conducted using the large county-wide data set to
detect change in LULC over a ten-year period that can affect the extensive marsh
environment across a large county in South Carolina, USA. While direct modification of
the marsh environment for the sake of development is important to map, indirect impacts
such as pollution, excessive nutrient and sewage inputs, other upstream development and
freshwater diversions coming from coastal communities may have lasting negative
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effects on the health of our important coastal wetlands (Kennish, 2002; Sanger et al.,
2013; Hong et al., 2008; Alber et al., 2008).
Section 2 of this chapter outlines the materials and methods of the experiment and
case study. This includes a description of the study area, the data used, how classifiers
were trained and applied, and change detection analysis was conducted. Section 3
presents the results from the comparison and case study. Results of this case study
provide insights for coastal managers to better monitor and adaptively manage for marsh
health. Finally, results are discussed in the context of the current literature base, followed
by a brief conclusion.
5.2. Materials and Methods
5.2.1 Approaches for Classifier Comparison Experiment
A general workflow of this study is represented in Figure 1. The experiment was
performed by classifying the same large, county-wide, high-resolution aerial image, using
the three different classifiers: RF, SVM, and DL U-Net. The mathematical and coding
application of these classifiers were left to how the ESRI development team designed
them, in ArcGIS Pro 2.8.1, in order to best represent what is available to the coastal
managers and scientists with access to these common tools.
Object oriented classifiers (OOC) were used for the experiment because of their
ability to mitigate some of the high-resolution, intra-class detail and salt-and-pepper
phenomenon that often occurs with pixel-based classifications (Blaschke et al., 2014).
While noise can still be found in the objects, object parameters can smooth out much of
the salt-and-pepper effect. OOC have been shown to have better accuracy than pixelbased classifiers in a variety of environments, including salt marsh and other LU/LC
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classes found in our study area (Ouyang et al., 2011; Whiteside et al., 2011; Li and Shao,
2014). The U-Net classifier performed the semantic segmentation, without the user input
of a segmented image. For the SVM and RF classifications, the base image was
segmented using different properties. Spectral detail was placed at the highest
importance, with spatial detail coming in second. In the range of 1.0 to 20.0, spectral
detail was placed at 18.5, while spatial detail was placed at an 8, in an effort to smooth
out the image. Minimum segment size was placed at 5 pixels (5 × 5 m), as to
accommodate smaller buildings and patches of marsh vegetation.

Figure 5.1. A general workflow for the experiment and case study. First, training
data was used to classify the 2019 image using the three different classifiers (UNet, SVM, and RF). Accuracy assessment was used to determine the most
effective classifier. The 2009 image was classified using the best performing
classifier and then compared with the 2019 image for change detection analysis.
Each classifier required certain input parameters beyond the images and training
data (described in 5.2.2.2). To train the U-Net DL classifier, the training AOIs1 were
used as inputs in the ArcGIS Pro’s Train Deep Learning Model tool. To perform the
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training, the entire raster image was segmented into 7169 tiles with the dimensions of 256
× 256 pixels. The training data were embedded, as well. The tool performed all of this in
the software, with nothing more than a few clicks. Once the classifier was trained using
the training data, and all of the small tiles were input into the U-Net classifier and
ultimately classified one at a time, before being mosaicked together again to create the
whole classified image. The final output was a classified image raster. The U-Net
architecture includes a series of down- and up-sampling, resulting in a network with the
appearance of the letter ‘U’. In the first half of the architecture, sometimes referred to as
the encoder, the features of the input image are extracted by 3 × 3 convolution layers,
followed by a ReLU activation function and 2 × 2 maximum pooling operation. In the
second half of the network, often referred to as the decoder, deconvolution occurs to
restore the image back to the original resolution. Finally, a 1×1 convolution kernel is used
in the final output layer (Ronneberger et al., 2015).
The simple idea behind the SVM classifier can be viewed in Figure 5.2, which is
based on the maximum margin classifier (James et al., 2013). Here, a maximal margin
hyperplane is computed, where the hyperplane separates out two classes and is the
furthest from any of the training data. The observations that fall on the boundary, or on
the outside of the extent of the hyperplane, are transformed into a ‘slab.’ These edge
points are support vectors. However, most natural datasets cannot be separated as nicely
as the example. Support vector machine classifiers allow a nonlinear decision boundary
to separate the classes.
For the experiment, the SVM classifier required the input of the segmented image,
training samples, and classification scheme. Only a single parameter of 500 maximum
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samples per class was required, which limits the number of training samples you can use
for each class. The parameter was set to the default given by ArcGIS Pro 2.8.1. Once
each of the inputs were collectively used to train the SVM classifier, they were applied to
the entire county-wide image. The final output was a classified image raster.

Figure 5.2. Basic SVM, in the form of a maximal margin
classifier. X1 and X2 are hypothetical measurements and, in
our case, would be pixel values.
In ArcGIS Pro, the random trees classifier is a supervised classification method,
based on the random forest statistical method (James et al., 2013, p. 311). A series of
decisions are made based on the statistical makeup of the classes, as well as the image
overall. The decisions branch out together and form what looks like tree branches (Figure
5.3). When the entire image is classified, many instances of classification are performed
on subsets of the data, therefore creating many decision trees (Pal, 2005). It is called a
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random forest method is because each classification is made from a random subset of
training pixels, selected from the overall image, and the final classification is based on
the most frequent tree output from several trees. Using multiple trees is meant to mitigate
overfitting to the training samples provided by the user.

Figure 5.3. Single decision tree structure.
The RF classification followed a similar method. The same inputs were required
to train the RF, though the required parameters were different. The RF classifier was
trained using the following parameters: 120 maximum trees, maximum tree depth of 30,
and 1000 as the maximum number of samples per class. Each of these parameters limited
the size of the forest during the classifier training, while seeking to maintain a high level
of accuracy.
All three classification methods were trained using the same training sample data
and applied to the same aerial image composite from 2019. The final results were three
classified image rasters for comparison.
Accuracy assessment metrics were used to compare the accuracy of the three
classifiers. A confusion matrix was calculated using ArcGIS Pro’s Compute Confusion
Matrix tool, where the Producer’s accuracy, User’s accuracy, Overall Accuracy, and
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Kappa were computed. Producer’s accuracy is the total number of pixels classified
correctly for a class divided by the total number of pixels in that class as determined from
the ground truthing data. User’s accuracy is the total number of pixels correctly classified
into a class divided by the total number of pixels classified into that class. An overall
accuracy (OA) percentage was also calculated:
∑2
/34 𝑥//
OA =
𝑁

(5.1)

where xii represents a pixel classified correctly, and N is the total number of pixels
being assessed.
Kappa analysis is a multivariate technique for accuracy assessment first published
in a remote sensing journal in 1983 (Congalton et al., 1983). Kappa is similar to overall
accuracy as a measure of the accuracy of the entire classification, but each considers
G was determined as described in
slightly different information. A kappa estimate (𝐾)
Jensen (2016):
H=
𝐾

7
𝑁 ∑2
/34 𝑥// − ∑/34(𝑥/5 × 𝑥56 )
𝑁 1 − ∑7/34(𝑥/5 × 𝑥56 )

(5.2)

where N is the total number of samples, k is the number of rows in the confusion
matrix, xii is the number of observations in row i and column i, and xi+ and x+j are the
marginal totals for row i and column j.
5.2.2. Case Study
5.2.2.1. Study Area
Beaufort County is one of South Carolina’s populous counties nestled in the
southern coast of the state (Figure 5.4). From 2010 to 2019, the population in Beaufort
County grew from 162,233 to 192,122, an increase of 18.4 % (US Census). It ranks as the
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wealthiest county in the state with respect to the median household income at $68,377.
Beaufort County is home to half of the state’s salt marsh (Port Royal Sound). According
to Purcell et al. (2020), South Carolina salt marshes and coastal wetlands provide services
in the four ecosystem service categories: provisioning, regulating, cultural, and
supporting. Each of these categories, though not all marketed services, provide valuable
resources to coastal communities. For example, the salt marshes serve as nursery habitat
to many species, especially shrimp. South Carolina’s commercial fishing industry that
relies upon these environments generates $42 million dollars annually to the state
economy (Willis and Straka, 2016). Other services, like flood protection, carbon
sequestration, filtration, and tourism all contribute to the enormous value these marshes
are to the South Carolina coast. The predominate species of marsh vegetation is Spartina
Alterniflora. Juncus Romerianus is also commonly found. The county is home to a
diversity of several land cover types including wetlands, forests, large water bodies,
extensive housing and commercial developments, and agriculture. As the county’s
population continues to grow in a dynamic and complex coastal environment, the
importance of monitoring change using accurate classification methods is critical for
future planning and measuring trends in socioeconomic and ecological health.
Despite extensive regulations to abate the environmental impacts of development
on Beaufort County’s salt marsh, community stakeholders continue to voice concerned
for the health of the marsh (Sea Level Rise, pg. 33). While no substantial evidence of
marsh loss was cited, additional insights from the document state that lack of monitoring
in Beaufort County is a detriment to our understanding how the marsh is being affected
(Sea Level Rise, pg. 34). Furthermore, the aforementioned Beaufort County
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comprehensive plan does not address marsh migration in the face of sea level rise
(Beaufort County Comprehensive). In addition to comparing DL algorithm competency
in mapping a large, complex county wide image with other ML classifiers, this study
seeks to fill a gap in the understanding of land use/land cover extent changes in the area
that may be directly or indirectly impacting marsh health.

Figure 5.4 Map of the United States with Beaufort County (in red)
highlighted within South Carolina (highlighted in blue) and its NAIP image
acquired in 2019.
5.2.2.2. Data
The aerial imagery used in this study were collected by the National Agriculture
Imagery Program, or NAIP. This program began in 2002 and is administered by the U.S.
Department of Agriculture (USDA) Farm Service Agency to collect aerial imagery
during growing seasons. The digital sensors used for NAIP imagery, though not apparent
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in the metadata provided with the imagery, meet rigid calibration specifications (Davis,
2017). NAIP imagery is generally collected at a 1 m spatial resolution (50-60 cm in some
areas) across the conterminous United States.
Table 5.1 Aerial Imagery Details.

Image Characteristics

2009 Image

2019 Image

April 16-25, 2009

August 29- Spetember 23

Dates
2019
Pixel Size

Sensor

1m

60 cm

Leica Geosystems

Leica Geosystems ADS100

ADS40-SH52
Variable; High or low

Variable; High or low

depending on the area

depending on the area

Plant Phenology

Early stages

Peak Plant Biomass

Masked Image Size

21.7 gb

10.8 gb

Tidal Range

For this study, NAIP images of Beaufort County acquired in 2009 and 2019 were
used (Table 5.1). The imagery varies in the month collected. For the 2009 NAIP imagery,
each tile in the orthomosaic was collected between April 16 and April 25, 2009. The
2009 imagery is a traditional true color orthomosaic, with a 1 m spatial resolution
captured by a Leica Geosystems ADS40-SH52 sensor (sensor numbers 30028 and
30045). The 2019 imagery was collected between August 29 and September 23, 2019.
The 2019 flights resulted in a 60 cm spatial resolution and true color imagery from a
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Leica Geosystems ADS100 model sensor (sensor numbers 10530 and 10552). The pixel
size was resampled to 1 m to match the 2009 image. The tide of each image varied, even
within an image due to the flight times of each tile that makes up the images. In general,
the 2009 image shows higher tides with much of the lower marsh slightly inundated. The
National Wetland Inventory (NWI) shapefile for South Carolina was used to mask out
deep water bodies while retaining marsh areas (Download Seamless). After masking, the
imagery was reduced to a smaller size and became more manageable for classifications.
Both images were transformed into the NAD83 (2011) UTM 17N coordinate system.
5.2.2.2. Case Study Classification and Analysis Methods
Both NAIP images were classified into several level 1, 2, and 3 LULC classes,
loosely based on (Anderson et al., 1976). The level 3 classes included mudflat, marsh
vegetation, forest, roads, buildings, agriculture, grassland, water, shadows, dry bare
ground and wet bare ground (Table 5.2). Several classes were combined in our level 2
classes to leave 7 predominant classes that described the general LULC in the study area.
For example, mudflat and marsh vegetation were combined into the marsh class, roads
and buildings into the urban class, and dry and wet bare ground into a single bare ground
class. It was determined that the agriculture class and grass classes were significantly
confused, and therefore were combined due to their similarities. These combinations
were made to identify general environments and limit unnecessary misclassifications.
A final set of level 1 classes were determined by combining bare ground, urban,
and grass/agriculture into a developed class that was used as a proxy for general LULC
changes that can impact marsh health. Bare ground was included in development because
construction sites and pre-construction sites across the county are typically bare ground.
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Grass is included as a development class because it represents a loss of natural forested
coastal area. Many parks and yards are part of developments, and this is where grass is
found. Further, while agricultural use may be impactful if the farmer is using certain
chemicals, the same could be said for large grass areas where added nutrients can
eventually reach the wetlands through runoff. In the end, the forest and development
classes were deemed the most important for determining changes that would affect
marshes. Aside from determining the actual marsh changes (i.e., development on marsh
or marsh gain through marsh restoration), the changes in forested land and increase in
development were used as an indicator of how marsh may be affected.
Table 5.2. Classes used in this study at each classification level.

Level 3 Class

Level 2 Class

Level 1 Class

Mudflat

Marsh

Marsh

Marsh Vegetation

Marsh

Marsh

Forest

Forest

Forest

Roads

Urban

Development

Buildings

Urban

Development

Agriculture

Ag/Grass

Development

Grassland

Ag/Grass

Development

Dry Bare Ground

Bare Ground

Development

Wet Bare Ground

Bare Ground

Development

Water

Water

Water

Shadows

Shadows

Shadows
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Areas of interest (AOIs) for training and validation samples were manually
digitized from the 1 m NAIP imagery based on expert knowledge in the study area and
field visits within the last two years. Training samples were gathered visually from the
imagery in collaboration with the Beaufort County Mapping and Applications Director,
who has had residence in the position since 1995.
Table 5.3. Number of Training and Validation samples (area in ha).

Level 3 Class

2009 Training

2009 Validation

2019

2019

AOIs

AOIs

Training

Validation

AOIs

AOIs

Mudflat

103 (48.7)

68 (140.4)

100 (98.7)

57 (28.9)

Marsh Vegetation

174 (932.3)

71 (193.5)

112 (344.6)

61 (115.4)

Underwater Marsh

104 (578.1)

56 (120.3)

103 (278.8)

46 (134.8)

Forest

120 (887.4)

88 (534.0)

101 (882)

42 (218.6)

Roads

128 (71.5)

66 (30.3)

129 (61.1)

54 (11.4)

Buildings

510 (28.6)

301 (10.2)

656 (35.5)

400 (12.6)

Agriculture

144 (532.6)

74 (102.1)

104 (313.9)

35 (71.4)

Grassland

101 (87.1)

56 (50.2)

103 (119.6)

64 (29.8)

Dry Bare Ground

101 (187.6)

62 (61.3)

113 (206.6)

64 (48.2

Wet Bare Ground

102 (66.1)

40 (50.4)

101 (26.8)

46 (12.3)

Water

132 (138.5)

65 (46.2)

123 (90.0)

53 (18.6)

Shadows

174 (3)

109 (1.4)

119 (3.5)

65 (1.3)

A portion of the open-source building footprints layer provided by Microsoft was
used as AOIs for the building class (Microsoft, n.d.; Huang et al., 2020). While the
dataset was produced in 2018, the individual tiles or scenes throughout the imagery
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collected in a wide variety of dates. Therefore, a Beaufort County building footprints
subset was thoroughly examined before usage as ancillary training and validation data.
Over 100 training AOIs were generated for each level 3 class, though all polygons were
not equal in size. As a result, several classes had fewer AOIs but very large areas for
training the classifiers. Since the study area was exceptionally large (nearly 2,400 km2),
there was ample space to define a large number of training and validation samples (Table
5.3).
An accuracy assessment was performed for each classified image using the
validation AOIs generated in a similar manner to the training AOIs. Validation AOIs
were a fraction of total AOIs for any given class. AOIs were combined for accuracy
assessment to reflect level 2 classes, which were of more interest than the level 3
individual classes. Regardless of the number of validation AOIs, a stratified random
sample of 1500 validation points were generated for the validation process within the
given validation AOIs for each image (Figure 5.5). The validation points were then used
to calculate the accuracy assessment metrics described in 5.2.1.

Figure 5.5. Distribution of sample points used for
accuracy assessment across Beaufort County.
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Following the classification of both the 2019 and 2009 images of Beaufort
County, a change detection analysis was conducted using the Change Detection tool in
ArcGIS pro v.2.8.1. The tool requires an input of a series of maps or images and
computes a change detection map and change matrix in return. For the change detection
analysis, a final classification map with combined classes was created. Water, shadows,
marsh, and forest classes remained intact, but the agriculture/grass, bare ground, and
urban classes were combined into a class called development. Areas of change were
assessed based on the numbers of pixels that changed from a particular class to another.
Pixel counts were multiplied by the 1 m * 1 m pixel size to determine approximate area
in meters squared. Further conversion from m2 to ha was accomplished by multiplying by
0.0001.
While mapping a marsh class alone gives us direct information on actual changes
in the marsh, many indirect impacts from nearby land use/land cover changes have been
documented (Sanger et al., 2013; Wedge et al., 2015). Because of these documented
impacts, we decided to map all classes to suggest and discuss what changes may
potentially occur if development trends continue.
Pixels that changed from any particular class to the shadow class, or from the
shadow class to another class were disregarded for this change analysis. The pixels of
interest for this study were the pixels that changed from the marsh class or the forest class
to any other class, but particularly to the development class. The pixels that experienced
these changes were mapped and visually analyzed to determine impacts and assess
potential future impacts. This was done through visual observation based on the change
detection analysis.
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5.3. Results
5.3.1. Comparison of model performance and accuracies
Processing time is an important factor in processing large-size imagery.
Computational costs depend on the data being processed as well as the computational
abilities of the machine being used. Here, a Dell Inspiron 5680 6-core intel i7 CPU with
16gb Ram and Nvidia GTX 1060 3gb GPU was used to process each classification. As
noted in Table 1, the U-Net classifier required the least training time but the most total
classification time to apply the trained model to the image.
Table 5.4. Computational time and classification accuracies.

Classifier

Training Time

Classification Time

OA

Kappa

2019 DL U-Net

2 hours, 59 minutes

43 hours, 23 minutes

92.4% 89.8%

2019 SVM

4 hours, 52 minutes

30 minutes

81.6% 75.3%

2019 RF

4 hours, 29 minutes

23 minutes

75.7% 67.3%

2009 DL U-Net

2 hours, 46 minutes

42 hours, 34 minutes

85.3% 80.5%

Training the U-net classifier required 2 hours and 59 minutes, at least 30 minutes
faster than the two other classifiers. However, the classification of the image itself took
43 hours and 23 minutes for a total of 46 hours and 22 minutes. The length of
classification is not a common finding, however, as U-net classifiers have been found to
be faster than many others in remote sensing applications (Li et al., 2021; Dang et al.,
2020; Zhang et al., 2021). The authors suggest the extra length of time required to
complete classification was due to the machine specifications, the size of the dataset, and
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the methods by which the tiles were classified and subsequently mosaicked together. The
SVM classifier required 4 hours 52 minutes for training and then 30 minutes to classify
the image. The RF classifier was trained in 4 hours 29 minutes and was applied to the
image in approximately 23 minutes. The computational times and classification
accuracies are reported in Table 5.4.
The overall accuracies of the three classifiers for the 2019 image ranged from
75.74% to 92.38%, with the U-Net classifier performing the best (Table 5.4). This study
found the object-based ML classifiers did not perform as well, though certain classes
performed well (Tables 5.5, 5.6 and 5.7). The forest class was consistently classified with
high users and producers’ accuracy (99-89%). Other classes varied based on the
classifier. For example, the SVM and RT classifiers correctly classified marsh at least
70% of the time, though the U-net Classifier had a user’s accuracy of 84.41% and a
producer’s accuracy of 93.52%. However, both ML classifiers interestingly confused
marsh with the urban class the most. It is proposed that the high-resolution imagery and
complex environment lead to a high intra-class variability, making it difficult for the ML
classifiers to separate the classes.
Table 5.5. Accuracy for the predominant Level 2 classes (U-net).

Bare
Classes

Marsh

Forest

Urban

Agriculture/Grass

Total

Users
Accuracy

Ground
Marsh

260

2

8

2

28

308

84.42%

Forest

2

592

1

0

0

596

99.33%

Urban

0

0

283

0

10

294

96.26%
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Agriculture/Grass

6

12

11

123

3

156

78.85%

Bare Ground

10

0

0

3

84

97

86.60%

Total

278

608

307

129

125

1509

Producer’s
Accuracy

93.53%

97.37%

92.18%

95.35%

67.20%

Table 5.6. Accuracy for the predominant Level 2 classes (SVM).

Bare
Classes

Marsh

Forest

Urban

Agriculture/Grass

Total

Users
Accuracy

Ground
Marsh

217

6

10

1

19

263

82.51%

Forest

0

561

1

1

1

567

98.94%

Urban

37

7

273

11

63

400

68.25%

Agriculture/Grass

22

9

10

111

10

167

66.47%

Bare Ground

2

0

9

5

32

49

65.31%

Total

278

608

307

129

125

1509

Producer’s
Accuracy

78.06%

92.27%

88.93%

86.05%

25.60%

Table 5.7. Accuracy for the predominant Level 2 classes (RF).

Bare
Classes

Marsh

Forest

Urban

Agriculture/Grass

Total

Users
Accuracy

260

77.31%

Ground
Marsh

201

19

15

4

122

11

Forest

2

541

12

6

0

573

94.42%

Urban

55

23

265

0

73

448

59.15%

Agriculture/Grass

8

24

10

105

0

152

69.08%

Bare Ground

12

0

5

14

41

72

56.94%

Total

278

608

307

129

125

1509

Producer’s
Accuracy

72.30%

88.98%

86.32%

81.40%

32.80%

After finding the U-Net classifier performed the best, it was applied to the 2009
NAIP dataset as well. Overall accuracy of the 2009 image classification was 85.28%,
with a Kappa statistic of 80.45%. While many of the same classes performed remarkably
well between the two sets of imagery, the tidal ranges within the 2009 image seems to
have proved difficult for the U-net classifier. The producer’s accuracy for the marsh class
was a low 65.18%, though the user’s accuracy was 96.90%. The marsh areas were often
confused for the water class or the agriculture/grass class. The agriculture/grass class was
often confused as well. It is suggested that this was due to the image collection during
peak biomass, when S. Alterniflora is its greenest and most like an agricultural product or
grass. Outside of the marsh class and the bare ground class that was confused for urban
areas, all other classes resulted in a producer’s accuracy of at least 90.0%.
5.3.2. Comparison of classification results
The DL U-Net classifier was able to navigate the complexities of the environment
better than the other ML classifiers and achieved a higher accuracy. Evidence of this
assertion can be found in three subset areas with classification challenges. Figure 5.4
shows a forested and agricultural area in northern Beaufort County. It is classified
reasonably well by U-Net (Fig. 5.4A), which shows very little salt-and pepper effect in
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the classification. However, SVM and RF (Fig. 5.4B-C) misclassified the forest as water,
marsh or shadow depending on the hue of the green space. Portions of the marsh on the
western edge of the image were confused for bare ground by RF, though the U-net and
SVM classifiers generally recognized it to be marsh. SVM also misclassified small
portions of the marsh area as urban area. U-Net struggled with wet areas in and around
inland water bodies, classifying surrounding vegetation as marsh.

Figure 5.6. A mixed-use area classified by A) U-net, B)
SVM and C) Random Forest. D) is the NAIP image of this
subset.
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In another subset area under development (Figure 5.5), U-Net (Figure 5.5A) once
again classifies the bare ground areas correctly, along with the extensive suburban areas.
SVM similarly classified most of the bare ground and urban areas correctly. However,
RF misclassified the bare ground areas as urban areas. Another difficulty for each
classifier was differentiating some wetland areas and ponds in neighborhoods and golf
courses from the marsh. SVM and U-Net occasionally misclassified those areas, while
RF struggled the most. Nearly every inland water body was misclassified as marsh by the
RF classifier.

Figure 5.7. A developing area classified by A) U-net,
B) SVM, and C) Random Forest. D) is the NAIP
image of this subset.
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It is well known that marsh extent is difficult to map, especially when the tidal
range varies throughout the imagery. These tidal discrepancies made classifying the
marsh difficult for each classifier in this study (Figure 5.6). Marsh was sometimes
misclassified as water, urban, bare ground, and even grass. If images were collected
during low tide conditions across the entire study area, classifications could have been
more accurate. Water hues ranging from blue to algae-ridden green waters made
classifications of water and grass difficult as well. Ancillary information, such as texture,
RGB-based indices, or even a DEM might assist in the differentiation between some of
the more troubled classes. Some inland areas in and around small ponds were also
misclassified as marsh. This is similar to RF that struggled to differentiate the water class
from the marsh class in nearly every inland pond (as shown in Figure 5.5C).

Figure 5.8. A marsh area classified by A)
U-net, B) SVM, and C) Random Forest.
D) is the NAIP image of this subset.
126

5.3.3 Coastal Development and Impact to Marshes
After the DL U-net classifier was applied to both the 2019 and 2009 images,
changes between the two dates were assessed visually and, as best as possible,
quantitatively. The 2009 image classification struggled to classify marsh correctly in
some areas, assigning some pixels as development (i.e., the urban, grass/agriculture, or
bare ground classes) rather than marsh. With this knowledge, it is apparent that several
areas that were marked as marsh loss or gain were in fact errors made by the classifier.
These areas were visually inspected. Figures 5.7C and 5.7D indicate two areas where
actual changes did occur, and in fact some marsh vegetation was lost. An overall marsh
system loss was estimated at 3,300 ha. However, because of the errors detected
extensively throughout the 2009 marsh class in particular, a quantitative assessment of
marsh losses may not be completely trusted. To reiterate the issues described above, the
producer’s accuracy of the marsh class in the 2009 image was only 65%, the lowest of all
the classes. The marsh was misclassified as urban area because of sun glint, and
sometimes as agriculture due to its greenness. We used expert visual observation to
determine that there was very little true marsh loss over the ten-year period. There were a
few areas where marsh vegetation extent expanded between dates (Figure 5.7A and
5.7B), but there were no detected areas where the marsh vegetation or mudflat were
directly affected by development in the marsh system. Tidal levels throughout both
images made classifications and comparisons difficult. Despite using a separate class for
submerged or underwater marsh, these areas are where much of the misclassifications
occurred among the marsh class. Further work using ancillary datasets, like a DEM of the
entire county, to facilitate classification should provide better results in the future.
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Figure 5.9. Examples of marsh vegetation gain
(A and B) and loss (C and D) from 2009 to 2019.
Large areas of development expansion were detected across the county. This
study indicates that approximately 7,102.74 ha of forest were lost to other land cover
classes (e.g., urban, bare ground, and grass/agriculture). For the purposes of the case
study, any forest lost to the level 1 development class was deemed development. The
development in northern Beaufort County included small areas of urban development and
large areas of agricultural development. Southern Beaufort County saw the greatest
amount of urban growth. Figure 5.8 indicates the area of development across the county.
On the other hand, some previously urban areas from 2009 were naturalized over the past
10 years. Some agricultural and urban areas from 2009 were overtaken by shrubs and
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small trees over the ten-year period. These areas were often then classified as forest and
were counted as lost developed land.

Figure 5.10. Forested areas lost to development across Beaufort County in
2009-2019.
5.4. Discussion
The DL, SVM, and RT classification results fared well when compared to other
large-area DL mapping studies that included wetlands and other complex land cover
classes. For large scale wetland mapping across Alberta Canada, DeLancey et al. (2019)
achieved an 80.2% OA using a deep CNN. In a study comparing RF, SVM, and three
other deep learning classifiers for classifying wetland using small unmanned aerial
systems hyperspatial resolution imagery, Liu et al. (2018) found that the DL classifiers
performed better than the SVM and RF classifiers, especially when the training sample
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counts were high. RF and SVM classifiers resulted in OA as high as 65% and 67%,
respectively. The DL classifiers resulted in OA upwards of 76% to 84%. Similarly, our
results support assertions made by Mahdianpari (2018) that CNN can outperform RF
classifiers. Specifically, U-Net has shown to outperform SVM and RF classifications for
wetland mapping using Sentinel-2 10 m imagery. Dang et al. (2020) discovered that the
SVM and RT classifiers only achieved an OA of 50.5% and 46.4%, respectively, while
the U-Net classifier regularly reached at least 85%, depending on the optimizing function
used. Our study suggests the higher resolution NAIP imagery includes enough spatial
detail to improve the OA to the detected levels of accuracy (e.g., U-Net = 92.4%; SVM =
81.6; RT = 75.7%). When using a similar spatial resolution data from the Worldview 3
satellite to classify forested wetlands using a DL CNN, Du et al. (2020) found similar
accuracy levels as our study (92%) when only the optical imagery was used.
In this study, all three classifiers showed a fair amount of competency in
classifying large, complex aerial image mosaics. Other applications where these
classifiers, especially the highest performing DL U-net classifier, might be of use include
tree cover mapping, disaster assessment using imagery directly after a storm event or
natural disaster, sUAS imagery classification, and species level mapping. The classifiers
can be considered adequate for these purposes because of the results from this study,
indicating that high resolution imagery can be processed quickly and with high accuracy.
In some of these examples, time can be an important factor, and when that is the case the
SVM and RF classifiers have been shown in this study to provide adequate results
quickly (2-3 hours) for even a large, 2,400 km2 study area.
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Several challenges were faced when classifying the coastal tidal marsh in
Beaufort County for this study. Maneuvering the tide, and water levels in general, is a
significant challenge when using remotely sensed imagery to map coastal wetlands,
including coastal tidal marshes (Gallant, 2015). This was particularly evident in this
study, as event within the NAIP imagery for one county there was a significant difference
across the tiles that made up the image in tide levels. This was one of the major
difficulties in classifying the marsh. Other environmental conditions such as cloud cover
and shadows cast by tall objects (like buildings, trees, and water towers) obscured the
target wetlands, complicated spectral signatures, and made optical imagery difficult to
interpret or use (Tiner, 2015, pg. 43-65). Plant phenology also played a factor in image
classification. Peak biomass conditions are best for modeling plant health characteristics
such as biomass and can be beneficial in mapping certain coastal wetland species
(O’Donnell and Schalles, 2016; Doughty and Cavanaugh, 2019). The 2009 imagery was
taken in April, which is at the beginning stages of growth and greening up for S.
Alterniflora, the dominant marsh grass in Beaufort County. The 2019 imagery was taken
in late august and early September, which is in the peak biomass for S. Alterniflora (Ai et
al., 2017). All three classifiers were more successful at classifying the marsh class in the
2019 imagery than the U-net classifier was in the 2009 image. We propose that plant
phenology, along with tide levels throughout each image, was a significant factor in these
results.
NAIP datasets provide high resolution aerial imagery with great potential for
vegetation mapping, in particular when acquired during leaf-on conditions. While we
found a fair amount of success mapping various classes, including the marsh class, the
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NAIP RGB imagery alone was not sufficient to overcome all of the complexities of the
coastal wetland environment. To better classify the coastal tidal marsh, particularly the
vegetation and mudflat, it would be expedient to incorporate ancillary remote sensing
data. This process, called data fusion, can be used to better describe and classify wetlands
(Lang et al., 2015). Data fusion can be performed at the pixel-level, feature-level, and
decision-level. Dehouck et al. (2012), as described in Ramsey III and Rangoonwala
(2015), found that they could improve land cover classification by fusing multispectral
data with radar data. While the increase in overall accuracy (OA) was small, some sub
classes improved while others decreased slightly in classification accuracy. Difebo et al.
(2015) applied a fusion of multispectral imagery with LiDAR-derived elevation datasets
to map peatlands in Canada with a 76.4% OA opposed to only achieving a 65.8% with
the RGB and IR bands. Data fusion is able to provide better information for decision
makers. For example, the addition of a NIR band or a vegetation index such as the
Normalized Difference Vegetation Index (NDVI) provides greater discrimination
between marsh vegetation and mudflat, as well as marsh vegetation from other vegetation
classes. Elevation data derived from LiDAR or other sources improves feature extraction
of trees, agriculture, and grasses from the marsh grasses and even mudflats.
Potential biases and errors introduced in the study may be introduced in the
selection of training and validation AOIs by the researchers. Potential bias was mitigated
by involving multiple long-term residents of the county who interpreted the aerial
imagery and selected the training and validation polygons based on extensive local
knowledge.
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Future work should incorporate ancillary remotely sensed data into the
classification process to further increase classification accuracy. As previously stated,
other spectral bands and indices, elevation data, and imagery from other scales (i.e., small
unmanned aerial systems) should be examined to produce a data fusion product of
potentially higher accuracy. Results from LULC classifications can be used as input into
models for other phenomenon, like water quality (Schill and Jensen, 2000). Water quality
is another element that can impact marsh health. Further trials with other available deep
learning pixel classifiers, such as DeepLabv3, are useful tools to be investigated as well.
These methods could be further validated through application and testing in similar
coastal environments.
5.5. Concluding Remarks
This chapter compared DL with traditional ML classifiers based on the
classification of high-resolution imagery over an entire coastal county using GUI
applications from ArcGIS Pro 2.8.1. Our case study then used the LULC maps from 2019
and 2009 to detect salt marsh change patterns over a 10-year period. Results indicated
that a U-Net DL classifier significantly outperformed the other classifiers for the
classification of a complex, high resolution county-wide dataset in terms of OA (92.4%
as opposed to the 81.6% by SVM and 75.7% by RF). DL algorithms now available to any
coastal manager or GIS analyst with access to Esri’s ArcGIS pro showed their high
applicability to large-area mapping. Using computational resources commonly available
to coastal managers and professional GIS analysts, the U-net classification required a
longer time to classify the large dataset (46 total hours vs 5.33 hours and 4.83 hours).
Because this was not found among other literature regarding other U-Net classifiers, we
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believe the time required for classification was a function of the large dataset,
computational resources, and DL model structure.
Chapter 5 focused on DL and ML classifiers from the perspective of the
environmental or coastal manager. Findings indicate a bright future for DL and ML
LULC classification for large-area mapping, even for those without complicated
programming and DL or ML backgrounds. Our case study demonstrated the power of
using these tools for change detection, showing large areas of development over a 10year period across the county that may have an impact on marsh health. Further research
is needed to validate findings and test similar methods across similar complex coastal
environments. Additional ancillary remote sensing data, including multispectral and
hyperspectral imagery, LiDAR, and RADAR, can be integrated to improve classification
accuracy.
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CHAPTER 6
CONCLUSION
Coastal tidal marshes Coastal tidal marshes are essential ecosystems for the health of our
coasts. Several factors, including anthropogenically driven factors like climate change,
sea level rise, and pollution, have persistent impact on coastal tidal marshes and
necessitate regular monitoring. Multiple dimensions of coastal monitoring, including
spatial, temporal, and social, are important considerations for a comprehensive coastal
management plan. Thankfully, developing geospatial technologies like sUAS and DL are
perfect fits for many of the current gaps in monitoring tidal marsh.
This dissertation has collectively built a metaphorical tower of geospatial
technology applications to reach more efficient and effective coastal monitoring (as
shown in figure 1.1). Chapter 2 poured a foundation of understanding regarding the use
of sUAS for monitoring of coastal wetland vegetation. Chapters 3 and 4 built upon that
foundation by using sUAS to gather imagery over a coastal tidal marsh to model the
spatial distribution of S. Alterniflora biomass and the spatio-temporal distribution of
vegetation-affecting wrack. Chapter 5 looked to employ advanced Deep Learning
technologies for exploring social pressures being applied to tidal marsh at a county level
beyond the abilities of a sUAS.
Chapter 2 offered a review and synthesis of the current literature pertaining to
sUAS use for remote sensing of coastal wetland vegetation. Since 2016 there was a
perceptible increase in literature regarding the use of sUAS in coastal vegetation
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research, and signs point to a continued increase as sUAS and sensors become even more
cost efficient and widely available. Several benefits to using sUAS for monitoring coastal
wetland vegetation were identified, including limited time-related and financial costs; the
on-demand nature of deployment; added context for decision making; higher density of
LiDAR points from LiDAR sensors; ability to add multiple sensors; and a few other sitespecific benefits. A multitude of sensors, flight altitudes, GCP counts, applications and
methods of analysis were successfully used in the selected literature base and described
in chapter 2. Several limitations were also identified. These were related to using ground
control points; balancing altitude, image overlap, and battery capacity; legal restrictions;
environmental limitations; and computational requirements of the data. Overall, there was
an increasing use of sUAS platforms for mapping and monitoring coastal vegetation and
the challenges outweigh the limitations for a variety of applications. However, as sUAS
platforms continue to be upgraded and new and improved sensors become more readily
available and cost-effective, the applications and capabilities of sUAS for remote sensing
of coastal vegetation will continue to grow.
Chapter 3 built upon the foundation established in chapter 2 to develop an RGB
index-based biomass model from sUAS imagery in order to observe its spatial dynamics
in a coastal tidal marsh system. Most off-the-shelf sUAS that coastal managers are likely
to have access to are fitted with RGB cameras, and so RGB-indices were designed to be
the focus of this experiment. Flights were conducted during the time of peak biomass for
S. Alterniflora, the marsh vegetation of interest. Several flight parameters were based on
parameters discovered from the literature review of chapter 2. RGB-indices, along with a
CHM to estimate vegetation height, were calculated from the collected imagery. A
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quadratic statistical model was established for estimating biomass from these with these
extracted indices. The optimal RGB index for estimating biomass was the Excess Green
index (ExG) with the RMSE = 0.598 kg/m2 and R2 = 0 .376. The extracted biomass maps
fairly reflected the spatial variations of biomass at three marsh sites. Height metrics from
the sUAS point cloud, relying on LiDAR-derived bare earth model, did not significantly
enhance our biomass models. While future work is required to fine-tune parameters and
work to produce a better model, chapter 3 established the use of sUAS in a coastal marsh
for monitoring spatial phenomenon as a sure possibility for coastal managers.
Chapter 3 cracked the surface of observing coastal marshes, and chapter 4
capitalized on sUAS on-demand deployment capabilities to introduce the spatio-temporal
component of coastal monitoring. Very seldom do coastal managers or researchers want a
static picture of the marsh system at any one time. sUAS are easy to deploy and can
provide high spatial and temporal resolution data on-demand. Time series data can
provide important insights into any tidal marsh system. In chapter 4, an sUAS was flown
over a 40 ha area of coastal tidal salt marsh in a monthly basis from August 2020—before
hurricane Isais affecting the area—until June 2021. The imagery was used to monitor
tidal wrack deposition, persistence, and spatial distribution from before a hurricane event,
after a hurricane event, and up to 11 months following the hurricane event. Wrack mats
and wrack mat clusters were digitized and visualized in order to identify its spatial
patterns. We found that wrack, though already extensively present through the study site
before the storm, increased following the storms passing. However, much of that wrack
was gone after almost three months, revealing that storm deposited wrack may not be as
impactful on vegetation for shorter periods of occupation. We also discovered some
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interesting patterns of wrack movement and impacts. For example, vegetation loss was
found beneath some of the largest wrack mats following its removal over time. Wrack
accumulation was also found as some wrack mats started small but over a few months’
time grew to reach further into the interior of the marsh environment. Wrack was also
found to have a positive influence as it decayed and provided nutrients for the vegetation
to restrengthen following several months on top of the vegetation. Increased vegetation
greenness and thickness several months after wrack persistence supported previous
assertions of Spartina Alterniflora resilience to wrack coverage.
sUAS are not the only rapidly developing geospatial technology in acquiring and
analyzing high-resolution imagery on coast. In Chapter 5, a DL classifier was compared
with traditional ML classifiers in an effort to establish which classifier is best for our
given application: identifying social or anthropogenic pressures and marsh loss based on
the classification of high-resolution imagery over an entire coastal county. The social
component is an incredibly important management consideration during the
Anthropocene. In addition to spatial and temporal analysis, identifying how humans are
influencing the marshes is key. Our case study extracted the LULC maps from 2019 and
2009 to detect salt marsh change patterns over a 10-year period. Results indicated that a
U-Net DL classifier significantly outperformed the other classifiers for the classification
of a complex, high resolution county-wide dataset in terms of OA (92.4% as opposed to
the 81.6% by SVM and 75.7% by RF). DL algorithms now available to any coastal
manager or GIS analyst with access to Esri’s ArcGIS pro showed their high applicability
to large-area mapping. Using computational resources also commonly available to coastal
managers and professional GIS analysts, the U-net classification required a longer time to

138

classify the large dataset (46 total hours vs 5.33 hours and 4.83 hours). This chapter
focused on DL and ML classifiers from the perspective of the environmental or coastal
manager. Findings indicate a bright future for DL LULC classification for large-area
mapping, even for those without complicated programming and DL backgrounds. Our
case study demonstrated the power of using these tools for change detection, showing
large areas of development over a 10-year period across the county that may have an
impact on marsh health.
This dissertation established the utility of the new sUAS and DL geospatial
technologies in meeting the challenges and needs of a changing, and ever-threatened,
coastal tidal marsh environment. The dissertation also advanced future coastal
management and monitoring, as well as future sUAS and DL related studies in the coastal
environment, by providing a thorough literature review, demonstrating the application if
sUAS for modeling marsh biomass, establishing the feasibility of a long-term sUASbased study for a marsh system, and determining the optimal classifier for large-scale
county-level classification for a complex, developing coastal county. The methodologies,
results, and other findings discussed within are meant to benefit application driven
GIScientists and coastal managers in the coastal marsh realm to mitigate future negative
impacts and expand our understanding of how we can protect such majestic
environments.
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