This paper deals with the optimization of membership function in the rules of fuzzy inference system by using the Genetic Algorithm, and also shows its application to the classification of corporate bond. In the fuzzy inference system the parameters such as the weight are determined to minimize the difference between the prescribed value and the output of the system. However, the output of the system also depends on the shape of the membership function. We utilize the Genetic Algorithm to select better shape of the membership function. The method is applied to the automatic classification of corporate bond (so called bond rating) of Japanese firms. The result shows about 5% improvement of the bond rating compared to the conventional fuzzy inference system.
Introduction
The fuzzy inference system has been applied to the wide area of engineering such as the automatic control and the decision support system because of the better performance than the conventional methods [l] . Especially, in the business decision the information system t o evaluate the management status of firms by using the financial statement plays very important role. For example, the fuzzy inference provides better classification of corporate bond than the multivariate analysis since the fuzzy system realizes the nonlinear and smooth discriminant function [2] .
In the fuzzy inference, the system is usually realized as the if-then rules which include a set of membership function in the antecedent and the weight in each rule. In the learning process of fuzzy rules, the parameters of system are determined t o minimize the difference between the system output and the prescribed value. The back propagation algorithm usually applied to the design of neural network is utilized to optimize the weight [3].
In cases where the membership function are symmetric triangle, the back propagation algorithm is also available [4] . However, it is expected that we have better result if we use non-symmetric membership function. In these cases, the optimization of the membership function is not straightforward, while we must determine the shape of the membership function and solve a nonlinear optimization problem. This paper deals with the optimization of membership function in the rules of fuzzy inference system by using the Genetic Algorithm (called GA) [5] . In our system, the shape of the membership function of the fuzzy rules is represented as a string of GA, and better shape of membership function is selected by using the crossover and mutation operations. The method is applied to the automatic classification of corporate bond (so called bond rating) of Japanese firms. The input variables for fuzzy rules are calculated from the financial statement, and are transformed into the principal components so as to decrease the number of rules. About 300 GA operations are iterated to get the optimal set of membership function. The result shows about 5% improvement of correct bond rating compared to the conventional method, and proves higher efficiency of the system. In the following, in Section 2 we show the optimization of parameters of fuzzy inference rules by using the back propagation algorithm. In Section 3 the GA is applied to optimize the shape of membership function. In Section 4, the method of the paper is applied to the automatic bond rating of the Japanese firms, and the result shows better performance than conventional met hods.
Fuzzy Inference 2.1. Optimization of weight
A fuzzy inference system, in general, is represented as the if ... then ... rules as follows:
If xi is Ail and ... and xm is Aim then y is wi where, xi ( j = l, 2, ..., m ) is the input variable, A+(i = l , 2, .., n , j = l, 2, ..., m) is the fuzzy set, wi is the weight in ith rule, and n is the number of the rules. We use the simple fuzzy inference method, the fitness of the rule is computed as in equation (l), and the result of inference obtained by using the defuzzification, in equation (2) m ?ii = n a i j (X,) j=1
(1)
Where pAij is the membership function for fuzzy set Ay, and is the fitness of the rule.
As is seen from equation (1) and (2), if the membership function and the weight are not optimized, the output of the system does not give proper result. Therefore, it is necessary to determine the shape of the membership function and the weight by learning.
At first we formalize the optimization of the weight, and we assume temporally the shapes of the membership functions are fixed.
Suppose we have N sets of learning data containing input variables x j ( j = 1 m m) and the prescribed output y p . Then we define the evaluation function as square of difference between the prescribed output y p and the output y of the system. The weight wi is updated to minimize the value in (3) for each learning data set with variables x p and gation algorithm The delta rule is y p . It is shown that the optimization is realized by using the back propa-(delta rule) which is familiar to us in the synthesis of the neural network. described as follows.
where t is the step of iteration of calculation, a is a constant to accelerate the convergence to the minimum.
If the membership functions are symmetric triangles, then the back propagation algorithm example: if s1 is 0.1 1248 t h e n I l I l I 2 I 4 I 8 I s1
Note:mf(zl ),mf(z2),and rnf(z3) mean the membership functions for fuzzy inference And Mn means the number of the membership functions,here it is 4
Figure 1: Membership function is also available. The algorithm is found, for example, in Reference [4] . The algorithm is used later t o compare with our optimization algorithm of membership functions where the shapes of the membership functions are triangles, but are not symmetric.
But, it is shown that the inference rules by using non-symmetric membership function give better result than the cases where the membership function are symmetric.
Discretization of output
In the optimization of fuzzy rules, the prescribed value yp and the output of the fuzzy inference y are compared according to the equation (4). We treat mainly the classification problem by using the fuzzy inference value in equation(3). Then, in general, the prescribed value yP is represented as the categorical value. Therefore, at first the categorical value yP should be transformed into a real number, so that the difference y -yP in equation (4) can be evaluated.
On the other hand, the output y of the fuzzy inference is a real number, and should be transformed into a categorical value, while the output is compared t o the prescribed value yP (category) to evaluate the ability of fuzzy inference.
Even though, there are many ways to make these transformation, we classify and categorize the output by dividing the real number from zero to 1 into the same interval. Namely, if there are M categories in the prescribed value yp, then the zth rank of yp is transformed into a real number K, as follows.
On the other hand, the output y of the fuzzy inference is transformed into ith category if y exits between the upper limit Ui and the lower limit Li.
By using these transformation, the ability of fuzzy inference is evaluated as the ratio of correct classification of y. Namely, if the categorical value of y given by using equation (6) , (7) is the same as the category of prescribed yp, then the classification is correct. The ratio of correct classification is obtained by dividing the number of correct classification defined above by the total number of data for testing fuzzy inference.
Optimization of membership function
There are several kinds of shape of membership function, namely, bell, trapezoidal . and triangular. However, many works show that the ability of fuzzy inference do not clearly depend on shape of the membership function. Therefore, we assume the shape of the membership function is triangle.
As shown in Figure 1 , a set of membership function (fuzzy set) in a rule is represented as a string used in GA. Namely, the range of ith triangle of membership functionxi, X\, and the point of X: where the membership function has value 1, are represented as the real number with finite length. Since the number X t , X s : are less than 1, the integers under decimal point in represented as a set of 5 integers. Therefore, a string corresponding t o a fuzzy rule contains M * 4 + 1 * n integers. It is possible to represent the string as a set of bit pattern as in conventional GA. However, it is important to preserve the information containing the range of membership function (basis of function). Therefore we use the string which directly represents the data of membership function. Now, we combine the optimization of membership function by using the GA with the optimization of weight of fuzzy rules by using the back propagation treated in equations (1)-(5).
Namely, a t first the shape of membership function is determined by using the pool of strings of GA at the previous stage.
We have Ng sets of fuzzy inference rules corresponding to each string in the pool of GA string. Then, the weight of fuzzy rules are optimized by using the back propagation algorithm for each set of fuzzy rules. The ability of ith string in the pool is determined the rate of correct classification denoted by pi. Then, we apply the GA operation to the pool of string.
As the procedure of GA, we use the crossover and mutation operation. Namely, for each string representing the shape of membership function we calculate the rate of classification of fuzzy inference (denoted as pi) by using the equation (1),(2). We call pi as the fitness of i t h string. Before we apply the classification, the parameter wi is optimized by using the back propagation algorithm by equation (4),(5). Then, we select a pair of string from the pool of string having higher pi and then apply the crossover operation as in Figure 2 . Newly generated two strings replace two strings having lower pi in the pool. The mutation operation is applied t o a string t o generate a quite unique string in the pool.
The parameters included in the GA are determined as follows: i) the generation of GA is 1000
The GA is applied t o the optimization of membership function a t least 1000 times. ii)the probability of mutation is 0.15 For each string we select a random point denoting a integer, and then replace the integer by another integer(random number) a t the probability 0.15.
iii)the probability of crossover is 0.8 Strings having higher fitness pi can generate more descendants by using the so-called (Mn=4) roulette strategy. The total number of descendants Nd is 0.8 times of the number of strings NS. We apply the crossover operation and mutation to Nd strings by replacing strings with lower pi.
iv)the number of the individuals of one generation is 50
The number of strings stored in the pool is 50, each of which represents the whole rule of fuzzy inference.
The roulette strategy to select the candidates for the generation of descendants is explained as follows. At first, sort the strings (individuals) according t o the fitness pi, and normalize the fitness pi in such a way that the total value of fitness is equal to 1. Then, select a random number X from uniform distribution between 0 to 1. Select i t h string from the pool L if X is between the accumulated fitness p1 = z W l p i and p2 = x i p i . Repeat the procedure until we have Nd strings (called as Ld )from the pool. Then, we apply the crossover operation to Nd strings already selected by using the operation shown in Figure 1 . Namely, from Nd strings we select two strings and apply the crossover operation in Figure   1 . Then we have two newly generated strings. These two strings are used in the next stage.
Repeat the same procedure to the pairs of strings remained in Ld.
On the other hand, we select zth string from the pool L if X is between p i and p2, then we directly use the string in the next step without crossover operation. In this way, we select 0.2 times of the number of strings N g .
It is assumed that the input variable xj is normalized as 0 < XJ < 1 . The overall procedure of optimization is summarized as follows.
(step 1) Give symmetric shape of membership function as the initial value. Namely, the range of ith triangle of membership function XL Xhand the point X: are given as namely, the range of ith triangle of membership function X[,Xi where Â£1 Â £ 2 are the random variables generated from normal distribution and the point X i are given as
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and I is the number of membership function.
(step 2)
Represent the range and the point of X G L X : in a string for corresponding bership function. Then, these strings are summarized as a list L. (step 3) set of memOptimize the weight of the rule, by using the back propagation algorithm and estimate the rate of correct classification pi by the fuzzy inference system realized by the string.
Sort the string according to p,, and make it as a list L. Select a pair of string from the list L, and apply the crossover operation to this pair. Then, replace two string located in the bottom of the list L by newly generated two strings. If there is no string to be applied by the crossover operation, go to next step.
(step 4) If the difference between maximum and minimum probability p, for each string becomes less than a sharehold value, or the total number of GA operation exceeds a constant value, then terminate the algorithm, otherwise go to step 3.
Application to Bond Rating

Bond rating
The purpose of bond rating is to provide information of credit risk of firms for the investors in the capital market. Generally, the information of bond rating is published by bond rating services such as Moody's Investors, Standards and Poor in the USA, and the Japan Bond Research Institute in Japan. The levels of the credit risk (bond rating) are usually classified into several categories. For example, Standard and Poor's Corporation uses 9 categories labeled from AAA as the best firm to C as the worst firm.
In the following, we focus our analysis on the bond rating of Japanese firms. Then the information of bond rating is obtained from the data of the Japan Bond Research Institute as shown in Table 1 . The bond rating services publish frequently the rating depending on the financial status of firms or the fundamentals of the economy. However, the details of the evaluation of rating are not published and made by the skilled human experts.
Therefore, it may be beneficial if the fuzzy inference system imitates the human expert where the input data are obtained from the published information.
3.2.
Financial ratio Since every institute of bond rating service uses the financial statement to determine the rank of a firm, we use the financial ratio as the input variable to the fuzzy inference system [6] . The definition of the financial ratio is shown in Table 2 . Even though there are many kinds of financial ratios, we use the financial ratios listed in Table 2 by comparing many works. After selecting these financial ratios as the candidates for input variables, we apply a kind of statsitical analysis to preserve the balance of distribution of financial ratios. Namely, we remove several financial ratios from the candidates, and finally we obtain a set of financial ratios used as the input variable for the inference system.
In the real bond rating by human experts, they usually use the financial ratios representing the size of firm such as the net cash flow and net worth [7] . But, in this paper we use only ordinary financial ratios so that we can test whether our method is available to any case of bond rating. Furthermore, in our method, each financial ratio calculated from the financial statement is tested to remove the outlyer. Then, it may happen in the final stage we exclude the cash flow and net worth from the set of financial ratios used for bond rating.
In contrast to the conventional methods, such as the multivariate analysis, we must design the fuzzy inference system by using fewer number of input variables. Because the total number of the fuzzy inference rule is proportional to the following number.
Where m and I are the number of input variable and the number of membership function, respectively. Therefore, we do not use directly the financial ratios as the input variables of the fuzzy inference, but the principal component of the financial ratios. Namely, we use three principal components as the input variables. At first, we select the firms and the financial ratios to be used for learning and testing by considering the balance between the variety of category of firms and the statistical property of financial ratios. Namely, if the category of firm is restricted, the experiment of the method does not confirm the ability of the inference system. On the other hand, if the firms are selected at random from the pool of database, the convergence of the optimization may not be guaranteed. Therefore, we define two distinct categories of firms and two categories mixed with various industries. Moreover, we apply the statistical testing t o preserve the statistical balance of data set.
The overall procedure to calculate the input variable is summarized as follows.
(step 1) Select the category of industry to be analized. Then, calculate a set of financial ratios defined in Table 2 for each firm from the database.
(step 2) By using the statistical analysis, we obtain the distribution of each financial ratio. If the distribution is far apart from the normal distribution, then the financial ratio is removed from the candidates of input variables for the system.
(step 3) By using the distribution of financial ratios which are still remained as the candidate for the input variable, apply the statistical analysis to select the firm for learning and inference. Namely, if the financial ratio of a firm exists outside of 50 of a distribution, then remove the firm from the data set for learning and inference.
(step 4) By using the procedure from step 1 to step 3, we have a data set of input variables for the system. Then apply the principal component analysis to transform the financial ratio into three principal components. These three principal components calculated for each firm are used as the input variable for the inference system.
(step 5) Transform these three principal components into a real number between 0 and 1. Even though we define 50 to exclude the outlyer, but it is not necessary that the distribution of financial ratio is normal.
We usually use the logarithm of financial ratios to fit the distribution of financial ratios t o the normal distribution. But in this case, these operation play the same role as the direct usage of financial ratio.
As a result, we select 7 financial ratios from 19 in 
Discretizing
The information of rating for the forms in Group 1, 2, 3 and 4 are obtained from the published data of Japan Bond Research Institute. Even though the range of rating varies from AAA t o CCC, usually it is very rare to categorize the firm t o the lower rank such as CCC or BBB. The range of rating of the experimental data is varies from AAA t o BBB, and there are 4 ranks of rating.
In the fuzzy inference system, the result of the classification (output of the system) is given as a real number. Then, the real number should be transformed into a categorical value. On the same way, the category of rating for each firm should be presented as a real number yp so that yP could be compared to the output y of fuzzy rules.
The discretization and categorization of these numbers are shown in Table 3 . 
BBB
The result of inference by the fuzzy rules depends on the number of data used for learning, and the combination of data used for learning and inference. Then, we consider two cases of experiment. In the first case (case I), the data for learning and for inference are exclusively divided, and the number of data for learning is comparable to that of the inference. In the second case (case 11), the data used for learning are also utilized for inference, and the number of data for inference is about 1.5 times larger than that for learning. 4.1.
Case I (using exclusive data) In the experiment the number of membership function Mn of the fuzzy rules are selected t o be 4 and 5. The result of inference is summarized in Table 4 (a), 4 (b), where the value means the average rate pi(percentage) of correct classification of bond rating to the total number of data for inference. Table 4 (a) and 4(b) show the result of inference without the optimization for the membership function by using the GA. Table 4 (a) and 4(b) correspond t o the cases where the number of membership function is 4 and 5, respectively. Table 5 (a) and 5(b) represent the result of inference where the rules are optimized by the GA. Table 5 (a) and 5(b) correspond t o the cases where the number of membership function is 4 and 5, respectively. Figure 3 depicts the convergence of the GA operation for a case of learning. As is seen from the result, by the optimization of membership function by the GA improve the proper classification by about 5%. This proves the effectiveness of the optimization.
The number of membership function has the influence on the inference, and it improves the proper classification about 2%. However, the computation for the back propagation of w i and the optimization of the membership function increases.
It is also found that the inference for the case of single category of firm is slightly better than the case with mixed categories. However, the difference is not remarkable, and the inference system is still effective for general bond rating with arbitrary category of industry. The result of inference is summarized in Table 6 (a), 6(b), Table 6 (a) and 6(b) show the result of inference without the optimization for the membership function by using the GA. Table 6 (a) and 6(b) correspond to the cases where the number of membership function is 4 and 5, respectively. Table 7 (a) and 7(b) present the result of inference by using the optimization by the GA. Table 7 (a) and 7(b) correspond t o the cases where the number of membership function is 4 and 5, respectively.
As is seen from the result, by the optimization of membership function by the GA improve the proper classification by about 5%. In each case of classification, the result is better than that given in Table 6 . That means if the data for learning is included or if the distribution of the data for learning and inference is close and concentrated, we have better result of classification. Group 1
(1)Multivariate Analysis To compare the result with the conventional methods of classification, we apply the discriminant analysis of statistical software package [g] . The condition of comparison (the number of firms and the rank of bond rating) is the same as our method. However, it is assumed t o simplify the analysis the data for learning and the data for inference is the Samples for learning 20
Inference Accuracy 81% 2 3 4 same. Because, in general, the statistical package uses the same data set for calculating the discriminant function and the testing the ability of discriminant function. Even More, as is seen from the following comparison, the classification by the discriminant analysis is always poor compared t o our method even though the data set for learning and classification are Samples for Inference 39
Group 1 the same. Table 8 shows the result of classification by using the multivariate analysis. As the result shows, the rate of correct classification by the multivariate analysis is worse than that of where aij and by are the support of membership function and aij is the point of the center of triangle, and a,/3,7 are constants to accelerate the convergence t o the minimum.
The functions include undetermined parameters, aij and bij. Learning process and the data set for learning are the same as the fuzzy inference with non-symmetric membership function. However, the shape of membership function is linear, then much simplier algorithm is available for optimization of parameters. Then, t o optimize these parameters a y and bÃ£ we can use the back propagation algorithm as follows. The details of the algorithm are found in Reference [4] . Table 9 shows the result of classification by using the fuzzy inference with symmetric membership function. As the result shows, the rate of correct classification are worse than that of the fuzzy inference by using non-symmetric membership function.
(3)Neural Network We use the multi-layer neural network for the classification of corporate bonds. The input to the neural network are the seven financial ratios of firms (seven input node). The node of output is one, and the output level is used to classify the corporate bond. We use one middle layer having five nodes. Learning process is similar t o the fuzzy inference rules. Namely, We assign the real number yP t o the category of bond rating as in Table 3 .
By providing financial ratios to the input layer, we calculate the output y. The difference between y and if is backpropagated to the input layer by optimizing the weights of network.
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. Conclusion
This paper treated the optimization of membership function in the rules of fuzzy inference system by using the Genetic Algorithm, and also shows its application to the classification of corporate bond. In the process of learning in fuzzy inference system the parameters were determined to minimize the difference between the prescribed value and the output of the system. The weight was optimized by the back propagation algorithm. On the other hand the shape of the membership function was optimized by the Genetic Algorithm. The method is applied t o the bond rating of Japanese firms. The result shows about 5% improvement of the bond rating compared to the conventional fuzzy inference system.
It is also expected that by using another set of financial ratios such as cash flow and net worth we have better result of classification. Much more precise rating may be obtained by categorizing the bond whether the bond is accompanied with better mortgage or not.
As the further works, it still remains to be solved t o design more general fuzzy system for business decision, or to apply multistage fuzzy inference to reduce the number of rules. It is also necessary to test whether the method of fuzzy inference system treated here is applicable t o firms of various categories, and to prove the robustness of the method even if we use another set of initial values for learning. 
