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1. Introduction and model formulation 
The multiplicative intensity model introduced by Aalen (1978) has many applications 
in the analysis of biological and medical data. However, there are still many 
unresolved questions regarding nonparametric estimation of the functional factor 
of the stochastic intensity. Our paper attempts to present the answer to the existence 
and asymptotic distribution problems for an estimator based on the method of sieves 
in this model. 
Specifically, the multiplicative intensity model is the statistical model for point 
processes observed on a fixed time interval for which the stochastic intensity admits 
the decomposition into a functional, deterministic factor &(t) and a stochastic 
process Y(t). 
To be more precise assume that (0, 3, P) is a probability space on which we 
observe the sequence of point processes { Nk( t); t E [0, 13, k E N}. It is assumed that 
the processes {Nk( t); t E [0, 11, k E N} are adapted to their filtrations {&‘; t E 
[0, 11, k E N}. The stochastic intensity Ak( t) of the process {Nk( t); t E [0, 11) defined 
as 
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is assumed to be of the following form: 
h(t) = A,(t) Ydt), (1.1) 
where Yk is a nonnegative process, left-continuous with right-hand limits, observable 
and predictable with respect to the sigma-fields (9:; t E [0, 11) and A0 is the unknown 
nonnegative function. For the conditions ensuring the existence of hk we refer the 
reader to the works of Bremaud (1972) and (1981). 
The model (1.1) introduced by Aalen (1978) has been widely applied to such 
phenomena as the life history data (Andersen and Borgan (1984)) or arrivals at an 
intensive care unit of a hospital (Andersen and Gill (1982)). For further information 
on statistical applications of the above model see, e.g. Jacobsen (1983) and Karr 
(1986, Section 2.2)). 
Formula (1.1) may be applied when the observations are generated by a single 
realization of the point process {N(t); t E [0, l]} on the increasing time interval and 
the function A0 is assumed to be periodic. In this framework, earthquake occurrences 
(Vere-Jones (1982) and (1984)) and the feeding pattern of rabbits (Pons and 
Turckheim (1986)) were successfully modelled. See also Leskow (1987) and (1988) 
for the application of the method of sieves in periodic models. 
The aim of this paper is to provide the procedures to estimate the unknown 
function A0 by the maximum likelihood method with the use of sieves. The ordinary 
maximum likelihood method fails when the dimension of the space I is infinite but 
a method of sieves (Grenander (1981)) circumvents the problem. It will be shown 
that maximization of the likelihood function over a histogram sieve leads to a 
consistent and asymptotically normal procedure to estimate the function A0 in the 
model described by the equation (1.1). The idea of the histogram was used by Karr 
(1985) to estimate the thinning function of a point processes. 
Note that for another sieve such as 
where A’ is the derivative of A, the L’ consistency of the sieve based MLE was 
proved by Karr (1983) for the case of independent observations. The sieve estimator 
of the functional drift in a stochastic differential equation was considered in Geman 
(1980). Introduction of a sieve based on an orthogonal basis of L2 made possible 
a more detailed study of the maximum likelihood estimator (see, Nguyen and Pham 
(1980)). We would also like to point out the strong ties between asymptotic theory 
for sieve estimators and for density estimators. For example, the form of the 
covariance matrix in Theorem 3.2 below is well-known in density estimation. (For 
a survey of the density estimation we refer to paper by Wertz and Schneider (1979).) 
In Section 2 of our paper the sieve method is introduced and the maximum 
likelihood estimator is computed. Section 3 contains theorems on consistency and 
asymptotic normality of the introduced estimator. Section 4 provides proofs of our 
results. 
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2. Maximum likelihood estimation via sieves 
Let B” = {PT; h E I} be the set of candidate measures corresponding to the point 
processes {N”(t); t E [0, 11, n EN} where the processes 
N”(t)= i A$(t), CE[O, l] 
k=l 
and I may be any of the L$[O, I], p z 1 with the usual integral norm. 
From the results of Liptser and Shiryayev (1981) it is known that for each n the 
family 9’” is dominated. We choose the dominating measure PO to be the measure 
corresponding to the Poisson process with intensity I. 
Proposition 2.1. The density of Pr with respect to P,, is of the form 
(2.1) 
For a proof see, Liptser and Shiryayev (1981, Theorem 19.1) and Karr (1986, 
Theorem 5.2, page 170). In the sequel, the logarithm of the right-hand side of the 
equality (2.1) will be denoted by L,(h). 
The family S(n) of subsets of the space I is called a sieve if S(n) is increasing 
in n and IJ,, S(n) is dense in I. In the following considerations the sieve S(n) will 
be defined as follows: 
AEI:h(s)= yy x 1 
I=1 
1 .,,,.z,z(s)}, (2.2) 
where 
A 
I-1 1 
I,m,, = - - 
[ 1 m, ’ m, 
for I= 2,. . . , m, 
and 
A 1,m,,= [ 1 0,’ > while x, 2 0, s E [0, 11. m, 
It is also assumed that not all of x1 are zero for I = 1,. . . , m,. 
The sequence {m,} here denotes the speed of the growth of the sieve S(n). 
The maximum likelihood estimator I, based on the sieve S(n) is defined through 
(2.3) 
where L,(A) was defined in Proposition 2.1. 
For S(n) as in (2.2) it is possible to derive the exact formula for A, (see Lemma 
2.1 below). Standard computation of the maximum point of the function 
L*(x*, . . . , x,) yields the following result. 
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Lemma 2.1. The estimator I, based on the sieve S(n) and dejined in (2.3) is of theform 
in(s) = 2 C;=, NJ&n,,) 
,zl C;=, jA ,,,,,,, Yk(u) du lA’+~(S)’ sE “’ *I’ (2.4) 
We recall that 1A denotes the indicator of the set A and that A,,,, denotes the 
partition of [0, l] into segments of the length Z/m,. 
For fixed s choose now such Z(n, s) E (1, . . . , m,} that s E A,,, sj m 1 , ,I. We put B”, = 
A ICn.Tj m The above notation allows us to express the estimator i,, in the form 7 . ,r 
(2.5) 
3. Consistency and asymptotic normality 
We will assume that the following conditions hold. 
(A.l) For each t E [0, l] the random variables Nk(t) and Yk( C) are strictly station- 
ary and $-mixing with the mixing function + such that Ck J/1’2( k) < 00. 
(A.2) The functions EY,(s), A,(s) are continuous on [0, 11, inf,,[,,,, EY,(s) > 0 
and EY:(s) is bounded on [0, I]. 
(A.3) The speed of growth of the sieve m, = n”2. 
Theorem 3.1. Under assumptions (A.1) to (A.3) the maximum likelihood estimator 
in(s) defined in (2.4) and (2.5) is weakly consistenlfor any s E [0, I] i.e. in(s) tends 
to h,(s) in probability for any s E [0, 11. 
If the estimated function A0 satisfies the regularity assumption. 
(A.4) The function A,, fulfills a Hijlder condition with index (Y > $ i.e. there exists 
a positive constant C depending only on A0 such that 
I&,(s)-A,(t)lS C(s- tic, t, SE[O, 11, (Y>+, 
then it is possible to compute the asymptotic distribution of 1,. 
Theorem 3.2. Let {s, , . . . , s,,} be an arbitraryjnite collection of points from the interval 
[0, 11. Assume that the conditions (A.l) to (A.4) are fuljilied. Then the maximum 
likelihood estimator a,, is asymptotically normal, i.e. the limit distribution of the vector 
n1’4(i,(sI) -A&), . . . , k(s,) -Ads,)) 
is normal with zero expectation and the covariance a’& where I is the unit diagonal 
matrix and the ith component of the vector u E W’, pi = (A,(si)/EYI(si)), i = 1, . . . , p. 
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Remarks and examples 
(i) “O-l point process”. Let {Xi} be a stationary and $-mixing sequence with 
Ck (c1’12( k) <cc and let the distribution function of the random variable X1 (to be 
denoted by F,) be continuous, differentiable and concentrated on the interval [0, 11. 
Also let N(t) = lix,<,). In this case the stochastic intensity of the point process 
Ark(f) is of the form hk(f)=Ao(t)l(xla,), where ho is the hazard rate function equal 
to (F’(t)/(l -F(t))). In this case the assumptions of our theorem are fulfilled and 
it is easy to construct the consistent and asymptotically normal estimator of AO. For 
the i.i.d. case this example was used by Ramlau-Hansen (1983) and Aalen (1978). 
(ii) Censoring. Let the random variables be as above and let {T.} be a sequence 
of random variables satisfying the same conditions as the sequence {Xi} and let 
{ 7?;} be independent of {X;}. Assume that we either observe Xi or we only observe 
that Xi is larger than a certain value T,. Then, following the same considerations 
as in Aalen (1978) we put N:(t) =jiJk(s) dN,(s) where Nk(t) is as in the previous 
example and Jk(s) is the censoring process, caglad and adapted to {yb^:; t E [O, 11). 
The stochastic intensity A: of the process N: will be now of the form 
A:(r) = A,(t)J,(t)li,,,,,. 
It is possible to construct the estimator of the function A0 on the set where the 
censoring process is positive (for details see Aalen (1978)). 
(iii) Periodic observations. Let the sequence of point processes {Nk( t); t E 
[0, 11, k E N} be obtained from a single realization of the process {N(t); t 2 0). Also 
let A0 be periodic with known period. Under the weaker assumption concerning the 
dependence of the processes { Yk(t); f~ [0, 11, kE N} a maximum likelihood 
estimator of the function A,, may be constructed. For the details we refer to the 
papers of Leskow (1987) and (1988). 
(iv) The assumption (A.3) on m, can be varied, i.e. in lieu of m, = n”” we can 
take any sequence tending to infinity slower than n’j2. In such case one should 
reformulate the limit theorems on the distribution of a,, and use the normalizing 
sequence (n/m,)‘12 in place of n’j4. 
(v) Theorem 3.2 implies that for any fixed s E [0, l] the limit distribution of 
III/~&(~) - A,(s)) is normal with zero expectation and variance (AO(s)/EY,(s)). 
4. Proofs 
The following notation will be used in the sequel: 
Xn(s) = n-“2 $J N,(B”,), 
k=l 
U,(s) = n-“2 
j,,- s 
Yktu) du, 
B. 
where Bi is as in Section 2. 
(4.1) 
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Moreover, put 
and 
G,(s)= K” i Mk(Bz), G,,,= n-“2 i Mk(At,,,) 
k=l k=l 
X,,, = n-‘12 i Nk(A,,,,,h 
k=l 
(4.2) 
where Mk is a martingale with respect to the filtration { 9:; r E [0, I]}, k EN corre- 
sponding to the process Nk(f) using the Doob-Meyer decomposition. 
We will also need 
LJ,,, = n-‘/2 ; 
k=l I 
ykc”) du, (4.3) 
Al,,,,,, 
where 1= 1,. . . , m,. 
To prove Theorem 3.1 it will be shown that U,(s) tends in probability to EY,(s) 
and that X,(s) converges in probability to h,(s) EY, (s). Observe first that 
i,(s) _ h,(s) = X,(s) -&As) U,(s) 
Lm(s) . 
(4.4) 
We will show that the denominator of (4.4) tends to EY,(s) in probability and that 
the numerator converges to zero in probability. 
To see the convergence for the denominator note that due to the Strong Law of 
Large Numbers for Mixingales (see Hall and Heyde (1980)) and the boundedness 
of the second moments of Y,(s), the term (l/n) xk ( Yk(s)- EY,(s)) tends to zero 
a.e. for any s E [0, 11. Moreover, for O< LY <$ we have that 
n(‘/2)-a 
((Lln)F(Y&EY&)))2 
tends to zero a.e. for all s E [0, 11. Now applying Fubini’s theorem and Fatou’s 
Lemma we see that 
n(l/2)-a 
I 
: ((l/n) 2 (yk(S) - EYk(S)))’ ds 
tends to 0 a.e. due to the uniform boundedness of the second moments of the process 
Y. Thus, applying Cauchy-Schwarz inequality we have 
n 112 I,, ((l/n> ; ( ykts) - Eyk(d)) ds 
< n’/4 (j-; ((l/n)~(Y,o-EY,(r)))ldS)“2. 
Hence we get the desired convergence for (Y = $. 
Let us turn now to the numerator of (4.4). Observe that 
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(Mu)-Ao(s)) K(u) du (4.5) 
where G,(s) was defined in (4.2). 
Due to the assumed continuity of A,, and the boundedness of the expectation of 
the process Y (see (A.2) and (A.4)) we have that the second term of the right-hand 
side of (4.5) converges to zero in probability. 
To the first term of the right-hand side of the equality (4.5) we will apply the 
central limit theorem for stationary mixing triangular arrays of Samur (1984). In 
particular, we will use Corollary 4.6 of the mentioned paper of Samur (1984). Due 
to the assumption (A.l) the random variables {Nk(s); kEN} are $-mixing for each 
SE [0, l] and, therefore, the sequence {Z,&: 1 s ks n: n 3 l} where Z,,, = 
n m”2n/rk( Bf,) forms a +-mixing triangular array. 
For the convenience of the reader we recall the notion of G-mixing triangular 
array (for further details see Samur (1984)). Define the function $ as 
where 
and 
$(k)= SUP max !P(n, k) 
ncN,j,,>k l=hg_j,,-k 
T(n, k) = sup 
{I 
P(E r\ F) 
P(E)P(F) 
-1 : EE~Z~“~‘, FE~~jln!k,j~~, P(E)P(F)>O 
ATE’ = a{Z,,; h s j s k}. 
We say that the triangular array {Z,,,: 1 s k s j,: n 2 1) is &mixing if r,k( k) tends to 
zero for k tending to infinity. 
To establish Theorem 3.1 it now suffices to verify the assumptions of Corollary 
4.6 of Samur (1984), where Z,, = nm”2 Mk(Bi). In particular, one should show that 
(9 E]Z,,j2<cc and EZ,,=O, 
(ii) for every 8 > 0, lim, E(Z,,1211(2,,,,,,) = 0 
(iii) the limit 
exists. 
If a stationary, +-mixing triangular array fulfills the above conditions and 
x,$ $I”( k) < 00 then the limit distribution of the sum of the rows is normal with zero 
expectation and the variance @. 
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It is straightforward to see that in our case the triangular array {Z,,: 1 s ks n: 
n > l} fulfills conditions (i) and (ii). Also, the condition (iii) is satisfied with @ = 0 
since EM:(BS,) tends to zero and, due to q-mixing property, 
EIMr(Bi)Mj+l(BS,)Is ~(J’)EIM,(B’~)IEIMj+,(B~)I (4.6) 
(see Samur (1984), Proposition 2.6). 
We also recall that in view of (A.l), C’;p=, $“2(k) is finite. This shows the weak 
consistency of the estimator f, and completes the proof of Theorem 3.1. 
For the proof of Theorem 3.2 we will prove first the convergence of the one- 
dimensional distributions. Observe that 
~“4wnw/ U,(s)) - Ads)) 
_ ,,4 G(s>+(n-“‘I Cit.=, SE+:, (A,(u) -A,(s)) Yk(u) du 
U,(s) 
so, due to Assumption (A.4), we see that the second term in the numerator of the 
right-hand side of the above equality multiplied by r~*‘~ will tend to zero in 
probability. To show the convergence of one-dimensional distributions we again 
apply Corollary 4.6 of Samur (1984). Now the triangular array is of the form 
{Z,,,: lsksn: n>l}, whereZ,,,=n-“4M~(B~~). 
Following the same steps as in the proof of the previous theorem it is possible 
to prove that the conditions (i) and (ii) of the Corollary 4.6 of Samur (1984) are 
fulfilled. The limit variance 0 will be ho(s)EYl(s) since the mixed moments term 
converges to zero due to $-mixing assumption (A.l) and the inequality (4.6). This 
shows the convergence of one-dimensional distributions. 
In order to show Theorem 3.2 it is sufficient to prove that, for s,, S*E [0, 11, 
n”4(Xl(s,), xl(s2)) converges in distribution to normal law. 
Applying Slutsky’s lemma and the Cramer-Wold device it suffices to prove that 
the sequence 
Snk = t,r~“~G,,(s,)+ t2n1’4G,,(s2) 
converges to the normal law with variance 
r$MsI)EYI(sI)+ f%(s2)EYr(~J for sly s2~ W, 11. 
Note also that the equivalence of the convergence of S,+ and the sequence 
n”4(X,(s,), Xn(s2)) . g IS uaranteed by the assumption (A.4) (compare 4.5). 
Observe now that the sequence {Z,,,: 1 s k G n: n 3 1) where 
Z”, = t,n?‘“M,(IQ)+ t,n-““M,(B~) 
is G-mixing since i&(s) is $-mixing for any s E [0, 11. 
The conditions (i) and (ii) follow easily for such Z,,, on the account of the proof 
of Theorem 3.1. The limit variance 
n--l 
nEZE,+2n 1 EZ,,Z,,j+l 
j=l > 
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equals to t:A,(s,)EY,(s,)+ t$LJs,)EY,(.s~) since, for s1 < s2, EMk(B>)Mk(B~) = 0 
and the second term converges to zero due to $-mixing assumption and the inequality 
(4.6). This completes the proof of Theorem 3.2. 
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