Let X be a finite Abelian group, ξ i , i = 1, 2, . . . , n, n ≥ 2, be independent random variables with values in X and distributions µ i . Let α ij , i, j = 1, 2, . . . , n, be automorphisms of X. We prove that the independence of n linear forms L j = n i=1 α ij ξ i implies that all µ i are shifts of the Haar distributions on some subgroups of the group X. This theorem is an analogue of the Skitovich-Darmois theorem for finite Abelian groups.
Introduction
The classical Skitovich-Darmois theorem states ( [13] , [1] ): Let ξ i , i = 1, 2, . . . , n, n ≥ 2, be independent random variables, and α i , β i be nonzero numbers. Suppose that the linear forms L 1 = α 1 ξ 1 + · · · + α n ξ n and L 2 = β 1 ξ 1 + · · · + β n ξ n are independent. Then all random variables ξ i are Gaussian.
Ghurye and Olkin generalized the Skitovich-Darmois theorem to the case when ξ i are random vectors with values in R m , and α i , β i are nonsingular matrixes ( [10] ). They proved that the independence of the linear forms L 1 and L 2 implies that all ξ i are Gaussian vectors.
The Skitovich-Darmois theorem was generalized into various classes of locally compact Abelian groups such as finite, discrete, compact Abelian groups (see [2] - [5] , [7] - [9] ). In the article we continue these researches and study the Skitovich-Darmois theorem in the case when random variables take values in a finite Abelian group and the number of linear forms more than 2.
Throughout the article X will denote a finite Abelian group unless the contrary is explicitly specified. Let Aut(X) be the group of automorphisms of the group X, Z(k) = {0, 1, 2 . . . , k − 1} be the group of residue modulo k. Let x ∈ X. Denote by E x the degenerate distribution, concentrated at x. Let K be a subgroup of X. Denote by m K the Haar distribution on K. Denote by I(X) the set of shifts of such distributions, i.e. the distributions of the form m K * E x , where K is a subgroup of X, x ∈ X. The distributions of the class I(X) are called idempotent. Note that the idempotent distributions on a finite Abelian group can be regarded as analogues of the Gaussian distributions on real line.
Let ξ i , i = 1, 2, . . . , n, n ≥ 2, be independent random variables taking values in X and with distributions µ i . Let α j , β j be automorphisms of X. Consider the linear forms L 1 = α 1 ξ 1 + · · · + α n ξ n and L 2 = β 1 ξ 1 + · · · + β n ξ n . The problem of the generalization of the SkitovichDarmois theorem to the finite Abelian groups was considered first in [2] , where in particular it was proved that the class of groups, on which the independence of L 1 and L 2 implies that all µ i are idempotent distributions is poor and consists of the groups of the form
On the other hand if we consider two linear forms of two independent random variables, then the Skitovich-Darmois theorem is valid for an arbitrary finite Ableian group. Namely, the following theorem holds ( [5] , see also [6, p. 133 
In the paper we consider n linear forms L j of n independent random variables ξ i with values in a finite Abelian group. Coefficients of the forms are automorphisms of the group. We prove that the independence of L j implies that all ξ i have idempotent distributions. This result generalizes Theorem 1.1 and can be considered as a natural analogue of the Skitovich-Darmois theorem for finite Abelian groups.
The main result of the article is the following theorem.
. . , n, n ≥ 2, be independent random variables with values in a group X and distributions
Note that the proof of Theorem 1.2 differs from the proof of Theorem 1.1 for n=2 and does not use it.
Also we show that Theorem 1.2 fails if we consider less than n linear forms of n random variables.
To prove the main theorem we will use some notions and results of abstract harmonic analysis (see [12] ). Let Y = X * be the character group of X. Since X is a finite group, Y ∼ = X. The value of a character y ∈ Y at x ∈ X denote by (x, y). Let α : X → X be a homomorphism. For each y ∈ Y define the mappingα : Y → Y by the equality (αx, y) = (x,αy) for all x ∈ X, y ∈ Y . The mappingα is a homomorphism. It is called an adjoint of α. The identity automorphism of a group denote by I. A subgroup H of X is called characteristic if the equality γH = H holds for all γ ∈ Aut(X). Let p be a prime number. We recall that an Abelian group is called an elementary p-group if every nonzero element of this group has order p. We note that every finite elementary pgroup is isomorphic to a group of the form (Z(p)) m for some m. Put X (p) = {x ∈ X : px = 0}. Obviously, X (p) is an elementary p-group. Also it is obvious that X (p) is a characteristic subgroup of X.
Let E be a finite-dimensional linear space and γ be a linear operator acting on E. Denote by dim E the dimension of E and by Kerγ the kernel of γ. Let {E i } n i=1 be a family of linear spaces. Denote by ⊕ n i=1 E i a direct sum of the linear spaces E i , i = 1, 2, . . . , n. Let µ be a probability distribution on X. Denote by σ(µ) the support of µ.
The characteristic function of the distribution µ is defined by the formula:μ
If ξ is a random variable with values in X and distribution µ, thenμ(y) = E[(ξ, y)]. Put
2 The lemmas 
Proof. We note that the linear forms L j , j = 1, 2, . . . , k, are independent if and only if the equality
holds. Taking in the account that the random variables ξ i are independent and thatμ i (y) = E[(ξ i , y)], we transform the left hand side of the equality (2.2) to the form
Reasoning similar, we transform the right hand side of the equality (2.2):
Lemma 2.2 Let Y be a linear space, β ij be invertible linear operators acting on Y and satisfying the conditions β 1j = I, β i1 = I, i, j = 1, 2, . . . , n, where I is the identity operator. Let
be families of finite-dimensional linear subspaces of Y satisfying the conditions:
Since β ij are invertible, we have
From (2.3) and (2.6) it follows that
From (2.7) we obtain that max
From this and (2.5) it follows that
Hence, (2.8) implies that k j = k and (2.8) takes form
This implies that n i=1 m i = nk. From this and m i ≤ k, i = 1, 2, . . . , n, it follows that m i = k, i = 1, 2, . . . , n. From this and from (2.3) we obtain that
From (2.9) and the equalities β 1j = β i1 = I, i, j = 1, 2, . . . , n, we infer
whence we have
where F is a subspace of Y . From (2.9) and (2.10) it follows that β ij (F ) = F , i, j = 1, 2, . . . , n. 
where β ij ∈ Aut(Y ), β 1j = β i1 = I, i, j = 1, 2, . . . , n. Then F µ i = F, i = 1, 2, . . . , n, where F is a subgroup of Y and β ij (F ) = F, i, j = 1, 2, . . . , n.
Proof. We note that Y is a finite-dimensional linear space over the field Z(p). Then subgroups of Y are subspaces of Y , and automorphisms acting on Y are invertible linear operators. Let π be a map from Y n to Y n defined by the formula 12) where u j ∈ Y . Then π is a linear operator. Generally, π is not invertible.
Let φ i be the projection on the i-th coordinate subspace of
. Then E i is a subspace of Y . We will show that the families of the subspaces
. From this and (2.13) we obtain that
Inequality (2.14) implies
Then the left-hand side of equation (2.11) is equal to 1 and we have
(2.15) Fix j. Then for each u ∈ E j there is (u 1 , u 2 , . . . , u n ) ∈ N such that u j = u. From this, (2.15), and 0 ≤μ i (y) ≤ 1, y ∈ Y, it follows thatμ i (β ij u) = 1, u ∈ E j . Hence, the following inclusions hold
Finally, we infer that the conditions of Lemma 2.2 are satisfied. Therefore F µ i = F , where F is a subgroup of Y , and β ij (F ) = F, i, j = 1, 2, . . . , n. Proof. Assume that F µ k = {0} for some k. Fix a prime number p and consider Y (p) . Since Y (p) is a characteristic subgroup, we can consider the restriction of equality (2.11) 
. From this and Lemma 2.3 it follows that Y (p) ∩ F µ i = {0}, i = 1, 2, . . . , n. It means that each F µ i does not contain elements of order p. Since p is arbitrary, we obtain F µ i = {0}, i = 1, 2, . . . , n.
Suppose that F µ k = {0} for all k. Then, in particular, F µ i , i = 1, 2, . . . , n, are nonzero, they coincide, and they are invariant with respect to β ij , i, j = 1, 2, . . . , n. Put
Next lemma is crucial for the proof of Theorem 1.2. Proof. By Lemma 2.1 it follows that the equality
holds. From (A ) it follows that
Let π : Y n → Y n be a homomorphism defined by the formula
where u j ∈ Y .We will show that π ∈ Aut(Y n ). Assume the converse, i.e. π ∈ Aut(Y n ). Since Y n is a finite group, we obtain Kerπ = {0}. Put in (2.16) (u 1 , u 2 , . . . , u n ) ∈ Kerπ, (u 1 , u 2 , . . . , u n ) = 0:
(2.18) From (2.18) andμ i (y) ≥ 0 it follows that all factors in the right-hand side of equation (2.18) are equal to 1. In particular, since u j 0 = 0 for some j 0 , we obtain thatμ i (α ij 0 u j 0 ) = 1, i = 1, 2, . . . , n, whence it follows that F µ i = {0}, i = 1, 2, . . . , n. This contradicts condition (2.17). Therefore, π ∈ Aut(Y n ). Let us prove thatμ i (y) = 0, i = 1, 2, . . . , n, for all y ∈ Y, y = 0. Assume the converse. Then for some l there isỹ = 0 such thatμ
Without loss of generality we can assume that l = 1.
Putting in (2.16) (ũ 1 ,ũ 2 . . . ,ũ n ) = π −1 (ỹ, 0, . . . , 0), we obtain:
We note that there are at least two numbers j 1 , j 2 such thatũ j 1 = 0,ũ j 2 = 0. Indeed, ifũ j = 0, j = 1, 2, . . . , n, then we have the contradiction with π −1 ∈ Aut(Y n ). Ifũ j 0 = 0,ũ j = 0, j = j 0 , for some j 0 , then π(0, 0, . . . ,ũ j 0 , . . . , 0) = (α 1j 0ũ j 0 ,α 2j 0ũ j 0 , . . . ,α nj 0ũ j 0 ) = (ỹ, 0, . . . , 0). This contradictsα ij 0 ∈ Aut(Y ). Hence,ũ j 1 ,ũ j 2 = 0 for some j 1 and j 2 . From inequalities 
By Corollary 2.4 from (2.17) we get
Combining (2.21), (2.19), and (2.24), we obtain 0 < C < 1. Sinceũ j 1 = 0,ũ j 2 = 0 and α ij 1 ,α ij 2 ∈ Aut(Y ), we haveα ij 1ũ j 1 = 0,α ij 2ũ j 2 = 0. Hence, from (2.22) and (2.23) we obtain thatμ
From (2.22) andμ 1 (ỹ) = 0 it follows that
Using (2.25) in the same way as (2.22) was obtained from (2.19) we get an estimate for every factor in the right-hand side of (2.22) and put this estimate in (2.22) . Repeating this process m times we arrive at inequality that implieŝ
Since C (2n) m+1 → 0 as m → ∞, we obtainμ 1 (ỹ) = 0. This contradicts the assumption. Hence, µ i (y) = 0, i = 1, 2, . . . , n, for all y ∈ Y, y = 0. From this and (1.2) we obtain thatμ i (y) = m X (y), y ∈ Y, i = 1, 2, . . . , n. Therefore, we have µ i = m X , i = 1, 2, . . . , n.
The proof of the main theorems
Proof of Theorem 1.2. Let δ j ∈ Aut(X), j = 1, 2, . . . , n. Note that the linear forms L j = n i=1 α ij ξ i , j = 1, 2, . . . , n, are independent if and only if the linear forms δ j L j , j = 1, 2, . . . , n, are independent. Since
without loss of generality we can assume that α 1j = I, j = 1, 2 . . . , n, i.e.
i1 . Then we can rewrite (3.1) in the form
where random variables η i are independent. Obviously, it suffices to prove Theorem 1.2 assuming that α 1j = α i1 = I, i, j = 1, 2, . . . , n. By Lemma 2.1 the functionsμ i (y) satisfy equation (2.16). Put
The functionsν i (y) are nonnegative and also satisfy equation (2.16). We will prove that ν i = m K , where K is a subgroup of X. It is easy to see that this implies that µ i = E x i * m K , x i ∈ X, i = 1, 2, . . . , n, i.e. µ i ∈ I(X), i = 1, 2, . . . , n.
Put
Consider the set of subgroups {G l } ⊂ F such thatα ij G l =α ij , i, j = 1, 2, . . . , n. Denote by H a subgroup of Y such that H is generated by all {G l }. It is not hard to prove that H is a maximal subgroup of Y , which satisfies the condition (B)ν i (y) = 1, y ∈H, i = 1, 2, . . . , n,α ijH =H, i, j = 1, 2, . . . , n. Taking into account thatν i (y + h) =ν i (y), i = 1, 2, . . . , n, for all y ∈ Y, h ∈ H, and the restrictions of the automorphismsα ij of Y to H are automorphisms of H, consider the equation induced by equation (2.16) on the factor-group Y /H puttingν i ([y]) =ν i (y), i = 1, 2, . . . , n, and
Since H is a maximal subgroup of Y , which satisfies condition (B), we obtain that {0} is a maximal subgroup of Y /H, which satisfies condition (B) for the induced characteristic functionsν i ([y]) and the induced automorphismsα ij .
Hence, without loss of generality we suppose that
Let us show that for some k any proper subgroup of X does not contain σ(ν k ). This condition is equal to the condition F ν k = {0}. Assume the converse. Then by Corollary 2.4 there is a nonzero subgroupH of the group Y that satisfies condition (B). This contradicts (3.2). Hence, any proper subgroup of X does not contain the support of ν k . Then by Lemma 2.5 ν i = m X , i = 1, 2, . . . , n. Let us prove that Theorem 1.2 is sharp in the following sense: in the class of finite Abelian groups the independence of k linear forms of n random variables, where k < n, does not imply that µ i ∈ I(X).
Theorem 3.2 Let n and k satisfy the condition
n , where p > 2 is a prime number, such that p does not divide n. Then there exist independent random variables ξ i , i = 1, 2, . . . , n, with values in a group X and distributions µ i ∈ I(X), and automorphisms α ij ∈ Aut(X), such that the linear forms
Proof. It is obvious that it suffices to prove the statement for k = n − 1. Let α i,i−1 x = 2x, x ∈ X, i = 2, 3, . . . n, and α ij = I in other cases, i = 1, 2, . . . , n, j = 1, 2, . . . , n − 1. It is clear that α ij ∈ Aut(X). Note that Y ∼ = (Z(p)) n ,α ij = α ij . Let e 1 = (1, 0, . . . , 0), e 2 = (0, 1, . . . , 0) , . . . , e n = (0, 0, . . . , n) ∈ Y . Consider on X the function ρ i (x) = 1 + Re(x, e i ).
Then ρ i (x) ≥ 0, x ∈ X, and
Denote by µ i the distribution on X with the density ρ i (x) with respect to m X . We see that
, y = ±e i ; 0, y ∈ Y, y ∈ {0, ±e i }.
Obviously, µ i ∈ I(X). Let ξ i , i = 1, 2, .., n, be independent random variables with values in X and distributions µ i . Let us show that the linear forms L j = n i=1 α ij ξ i are independent. By Lemma 2.1 it suffices to show that the characteristic functionsμ i (y) satisfy equation (2.1), which takes the form
Let us prove that the left-hand side of equation (3.3) does not equal to 0 if and only if u j = 0, j = 1, 2, . . . , n − 1. Indeed, suppose that the left-hand side of (3.3) does not equal to 0. Then u j satisfy the system of equations
where b i ∈ {0, ±e i }.
From (3.4) it follows that:
First equation of system (3.5) implies that b i = 0, i = 1, 2, . . . , n. Thus the unique solution of system (3.4) is u j = 0, j = 1, 2, . . . , n − 1.
Taking into account thatμ i (±e j ) = 0 for i = j, it easy to see that if u j = 0 for some j, then the right-hand side of equation (3.3) is equal to 0, i.e. the right-hand side of equation (3.3) does not equal to 0 if and only if u j = 0, j = 1, 2, . . . , n − 1. Hence, equality (3.3) holds for all u j ∈ Y .
Note that Theorem 3.2 can be strengthened for n = 3. Denote by G a group of the form (1.1). The following statements hold ( [11] ): 1) Let α i , β i ∈ Aut(G), i = 1, 2, 3, ξ i be independent random variables with values in a group X and distributions µ i . Suppose that linear forms L 1 = α 1 ξ 1 + α 2 ξ 2 + α 3 ξ 3 and L 2 = β 1 ξ 1 + β 2 ξ 2 + β 3 ξ 3 are independent. If X = G, then all µ i are degenerate distributions. If X = Z(3) × G, then either all µ i are degenerate distributions or µ i 1 * E x 1 = µ i 2 * E x 2 = m Z(3) , x i ∈ X, at least for two distributions µ i 1 and µ i 2 . If X = Z(5) × G, then either all µ i are degenerate distributions or µ i 1 * E x 1 = m Z(5) , x 1 ∈ X, at least for one distribution µ i 1 .
2) If a group X is not isomorphic to any of the groups mentioned in 1), then there exist α i , β i ∈ Aut(X), i = 1, 2, 3, and independent identically distributed random variables ξ i with values in X and distribution µ ∈ I(X), such that the linear forms
We prove now that Theorem 1.2 fails if α ij are endomorphisms of X and not all α ij are automorphisms. 
Proof. First we will show that there exist endomorphisms α, β of X satisfying the conditions 1) α ∈ Aut(X), β ∈ Aut(X); 2) β(Kerα) = Kerα; 3) α 2 x = βx for all x ∈ X, x = 0. Without loss of generality we can suppose that X is a p-primary group. By the structure theorem for finite Abelian groups
where k l ≥ 0. There are two possibilities: X ∼ = Z(p k ) and X ∼ = Z(p k ). If X ∼ = Z(p k ), where k > 1, then put αx = px, x ∈ X, β = (p − 1)x, x ∈ X . It easily can be proved that α and β satisfy conditions 1)-3).
If X ∼ = Z(p k ), then X = X 1 × X 2 , where X 1 , X 2 are non-trivial subgroups of X. Denote by (x 1 , x 2 ), x i ∈ X i , elements of X. Put α(x 1 , x 2 ) = (0, x 1 ), x ∈ X, β = I. It is no hard to prove that conditions 1)-3) satisfied.
So let α and β satisfy conditions 1)-3). It easily can be showed that a homomorphism π : Y 2 → Y 2 defined by the formula π(u, v) = (αu + v,βu +αv) (3.6)
is an automorphism of Y 2 . It is clear that H = Kerα = {0}. From (3.6) and condition 2) it follows that πH 2 ⊂ H 2 . Since π ∈ Aut(Y 2 ) and Y 2 is a finite group, we obtain It is obvious that µ ∈ I(X) and σ(µ) = X. Consider independent identically distributed random variables ξ i , ξ 2 with values in a group X and with the distribution µ. We shall prove that L 1 and L 2 are independent. By Lemma 2.1 it suffices to show that the characteristic functionμ(y) satisfies equations (2.16) which takes the formμ (αu + v)μ(βu +αv) =μ(αu)μ(v)μ(βu)μ(αv), u, v ∈ Y. (3.9) If u, v ∈ H, then it is clear that (3.9) holds. We will show that if either u ∈ H or v ∈ H both sides of (3.9) are equal to 0. If either u ∈ H or v ∈ H, then (3.8) implies that the right-hand side of (3.9) is equal to 0. Let us show that the same is true for left-hand side of (3.9). Assume the converse. Then the following inclusions hold αu + v ∈ H, βu +αv ∈ H.
(3.10)
The inclusions (3.10) mean that π(u, v) ∈ H 2 . Then (3.7) implies that (u, v) ∈ H 2 , i.e. u, v ∈ H. This contradicts the assumption.
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