We examine the mechanisms by which the human auditory cortex processes the frequency content of natural sounds. Through mathematical modeling of ultra-high field (7 T) functional magnetic resonance imaging responses to natural sounds, we derive frequencytuning curves of cortical neuronal populations. With a data-driven analysis, we divide the auditory cortex into five spatially distributed clusters, each characterized by a spectral tuning profile. Beyond neuronal populations with simple single-peaked spectral tuning (grouped into two clusters), we observe that ϳ60% of auditory populations are sensitive to multiple frequency bands. Specifically, we observe sensitivity to multiple frequency bands (1) at exactly one octave distance from each other, (2) at multiple harmonically related frequency intervals, and (3) with no apparent relationship to each other. We propose that beyond the well known cortical tonotopic organization, multipeaked spectral tuning amplifies selected combinations of frequency bands. Such selective amplification might serve to detect behaviorally relevant and complex sound features, aid in segregating auditory scenes, and explain prominent perceptual phenomena such as octave invariance.
Introduction
The sounds and auditory scenes we encounter every day consist of a rich and complex combination of frequencies. At the sensory periphery (cochlea) and in the subcortical auditory relays, sound frequency bands are selectively processed in spatially segregated channels. At the early stages of the auditory processing hierarchy, neurons with similar frequency preference cluster together and form a cochleotopic or tonotopic map (King and Nelken, 2009 ). This topographic organization of sound frequency is maintained at the level of the auditory cortex, where multiple tonotopic maps can be discriminated (Merzenich and Brugge, 1973; Merzenich et al., 1973; Formisano et al., 2003; Humphries et al., 2010; Da Costa et al., 2011; Moerel et al., 2012) .
How frequency information is represented and processed at the level of the human auditory cortex beyond this tonotopic representation remains largely unknown. Results from invasive studies of animal audition suggest that next to their preferred frequency, cortical neurons exhibit sensitivity to additional frequency bands (bat, Fitzpatrick et al., 1993; cat, Sutter and Schreiner, 1991; Noreña et al., 2008; and marmoset, Kadia and Wang, 2003; Sadagopan and Wang, 2009 ). This sensitivity to multiple frequency bands is shaped by the acoustic environment. For example, in the bat neurons were found that showed facilitative responses to the frequencies in the bat's pulse and echo, which this animal uses during the search and pursuit of insects (Fitzpatrick et al., 1993) . In marmosets and songbirds, neurons finely tuned to informative features of conspecific vocalizations were reported (Wang et al., 1995; Woolley et al., 2005) . It has been hypothesized that these neurons with sensitivity to multiple frequency bands could serve as complex feature detectors, signaling the presence of a specific and informative combination of behaviorally relevant frequencies. Such neuronal tuning may play a crucial role in the creation of an abstract, higher level sound representation (deCharms et al., 1998; Wang, 2007; Sadagopan and Wang, 2009) . Alternatively, from a predictive coding perspective, the representation of auditory objects with complicated (polymodal) spectral representations would be required to provide predictions of frequency specific auditory input, at low levels of the auditory hierarchy (Friston, 2005; Winkler et al., 2009) .
Is a similar mechanism of complex spectral tuning in place in the human auditory cortex? In this study, we use ultra-high field functional magnetic resonance imaging (fMRI; 7 T) to measure brain responses to a large set of natural sounds and extract spectral profiles throughout the human auditory cortex. Next, we use a data-driven algorithm to cluster these spectral profiles and extract five spatially distributed functional subdivisions, each characterized by a specific spectral tuning profile. Simple singlepeaked spectral profiles are complemented by profiles with sen-sitivity to multiple frequency bands. Specifically, we observe selectivity to frequency bands (1) at exactly one octave lag, (2) at harmonically related frequency intervals, and (3) with no apparent relationship to each other. We propose that this multipeaked spectral tuning may amplify selected combinations of frequency bands, possibly serving to detect behaviorally relevant sound features, aiding in segregating auditory scenes and underlying prominent perceptual phenomena such as octave perception.
Materials and Methods
Subjects. Five subjects (median age ϭ 32, three males) participated in the main study, and additionally took part in a separate localizer experiment (see below). The subjects had no history of hearing disorder or neurological disease, and gave informed consent before commencement of the measurements. The Institutional Review Board for human subject research at the University of Minnesota granted approval for the study.
Stimuli. In the main study, the stimuli consisted of recordings of 168 natural sounds, and included human vocal sounds (both speech and nonspeech, e.g., baby cry, laughter, coughing), animal cries (e.g., monkey, lion, horse), tool sounds and musical instruments (e.g., keys, scissors, piano, flute), and scenes from nature (e.g., rain, wind, thunder). Sounds were sampled at 16 kHz and their duration was cut at 1000 ms. In addition to the main study, we collected localizer data in the same subjects. In the localizer, the stimuli consisted of sounds grouped into eight conditions (three tones and five semantic category conditions). We analyzed only the responses to the tones. Amplitude-modulated tones were created in MATLAB (8 Hz, modulation depth of 1) with a carrier frequency of 0.45, 0.5, and 0.55 kHz for the low-frequency condition; 1.35, 1.5, and 1.65 kHz for the middle frequency condition; and 2.25, 2.5, and 2.75 kHz for the high-frequency conditions. Sounds were sampled at 16 kHz and their duration was cut at 800 ms.
In both the main study and the localizer, sound onset and offset were ramped with a 10 ms linear slope and their energy (root mean square) levels were equalized. Inside the scanner, sounds were presented with an MR compatible audio system based on air tubes (Avotec; linear frequency transfer function up to ϳ4 kHz) at ϳ60 dB. Before starting the measurement, sounds were played to the subject and individual sound intensity was further adjusted to equalize their perceived loudness.
MRI. Data were acquired on a 7 T whole-body system driven by a Siemens console using a head gradient insert operating at up to 80 mT/m with a slew rate of 333 T/m/s. A head RF coil (single transmit, 16 receive channels) was used to acquire anatomical (T1 weighted) and functional (T2* weighted blood oxygenation level-dependent) images. T1 weighted (1 mm 3 ) images were acquired using a modified magnetizationprepared rapid acquisition gradient echo sequence (TR ϭ 2500 ms; TI ϭ 1500 ms; TE ϭ 3.67 ms). Proton density (PD) images were acquired together with the T1 weighted images using an interleaved acquisition. The PD images were used to minimize inhomogeneities in T1 weighted images (Van de Moortele et al., 2009) . Acquisition time for anatomy was ϳ7 min. T2* weighted functional data were acquired using an echo planar imaging sequence in which time gaps were placed after the acquisition of each volume.
The main experiment was designed according to a fast event-related scheme. The acquisition parameters were as follows: TR ϭ 2600 ms; TA ϭ 1200 ms; TE ϭ 30 ms; number of slices ϭ 31; GRAPPA acceleration ϫ3; partial Fourier 6/8; voxel size ϭ 1.5 ϫ 1.5 ϫ 1.5 mm 3 . Note that between subsequent acquisitions, there was a silent gap of 1.4 s during which the sounds were presented. Slices covered the brain transversally from the inferior portion of the anterior temporal pole to the superior portion of the superior temporal gyrus bilaterally. The experiment consisted of eight runs. Six of these runs were "training" runs, in which 144 sounds were presented three times in total (i.e., each sound was presented in half of the training runs). The two remaining runs were "testing" runs, in which 24 different sounds were presented six times in total (three times per run). Within each run, sounds were randomly spaced at a jittered interstimulus interval of 2, 3, or 4 TRs and presented, with additional random jitter, in the silent gap between acquisitions. Zero trials (trials where no sound was presented, 6% or 5% of the trials in training and testing runs, respectively) and catch trials (trials in which the preceding sound was repeated, 6% and 3% of the trials in training and testing, runs respectively) were included. Subjects were instructed to perform an incidental task that was used to maintain attentional set, and were required to respond with a button press when a sound was repeated. Catch trials were excluded from the analysis. Each run lasted ϳ10 min.
The localizer was designed according to a blocked scheme. The acquisition parameters were as follows: TR ϭ 3000 ms; TA ϭ 1500 ms; TE ϭ 30 ms; number of slices ϭ 44; GRAPPA acceleration ϫ3; partial Fourier 6/8; voxel size ϭ 1.5 ϫ 1.5 ϫ 1.5 mm 3 , silent gap ϭ 1500 ms. Slices covered the brain transversally from the inferior portion of the anterior temporal pole to the superior portion of the superior temporal gyrus bilaterally. The localizer consisted of six runs, and in each run two blocks of each condition were presented. In each block, lasting 18 s, six sounds of the same condition were presented (one sound per TR, presented in the silent gap). Blocks of acoustic stimulation were separated from each other by 12 s of silence. Each run lasted ϳ9 min.
Functional and anatomical data were analyzed with BrainVoyager QX. Preprocessing consisted of slice scan-time correction (with sinc interpolation), temporal high-pass filtering (removing drifts of seven cycles or less per run for the main study and three cycles or less per run for the localizer), and 3D motion correction (trilinear/sinc interpolation; each volume was aligned to the first volume of run 1). Additional spatial smoothing (Gaussian kernel with full-width at half-maximum ϭ 2 mm) and temporal smoothing (two consecutive data points) were applied to the localizer data only. Functional data were coregistered to the anatomical data and normalized in Talairach space (Talairach and Tournoux, 1988) . This spatial normalization is a piecewise linear operation. Specifically, a linear transformation is applied to each of the 12 parts of the brain defined by manually selected anatomical landmarks (the anterior and posterior commissure and the anterior, posterior, superior, inferior, left, and right extreme points; standard BrainVoyager procedure). Functional data were resampled (with sinc interpolation) in the normalized space at a resolution of 1 mm isotropic. Anatomical volumes were also used to derive gray matter segmentations indicating the border between white and gray matter. Using this border, inflated hemispheres of the individual subjects were obtained.
Characterization of frequency tuning in human auditory cortex. The primary aim of this study was to characterize, quantitatively, the different forms of frequency tuning in auditory cortex. This analysis can be summarized in three stages, which are described below in detail (Fig. 1) . We used a heuristic clustering analysis based upon the similarity of frequency tuning among different voxels (Stage 3, see below) . This analysis used voxel-by-voxel estimates of spectral response profiles (see Stage 2) calculated from the responses to natural stimuli (see Stage 1).
Stage 1: extraction of sounds' frequency content. In Stage 1, we characterized the sounds used as stimuli in our experiment by their frequency content (Fig. 1, Stage 1) . The sounds were filtered through a biologically plausible computational model of auditory processing from the cochlea to the midbrain (NSL Tools package, available at http://www.isr.umd. edu/Labs/NSL/Software.htm; Chi et al., 2005;  Fig. 1, Stage 1 ). Within this model, sound waveforms are passed through a bank of 128 overlapping bandpass filters with equal width (Q 10dB ϭ 3). This results in the mathematical representation of training sounds S in terms of an N ϫ F matrix W of coefficients, where N ϭ number of sounds, and F ϭ the number of resulting frequency bins (N ϭ 144 and F ϭ 128; center frequencies were logarithmically spaced and ranged from 0.2 to 7 kHz).
Stage 2: computation of a voxel's spectral response profile. In Stage 2, we calculated the voxels' spectral profile based on their responses to natural sounds, using customized MATLAB code (www.mathworks.com; Fig. 1 , Stage 2). We followed methodological procedures similar to the ones previously described for the analyses of visual responses to natural scenes (Kay et al., 2008b; Naselaris et al., , 2011 , which we have recently adapted and validated for the analysis of natural sounds (Moerel et al., 2012) .
Based on the training data only, we calculated the voxel's spectral preference (matrix R 
where each element i of the vector R j describes the contribution of the frequency bin i to the overall response of voxel j (Moerel et al., 2012) . We performed this computation in fivefold cross-validation, by using only a subset of the training sounds in each fold to compute matrix R (10 sounds of the 144 training sounds were left out at random; per fold, R was computed on 134 of the training sounds). In that way, we obtained five estimates of each voxel's spectral profile (one for each of the five crossvalidations). The spectral profile averaged across cross-validations was used as input to the clustering analysis. This cross-validation procedure served to obtain more stable estimates of the voxels spectral profiles. Next, we assessed the general validity of these frequency tuning estimates by assessing their capability to predict fMRI responses to novel (testing) stimuli. These novel stimuli were the 24 sounds, which were presented in the two testing runs of the experiment (completely separate from the 144 training sounds, which were presented in the six training runs). Although this part of analysis is not necessary for our (clustering) analysis of functionally segregated auditory responses, it ensures that the spectral response profiles do not only account for the responses to the specific sounds used for their estimation but can also be used to describe fMRI responses to a different set of natural sounds. Specifically, we predicted the response Ŷ j to the 24 test sounds as follows:
where W [N ϫ F] is the frequency representation of the test sounds (N ϭ 24). We evaluated prediction accuracy by concatenating Ŷ j across voxels resulting in predicted responses Ŷ [N ϫ V], and computing correlation matrix C [N ϫ N] between predicted and measured responses to the test sounds. Next, for each sound i we obtained the rank r i of C i,i . Note that a rank of 1 indicates perfect prediction, while a rank of N would be the worst outcome. Prediction accuracy P i of each sound i was defined as follows:
Values of P i range between 0 and 1, with 1 being perfect prediction. Prediction accuracy was calculated as the average across N test sounds. To test whether this accuracy was significantly greater than zero, we compared it to the null distribution obtained using permutation testing. Specifically, we permuted V in R (number of permutations ϭ 1000) and used this permuted matrix to predict the response to test sounds. The actual prediction accuracy values were considered to be significantly higher than chance if their values were within the upper 5% interval of the empirical null distribution. Note that in this analysis prediction accuracy is assigned as the accuracy of predicting the response to a novel sound based on the entire auditory cortex. Consequently, we only obtain one value of prediction accuracy per subject and cannot estimate how prediction accuracy varies across the auditory cortex (Moerel et al., 2012) .
Stage 3: extraction of spectral clusters. To characterize the complex, multipeaked spectral tuning of voxels throughout the auditory cortex (i.e., voxels' spectral tuning beyond their main frequency peak), we performed the following clustering analysis (Fig. 1, Stage 3) . First, we computed the normalized autocorrelation function (autocorrelation at zero lag equal to 1) of each profile R j (averaged across the five crossvalidations). Note that by computing the profiles' autocorrelation function, we obtained a representation of spectral profiles that reflects spectral modulations and is independent of the frequency of the main peak. Second, we used a data-driven clustering algorithm to obtain the different "types" of spectral profiles present in the auditory cortex. There are several ways in which these separate clusters could have been identified. Commonly used approaches include the k-means clustering algorithm (Beckmann et al., 2009; . Encoding approach to estimate spectral response profiles. In the first stage, sound features were extracted as the output of a computational model mimicking early auditory processing (Chi et al., 2005) . In the second stage, the measured brain responses Y to the sounds' spectral components W allowed estimating, through regularized regression, the spectral profiles R of all cortical locations (N ϭ number of sounds; F ϭ number of frequencies; V ϭ number of locations/voxels). In the third stage, we divided the voxels into distinct clusters. We computed the autocorrelation function of each voxel's profile, and correlated voxels to each other to represent their similarity. The data-driven Louvain clustering algorithm provided a separation of this network into clusters, each consisting of a centroid and a map (see Materials and Methods).
or social networks (Fortunato, 2010) . Recently, it has been successfully applied to neuroimaging data (Barnes et al., 2010; Rubinov and Sporns, 2011; Goulas et al., 2012) .
The Louvain algorithm has several advantages compared with more common clustering algorithms (such as k-means clustering). Three advantages were crucial for this study specifically. First, the algorithm does not require the a priori specification of the number of resulting clusters (as is required with for example the k-means algorithm or fuzzy clustering). This was important for the current study, as there was no clear evidence with regard to the number of clusters that should underlie the data. Second, in a recent study in which different clustering algorithms were compared, this algorithm was identified among the best performing ones (Lancichinetti and Fortunato, 2009 ). Finally, the algorithm is designed to analyze large networks in a fast and efficient manner. This quality is crucial to us, as we project many signals (Ͼ20,000 voxels per subject) on a small number of dimensions. As more commonly used methods (such as k-means clustering) lack these advantages, it is expected to be challenging for these algorithms to obtain similar results.
Our application of the Louvain algorithm starts with the calculation of a V ϫ V pairwise correlation matrix of the autocorrelations of the voxels response profiles, where V is the number of auditory responsive voxels. Across subjects, V varied between ϳ20,000 and 25,000 voxels. The sparseness of this correlation matrix was set at 0.3 by sorting the correlation values and setting the lowest 70% to zero, and the resulting matrix contained only positive values. The Louvain algorithm considers the correlation matrix as a graph, where the V voxels are the nodes. The correlation between the autocorrelation profiles of the ith and jth voxels is an undirected edge (i.e., a weighted connection) between the ith and jth node. Modules (clusters) within the correlation matrix are assumed to have more edges within the module (i.e., higher correlation) than expected if the nodes were randomly connected. This is quantified by modularity value Q (Newman, 2006):
where n c is the number of clusters, m is the total degree (number of edges) of the graph, e c is the number of edges joining the nodes within cluster c, and d c is the total number of edges of the nodes belonging to cluster c. A good cluster should have a higher value for the first fraction than for the second fraction. The algorithm seeks to maximize the modularity value Q.
Several assumptions accompany our implementation of the Louvain clustering analysis. First of all, we apply the clustering algorithm to a V ϫ V correlation matrix, computed by correlating the autocorrelation profile of each voxel with that of every other voxel. As a measure of correlation, Pearson's correlation coefficient was used. As such, we can only estimate linear relations between nodes of the graph. Second, all algorithms that maximize modularity suffer from the resolution limit (Fortunato and Barthélemy, 2007) , which is the failure to identify clusters smaller than a minimum scale. Although the Louvain algorithm has been shown to be less sensitive to this confound than most modularity maximization algorithms, we may be biased to the detection of large clusters.
As the output of this algorithm is stochastic, it finds a slightly different solution from run to run. To evaluate the stability of the obtained solutions, we ran the algorithm multiple times (N ϭ 100 repetitions). Additionally, we evaluated the output of the Louvain algorithm after randomizing the correlation matrix (by randomizing the phase of the Fourier transformed matrix, and computing the inverse Fourier transform; N ϭ 100 repetitions; Zalesky et al., 2012). The current choice of N repetitions was a trade-off between manageable computation times and obtaining a reasonable amount of information regarding stability of obtained results. We evaluated the output of the Louvain algorithm by the modularity of the obtained subdivision, its stability in number of resulting clusters across runs, and its stability across runs (measured as estimated mutual information across repetitions), both when computed on the data and on the randomized network (Rubinov and Sporns, 2011) .
After this quality check on the output of the Louvain algorithm, we computed the characteristic profile (i.e., the centroid) of each resulting cluster as follows. We normalized each voxel's spectral profile by expressing all amplitude and frequency values as ratios with respect to its amplitude maximum and the frequency at that maximum. Thus, the abscissa and ordinate became, respectively, F n ϭ F/F max and A n ϭ A/A max , where A n and F n were the normalized values (Schwartz et al., 2003) . F n ranged between 0.1⅐F max and 10⅐F max , divided in 134 logarithmically spaced bins. By normalizing the spectral profiles in this manner, both their maxima and additional frequency peaks below and above the maxima were aligned across voxels. Each cluster's centroid was computed by averaging the normalized spectral profiles of the voxels in that cluster.
To compute group clustering results, we first ascertained which clusters corresponded to each other across subjects. To that end, we correlated the centroids of each subject to the centroids of subject 1. Corresponding clusters across subjects were identified as those clusters whose centroids correlated highest (mean [SD] correlation between matching and non-matching centroids ϭ 0.99 [9.7 ⅐ 10 Ϫ3 ] and 0.78 [0.05], respectively). Group centroids were obtained by averaging matching centroids across subjects. At each frequency bin, values of the group centroids were tested for significant deviation from zero using a one-sample t test (five observations per frequency, where each observation is data from a subject). Resulting significance values were corrected for multiple comparisons (i.e., the number of frequency bins and number of group centroids) using FDR correction.
Cluster spatial maps were obtained as follows. We computed the correlation of each voxel's autocorrelation profile to the corresponding clusters' centroid (hard clustering; each voxel belongs to one cluster only), reflecting the amount to which that voxel represented the cluster. Individual subject maps were created by smoothing maps on the surface and thresholding the maps (r Ͼ 0.55; cluster threshold Ͼ 10). We investigated the lateralization of each cluster by comparing its size in the left hemisphere to the size in the right hemisphere. Differences in cluster size across hemispheres were tested for significance by performing a paired samples t test across the five subjects. Next, the spatial layout of individual subject maps was quantified by dividing each hemisphere in five anatomically defined subregions [Heschl's gyrus (HG), planum polare (PP), planum temporale (PT), rostral and caudal superior temporal gyrus (rSTG and cSTG), respectively] based on Kim et al., 2000; see Fig.  7A ). We computed the proportion of each cluster located in each of the anatomical regions. Finally, group maps were created by transforming individual maps into functional informed cortex-based alignment (fCBA) space (see below), averaging matching maps across subjects (threshold on single subject maps r Ͼ 0.60), and smoothing resulting maps on the group surface (repeat value ϭ 1).
Computation of tonotopic maps. Per cross-validation, we obtained a tonotopic map by considering the characteristic frequency of a voxel as the frequency corresponding to the maximum of the coefficients in R j . These maps were averaged across cross-validations to create one map of tonotopy per subject. Tonotopic cortical maps were obtained by logarithmic mapping of best-frequency values to a red-yellow-green-blue color scale (Figs. 2, 3) .
We explored the variability in the tonotopic pattern across subjects by bringing each individual tonotopy map in a normalized space (fCBA space, see below) and normalizing values in each map between 0 and 1. Next, for each combination of subjects, for each voxel j, we computed the normalized difference diff j as follows:
A maximum difference in frequency between the two maps would result in diff j ϭ 1. The group tonotopic variability was obtained as the median across all subject pairs. From the localizer, tonotopic maps were extracted in the following manner. Using a single subject general linear model analysis with a standard hemodynamic response model (Friston et al., 1995) , we computed the responses to the three center frequencies (.5, 0.1.5, and 2.5 kHz) in all six runs separately. Voxels that showed a significant response to the sounds were selected (Q[FDR] Ͻ 0.05), and the response to the three tones was z-normalized across these voxels. For each voxel, its best frequency was determined in sixfold cross-validation (one run was left out in each fold). If the estimated best frequency had a majority across folds (three or more occurrences), the voxel was color coded accordingly.
Functional cortex-based alignment. Alignment across subjects for the purpose of computing group maps is particularly challenging in the auditory cortex, due to considerable interindividual differences in macroanatomical landmarks and related functional responses (Da Costa et al., 2011; Penhune et al., 1996) . Here, we optimized the alignment across subjects by performing fCBA. fCBA complements standard CBA (Goebel et al., 2006; Frost and Goebel, 2012) by allowing individually defined functional regions, in addition to the major sulci and gyri, to drive the across-subject alignment.
We based fCBA on tonotopic maps obtained from the localizer. In each subject and hemisphere, we delineated the low-frequency region consistently present in the vicinity of Heschl's gyrus as region of interest. fCBA was partially driven by this functional region (weighting decreased over itera- tions), and partially by anatomical information (weighting increased over iterations). The resulting alignment information was used for calculating and displaying group tonotopic maps and cluster group maps (see below) as obtained from the main study. Note that fCBA was based on the localizer data only, and therefore does not bias the interpretation of the group results of the main experiment.
Results

Estimation of voxels' spectral profiles and extraction of tonotopic maps
As expected, sounds evoked significant activation in a large expanse of the superior temporal cortex. The activated region included early auditory areas along the HG and surrounding regions on the PP, PT, STG, and parts of the superior temporal sulcus (STS). Based on the estimated voxels' spectral profiles (see Materials and Methods), responses to new sounds could be predicted significantly above chance in each subject ( p Ͻ 0.01 in each subject; prediction accuracy for subject 1: subject 5 ϭ 0.68, 0.67, 0.76, 0.65, and 0.76; mean prediction accuracy [SD] ϭ 0.70 [0.05]), illustrating that these profiles accurately characterize the voxels' frequency tuning.
Based on the maximum of each voxel's spectral tuning curve, tonotopic maps were extracted across subjects and hemispheres (group and single subject maps are displayed in Figs. 2, 3, respectively) . Consistent with results of previous studies, we observed a large low-frequency region near HG, bordered anteriorly (on HG and first transverse sulcus, FTS) and posteriorly (on Heschl's sulcus, HS, and anterior PT) by regions preferring higher frequencies Humphries et al., 2010; Da Costa et al., 2011; Moerel et al., 2012) . Beyond Heschl's region, on PP, PT, and STG/STS additional frequency clusters were present (Figs. 2, 3 ). These regions may reflect additional frequency gradients, possibly indicating the location of belt and parabelt auditory fields ]see Moerel et al. (2012) for a thorough discussion on this hypothesis]. Tonotopic maps were most stable on HG and regions on PT, and varied most on the lateral extremities of the map (i.e., STG; see lower right maps in Fig. 3) . Furthermore, maps were more stable in the left than the right hemisphere (median normalized difference of left and right hemisphere ϭ 0.26 and 0.34, respectively).
Tonotopic maps reflect only the main peak in the voxels' spectral profiles, and thereby represent well those voxels that displayed a simple, single-peaked frequency profile (for example, Fig. 4A ). However, most voxels had a more complex multipeaked frequency preference (Fig. 4C-E) . Multipeaked voxels were present both on HG (Fig. 4C, second column) and beyond HG and on PT and STG/STS.
Cluster extraction with Louvain algorithm
To examine the spectral profiles beyond their main tonotopic peak, we used a data-driven algorithm to divide the voxels into separate clusters according to their type of spectral tuning (Fig. 1, Stage 3 ; Blondel et al., 2008; Rubinov and Sporns, 2011 
Cluster centroids: characteristic tuning profiles
The algorithm divided auditory cortical voxels into five clusters, based on their spectral tuning. Each of the five clusters contained, respectively, 19.9, 17.8, 19.0, 16.7, and 26 .6% of total number of voxels (average across subjects). Resulting characteristic profiles (i.e., centroids) of each resulting cluster were highly consistent across subjects (mean [SD] correlation between matching and non-matching centroids ϭ 0.99 [9.7 ⅐ 10 Ϫ3 ] and 0.78 [0.05], respectively). The first centroid (Fig. 5A , left column) included voxels with broadly tuned frequency profiles (e.g., voxels in Fig. 4A ). The second centroid (Fig. 5B , left column) described a cluster with significant positive peaks around 0.25⅐F max and 4⅐F max , corresponding to a distance of two octaves (i.e., three harmonics) between the maximum frequency and additional peaks. Voxels included in this cluster often showed one distinct frequency peak flanked by pronounced attenuation sidebands (e.g., voxels in Fig. 4B ). The third centroid (Fig. 5C , left column) displayed significant positive frequency peaks around 0.35⅐and 3⅐F max , and additionally around 0.1⅐and 9⅐F max . Thus, this centroid displayed sensitivity to additional frequency bands at a distance of two harmonics from the maximum frequency. Voxels in this cluster often had multipeaked spectral profiles, with no clear relationship between the peaks (e.g., voxels in Fig. 4C ). The fourth centroid (Fig. 5D , left column) had significant positive peaks located at 0.25, 0.5, and additionally at 2⅐F max . Voxels clustered into this cluster were selective to frequency bands at octave interval (e.g., voxels in Fig.  4D) . Thus, the voxels belonging to this fourth cluster were not sensitive to all harmonic distances, but instead displayed a specific selectivity to octave frequency lags. We refer to this cluster as the "octave cluster." Finally, the fifth centroid (Fig. 5E, left column) displayed a large number of localized significant positive peaks, at 0.35, 0.5, 0.65, 1.5, 2, 3, 4, 5, and 7⅐F max . Interestingly, voxels belonging to this cluster were sensitive to additional frequency bands at multiple harmonics of the lowest frequency peak. For example, the voxels in the first and second column of Figure 4E display sensitivity to 0.2/0.4/0.6 kHz and to 0.5/1.0/1.5 kHz, respectively. We refer to this cluster as the "harmonic cluster."
Cluster spatial maps
After investigating the five centroids, we explored the cortical location of each cluster at group level and in individual subjects (Figs. 5, right column, Fig. 6, Fig. 7 ). As we did not observe any significant lateralization effects at group level, the spatial patterns in the left and right hemisphere are described together. At group level, we observed that the first cluster (Figs. 5A, 6 , green) occupied posterior primary auditory cortex (PAC; Fig. 6 , black dotted circles) and cSTG. The second cluster (Figs. 5B, 6 , yellow) occupied parts of medial HG, medial HS, and PT. The third cluster (Figs. 5C, 6 , red) was located on HG (occupying the lateral part of PAC). The octave cluster (Figs. 5D, 6 , blue) was located lateral to PAC, occupying the STG. Finally, the harmonic cluster was located anterolateral to PAC (Figs. 5E, 6 , purple), and occupied a small region on PP.
The spatial distribution of the clusters in individual subjects was quite variable (compare maps in Fig. 6 ), reflected in the Figure 5 . Group cluster maps. Centroids (left) and group maps (right) characterizing the five extracted clusters (rows A-E consecutively display the broad cluster, cluster with attenuation bands, multipeaked cluster with no clear relationship between peaks, octave cluster, and harmonic cluster). The centroids' main peak represents the main frequency peak across voxels, and additional peaks show the presence of sensitivity to additional frequency bands at consistent spectral intervals. Positive and negative significant deviations from zero (FDR corrected for multiple comparisons) are color coded in green and blue, respectively. The maps show the correlation of each voxel's profile to the clusters' centroid, averaged across subjects. Maps are displayed on an fCBA-based reconstruction of the temporal cortex, and white dotted lines indicate the location of HG. histograms of Figure 7 by the spread of voxels in each cluster across anatomical regions. However, the main peaks in these histograms followed the pattern observed in the group maps. That is, the first cluster occupied the posterior locations PT and cSTG. The second cluster was localized in medial locations, occupying regions in PP, HG, and PT. The only exception to the group pattern was seen for the third cluster (Fig. 6, red) , which showed a peak in the histograms within rSTG additional to the peak in HG. The octave and harmonic cluster occupied the STG (both rostral and caudal) and PP, respectively, in accordance with the patterns observed in the group maps (compare group map in Fig.  6 with Fig. 7 ).
Discussion
In this study, we used ultra-high field fMRI to extract neuronal populations' spectral profiles based on their responses to natural sounds. With a data-driven analysis, we identified five clusters of spectral tuning types. Two of these clusters displayed simple single-peaked spectral profiles, containing a broadly or narrowly tuned frequency peak. However, ϳ60% of neuronal populations throughout auditory cortex (divided between the three remaining clusters) displayed complex frequency selectivity beyond their main tonotopic frequency peak. We identified neuronal populations with sensitivity to multiple frequency bands (1) at exactly one octave distance from each other, (2) at harmonically related frequency intervals, and (3) with no apparent relationship. We propose that beyond the well known tonotopic organization of the auditory cortex, this multipeaked spectral tuning concurs to define the representation space of natural sounds in the human auditory cortex.
Characterization of cortical spectral tuning based on responses to natural sounds
By modeling the fMRI responses in terms of the spectral content of many natural sounds, we calculated the voxels' frequency profiles. These frequency profiles were subsequently used to extract clusters and centroids. Using natural sounds for feature mapping (i.e., estimating the voxels' response profile) has several advantages over the use of artificial sounds. First, as natural sounds inherently engage auditory cortical neurons in meaningful and behaviorally relevant processing, they may be optimal for studying the functional architecture of higher order auditory areas. Second, previous studies showed that response profiles estimated with artificial sounds do not predict responses to natural sounds well (Machens et al., 2004; Bitterman et al., 2008) . Consequently, the use of natural sounds was advised in mapping response features (Theunissen et al., 2000) . Third, the method implemented here allows the simultaneous estimation of the voxels' feature preference (e.g., tuning to multiple frequency peaks). As neuronal populations show nonlinearities in their feature tuning, such simultaneous estimation is of paramount importance. . Group and individual cluster maps. Resulting cluster maps as extracted from each subject are shown. Additionally, group cluster maps are displayed. The colors show maps belonging to clusters 1-5 in green, yellow, red, blue, and purple, respectively (i.e., octave and harmonic cluster shown in blue and purple, respectively). Maps are smoothed on the surface (repeat value ϭ 1). Consequently maps are thresholded based on the voxels' correlation to the centroid (Ͼ0.82/Ͼ0.55 for group and individual subject maps, respectively) and cluster thresholded (minimum threshold ϭ 10 voxels). White dotted lines indicate the location of HG. Black dotted lines indicate the location of the PAC, identified as the main high-low-high tonotopic gradient in the proximity of HG in individual tonotopic maps.
By mapping the main peak of the voxels' spectral profiles, we showed frequency selective regions throughout the superior temporal cortex. In agreement with previous fMRI studies, we observed a large low-frequency area in the vicinity of the HG, surrounded anteriorly and posteriorly by regions preferring higher frequencies Talavage et al., 2004; Da Costa et al., 2011) . Although the exact relationship between these main frequency gradients and auditory fields remains debated (Humphries et al., 2010; Langers and van Dijk, 2012) , these regions most likely reflect the location of the human primary auditory cortex (i.e., the homologs of monkey primary fields AI and R; Kosaki et al., 1997; Hackett et al., 1998) . Beyond these main frequency gradients, we observed frequency selective clusters in regions that, based on their underlying anatomy, probably reflect belt and parabelt cortex (PP, PT, and STG/STS). Tonotopic maps in these regions are less frequently reported, yet these results replicate findings of at least two previous studies (StriemAmit et al., 2011; Moerel et al., 2012) .
Types of multipeaked spectral tuning
In a data-driven manner, we identified five clusters of spectral tuning types. Voxels within two of these clusters displayed an overall simple tuning profile, including voxels with a broad frequency peak, and more narrowly tuned voxels with attenuating sidebands. This type of spectral tuning may reflect the traditionally reported neuronal populations with single peaks. Voxels belonging to these clusters were found throughout the superior temporal plane. Functionally, this spectral tuning might be relevant for capturing the overall frequency content of incoming sounds.
Beyond these simple spectral tuning types, we observed three clusters (ϳ60% of neuronal populations throughout auditory cortex) that displayed complex frequency selectivity beyond their main tonotopic frequency peak. Specifically, we observed a cluster in which voxels displayed selectivity to multiple octave frequency lags. Based on their spectral profiles, we predict that these octave-tuned voxels, clustered most densely along the STG, respond in similar manner to tones with frequencies at a 2:1 ratio. Consequently, they could elicit the percept of octave generalization. A hard-wired octave representation in the brain is in accordance with the widespread occurrence, early onset, and generalization beyond the human species of octave perception (Demany and Armand, 1984; Wright et al., 2000; Randel, 2003) . Moreover, our findings of octave-based tuning are in accordance with invasive recordings in various mammals, which observed octave tuning at neuronal level (Brosch et al., 1999; Kadia and Wang, 2003; Noreña et al., 2008; Brosch and Schreiner, 2000) .
Functional relevance of neuronal sensitivity to harmonic structure Next, we observed a complex cluster with spectral tuning that finely followed sensitivity to multiple harmonic lags. As the natural sounds most important to humans (i.e., vocalizations, music) are harmonically structured (Ross et al., 2007; Noreña et al., 2008) , these multipeaked spectral profiles may be functionally relevant for amplifying the spectral content of those sounds spe- Kim et al., 2000; right) . Overlap in defined regions across three to five subjects is shown in a range of dark to light hues. B, HG, PP, PT, rSTG, and cSTG are indicated in blue, red, green, yellow, and orange, respectively. For each cluster, the proportion of voxels in each of the anatomical regions is shown. Clusters 1-5 consecutively display the broad cluster, cluster with attenuation bands, multipeaked cluster with no clear relationship between peaks, octave cluster, and harmonic cluster. Error bars indicate SE across subjects.
cifically. In everyday life, we are constantly exposed to sounds from different sources, whose spectral components overlap with each other. To perceive sounds we must segregate them into separate auditory objects, a task that is referred to as "auditory scene analysis" (Bregman, 1990 ). We accomplish this task by grouping components of the same source together based on various fundamental features of complex sounds, such as harmonicity (Darwin, 1997) . For example, a stack of harmonically related frequencies is perceptually fused into a single tone (Micheyl and Oxenham, 2010; Borchert et al., 2011) . The multipeaked cortical neuronal populations could underlie the perceptual mechanism of fusing harmonically related components. That is, the harmonic tuning within this spectral cluster could group sound components for the purpose of object segregation, or significantly enhance harmonic components relative to background noise without harmonic structure (Kadia and Wang, 2003) .
Finally, voxels in the third multipeaked cluster, most densely clustered on the middle region on the PAC, displayed additional sensitivity to multiple frequency bands with no clear relationship to each other. The clusters' centroid displayed sensitivity to frequency bands at 1.6 octaves from the main peak, consistent with the main peaks' second harmonic. At present, we cannot identify an acoustic or behavioral correlate of the multiple frequency bands to which the voxels in this cluster are sensitive.
Neuronal substrate underlying complex population tuning
Using fMRI, we observed spectral tuning at the level of neuronal populations. Various types of spectral tuning at the level of individual neurons could underlie our observations. At present, we cannot draw conclusions regarding the nature of the sensitivity to multiple frequency bands that we observe in the human auditory cortex. First, the observed sensitivity to multiple frequency bands may reflect true multipeaked neuronal tuning, as has been observed in a number of studies and species (e.g., bat, Fitzpatrick et al., 1993; cat, Noreña et al., 2008; and monkey, Kadia and Wang, 2003) . Second, the sensitivity to multiple frequency bands could result from combination-sensitive neuronal mechanisms (Wang et al., 2005; Sadagopan and Wang, 2009) . As opposed to truly multipeaked neurons, combination-sensitive neurons only display sensitivity to multiple frequencies when probed with that exact frequency combination (nonlinear response mechanism). Third, as each measured voxel in the current study included thousands of neurons, we may observe the complex average spectral profile of many simple, single-peaked neurons. In that case, the observed multipeaked tuning would only emerge at a population level of neuronal responses.
To advance our understanding regarding the functional relevance of the cortical spectral sound representation, a well controlled exploration of nonlinear and combination-sensitive tuning to the multiple frequency bands within these profiles is needed. Furthermore, as previous studies show that feature tuning in auditory cortex is highly affected by changes in task, context, and attention (Fritz et al., 2003; Atiani et al., 2009) , the challenge for future work is to investigate changes in spectral profiles during these manipulations. Our results can guide future explorations of complex spectral tuning in human auditory cortex, and the methods described here provide a means for this endeavor.
