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Summary (English)
This work is concerned with the study of matrix–analytic methods with novel
applications to the area of risk theory.
First, we review some topics of Applied Probability such as phase–type distribu-
tions, matrix–exponential distributions, Markovian arrival processes, Rational
arrival processes, fluid flow processes and risk models. With these tools in hand,
we propose a method to approximate the probability of ruin of any Cramér–
Lundberg process using the theory of phase–type distributions, providing an
error bound for such an approximation. With the goal of studying risk models
with dependencies, we construct a class of bivariate distributions with given
phase–type–distributed marginals and given Pearson’s correlation coefficient,
which are later used to define different kinds of dependent Sparre–Andersen
processes. Later on, we give an explicit formula for the probability of Parisian
and cumulative Parisian ruin for a class of risk processes which are based on
the theory of fluid flow processes. Next, we study some excursion properties
of spectrally negative Lévy processes whenever they are inspected at an inde-
pendent matrix–exponential time. Finally, inspired by the generalisation of the
Markovian arrival process to the Rational arrival process, we construct a novel
generalisation of the fluid flow process without Brownian components and study
its first passage probabilities.
ii
Summary (Danish)
Dette arbejde omhnadler studiet af matrix analytiske metoder med nye applika-
tioner inden for risikoteori.
Først gennemgår vi nogle emner af anvendt sandsynlighed såsom fasetype fordelinger,
matrix–eksponentielle fordelinger, Markovske ankomstprocesser, rationelle ankom-
stprocesser, fluid flow processer og risikomodeller. Med disse værktøjer til
rådighed, foreslår vi en metode til at tilnærme sandsynligheden for ruin i enhver
Cramér–Lundberg proces ved hjælp teori om fasetype fordelinger, og giver en be-
grænsning af fejlen i en sådan approksimation. Med henblik på at studere risiko-
modeller med afhængigheder konstruerer vi en klasse af bivariate fordelinger
med givne fasetypefordelte marginaler og givet Pearson korrelationskoefficient,
som senere bruges til at definere forskellige typer af afhængige Sparre–Andersen
processer. Derefter giver vi en eksplicit formel for sandsynligheden for parisisk
og kumulativ parisisk ruin for en klasse af risikoprocesser, som er baseret på
teori om fluid flow processer. Dernæst studerer vi nogle ekskursionsegenskaber
af spektralt negative Lévy processer, når de inspiceres ved et uafhængig matrix–
eksponentiel tidspunkt. Inspireret af generaliseringen af Markovske ankomstpro-
cessen til den rationelle ankomstproces, konstruerer vi en ny generalisering af
fluid flow processen uden Brownske komponenter og studerer dens første passage
sandsynligheder.
iv
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Abbreviations and notation
Matrices are denoted by bold capital letters and vectors by bold small letters.
Special matrices and vectors are:
I an identity matrix appropiate dimensions
0 a matrix of 0’s of appropiate dimensions
e a column vector of 1’s of appropiate dimension
ei an unitary column vector with its i–th component equal to 1
For a pair of events A and B, a pair of random variables X and Y , a distribution
G, a σ–algebra F , and a collection of random variables {Xs}s, we denote by:
P(A) the probability of the event A
P(A | B) the conditional probability of A given the event B
E(X) the expectation of X
Var(X) the variance of X
X ⊥ Y the random variables X and Y are independent
X ∼ G the random variable X follows the distribution G
bF the set of F–measurable bounded functions
P(A | F) the conditional probability given F
E(X | F) the conditional expectation of X given F
σ({Xs}s) the σ–algebra generated by {Xs}s
P(A | {Xs}s) the conditional probability given σ({Xs}s)
E(X | {Xs}s) the conditional expectation given σ({Xs}s)
For matrices A and B, we denote by:
x Abbreviations and notation
eA or exp(A) the matrix exponential of A
A′ the transpose matrix of A
A⊗B the Kronecker product of A and B
A⊕B the Kronecker sum of A and B
‖A‖max the max–norm of A
sp(A) the spectra or collection of eigenvalues of A
dev(A) the dominant eigenvalue of A
|A| the entrywise–absolute–value matrix of A
For a row or column vector a, we denote by:
diag(a) the diagonal matrix constituted by the elements of a
(a)i the i–th element of a
For z ∈ C, we denote by:
δz the Dirac measure at z
Re(z) the real part of z
Im(z) the imaginary part of z
For a vector subspace or topological space X and a collection of {xs}s with
xs ∈ X, we denote by:
dim(X) the dimension of X
span({xs}s) the vector subspace generated by {xs}s
B(X) the Borel σ–algebra of X
For a functions f and g with domain R and t ∈ R, we denote by:
f(t−) the limit lims↑t f(s)
f(t+) the limit lims↓t f(s)
f ′ the derivative of f
f ∗ g the convolution of f and g
f∗n the n–th convolution of f
f ? g the Mellin convolution of f and g
Miscellaneous notation:
δij the Kronecker delta function
o(h) a function f such that f(h)/h→ 0 as h ↓ 0
O(n−k) a function f such that for some M > 0, f(n)/n−k ≤M as h ↓ 0
Mn×m(R) the set of n×m–dimensional matrices with real entries
Finally, we use the following abbreviations throughout the text:
xi
Exp(λ) the exponential distribution with mean 1/λ
Geo(1− p) the geometric distribution with mass function px(1− p) (x ∈ Z+)
PDMP a piecewise deterministic Markov process
PH a phase–type distribution
MPH∗ a Kulkarni’s multivariate phase–type distribution
ME a matrix–exponential distribution
MAP a Markovian arrival process
RAP a Rational arrival process
FRAP a Fluid RAP
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Chapter 1
Introduction
The behaviour of the capital of an insurance company over time can be modelled
in many ways. Perhaps the most elementary continuous–time model is the
process {Rt}t≥0 with
Rt = u+ pt+
Nt∑
i=1
Ui, t ≥ 0,
where u ≥ 0, p > 0, {Nt}t≥0 is a point process and {Ui}i≥1 is a collection of
nonnegative random variables. Indeed, at time 0 the insurance company has
some fixed initial capital u, and over time, it continuously collects the premium
paid by its customers at a rate p. Accidents to its customers occur according
to the point process {Nt}t≥0, and for each one of those incidents, the insurance
company is required to cover each claim of size Ui at each arrival point. This
mathematical framework was initially laid out by Filip Lundberg in the 1900’s,
whose results were later republished and studied in more detail by the Harald
Cramér in the 1930’s. These efforts ended up kickstarting the entire field of risk
theory. One of the most interesting problems in risk theory is computing the
probability that the insurance company will go bankrupt, that is, the probability
that {Rt}t≥0 eventually downcrosses 0. This is commonly referred as the ruin
problem and is a non-trivial matter for most risk processes, since said probability
depends on the assumptions made about the random behaviour of the stream
of claim arrivals and the claim sizes themselves.
2 Introduction
The exponential distribution is the most basic distribution with support in
[0,∞), widely used in both simple and complex stochastic models. Its mem-
oryless property is perhaps one of its main advantages, which is equivalent to
the property of having a constant hazard rate. However, as much as we would
like to convince ourselves that the exponential distribution arises naturally in
real life situations, there are instances in which this is simply not true. One
of the first mathematicians who tackled this matter was Anger K. Erlang, who
found the exponential distribution to be inadequate when studying the tele-
phone traffic for the Copenhagen Telephone Company in the 1900’s. His idea
was to construct a class of random variables linked to the lifetime of a hidden
system with a fixed number of sequential stages. In order to keep the analysis
of such a class of random variables simple, he proposed the completion time of
each stage to be exponentially distributed, and all of the stages to be identically
distributed. Nowadays, this class of random variables is said to follow an Erlang
distribution. Half a century later, Arne Jensen proposed to generalise Erlang’s
idea of hidden sequential stages into a hidden Markovian system instead. More
precisely, he considered a finite state Markov jump process which eventually gets
absorbed into some state and studied the random time it took the process to get
absorbed. The distribution of such a random variable is called phase–type (PH).
Thus, a PH—distributed random variable has an underlying process which has
exponentially distributed holding times of varying parameters. The study of PH
distributions heavily relies on matrix computations and on the probabilistic in-
terpretation of its underlying process. Popularity of PH distributions rose in the
1970’s thanks to Marcel F. Neuts and co—authors, who laid out the theoretical
basis of what became to be known as the matrix—analytic method. Over time,
PH distributions became a highly regarded tool for modelling in Applied Prob-
ability because of their computational tractability and flexibility. The algebraic
generalisation of the PH distribution is known as the matrix—exponential (ME)
distribution. Even though most of the functions associated to an ME distribu-
tion (i.e. density function, distribution function, Laplace transform) are usually
stated in terms of a matrix product just as in the case of PH distributions,
ME distributed random variables do not necessarily have an underlying Markov
jump process. Thus, ME distributions need to be analysed by either purely
algebraic means or through more general underlying processes. Closely related
to PH distributions are the Markovian arrival process (MAP) and the fluid flow
process, both of which fall within the matrix—analytic method framework. The
MAP is a point process which has an underlying Markov jump process, while
the fluid flow process is an continuous time process which collects rewards from
the holding times of an underlying Markov jump process. Just as in the case of
PH and ME distributions, MAPs and fluid flow processes have been extensively
used in stochastic modelling, especially in queueing theory and related areas.
Analogous to the relation between PH and ME distributions, an algebraic ex-
tension of the MAP exists and is called the Rational arrival process (RAP).
3The use of matrix—analytic methods in risk theory is not new. In fact, a
considerable portion of the literature in risk theory is devoted to the use of
models whose components (i.e. stream of claim arrivals or claim sizes) are of
the matrix—analytic kind. In this thesis we explore further advances of the
matrix—analytic method in risk theory. In particular, our approach to the ruin
problem is threefold: by revisiting classic risk models from a novel perspective,
by applying classic techniques to modern risk models, and by constructing new
models from scratch. The structure and contents of this thesis are explained in
detail next.
In Chapter 2 we lay a common ground of the machinery needed for the analysis in
further chapters. More specifically, we review some Markovian models (Markov
jump processes and piecewise deterministic Markov processes), probability dis-
tributions of the matrix–analytic kind (phase–type and matrix–exponential dis-
tributions), point processes of the matrix–analytic kind (Markovian arrival pro-
cesses and Rational arrival processes), fluid flow processes with or without Brow-
nian components, and some examples of risk models used in the literature. This
chapter is intended to provide the reader a rigorous self–contained review of the
material previously described. No novel results are presented in this chapter,
though some of the proofs are different from the ones found in the literature.
Discussions on the historical development of the topics are included as the theory
unfolds.
Chapters 3 - 7 contain novel results. Because of this, their structure is somewhat
different to the structure of Chapter 2. To keep a steady flow of the information
presented, we postpone most discussions until the end of each chapter, where
we provide a brief summary of our findings, their advantages and disadvantages,
and their comparison with existing results in the literature. The novel results
developed in this thesis are the following.
In Chapter 3 we revisit the ruin problem for the Cramér–Lundberg process.
In particular, we provide a method for approximating the probability of ruin
of a Cramér–Lundberg process with arbitrary claim size distribution. Such
a method is based on the use of phase–type distributions, in particular, the
Erlang distribution. Moreover, we provide bounds for the error of such an
approximation.
In Chapter 4 we construct a bivariate distribution with given phase–type dis-
tributed marginals and given Pearson’s correlation coefficient. Such a construc-
tion is based on the use of order statistics, and unlike most bivariate phase–type
distributions, has an explicit density function. Additionally, we use such a bi-
variate distribution to construct Sparre–Andersen processes with different kinds
of dependencies within their components.
4 Introduction
In Chapter 5 we study the problem of Parisian ruin for a considerably large class
of risk processes which are based in the theory of fluid flow processes. Parisian
ruin is inspired in the idea that at each downcrossing of level 0, the regulatory
agency for insurance companies gives them the chance to become “unruined”
within some predetermined period of time (called clock) before declaring them
in default. A related concept is cumulative Parisian ruin, in which the insurance
company is declared to be in default if and only if the total time spent below
0 is greater than some predetermined period of time (also called clock). Using
matrix–analytic methods, we provide a closed form formula for the probability
of Parisian and cumulative parisian ruin in the case the clocks are phase–type
distributed. Moreover, we discuss how an erlangization technique can be applied
in order to approximate the probability of Parisian and cumulative Parisian ruin
with deterministic clocks.
In Chapter 6 we revisit the Wiener–Hopf factorisation of a spectrally negative
Lévy process. Such a factorisation characterises the behaviour of a spectrally
negative Lévy process inspected at an independent exponentially distributed
time. Using this classic result and functional calculus, we are able to charac-
terise the behaviour of a spectrally negative Lévy process inspected at a matrix–
exponential time. Moreover, we compute the probability of cumulative Parisian
ruin for spectrally negative Lévy processes in the case the clock follows a matrix–
exponential distribution; this result is based on the use of functional calculus
too.
In Chapter 7 we construct a new stochastic model as follows. Just as ME distri-
butions generalise PH distributions, and RAPs generalise MAPs, we construct
a generalisation of the fluid flow process without Brownian components. We
coin this process the Fluid RAP (FRAP). We precisely define the FRAP via its
underlying process, which is very much inspired in the underlying process of a
RAP. Later on, using novel techniques we show that the first passage probabil-
ities of the FRAP are indeed an algebraic generalisation of the ones from the
fluid flow processes.
Finally, in Chapter 8 we briefly present some research perspectives that emerge
from the present work.
An appendix containing basic information about the Kronecker product and the
Kronecker sum, holomorphic functional calculus for matrices, and the Richard-
son approximation formula is provided at the end of the thesis.
Some of the results presented in this thesis have been the subject of the following
research articles:
5• O Peralta, L Rojas-Nandayapa, W Xie, H Yao
Approximation of ruin probabilities via erlangized scale mixtures. Insur-
ance: Mathematics and Economics 78 (2018): 136-156.
This paper contains part of the results in Chapter 3.
• M Bladt, BF Nielsen, O Peralta
Parisian types of ruin probabilities for a class of dependent risk-reserve
processes. Scandinavian Actuarial Journal. Advance online publication.
doi:10.1080/03461238.2018.1483420
This paper contains part of the results in Chapter 4 and Chapter 5.
• N Bean, G Nguyen, BF Nielsen, O Peralta
Fluid RAP and queues. Manuscript in preparation.
This paper contains part of the results in Chapter 7.
6 Introduction
Chapter 2
Background Theory
In this chapter we develop the mathematical tools necessary to understand the
results stemming from this thesis in further chapters. In Section 2.1 we give a
brief overview of the theory of Markov processes. In particular, we study the
Markov jump processes with countable state–space, and the piecewise deter-
ministic Markov process introduced by Davis (1984). In Section 2.2 we review
two classes of probability distributions whose study relies in matrix–analytic
methods and probabilistic interpretations: the classes of phase–type (PH) and
matrix–exponential (ME) distributions. In Section 2.3 we construct from scratch
two classes of point processes related to the PH and ME distributions: the
Markovian arrival process and the Rational arrival process, the former defined
in Neuts (1979) and the latter in Asmussen and Bladt (1999). In Section 2.4 we
review the so–called fluid flow process, whose rigorous study was initiated simul-
taneously by Asmussen (1995a), Rogers (1994) and Karandikar and Kulkarni
(1995). Finally, in Section 2.5 we define several classes of risk process which
have been used extensively in the literature: the Cramér–Lundberg process,
the Sparre–Andersen process, spectrally negative Lévy processes, risk processes
driven by a Markovian arrival process, and risk processes induced by a fluid flow
process.
8 Background Theory
2.1 Markov processes
In this section we study a class of stochastic processes of crucial importance,
not only in this thesis, but also within probability theory as a whole: the class
of continuous–time and time–homogeneous Markov processes.
Let (E, E) be a measurable space. Furthermore, let (Ω,F , {Ft}t≥0) be a filtered
measurable space and {Px}x∈E a family of probability measures over it. Let
bE be the set of bounded E-measurable functions, and for each t ≥ 0 define the
operator Pt : bE → bE by
(Ptf)(x) = Ex(f(Xt)).
A time–homogeneous Markov process {Xt}t≥0 with state–space (E, E) is
an E-valued Ft–adapted stochastic process defined on (Ω,F , {Ft}t≥0, {Px}x∈E)
such that
• Px(X0 = x) = 1,
• For all f ∈ bE , x ∈ E and s, t ≥ 0,
Ex(f(Xt+s) | Ft) = (Psf)(Xt), Px − a.s.;
this is called the Markov property.
In all the cases considered in this manuscript, E will be a topological space and E
its Borel σ–algebra. Furthermore, for all t ≥ 0 we will take Ft = σ({Xs}s≤t) and
F = σ({Xs}s≥0). From now on we will omit “time–homogeneous” from “time–
homogeneous Markov process”, since all the Markov processes considered in this
manuscript will be of this particular type.
In some instances it is convenient to use the Markov property “at random times”,
for example, at the time {Xt}t≥0 exits or enters certain set for the first time.
More generally, consider a random variable T : Ω→ [0,∞) such that {T ≤ t} ∈
Ft for all t ≥ 0: such a random variable is called a Ft–stopping time. Now,
for each Ft–stopping time T define the σ–algebra
FT = {A ∈ F : A ∩ {T ≤ t} ∈ Ft for all t ≥ 0}.
The process {Xt}t≥0 is said to have the strong Markov property if for all
f ∈ bE , x ∈ E, s ≥ 0 and {Ft}–stopping time T ,
Ex(f(XT+s) | FT ) = (Psf)(XT ), Px − a.s. on {T <∞}.
2.1 Markov processes 9
The theory of general Markov processes is vast and complex on its own, see
Dynkin (1965) for a classic study on the topic. In the following, we develop the
theory of two specific types of Markov processes: the Markov jump process on
a countable state–space and the piecewise deterministic Markov process. These
two classes of Markov processes will be the building blocks of the theory in
forthcoming sections and chapters of this manuscript.
2.1.1 Markov jump processes on a discrete state–space
Let {Jt}t≥0 be a time–homogeneous càdlàg Markov process which takes values
in some countable state–space E endowed with the discrete topology. The pro-
cess {Jt}t≥0 is called a Markov jump process. The following is a pathwise
description of such a process.
Define T0 = 0 and let T1, T2, . . . denote the successive times at which {Jt}t≥0
switches states. Define the discrete–time process {Yn}n≥0 by Yn = JTn for all
n ≥ 0. Then {Yn}n≥0 is the Markov chain of the succesive states visited by
{Jt}t≥0; if {Jt}t≥0 ever gets absorbed in some state, say at the m-th jump, then
define Ym+1 = Ym+2 = · · · = Ym. Let Q = {qij}i,j∈E be the transition matrix
of {Yn}n≥0.
The pathwise behaviour of {Jt}t≥0 is characterised by the following (see Section
1.3 of Bladt and Nielsen (2017) for further details). The conditional distribution
of Tn+1 − Tn given the event {Yn = i} is exponential with a certain parameter
that depends on i, say λi ≥ 0. This is equivalent to say that P(Jt+dt 6= i|Jt =
i) = λidt. λi is called the intensity of jump from the state i. Now, given
that there exists a jump in the interval [t, t + dt), it will land in j ∈ E with
probability qij : this means that P(Jt+dt = j|Jt = i) = λiqijdt. Thus, for i 6= j
we may define λij := λiqij and call it the intensity of jump from state i
to state j. See Figure 2.1 for a realization of a Markov jump process. Define
λii = −λi and Λ = {λij}i,j∈E. Then Λ is called the intensity matrix of
{Jt}t≥0. Notice that by definition Λe = 0. If we let ptij := P(Jt = j|J0 = i)
and P t := {ptij}i,j∈E, it can be shown (see Corollary 1.3.11 of Bladt and Nielsen
(2017)) that under the condition supi∈E{−λii} <∞,
P t = exp(Λt).
In this case exp(A) denotes the exponential of the matrix A, which may be
defined by
exp(A) :=
∞∑
k=0
Ak
k! ,
and is alternatively denoted by eA.
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t
Figure 2.1: An example of a path of a Markov jump process with state space E =
{1, 2, 3, 4}. Each holding time in i ∈ E is exponentially distributed with
parameter λi, and a jump from i to j occurs with probability qij =
λij/λi.
We classify the states of a Markov jump process {Jt}t≥0 in accordance to the
classification of those of {Yn}n≥0. More specifically, we say that a state i ∈ E
is transient (absorbing) for {Jt}t≥0 if and only if i is transient (absorbing) for
{Yn}n≥0. Notice that if some state i ∈ E is absorbing, then qij = δij and λij = 0
for all j ∈ E.
Remark 1 The strong Markov property holds for {Jt}t≥0; see Asmussen (2003)
for a direct proof of this statement. In this manuscript we take a longer path and
prove it for a richer class of stochastic processes in Subsection 2.1.3, rendering
the strong Markov property for Markov jump processes as a corollary.
Markov jump processes represent a nice and tractable tool to construct complex
stochastic systems. In particular, we will use them in the following sections of
this chapter to construct the class of phase–type distributions, the Markovian
arrival process and the fluid flow process.
2.1.2 The general jump process
In this subsection we briefly draw attention to a class of stochastic processes
which are piecewise–constant and possibly non–Markovian. Such a class, called
general jump processes, yields a great variety of models with significant complex-
ity. In this subsection we follow part of the work of Davis (1976). We precisely
define the general jump process and we study some properties of its natural
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filtration and stopping times. The main result of this subsection is stated in
Theorem 2.3, which provides a characterisation of all stopping times of the gen-
eral jump process; we refrain from giving a full proof of such a characterisation,
given that it goes well beyond the scope of this thesis and it adds no insight on
any other topic treated here.
Let {Xt}t≥0 be a right-continuous piecewise-constant stochastic process taking
values in E ∪ {∆∞}, where E is a topological space endowed with its Borel σ–
algebra E , and ∆∞ is an isolated state. Assume that {Xt}t≥0 has discontinuities
at a strictly increasing sequence of times {Tk}k≥1 and is possibly killed at time
T∞ := limk→∞ Tk. The path of {Xt}t≥0 can be specified by giving a fixed
point z0 ∈ E and a possibly finite sequence {(Sk, Zk)}k≥1 of random vectors
with Sk ∈ R+, Zk ∈ E, defining T0 = 0, Tk = Tk−1 + Sk and Xt = Zk for
t ∈ [Tk, Tk+1) (with Ti+1 := ∞ if the sequence {(Sk, Zk)}k≥1 has exactly i
elements), and Xt = ∆∞ for t ≥ T∞. Assume that P(Zk−1 = Zk) = 0 for all k,
so that “jumps are effectively jumps”. The stochastic process {X}t≥0 is called
the general jump process. Notice that the Markov property is not necessarily
attained for such a process.
Now, let us define the general jump process {Xt}t≥0 in a canonical probability
space. For k ∈ N, let
Yk = (R+ × E) ∪ {∆},
where ∆ is an isolated point and let Yk denote the Borel sets of Yk. Define
Ωi =
i∏
k=1
Yk, Ω =
∞∏
k=1
Yk, F i,0 =
i⊗
k=1
Yk and F0 =
∞∨
i=1
F i,0,
where
⊗i
k=1 Yk denotes the product σ–algebra of {Yk}ik=1, and
∨∞
i=1 F i,0 is the
smallest σ–algebra containing ∪∞i=1F i,0.
Let ξk : Ω → Yk denote the k–th coordinate mapping. For ω ∈ Ω such that
ξk(ω) ∈ R+ × E define (Sk(ω), Zk(ω)) := ξk(ω). For any ω ∈ Ω, let ωk(ω) =
(ξ1(ω), . . . , ξk(ω)), let
Tk(ω) :=
{ ∑k
i=1 Si(ω), ξi(ω) 6= ∆, i = 1, . . . , k
∞, ξi(ω) = ∆ for some i = 1, . . . , k, and
T∞(ω) := lim
k→∞
Tk(ω),
and for t ∈ R+ define
Xt(ω) =
 z0, t < T1(ω)Zk, Tk(ω) ≤ t < Tk+1(ω)∆∞, t ≥ T∞(ω),
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which determines the sample path of {Xt}t≥0.
Let {F0t }t≥0 be such that F0t = σ({Xs}s≤t). We characterise the probability
measure P on Ω by giving the following family of conditional distributions: µ1
is a measure over (Y1,Y1) such that
µ1(({0} × E) ∪ (R+ × {z0})) = 0.
For k ≥ 2, µk : Ωk−1 × Yk → [0, 1] is a transition measure satisfying:
1. µk(·;A) is measurable for each A ∈ Yk;
2. µk(ωk−1(ω); ·) is a probability measure for each ω ∈ Ω;
3. µk(ωk−1(ω); ({0} × E)) = 0 for each ω ∈ Ω, so that no jumps occur at
time 0;
4. µk(ωk−1(ω); (R+ × Zk−1(ω))) = 0 for each ω ∈ Ω, so that once a jump
happens from some point a ∈ E, it lands in somewhere different to a;
5. µk(ωk−1(ω); {∆}) = 1 if ξi(ω) = ∆ for some i ≤ k − 1, so that once the
process reaches ∆, it gets absorbed there.
We define P to be the unique probability measure on (Ω,F0) such that for each
k ≥ 1 and bounded measurable function f over (Ωk,Fk,0),∫
ω
f(ξ1(ω), . . . , ξk(ω))P(dω)
=
∫
Y1
· · ·
∫
Yk
f(ξ1, . . . , ξk)µk(ξ1, . . . , ξk−1; dξk) · · ·µ1(dξ1).
Let Ft, Fk and F be the σ-algebras F0t , Fk,0 and F0 completed with the P-null
sets of F0, respectively.
Lemma 2.1 1. Tk, k ∈ N, and T∞ are Ft-stopping times;
2. F = F∞, where F∞ := ∨t≥0Ft.
Proof.
1. With probability 1 we can say if the k-th jump has occured by time t or
not by inspecting {Xs}s≤t; the completion of F0t into Ft yields the desired
result.
2. That F∞ ⊂ F is immediate from the definition. The converse follows
by noting that ξi is F∞-measurable for all i, which in turn follows from
{Ti}i≥1 being Ft-stopping times.
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
For any Ft-stopping time, let
FT := {A ∈ F : A ∩ (T ≤ t) ∈ Ft for all t ≥ 0}.
Then we have the following.
Theorem 2.2 1. Ft = ∩>0Ft+.
2. For any Ft–stopping time T , FT = σ(Xs∧T , s ≥ 0).
3. For each k ≥ 1, FTk = σ(ξ1, . . . , ξk).
Proof. 1) and 2) are valid for every right-constant process. 3) follows by using
2) and the 1–to–1 correspondence between (ξ1, . . . , ξk) and (Xt∧Tk , t ≥ 0). 
The following is a characterisation of all the Ft–stopping times of {Xt}t≥0; its
proof can be found in Davis (1993) (Theorem A2.3).
Theorem 2.3 Let T be a Ft-stopping time. Then there exists a constant s1
and Fk–measurable functions sk : Ωk−1 → R+ (k ≥ 2) such that
T1{T≤T1} = (s1 ∧ T1)1{T ≤ T1},
and for k ≥ 2
T1{Tk−1<T≤Tk} = ((Tk−1 + sk(ξk−1)) ∧ Tk)1{Tk−1 < T ≤ Tk}.
Theorem 2.3 provides an explicit characterisation of any Ft–stopping time T
associated to a general jump process. In the following section, this will aid us
in proving the strong Markov property for the class of piecewise deterministic
Markov processes.
2.1.3 Piecewise deterministic Markov processes
In Davis (1984), a general class of non–diffusion Markovian models is formulated,
called piecewise deterministic Markov processes. In this subsection we study its
construction and prove that under mild conditions, such a class has the strong
Markov property. We follow closely the classic text of Davis (1993); Jacobsen
(2006) and Rudnicki and Tyran-Kamińska (2017) are alternative references to
the subject, the latter being oriented to applications. Piecewise deterministic
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Markov processes and their properties will play a central role in the construction
of the Rational arrival process and the Fluid RAP (Chapter 7).
Let g : Rd → Rd be a Lipschitz continuous function. For such a function, the
ordinary differential equation
d
dtx(t) = g(x(t)), x(0) = x ∈ R
d (2.1.1)
has a unique solution defined for all t ∈ R (see Chapter 17 of Hirsch et al.
(2013)). Denote this solution by φ(t, x), where the second entry emphasizes the
dependence on the initial point x. Since φ−1t (x) = φ(−t, x) for any x ∈ Rd, then
the map φt : x → φ(t, x) is bijective. Furthermore, the family {φt}t∈R has the
semigroup property, that is, φt+s = φt ◦ φs for all s, t ≥ 0.
Let f : Rd → R be a C1 function and let x(t) = φ(t, x). Then
d
dtf(x(t)) =
∑
i
∂f
∂xi
(x(t))gi(x(t)).
Let X denote the first-order differential operator
Xf(x) =
∑
i
∂f
∂xi
(x)gi(x).
Then x(t) satisfies (2.1.1) if and only if it satisfies
d
dtf(x(t)) = Xf(x(t)) for all f ∈ C
∞(Rd). (2.1.2)
We say that (2.1.2) is the coordinate free form of the differential equation, X
its vector field and φ(t, x) is the flow of X.
Now suppose that g is only locally Lipschitz continuous, that is, if over any
compact set D ⊂ Rd there exists a constant KD such that
|g(x)− g(y)| ≤ KD|x− y|, x, y ∈ D.
Under this condition, the solution x(t) to (2.1.1) starting at x ∈ D is uniquely
determined for t ≤ tD(x), where tD(x) is the time at which the solution exits
from D. For x ∈ Rd, define
t∞(x) := lim
r→∞ tDr (x),
where Dr = {x ∈ Rd : ‖x‖max ≤ r}. An explosion is said to happen at
t∞(x) <∞ if |x(t)| → ∞ as t ↑ t∞. From now on, assume that the vector fields
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we consider are locally Lipschitz continuous and that for every initial point
x ∈ Rd no explosion occurs.
Let K ⊆ N. For each ν ∈ K, let E0ν be an open subset of Rν and define
E0 := ∪ν∈KE0ν = {(ν, ζ) : ν ∈ K, ζ ∈ E0ν}.
Notice that by the way E0 is defined, it is a disjoint union in a set–theoretic
sense; in a geometric sense, E0 is the union of subsets of Euclidian spaces of
varying dimension. For each ν ∈ K, let Xν be a locally Lipschitz continuous
vector field in E0ν which in turn determines a flow φν(t, ζ). From now on, any
function h : E0 → R is identified with its component functions hν : E0ν → R and
we write Xh(x) in place of Xνhν(ζ) for x = (ν, ζ) ∈ E0. For such an x, define
t∗(x) := inf{t > 0 : φν(t, ζ) ∈ ∂E0ν},
where ∂E0ν denotes the boundary of E0ν . Since t∗ is the hitting time to a closed
set, it is measurable (see Lemma 27.1 in Davis (1993)). To rule out explosions,
assume that t∞(x) =∞ whenever t∗(x) =∞. Define
∂±E0ν = {z ∈ ∂E0ν : z = φν(±t, ζ) for some ζ ∈ E0ν , t > 0}
and ∂1E0ν = ∂−E0ν \ ∂+E0ν . Let Eν = E0ν ∪ ∂1E0ν , E = ∪νEν and
Γ∗ = ∪ν∂+E0ν .
We endow the set E with the σ-algebra E composed of subsets A ⊆ E taking
the form A = ∪νAv, where Aν is a Borel set of Eν .
The piecewise deterministic Markov process (PDMP) with state–space
E is a stochastic process {Xt}t≥0 which is governed by random jumps at points
in time, and between those points its evolution is deterministically governed
the vector field X. The jump mechanism is determined by two functions, the
jump rate λ and the transition measure Q. (X, λ,Q) are called the local
caracteristics of the PDMP. The jump rate λ : E → R+ is a measurable
function which for each x = (ν, ζ) ∈ E there exists (x) > 0 such that the
function s → λ(ν, φν(s, ζ)) is integrable on [0, (x)). The transition measure
Q : E× E ∪ Γ∗ → [0, 1] is such that
1. Q(·;A) is measurable for each fixed A,
2. Q(x; ·) is a probability measure for each x ∈ E ∪ Γ∗, and
3. Q(x; {x}) = 0.
For f ∈ L1(Q(x; ·)), define
Qf(x) =
∫
E
f(y)Q(x; dy).
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Notice that as an operator, Q maps set of bounded measurable functions on
E ∪ Γ∗ into itself.
In order to properly define the PDMP {Xt}t≥0, let (Ω,A,P) be the Hilbert
cube, that is, the canonical space for a sequence {Ui}i≥1 of independent U(0, 1)-
distributed random variables. For each ω ∈ Ω, the sample path {Xt(ω)}t≥0 with
values in E, starting from a fixed point x = (ν, ζ) ∈ E is defined as follows. Let
F (t, x) = 1t<t∗(x) exp
(
−
∫ t
0
λ(ν, φν(s, ζ))ds
)
(2.1.3)
be the survivor function of the first jump time T1. Let
ψ1(u, x) = inf{t : F (t, x) ≤ u},
and for ω ∈ Ω define S1(ω) = T1(ω) = ψ1(U1(ω), x). Let ψ2 : [0, 1]×(E∪Γ∗)→ E
be a measurable function such that l{u : ψ2(u, x) ∈ A} = Q(x;A) for A ∈ E ,
where l denotes the Lebesgue measure on [0, 1]; see Corollary 23.4 in Davis
(1993) for the proof of existance of such a function. For all ω ∈ Ω we define
Xt(ω) =
{
(ν, φν(t, ζ)), t ≥ 0 if T1(ω) =∞
(ν, φν(t, ζ)), 0 ≤ t < T1(ω) if T1(ω) <∞, and
XT1(ω) = ψ2(U2(ω), (ν, φν(S1(ω), ζ))),
leaving the process {Xt(ω)}t≥0 defined up to the first jump time T1(ω). If
T1(ω) < ∞, the process restarts from XT1(ω) according to the same recipe.
More specifically, define
S2(ω) = ψ1(U3(ω), XT1(ω)), T2(ω) = T1(ω) + S2(ω), and (ν′, ζ ′) = XT1(ω),
and let
Xt(ω) =
{
(ν′, φν′(t− T1(ω), ζ ′)), t ≥ T1 if T2(ω) =∞
(ν′, φν′(t− T1(ω), ζ ′)), T1 ≤ t < T2, if T2(ω) <∞, and
XT2(ω) = ψ2(U4(ω), (ν′, φν′(S2(ω), ζ ′))).
This will leave the process {Xt(ω)}t≥0 defined up to the second jump time
T2(ω). Repeating this procedure, we will produce two possibly finite sequences
(S1(ω), S2(ω), . . . , Sk0(ω)) and (Z1(ω), Z2(ω), . . . , Zk0−1(ω)) where k0(ω) = min{k :
Sk(ω) =∞} and Zk(ω) = XTk(ω).
Define
Nt =
∑
k
1t≥Tk ,
the number of jumps by time t. In this manuscript we will assume that for
every starting point x ∈ E and t ≥ 0, E(Nt) < ∞. If this happens, then there
will not be infinite jump activity in any compact interval, and thus Xt will be
well–defined for all t ≥ 0. The next condition ensures that E(Nt) <∞.
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Proposition 2.4 Suppose that λ(x) ≤ c < ∞ for all x ∈ E. If there are no
active boundaries (that is, t∗(x) =∞ for all x ∈ E) then E(Nt) <∞.
Proof. Majorizing with a Poisson process of rate c we have that E(Nt) ≤ ct
and the proof is finished. 
From now on, suppose that E(Nt) <∞ for all t ≥ 0.
The construction of {Xt}t≥0 defines for each x ∈ E a measurable mapping
γx : Ω→ DE, where DE is the set of cádlág functions which take values in E. Let
Px := Pγ−1x : this defines a family of measures {Px}x∈E over DE. Thus, a PDMP
can be thought either as a process defined on Ω or DE. Now, for any probability
measure µ on E, define a measure on (DE,F0) (with F0t = σ(Xs, s ≤ t) and
F0 = ∨tF0t ) by
Pµ(A) =
∫
E
Px(A)µ(dx).
Let Fµt be the completion of F0t with all Pµ-null sets of F0, and define
Ft = ∩µ∈P(E)Fµt ,
where P(E) denotes the set of probability measures over (E, E).
Now, let us construct the so–called associated general jump process of the
PDMP started at x ∈ E. Such a process, denoted by {ηt}t≥0, takes values in
E×Z+ and is defined by
ηt =
(
x
0
)
, for t < T1,
ηt =
(
η1t
η2t
)
:=
(
XTn
n
)
, for Tn ≤ t < Tn+1.
Notice that there is a 1–to–1 correspondence between the sample paths of
{Xt}t≥0 and {ηt}t≥0.
Theorem 2.5 {Ft}t≥0 is right continuous.
Proof. Follows from Theorem 2.2. 
For bounded measurable functions f : E→ R, denote
Ptf(x) = Ex(f(Xt)).
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Theorem 2.6 The process {Xt}t≥0 is a time–homogeneous strong Markov pro-
cess, that is, for any x ∈ E, Ft-stopping time T and bounded measurable function
f ,
Ex(f(XT+s)1T<∞|FT ) = Psf(XT )1T<∞. (2.1.4)
Proof. We will first show that the simple Markov property holds, that is, that
(2.1.4) holds with T replaced by a fixed t > 0. By construction and by Theorem
2.2, we have that on the event {Tk <∞}, P(Sk+1 > s|FTk) = F (s,XTk). Then,
Px(Tk+1 > t+ s|Ft)1Tk≤t<Tk+1 =
F (t+ s− Tk, XTk)
F (t− Tk, XTk)
1Tk≤t<Tk+1
= exp
(
−
∫ s
0
λ(ν, φν(u+ t− Tk, ζ))du
)
1t+s−Tk<t∗(XTk )1Tk≤t<Tk+1 ,
where (ν, ζ) = XTk . Denote (ν(t), ζ(t)) = Xt. Then, on the event {Tk ≤ t <
Tk+1} and u > 0,
φν(u+ t− Tk, ζ) = φν(u, φν(t− Tk, ζ)) = φν(t)(u, ζ(t)), and
t∗(Xt) = t∗(XTk)− (t− Tk),
so that (t+ s− Tk) < t∗(XTk) is equivalent to s < t∗(Xt). Thus,
Px(Tk+1 > t+ s|Ft)1Tk≤t<Tk+1 = F (s,Xt)1Tk≤t<Tk+1 .
If we let Tˆ := inf{s > t : Xs 6= Xs−}, we have that Px(Tˆ > t + s|Ft) =
F (s,Xt). Thus, conditional on Ft, the next jump time of the process has the
same distribution as the first jump time of a PDMP started at Xt, proving that
{Xt}t≥0 is a homogeneous Markov process, and thus (2.1.4) holds with T = t.
To prove the strong Markov property, use the 1–to–1 correspondence between
{Xt}t≥0 and {ηt}t≥0, and use than any Ft–stopping time associated to {ηt}t≥0
can be decomposed as in Theorem 2.3. That is, for the stopping time T there
exist measurable functions s1, s2, s3, . . . such that
T = (s1(x) ∧ T1)1T≤T1 +
∞∑
k=2
((Tk−1 + sk(ξk−1)) ∧ Tk)1Tk−1<T≤Tk .
Thus, on the set {T < ∞}, there are three possible cases: either T = 0, or
T = Tk for some k, or T = Tk−1 + sk(ξk−1) for some k, and each one of these
sets is FT -measurable. If we define T ∗ = inf{t > T : Xt 6= Xt−}, then we have
that for any of those three cases Px(T ∗ > T + s, T <∞|FT ) = F (s,XT )1T<∞,
thus the strong Markov property holds. That (2.1.4) holds is proved by a stan-
dard approximation of f by simple functions. 
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2.2 Probability distributions
In this section we review some distributions over R+ which are suitable to study
within a matrix–analytic framework: phase–type distributions and matrix–
exponential distributions. We develop some key results and lay out the prob-
abilistic approach used in forthcoming sections and chapters. Additionally, we
study a class of multivariate phase–type distributions, that is, multivariate dis-
tributions which have phase–type–distributed marginals.
2.2.1 Phase–type distributions
One of the first attempts to generalize the exponential distribution was devel-
oped in Erlang (1909), where a distribution based on sequential i.i.d. hidden
phases with exponential holding times was used to examine the number of tele-
phone calls; such a distribution went on to be known as the Erlang distribution.
Later on, the idea of hidden stages was generalized in Jensen (1954) to al-
low non–sequential hidden phases with possibly different intensities; this class
of distributions went on to be named phase–type distributions. The theory of
phase–type distributions had a significant growth in the seventies, mainly to the
work of M. F. Neuts and co-authors, who laid out the basis of matrix–analytic
methods in Applied Probability; a large portion of their work is summarized
in Neuts (1994). Nowadays, research on phase–type distributions and its appli-
cations keeps flourishing, with prolific results in areas such as queueing theory
(Asmussen (2003)) and risk theory (Asmussen and Albrecher (2010)). In the
following we develop some basic results concerning this class of distributions.
Let {Jt}t≥0 be a Markov jump process with state–space given by E = {1, . . . , p, p+
1} such that the states {1, . . . , p} are transitory and p + 1 is absorbing. This
means that the intensity matrix associated to {Jt}t≥0 is on the form(
T t
0 0
)
,
with t = −Te. Furthermore, let J0 ∈ {1, . . . , p} be chosen according to some
probability vector distribution pi, which is expressed in a row–vector fash-
ion. The matrix T = {tij}i,j∈{1,...,p} will be called the sub–intenisty ma-
trix and pi = {pii}i∈{1,...,p} the initial distribution vector. Additionally,
t = {ti}i∈{1,...,p} will be called the absorption intensities vector . Notice
that the pair (pi,T ) characterise the distributional properties of {Jt}t≥0.
Let
τ = inf{t > 0 : Jt = p+ 1},
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that is, τ corresponds to the absorption time of {Jt}t≥0. We say that τ follows
a phase–type distribution of parameters (pi,T ) and we will denote it by
τ ∼ PHp(pi,T ) or τ ∼ PH(pi,T ), depending if we want to be explicit about
the dimension of the representation (pi,T ) or not. We call the set of transient
states of {Jt}t≥0 the phase–space of PH(pi,T ). See Figure 2.2 for an example
of a realization of a phase–type–distributed random variable.
1
2
3
4
5
Jt
tτ
Figure 2.2: A realization of the underlying Markov jump process of the phase–type–
distributed random variable τ with phase–space {1, 2, 3, 4} and absorbing
state 5. Notice that τ corresponds to the length of time it takes {Jt}t≥0
to be absorbed in 5.
The following are some basic results concerning phase–type distributions which
show the machinery and techniques used in a large portion of the proofs of this
manuscript.
Theorem 2.7 Let τ ∼ PH(pi,T ) and x ≥ 0. Denote by fτ (·) the density
function of τ . Then
1. P(τ > x) = pieTxe, and
2. fτ (x) = pieTxt.
Proof.
1. The standard series expansion of the matrix–exponential function reveals
that
exp
((
T t
0 0
)
x
)
=
(
exp(Tx) e− exp(Tx)e
0 1
)
.
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This implies that for i, j ∈ {1, . . . , p}, (exp(Tx))ij corresponds to the
probability that Jx = j given that J0 = i. Then,
P(τ > x) =
p∑
i=1
p∑
j=1
P(J0 = i)P(Jx = j | J0 = i)
=
p∑
i=1
p∑
j=1
pii exp(Tx)ij
= pieTxe.
2. We have that
fτ (x)dx = P(τ ∈ (x, x+ dx))
=
p∑
j=1
P(Jx = j)P(τ ∈ (x, x+ dx) | Jx = j)
=
p∑
j=1
(
pieTx
)
j
(tjdx)
= pieTxtdx,
and the proof is finished.

Remark 2 Sometimes it will be convenient to work with phase–type represen-
tations (pi,T ) such that pie ∈ (0, 1). Such representations will be called defec-
tive, in the sense that their distribution have an “unassigned” point mass of
size 1− pie. In most cases, this point mass is assigned to either 0 or ∞.
The following is a slightly more technical proof, needed in the present section
and in further chapters.
Theorem 2.8 Let {hi}pi=1 be p-dimensional linearly independent row–vectors
and A a p× p real matrix such that limx→∞ hieAx = 0. Then,
1. limx→∞ eAx = 0, and
2. the n eigenvalues of A, say {θi}ni=1, are such that Re(θi) < 0 for all
i ∈ {1, . . . , n}.
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Proof.
1. Let
H =
h1...
hp
 .
The inverse matrix of H exists, so that
lim
x→∞ e
Ax = H−1 lim
x→∞He
Ax
= H−1 lim
x→∞
h1e
Ax
...
hpe
Ax

= H−10 = 0.
2. Let us prove it by contradiction. Suppose that A has an eigenvalue θ =
α+ iβ with α ≥ 0 and left eigenvector v = u+ iw, where either u 6= 0 or
w 6= 0. Now,
veAx = eαx(cos(βx) + i sin(βx))v1
= eαx([cos(βx)u− sin(βx)w] + i[cos(βx)w + sin(βx)u]).
W.l.o.g. suppose that u 6= 0. Then
ueAx = eαx[cos(βx)u− sin(βx)w]. (2.2.1)
Item 1) implies that the l.h.s. of (2.2.1) goes to 0 as x → ∞, while the
r.h.s. does not, which is a contradiction.

Theorem 2.9 Let τ ∼ PH(pi,T ). Then,
1. T is invertible,
2. E(τ) = pi(−T )−1e.
Proof.
1. Notice that transitivity of the associated Markov jump process implies
that necessarily limx→∞ e′ieTx = 0. Thus, apply Theorem 2.8 with hi
replaced with e′i, and A replaced with T .
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2. For i, j ∈ {1, . . . , p}, let uij be the expected time the underlying Markov
jump process {Jt}t≥0 spends in state j before apsorption given J0 = i.
Then
uij = E
(∫ τ
0
1{Jx = j}dx | J0 = i
)
=
∫ ∞
0
E (1{Jx = j} | J0 = i) dx
=
∫ ∞
0
(eTx)ijdx.
If U = {uij}i,j∈{1,...,p}, then
U =
∫ ∞
0
eTxdx = [T−1eTx]∞0 = −T−1.
Thus,
E(τ) =
p∑
i=1
p∑
j=1
piiuij = piUe = pi(−T )−1e.

The next is a recurring example used throughout this manuscript.
Example 2.1 Fix n ≥ 1 and a > 0. Let X ∼ PHn(pi,T ) with
α = (1, 0, . . . , 0) and T =

−n/a n/a 0 · · · 0
0 −n/a n/a · · · 0
0 0 −n/a · · · 0
...
...
... . . .
...
0 0 0 · · · −n/a
 .
Notice that the distribution of X corresponds to the convolution of n exponen-
tial distributions of intensity n/a, which implies that E(X) = a. The random
variable X is said to follow an Erlang distribution of n stages and mean
a. It can be verified that the density function f of X is given by
f(x) = (n/a)
n
(n− 1)!x
n−1e−nx/a, x ≥ 0. (2.2.2)
.
The following further showcases some helpful probabilistic arguments used in
the theory of matrix–analytic methods.
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Theorem 2.10 Let τ1 ∼ PH(pi,T ) and τ2 ∼ PH(α,S) be independent random
variables with respective distribution functions denoted by Fτ1 and Fτ2 . Let
t = −Te and s = −Se. The following hold.
1. For any p ∈ (0, 1), pFτ1 + (1 − p)Fτ2 corresponds to a phase–type distri-
bution with parameters(
(ppi, (1− p)α),
(
T 0
0 S
))
. (2.2.3)
2. τ1 + τ2 is phase–type–distributed with parameters(
(pi,0),
(
T tα
0 S
))
. (2.2.4)
3. min(τ1, τ2) is phase–type–distributed with parameters
(pi ⊗α,T ⊕ S) , (2.2.5)
where ⊗ and ⊕ denote the Kronecker product and Kronecker sum of ma-
trices, respectively (see Appendix A).
4. max(τ1, τ2) is phase–type–distributed with parameters(pi ⊗α,0,0),
T ⊕ S t⊗ I I ⊗ s0 S 0
0 0 T
 . (2.2.6)
Proof. Let ET and ES be the phase–spaces of PH(pi,T ) and PH(α,S), respec-
tively. Let us study the Markov jump processes associated to (2.2.3), (2.2.4),
(2.2.5) and (2.2.6).
1. The structure of (2.2.3) indicates that the process either starts in the first
block of states ET with probability p, or in the second block ES with
probability 1 − p. If it starts in the first block, it will do so according to
the initial distribution pi and will evolve within ET according to T before
absorption. If it starts in the second block, it will do so according to
the initial distribution α and will evolve within ES according to S before
absorption. Thus, the time spent in ET ∪ ES corresponds to the mixture
of Fτ1 and Fτ2 .
2. The process with parameters (2.2.4) starts in the block of states ET ac-
cording to pi, evolves there according to T , and exits ET according to
the absorption intensities vector t, only to enter the block of states ES
according to α, evolving there according to S, and getting absorbed from
there later. Thus, (2.2.4) describes the concatenation of the underlying
Markov jump processes of τ1 and τ2; see Figure 2.3.
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1T
2T
3T
4T
1S
2S
Jt
tτ1 τ1 + τ2
Figure 2.3: Concatenation of the underlying Markov jum processes of τ1 and τ2.
The holding times shown in red correspond to the time spent in ET =
{1T , 2T , 3T , 4T }, and their sum correspond to τ1. At time τ1, the under-
lying process jumps to some state in ES = {1S , 2S}. The holding times
shown in blue correspond to the time spent in ES , and their sum corre-
spond to τ2. At time τ1 +τ2, the underlying process exits the phase–type
ET ∪ ES and gets absorbed.
3. Recall that by definition of the Kronecker product and Kronecker sum,
pi ⊗α = (pi1α, · · · , pipα), and
T ⊕ S = T ⊗ I + I ⊗ S
=

t11I + S t12I t13I · · · t1pI
t21I t22I + S t23I · · · t2pI
t31I t32I t33I + S · · · t3pI
...
...
... . . .
...
tp1I tp2I tp3I · · · tppI + S
 . (2.2.7)
Define ET×S = {(i, j) : i ∈ ET , j ∈ ES}, with its elements ordered lexi-
cographically. With this in mind, the Markov jump process described by
(2.2.5) is such that, its initial state, say (i0, j0) ∈ ET×S , is chosen with
probability pii0αj0 , or in other words, the first entry is chosen according to
pi and the second one according to α, independently. Once in (i0, j0), the
first jump can happen in one of the following three ways: it lands in some
(k, j0) with intensity ti0k, it lands in some (i0, l) with intensity sj0l, or it
gets absorbed with intensity ti0 + sj0 . Notice that jumps between states
in ET×S maintain one of their entries fixed, and the one that changes, will
do it according to the intensities of T or S, depending if it is the first en-
try or the second entry the one that changes. Absorption comes from the
first entry (with intensity t) or from the second entry (with intensity s).
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This is basically the same as letting two independent Markov jump pro-
cess with parameters (pi,T ) and (α,S) evolve in a parallel fashion; in the
moment either of them gets absorbed, we stop both processes. Thus, the
time until absorption of the process with parameters (pi⊗α,T ⊕S) is the
minimum between the times of absorption of parallel (and independent)
Markov jump processes with parameters (pi,T ) and (α,S).
4. The process associated to (2.2.6) is slightly more complicated than the
one of (2.2.5). Its state–space is ET×S ∪ ES ∪ ET . Its initial distribution
indicates that it starts in some state of ET×S , and it stays there until
either the process associated to (pi,T ) or the process associated to (α,S)
gets absorbed. If the former happens, then it jumps to ES (according
to t ⊗ I) and stays there until the process (α,S) gets absorbed too. If
the latter happens, then it jumps to ET (according to I ⊗ s) and stays
there until the process (pi,T ) gets absorbed too. In any case, the process
associated to (2.2.6) terminates whenever both of the processes associated
to τ1 and τ2 finish.

We can further extend Theorem 2.10 to show that order statistics of observations
sampled according to a phase–type distribution are also phase–type–distributed.
More specifically, consider a sample of i.i.d.r.v.’s {τ1, . . . , τn}. We define the k-
th order statistic of the sample of size n as the k-th smallest value amongst
{τ1, . . . , τn}, which we denote by τk:n. This means that τ1:n ≤ τ2:n ≤ · · · ≤ τn:n.
We claim that if {τi}ni=1 are phase–type–distributed, then so are {τk:n}nk=1. In
order to prove this, we introduce the following notation.
Definition 2.11 Let A be a m × n matrix and let B be either a p × p or a
p× 1 matrix. For such matrices and n ≥ 1, define
A⊗n = A⊗ · · · ⊗A︸ ︷︷ ︸
n terms
.
B⊕n =
n−1∑
j=0
I⊗j ⊗B ⊗ I⊗n−1−j ,
where I is of dimension p× p.
Theorem 2.12 Let τ1, · · · , τn i.i.d. ∼ PH(pi,T ).
1. Then
min(τ1, . . . , τn) ∼ PH(pi⊗n,T⊕n). (2.2.8)
2.2 Probability distributions 27
2. If t = −Te, pik:n = (pi⊗n,0,0, . . . ,0) and
Tk:n =

T⊕n t⊕(n) 0 · · · 0
0 T⊕(n−1) t⊕(n−1) · · · 0
...
...
... . . .
...
0 0 0 · · · T⊕(n−k+1)
 ,
then τk:n ∼ PH(pik:n,Tk:n).
Proof.
1. This is straightforward to verify using (2.2.5) and induction over n.
2. Consider the system of n independent Markov jump processes {Ji(t)}t≥0
(i = 1, . . . , n) underlying τ1, . . . , τn; let En denote the product state–space
of a such system, ordered lexicographically. According to (2.2.8), the first
time a Markov jump process gets absorbed is phase–type–distributed with
sub–intensity matrix T⊕n = T⊕· · ·⊕T (n terms). Killing one process and
letting the n− 1 remaining continue to run is taken care of by the matrix
t⊕n, which makes a transition to En−1 where only the n − 1 remaining
processes are present. Repeating this argument k times will provide us
with τk:n and the resulting structure of Tk:n.

The following provides a recursive formula to compute moments of order statis-
tics of a phase–type distribution.
Theorem 2.13 Let τ1, . . . , τn i.i.d. ∼ PH(pi,T ) and let µk:n = E(τk:n). Then,
for k = 1, . . . , n− 1,
µk+1:n = µk:n + pi⊗n
(
k−1∏
i=0
[
−T⊕(n−i)
]−1
t⊕(n−i)
)(
−T⊕(n−k)
)−1
e, (2.2.9)
where
µ1:n = pi⊗n
(−T⊕n)−1 e.
Proof. The equality µk:n = E(τk:n) = αk:n(−Tk:n)−1e and the block inversion
formula (
A B
0 C
)−1
=
(
A−1 −A−1BC−1
0 C−1
)
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imply that
µk+1:n = pik+1:n(−Tk+1:n)−1e
= (pik:n,0)

−Tk:n

0
...
0
−t⊕(n−k+1)

0 −T⊕(n−k)

−1
(
e
e
)
= (pik:n,0)

(−Tk:n)−1 (−Tk:n)−1

0
...
0
t⊕(n−k+1)
 (−T⊕(n−k))−1
0 (−T⊕(n−k))−1

(
e
e
)
= pik:n(−Tk:n)−1e+ pik:n(−Tk:n)−1

0
...
0
t⊕(n−k+1)
 (−T⊕(n−k))−1e.
Furthermore, since the inverse of the matrix

A1 B1 0 0 · · · 0
0 A2 B2 0 · · · 0
0 0 A3 B3 · · · 0
0 0 0 A4 · · · 0
...
...
...
... . . .
...
0 0 0 0 · · · Am

is given by

A−11 A
−1
1 (−B1)A−12 A−11 B1A−12 B2A−13 · · ·
(∏m−1
i=1 A
−1
i (−Bi)
)
A−1m
0 A−12 −A−12 (−B2)A−13 · · ·
(∏m−1
i=2 A
−1
i (−Bi)
)
A−1m
0 0 A−13 · · ·
(∏m−1
i=3 A
−1
i (−Bi)
)
A−1m
...
...
...
. . .
...
0 0 0 · · · A−1m
,
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then
pik:n(−Tk:n)−1

0
...
0
t⊕(n−k+1)

= (pi⊗n,0, . . . ,0)
×

−T⊕n −t⊕(n) 0 · · · 0
0 −T⊕(n−1) −t⊕(n−1) · · · 0
...
...
... . . .
...
0 0 0 · · · −T⊕(n−k+1)

−1
0
...
0
t⊕(n−k+1)

= pi⊗n
{(
k−1∏
i=1
[
−T⊕(n−i+1)
]−1
t⊕(n−i+1)
)
(−T⊕(n−k+1))−1
}
t⊕(n−k+1)
= pi⊗n
(
k−1∏
i=0
[
−T⊕(n−i)
]−1
t⊕(n−i)
)
,
and the proof is finished. 
Finally, we prove the following result regarding the distribution of a geometric
random sum of i.i.d. phase–type random variables.
Theorem 2.14 Let {τi}∞i=1 be an i.i.d. sequence with common distribution
PH(α,S) and let Z ∼ Geo(1 − ρ) with support on {0, 1, 2, . . . } and ρ ∈ (0, 1).
Then
Z∑
i=1
τi ∼ PH(ρα,S + ρsα), (2.2.10)
which has a point mass at 0 of size (1− ρ).
Proof. The underlying process {Jgt }t≥0 of the geometric random sum in
(2.2.10) corresponds to a terminating sequential concatenation of the under-
lying processes {J i· }i≥1 of {τi}i≥1, where a given underlying process is added
to the concatenation with probability ρ or termination happens with probabil-
ity 1 − ρ. The memoryless property of the geometric distribution implies that
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{Jgt }t≥0 is indeed an homogeneous Markov jump process. Since
P(Jgdt = j | Jg0 = i)
= P(Jgdt = j | J10 = i)
= P(J1dt = j | J10 = i) + P
(
J1· terminates in [0,dt), J20 = j,
{A second concatenation happens}
∣∣∣∣ J10 = i)
= (δij + sijdt) + (sidt)(ρ)(αj)
= δij + (S + ρsα)ijdt,
this means that the sub–intensity matrix of {Jgt }t≥0 is S + ρsα. Since P(Z =
0) = 1 − ρ, then {Jgt }t≥0 has a defective initial distribution ρα with a point
mass at 0 of size 1− ραe = 1− ρ, so that (2.2.10) follows. 
2.2.2 Kulkarni’s multivariate phase–type distributions
The first multivariate distribution with phase–type marginals (MPH) was pro-
posed by Assaf et al. (1984). Their approach consisted in detecting the hitting
times of different subsets of the state–space of a Markov jump process. This
was later generalized in Kulkarni (1989), in which they considered vectors whose
entries collect joint rewards from a single underlying Markov jump process; this
class is commonly denoted by MPH∗. A final generalization was proposed by
Bladt and Nielsen (2010a), in which the authors considered vectors whose lin-
ear combination of entries are phase–type–distributed; this class is denoted by
MVPH. Each one of these classes have their own advantages and disadvantages:
1. It is possible to explicitly compute multivariate densities from MPH, how-
ever, this class is somewhat limited from a stochastic modelling perspec-
tive.
2. The class MPH∗ is probabilistically appealing and flexible, however, there
is no method to explicitly compute multivariate densities in MPH∗; see
Breuer (2016) for a semi–explicit method to compute bivariate MPH∗
distributions.
3. MVPH is the most general class out of the three, however, aside from
Bladt and Nielsen (2010a), little to no research has been done. This has
to do with the fact that MVPH is defined in purely algebraic terms with
no obvious probabilistic interpretation.
In this thesis we advocate for the use of MPH∗ distributions. Below we give a
precise definition and a result which will be useful in forthcoming chapters.
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Let {Jt}t≥0 be a (p+1)–dimensional Markov jump process with intensity matrix(
T t
0 0
)
,
and initial vector (pi, 0). Let R = {rij} be a p × n–dimensional matrix with
nonnegative entries. Consider the vector (τ1, . . . , τn), where
τi =
∫ ∞
0
rJsids for all i ∈ {1, . . . , n}.
Then we say that (τ1, . . . , τn) follows a Kulkarni’s multivariate phase–type
distribution, which we denote by MPH∗(pi,T ,R). See Figure 2.4 for the
realization of a MPH∗–distributed random vector. In the following we prove
1
2
3
Jt
t
τ1
τ2
Figure 2.4: Realization of a MPH∗–distributed vector (τ1, τ2) with phase–space
{1, 2, 3} and rewards given by r11 = 0, r21 = 0.5, r31 = 1, and r12 = 0.25,
r22 = 2.25, r32 = 0.125. The red path corresponds to
∫ t
0 rJs1ds and the
blue path corresponds to
∫ t
0 rJs2ds; the height of their values at the ab-
sorption time of {Jt}t≥0 determines the value of τ1 and τ2, respectively.
that each τi indeed follows a phase–type distribution.
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Theorem 2.15 Let (τ1, . . . , τn) ∼ MPH∗(pi,T ,R). Fix j ∈ {1, . . . , n} and
w.l.o.g. suppose the row vector rj = {rij : i ∈ {1, . . . , p}} is on the form
rj = (r+j ,0), where r+j > 0. Let ∆r+
j
= diag{r+j }. Partition the state space
{1, . . . , p} into E+ ∪ E0, where
E+ = {i : rij > 0} and E0 = {i : rij = 0},
and make a block partition of pi, T and t = −Te accordingly:
pi = (pi+,pi0), T =
(
T++ T+0
T0+ T00
)
, t =
(
t+
t0
)
.
1. If E0 = ∅, then
τj ∼ PH
(
pi,∆−1
r+
j
T
)
. (2.2.11)
2. If E0 6= ∅, then
τj ∼ PH (pic,T c) , (2.2.12)
where PH (pic,T c) has an atom at 0 of size p0 = pi0(−T00)−1t0, and
pic = pi+ + pi0(−T00)−1T0+, and
T c = ∆−1
r+
j
(T++ + T+0(−T00)T0+).
Proof.
1. Suppose E0 = ∅. For i ∈ {1, . . . , p}, the contribution
∫∞
0 rJtj1Jt=idt
corresponds to the total occupation time of {Jt} in state i scaled by a
factor of rij . This is the same as “stretching” each holding time of {Jt}
in state i by a factor of rij : each one of those stretched holding times is
Exp(−tii/rij)–distributed, with jump intensity to k 6= i given by tik/rij .
Repeating this argument for each i ∈ {1, . . . , p} we get that the sub–
intensity matrix of the “stretched” underlying process of τj is given by
∆−1
r+
j
T and the proof of (2.2.11) is finished.
2. If E0 6= ∅, then τj = 0 if and only if Jt ∈ E0 for all t ≥ 0 before absorption.
Thus,
P(τj = 0) =
∑
i,k∈E0
∫ ∞
0
P(J0 = i)P(Jr ∈ E0 for all r ≤ s, Js = k | J0 = i)
×P(Js+ds = p+ 1 | Js = k)
=
∑
i,k∈E0
∫ ∞
0
(pi0)i (exp(T00s))ik ((t0)kds)
= pi0(−T00)−1t0.
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To study the case τj > 0 we could use the same “stretching” arguments as
in Item 1), however, we must first eliminate or censor the holding times
of {Jt}t≥0 while it is in E0. See Figure 2.5 for a path with the E0–states
censored. We denote this E0–censored process by {Jct }t≥0, with {Jct }t≥0
1
2
3
Jt
t
τ1
2
3
Jct
t
τ1
Figure 2.5: An example of a non–censored process underlying the marginal τ1 (left)
and its E0–censored version (right), where E0 = {1} and E+ = {2, 3}.
The E0–censored process {Jct }t≥0 is obtained by eliminating the holding
times of {Jt}t≥0 at E0. The height of the process
∫ t
0 rJt1ds at the time of
absorption of {Jt}t≥0 coincides with the height of the process
∫ t
0 rJ
c
t
1ds
at the time of absorption of {Jct }t≥0, and both heights correspond to τ1.
having state–space E+. Let us compute the initial distribution pic and
sub–intensity matrix T c of {Jct }t≥0. First, for i ∈ E+,
P(Jc0 = i) = P(J0 = i)
+
∑
k,`∈E0
∫ ∞
0
P(Jr ∈ E0 for all r ≤ s, Js = ` | J0 = k)
×P(J0 = k)P(Js+ds = i | Js = `)
= (pi+)i +
∑
k,`∈E0
∫ ∞
0
(pi0)k (exp(T00s))k` ((T0+)`ids)
= (pi+)i +
(
pi0(−T00)−1T0+
)
i
,
so that
pic = pi+ + pi0(−T00)−1T0+.
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Also, for i, k ∈ E+,
P(Jcds = k | Jc0 = i) = P(Jcds = k, | J0 = i)
= P(Jds = k, | J0 = i)
+
∑
`,h∈E0
P(Jds = ` | J0 = i)
∫ ∞
r=0
P({Ju}u≤r ⊂ E0, Ju = h | Jds = `)
×P(Jr+dr = k | Jr = h)
= (δik + (T++)ikds) +
∑
`h∈E0
((T+0)i`ds)
∫ ∞
r=0
(exp(T00r))`h ((T0+)hkdr)
= δik +
(
T++ + T+0(−T00)−1T0+
)
ik
ds,
so that
Tc = T++ + T+0(−T00)−1T0+.
Apply the arguments of Item 1) to the process {Jct } with rewards r+j and
(2.2.12) follows.

2.2.3 Matrix–exponential distributions
The class of matrix–exponential distributions was implicitly introduced in Cox
(1955a) and Cox (1955b), where the author proposed to generalize the work
of Jensen (1954) using hidden systems with “complex transition probabilities”
instead. It was proved that this generalization coincides with the class of distri-
butions on [0,∞) with rational Laplace transform, which by then had only been
analysed by purely algebraic means. The systems proposed in Cox (1955a) and
Cox (1955b) are defined through matrices and vectors with possibly complex
entries, however, a direct probabilistic intepretation (in the classical probabil-
ity sense) is not available as in the case of phase–type distributions. A survey
of works related to matrix–exponential distributions, stemming from both the
matrix–analytic point of view and from its algebraic point of view, can be found
in Asmussen and O’Cinneide (2006). The following is a precise definition of a
matrix–exponential distribution.
Definition 2.16 Let X be a nonnegative random variable with absolutely con-
tinuous distribution represented by a density f on the form
f(x) = αeSxs, x ≥ 0
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for some p–dimensional complex–valued row vector α, p × p complex–valued
matrix S and p–dimensional complex–valued column vector S. Then we say
that X follows amatrix–exponential distribution of parameters (α,S, s),
denoted by either MEp(α,S, s) or ME(α,S, s), depending if we want to be
explicit about the dimension of its parameters or not. The parameters (α,S, s)
will be regarded as the representation of the matrix–exponential distribution
and p as the dimension of such representation.
Remark 3 The representation of a given matrix–exponential distribution is
non–unique. For instance, if A is a p × p non–singular matrix, then the pa-
rameters (αA,A−1SA,A−1s) and (α,S, s) yield the same matrix–exponential
distribution. Indeed, for any x ≥ 0,
(αA)eA
−1SAx(A−1s) = (αA)
∞∑
i=0
(A−1SAx)i
i! (A
−1s)
= (αA)
(
A−1
∞∑
i=0
(Sx)i
i! A
)
(A−1s)
= α
∞∑
i=0
(Sx)i
i! s = αe
Sxs.
Furthermore, a single matrix–exponential distribution can admit an infinite amount
of representations of different dimensions. We say that a representation (α,S, s)
of dimension p is minimal if for any equivalent representation (α0,S0, s0) of
dimension p0, we have that p ≤ p0.
Remark 4 Theorem 2.7 implies that any phase–type distribution with parame-
ters (pi,T ) corresponds to a matrix–exponential distribution of parameters (pi,T , t)
with t = −Te. However, there exist matrix–exponential distributions which are
not phase–type; for a discussion on this, see O’Cinneide (1990), Maier (1991),
Mocanu and Commault (1999), and Horváth and Telek (2015).
The following are some well–known properties of matrix–exponential distribu-
tions (see Chapter 4 of Bladt and Nielsen (2017)).
• The Laplace transform of X ∼ MEp(α,S, s) is on the form
LX(θ) = E(e−θX) =
a1θ
m−1 + · · ·+ am−1θ + am
θm + b1θm−1 + · · ·+ bm−1θ + bm , θ ≥ 0 (2.2.13)
for some m ≤ p and real–valued constants a1, . . . , am, b1, . . . , bm, where
the r.h.s. of (2.2.13) is an irreducible fraction. Conversely, if a non–
negative r.v. Y has a Laplace transform on the form (2.2.13) for some real–
valued constants a1, . . . , am, b1, . . . , bm, then Y is matrix–exponential–
distributed.
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• The poles of LX , say {κi} with respective multiplicities {mi}, have strictly
negative real part. Furthermore, there exists a unique pole with maximal
real part, and such a pole is real.
• If fX denotes the density function of X ∼ MEp(α,S, s), then fX (as a
function of x) is an element of
span
{{{
xk−1eRe(κi)x cos(Im(κi)x), xk−1eRe(κi)x sin(Im(κi)x)
}mi
k=1
}
i
}
,
(2.2.14)
where {κi} are the poles of LX with respective multiplicities {mi}. Con-
versely, if a density function f with support on (0,∞) is an element of
(2.2.14), then f corresponds to the density function of a matrix–exponential
distribution.
• The distribution of the random variable X ∼ MEp(α,S, s) has an al-
ternative representation MEm(α∗,S∗, s∗) such that α∗,S∗ and s∗ have
real entries, the eigenvalues of S∗ correspond to the poles {κi} of LX with
respective multiplicities {mi}, and s∗ = −S∗e. This will be called amini-
mal standard representation. If we were to assume that MEp(α,S, s)
is already a minimal and standard representation, we will denote it by
MEm(α,S). In most instances, from now on we will work with these type
of representations.
• For a minimal standard representation MEm(α,S),
dim
(
span{αeSx, x ≥ 0}) = m. (2.2.15)
While the class of matrix–exponential distribution shares some similarities with
the class of phase–type distributions, their study is more algebraic–oriented
rather than probabilistic. This is mainly due to the lack of a Markov jump
process underlying the definition of a matrix–exponential distribution. However,
not everything is lost: in O’Cinneide (1990) and O’Cinneide (1991a), a geometric
understanding of the residual life of a matrix–exponential distribution is laid out.
We will study this interpretation in depth in Subsection 2.3.2.
2.3 Point Processes
A large percentage of stochastic models have a stream of arrivals at random
points in time, for instance, arrival of claims in a reserve risk process, or arrival
of services in a queue. The mathematical framework to model these arrivals is
through the theory of point processes. Below we give a precise definition of a
point process and some additional elements associated to it.
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Definition 2.17 Let {Ti}i≥1 be real–valued random variables defined on a
probability space (Ω,F ,P) such that
0 < T1 < T2 < T3 < · · · <∞ and lim
n→∞Tn =∞ a.s..
Define the random counting measure N over (R+,B(R+)) by
N(A) =
∞∑
i=1
1{Ti ∈ A}, A ∈ B(R+).
We call N a point process on R+.
From the definition above, we call {Ti}i≥1 the arrival times associated to N .
For t > 0 denote Nt = N((0, t]). The stochastic process {Nt}t≥0 completely
determines {Ti}i≥1 and the random measure N . We refer to {Nt}t≥0 as the
arrival process.
For all s ≥ 0, denote by θs the shift operator defined by
θs{Tn}n≥1 = {TNs+n − s}n≥1,
(θsN)(A) =
∞∑
i=1
1{TNs+n − s ∈ A}, A ∈ B(R+), and
θsNt = (θsN)((0, t]), t ≥ 0.
The space of realizations of the point process N is denoted by N and is given
by
N =
{
ν : ν is a measure on (R+,B(R+)),
ν({t}) ∈ {0, 1}, ν((0, t]) <∞ for all t ≥ 0
}
.
A sequence {νn}n≥1 of elements of N is said to converge vaguely to ν ∈ N
if and only if ∫ ∞
0
f(x)νn(dx)→
∫ ∞
0
f(x)ν(dx) as n→∞
for all functions f : R+ → R+ which are continuous with compact support. It
can be shown that there exists a metric d on N that corresponds to the vague
convergence on N (see Grandell (1977)). With such a metric d we define the
vague topology on N and we let B(N ) be the Borel σ–algebra determined
by this topology. Thus, a point process N is a random element of (N ,B(N ))
defined on the probability space (Ω,F ,P).
In the following, we lay out the framework to work with two classes of point pro-
cesses which are intimately connected with phase–type and matrix–exponential
distributions: the Markovian arrival processes and the Rational arrival pro-
cesses.
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2.3.1 Markovian arrival processes
In Neuts (1979), the author introduces a point process with similar characteristic
to those of the class of phase–type distributions. Such a point process, which
was later coined as a Markovian arrival process, has an underlying Markov
jump process with “two kinds of jumps”. The jumps of the first kind in the
underlying Markov jump process stay hidden, while the jumps of the second
kind determine the arrival times of the Markovian arrival process. Just as in
the case of phase–type distributions, this class of point processes showcases
a great level of tractability and flexibility. In fact, any point process can be
approximated arbitrarily “well” by a Markovian arrival process; see Asmussen
and Koole (1993) for details. In the following we give a precise mathematical
definition of the Markovian arrival process.
Let C and D be m×m-matrices such that
1. D is a sub-intensity matrix,
2. D is a non-negative matrix, and
3. C +D is an intensity matrix.
Let us consider an Markov jump process {Zt}t≥0 with state–spaceN×{1, . . . ,m}
ordered lexicographically, with intensity matrix given by
C D 0 0 · · ·
0 C D 0 · · ·
0 0 C D · · ·
0 0 0 C · · ·
...
...
...
... . . .
 ,
and initial distribution given by
(α,0,0,0, . . . ).
For all t ≥ 0, let
Nt = pi1(Zt), and Jt := pi2(Zt)
where pii denotes the i-th projection mapping. We say that {Nt}t≥0 is the
Markovian arrival process (or MAP) with parameters (α,C,D) and
that {Jt}t≥0 is its underlying or modulating Markov jump process.
We may denote the previous process in several ways, depending if we want
to omit the initial distribution α and/or if we want to omit the dimension of
the parameters; thus, the Markovian arrival process with parameters (α,C,D)
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will be denoted by either MAPm(α,C,D), MAPm(C,D), MAP(α,C,D) or
MAP(C,D), depending on the situation.
From the characterisation above we get that for i 6= j,
P(Jt+dt = j,Nt+dt = Nt | Jt = i) = cijdt,
P(Jt+dt = j,Nt+dt = Nt + 1 | Jt = i) = dijdt,
P(Jt+dt = j | Jt = i) = (cij + dij)dt,
and
P(Jt+dt = i,Nt+dt = Nt | Jt = i) = 1 + ciidt,
P(Jt+dt = i,Nt+dt = Nt + 1 | Jt = i) = diidt,
P(Jt+dt = i | Jt = i) = 1 + (cii + dii)dt.
In other words, the intensity matrix of {Jt}t≥0 is C + D. Arrival epochs of
{Nt}t≥0 occur according to the intensities of the matrixD; the jumps of {Jt}t≥0
occuring due to the intensities of C do not originate any arrivals. While Jt = i,
an arrival of {Nt}t≥0 happens with intensity dii without any jumps occuring
in {Jt}t≥0. See Figure 2.6 for the realization of a Markovian arrival process
{Nt}t≥0.
Let {Ti}i≥1 denote the arrival times associated to {Nt}t≥0, that is,
Ti = inf{t > 0 : Nt = i}, i ≥ 1.
Notice that P(Jt = i,Nt = 0) = (αeCt)i. Indeed, if the process {Zt}t≥0 stays in
0×{1, . . . ,m} up to time t, it will evolve according to the sub–intensity matrix
C. Then,
P(T1 ∈ [t, t+ dt], Jt+dt = j)
=
m∑
i=1
P(Jt = i,Nt = 0)P(T1 ∈ [t, t+ dt], Jt+dt = j | Jt = i,Nt = 0)
=
m∑
i=1
(αeCt)i(dijdt)
= (αeCtD)jdt,
and so
P(T1 ∈ [t, t+ dt]) = αeCtDedt.
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Figure 2.6: An example of a Markovian arrival process {Nt}t≥0 with underlying
Markov jump process {Jt}t≥0. Arrival epochs which occur according to
the intensities of the matrix D are marked with diamonds in {Jt}t≥0.
Jumps of {Jt}t≥0 which occur according to the intenisty matrix C with-
out originating arrivals in {Nt}t≥0 are marked with circles.
Moreover,
P(JT1 = j) =
∫ ∞
0
P(T1 ∈ [t, t+ dt], Jt+dt = j)
=
∫ ∞
0
(αeCtD)jdt
=
(
α
[∫ ∞
0
eCtdt
]
D
)
j
=
(
α
[−C−1]D)
j
.
Either by iterating or by induction, we get the following.
Theorem 2.18 Let T0 = 0 and let T1, T2, . . . be the arrival times of the MAP(α,C,D)
{Nt}t≥0 with underlying Markov jump process {Jt}t≥0. Then, for all n ≥ 1,
P(T1 ∈ [x1, x1 + dx1], T2 − T1 ∈ [x2, x2 + dx2] . . . , Tn − Tn−1 ∈ [xn, xn + dxn])
= αeCx1DeCx2D · · · eCxnDedx1dx2 · · · dxn, and
Tn − Tn−1 ∼ PH(α(−C−1D)n−1,C).
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Below we give a couple of examples of Markovian arrival processes.
Example 2.2 (Poisson process) Let λ > 0 and consider the Markovian ar-
rival process {Nt}t≥0 with parameters C = (−λ) and D = (λ). Then, for
x1, . . . , xn ≥ 0,
P(T1 ∈ [x1, x1 + dx1], T2 − T1 ∈ [x2, x2 + dx2] . . . , Tn − Tn−1 ∈ [xn, xn + dxn])
= (λe−λx1)(λe−λx2) · · · (λe−λxn)dx1dx2 · · · dxn,
so that {Nt}t≥0 corresponds to a Poisson process of intensity λ.
Example 2.3 (PH–renewal process) Let (pi,T ) correspond to the parame-
ters of a phase–type distribution. Let {Nt}t≥0 be a Markovian arrival process
with parameters (pi,T , tpi). Then, for x1, . . . , xn ≥ 0,
P(T1 ∈ [x1, x1 + dx1], T2 − T1 ∈ [x2, x2 + dx2] . . . , Tn − Tn−1 ∈ [xn, xn + dxn])
= pieTx1(tpi)eTx2(tpi) · · · eTxn(tpi)edx1dx2 · · · dxn
= (pieTx1t)(pi)eTx2t) · · · (pieTxnt)dx1dx2 · · · dxn,
so that {Nt}t≥0 corresponds to a renewal process with PH(pi,T )–distributed in-
terarrival times.
2.3.2 Rational arrival processes
In Asmussen and Bladt (1999), the authors introduced a point process based
on the findings of O’Cinneide (1990) regarding the residual life of a matrix–
exponential distribution. Such a point process, coined Rational arrival process,
corresponds to the class of point processes with finite–dimensional–generated
residual life. They proved that such a point process has an underlying PDMP
called orbit process which provides an analogue to the Markov jump process un-
derlying the Markovian arrival process. Furthermore, they showed that a Ratio-
nal arrival process is characterised by a pair of matrices, and that its distribution
is somewhat algebraically equivalent to the distribution of a Markovian arrival
process. In the following we give a precise definition of the Rational arrival
process and characterise the PDMP underlying it; throughout this subsection
we follow closely the proofs and arguments of Asmussen and Bladt (1999) and
Section 10.5 in Bladt and Nielsen (2017).
Let N be a point process defined on some probability space (Ω,F ,P). Denote
by M (N ) the class of all finite signed measures on (N ,B(N )), the space of
realizations of N . Let {Nt}t≥0 be the arrival process associated to N and for
all t ≥ 0, define Ft = σ({Ns}s≤t). Write µ(t, ·) for a version of P(θtN ∈ ·|Ft)
and define the measure µ∗(t, ω)(·) := µ(t, ·)(ω) for all ω ∈ Ω.
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Definition 2.19 We call a point processN aRational arrival process (RAP)
if there exists a finite–dimensional subspace V ⊂ M (N ), such that for any
t ≥ 0, P(θtN ∈ ·|Ft) has a version µ(t, ·) with µ∗(t, ω) ∈ V for all ω ∈ Ω, and if
N((0,∞)) =∞.
Remark 5 Although the definition above is precise, most of its components are
abstract and difficult to manipulate. The overall goal of this subsection is to
give an alternative characterisation of the RAP in terms of certain PDMP,
which is states in Proposition 2.27. Such characterisation will make the study
of RAPs eaiser, and it will show that RAPs are an extension of the MAPs in a
similar sense that matrix–exponential distributions are an extension of phase–
type distributions.
The Hahn–Jordan decomposition theorem (see Theorem 6.14 in Rudin (2006))
implies that if V is a finite–dimensional space of signed measures, we can choose
a collection v1, . . . , vp of linearly independent probability measures that span V .
In the following we show that for a RAP {Nt}t≥0, there exists a compact set
Vc ⊂ V such that µ∗(t, ω) ∈ Vc for all t ≥ 0, ω ∈ Ω.
Lemma 2.20 Let v1, . . . , vp be linearly independent probability measures that
span V . Then
sup
{
‖a‖max : a = (a1, . . . , ap) ∈ Rp,
p∑
i=1
aivi is a probability measure
}
<∞.
Proof. Let v = (v1, · · · , vp)′. Assume there exists a sequence {a(n)}n≥0 of
elements in Rp such that µ(n) := a(n)v is a probability measure for each n ≥ 0,
and ‖a(n)‖max → ∞ as n → ∞. The set U = {x ∈ Rp : ‖x‖max = 1} is
compact, so we can chose a subsequence {nk} such that a(nk)/‖a(nk)‖max → a
as k →∞ for some a ∈ U . Then,
av = lim
k→∞
(
a(nk)
‖a(nk)‖max
)
v = lim
k→∞
a(nk)v
‖a(nk)‖max = 0,
contradicting the linear independence of the elements of v. 
From now on, assume that the subspace V in Definition 2.19 is taken to be
minimal, that is, if there exist a subspace V ′ ⊂M (N ) such that µ∗(t, ω) ∈ V ′
for all t ≥ 0, ω ∈ Ω, then V ⊆ V ′. Fix a base of v of V as in Lemma 2.20.
Define the Ft–adapted Rp–valued process {A(t)}t≥0 by taking
P(θtN ∈ ·|Ft) =
p∑
i=1
Ai(t)vi = A(t)v;
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the process {A(t)}t≥0 is well–defined by the linear independence of the elements
of v. The state–space of {A(t)}t≥0 is
B =
{
a ∈ Rp : ae = 1,
p∑
i=1
aivi(F ) ≥ 0 for all F ∈ B(N )
}
,
which by Lemma 2.20 is compact and convex.
Proposition 2.21 1. There exists a p× p matrix Q such that
v ◦ θs :=
v1(θsN ∈ ·)...
vp(θsN ∈ ·)
 = eQsv.
2. Qe = 0 and dev(Q) = 0, where dev(Q) corresponds to the eigenvalue of
Q with maximal real part.
3. E(A(t+s)|Ft) = A(t)eQs. Equivalently, {A(t)e−Qt}t≥0 is a vector-valued
martingale.
Proof.
1. We have that
P(θt+sN ∈ ·|Ft) = P(θtθsN ∈ ·|Ft) =
p∑
i=1
Ai(t)vi ◦ θs.
On the other hand,
P(θt+sN ∈ ·|Ft) = E(P(θt+sN ∈ ·|Ft+s)|Ft)
=
p∑
i=1
E(Ai(t+ s)|Ft)vi.
Fix t ≥ 0. Then, for almost all ω ∈ Ω,
A(t, ω)(v ◦ θs) = B(t, s, ω)v, for all s ≥ 0, (2.3.1)
where B(t, s, ·) is a version of E(A(t+ s)|Ft). Now, let t1, . . . , tp > 0 and
choose ω1, . . . , ωp ∈ Ω such that (2.3.1) holds for each pair (ti, ωi), and
such that A(t1, ω1), . . . ,A(tp, ωp) are linearly independent: if the latter
were not possible, minimality of V would be contradicted. Thus
v ◦ θs =
A(t1, ω1)...
A(tp, ωp)

−1B(t1, s, ω1)...
B(tp, s, ωp)
v,
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so that v ◦ θs = Q˜(s)v for some matrix Q˜(s) which is unique by linear
independence of v. Furthermore, by the semigroup property of θs, we
have that Q˜(s1 + s2) = Q˜(s1)Q˜(s2) for all s1, s2 ≥ 0, and since v ◦ θs is
right–continuous in s, we conclude that Q˜(s) = eQs for some Q.
2. Notice that
eQse = eQsv(N ) = v ◦ θs(N ) = e,
so that
d
dse
Qse
∣∣∣∣
s=0
= QeQse
∣∣
s=0 = Qe = 0.
and 0 ∈ sp(Q).
Now, suppose that there exists a + ib ∈ sp(Q) and corresponding eigen-
vector u + iw such that a > 0. W.l.o.g, suppose that u 6= 0. The
linear independence of v implies that there exists B ∈ B(N ) such that
uv(B) 6= 0. Moreover, since v1, . . . , vp are probability measures, then
|u(v ◦ θs(B))| ≤
∑
i
|ui|, for all s ≥ 0. (2.3.2)
On the other hand, following the same steps that lead to (2.2.1) we have
that
u(v ◦ θs(B)) = ueQsv(B)
= eas[cos(bs)uv(B)− sin(bs)wv(B)],
which clearly is not bounded on s and contradicts (2.3.2). Thus, dev(Q) =
0.
3. We have that
p∑
i=1
E(Ai(t+ s)|Ft)vi =
p∑
i=1
Ai(t)vi ◦ θs =
p∑
i,j=1
Ai(t)(eQs)jivj ,
so that E(A(t + s)|Ft)v = A(t)eQsv, which by linear independence of v
implies E(A(t+ s)|Ft) = A(t)eQs.

Corollary 2.22 The process {A(t)}t≥0 has a version with cádlág paths.
Proof. This follows by a standard regularisation of the martingale {A(t)e−Qt}t≥0;
see Rogers and Williams (1993) for details. 
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For all t ≥ 0, define the operator Rt :M (N )→M (N ) by taking
Rtµ(A) = µ{N ∈ N : θtN ∈ A, T1 > t}, µ ∈M (N ), A ∈ B(R+),
so that
RtP(N ∈ ·) = P(θtN ∈ ·, T1 > t).
We will call Rt the residual life operator. Below we prove some of its prop-
erties.
Proposition 2.23 1. {Rt}t≥0 is a semigroup.
2. µ ∈ V ⇒ Rtµ ∈ V .
Proof.
1. Let G = {N ∈ N : θtN ∈ A, T1(N) > t}. Then
RsRtµ(A) = Rsµ(G)
= µ{N ∈ N : θsN ∈ G,T1(N) > s}
= µ{N ∈ N : θtθsN ∈ A, T1(θsN) > t, T1(N) > s}
= µ{N ∈ N : θs+tN ∈ A, T1(N) > t+ s}
= Rs+tµ(A).
2. If µ ∈M (N ), then
Rtµ(·) = RtP(N ∈ ·)
= P(θtN ∈ · · · , T1 > t)
= E(P(θtN ∈ ·, T1 > t|Ft))
= E(1T1>tP(θtN ∈ ·|Ft))
= E
(
p∑
i=1
1T1>tAi(t)vi(·)
)
=
p∑
i=1
E(1T1>tAi(t))vi(·) ∈ V.

Theorem 2.24 There exists a matrix C such that
Rt(av) = aeCtv for all a ∈ B. (2.3.3)
Furthermore, dev(C) < 0.
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Proof. Equation (2.3.3) follows by the semigroup property of {Rt}t≥0; see
Section 4.5 in Bladt and Nielsen (2017) for technical details. Since P(T1 > t)→
0 as t → ∞, it follows that Rt(av) = aeCtv → 0. The linear independence
of v1, . . . , vp implies that aeCt → 0, and so, minimality of B and Theorem
2.8 imply that Re(dev(C)) < 0. That dev(C) ∈ R follows by noticing that if
dev(C) were in C \ R, then the mapping x → aeCte would downcross 0 an
infinite number of times, which is a contradiction; see Section 5.6 of Fackrell
(2003) for details. 
Lemma 2.25 For all t, h ≥ 0,
P(θt+hN ∈ ·, N((t, t+ h]) = 0|Ft) = A(t)eChv.
Proof. This follows from
P(θt+hN ∈ ·, N((t, t+ h]) = 0|Ft) = RhP(θtN ∈ ·|Ft),
and Theorem 2.24. 
Proposition 2.26 For all t, h ≥ 0,
P(θt+hN ∈ ·, N((t, t+ h]) > 0|Ft) = A(t)Dvh+ o(h),
where D = Q−C. In particular,
P(N((t, t+ h]) > 0|Ft) = A(t)Deh+ o(h).
Proof. Notice that
P(θt+hN ∈ ·, N((t, t+ h]) > 0|Ft)
= P(θt+hN ∈ ·|Ft)− P(θt+hN ∈ ·, N((t, t+ h]) = 0|Ft)
= A(t)eQhv −A(t)eChv
= A(t)(I + hQ+ o(h)− I − hC + o(h))v,
and the proof is finished. 
Proposition 2.27 The process {A(t)}t≥0 satisfies the equation
A(t) = A(0)+
∫ t
0
{A(s)C−A(s)Ce ·A(s)}ds+
∑
i:Ti≤t
{
A(T−i )D
A(T−i )De
−A(T−i )
}
,
(2.3.4)
where {Ti}i≥1 corresponds to the sequence of arrival epochs of N .
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Proof. First, let us show that
1N((t,t+h])=0A(t+ h) = 1N((t,t+h])=0
A(t)eCh
A(t)eChe a.s.. (2.3.5)
By the linear independence of v, this is equivalent to prove that the random
variables
ZB1 := P(θt+hN ∈ B,N((t, t+ h]) = 0|Ft+h), and
ZB2 := 1N((t,t+h])=0
A(t)eChv(B)
A(t)eChe
are equal (a.s.) for all B ∈ B(N ). Keep B ∈ B(N ) fixed. Then, by definition
of conditional expectation and with the aid of the classic Dynkin’s pi−λ theorem,
it suffices to prove that
E(ZB1 1E1F ) = E(ZB2 1E1F ), (2.3.6)
for all E ∈ Ft and F ∈ σ({Ns}t+hs=t ). However, for any given F ∈ σ({Ns}t+hs=t ) it
either happens that 1N((t,t+h])=01F = 0 or 1N((t,t+h])=01F = 1N((t,t+h])=0 a.s..
Thus, it suffices to prove that
E(ZB1 1E) = E(ZB2 1E),
for all E ∈ Ft. By Lemma 2.25,
E(ZB1 1E) = E(1EE(ZB1 |Ft)) = E(1EA(t)eChv(B)), and
E(ZB2 1E) = E
(
1E
A(t)eChv(B)
A(t)eChe P(N((t, t+ h]) = 0|Ft)
)
= E(1EA(t)eChv(B)),
so (2.3.5) follows. This means that on the event {N((t, t+ h]) = 0},
A(t+ h)−A(t)
h
= 1
h
(
A(t)eCh
A(t)eChe −A(t)
)
= 1
hA(t)eChe
(
A(t)eCh −A(t)eChe ·A(t))
= 1
hA(t)eChe {A(t)(I + +Ch+ o(h))
− A(t)(I +Ch+ o(h))e ·A(t)}
= 1
A(t)eChe (A(t)C −A(t)Ce ·A(t) + o(1)) ,
where the last equality follows from A(t)e = 1. Thus, if no arrival happens in
some neighborhood of t, we have that
A′(t) = A(t)C −A(t)Ce ·A(t).
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Now, let us prove that
1N((t,t+h])>0A(t+ h) = 1N((t,t+h])>0
A(t)D
A(t)De + o(h) a.s.. (2.3.7)
The linear independence of v implies that to prove (2.3.7) is equivalent to prove
that ZB3 = ZB4 + o(h) a.s. for all B ∈ B(N ), where
ZB3 := P(θt+hN ∈ B,N((t, t+ h]) > 0|Ft+h), and
ZB4 := 1N((t,t+h])>0
A(t)Dv(B)
A(t)De .
Fix B ∈ B(N ). As in (2.3.6), it suffices to prove that
E(ZB3 1E1F ) = E(ZB4 1E1F ) + o(h), (2.3.8)
for all E ∈ Ft and F ∈ σ({Ns}t+hs=t ). In fact, by Dynkin’s pi − −λ theorem
it is enough to verify (2.3.8) with sets of the type Fh′ := {N((t, t + h′] > 0)}
(h′ ∈ (0, h]) instead of F ∈ σ({Ns}t+hs=t ). Hence,
E(ZB3 1E1Fh′ ) = E(1EE(Z
B
3 1Fh′ |Ft)) = E(1EA(t)Dv(B)h′) + o(h′), and
E(ZB4 1E1Fh′ ) = E
(
1E
A(t)Dv(B)
A(t)De P(N((t, t+ h]) > 0, Fh
′ |Ft)
)
= E(1EA(t)Dv(B)h′),
so that (2.3.8) and (2.3.7) follow. This means that if T denotes an arrival epoch,
then
A(T ) = A(T
−)D
A(T−)De .
Sequential concatenation of the previous at the arrival epochs {Ti}i≥1 yields
(2.3.4). 
Proposition 2.27 implies that we can think of {A(t)}t≥0 as a piecewise deter-
ministic Markov process with state–space B and local characteristics (X, λ,Q)
given by
Xf(a) =
p∑
i=1
∂f
∂ai
(a) · ((aC)i + aCe · ai)
λ(a) = aDe, Q
(
a;
{
aD
aDe
})
= 1.
In particular, {A(t)}t≥0 is a strong Markov process. We call {A(t)}t≥0 the ass-
cociated orbit process of parameters (C,D). The following is an alternative
representation of the orbit process.
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Theorem 2.28 If T0 = 0 and {Ti}i≥0 are the arrival epochs of N , then
A(t) =
A(0)
(∏Nt
i=1 e
C(Ti−Ti−1)D
)
eC(t−TNt )
A(0)
(∏Nt
i=1 e
C(Ti−Ti−1)D
)
eC(t−TNt )e
. (2.3.9)
Proof. Let us prove (2.3.9) by induction. If t ∈ (0, T1), then (2.3.9) follows by
(2.3.5). If t = T1, then
A(t) = A(t
−)D
A(t−)De =
A(0)eCtD
A(0)eCtDe ,
so that (2.3.9) follows.
Now, suppose that for fixed n ≥ 2, (2.3.9) is valid for t ∈ [0, Tn]. Then, for any
t ∈ (Tn, Tn+1),
A(t) = A(Tn)e
C(t−Tn)
A(Tn)eC(t−Tn)e
=
{
A(0)(
∏n
i=1
eC(Ti−Ti−1)D)
A(0)(
∏n
i=1
eC(Ti−Ti−1)D)e
}
eC(t−Tn){
A(0)(
∏n
i=1
eC(Ti−Ti−1)D)
A(0)(
∏n
i=1
eC(Ti−Ti−1)D)e
}
eC(t−Tn)e
=
A(0)
(∏n
i=1 e
C(Ti−Ti−1)D
)
eC(t−Tn)
A(0)
(∏n
i=1 e
C(Ti−Ti−1)D
)
eC(t−Tn)e
.
If t = Tn+1, then
A(t) = A(t
−)D
A(t−)De
=
{
A(0)(
∏n
i=1
eC(Ti−Ti−1)D)eC(t−Tn)
A(0)(
∏n
i=1
eC(Ti−Ti−1)D)eC(t−Tn)e
}
D{
A(0)(
∏n
i=1
eC(Ti−Ti−1)D)eC(t−Tn)
A(0)(
∏n
i=1
eC(Ti−Ti−1)D)eC(t−Tn)e
}
De
=
A(0)
(∏n
i=1 e
C(Ti−Ti−1)D
)
eC(t−Tn)D
A(0)
(∏n
i=1 e
C(Ti−Ti−1)D
)
eC(t−Tn)De
=
A(0)
(∏n+1
i=1 e
C(Ti−Ti−1)D
)
A(0)
(∏n+1
i=1 e
C(Ti−Ti−1)D
)
e
,
so that (2.3.9) follows for t ∈ [0, Tn+1] and the proof is finished. 
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The following provides an alternative characterisation of the Rational arrival
process.
Theorem 2.29 An arrival process N is a RAP if and only if there exist ma-
trices C and D, and a row vector α such that dev(C) < 0, dev(C +D) = 0,
(C +D)e = 0 and for all n ≥ 1,
P(T1 ∈ dx1, T2 − T1 ∈ dx2, . . . , Tn − Tn−1 ∈ dxn)
= αeCx1DeCx2D . . . eCxnDedx1 · · · dxn, x1, . . . , xn ≥ 0, (2.3.10)
where T1, T2, . . . correspond to the arrival epochs of N .
Proof. Suppose thatN is a RAP. Let {A(t)}t≥0 be the associated orbit process
of parameters (C,D), and define α = A(0). According to Lemma 2.25,
P(T1 > x1) = αeCx1e, x1 ≥ 0,
so that
P(T1 ∈ dx1) = αeCx1Cedx1 = αeCx1Dedx1,
where the last equality follows from (C +D)e = 0. Thus, (2.3.10) follows for
the case n = 1.
Now, suppose that (2.3.10) is true for some n ≥ 1. Then,
P(T1 ∈ dx1, . . . , Tn − Tn−1 ∈ dxn, Tn+1 − Tn > xn+1)
= E(1{T1 ∈ dx1, . . . , Tn − Tn−1 ∈ dxn}P(Tn+1 − Tn > xn+1 | T1, . . . , Tn))
= E
(
1{T1 ∈ dx1, . . . , Tn − Tn−1 ∈ dxn}(A(Tn)eCxn+1e)
)
= E
(
1{T1 ∈ dx1, . . . , Tn − Tn−1 ∈ dxn}
(
α
(∏n
i=1 e
CxiD
)
α (
∏n
i=1 e
CxiD) ee
Cxn+1e
))
=
(
α
(∏n
i=1 e
CxiD
)
α (
∏n
i=1 e
CxiD) ee
Cxn+1e
)
P(T1 ∈ dx1, . . . , Tn − Tn−1 ∈ dxn)
=
(
α
(∏n
i=1 e
CxiD
)
α (
∏n
i=1 e
CxiD) ee
Cxn+1e
)
αeCx1DeCx2D . . . eCxnDedx1 · · · dxn
= αeCx1DeCx2D . . . eCxnDeCxn+1edx1 · · · dxn,
so that
P(T1 ∈ dx1, . . . , Tn − Tn−1 ∈ dxn, Tn+1 − Tn ∈ dxn+1)
= −αeCx1DeCx2D . . . eCxnDeCxn+1Cedx1 · · · dxndxn+1
= αeCx1DeCx2D . . . eCxnDeCxn+1Dedx1 · · · dxndxn+1,
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and thus (2.3.10) follows for all n ≥ 1 by induction.
Now, suppose that there exist α, C andD with dev(C+D) = 0, (C+D)e = 0
such that (2.3.10) holds for n ≥ 1. Then, for n ≥ 1 and x1, . . . , xn ≥ 0,
P(θtT1 ∈ dx1, θtT2 − θtT1 ∈ dx2, . . . , θtTn − θtTn−1 ∈ dxn | Ft)
= α(t)eCx1DeCx2D . . . eCxnDeCxn+1Dedx1 · · · dxndxn+1 for all t ≥ 0,
where
α(t) :=
α
(∏Nt
i=1 e
C(Ti−Ti−1)D
)
eC(t−TNt )
α
(∏Nt
i=1 e
C(Ti−Ti−1)D
)
eC(t−TNt )e
,
which is Ft–measurable. This implies that P(θtN ∈ · | Ft) is finitely generated.
The fact that dev(C) < 0 guarantees that N((0,∞)) = ∞ and thus, N is a
Rational arrival process. 
Example 2.4 (Markovian arrival process) Let N be a MAP(α,C,D). Then
Theorem 2.18 and Theorem 2.29 imply that N is also a RAP. This proves that
the Rational arrival process is indeed an extension of the Markovian arrival
process, however, the probabilistic interpretation of N as a RAP is completely
different from the one of a MAP. Indeed, the underlying process of the MAP is
a Markov jump process, while the underlying process of a RAP is a piecewise
deterministic Markov process with a noncountable state–space.
Example 2.5 (ME–renewal process) Consider a minimal standard matrix–
exponential distribution of parameters (α,S). Then, the Rational arrival process
N with underlying orbit process {A(t)}t≥0 of parameters C = S, D = sα
and A(0) = α corresponds to a renewal process with ME(α,S)–distributed
interarrival times. Indeed,
P(T1 ∈ dx1, T2 − T1 ∈ dx2, . . . , Tn − Tn−1 ∈ dxn)
= αeCx1DeCx2D . . . eCxnDedx1 · · · dxn
= αeSx1sαeSx2(sα) . . . eSxn(sα)edx1 · · · dxn
=
n∏
i=1
(αeSx1s)dx1 · · · dxn.
Moreover, (2.2.15) implies that the state–space B of {A(t)}t≥0 is indeed mini-
mal. If ME(α,S) is a matrix–exponential distribution which is not phase–type,
then N is a point process which is a RAP but not a MAP.
Example 2.6 [RAP which is not MAP nor ME–renewal process.] Just as in the
case of matrix–exponential distributions, finding nontrivial examples of RAPs is
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difficult. For instance, one need to check that the orbit stays confined within
some compact set, and that its jump intensities are nonnegative. The following
is an example constructed in Asmussen and Bladt (1999). Let B0 := {(1 −
2a, a, a) : a ∈ [−0.95,−0.74]}. Then the orbit process {A(t)}t≥0 with A(0) ∈ B0
and parameters (C,D) with
C =
 −1 0 0−2/3 −1 1
2/3 −1 −1
 and D =
 14/5 −9/10 −9/1026/15 −8/15 −8/15
58/15 −19/15 −19/15

constitutes the underlying process of a RAP. Furthermore, the jumps of {A(t)}t≥0
always land in B0 ⊆ B.
Remark 6 Mitchell (2001) proposes a way to construct a sequence of corre-
lated random variables {Xi}i≥0 with a common matrix–exponential distribution
(α,S) by defining
P(X1 ∈ dx1, X2 ∈ dx2, . . . , Xn ∈ dxn)
= αeSx1LγeSx1Lγ · · · eSx2sdx1dx2 . . . dxn, (2.3.11)
where Lγ is on the form
Lγ = (1− γ)(Se′α− S) + S, γ ∈ [−1, 1).
At first sight, their method provides a way to easily construct nontrivial examples
of a RAP. In reality, the same restrictions explained in this subsection need
to be verified for the parameters of the construction of Mitchell (2001). Such
restrictions translate into verifing that (2.3.11) is nonnegative for all n ≥ 1 and
x1, . . . , xn ≥ 0: this is a nontrivial matter.
For further literature on the theory of Rational arrival processes, see Bladt
and Neuts (2003), where an alternative characterisatiion via fluid containers
is developed. Other characteristics of the RAP have been analyised in Telek
(2011) (moment characterisation of a RAP), Buchholz and Telek (2012) (RAPs
with marks) and Buchholz and Telek (2011) (representations of different sizes
for a RAP). We will come back to more applications of the RAP in stochastic
modelling in Chapter 7.
2.4 Fluid flow processes with or without Brow-
nian components
Applications of what nowadays is known as a fluid flow process go back at least
to Loynes (1961) where it was used to model dams and reserviors, and to Anick
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et al. (1983) where it was used to model buffers in telecommunication systems.
More theoretical–driven research was later carried on simultaneously by Rogers
(1994), Asmussen (1995a) and Karandikar and Kulkarni (1995). In recent years,
the theory of fluid flow processes has been considerably benefited from related
applied areas, such as quasi–birth-death processes (see Ramaswami (1999) and
Da Silva Soares and Latouche (2002)) and computational algorithms (see Bean
et al. (2005), Nguyen and Poloni (2014) and Bean et al. (2018)). An updated
survey on the literature of fluid flow processes can be found in Latouche and
Nguyen (2018).
In few words, a fluid flow process consists of two processes evolving simultane-
ously: one is a Markov jump process and the other is a process which continually
collects rewards from the holding times of the Markov jump process. A precise
definition is the following. Let {Jt}t≥0 denote a Markov jump process over a
finite state–space E partitioned into Eσ ∪E+∪E−∪E0, so that the infinitesimal
matrix for {Jt}t≥0 is given by
Λ =

Λσσ Λσ+ Λσ− Λσ0
Λ+σ Λ++ Λ+− Λ+0
Λ−σ Λ−+ Λ−− Λ−0
Λ0σ Λ0+ Λ0− Λ00
 .
For each i ∈ Eσ let σi ∈ (0,∞) and ri ∈ R, for each i ∈ E+ let σi = 0 and
ri ∈ (0,∞), for each i ∈ E− let σi = 0 and ri ∈ (−∞, 0), and for each i ∈ E0
let σi = 0 and ri = 0. We call {ri} the reward rates and {σi} the Brownian
noise rate. A fluid flow process initiated at level u ∈ R is the Markov
additive process (see Chapter X in Asmussen (2003)) {(Vt, Jt)}t≥0 with
Vt = u+
∫ t
0
rJsds+
∫ t
0
σJsdBs,
where {Bt}t≥0 is a standard Brownian motion independent of {Jt}t≥0. We call
Eσ ∪ E+ ∪ E− ∪ E0 the phase–space of the fluid flow process {(Vt, Jt)}t≥0.
See Figure 2.7 for an example of the path of a fluid flow process. For sake of
simplicity, throughout this subsection we suppose that V0 = 0: the general case
can be recovered by noting that conditional on V0 = 0, then {(Vt + u, Jt)}t≥0
corresponds to a fluid flow process initiated at level u.
2.4.1 Case E0 = ∅
In this subsection we focus in the case the fluid flow process {(Vt, Jt)}t≥0 is such
that E0 = ∅. In the following we study the first passage probabilities of {Vt}t≥0.
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Figure 2.7: An example of a fluid flow process {(Vt, Jt)}t≥0 started at u > 0 with
phase–space Eσ ∪E+ ∪E− ∪E0 with Eσ = {1}, E+ = {2, 3}, E− = {4, 5}
and E0 = {6}.
2.4.1.1 Downcrossing probabilities
We are interested in computing the probability that {Vt}t≥0 downcrosses 0 or
any other arbitrary but fixed level below 0. To do this, we need to recall the
Wiener–Hopf factorisation for Brownian motion.
Lemma 2.30 (Wiener–Hopf factorisation for Brownian motion) Let {Bt}t≥0
be a Brownian motion with variance σ2 > 0 and drift r. Let T be an exponential
random variable of rate λ, independent of {Bt}t≥0. Then −min0≤t≤T Bt and
BT −min0≤t≤T Bt are independent and exponentially distributed with rates
ω = r
σ2
+
√
r2
σ4
+ 2λ
σ2
and η = − r
σ2
+
√
r2
σ4
+ 2λ
σ2
, respectively.
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In the following, let
∆rσ = diag{ri : i ∈ Eσ},
∆r+ = diag{ri : i ∈ E+},
∆r− = diag{ri : i ∈ E−},
∆σ = diag{σi : i ∈ Eσ},
∆λσ = diag{−λii : i ∈ Eσ},
∆ω = diag
{
ri
σ2i
+
√
r2i
σ4i
+ −2λii
σ2i
: i ∈ Eσ
}
, (2.4.1)
∆η = diag
{
− ri
σ2i
+
√
r2i
σ4i
+ −2λii
σ2i
: i ∈ Eσ
}
. (2.4.2)
We are interested in computing first passage probabilities of {(Vt, Jt)}t≥0, that
is, the distribution of Jτ and mx = Jτx , where τ := inf{t > 0 : Vt < 0} and
τx = inf{t > 0 : Vt < −x}. One can argue that, by the strong Markov property
of {Jt}t≥0, the process {mx}x≥0 is a possibly terminating Markov jump process
with state–space Eσ ∪ E− and, say, infinitesimal matrix D. Furthermore, for
i ∈ E+ let
β+σij = P(Jτ = j | J0 = i, V0 = 0), j ∈ Eσ,
β+−ij = P(Jτ = j | J0 = i, V0 = 0), j ∈ E−,
and define the matrices β+σ = {β+σij }i∈E+,j∈Eσ and β+− = {β+−ij }i∈E+,j∈E− .
To ease notation, let
Λσd =
(
Λσσ Λσ−
)
, Λ+d =
(
Λ+σ Λ+−
)
, Λ−d =
(
Λ−σ Λ−−
)
,
D =
(
Dσσ Dσ−
D−σ D−−
)
=:
(
Dσd
D−d
)
, and
β+d =
(
β+σ β+−
)
.
The following are properties of the matrices D and β+d.
Theorem 2.31 The matrices β+d and D satisfy the equations
∆−1r+ Λ+d + ∆
−1
r+ Λ++β+d + β+dD = 0, (2.4.3)
D−d = |∆−1r− |(Λ−d + Λ−+β+d), (2.4.4)
DσdD + 2∆−2σ (∆rσDσd + Λσd + Λσ+β+d) = 0. (2.4.5)
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Proof. Notice that the level at which {Vt}t≥0 changes direcction, from going
upwards to going downwards, is phase–type–distributed with sub–intensity ma-
trix ∆−1r+ Λ++: this follows by arguments similar to those used to prove (2.2.11).
Now, to compute β+d we may condition on the level {Vt}t≥0 reaches before
changing direction for the first time (which happens with intensity ∆−1r+ Λ+d),
point at which a downwards process governed by the sub–intensity matrix D
takes place until {Vt}t≥0 reaches 0 again. That is,
β+d =
∫ ∞
0
e
∆−1r+Λ++y∆−1r+ Λ+de
Dydy.
Using integration by parts, this is equivalent to
∆−1r+ Λ++β+d =
∫ ∞
0
∆−1r+ Λ++e
∆−1r+Λ++y∆−1r+ Λ+de
Dydy
= e∆
−1
r+Λ++y∆−1r+ Λ+de
Dy
∣∣∣∞
y=0
−
∫ ∞
0
e
∆−1r+Λ++y∆−1r+ Λ+de
DyDdy
= −∆−1r+ Λ+d − β+dD,
and so (2.4.3) is proved.
Equation (2.4.4) follows by noticing that if J0 = i ∈ E−, then the downward
process with sub–intensity matrix D can downcross level −dx by making one
jump to j ∈ Eσ∪E− (zero jumps if i = j) with probability δij+ |1/ri|(Λ−d)ijdx,
or by making a jump to some state in E+ and eventually downcrossing level −dx
while in state k ∈ Eσ∪E−, which happens with probability |1/ri|(Λ−+β+d)ikdx.
To prove (2.4.5), notice that
(
I +Dσσ Dσ−
)
dx =
(
I −∆ω 0
)
dx+ (∆ωdx)
∫ ∞
0
∆ηe−∆ηyQσdeDydy,
(2.4.6)
where
Qσd = [
(
I 0
)
+ ∆−1λσΛσd] + ∆
−1
λσΛσ+β+d. (2.4.7)
Indeed, if J0 = i ∈ Eσ, the first summand in the right hand side of (2.4.6)
corresponds to the intensity of reaching level −dx without having jumps (given
by 1−ωidx). The second summand corresponds to the intensity of not reaching
level −dx while in i (given by ωidx), and integrating over the level y ∈ [0,∞) at
which the process jumps to any other state. After such a jump, the process must
eventually downcross level y in some state j ∈ Eσ ∪ E− (which happens with
probability (Qσd)ij). Following this, on a level–sense a Markov jump process
with intensity matrix D takes place until it finally reaches level −dx.
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Thus,
Dσd =
(−∆ω 0)+ ∆ω ∫ ∞
0
∆ηe−∆ηyQσdeDydy, (2.4.8)
which in turn implies that∫ ∞
0
e−∆ηyQσdeDydy = ∆−1ω ∆−1η
(
Dσd +
(
∆ω 0
))
. (2.4.9)
Integrating by parts the right hand side of (2.4.8) and using (2.4.9) we get that
Dσd =
(−∆ω 0)+ ∆ω [−e−∆ηyQσdeDy∣∣∞y=0 + ∫ ∞
0
e−∆ηyQσdeDyDdy
]
=
(−∆ω 0)+ ∆ω [Qσd + ∫ ∞
0
e−∆ηyQσdeDyDdy
]
=
(−∆ω 0)+ ∆ω [Qσd + ∆−1ω ∆−1η (Dσd + (∆ω 0))D]
=
(−∆ω 0)+ ∆ωQσd + ∆−1η DσdD + (∆−1η ∆ω 0)D
=
(−∆ω 0)+ ∆ωQσd + ∆−1η DσdD + ∆−1η ∆ωDσd.
Premultiplying by ∆η,
∆ηDσd =
(−∆η∆ω 0)+ ∆η∆ωQσd +DσdD + ∆ωDσd, or
DσdD + (∆ω −∆η)Dσd −∆η∆ω
((
I 0
)
+Qσd
)
= 0 (2.4.10)
By (2.4.1), (2.4.2) and (2.4.7),
∆ω −∆η = 2∆−2σ ∆rσ , ∆η∆ω = 2∆−2σ ∆λσ and(
I 0
)
+Qσd = ∆−1λσ (Λσd + Λσ+β+d) .
We get (2.4.5) by substituting the previous in (2.4.10) and the proof is finished.

Remark 7 In the case the state space of {Jt}t≥0 is E+ ∪ E−, the equations in
Theorem 2.31 can be simplified into
∆−1r+ Λ++β+− + β+−|∆−1r− |Λ−− + β+−|∆−1r− |Λ−+β+− + ∆−1r+ Λ+− = 0, and
(2.4.11)
D = |∆−1r− |(Λ−− + Λ−+β+−). (2.4.12)
In fact, (2.4.11) is known as a Riccati equation which needs to be solved for
β+−. Once this is done, we can determine D by (2.4.12). See Bean et al.
(2005) for a survey on additional extra methods to solve the equation (2.4.11)
associated to a fluid flow process.
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Remark 8 In the case the state space of {Jt}t≥0 is Eσ, the equations in The-
orem 2.31 can be simplified into the single matrix equation
D2 + 2∆−2σ ∆rσD + 2∆−2σ Λ = 0, (2.4.13)
which corresponds to a quadratic matrix equation which needs to be solved
for D. See Nguyen and Poloni (2016) for an optimized algorithm to solve
(2.4.13).
The following algorithm provides an iterative method to compute β+d and D.
Its proof relies on pathwise arguments and probabilistic interpretations of the
equations in Theorem 2.31; for more details we refer the reader to Theorem 2.4
in Simon (2017).
Theorem 2.32 Let
D(0) =
( −∆ω 0
|∆−1r− |Λ−σ |∆−1r− |Λ−−
)
.
For n ≥ 0, recursively define {β(n)+d }n≥1 and {D(n)}n≥1 where:
• β(n)+d is the unique solution to the Sylvester equation
∆−1r+ Λ+d + ∆
−1
r+ Λ++X +XD
(n−1) = 0,
• D(n)−d is defined by
D
(n)
−d = |∆−1r− |(Λ−d + Λ−+β(n)+d ),
• D(n)σd is the unique solution to the Sylvester equation
XD(n−1) −∆ηX = −∆ωD(n−1)σd − 2∆−2σ (Λ−d + Λ−+β(n)+d ),
• D(n) is defined by
D(n) =
(
D
(n)
σd
D
(n)
−d
)
.
Then
β+d = lim
n→∞β
(n)
+d and D = limn→∞D
(n).
Once β+d andD have been computed, we can calculate the downcrossing prob-
abilities of {(Vt, Jt)}t≥0 as follows.
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Theorem 2.33 For i ∈ Eσ ∪ E+ ∪ E− and V0 = 0,
P(mx = j, τx <∞ | J0 = i) =
e′i
 I 0β+σ β+−
0 I
 eDx

j
.
In particular,
P(τx <∞ | J0 = i) = e′i
 I 0β+σ β+−
0 I
 eDxe.
2.4.1.2 Upcrossing probabilities
Now we are interested in finding upcrossing probabilities for the process {(Vt, Jt)}t≥0.
Let γ := inf{t > 0 : Vt > 0}, and for any x ≥ 0 define
γx = inf{t > 0 : Vt > x}, and
nx = Jγx .
The study of {nx}x≥0 is completely analogous to the one of {mx}x≥0. For
sake of completeness, we state its corresponding results in Theorem 2.34 and
Theorem 2.35 below.
Let U denote the intensity matrix of the Markov jump process {nx}x≥0 with
state–space Eσ ∪ E+. For i ∈ E− let
α−σij = P(Jτ = j | J0 = i, V0 = 0), j ∈ Eσ,
α−+ij = P(Jτ = j | J0 = i, V0 = 0), j ∈ E+,
and define the matrices α−σ = {α−σij }i∈E−,j∈Eσ and α−+ = {α−+ij }i∈E−,j∈E+ .
Let
Λσu =
(
Λσσ Λσ+
)
, Λ+u =
(
Λ+σ Λ++
)
, Λ−u =
(
Λ−σ Λ−+
)
,
U =
(
Uσσ Uσ+
U+σ U++
)
=:
(
Uσu
U+u
)
, and
α−u =
(
α−σ α−+
)
.
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Theorem 2.34 The matrices α−u and U satisfy the equations
|∆−1r− |Λ−u + |∆−1r− |Λ−−α−u +α−uU = 0,
U+u = ∆−1r+ (Λ+u + Λ+−α−u),
UσuU + 2∆−2σ (−∆rσUσu + Λσu + Λσ−α−u) = 0.
Remark 9 In the case the state space of {Jt}t≥0 is E+ ∪ E−, the equations in
Theorem 2.34 are equivalent to
|∆−1r− |Λ−−α−+ +α−+∆−1r+ Λ++ +α−+∆−1r+ Λ+−α−+ + |∆−1r− |Λ−+ = 0, and
(2.4.14)
U = ∆−1r+ (Λ++ + Λ+−α−+). (2.4.15)
Remark 10 In the case the state space of {Jt}t≥0 is Eσ, the equations in The-
orem 2.34 are equivalent to the quadratic matrix equation
U2 − 2∆−2σ ∆rσU + 2∆−2σ Λ = 0. (2.4.16)
Similarly to Theorem 2.32, the following provides an iterative algorithm to com-
pute the matrices α−u and U .
Theorem 2.35 Let
U (0) =
( −∆η 0
∆−1r+ Λ+σ ∆−1r+ Λ++
)
.
For n ≥ 0, recursively define {α(n)−u}n≥1 and {U (n)}n≥1 where:
• α(n)−u is the unique solution to the Sylvester equation
|∆−1r− |Λ−u + |∆−1r− |Λ−−X +XU (n−1) = 0,
• U (n)+u is defined by
U
(n)
+u = ∆−1r+ (Λ+u + Λ+−α
(n)
−u),
• U (n)σu is the unique solution to the Sylvester equation
XU (n−1) −∆ωX = −∆ηU (n−1)σu − 2∆−2σ (Λ+u + Λ+−α(n)−u),
• U (n) is defined by
U (n) =
(
U
(n)
σu
U
(n)
+u
)
.
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Then
α−u = lim
n→∞α
(n)
−u and U = lim
n→∞U
(n).
The following corresponds to the upcrossing probabilities of {(Vt, Jt)}t≥0.
Theorem 2.36 For i ∈ Eσ ∪ E+ ∪ E− and V0 = 0,
P(nx = j, γx <∞ | J0 = i) =
e′i
 I 00 I
α−σ α−+
 eUx

j
.
In particular,
P(γx <∞ | J0 = i) = e′i
 I 00 I
α−σ α−+
 eUxe.
2.4.2 Case E0 6= ∅
Let {(Vt, Jt)}t≥0 be a general fluid flow process, where
• {Jt}t≥0 has state space Eσ ∪ E+ ∪ E− ∪ E0 and infinitesimal matrix
Λ =

Λσσ Λσ+ Λσ− Λσ0
Λ+σ Λ++ Λ+− Λ+0
Λ−σ Λ−+ Λ−− Λ−0
Λ0σ Λ0+ Λ0− Λ00
 ,
• {Vt}t≥0 is defined
Vt =
∫ t
0
rJsds+
∫ t
0
σJsdBs,
where for each i ∈ Eσ we let σi ∈ (0,∞) and ri ∈ R, for each i ∈ E+ we
let σi = 0 and ri ∈ (0,∞), for each i ∈ E− we let σi = 0 and ri ∈ (−∞, 0),
and for each i ∈ E0 we let σi = 0 and ri = 0.
Let {Jct }t≥0 be the process {Jt}t≥0 censored at its occupation times in E0. That
is, we obtain a path of {Jct }t≥0 by deleting all the holding times of {Jt}t≥0 while
it is in E0. Using the exact same arguments used to prove (2.2.12), we get that
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the state space of {Jct }t≥0 is Eσ ∪ E+ ∪ E− with intensity matrix
Λc =
Λσσ Λσ+ Λσ−Λ+σ Λ++ Λ+−
Λ−σ Λ−+ Λ−−
+
Λσ0Λ+0
Λ−0
 (−Λ00)−1 (Λ0σ Λ0+ Λ0−)
=
Λcσσ Λcσ+ Λcσ−Λc+σ Λc++ Λc+−
Λc−σ Λc−+ Λc−−
 , (2.4.17)
where
Λcσσ = Λσσ + Λσ0(−Λ00)−1Λ0σ,
Λcσ+ = Λσ+ + Λσ0(−Λ00)−1Λ0+,
Λcσ− = Λσ− + Λσ0(−Λ00)−1Λ0−,
Λc+σ = Λ+σ + Λ+0(−Λ00)−1Λ0σ,
Λcσ+ = Λ++ + Λ+0(−Λ00)−1Λ0+,
Λc+− = Λ+− + Λ+0(−Λ00)−1Λ0−,
Λc−σ = Λ−σ + Λ−0(−Λ00)−1Λ0σ,
Λc−+ = Λ−+ + Λ−0(−Λ00)−1Λ0+,
Λc−− = Λ−− + Λ−0(−Λ00)−1Λ0−.
Define
V ct =
∫ t
0
rJcsds+
∫ t
0
σJcsdBs, t ≥ 0,
where {Bt}t≥0 denotes an independent standard Brownian motion. See Figure
2.8 for an example of a E0–censored process. Since {(V ct , Jct )}t≥0 is such that
E0 = ∅, then its downcrossings and upcrossings probabilities can be studied
through the formulae of Subsection 2.4.1 by replacing the intensity matrix Λ
with Λc. Furthermore, the first passage probabilities of {(Vt, Jt)}t≥0 are ex-
actly the same as the ones of {(V ct , Jct )}t≥0, so that the formulae of Theorems
2.31, 2.32, 2.33, 2.34, 2.35 and 2.36 with Λ replaced by Λc also correspond to
the downcrossing and upcrossing probabilities of the general fluid flow process
{(Vt, Jt)}t≥0.
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Figure 2.8: An example of a fluid flow process {(Vt, Jt)}t≥0 (left) and its E0–censored
version {(V ct , Jct )}t≥0 (right), where Eσ = {1}, E+ = {2, 3}, E− = {4, 5}
and E0 = {6}. The holding times of {Jt}t≥0 while at E0 are eliminated
in {Jct }t≥0. Notice that {Vt}t≥0 and {V ct }t≥0 have the same first passage
probabilities.
2.5 Risk processes
In this section we setup several continuous–time stochastic processes {Rt}t≥0
which have been used widely used to model the capital of insurance companies,
called risk processes. Rolski et al. (2009) and Asmussen and Albrecher (2010)
constitute classic monographs on the study of these models. In the following, we
focus our attention in five of these models: the Cramér–Lundberg process, the
spectrally negative Lévy process, the Sparre–Andersen process, the risk process
with MAP arrivals, and the fluid flow risk process.
2.5.1 Cramér–Lundberg process
The following process, called Cramér–Lundberg process, was intially formulated
in Cramér (1930). Let {Nt}t≥0 be a Poison process of rate λ > 0 and let {Ui}i≥1
be an i.i.d. sequence of nonnegative random variables with common distribution
F independent of {Nt}t≥0. We define the Cramér–Lundberg process {Rt}
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with initial capital u > 0 and premium rate p > 0 by
Rt = u+ pt−
Nt∑
i=1
Ui,
where {Nt}t≥0 represents the claim arrival process and {Ui}i≥1 represents
the sequence of claim sizes. See Figure 2.9 for an example of the path of a
Cramér–Lundberg process {Rt}t≥0. As in most risk–reserve process, we are
Rt
u
0
t
Figure 2.9: An example of a Cramér–Lundberg process {Rt}t≥0. Between jumps,
{Rt}t≥0 increases at rate p > 0. Discontinuities happen according to
a Poisson process {Nt}t≥0, and jump sizes correspond to claim sizes
{Ui}i≥1.
interested in computing its infinite–horizon probability of ruin, that is,
ψ(u) := P
(
inf
t≥0
{Rt} < 0 | R0 = u
)
.
The probability of ruin is non–trivial only in the case Rt → +∞ as t → ∞,
which happens if and only if λµ < p where µ := E(U1); in the case λµ ≥ p
ruin is certain and thus ψ(u) = 1 for all u ≥ 0. Fortunately, for the non–trivial
case we have an explicit formula for ψ(u), discovered in Pollaczek (1930) and
Khinchin (1967), which was formulated in a queueing setting related to the
Cramér–Lundberg process.
Theorem 2.37 (Pollaczek–Khinchin formula) Let {Rt}t≥0 be a Cramér–
Lundberg process as described above. Then,
1− ψ(u) = (1− ρ)
∞∑
i=0
ρiF ∗ie (u), (2.5.1)
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where ρ = λµ/p and Fe(x) = µ−1
∫ x
0 (1− F (s))ds.
Although explicit, formula (2.5.1) is not always easily computable. In most cases
F ∗ne has a complex form, and even if it does not, we would need to compute an
infinite sum involving F ∗ne for all n ≥ 1. Notice that the r.h.s. of (2.5.1) has
the following interpretation: if {Yi}i≥1 is an i.i.d. sequence of random variables
with common distribution Fe and Z ∼ Geo(1−ρ) with support on {0, 1, 2, . . . },
then
P
(
Z∑
i=1
Yi ≤ u
)
= (1− ρ)
∞∑
i=0
ρiF ∗ie (u). (2.5.2)
Now, suppose that F corresponds to PH(pi,T ). Then µ = pi(−T )−1e and
1− Fe(x) = µ−1
∫ ∞
x
(1− F (s))ds
= (pi(−T )−1e)−1
∫ ∞
x
pieT seds
= (pi(−T )−1e)−1pi
(∫ ∞
x
eT sds
)
e
= pi(−T )
−1
pi(−T )−1ee
Txe, (2.5.3)
so that Fe corresponds to PH(pie,T ) with pie = pi(−T )
−1
pi(−T )−1e . Equations (2.5.2)
and (2.5.1), and Theorem 2.14 yield the following.
Theorem 2.38 If ψ(u) corresponds to the ruin probability of a Cramér–Lundberg
process {Rt}t≥0 with arrival rate λ > 0, premium rate p > 0, PH(pi,T )–
distributed claim sizes and initial capital u ≥ 0, then
ψ(u) =
{
ρpie exp((T + ρtpie)u)e if ρ < 1
1 if ρ ≥ 1,
where ρ = λµ/p, µ = pi(−T )−1e and pie = pi(−T )
−1
pi(−T )−1e .
Thus, in the case the claims follow a phase–type distribution, the probability of
ruin for the Cramér–Lundberg process will be easily computable. We will use
this fact in Chapter 3 to propose a method to approximate the probability of
ruin of Cramér–Lundberg processes with arbitrary claim size distribution.
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2.5.2 Spectrally negative Lévy process
A Lévy process is usually thought as the continuous–time analogue of a random
walk. Since its inception, the development of the theory of Lévy processes has
been considerably satisfactory. Seminal books on the topic are Bertoin (1998)
and Sato (1999). Furthermore, advances in fluctuation theory of this class of
processes helped spread its use in stochastic modelling; see Kyprianou (2014).
We give a precise definition of a Lévy process next.
A Markov process (Ω,F , {Ft}t≥0, {Xt}t≥0, {Px}x∈R) with Ft = σ({Xs}s≤t) is
said to be a Lévy process if {Xt}t≥0 has cádlág paths and stationary indepen-
dent increments. The latter means that for all t, s ≥ 0 and under the measure
P0,
• Xt+s −Xt ∼ Xs, and
• Xt+s −Xt ⊥ Ft.
Furthermore, the family {Px}x∈R is such that for each x ∈ R, the law of {Xt}t≥0
under Px is the same as the law of {Xt+x}t≥0 under P0. From now on, denote
P0 by P.
The following provides a characterisation of all Lévy processes, due to Lévy
(1934) and Khintchine (1937).
Theorem 2.39 (Lévy–Khinchine formula) Let {Xt}t≥0 be a Lévy process
and for all θ ∈ R define the characteristic exponent Ψ(θ) := − logE(eiθX1).
Then,
E(eiθXt) = e−tΨ(0),
and Ψ(·) is on the form
Ψ(θ) = iaθ + 12σ
2θ2 +
∫
R
(1− eiθx + iθx1|x|<1)Π(dx) (2.5.4)
for some a ∈ R, σ ≥ 0 and Π a measure concentrated on R \ {0} such that∫
R
(1 ∧ x2)Π(dx) <∞.
The following is the classic path decomposition of a Lévy process due to Lévy
(1934) and Itô (1941).
Theorem 2.40 (Lévy–Itô decomposition) If {Xt}t≥0 is a Lévy process with
characteristic exponent given by (2.5.4), then {Xt}t≥0 can be decomposed as the
sum of three independent processes {X(1)t }t≥0, {X(2)t }t≥0 and {X(3)t }t≥0, where
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1. {X(1)t }t≥0 corresponds to a Brownian motion with drift which has charac-
teristic exponent
Ψ(1)(θ) = iaθ + 12σ
2θ2,
2. {X(2)t }t≥0 corresponds to a compound Poisson process which has charac-
teristic exponent
Ψ(2)(θ) =
∫
|x|≥1
(1− eiθx)Π(dx), and
3. {X(3)t }t≥0 corresponds to a square–integrable martingale with an almost
surely countable number of jumps on each finite time interval, which has
characteristic exponent
Ψ(3)(θ) =
∫
0<|x|≤1
(1− eiθx + iθx)Π(dx).
Throughout this manuscript we will focus on the family of Lévy processes with
downward jumps only, denominated spectrally negative Lévy processes.
See Figure 2.10 for an example of the path of a spectrally negative Lévy’ pro-
cess {Rt}t≥0. For a spectrally negative Lévy process {Xt}t≥0, the Lévy expo-
Xt
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0
t
Figure 2.10: An example of a spectrally negative risk process {Xt}t≥0 with X0 = 0.
This example has a Brownian component between jumps that happen
at the arrival epochs of a Poisson process.
nent ψ(θ) := logE(eθX1) is guaranteed to exist for all θ ≥ 0, and by analytic
continuation of (2.5.4), it has the form
ψ(θ) = aθ + 12σ
2θ2 +
∫
(−∞,0)
(eθx − 1− θx1x>−1)Π(dx). (2.5.5)
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In the risk theory context, a spectrally negative Lévy process {Xt}t≥0 such
that Xt →∞ as t→∞ is sometimes called a Lévy risk process, following the
reasoning that downward jumps model claim sizes, while the (possibly negative)
premium is collected at a continuous rate. Notice that the condition Xt → ∞
implies that a > 0 in (2.5.5). Furthermore, notice that the Cramér–Lundberg
process is an example of a Lévy risk process.
2.5.3 Sparre–Andersen process
In Andersen (1957), a risk model is proposed as a generalization of the Cramér–
Lundberg process, in the sense that the time between claims is no longer re-
stricted to be exponential. The process, coined Sparre–Andersen process, will
resemble a random walk, though, in general it does not belong to the class of
Lévy process. We give its precise definition next.
Let {Nt}t≥0 be a renewal process with interarrival times {Si} with common
ditribution G and let {Ui}i≥1 be an i.i.d. sequence of nonnegative random
variables with common distribution F independent of {Nt}t≥0. We define the
Sparre–Andersen process {Rt} with initial capital u > 0 and premium
rate p > 0 by
Rt = u+ pt−
Nt∑
i=1
Ui, t ≥ 0.
By taking G ∼ Exp(λ) (λ > 0) one recovers the Cramér–Lundberg process.
The general Sparre–Andersen process, however, lacks an explicit formula for its
probability of ruin. A formula for the probability of ruin of a Sparre–Andersen
process with phase–type and matrix–exponential components can be found in
Asmussen and Rolski (1992) and Bladt et al. (1996), respectively.
2.5.4 Risk process with MAP arrivals
The following class of risk processes were inspired by Markov modulation. That
is, models in which the “environment” (that is, intensity of arrivals or type of ar-
rivals) changes according to an underlying Markov jump process; see Asmussen
(1989) for details. In the following, we give a mathematical definition of how
said modulation affects the risk process.
Let {(Nt, Jt)}t≥0 be a MAPp(α,C,D) where {Jt}t≥0 has state–space E. Let
{Ti}i≥1 denote the arrival epochs of {Nt}t≥0. Let {F (k`)}}k,`∈{1,...,p} be a col-
2.5 Risk processes 69
lection of nonnegative distribution functions. Let
Rt = u+
∫ t
0
r∗Jsds+
∫ t
0
σ∗JsdBs +
∑
i:Ti≤t
U
(KiLi)
i , (2.5.6)
where r∗i , σ∗i ≥ 0 for all i ∈ E, {Bt}t≥0 is an independent standard Brownian
motion, Ki = JT−
i
, Li = JTi , and for all k, ` ∈ {1, . . . , p}, {U (k`)i }i≥1 is an
independent i.i.d. sequence with common distribution F (k`). That is, at each
discontinuity of {Nt}t≥0 induced by a jump from i to j in {Jt}t≥0, we draw an
independent claim size with distribution F (ij). We call {Rt}t≥0 a risk process
with MAP arrivals. See Figure 2.11 for an example of the path of {Rt}t≥0.
The class of risk processes with MAP arrivals corresponds to the class of spec-
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Figure 2.11: An example of a risk process {Rt}t≥0 with MAP arrivals {(Nt, Jt)}t≥0
with phase–space Eσ ∪ E+ = {1, 2, 3}. The arrival times are indicated
in {Jt}t≥0 with a diamond. In this example, the first claim was drawn
according to the distribution F (33), the second one according to F (12),
the third one according to F (22) and the fourth one according to F (21).
trally negative Markov additive processes with finite–jump activity; see Breuer
(2008) and Ivanovs (2011).
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Notice that if G ∼ PH(pi,T ) and F is any general nonnegative distribution, then
the risk process {Rt}t≥0 with MAP arrivals (pi,C,D) with C = T , D = tpi
and F (k`) ∼ F for all k, ` ∈ {1, . . . , p} corresponds to a Sparre–Andersen process
with PH(pi,T )–distributed interarrival times and F–distributed claim sizes.
2.5.5 Fluid flow risk process
This final class of risk processes is based on the following simple idea: for a
given fluid flow process, regard its linear downward movements as downward
jumps instead. This idea was first pursued in Asmussen (1995b). Since then,
the use of fluid flow processes as risk processes has been advocated several times
in the literature; see Badescu et al. (2005), Ren et al. (2009) and Breuer (2010)
for some examples. The advantage of this class of risk processes, which we coin
fluid flow risk processes in this thesis, is that several first pasage probabilities
are directly inherited from the theory of fluid flow processes. Below we give the
precise definition of a fluid flow risk process.
Let {(Vt, Jt)}t≥0 = {(V (t), J(t))}t≥0 be a fluid flow process with phase–space
Eσ ∪ E+ ∪ E− ∪ E0 such that ri = −1 for all i ∈ E−. Let S0 = U0 = 0 and for
i ≥ 1 define
Si = inf
{
t > 0 : J
(
t+
i−1∑
k=1
(Sk + Uk)
)
∈ E−
}
,
Ui = inf
{
t > 0 : J
(
t+
i∑
k=1
(Sk + Uk−1)
)
∈ Eσ ∪ E+ ∪ E0
}
.
We define the fluid flow risk process {Rt}t≥0 by
Rt = V
(
t+
i∑
k=1
Uk
)
for t ∈
[
i∑
k=1
Sk,
i+1∑
k=1
Sk
)
,
and we call {(Vt, Jt)}t≥0 its associated fluid flow process. See Figure 2.12 for an
example of the path of a fluid flow risk process {Rt}t≥0. Notice that {Vt}t≥0
and {Rt}t≥0 share the same first passage probabilities: this observation is the
key behind computing the probability of ruin of {Rt}t≥0. We will get back to
this problem in Chapter 5.
Below we show how some risk models with phase–type–distributed claim sizes
fit the framework of fluid flow risk processes.
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Figure 2.12: An example of a fluid flow process process {Vt}t≥0 and its associated
fluid flow risk process {Rt}t≥0. Notice that the downward linear move-
ments of {Vt}t≥0 (shown in red) translate into jumps in {Rt}t≥0.
Example 2.7 (Cramér–Lundberg processes) Let {Rt}t≥0 be the Cramér–
Lundberg process with premium rate p > 0, initial capital, arrival rate λ > 0
and claim sizes with common distribution PH(pi,T ). Let ET be the phase–space
of PH(pi,T ). Then {Rt}t≥0 can be regarded as a fluid flow risk process with
associated fluid flow process {(Vt, Jt)}t≥0, where {Jt}t≥0 has state–space E+∪E−
with E+ = {1} and E− = ET . Moreover, {Jt}t≥0 has initial distribution (1,0)
and intensity matrix (−λ λpi
t T
)
,
while the reward rates {ri}i∈E+∪E− and Brownian noise rates {ri}i∈E+∪E− are
given by
ri = p and σi = 0, i ∈ E+,
ri = −1 and σi = 0, i ∈ E−.
This embedding was originally proposed in Asmussen et al. (2002) in order to
compute approximations to the finite–horizon probability of ruin of the Cramér–
Lundberg process.
Example 2.8 (Spectrally negative Lévy processes) Let {Rt} be a spec-
trally negative Lévy process with PH(pi,T )–distributed jumps. More precisely,
{Rt}t≥0 has Lévy exponent
ψ(θ) = pθ + 12σ
2θ2 +
∫
(−∞,0)
(eθx − 1− θx1x>−1)Π(dx)
where p > 0 and Π(dx) = λpieTxt. The case σ = 0 corresponds to a Cramér–
Lundberg process treated in Example 2.8. The case σ > 0 can be regarded as
a fluid flow risk process with associated fluid flow process {(Vt, Jt)}t≥0, where
{Jt}t≥0 has state–space Eσ ∪ E− with Eσ = {1} and E− = ET , where ET
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corresponds to the phase–state of PH(pi,T ). Furthermore, {Jt}t≥0 has initial
distribution (1,0) and intensity matrix(−λ λpi
t T
)
,
while the reward rates {ri}i∈Eσ∪E− and Brownian noise rates {ri}i∈Eσ∪E− are
given by
ri = p and σi = σ, i ∈ Eσ,
ri = −1 and σi = 0, i ∈ E−.
This embedding was originally proposed in Asmussen et al. (2004) in order to
compute some fluctuation identities of options based on phase–type Lévy models.
Example 2.9 (Sparre–Andersen processes) Let {Rt}t≥0 be a Sparre an-
dersen process with premium rate p > 0, PH(α,S)–distributed interarrival times
and PH(pi,T )–distributed claim sizes. Let ES and ET denote the phase–spaces
of PH(α,S) and PH(pi,T ), respectively. Then {Rt} can be regarded as a fluid
flow risk process with associated fluid flow process {(Vt, Jt)}t≥0, where {Jt}t≥0
has state–space E+ ∪E− with E+ = ES and E− = ET . The process {Jt}t≥0 has
an initial distribution (α,0) and intensity matrix(
S spi
tα T
)
,
while the reward rates {ri}i∈E+∪E− and Brownian noise rates {ri}i∈E+∪E− are
given by
ri = p and σi = 0, i ∈ E+,
ri = −1 and σi = 0, i ∈ E−.
This embedding was first proposed in Stanford et al. (2005) in order to compute
the finite–horizon probability of ruin of a Sparre–Andersen process.
Example 2.10 (Risk processes with MAP arrivals) Let {Rt} be a risk pro-
cess with MAPp(α,C,D)–arrivals defined as in (2.5.6). Moreover, suppose that
for each i, j ∈ {1, . . . , p}, F (ij) corresponds to a phase–type distribution with pa-
rameters (pi(ij),T (ij)) and phase–space E(ij). Then {Rt}t≥0 can be regarded as
a fluid flow risk process with underlying fluid flow process {(Vt, Jt)}t≥0, where
{Jt}t≥0 has state–space (Eσ ∪ E+) ∪ E− with
Eσ ∪ E+ = {1, . . . , p} and E− =
⋃
(i,j)∈{1,...,p}2
E(ij).
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The process {Jt}t≥0 has initial distribution (α,0) and intensity matrix
c11 · · · c1p d11pi(11) · · · d1ppi(1p) · · · 0 · · · 0
c21 · · · c2p 0 · · · 0 · · · 0 · · · 0
...
. . .
...
...
. . .
...
. . .
...
. . .
...
cp1 · · · cpp 0 · · · 0 · · · d11pi(11) · · · d1ppi(1p)
t(11) · · · 0 T (11) · · · 0 · · · 0 · · · 0
...
. . .
...
...
. . .
...
. . .
...
. . .
...
0 · · · t(tp) 0 · · · T (1p) · · · 0 · · · 0
...
. . .
...
...
. . .
...
. . .
...
. . .
...
t(p1) · · · 0 0 · · · 0 · · · T (p1) · · · 0
...
. . .
...
...
. . .
...
. . .
...
. . .
...
0 · · · t(pp) 0 · · · 0 · · · 0 · · · T (pp)

,
while the reward rates {ri}i∈Eσ+∪E− and Brownian noise rates {ri}i∈Eσ+∪E−
are given by
ri = r∗i and σi = σ∗i , i ∈ Eσ ∪ E+,
ri = −1 and σi = 0, i ∈ E−.
This embedding was first explored in Ramaswami (2006) in order to compute
some first passage probabilities of the risk process with MAP arrivals.
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Chapter 3
An approximation of
Cramér–Lundberg probability
of ruin
3.1 Introduction
Consider a Cramér–Lundberg process {Rt}t≥0 with arrival rate λ > 0, premium
rate p > 0, F–distributed claim sizes and initial capital u ≥ 0. From Theorem
2.37 we know that the probability of ruin ψ(u) is equal to
1− (1− ρ)
∞∑
i=0
ρiF ∗ie (u), (3.1.1)
where ρ = λµ/p, µ is the mean of F and Fe(x) = µ−1
∫ x
0 (1−F (s))ds. Although
exact, (3.1.1) is not easy to compute for general distributions F , except whenever
F is phase–type–distributed (as noted in Theorem 2.38).
In this chapter we propose a method to approximate the probability of ruin of
a Cramér–Lundberg process with arbitrary claim size distribution F which is
either absolutely continuous or discrete, and has finite first moment. It is based
on the approximation of an arbitrary distribution by a phase–type scale mixture;
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see Vatamidou et al. (2012) and Bladt et al. (2014). We provide error bounds
for our approximation and finalise by discusing the advantages and disavantages
of our approach with respect to other methods in the literature.
The main original results stemming from this chapter are Theorem 3.1, Theorem
3.5 and Theorem 3.6.
3.2 Approximation of geometric random sums
For u ≥ 0, ρ ∈ (0, 1) and distribution function H with support on [0,∞), define
ψg(u, ρ,H) := 1− (1− ρ)
∞∑
i=0
ρiH∗i(u). (3.2.1)
According to (2.2.10), the r.h.s. of (3.2.1) can be interpreted as the distribution
function of a geometric random sum of i.i.d.r.v.’s with common distribution H.
Intituitively, if H1 and H2 are distribution functions which are “similar” to each
other, then we expect ψg(u, ρ,H1) to be close to ψg(u, ρ,H2). The following is
a precise statement of this fact, which is an improvement of the bound found in
Proposition 2 of Vatamidou et al. (2012).
Theorem 3.1 Let u ≥ 0, ρ ∈ (0, 1), and let H1 and H2 be distribution functions
with support on [0,∞). Then,
|ψg(u, ρ,H1)− ψg(u, ρ,H1)| ≤ sup
s≤u
{|H1(s)−H2(s)|} (1− ρ)ρ(1− ρH1(u)) (1− ρH2(u)) .
(3.2.2)
Proof. First, let us verify that for all n ≥ 1,
sup
s≤u
{|H∗n1 (s)−H∗n2 (s)|} ≤ sup
s≤u
{|H1(s)−H2(s)|}
n−1∑
i=0
Hi1(u)Hn−1−i2 (u).
(3.2.3)
We prove the previous by induction. It is clearly valid for n = 1. Let us assume
that it is valid for some n ≥ 1. Then,
sup
s≤u
{∣∣H∗n+11 (s)−H∗n+12 (s)∣∣}
= sup
s≤u
{∣∣H∗n+11 (s)−H∗n1 ∗H2(s) +H∗n1 ∗H2(s)−H∗n+12 (s)∣∣}
≤ sup
s≤u
{∣∣H∗n+11 (s)−H∗n1 ∗H2(s)∣∣}+ sup
s≤u
{∣∣H∗n1 ∗H2(s)−H∗n+12 (s)∣∣} .
(3.2.4)
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Let us examine the summands in (3.2.4). We can bound the first one by
sup
s≤u
{∣∣H∗n+11 (s)−H∗n1 ∗H2(s)∣∣} ≤ sup
s≤u
{∫ s
0
|H1(r)−H2(r)|dH∗n1 (r)
}
≤ sup
s≤u
{∫ s
0
sup
`≤u
{|H1(`)−H2(`)|}dH∗n1 (r)
}
= sup
`≤u
{|H1(`)−H2(`)|} sup
s≤u
{∫ s
0
dH∗n1 (r)
}
= sup
`≤u
{|H1(`)−H2(`)|}H∗n1 (u)
≤ sup
`≤u
{|H1(`)−H2(`)|}Hn1 (u), (3.2.5)
where in the last step we used the trivial inequality H∗n ≤ Hn valid for all
nonnegative distribution functions H. To bound the second summand of (3.2.4),
we have that
sup
s≤u
{∣∣H∗n1 ∗H2(s)−H∗n+12 (s)∣∣} (3.2.6)
≤ sup
s≤u
{∫ s
0
|H∗n1 (r)−H∗n2 (r)|dH2(r)
}
≤ sup
s≤u
{∫ s
0
sup
`≤u
{|H∗n1 (`)−H∗n2 (`)|}dH2(r)
}
= sup
`≤u
{|H∗n1 (`)−H∗n2 (`)|} sup
s≤u
{∫ s
0
dH2(r)
}
≤
(
sup
`≤u
{|H1(`)−H2(`)|}
n−1∑
i=0
Hi1(u)Hn−1−i2 (u)
)
H2(u)
= sup
`≤u
{|H1(`)−H2(`)|}
n−1∑
i=0
Hi1(u)Hn−i2 (u), (3.2.7)
where in the second–to–last inequality we used the induction hypothesis. Sum-
ming (3.2.5) and (3.2.7) we get that
sup
s≤u
{∣∣H∗n+11 (s)−H∗n+12 (s)∣∣} ≤ sup
s≤u
{|H1(s)−H2(s)|}
n∑
i=0
Hi1(u)Hn−i2 (u),
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so that (3.2.3) is valid for all n ≥ 1. Finally,
|ψg(u, ρ,H1)− ψg(u, ρ,H2)|
≤
∞∑
n=1
(1− ρ)ρn |H1∗n(u)−H2∗n(u)|
≤ sup
s≤u
{|H1(s)−H2(s)|} (1− ρ)
∞∑
n=1
ρn
n−1∑
i=0
H1
i(u)H2n−1−i(u)
= sup
s≤u
{|H1(s)−H2(s)|} (1− ρ)
∞∑
i=0
∞∑
n=i+1
ρnH1
i(u)H2n−1−i(u)
= sup
s≤u
{|H1(s)−H2(s)|} (1− ρ)
∞∑
i=0
∞∑
n=0
ρn+i+1H1
i(u)H2n(u)
= sup
s≤u
{|H1(s)−H2(s)|} (1− ρ)ρ
∞∑
i=0
ρiH1
i(u)
∞∑
n=0
ρnH2
n(u)
= sup
s≤u
{|H1(s)−H2(s)|} (1− ρ)ρ(1− ρH1(u)) (1− ρH2(u)) .

Our bound improves the one in Proposition 2 of Vatamidou et al. (2012) by a
factor of
(1− ρ)2
(1− ρH1(u)) (1− ρH2(u)) . (3.2.8)
However, notice that as u→∞, (3.2.8) goes to 1, so that for large values of u,
the bound of Proposition 2 of Vatamidou et al. (2012) and the one provided by
Theorem 3.1 are close to each other.
3.3 Two kinds of approximations
For a given nonnegative distribution function F with finite mean µ, define the
nonnegative distribution functions Fe and Fm given by
Fe(x) = µ−1
∫ x
0
(1− F (s))ds, and (3.3.1)
Fm(x) = µ−1
∫ x
0
sF (ds). (3.3.2)
In the literature, Fe is called the integrated tail distribution of F , and Fm
is called the moment distribution of F . While it is clear from (3.1.1) that Fe
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plays an important role in the computation of ψ(u), Fm also does so in a slightly
subtler way. To see this, for nonnegative distributions F and G with finite first
moments µ and ν, define their Mellin convolution, denoted by H ? G, by
taking
(F ? G)(u) =
∫ ∞
0
G(u/s)F (ds), x ≥ 0.
The Mellin convolution F ? G has an easy intepretation: if X ∼ F , Y ∼ G
and X is independent of Y , then XY ∼ F ? G. The previous probabilistic
interpretation of the Mellin convolution implies that F ? G = G ? F , and also
that the first moment of F ? G is equal to µν. The following exhibits a link
between Fe and Fm by means of the Mellin convolution.
Proposition 3.2 Let F and G be nonnegative distributions with finite first mo-
ments. Then,
(F ? G)e = Fm ? Ge. (3.3.3)
In particular,
Fe = Fm ? U, (3.3.4)
where U denotes a U(0, 1)–distribution.
Proof. Let µ and ν denote the first moments of F and G, respectively. Observe
that
(F ? G)e =
1
µν
∫ x
0
(1− (F ? G)(s)) ds
= 1
µ
∫ x
0
∫ ∞
0
1−G(s/r)
ν
F (dr)ds
=
∫ ∞
0
Ge(x/r)
rdF (dr)
µ
=
∫ ∞
0
Ge(x/r)Fm(dr)
= (Ge ? Fm)(x) = (Fm ? Ge)(x), (3.3.5)
so that (3.3.3) follows. To prove (3.3.4), simply note that F = F ? δ1 and that
(δ1)e(x) =
∫ x
0
(1− δ1(s))ds
=
∫ x
0
(1− 1[1,∞)(s))ds
=
∫ x
0
(1[0,1)(s))ds,
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from which we can conclude that (δ1)e corresponds to the U(0, 1) distribution
and the proof is finished. In the following, we discuss two ways of approximating
the probability of ruin for the Cramér–Lundberg process based on Theorem 3.1
and approximations of Fe and Fm.
3.3.1 Approximating Fe
Suppose we have a closed–form formula for F and its mean µ. This means
that the density function associated to Fe is also closed–form, given by fe =
µ−1(1− F ). With this in mind, we can approximate the probability of ruin
ψ(u) = 1− (1− ρ)
∞∑
i=0
ρiF ∗ie (u)
as follows.
1. We can fit a phase–type density h to fe following the algorithm of As-
mussen et al. (1996). Once h is determined to correspond to the distribu-
tion H ∼ PH(α,S), we can use the approximation
ψ(u, ρ,H) = 1− (1− ρ)
∞∑
i=0
ρiH∗i(u),
which by (2.2.10) we know can be expresed as
ψ(u, ρ,H) = ραe(S+ρsα)ue.
2. We can fit a probability mass function h to fe with support on {0, r, 2r, 3r, . . . },
for some fixed r > 0. Once the masses {h(ir)}∞i=0 and the associated dis-
tribution functionH are determined, we can follow the recursive algorithm
of Panjer (1986) to compute
ψ(u, ρ,H) = 1− (1− ρ)
∞∑
i=0
ρiH∗i(u),
which is given by the formula
ψ(u, ρ,H) = ψapp(bu/rcr, ρ,H)
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with
ψapp(ir, ρ,H) =
1−H(ir)
(1− ρ)−1 − h(0)
− 1(1− ρ)−1 − h(0)
i∑
j=1
h(jr)ψapp((i− j)r, ρ,H),
ψapp(0, ρ,H) =
1− h(0)
(1− ρ)−1 − h(0) .
In either case, the approximation ψ(u, ρ,H) will be such that
|ψ(u)− ψ(u, ρ,H)| = |ψ(u, ρ, Fe)− ψ(u, ρ,H)|
≤ sup
s≤u
{|Fe(s)−H(s)|} (1− ρ)ρ(1− ρFe(u)) (1− ρH(u)) , (3.3.6)
according to Theorem 3.1.
3.3.2 Approximating Fm
In this subsection, suppose that there is no closed–form formula for F , F is
either absolutely continuous or discrete, and its density or mass function f has
a closed–form formula. By (3.3.2), Fm has a density or mass function fm given
by
fm(x) = µ−1xf(x),
where x varies over the support of f . Notice that if F is absolutely continuous
(discrete), then Fm is absolutely continuous (discrete).
If we were to approximate Fm with, say, a distribution function H, how well
does H ? U approximate Fe? According to Proposition 3.2, they should not be
too different; we give a precise statement next.
Lemma 3.3 For any nonnegative distribution functions F and H,
sup
s≤u
{|Fe(s)− (H ? U)(s)|} ≤ sup
s
{|Fm(s)−H(s)|}.
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Proof. Simply notice that
sup
s≤u
{|Fe(s)− (H ? U)(s)|} = sup
s≤u
{|(Fm ? U)(s)− (H ? U)(s)|}
= sup
s≤u
{∣∣∣∣∫ 1
0
Fm(s/r)−H(s/r)dr
∣∣∣∣}
≤ sup
s≤u
{∫ 1
0
|Fm(s/r)−H(s/r)|dr
}
≤
∫ 1
0
sup
s
{|Fm(s/r)−H(s/r)|}dr
= sup
s
{|Fm(s)−H(s)|} .
Lemma 3.3 and Theorem 3.1 imply that
|ψ(u)− ψ(u, ρ,H ? U)| ≤ sup
s
{|Fm(s)−H(s)|} (1− ρ)ρ(1− ρFe(u)) (1− ρ(H ? U)(u)) .
(3.3.7)
Thus, ψ(u, ρ,H ? U) constitutes an approximation to the probability of ruin
whenever H and Fm are close enough. The downside is that there is no general
direct method to compute ψ(u, ρ,H?U). We propose a method to approximate
ψ(u, ρ,H ? U) whenever H corresponds to a positive discrete distribution with
a finite amount of atoms, say at {ri}Ni=1. Such method is based on the following
observation.
Proposition 3.4 Let Ek denote the Erlang distribution of mean 1 and dimen-
sion k, that is, the distribution with density function g given by
g(x) = ke−kx (kx)
k−1
(k − 1)! , x ≥ 0.
Then,
Ek
w→ δ1 as k →∞, and (3.3.8)
Eke
w→ U as k →∞, (3.3.9)
where w→ denotes weak convergence. Moreover,
1− Eke (1) = e−k
kk−1
(k − 1)! ≤ (2pik)
− 12 . (3.3.10)
Proof. Let Xk ∼ Ek. It is known that Var(Xk) = E((Xk − 1)2) = 1/k, so
that Xk converges in L2 to 1, which in turn implies convergence in distribution
3.3 Two kinds of approximations 83
and (3.3.8) follows. Equation (3.3.9) follows by noting that (3.3.8) implies the
a.e. pointwise convergence of the density function of Eke to the density function
of U .
To prove (3.3.10), notice that
1− Eke (1) = 1−
∫ 1
0
(1− Ek(s))ds =
∫ 1
0
Ek(s)ds
=
∫ 1
0
(
1−
k−1∑
n=0
1
n! e
−ks(ks)n
)
ds = 1−
k−1∑
n=0
1
n!
∫ 1
0
e−ks(ks)nds
= 1−
k−1∑
n=0
1
n!
(
n!k−1 − e−k
n∑
k=0
n!kk−1
k!
)
= e−k
k−1∑
n=0
n∑
k=0
kk−1
k!
= e−k
k−1∑
k=0
(k − k)k
k−1
k! = e
−k
(
k−1∑
k=0
kk
k! −
k−1∑
k=0
k
kk−1
k!
)
= e−k
(
k−1∑
k=0
kk
k! −
k−1∑
k=1
kk−1
(k − 1)!
)
= e−k
(
k−1∑
k=0
kk
k! −
k−2∑
k=0
kk
k!
)
= e−k k
k−1
(k − 1)! .
Finally, an application of Stirling’s formula k! >
√
2pikk+ 12 e−k yields 1−Êk(1) <
(2pik)− 12 and the proof is finished. 
Remark 11 Not only does Ek converge weakly to δ1 as k goes to infinity:
amongst the class of phase–type distributions of dimension k, Ek is the one
that approximates δ1 the best. This statement was proved in Aldous and Shepp
(1987) and in O’Cinneide (1991b); in the former it is checked that Ek is the
least variable distribution amongst PHk in a coefficient of variation sense, and
in the latter it was checked that Ek is the least variable distribution amongst
PHk in a convex order sense. This is what inspired the concept of erlangiza-
tion: approximating a deterministic variable with a weakly convergent sequence
of Erlang distributed random variables.
Proposition 3.4 implies that for sufficiently large k ≥ 0, ψ(u, ρ,H ? Eke ) must
be a “good” approximation of ψ(u, ρ,H ? U). We assess the quality of such an
approximation next.
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Theorem 3.5
∣∣ψ(u, ρ,H ? U)− ψ(u, ρ,H ? Eke )∣∣ ≤ ρ (1− Eke (1))1− ρEke (1) ≤ ρ1− ρ
√
1
2pik .
Proof. Let {Xn}n≥1 be a sequence i.i.d.r.v.’s with common distribution H.
Then,
∣∣(H ? U)∗n(u)− (H ? Eke )∗n(u)∣∣
=
∣∣∣∣∣∣∣
∫
· · ·
∫
Rn+
P(s1X1 + · · ·+ snXn ≤ u)U(ds1) . . . U(dsn)
−
∫
· · ·
∫
Rn+
P(s1X1 + · · ·+ snXn ≤ u)Eke (ds1) . . . Eke (dsn)
∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣
∫
· · ·
∫
Rn+
P(s1X1 + · · ·+ snXn ≤ u)
×
(∏n
i=1 1[0,1)(si)−
∏n
i=1(1− Ek(si))
) ds1 . . .dsn
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
· · ·
∫
[0,1]n
P(s1X1 + · · ·+ snXn ≤ u)
×
(∏n
i=1 1[0,1)(si)−
∏n
i=1(1− Ek(si))
) ds1 . . .dsn
−
∫
· · ·
∫
Rn\[0,1]n
P(s1X ′1 + · · ·+ snXn ≤ u)
×
(∏n
i=1(1− Ek(si))
) ds1 . . .dsn
∣∣∣∣∣∣
≤ sup

∫ · ·· ∫
[0,1]n
(∏n
i=1 1[0,1)(si)−
∏n
i=1(1− Ek(si))
)
ds1 . . .dsn ,∫ · ·· ∫
Rn+\[0,1]n
∏n
i=1(1− Ek(si))ds1 . . .dsn
 .
Notice that
∫
· · ·
∫
[0,1]n
(
n∏
i=1
1[0,1)(si)−
n∏
i=1
(1− Ek(si))
)
ds1 . . . dsn
= 1−
(∫ 1
0
(1− Ek(s)ds
)n
= 1− (Eke (1))n,
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and that∫
· · ·
∫
Rn+\[0,1]n
n∏
i=1
(1− Ek(si))ds1 . . . dsn
= 1−
∫
· · ·
∫
[0,1]n
n∏
i=1
(1− Ek(si))ds1 . . . dsn = 1− (Eke (1))n,
so that ∣∣(H ? U)∗n(u)− (H ? Eke )∗n(u)∣∣ ≤ 1− (Eke (1))n.
Therefore, we have that∣∣ψ(u, ρ,H ? U)− ψ(u, ρ,H ? Eke )∣∣
≤
∞∑
n=1
(1− ρ)ρn ∣∣(H ? U)∗n(u)− (H ? Eke )∗n(u)∣∣
≤
∞∑
n=1
(1− ρ)ρn (1− (Eke (1))n)
= ρ
(
1− (1− ρ)E
k
e (1)
1− ρEke (1)
)
=
ρ
(
1− Eke (1)
)
1− ρEke (1)
≤ ρ1− ρ
√
1
2pik ,
and the proof is finished. 
The final step is to make sense of H ? Eke . Since Ek follows an Erlang distri-
bution of mean 1 and dimension k, its phase–type representation is given by
PHk(e′1,Ek) where
Ek =

−k k 0 · · · 0
0 −k k · · · 0
0 0 −k · · · 0
...
...
... . . .
...
0 0 0 · · · −k
 .
Following (2.5.3), it can be verified that Eke ∼ PHk(k−1e′,Ek). Thus, if H is a
positive discrete distribution with atoms in {ri}Ni=1 of size {hi}Ni=1, then
H ? Eke (x) =
N∑
i=1
hiE
k
e (x/ri)
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corresponds to a finite mixture of phase–type distributions. By (S2.2.3), H ?Eke
is itself a phase–type distribution of parameters (α∗k,T ∗k ) with
α∗k = k−1(h1e′, h2e′, . . . , hNe′), and (3.3.11)
T ∗k =

Ek/r1 0 0 · · · 0
0 Ek/r2 0 · · · 0
0 0 Ek/r3 · · · 0
...
...
... . . .
...
0 0 0 · · · Ek/rN
 . (3.3.12)
This means that ψ(u, ρ,H?Eke ) can be explicitly computed by means of (2.2.10).
Thus, taking into account Theorem 2.38, (3.3.7) and Theorem 3.5 we get the
following.
Theorem 3.6 Let H be a postive discrete distribution with atoms in {ri}Ni=1 of
size {hi}Ni=1. Then,
|ψ(u)− ψ(u, ρ,H ? Eke )| ≤ 1(Fm −H) + 2(k),
where
ψ(u, ρ,H ? Eke ) = ρα∗k exp((T ∗k + ρt∗kα∗k)u)e (3.3.13)
with α∗ and T ∗k given by (3.3.11) and (3.3.12), t∗k := −T ∗k e,
1(Fm −H) = sup
s
{|Fm(s)−H(s)|} (1− ρ)ρ(1− ρFe(u)) (1− ρ(H ? U)(u)) , and
2(k) =
ρ
1− ρ
√
1
2pik .
Thus, Theorem 3.6 provides a way to approximate ψ(u) with the closed–form
formula given by (3.3.13). Its error bound is on the form 1 + 2, where 1
depends solely on the approximation error of H to Fm, while 2 only depends
on the dimension used for the erlangization.
3.4 Conclusions and remarks
We provided a method to approximate the probability of ruin of a Crámer–
Lundberg process. Our method compares to the existing methods in the litera-
ture as follows:
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• Our methodology is based in calibration rather than statistical fitting.
Since it is based on a brute–force approach of approximating distribu-
tions with a mixture of Erlang distributions, the dimension of the matri-
ces required to make the computations is exceedingly large. If Fe is of
closed–form, we believe that fitting Fe with a phase–type distribution as
in Asmussen et al. (1996) is the most elegant and efficient way to go and
the error bound of such an approximation will be given by our bond in
(3.3.6).
• The approximation of Panjer (1986) based on discretization of Fe is straight-
forward to implement when Fe is of closed–form. The error bound of such
an approximation will also be given by our bond in (3.3.6).
• The density or mass function of Fm is always of closed–form whenever
the density or mass function of F is of closed–form. This is not always
the case with Fe. Thus, Theorem 3.6 provides a general systematic way to
approximate the probability of ruin of any Cramér–Lundberg process with
discrete or continuous claim sizes, irrespective of Fe having a closed–form
formula or not. Moreover, we give a bound 1 + 2 for the error of such an
approximation.
• If F is discrete, then Fm is discrete. This means that in the case of
discrete claim sizes with compact support, we can choose H = Fm and
get 1 = 0. If Fm has an infinite number of atoms, we would still able to
choose H = Fm and compute the probability of ruin using the theory of
infinite–dimensional phase–type distributions; this class of distributions
may be used to approximate heavy tailed ones, see Bladt et al. (2014)
and Peralta et al. (2018) for details. Otherwise, if we want to keep H
within the class of finite–dimensional phase–type distributions we can do
it, however, we would have that 1 > 0.
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Chapter 4
Bivariate phase–type
distributions and their
application to fluid flow risk
processes
4.1 Introduction
In section 2.2.2 we learnt how to compute the distribution of the marginals of
a given MPH∗ Kulkarni’s multivariate phase–type distribution. In this chapter
we focus on a class of bivariate distributions which are a subset of the class
MPH∗ and are constructed according to the following principle: the bivariate
distribution must have given marginals and given Pearson’s correlation coeffi-
cient. In order to do so we follow the work of Baker (2008), where multivariate
distributions with given marginals are constructed by using the order statistics
of said marginals. Later on, we show how to use this class of bivariate distribu-
tion in order to model different kinds of dependent Sparre–Andersen processes
with phase–type–distributed interarrival times and claim sizes. We finalise by
discusing the benefits and disadvantages of our contruction with respect to other
approaches in the literature.
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The main original results stemming from this chapter are located in Section 4.3,
Subsection 4.4.1, Subsection 4.4.2 and Subsection 4.4.3.
4.2 Bivariate distribution of the Baker–type
Let F denote any distribution function over R and for fixed n ≥ 1, let {Xi}ni=1
be a collection of i.i.d.r.v.’s with common distribution F . Let Xi:n denote the
i-th order statistic among n, so that X1:n ≤ X2:n ≤ · · · ≤ Xn:n. For each
i ∈ {1, . . . , n}, let Fi:n denote the distribution function of Xi:n, so that
Fi:n(x) =
n∑
k=i
(
n
k
)
(F (x))k(1− F (x))n−k, x ∈ R.
Theorem 4.1 Let F be any distribution function over R and let {Fi:n}ni=1 be
their corresponding order statistics. Then,
F = 1
n
n∑
i=1
Fi:n. (4.2.1)
Proof. For any x ∈ R,
1
n
n∑
i=1
Fi:n(x) =
1
n
n∑
i=1
n∑
k=i
(
n
k
)
(F (x))k(1− F (x))n−k
= 1
n
n∑
k=1
k∑
i=1
(
n
k
)
(F (x))k(1− F (x))n−k
= 1
n
n∑
k=1
k
(
n
k
)
(F (x))k(1− F (x))n−k
= 1
n
[n(F (x))] = F (x),
so that (4.2.1) follows. 
The previous theorem claims that if you order a sample and randomly choose
one of its elements, then you recover the original distribution. We capitalize on
this idea in order to define a bivariate distribution with given marginals F and
G, which was first formalized in Baker (2008) in the context of copula theory.
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Definition 4.2 Fix m,n ≥ 1. Denote by {Fi:n}ni=1 and {Gi:m}mi=1 the order
statistics of F and G. Let P = {pij}i∈{1,...,n},j∈{1,...,m} be a non–negative
matrix such that
Pe = e and e′P = (n/m)e′. (4.2.2)
Define the bivariate distribution HP : R2 → [0, 1] by
HP (x, y) =
1
n
n∑
i=1
m∑
j=1
pijFi:n(x)Gj:m(y). (4.2.3)
We call HP a bivariate distribution of the Baker–type.
Theorem 4.3 Let F and G be distribution functions over R with means µ and
ν, and finite variances σ2F and σ2G. Let {µi:n}ni=1 and {νj:m}mj=1 correspond to
the means of {Fi:n}ni=1 and {Gj:m}mj=1, respectively. Let P and HP be as in
Definition 4.2. If (X,Y ) ∼ HP , then
X ∼ F, Y ∼ G, and
ρP =
n−1µPν′ − µν
σFσG
(4.2.4)
where ρP corresponds to the Pearson’s correlation coefficient of the bivariate
distribution HP , and
µ = (µ1:n, . . . , µn:n) and ν = (ν1:m, . . . , νm:m).
Proof. Let (X,Y ) ∼ HF . Note that
lim
y→∞HP (x, y) =
1
n
n∑
i=1
m∑
j=1
pijFi:n(x)
(
lim
y→∞Gj:m(y)
)
= 1
n
n∑
i=1
 m∑
j=1
pij
Fi:n(x)
= 1
n
n∑
i=1
Fi:n(x), and
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lim
x→∞HP (x, y) =
1
n
n∑
i=1
m∑
j=1
pij
(
lim
x→∞Fi:n(x)
)
Gj:m(y)
= 1
n
m∑
j=1
(
n∑
i=1
pij
)
Gj:m(y)
= 1
n
m∑
j=1
( n
m
)
Gj:m(y)
= 1
m
m∑
j=1
Gi:m(y),
so that Theorem 4.1 implies that X ∼ F and Y ∼ G.
Now,
ρP =
∫
R
∫
R
xyHP (dx,dy)− µν
σFσG
, (4.2.5)
where∫
R
∫
R
xyHP (dx, dy) =
1
n
n∑
i=1
m∑
j=1
pij
(∫
R
xFi:n(dx)
)(∫
R
yGj:m(dy)
)
= 1
n
n∑
i=1
m∑
j=1
pijµi:nνj:m
= 1
n
µPν′,
implying (4.2.4). 
Remark 12 The idea behind a bivariate distribution of the Baker–type is the
following. Simulate a sample of i.i.d.r.v.’s {Xi}ni=1 and a sample of i.i.d.r.v.’s
{Yj}mj=1. Order these samples into {Xi:n}ni=1 and {Yj:m}mj=1, and pair each Xi:n
(i ∈ {1, . . . , n}) with an element of {Yj:m}mj=1 according to the probability vector
pi := (pi1, pi2, . . . , pim), so that we have n pairs in total. It may happen that
two or more pairs have contain the same element Yj:m. Finally, select randomly
one of those pairs. Thus, all the elements in {Xi:n}ni=1 (ditto {Yi:m}mi=1) were
equally likely to be chosen, however, the pairing of ordered elements suggests that
the each pair is correlated in some way, depending on the choice of P . Indeed,
if m = n and P = I, then we expect to have highly correlated pairs, since we
paired big (small) elements of {Xi}ni=1 with big (small) elements of {Yi}ni=1.
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From now on, we focus on bivariate distributions of the Baker–type with m = n:
in this case the conditions (4.2.2) mean that P belongs to the set D of doubly
stochastic matrices of size n× n.
Definition 4.4 Let a, b ∈ Rn. We write a ≺m b if
ae = be, and
k∑
i=1
ai ≤
k∑
i=1
bi for all k ∈ {1, . . . , n}.
Remark 13 Definition 4.4 is closely related to the concept of majorisation of
vectors, which has a slightly more complex definition; see Marshall et al. (2011)
for more details on majorisation.
Lemma 4.5 Let a ∈ Rn be such that a1 ≤ a2 ≤ · · · ≤ an. Then:
1. For any P ∈ D
a ≺m aP , and (4.2.6)
2. For any P ∈ D
−aI∗ ≺m −aP ,
where
I∗ =

0 · · · 0 0 1
0 · · · 0 1 0
0 · · · 1 0 0
... . . .
...
...
...
1 · · · 0 0 0
 .
Proof.
1. Fix P ∈ D , fix k ∈ {1, . . . , n} and define ti =
∑k
j=1 pij for all i ∈
{1, . . . , n}. Then,
k∑
j=1
(aP )j =
k∑
j=1
n∑
i=1
aipij =
n∑
i=1
aiti,
n∑
i=1
ti =
k∑
j=1
(
n∑
i=1
p∗ij
)
= k, and
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k∑
j=1
(aP )j −
k∑
j=1
aj =
n∑
i=1
aiti −
k∑
j=1
aj
=
n∑
i=1
aiti −
k∑
j=1
aj + ak
(
k −
n∑
i=1
ti
)
=
k∑
i=1
(ai − ak)(ti − 1) +
n∑
i=k+1
ti(ai − ak) ≥ 0,
so that
∑k
j=1 aj ≤
∑k
j=1(aP )j . The fact that (aP )e = a(Pe) = ae
proves that a ≺m aP .
2. Fix P ∈ D . The vector b := −aI∗ has the form b = (−an,−an−1, . . . ,−a1)
and thus, b1 ≤ b2 ≤ · · · ≤ bn. Let P ∗ := I∗P , which is itself an element
of D . Then, according to (4.2.6),
b ≺m bP ∗,
or in other words,
−aI∗ ≺m (−aI∗)(I∗P ) = −aP
and the proof is finished.

Lemma 4.6 Let a, b, c ∈ Rn where a ≺m b and c is such that c1 ≤ c2 ≤ · · · ≤
cn. Then ac′ ≥ bc′.
Proof. Let d1 = c1, dj = cj − cj−1, j ∈ {2, . . . , n}, so that dj ≥ 0 for all
j ∈ {2, . . . , n}. Notice that a ≺m b implies that
n∑
i=j
ai ≥
n∑
i=j
bi for all j ∈ {2, . . . , n}
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Then,
ac′ =
n∑
i=1
aici =
n∑
i=1
ai
 i∑
j=1
dj
 = n∑
j=1
dj
n∑
i=j
ai
= d1
n∑
i=1
ai +
n∑
j=2
dj
 n∑
i=j
ai
 = d1 n∑
i=1
bi +
n∑
j=2
dj
 n∑
i=j
ai

≥ d1
n∑
i=1
bi +
n∑
j=2
dj
 n∑
i=j
bi
 = n∑
j=1
dj
n∑
i=j
bi
=
n∑
i=1
bi
 i∑
j=1
dj
 = n∑
i=1
bici = bc′.

Theorem 4.7 Let P ∈ D and let ρP be the Pearson’s correlation coefficient of
the bivariate distribution HP defined in (4.2.3). Then,
n−1µI∗ν′ − µν
σFσG
≤ ρP ≤ n
−1µν′ − µν
σFσG
, (4.2.7)
where the lower bound is attained if P = I∗ and the upper bound is attained if
P = I.
Proof. From Theorem 4.3 we know that ρP = n
−1µPν′−µν
σFσG
. Lemma 4.5 (Item
1) and Lemma 4.5 imply that µPν′ ≤ µν′, so the upper bound in (4.2.7)
follows and is attained if P = I. Lemma 4.5 (Item 2) and Lemma 4.5 imply
that −µPν′ ≤ −µI∗ν′, so the lower bound in (4.2.7) follows and is attained if
P = I∗. 
Remark 14 Theorem 4.7 formalizes what was outlined in Remark 12: the
Baker–type bivariate distribution which results from pairing big (small) observa-
tions of {Xi}i=n with big (small) observations of {Yi}i=n has the highest Pear-
son’s correlation possible amongst the class of Baker–type bivariate distributions
based on n order statistics. On the other hand, we also get that the Baker–
type bivariate distribution which results from pairing big (small) observations of
{Xi}i=n with small (big) observations of {Yi}i=n has the lowest Pearson’s cor-
relation possible amongst the class of Baker–type bivariate distributions based
on n order statistics.
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We will denote by (H(n)+ , ρ
(n)
+ ) the pair (HI , ρI), and by (H
(n)
− , ρ
(n)
− ) the pair
(HI∗ , ρI∗). In Dou et al. (2013) it is proved that
H
(n)
+
w→ F ∧G and H(n)− w→ (F +G− 1) ∨ 0 as n→∞,
where F ∧G is the Frechét–Hoeffding upper bound and (F +G− 1)∨ 0 is
the Frechét–Hoeffding lower bound. Furthermore, it is proved that
ρ
(n)
+ →ρmax and ρ(n)− →ρmin as n→∞,
where ρmax corresponds to the Pearson’s correlation coeficient of F ∧G and ρmin
corresponds to the Pearson’s correlation coeficient of (F +G− 1)∨ 0. ρmax and
ρmin correspond to the maximal and minimal Pearson’s correlation coefficient
that a bivariate distribution with marginals F and G can have.
Lemma 4.8 Let F and G be distributions with finite variances and let ρ0 ∈
(ρmin, ρmax). Then, there exits n0 ≥ 1 and a doubly stochastic matrix P0 of size
n0 × n0 such that HP0 is a bivariate distribution with marginals F and G, with
Pearson’s correlation coefficient ρP = ρ0. Moreover, if n0 ≥ 2 then P0 is on the
form
P0 =

ρ0
ρ
(n0)
+
I +
(
1− ρ0
ρ
(n0)
+
)
(n−10 ee′) if ρ0 ∈ [0, ρmax)
ρ0
ρ
(n0)
−
I∗ +
(
1− ρ0
ρ
(n0)
−
)
(n−10 ee′) if ρ0 ∈ (ρmin, 0)
(4.2.8)
Proof. Suppose that ρ0 ∈ [0, ρmax). Since ρ(n)+ → ρmax, then there exists
n0 ≥ 1 such that ρ(n0)+ ≥ ρ0. In this case, P0 defined as in (4.2.8) is indeed
doubly stochastic, and
ρP0 =
n−10 µP0ν
′ − µν
σFσG
=
n−10 µ
[
ρ0
ρ
(n0)
+
I +
(
1− ρ0
ρ
(n0)
+
)
(n−10 ee′)
]
ν′ − µν
σFσG
=
ρ0
ρ
(n0)
+
n−10 µν +
(
1− ρ0
ρ
(n0)
+
)
(n−10 µe)(n−10 e′ν′)− µν
σFσG
=
ρ0
ρ
(n0)
+
n−10 µν +
(
1− ρ0
ρ
(n0)
+
)
µν − µν
σFσG
= ρ0
ρ
(n0)
+
{
n−10 µν
′ − µν
σFσG
}
= ρ0
ρ
(n0)
+
ρ
(n0)
+ = ρ0.
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Now suppose that ρ0 ∈ (ρmax, n0). Since ρ(n)− → ρmin, then there exists n0 ≥ 1
such that ρ(n0)− ≤ ρ0, which guarantees that P0 defined as in (4.2.8) is indeed
doubly stochastic. Then,
ρP0 =
n−10 µP0ν
′ − µν
σFσG
=
n−10 µ
[
ρ0
ρ
(n0)
−
I∗ +
(
1− ρ0
ρ
(n0)
−
)
(n−10 ee′)
]
ν′ − µν
σFσG
=
ρ0
ρ
(n0)
−
n−10 µI
∗ν +
(
1− ρ0
ρ
(n0)
−
)
(n−10 µe)(n−10 e′ν′)− µν
σFσG
=
ρ0
ρ
(n0)
−
n−10 µI
∗ν +
(
1− ρ0
ρ
(n0)
−
)
µν − µν
σFσG
= ρ0
ρ
(n0)
−
{
n−10 µI
∗ν′ − µν
σFσG
}
= ρ0
ρ
(n0)
−
ρ
(n0)
− = ρ0,
and the proof is finished. Lemma 4.8 provides an explicit way to construct
bivariate distributions with given marginals and Pearson’s correlation coefficient
based on the distribution of the order statistics of said marginals.
4.3 Bivariate phase–type distributions of the Baker–
type
In the following we give a matrix representation of the Baker–type bivariate di-
stirbutions with phase–type marginals. In particular, we show that they belong
to the class MPH∗ of Kulkarni’s multivariate phase–type distributions.
Theorem 4.9 Let F and G be phase–type–distributed with parameters (α,S)
and (pi,T ), respectively. Let P be a doubly stochastic matrix of size n× n, and
let HP be the bivariate distribution of the Baker–type defined by (4.2.3). Then,
HP corresponds to
MPH∗
(
(α(n),0),
(
S(n) DP
0 T (n)
)
,
(
e 0
0 e
))
, (4.3.1)
98
Bivariate phase–type distributions and their application to fluid flow risk
processes
where
α(n) = n−1(α1:n,α2:n, . . . ,αn:n), S(n) =

S1:n 0 · · · 0
0 S2:n · · · 0
...
... . . .
...
0 0 · · · Sn:n
 ,
T (n) =

T1:n 0 · · · 0
0 T2:n · · · 0
...
... . . .
...
0 0 · · · Tn:n
 , and
DP =

p11s1:npi1:n p12s1:npi2:n · · · p1ns1:npin:n
p21s2:npi1:n p22s2:npi2:n · · · p2ns2:npin:n
...
... . . .
...
pn1sn:npi1:n pn2sn:npi2:n · · · pnnsn:npin:n
 .
Proof. Let h : R2+ → R+ be the density function of (4.3.1) and let (X,Y ) ∼
h. Let {Jt}t≥0 be the underlying Markov jump process of h with state space
ES ∪ET . {Jt}t≥0 starts in some state in ES according to the probability vector
α(n), evolves within ES according to S(n), jumps to ET with intensity DP ,
evolves within ET according to T (n), and gets absorbed from there. The rewards
in (4.3.1) imply that X and Y correspond to the occupation times of {Jt}t≥0 in
ES and ET . Thus, h is on the form
h(x, y) = α(n)eS
(n)xDP e
T (n)xt(n), x, y ≥ 0, (4.3.2)
with
t(n) = −T (n)e =

t1:n
t2:n
...
tn:n
 .
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Now, for x, y ≥ 0,
h(x, y) = 1
n
(α1:n,α2:n, . . . ,αn:n)

eS1:nx 0 · · · 0
0 eS2:nx · · · 0
...
... . . .
...
0 0 · · · eSn:nx

×DP

eT1:ny 0 · · · 0
0 eT2:ny · · · 0
...
... . . .
...
0 0 · · · eTn:ny


t1:n
t2:n
...
tn:n

= 1
n
(α1:neS1:nx,α2:neS2:nx, . . . ,αn:neSn:nx)
×

p11s1:npi1:n p12s1:npi2:n · · · p1ns1:npin:n
p21s2:npi1:n p22s2:npi2:n · · · p2ns2:npin:n
...
... . . .
...
pn1sn:npi1:n pn2sn:npi2:n · · · pnnsn:npin:n


eT1:nyt1:n
eT2:nyt2:n
...
eTn:nytn:n

= 1
n
n∑
i=1
n∑
j=1
pij
(
αi:ne
Si:nxsi:n
) (
pij:ne
Tj:nytj:n
)
= 1
n
n∑
i=1
n∑
j=1
pijfi:n(x)gj:n(y),
where fi:n and gj:n correspond to the densities of Fi:n and Gj:n, respectively.
This means that h is the density of the bivariate distribution HP of the Baker–
type defined in (4.2.3), and the proof is finished. 
Remark 15 In Bladt and Nielsen (2010b), a bivariate exponential distribution
in MPH∗ with arbitrary correlation coefficient was constructed. This inspired
the extension to bivariate phase–type distributions with arbitrary correlation co-
efficient constructed in Theorem 4.9. The construction in Bladt and Nielsen
(2010b) lays on an implicit Baker–type bivariate distribution, however, time–
reversal arguments were used to attain low dimensionality of the parameters.
Years later, He et al. (2012) characterised the bivariate exponential distribution
with the highest correlation coefficient within the class of bivariate exponential
distributions of the type constructed in Bladt and Nielsen (2010b) with fixed
dimension: in our setting, their result follows directly from Theorem 4.7 and
Theorem 4.9.
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4.4 Dependent Sparre–Andersen processes
In the following we define three classes of dependent Sparre–Andersen processes.
The terminology “Sparre–Andersen” will allude to the fact that on the three
classes, {Rt}t≥0 is on the form
Rt = u+ pt−
∑
i≥1:t≤Ti
Ui,
where the interarrival times {Si}i≥1 (Si = Ti−Ti−1) are identically distributed
with common distribution F , and the claim sizes {Ui}i≥1 are identically dis-
tributed with common distribution G. The three cases of dependence we con-
sider are:
1. By pairs. There exists a fixed Baker–type dependence between Si and
Ui for all i ≥ 0. The bivariate sequence {(Si, Ui)}i≥1 is i.i.d..
2. Alternating. There exists a fixed Baker–type dependence between Si and
Ui for all i ≥ 1, and a fixed Baker–type dependence between Ui and Si+1
for all i ≥ 1. The alternating nature of this dependence imply that are no
pair of independent elements in the set {{Si}i≥1, {Ui}i≥1}: everything is
dependent on everything else.
3. Sequential. The sequence {Si}i≥1 is independent from the sequence
{Ui}i≥1. There exists a fixed Baker–type dependence between Si−1 and
Si for all i ≥ 1, and a fixed Baker–type dependence between Ui and Ui+1
for all i ≥ 1. Thus, any given Si is independent from any given Uj , but
there is no pair of independent elements in {Si}i≥1 or in {Ui}i≥1.
S1 S2 S3
U1 U2 U3
(a) By pairs
S1 S2 S3
S1 S2 S3
(b) Alternating
S1 S2 S3
U1 U2 U3
(c) Sequential
Figure 4.1: (a) Dependence by pairs: Ui is drawn conditionally on Si; (b) Alter-
nating dependence: Ui is drawn conditionally on Si, and Si+1 is drawn
conditionally on Ui; (c) Sequential dependence: Independence between
{Si}i≥1 and {Ui}i≥1 while dependence within the elements of each se-
quence.
If F and G correspond to PH(α,S) and PH(pi,T ), respectively, we can regard
the three cases of dependent Sparre–Andersen processes as fluid flow risk process
as follows.
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4.4.1 By pairs
Let P = {pij} be a n× n doubly stochastic matrix and let
α(n) = n−1(α1:n,α2:n, . . . ,αn:n), S(n) =

S1:n 0 · · · 0
0 S2:n · · · 0
...
... . . .
...
0 0 · · · Sn:n
 ,
T (n) =

T1:n 0 · · · 0
0 T2:n · · · 0
...
... . . .
...
0 0 · · · Tn:n
 , t(n) = −T (n)e, and
DP =

p11s1:npi1:n p12s1:npi2:n · · · p1ns1:npin:n
p21s2:npi1:n p22s2:npi2:n · · · p2ns2:npin:n
...
... . . .
...
pn1sn:npi1:n pn2sn:npi2:n · · · pnnsn:npin:n
 .
Let ES(n) and ET (n) be the phase–spaces associated to S(n) and T (n), respec-
tively. Let {Rt}t≥0 be the fluid flow risk process with associated fluid flow
process {(Vt, Jt)}t≥0, where {Jt}t≥0 has state–space E+ ∪ E− with E+ = ES(n)
and E− = ET (n) , J0 ∼ (α(n),0) and has an intensity matrix given by(
S(n) DP
t(n)α(n) T (n)
)
. (4.4.1)
Let the reward rates {ri}i∈E+∪E− and Brownian noise rates {σi}i∈E+∪E− be
given by
ri = p and σi = 0, i ∈ E+,
ri = −1 and σi = 0, i ∈ E−.
We claim that {Rt}t≥0 corresponds to a Sparre–Andersen process with depen-
dence by pairs. Indeed, the structure of (4.4.1) implies that
P(S1 ∈ ds1, U1 ∈ du1, S2 ∈ ds2, U2 ∈ du2, . . . , Sk ∈ dsk, Uk ∈ duk)
= α(n)
(
k∏
i=1
eS
(n)s1DP e
T (n)u1
(
t(n)α(n)
))
eds1du1ds2du2 . . . dskduk
=
k∏
i=1
(
α(n)eS
(n)siDP e
T (n)uit(n)dsidui
)
,
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so that
P(S1 ∈ dsk, U1 ∈ duk) = α(n)eS(n)skDP eT (n)ukt(n)dskduk, k ≥ 1,
which according to Theorem 4.9 corresponds to the Baker–type distribution
HP (x, y) =
1
n
n∑
i=1
m∑
j=1
pijFi:n(x)Gj:m(y).
Moreover, {(Si, Ui)}i≥0 is a sequence of independent random vectors.
4.4.2 Alternating
Let P = {pij} and Q = {qij} be n× n doubly stochastic matrices and let
α(n) = n−1(α1:n,α2:n, . . . ,αn:n), S(n) =

S1:n 0 · · · 0
0 S2:n · · · 0
...
... . . .
...
0 0 · · · Sn:n
 ,
pi(n) = n−1(pi1:n,pi2:n, . . . ,pin:n), T (n) =

T1:n 0 · · · 0
0 T2:n · · · 0
...
... . . .
...
0 0 · · · Tn:n
 ,
DP =

p11s1:npi1:n p12s1:npi2:n · · · p1ns1:npin:n
p21s2:npi1:n p22s2:npi2:n · · · p2ns2:npin:n
...
... . . .
...
pn1sn:npi1:n pn2sn:npi2:n · · · pnnsn:npin:n
 , and
EQ =

q11t1:nα1:n q12t1:nα2:n · · · q1nt1:nαn:n
q21t2:nα1:n q22t2:nα2:n · · · q2nt2:nαn:n
...
... . . .
...
qn1tn:nα1:n qn2tn:nα2:n · · · qnntn:nαn:n
 .
Let ES(n) and ET (n) be the phase–spaces associated to S(n) and T (n), respec-
tively. Let {Rt}t≥0 be the fluid flow risk process with associated fluid flow
process {(Vt, Jt)}t≥0, where {Jt}t≥0 has state–space E+ ∪ E− with E+ = ES(n)
and E− = ET (n) , J0 ∼ (α(n),0) and has an intensity matrix given by(
S(n) DP
EQ T
(n)
)
. (4.4.2)
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Let the reward rates {ri}i∈E+∪E− and Brownian noise rates {σi}i∈E+∪E− be
given by
ri = p and σi = 0, i ∈ E+,
ri = −1 and σi = 0, i ∈ E−.
We claim that {Rt}t≥0 corresponds to a Sparre–Andersen process with alter-
nating dependence. Indeed, the structure of (4.4.8) implies that
P(S1 ∈ ds1, U1 ∈ du1, S2 ∈ ds2, U2 ∈ du2, . . . , Sk ∈ dsk, Uk ∈ duk, Sk+1 ∈ dsk+1)
= α(n)
(
k∏
i=1
eS
(n)siDP e
T (n)uiEQ
)
eds1du1ds2du2 . . . dskdukdsk+1.
Integrating with respect to s1, . . . , sk−1, u1, . . . , uk−1 we get that
P(Sk ∈ dsk, Uk ∈ duk, Sk+1 ∈ dsk+1)
= α(n)
(
k∏
i=1
(−S(n))−1DP (−T (n))−1EQ
)
(4.4.3)
× eS(n)skDP eT (n)ukEQeS(n)sk+1DP edskdukdsk+1. (4.4.4)
Now, notice that
(−S(n))−1DP =

(−S1:n)−1 0 · · · 0
0 (−S2:n)−1 · · · 0
...
... . . .
...
0 0 · · · (−Sn:n)−1

×

p11s1:npi1:n p12s1:npi2:n · · · p1ns1:npin:n
p21s2:npi1:n p22s2:npi2:n · · · p2ns2:npin:n
...
... . . .
...
pn1sn:npi1:n pn2sn:npi2:n · · · pnnsn:npin:n

=

p11epi1:n p12epi2:n · · · p1nepin:n
p21epi1:n p22epi2:n · · · p2nepin:n
...
... . . .
...
pn1epi1:n pn2epi2:n · · · pnnepin:n
 .
This and the doubly stochastic nature of P imply that
α(n)(−S(n))−1DP = pi(n). (4.4.5)
Similarly, we have that
pi(n)(−T (n))−1EQ = α(n). (4.4.6)
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Using (4.4.5) and (4.4.6) alternatingly in (4.4.4), and noting that DQe = s(n),
we get that
P(Sk ∈ dsk, Uk ∈ duk, Sk+1 ∈ dsk+1)
= α(n)eS
(n)skDP e
T (n)ukEQe
S(n)sk+1s(n)dskdukdsk+1. (4.4.7)
Integrating (4.4.7) over sk+1 implies that
P(Sk ∈ dsk, Uk ∈ duk) = α(n)eS(n)skDP eT (n)ukEQ(−S(n))−1s(n)dskduk
= α(n)eS
(n)skDP e
T (n)ukEQedskduk
= α(n)eS
(n)skDP e
T (n)ukt(n)dskduk,
so that (Sk, Uk) follows the bivariate Baker–type distribution
HP (x, y) =
1
n
n∑
i=1
m∑
j=1
pijFi:n(x)Gj:m(y).
Integrating (4.4.7) over sk implies that
P(Uk ∈ duk, Sk+1 ∈ dsk+1)
= α(n)(−S(n))−1DP eT (n)ukEQeS(n)sk+1s(n)dukdsk+1
= pi(n)eT
(n)ukEQe
S(n)sk+1s(n)dukdsk+1,
so that (Uk, Sk+1) follows the bivariate Baker–type distribution
HQ(x, y) =
1
n
n∑
i=1
m∑
j=1
qijGi:n(x)Fj:m(y).
Remark 16 Notice that we are also able to quantify the dependence between Si
and Si+1 from (4.4.7). Indeed, if we integrate (4.4.7) over uk we get
P(Sk ∈ dsk, Sk+1 ∈ dsk+1)
= α(n)eS
(n)skDP (−T (n))−1EQeS(n)sk+1s(n)dskdsk+1
= α(n)eS
(n)skD∗eS
(n)sk+1s(n)dskdsk+1,
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where
D∗ = DP (−T (n))−1EQ
=

p11s1:npi1:n p12s1:npi2:n · · · p1ns1:npin:n
p21s2:npi1:n p22s2:npi2:n · · · p2ns2:npin:n
...
... . . .
...
pn1sn:npi1:n pn2sn:npi2:n · · · pnnsn:npin:n

×

q11eα1:n q12eα2:n · · · q1neαn:n
q21eα1:n q22eα2:n · · · q2neαn:n
...
... . . .
...
qn1eα1:n qn2eα2:n · · · qnneαn:n

=

p∗11s1:nα1:n p
∗
12s1:nα2:n · · · p∗1ns1:nαn:n
p∗21s2:nα1:n p
∗
22s
∗
2:nα2:n · · · p∗2ns2:nαn:n
...
... . . .
...
p∗n1sn:nα1:n p
∗
n2sn:nα2:n · · · p∗nnsn:nαn:n
 ,
and {p∗ij} =: P ∗ := PQ. This means that (Si, Si+1) follows the bivariate
Baker–type distribution
HP ∗(x, y) =
1
n
n∑
i=1
m∑
j=1
p∗ijFi:n(x)Fj:m(y).
Similarly, it can be verified that (Ui, Ui+1) follows the bivariate Baker–type dis-
tribution
HQ∗(x, y) =
1
n
n∑
i=1
m∑
j=1
q∗ijGi:n(x)Gj:m(y),
where {q∗ij} = Q∗ = QP .
4.4.3 Sequential
Let P = {pij} and Q = {qij} be n× n doubly stochastic matrices and let
α(n) = n−1(α1:n,α2:n, . . . ,αn:n), S(n) =

S1:n 0 · · · 0
0 S2:n · · · 0
...
... . . .
...
0 0 · · · Sn:n
 ,
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pi(n) = n−1(pi1:n,pi2:n, . . . ,pin:n), T (n) =

T1:n 0 · · · 0
0 T2:n · · · 0
...
... . . .
...
0 0 · · · Tn:n
 ,
DP =

p11s1:nα1:n p12s1:nα2:n · · · p1ns1:nαn:n
p21s2:nα1:n p22s2:nα2:n · · · p2ns2:nαn:n
...
... . . .
...
pn1sn:nα1:n pn2sn:nα2:n · · · pnnsn:nαn:n
 , and
EQ =

q11t1:npi1:n q12t1:npi2:n · · · q1nt1:npin:n
q21t2:npi1:n q22t2:npi2:n · · · q2nt2:npin:n
...
... . . .
...
qn1tn:npi1:n qn2tn:npi2:n · · · qnntn:npin:n
 .
Let ES(n) and ET (n) be the phase–spaces associated to S(n) and T (n), re-
spectively. Let {Rt}t≥0 be the fluid flow risk process with associated fluid
flow process {(Vt, Jt)}t≥0, where {Jt}t≥0 has state–space E+ ∪ E− with E+ =
ES(n) × ET (n) and E− = ES(n) × ET (n) (with E+ and E+ regarded as disjoint
sets), J0 ∼ (α(n) ⊗ pi(n),0) and has an intensity matrix given by(
S(n) ⊗ I DP ⊗ I
I ⊗EQ I ⊗ T (n)
)
, (4.4.8)
where ⊗ denotes the Kronecker product (see Appendix A). Let the reward rates
{ri}i∈E+∪E− and Brownian noise rates {σi}i∈E+∪E− be given by
ri = p and σi = 0, i ∈ E+,
ri = −1 and σi = 0, i ∈ E−.
We claim that {Rt}t≥0 corresponds to a Sparre–Andersen process with sequen-
tial dependence. Indeed, the structure of (4.4.8) implies that
P(S1 ∈ ds1, U1 ∈ du1, S2 ∈ ds2, U2 ∈ du2, . . . , Sk ∈ dsk, Uk ∈ duk)
= (α(n) ⊗ pi(n))
(
k∏
i=1
eS
(n)⊗Isi(DP ⊗ I)eI⊗T (n)ui(I ⊗EQ)
)
e
× ds1du1ds2du2 . . . dskduk
= (α(n) ⊗ pi(n))
(
k∏
i=1
(eS
(n)si ⊗ I)(DP ⊗ I)(I ⊗ eT (n)ui)(I ⊗EQ)
)
(e⊗ e)
× ds1du1ds2du2 . . . dskduk
=
[
α(n)
(
k∏
i=1
eS
(n)siDP
)
eds1 . . . dsk
][
pi(n)
(
k∏
i=1
eT
(n)uiEQ
)
edu1 . . . duk
]
,
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where the second equality follows from Proposition A.2 and the last one from
Proposition A.1. This implies that {Si}i≥1 is independent from {Ui}i≥1, and
that
P(S1 ∈ ds1, S2 ∈ ds2, . . . , Sk ∈ dsk) = α(n)
(
k∏
i=1
eS
(n)siDP
)
eds1 . . . dsk,
(4.4.9)
P(U1 ∈ du1, U2 ∈ du2, . . . , Uk ∈ duk) = pi(n)
(
k∏
i=1
eT
(n)uiEQ
)
edu1 . . . duk.
(4.4.10)
Integrating (4.4.9) with respect to s1, . . . , sk−2, integrating (4.4.10) with respect
to u1, . . . , uk−2, and using that
α(n)(−S(n))−1DP = α(n), pi(n)(−T (n))−1EQ = pi(n),
DP e = s(n), and EQe = t(n),
we get that
P(Sk−1 ∈ dsk−1, Sk ∈ dsk) = α(n)eS(n)siDP eS(n)sis(n)dsk−1dsk,
P(Uk−1 ∈ duk−1, Uk ∈ duk) = pi(n)eT (n)uiEQeT (n)uit(n)duk−1duk.
This implies that (Sk−1, Sk) follows the bivariate Baker–type distribution
HP (x, y) =
1
n
n∑
i=1
m∑
j=1
pijFi:n(x)Fj:m(y),
and that (Uk−1, Uk) follows the bivariate Baker–type distribution
HQ(x, y) =
1
n
n∑
i=1
m∑
j=1
qijGi:n(x)Gj:m(y).
We refer to Bladt et al. (2018) for an exhaustive numerical assessment on the
effects of dependency for the infinite–horizon probability of ruin of dependent
Sparre–Andersen models.
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4.5 Conclusions and remarks
In this chapter we constructed a class of bivariate phase–type distributions with
arbitrary coefficient of correlation, and proposed an application of it in risk the-
ory to model processes with dependencies. Our constructions, both the bivariate
phase–type distributions and models with dependencies, compare to existing re-
sults and models in the literature as follows.
• The bivariate phase–type distribution of the Baker–type we construct in
Theorem 4.9 has an explicit density given by (4.3.2). In comparison, there
is no explicit density available for a general MPH∗ distribution: in Kulka-
rni (1989) the density is characterised by a system of differential partial
equations, and in Breuer (2016) a semi–explicit form is deduced.
• A method to fit a given bivariate distribution with a MPH∗ distribution
is proposed in Breuer (2016), as a generalization of the EM algorithm in
Asmussen et al. (1996). The method we propose in Theorem 4.9 is more
of a straightforward calibration rather than a statistical fitting.
• The Pearson’s correlation coefficient is a naive way to measure depen-
dence. This means that in certain cases, choosing P on the form (4.2.8)
might provide a poor fit of the goal bivariate distribution. An alterna-
tive approach would be to choose P in such a way that HP is indeed
close to the goal bivariate distribution, not only to its correlation coef-
ficient. This can be done by considering the copula associated to the
Baker–type bivariate distribution (4.2.3), which was defined in Sancetta
and Satchell (2004) as Bernstein copula. In Sancetta and Satchell (2004)
it is proved that the class of Bernstein copulas can be used to approxi-
mate arbitrarily well (with respect to some metric) any copula; a method
to construct Bernstein copula approximations based on the EM algorithm
is proposed in Dou et al. (2016). Reverting back from Bernstein copula to
its multivariate analogue, this means that we can approximate any depen-
dence arbitrarily “well” with a Baker–type bivariate distribution (4.2.3)
by choosing an adequate n (the amount of order statistics used for F and
G) and P . Considering that the class of phase–type distributions can ap-
proximate arbitrarily well any distribution with support on R+ (see Bladt
and Nielsen (2017)), we conclude that the class of bivariate distributions
constructed in Theorem 4.9 are dense (with respect to some metric) within
the set of bivariate distributions with support on R2+.
• The dimension of the underlying Markov jump process in (4.3.1) gets
large quickly, even for moderate values of n. More precisely, if p1 is the
dimension of the phase–type representation PH(α,S) corresponding to
F , and p2 is the dimension of the phase–type representation PH(pi,T )
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corresponding to G, then the dimension d of the underlying Markov jump
process of (4.3.1) is given by
d =
n∑
i=1
i(pi1 + pi2).
For instance, if p1 = p2 = 3, then d = 204, 852, 3282 for n = 3, 4, 5. This
can cause computational issues, which limits the extent to which Theorem
4.9 can actually be used for real–life applications.
• The setting of dependent Sparre–Andersen processes (or its equivalent
queueing model) has been considered before in several scenarios. For in-
stance, the study of dependence by pairs goes back at least to Conolly
(1968) for the case of a M/M/1 queue. Later on, dependence by pairs
was pursued for more general models in Borst et al. (1992) for theM/G/1
queue, and in Müller (2000) for the G/G/1 queue. In the risk theory lit-
erature, dependence by pairs was studied by Albrecher and Boxma (2004)
and in Boudreault et al. (2006) for the Cramér—Lundberg process, later
to be extended to the Sparre-Andersen process in Albrecher et al. (2014).
Matrix–analytic methods have been used before to study Sparre–Andersen
processes with dependence by pairs, for instance, in Badescu et al. (2009),
Badila et al. (2014), Badila et al. (2015) and Avram et al. (2016): in some
sense, our model in Subsection 4.4.1 overlaps with these works. To the best
of our knowledge, the models of Subsections 4.4.2 and 4.4.3, that is, the
Sparre–Andersen processes with alternating and sequential dependence,
have not been explored in the literature.
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Chapter 5
Parisian ruin for fluid flow risk
processes
5.1 Introduction
A risk process is declared ruined within an infinite–horizon if it eventually down-
crosses level 0; this is not the case in a Parisian nor cumulative Parisian setting.
Parisian ruin (introduced by Dassios and Wu (2008)) happens if a risk process,
upon becoming negative, does not recover within some prescribed random time
which is restarted at the beginning of each subexcursion below 0. On the other
hand, cumulative Parisian ruin happens if the total occupation time of the risk
process below 0 is greater than some prescribed random time. In this chap-
ter we compute the probability that a fluid flow risk process gets ruined in a
Parisian or cumulative Parisian way under the assumption that the clocks are
phase–type–distributed. Our analysis is done for two cases: for fluid flow risk
processes that do not have Brownian components, and for fluid flow risk pro-
cesses that have Brownian components. We propose an erlangization method
similar to the one of Asmussen et al. (2002) to approximate the probability of
Parisian and cumulative Parisian ruin with deterministic clocks. We finalise
with a discussion and comparison of our results with previous work done in the
area.
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The main original results stemming from this chapter are Corollary 5.7, Theorem
5.9, Corollary 5.18, Theorem 5.20, Theorem 5.21, Theorem 5.22 and Theorem
5.23.
5.2 Fluid flow risk process without Brownian
noise
In this section we compute the probability of ruin in an infinite–horizon, Parisian
and cumulative Parisian for a fluid flow risk process with no Brownian compo-
nents.
5.2.1 Infinite–horizon probability of ruin
Let {Rt}t≥0 be a fluid flow risk process and let {(Vt, Jt)}t≥0 be its underlying
fluid flow process with Eσ = ∅. This means that the intensity matrix of {Jt}t≥0
can be written on the form
Λ =
Λ++ Λ+− Λ+0Λ−+ Λ−− Λ−0
Λ0+ Λ0− Λ00
 ,
the reward rates {ri}i∈E+∪E−∪E0 are such that
ri > 0 for all i ∈ E+,
ri < 0 for all i ∈ E−,
ri = 0 for all i ∈ E0,
and the Brownian noise rates {σi}i∈E+∪E−∪E0 are all 0. Furthermore, assume
that Rt → +∞ as t→∞, that is, the process {Rt}t≥0 has positive drift.
Let Λc correspond to the intensity matrix of the E0–censored process {Jt}t≥0,
so that
Λc =
(
Λ++ + Λ+0(−Λ00)−1Λ0+ Λ+− + Λ+0(−Λ00)−1Λ0−
Λ−+ + Λ−0(−Λ00)−1Λ0+ Λ−− + Λ−0(−Λ00)−1Λ0−
)
=:
(
Λc++ Λc+−
Λc−+ Λc−−
)
.
By Theorem 2.31 and Theorem 2.33, we know that if τ0 = inf{t > 0 : Vt < 0}
and m0 = Jτ0 ,
P(m0 = j, τ0 <∞ | J0 = i, V0 = u) =
(
e′iβ
c
+−e
Dcu
)
j
, i ∈ E+, j ∈ E−, u ≥ 0,
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where βc+− and Dc satisfy the equations
∆−1r+ Λ
c
++β
c
+− + βc+−Λc−− + βc+−Λc−+βc+− + ∆−1r+ Λ
c
+− = 0, and (5.2.1)
Dc = Λc−− + Λc−+βc+−, (5.2.2)
and which exact value can be computed via the iterative algorithm of Theorem
2.32 or via any algorithm from Bean et al. (2005). Since {Rt}t≥0 and {Vt}t≥0
share the same first passage probabilities, we have the following.
Theorem 5.1 The infinite–horizon probability of ruin defined by
ψi(u) := P(inf
t
Rt < 0 | R0 = 0, J0 = i)
is given by
ψi(u) = e′iβc+−eD
cue, i ∈ E+, u ≥ 0.
5.2.2 Parisian and cumulative Parisian ruin
Define {dn}n≥1 and {un}n≥1 as the (possibly finite) set of sequential points in
time at which the process {Vt}t≥0 downcrosses and upcrosses 0, respectively.
More precisely, we let u0 = 0 and for n ≥ 1,
dn = inf{t ≥ un−1 : Vt < 0}
un = inf{t > dn : Vt ≥ 0},
so that {[un−1, dn)}n≥1 corresponds to the sequence of excursions of {Vt}t≥0
above zero, and {[dn, un)}n≥1 corresponds to the sequence of excursions of
{Vt}t≥0 below zero. For all n ≥ 1, let
hn =
∫ un
dn
1Js∈E+ds
(hn = 0 for dn = +∞) denote the total amount of actual time, in the sense of
the equivalent process {Rt}t≥0, accumulated in the n-th subexcursion below 0.
See Figure 5.1 for a visual description of {hn}n≥1.
Definition 5.2 (Parisian ruin) We say that the fluid flow risk process {Rt}t≥0
(with Eσ = ∅ and underlying fluid flow process {(Vt, Jt)}t≥0) gets ruined in the
Parisian way with F–distributed clocks if there exists some n ≥ 1 such that
Ln < hn, where {Li}i≥1 is an independent sequence of nonnegative i.i.d.r.v.’s
with common distribution F . For any i ∈ E+ and u ≥ 0, we define the proba-
bility of Parisian ruin ψFi (u) by
ψFi (u) = P (∪n≥1{Ln < hn} | V0 = u, J0 = i) .
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0
Vt
t
h1 h2 h3
Figure 5.1: A fluid flow risk process {Rt}t≥0 with Eσ = ∅. The intervals in red cor-
respond to the succesive subexcursions of {Rt}t≥0 below 0, with lengths
hi, i ≥ 1.
Definition 5.3 (Cumulative Parisian ruin) We say that the fluid flow risk
process {Rt}t≥0 (with Eσ = ∅ and underlying fluid flow process {(Vt, Jt)}t≥0)
gets ruined in the cumulative Parisian way with an F–distributed clock if
L ≤ ∑∞n=1 hn, where L is an independent r.v. with distribution F . For any
i ∈ E+ and u ≥ 0, we define the probability of cumulative Parisian ruin φFi (u)
by
φFi (u) = P
(
L ≤
∞∑
n=1
hn | V0 = u, J0 = i
)
.
In the Parisian setting, a clock Ln is generated if and when {Rt}t≥0 downcrosses
0 for the n-th time. If {Rt}t≥0 can manage to get back into positive before hn
exceeds Ln, then Parisian ruin has been avoided in this sub–excursion below
0. The process {Rt}t≥0 may thus get ruined in the infinite–horizon sense, pos-
sibly become negative several times, but still survive in the Parisian setting.
In the cumulative Parisian setting, {Rt}t≥0 is not declared ruined as long as∫∞
0 1{Rs ≤ 0}ds < L, even if it downcrosses 0 several times.
We study the case of Parisian ruin first. Consider the first downcrossing of 0 by
{Vt}t≥0. By the strong Markov property of {(Vt, Jt)}t≥0, it is enough to study
the scenario in which V0 = 0 and J0 = i ∈ E−. Under these assumptions we
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define
τ = inf{t > 0 : Vt = 0, Jt /∈ E−} and h =
∫ τ
0
1{Vs < 0, Js /∈ E−}ds. (5.2.3)
For i ∈ E− and j ∈ E+ , we let
ψ¯ij(F ) = P(L > h, Jτ = j | V0 = 0, J0 = i), L ∼ F,L ⊥ {(Vt, Jt)}t≥0,
and let Ψ¯(F ) = {ψ¯ij(F )}i∈E−,j∈E+ denote the corresponding matrix. Then
have the following result.
Proposition 5.4 Let u ≥ 0, i ∈ E+ and n ≥ 1. Then,
P
⋂
j<n
{Lj > hj}, Ln < hn | V0 = u, J0 = i

= e′iβc+−eD
cu
(
Ψ¯(F )βc+−
)n−1 (e− Ψ¯(F )e). (5.2.4)
Proof. For n = 1, the event {⋂j<n{Lj > hj}, Ln < hn} = {L1 < h1} implies
that {Rt}t≥0 downcrossed level 0 and it was not able to upcross it before L1
rang. Conditioning on the state of the first downcrossing of level 0, we get that
P (L1 < h1 | V0 = u, J0 = i) =
∑
j∈E−
(e′iβc+−eD
cu)j(1− e′jΨ¯(F )e)
= e′iβc+−eD
cu(e− Ψ¯(F )e)
For n ≥ 2, the event {⋂j<n{Lj > hj}, Ln < hn} implies that {Rt}t≥0:
1. Downcrossed 0, which happens according to the probability vector e′iβc+−eD
cu;
2. For j ∈ {1, . . . , n− 1},
(a) Uprossed 0 before the clock Lj rang, which happens according to the
probability matrix Ψ¯(F );
(b) Downcrossed level 0, which happens according to the probability ma-
trix βc+−;
3. Did not upcross level 0 before Ln rang, which happens according to the
probability vector e− Ψ¯(F )e.
Thus, (5.2.4) follows. 
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Theorem 5.5 For any i ∈ E+ and u ≥ 0, the probability of Parisian ruin
ψFi (u) is given by
ψFi (u) = e′iβc+−eD
cu
(
I − Ψ¯(F )βc+−
)−1 (e− Ψ¯(F )e).
Proof. Simply notice that
ψFi (u) =
∞∑
n=1
P
⋂
j<n
{Lj > hj}, Ln < hn | V0 = u, J0 = i

=
∞∑
n=1
e′iβ
c
+−e
Dcu
(
Ψ¯(F )βc+−
)n−1 (e− Ψ¯(F )e)
= e′iβc+−eD
cu
( ∞∑
n=0
(
Ψ¯(F )βc+−
)n) (e− Ψ¯(F )e)
= e′iβc+−eD
cu
(
I − Ψ¯(F )βc+−
)−1 (e− Ψ¯(F )e). (5.2.5)
The positive drift assumption of {Vt}t≥0 implies that
(
βc+−e
)
j
< 1 for all j ∈
E+. This implies that Ψ¯(F )βc+− is a sub–transition matrix, Ψ¯(F )βc+− − I is a
sub–intensity matrix, and Theorem 2.8 implies that (I − Ψ¯(F )βc+−)−1 indeed
exists. 
For F corresponding to a phase–type distribution, we obtain an explicit formula
for Ψ¯(F ) as follows. Let L ∼ PH`(κ,K) and denote by E` its phase–space.
Let {R∗t }t≥0 be a fluid flow risk process with an underlying fluid flow process
{(V ∗t , J∗t )}t≥0 where {J∗t }t≥0 has state–space E∗+∪E∗−∪E∗0 with E∗+ = E+×E`,
E∗− = E−×E` and E∗0 = E0×E`, ordered lexicographically when necessary. The
intensity matrix of {J∗t }t≥0 is given by
Λ∗ =
Λ++ ⊕K Λ+− ⊗ I Λ+0 ⊗ IΛ−+ ⊗ I Λ−− ⊗ I Λ−0 ⊗ I
Λ0+ ⊗ I Λ0− ⊗ I Λ00 ⊕K
 =:
Λ∗++ Λ∗+− Λ∗+0Λ∗−+ Λ∗−− Λ∗−0
Λ∗0+ Λ∗0− Λ∗00
 , (5.2.6)
and the reward rates {r∗(i,j)}(i,j)∈E∗+∪E∗−∪E∗0 and Brownian noise rates {σ∗(i,j)}(i,j)∈E∗+∪E∗−∪E∗0
are given by
r∗(i,j) = ri and σ∗(i,j) = 0, (i, j) ∈ E∗+ ∪ E∗− ∪ E∗0.
Let
J∗0 ∼ e′i ⊗ κ (5.2.7)
be the initial distribution of {J∗t }t≥0, for some fixed i ∈ E+ ∪ E− ∪ E0. The
behaviour of {(V ∗t , J∗t )}t≥0 is explained as follows. Write J∗t = (i1t , i2t ). By
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(5.2.7), we have that i10 = i and i20 ∼ κ. According to (5.2.6), {i2t}t≥0 will
remain fixed or frozen for all t ≥ 0 such that i1t ∈ E−. While i1t ∈ E+ ∪ E0,
{i2t}t≥0 will develop according to the sub–intensity matrix K, so that {i2t}t≥0 is
a terminating process. On the other hand, {it}t≥0 will simply develop according
to the original matrix Λ up to the termination of {i2t}t≥0. See Figure 5.2 for
an example of a realization of the process {(V ∗t , J∗t )}t≥0. All in all, this means
0
V ∗t
t
i2t
3
2
1
Figure 5.2: An example of the process {(V ∗t , J∗t )}t≥0 with Vt = (i1t , i2t ), t ≥ 0. Notice
that the process {i2t}t≥0 does not jump while i1t ∈ E−, that is, at the
dashed intervals. The total lifetime of {i2t}t≥0 minus the dashed intervals
corresponds to the length of the random clock L.
that the fluid flow risk process {R∗t }t≥0 has the distribution of {Rt}t≥0 killed
at time L, in particular, it has the same first passage probabilities.
Now, let {R∗ct }t≥0 be the fluid flow risk process with underlying fluid flow process{(V ∗ct , J∗ct )}t≥0 which results from censoring the states E∗0 in {J∗t }. Then, {J∗ct }
has a state space E∗+ ∪ E∗+ and is driven by the sub–intensity matrix
Λ∗c =
(
Λ∗++ + Λ∗+0(−Λ∗00)−1Λ∗0+ Λ∗+− + Λ∗+0(−Λ∗00)−1Λ∗0−
Λ∗−+ + Λ∗−0(−Λ∗00)−1Λ∗0+ Λ∗−− + Λ∗−0(−Λ∗00)−1Λ∗0−
)
=:
(
Λ∗c++ Λ∗c+−
Λ∗c−+ Λ∗c−−
)
.
(5.2.8)
The process {(V ∗ct , J∗ct )}t≥0 has reward rates {r∗(i,j)}(i,j)∈E∗+∪E∗− and Brownian
noise rates {σ∗(i,j)}(i,j)∈E∗+∪E∗− given by
r∗(i,j) = ri and σ∗(i,j) = 0, (i, j) ∈ E∗+ ∪ E∗−.
Since {(V ∗ct , J∗ct )}t≥0 is the result of censoring the states E∗0 in {J∗t }t≥0, then
the first passage probabilities between {R∗ct }t≥0 and {Rct}t≥0 remain the same.
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This also means that {R∗ct }t≥0 has the same first passage probabilities as the
process {Rt}t≥0 killed at time L.
Let α∗c−+ be the matrix of upcrossing probabilities of {(V ∗ct , J∗ct )}t≥0 and let
U∗c be the intensity matrix of its upward crossing process. More specifically,
let α∗c−+ and U∗c be solutions of
Λ∗c−−α∗c−+ +α∗c−+∆−1r∗+ Λ
∗c
++ +α∗c−+∆−1r∗+ Λ
∗c
+−α
∗c
−+ + Λ∗c−+ = 0, and (5.2.9)
U∗c = ∆−1r∗+ (Λ
∗c
++ + Λ∗c+−α∗c−+), (5.2.10)
which may be explicitly computed via the iterative algorithm of Theorem 2.35
or via any algorithm from Bean et al. (2005). Then we have the following.
Theorem 5.6 If F corresponds to PH(κ,K), then
Ψ¯(F ) = (I ⊗ κ)α∗c−+(I ⊗ e). (5.2.11)
Proof. Consider the process {(V ∗ct , J∗ct )}t≥0 constructed above with upcross-
ing probabilities matrix α∗c−+. Let
τ∗c = inf{t > 0 : V ∗ct > 0, J∗ct ∈ E∗+}, (5.2.12)
and let {J∗ct }t≥0 =: {(j1t , j2t )}t≥0. Then, for all i ∈ E− and j ∈ E+,
ψ¯ij(F ) =
∑`
k2=1
∑`
k1=1
P(τ∗c <∞, j20 = k1, iτL = j, j2τ∗c = k2 | V0 = 0, j10 = i)
=
∑`
k2=1
∑`
k1=1
κk1
(
α∗c−+
)
((i−1)`+k1,(j−1)`+k2)
=
(
(I ⊗ κ)α∗c−+(I ⊗ e)
)
ij
,
so the result follows. 
Corollary 5.7 The probability of Parisian ruin with F–distributed clocks (F
corresponding to PH(κ,K)) is given by
ψFi (u) = e′iβc+−eD
cu
(
I − (I ⊗ κ)α∗c−+(I ⊗ e)βc+−
)−1 (e− (I ⊗ κ)α∗c−+e),
(5.2.13)
with i ∈ E+, u ≥ 0.
To compute the probability of cumulative Parisian ruin we follow similar steps.
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Proposition 5.8 Let u ≥ 0, i ∈ E+ and n ≥ 1. Then,
P
 n∑
j=1
hj > L >
n−1∑
j=1
hj | V0 = u, J0 = i

=
(
e′iβ
c
+−e
Dcu ⊗ κ
) (
α∗c−+(βc+− ⊗ I)
)n−1 (e−α∗c−+e). (5.2.14)
Proof. For n = 1, the event {∑nj=1 hj > L > ∑n−1j=1 hj} = {L < h1} implies
that {Rt}t≥0 downcrossed level 0 and it was not able to upcross it before L
rang. Conditioning on the state of the first downcrossing of level 0 and on the
phase–state at which L initiates, we get that
P (L < h1 | V0 = u, J0 = i) =
∑
j∈E−,k∈E`
(e′iβc+−eD
cu)j(κk)(1− (e′j ⊗ e′k)α∗c−+e)
= (e′iβc+−eD
cu ⊗ κ)(e−α∗c−+e)
For n ≥ 2, the event {∑nj=1 hj > L >∑n−1j=1 hj} implies that {Rt}t≥0:
1. Downcrossed 0 while in some state in E− and L initiates in some state
in E`, which happens according to the probability vector e′iβc+−eD
cu ⊗ κ
(ordered lexicographically);
2. For j ∈ {1, . . . , n− 1},
(a) Uprossed 0 while in some state in E+ × E` before the clock L rang,
which happens according to the probability matrix α∗c−+;
(b) The clock L remained frozen in the state it was at its previous up-
crossing until the next downcrossing of level 0, which happens ac-
cording probability matrix βc+− ⊗ I;
3. Did not upcross level 0 before L rang, which happens according to the
probability vector e−α∗c−+e.
Thus, (5.2.14) follows. 
Theorem 5.9 The probability of cumulative Parisian ruin with F–distributed
clock (F corresponding to PH(κ,K)) is given by
φFi (u) =
(
e′iβ
c
+−e
Dcu ⊗ κ
) (
I −α∗c−+(βc+− ⊗ I)
)−1 (e−α∗c−+e), i ∈ E+, u ≥ 0.
(5.2.15)
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Proof. Simply notice that
φFi (u) =
∞∑
n=1
P
 n∑
j=1
hj > L >
n−1∑
j=1
hj | V0 = u, J0 = i

=
∞∑
n=1
(
e′iβ
c
+−e
Dcu ⊗ κ
) (
α∗c−+(βc+− ⊗ I)
)n−1 (e−α∗c−+e)
=
(
e′iβ
c
+−e
Dcu ⊗ κ
) (
I −α∗c−+(βc+− ⊗ I)
)−1 (e−α∗c−+e).
The positive drift assumption of {Vt}t≥0 implies that
(
βc+−e
)
j
< 1 for all j ∈
E+. This implies that α∗c−+(βc+−⊗I) is a sub–transition matrix, α∗c−+(βc+−⊗I)−
I is a sub–intensity matrix, and Theorem 2.8 implies that (I−α∗c−+(βc+−⊗I))−1
indeed exists. 
5.3 General fluid flow risk process
In this section we extend the results of Section 5.2 for risk processes with Brow-
nian components. That is, we compute the probability of ruin in an infinite–
horizon, Parisian and cumulative Parisian for general fluid flow risk processes.
5.3.1 Infinite–horizon probability of ruin
Let {Rt}t≥0 be a fluid flow risk process and let {(Vt, Jt)} be its underlying fluid
flow process with Eσ 6= ∅. This means that the intensity matrix of {Jt}t≥0 can
be written on the form
Λ =

Λσσ Λσ+ Λσ− Λσ0
Λ+σ Λ++ Λ+− Λ+0
Λ−σ Λ−+ Λ−− Λ−0
Λ0σ Λ0+ Λ0− Λ00
 ,
and the reward rates {ri}i∈Eσ∪E+∪E−∪E0 and Brownian noise rates {σi}i∈Eσ∪E+∪E−∪E0
are such that
ri ∈ R and σi > 0 for all i ∈ Eσ,
ri > 0 and σi = 0 for all i ∈ E+,
ri < 0 and σi = 0 for all i ∈ E−,
ri = 0 and σi = 0 for all i ∈ E0.
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Let Λc correspond to the generator of the E0–censored process {Jt}t≥0, so that
Λc =
Λcσσ Λcσ+ Λcσ−Λc+σ Λc++ Λc+−
Λc−σ Λ−+c Λc−−

as in (2.4.17). By Theorem 2.31, Theorem 2.33 and Subsection 2.4.2, we know
that if τ0 = inf{t > 0 : Vt < 0} and m0 = Jγ0 ,
P(m0 = j, τ0 <∞ | J0 = i) =
(
e′iβ
ceD
cu
)
j
, i ∈ Eσ ∪ E+, j ∈ Eσ ∪ E−,
where
βc =
(
βcσd
βc+d
)
:=
(
I 0
βc+σ β
c
+−
)
=:
(
βcuσ β
c
u−
)
, and
Dc =
(
Dcσσ D
c
σ−
Dc−σ D
c
−−
)
=:
(
Dcσd
Dc−d
)
satisfy the equations
∆−1r+ Λ
c
+d + ∆−1r+ Λ
c
++β
c
+d + βc+dDc = 0,
Dc−d = Λc−d + Λc−+βc+d,
DcσdD
c + 2∆−2σ (∆rσDcσd + Λcσd + Λcσ+βc+d) = 0,
and may be computed via the iterative algorithm of Theorem 2.32. Since
{Rt}t≥0 and {Vt}t≥0 share the same first passage probabilities, we have the
following.
Theorem 5.10 The infinite–horizon probability of ruin ψi(u) := P(inftRt <
0 | R0 = 0, J0 = i) is given by
ψi(u) = e′iβceD
cue, i ∈ Eσ ∪ E+, u ≥ 0.
5.3.2 Parisian and cumulative Parisian ruin
The case of Parisian ruin for a fluid flow process with a genuine Brownian com-
ponent is slightly more complicated than it non–Brownian counterpart. Since
Eσ 6= ∅, if the fluid flow process is zero at time t while Jt = i ∈ Eσ, then
any compact interval [t, t + δ], δ > 0, contains an infinite number of points
where {Rt}t≥0 is zero again (see Section 10 in Rogers and Williams (1993)).
The precise definition of Parisian ruin for general fluid flow risk processes is the
following.
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Definition 5.11 (Parisian ruin) For a fluid flow risk process {Rt}t≥0, let G
denote the set of left–end points of the subexcursions below 0 of {Rt}t≥0, and
let f : G→ R+ be the function that maps each left–end point of a subexcursion
below 0 with its right–end point. Let {Lg}g∈G be a collection of i.d.d.r.v. with
common distribution F , independent from {Rt}t≥0. Then we say that {Rt}t≥0
gets ruined in a Parisian way with F–distributed clocks if there exists g0 ∈ G
such that Lg0 < f(g0) − g0. For any i ∈ E+ ∪ Eσ and u ≥ 0, we define the
probability of Parisian ruin ψFi (u) by
ψFi (u) = P (∪g∈G{Lg < f(g)− g} | J0 = i, R0 = u) . (5.3.1)
The definition of cumulative Parisian ruin for general fluid flow risk processes
is stated next.
Definition 5.12 (Cumulative Parisian ruin) Let {Rt}t≥0 be fluid flow risk
process and let L be an independent random variable with distribution F .
Then we say that {Rt}t≥0 gets ruined in a cumulative Parisian way with
F–distributed clock if
∫∞
0 1{Rs < 0}ds > L. For any i ∈ E+ ∪ Eσ and u ≥ 0,
we define the probability of cumulative Parisian ruin φFi (u) by
φFi (u) = P
(∫ ∞
0
1{Rs < 0}ds > L | J0 = i, R0 = u
)
. (5.3.2)
With the framework we have presented in this thesis, it is not possible to attack
the problem of computing (5.3.1) or (5.3.2) directly. To avoid this complication,
we follow a standard trick based on approximations (see e.g. Loeffen et al.
(2013) or Baurdoux et al. (2016)), which we describe next.
Fix  > 0, let u0 = 0, and for n ≥ 1 define
dn = inf{t ≥ un−1 : Vt < −}
un = inf{t > dn : Vt ≥ 0},
so that {dn}n≥1 and {un}n≥1 correspond to the alternating points in time in
which {Vt}t≥0 downcrosses level −, later to upcross level 0, respectively. For
all n ≥ 1, let
hn =
∫ un
dn
1{Js ∈ Eσ ∪ E+ ∪ E0}ds, (5.3.3)
with the convention that hn = 0 for dn = ∞. Then hn corresponds to total
amount of actual time, in the sense of the equivalent process {Rt}t≥0, accumu-
lated in the interval [dn, un). See Figure 5.3 for a visual description of {hn}n≥1.
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Figure 5.3: A fluid flow risk processes with Eσ 6= ∅. For given  > 0, the intervals in
red correspond to the succesive times at which {Rt}t≥0 downcrosses −
and upcrosses 0 afterwards. The lengths of these intervals correspond to
hi , i ≥ 1.
Definition 5.13 (–Parisian ruin) Let {Rt}t≥0 be fluid flow risk process, let
{hn}n≥1 be defined as in (5.3.3), and let {Ln}n≥1 be an independent i.i.d.
sequence of random variables with common distribution F . We say that {Rt}t≥0
gets ruined in a –Parisian way with F–distributed clocks if there exists some
n ≥ 1 such that Ln < hn. For any i ∈ E+ ∪ Eσ and u ≥ 0, we define the
probability of –Parisian ruin ψFi (u, ) by
ψFi (u, ) = P (∪n≥1{Ln < hn} | J0 = i, R0 = u) . (5.3.4)
Definition 5.14 (–Cumulative Parisian ruin) Let {Rt}t≥0 be fluid flow
risk process, let {hn}n≥1 be defined as in (5.3.3) and let L be an independent
random variable with common distribution F . We say that {Rt}t≥0 gets ruined
in a –cumulative Parisian way with F–distributed clock if such that L <∑
n≥1 h

n. For any i ∈ E+ ∪ Eσ and u ≥ 0, we define the probability of –
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cumulative Parisian ruin φFi (u, ) by
φFi (u, ) = P
(
L <
∞∑
n=1
hn | J0 = i, R0 = u
)
. (5.3.5)
The limits
lim
↓0
ψFi (u, ), and lim
↓0
φFi (u, ) (5.3.6)
clearly exist. Indeed, a pathwise inspection reveals that ψFi (u, 1) ≤ ψFi (u, 2)
and φFi (u, 1) ≤ φFi (u, 2) if 1 > 2 > 0, so that ψFi (u, ·) and φFi (u, ·) are
monotonous. In fact, following the steps of Section 1.2 in Baurdoux et al.
(2016), it is straightforward to check that
ψFi (u) = lim
↓0
ψFi (u, ), and φFi (u) = lim
↓0
φFi (u, ).
Thus, the study of the both Parisian and cumulative Parisian ruin for the general
fluid flow model requires two steps: computing the probabilities of –Parisian
and –cumulative Parisian ruin, and then taking  → 0. The first step is very
similar to the analysis made in Subsection 5.2.2, which we carry on next.
Conditional on V0 = − and J0 = i ∈ Eσ ∪ E−, define
τ = inf{t > 0 : Vt = 0, Jt /∈ E−} and h =
∫ τ
0
1{Vs < 0, Js /∈ E−}ds.
Let L ∼ F be independent of {(Vt, Jt)}t≥0, and for i ∈ Eσ ∪E−, j ∈ Eσ ∪E+ let
ψ¯ij(F, ) = P(h < L, JτL = j | V0 = −, J0 = i).
Finally, let Ψ¯(F, ) = {ψ¯ij(F, )}i∈Eσ∪E−,j∈Eσ∪E+ denote the corresponding ma-
trix. Then we have the following result.
Proposition 5.15 Let u ≥ 0, i ∈ E+ and n ≥ 1. Then,
P
⋂
j<n
{Lj > hj}, Ln < hn | V0 = u, J0 = i

= e′iβceD
c(u+)
(
Ψ¯(F, )βceD
c
)n−1
(e− Ψ¯(F, )e). (5.3.7)
Proof. Follows along the same lines as the proof of Proposition 5.4. 
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Theorem 5.16 For any i ∈ Eσ ∪ E+ and u ≥ 0, the probability of –Parisian
ruin ψFi (u) is given by
ψFi (u, ) = e′iβceD
c(u+)
(
I − Ψ¯(F, )βceDc
)−1
(e− Ψ¯(L, )e).
Proof. We have that
ψFi (u, ) =
∞∑
n=1
P
(∩j<n{Lj > hj}, Ln < hn | V0 = u, J0 = i)
=
∞∑
n=1
e′iβ
ceD
c(u+)
(
Ψ¯(F, )βceD
c
)n−1
(e− Ψ¯(F, )e)
= e′iβceD
c(u+)
(
I − Ψ¯(F, )βceDc
)−1
(e− Ψ¯(F, )e). (5.3.8)
As in the proof of Theorem 5.5, one can argue that Vt → ∞ as t → ∞ implies
that (
βceD
ce
)
j
< 1 for all j ∈ Eσ ∪ E+ and  > 0, (5.3.9)
so that I − Ψ¯(F, )βceDc in (5.3.8) is indeed invertible.  Just as
in Subsection 5.2.2, Ψ¯(F, ) will be explicitly computable given the assumption
that F corresponds to a phase–type distribution.
Theorem 5.17 If F corresponds to PH(κ,K), then
Ψ¯(F, ) = (I ⊗ κ)α∗ceU∗c(I ⊗ e) (5.3.10)
where
α∗c =
(
α∗cσu
α∗c−u
)
=
(
I 0
α∗c−σ α
∗c
−+
)
, and
U∗c =
(
U∗cσu
U∗c+u
)
=
(
U∗cσσ U
∗c
σ+
U∗c+σ U
∗c
++
)
satisfy the equations
Λ∗c−u + Λ∗c−−α∗c−u +α∗c−uU∗c = 0,
U∗c+u = ∆−1r∗+ (Λ
∗c
+u + Λ∗c+−α∗c−u),
U∗cσuU
∗c + 2∆−2σ∗ (−∆r∗σU∗cσu + Λ∗cσu + Λ∗cσ−α∗c−u) = 0,
and whose exact value may be computed via the iterative algorithm of Theorem
2.35.
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Proof. Follows along the same lines as the proof of Theorem 5.6 with the extra
set of Brownian states. 
Corollary 5.18 The probability of –Parisian ruin with F–distributed clocks
(F corresponding to PH(κ,K)) is given by
ψFi (u, ) = e′iβceD
c(u+)
(
I − (I ⊗ κ)α∗ceU∗c(I ⊗ e)βceDc
)−1
× (e− (I ⊗ κ)α∗ceU∗ce)
for i ∈ Eσ ∪ E+, u ≥ 0.
Concerning –cumulative Parisian ruin, we have the following.
Proposition 5.19 Let u ≥ 0, i ∈ E+ and n ≥ 1. Then,
P
 n∑
j=1
hj > L >
n−1∑
j=1
hj | V0 = u, J0 = i

=
(
e′iβ
ceD
c(u+) ⊗ κ
)(
α∗ceU
∗c[(βceD
c)⊗ I]
)n−1
(e−α∗c−+eU
∗c
e).
(5.3.11)
Proof. Follows along the same lines of the proof of Proposition 5.8.
Theorem 5.20 The probability of –cumulative Parisian ruin with F–distributed
clock (F corresponding to PH(κ,K)) is given by
φFi (u, ) =
(
e′iβ
ceD
c(u+) ⊗ κ
)(
I −α∗ceU∗c[(βceDc)⊗ I]
)−1
(e−α∗ceU∗ce)
for i ∈ Eσ ∪ E+ and u ≥ 0.
Proof. Notice that
φFi (u, ) =
∞∑
n=1
P
(
n∑
j=1
hj > L >
n−1∑
j=1
hj | V0 = u, J0 = i
)
=
∞∑
n=1
(
e′iβ
ceD
c(u+) ⊗ κ
)(
α∗ceU
∗c[(βceD
c)⊗ I]
)n−1
(e− α∗c−+eU
∗c
e)
=
(
e′iβ
ceD
c(u+) ⊗ κ
)(
I − α∗ceU∗c[(βceDc)⊗ I]
)−1
(e− α∗ceU∗ce).
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The positive drift assumption of {Vt}t≥0 implies that
(
βceD
c)e
)
j
< 1 for
all j ∈ Eσ ∪ E+. This implies that α∗ceU∗c[(βceDc) ⊗ I] is a sub–transition
matrix, α∗ceU∗c[(βceDc)⊗ I]− I is a sub–intensity matrix, and Theorem 2.8
implies that (I −α∗ceU∗c[(βceDc)⊗ I])−1 indeed exists. 
As  ↓ 0 we get the following results.
Theorem 5.21 In the case Eσ 6= ∅ and F ∼ PH(κ,K), the probability of
Parisian ruin is given by
ψFi (u) = e′iβceD
cu
×
(
−(I ⊗ κ)U∗cσu(I ⊗ e)βcuσ −Dcσσ −(I ⊗ κ)U∗cσ+(I ⊗ e)βc+− −Dcσ−
−(I ⊗ κ)α∗c−u(I ⊗ e)βcuσ −(I ⊗ κ)α∗c−+(I ⊗ e)βc+− + I
)−1
×
(
−(I ⊗ κ)U∗cσue
e− (I ⊗ κ)α∗c−ue
)
, i ∈ Eσ ∪ E+, u ≥ 0, (5.3.12)
and the probability of cumulative Parisian ruin is given by
φFi (u) =
(
e′iβ
ceD
cu ⊗ κ
)
(5.3.13)
×
(
−U∗cσu(βcuσ ⊗ I)−Dcσσ ⊗ I −U∗cσ+(βc+− ⊗ I)−Dcσ− ⊗ I
−α∗c−u(βcuσ ⊗ I) −α∗c−u(βcu− ⊗ I) + I
)−1
×
(
−U∗cσue
e− α∗c−ue
)
, i ∈ Eσ ∪ E+, u ≥ 0. (5.3.14)
Proof. We first prove (5.3.14). Notice that
φFi (u) = lim
→0
(
e′iβ
ceD
c(u+) ⊗ κ
)(
I − α∗ceU∗c
[(
βceD
c
)
⊗ I
])−1
×
(
e−
(
α∗cσu
α∗c−u
)
eU
∗ce
)
= lim
→0
(
e′iβ
ceD
c(u+) ⊗ κ
)((
−1I 0
0 I
)[
I − α∗cdueU
∗c
[(
βceD
c
)
⊗ I
]])−1
×
(
−1I 0
0 I
)(
e−
(
α∗cσu
α∗c−u
)
eU
∗ce
)
.
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Since
lim
→0
(
−1I 0
0 I
)(
e−
(
α∗cσu
α∗c−u
)
eU
∗ce
)
= lim
→0
(
−1(e−α∗cσueU
∗ce)
e−α∗c−ueU
∗ce
)
= lim
→0
(
−1(e−α∗cσu(I +U∗c+ o())e)
e−α∗c−ueU
∗ce
)
= lim
→0
(
−1(e− (I 0) (I +U∗c+ o())e)
e−α∗c−ueU
∗ce
)
=
( −U∗cσue
e−α∗c−ue
)
and
lim
→0
(
−1I 0
0 I
)[
I − α∗ceU∗c
[(
βceD
c
)
⊗ I
]]
= lim
→0
(
−1I 0
0 I
)
[I − α∗c (I +U∗c+ o()) [(βc (I +Dc+ o()))⊗ I]]
= lim
→0
(
−1I 0
0 I
)
× [I − {α∗c(βc ⊗ I) + α∗cU∗c(βc ⊗ I)+ α∗c ((βcDc)⊗ I) + o()}]
= −
(
U∗cσu(βcuσ ⊗ I) +Dcσσ ⊗ I U∗cσ+(βc+− ⊗ I) +Dcσ− ⊗ I
α∗c−u(βcuσ ⊗ I) α∗c−u(βcu− ⊗ I)− I
)
, (5.3.15)
so that (5.3.14) follows. The nonsingularity of (5.3.15) follows by noticing that
the matrix is the negative of a sub–intensity matrix.
To prove (5.3.12),
ψFi (u) = lim
→0
e′iβ
ceD
c(u+)
(
I − (I ⊗ κ)α∗ceU∗c(I ⊗ e)βceDc
)−1
×
(
e− (I ⊗ κ)
(
α∗cσu
α∗c−u
)
eU
∗ce
)
= lim
→0
e′iβ
c
+−e
D(u+)
×
((
−1I 0
0 I
)[
I − (I ⊗ κ)α∗ceU∗c(I ⊗ e)βceDc
])−1
×
(
−1I 0
0 I
)(
e− (I ⊗ κ)
(
α∗cσu
α∗c−u
)
eU
∗ce
)
.
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Now,
lim
→0
(
−1I 0
0 I
)(
e− (I ⊗ κ)
(
α∗cσu
α∗c−u
)
eU
∗ce
)
= lim
→0
((
−1
(
e− (I ⊗ κ)α∗cσueU
∗ce
)
e− (I ⊗ κ)α∗c−ueU
∗ce
))
= lim
→0
((
−1 (e− (I ⊗ κ)α∗cσu(I +U∗c+ o())e)
e− (I ⊗ κ)α∗c−ueU
∗ce
))
= lim
→0
((
−1
(
e− (I ⊗ κ) (I 0) (I +U∗c+ o())e)
e− (I ⊗ κ)α∗c−ueU
∗ce
))
= lim
→0
((
−1 (e− (I ⊗ κ)e− (I ⊗ κ)U∗cσue+ o())
e− (I ⊗ κ)α∗c−ueU
∗ce
))
=
( −(I ⊗ κ)U∗cσue
e− (I ⊗ κ)α∗c−ue
)
.
Additionally, we have that
lim
→0
(
−1I 0
0 I
)[
I − (I ⊗ κ)α∗ceU∗c(I ⊗ e)βceDc
]
= lim
→0
(
−1I 0
0 I
)
[I − (I ⊗ κ)α∗c(I +U∗c+ o())(I ⊗ e)βc(I +Dc+ o())]
= lim
→0
(
−1I 0
0 I
)
(5.3.16)
× [I − (I ⊗ κ) {α∗c(I ⊗ e)βc + α∗cU∗c(I ⊗ e)βc+ α∗c(I ⊗ e)βcDc+ o()}]
= −
(
(I ⊗ κ)U∗cσu(I ⊗ e)βcuσ +Dcσσ (I ⊗ κ)U∗cσ+(I ⊗ e)βc+− +Dcσ−
(I ⊗ κ)α∗c−u(I ⊗ e)βcuσ (I ⊗ κ)α∗c−+(I ⊗ e)βc+− − I
)
.
(5.3.17)
Notice that (5.3.17) is the negative of a sub–intensity matrix, so in particular
is nonsingular. 
Remark 17 The approach used to compute the limits in the proof of Theorem
5.21 is somewhat similar to a L’Hospital–type of rule for matrices. However, in
our case “differentation” is only performed in certain rows of the matrices, the
ones corresponding to the states in which the Brownian component is active.
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5.4 Erlangization
In this section we explain how to use the method of erlangization to approxi-
mate the probability of Parisian and cumulative Parisian ruin with deterministic
clocks.
As pointed out in Ramaswami et al. (2008), Jagerman (1982) provides a method
to approximate any C4 function f : R+ → R+ as a limit of a sequence of
functions {fn}n≥1 on the form
fn(a) =
∫ ∞
0
(n/a)n
(n− 1)!s
n−1e−ns/af(s)ds, a > 0, n ≥ 1. (5.4.1)
In fact, the convergence fn → f is uniform over compacts. Moreover,
fn(a)− f(a) = 1/n2 f
(2)(a) +O(1/n2). (5.4.2)
Furthemore, notice that
fn(a) = E(f(L(n))), (5.4.3)
where L(n) is a an Erlang distributed r.v. with n stages and mean a. This
approximation method is known as erlangization. In the context of risk theory,
it was first proposed in Asmussen et al. (2002), where given 5.4.2, the authors
proposed to use the Richardson extrapolation sequence {f̂n}n≥1 with
f̂n = (n+ 1)fn+1 − nfn
to approximate f ; (see Appendix C). The sequence {f̂n}n≥1 is such that the
pointwise error of approximation to f is on the order O(1/n2), an order of
speed higher than that of {fn}n≥1. Let us show how to use the erlangization
method to approximate the probability of Parisian and cumulative Parisian ruin
with deterministic clock(s).
Let {Rt}t≥0 be a fluid flow risk with Eσ = ∅. Define
gi(u, a) = φδai (u), a > 0, u ≥ 0, i ∈ Eσ ∪ E+,
so that gi(u, a) corresponds to the probability of cumulative Parisian ruin with
deterministic clock of length a, and conditional on R0 = u, J0 = i. By con-
ditioning on the first jump time of {Jt}t≥0, it can be readily proved that the
mapping a → gi(u, a) is infinitely differentiable. This and (5.4.3) implies that
gi(u, a) can be approximated by the sequence {φEni (u)}n≥1 where En denotes
the Erlang distribution function with n stages and mean a. We can take a step
further and apply the Richardson extrapolation formula to improve the speed
of convergence to gi(u, a). This is summarized in the following.
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Theorem 5.22 Let {Rt} be a fluid flow risk process with Eσ = ∅ and fix a >
0, u ≥ 0 and i ∈ E+. Then we can compute the probability of cumulative Parisian
ruin by
φδai (u) = limn→∞φ
En
i (u) (5.4.4)
= lim
n→∞ φ̂
En
i (u), (5.4.5)
where
φ̂E
n
i (u) = (n+ 1)φE
n+1
i (u)− nφE
n
i (u), n ≥ 1
and φEni (u) is on the form (5.2.15) for the case F = En corresponding to an
Erlang distribution with n stages and mean a. Moreover, the convergence of
(5.4.4) is on the order O(1/n) and the the convergence of (5.4.5) is on the
order O(1/n2).
The case of Parisian ruin is slightly more complex. The reason is that ψFi (u)
cannot be thought as a deterministic function evaluated at a random point.
Indeed, Parisian ruin has not one, but several i.i.d. clocks associated to each
subexcursion below 0. However, in a similar fashion to that of (5.4.4), we get
that for ψ¯ij(F ) as defined by
ψ¯ij(F ) = P(L > h, Jτ = j | V0 = 0, J0 = i)
with L ∼ F,L ⊥ {(Vt, Jt)}t≥0, i ∈ E−, j ∈ E+, and Ψ¯ (F ) := {ψ¯ij(F )}E−,j∈E+ ,
we have that
Ψ¯(δa) = Ψ¯(En) +
C
n
+O(1/n2),
where En corresponds to an Erlang distribution with n stages and mean a, and
C is some real matrix. In the following we analyse how this is related to the
probability of Parisian ruin.
Theorem 5.23 Let {Rt} be a fluid flow risk process with Eσ = ∅ and fix a >
0, u ≥ 0 and i ∈ E+. Then we can compute the probability of Parisian ruin by
ψδai (u) = limn→∞ψ
En
i (u) (5.4.6)
= lim
n→∞ ψ̂
En
i (u), (5.4.7)
where
ψ̂E
n
i (u) = (n+ 1)ψE
n+1
i (u)− nψE
n
i (u), n ≥ 1
and ψEni (u) is on the form (5.2.13) for the case F = En corresponding to an
Erlang distribution with n stages and mean a. Moreover, the convergence of
(5.4.6) is on the order O(1/n) and the the convergence of (5.4.7) is on the
order O(1/n2).
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Proof. From the matrix formula
(A1 −A2)−1 = A−11 +A−11 (I −A2A−11 )−1A2A−11 ,
by substituting with A1 = I − Ψ¯(δa) and A2 = Cβ+−n +O(1/n2), we get that(
I − Ψ¯ (En)βc+−
)−1 = (I − Ψ¯(δa)− Cβ+−
n
+O(1/n2)
)−1
= A−11 +A−11 (I −A4A−11 )−1A4A−11
= A−11 +A−11 (I +O(1/n))−1
(
Cβ+−
n
+O(1/n2)
)
A−11 .
Since I + O(1/n) → I as n → ∞, then there exists n0 ≥ 1 such that for all
n ≥ n0, the term (I +O(1/n))−1 exists and its operator norm is bounded, say,
by 2. This means that there exists some matrix Ĉ such that(
I − Ψ¯ (En)βc+−
)−1 = A−11 + Dn +O(1/n2)
=
(
I − Ψ¯ (δa)βc+−
)−1 + Ĉ
n
+O(1/n2)
Using Theorem 5.5 we get that
ψE
n
i (u) = e′iβc+−eD
cu
((
I − Ψ¯ (δa)βc+−
)−1 + Ĉ
n
+O(1/n2)
)
×
(
e−
(
Ψ¯(δa)− C
n
+O(1/n2)
)
e
)
= ψδai (u) +
γ
n
+O(1/n2),
for some γ ∈ R. This proves (5.4.6). (5.4.7) follows by performing a Richardson
approximation (see Appendix C). 
Remark 18 Theorem 5.22 and Theorem 5.23 propose to use an Erlang ap-
proximation to the probability of cumulative Parisian and Parisian ruin with
deterministic clocks. Is this the best approach possible, considering the tools
provided by Corollary 5.7 and Theorem 5.9? The answer is affirmative and is
backed up by the fact that within the class of phase–type distributions of dimen-
sion n, En is the least variable; see Aldous and Shepp (1987) and O’Cinneide
(1991b).
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We refer to Bladt et al. (2018) for a numerical assessment of the erlangization
method to approximate the probability of Parisian and cumulative Parisian ruin
with deterministic clocks.
5.5 Conclusions and remarks
In this chapter we provided a method to compute the Parisian and cumulative
Parisian probability of ruin for a fairly general class of risk processes. Below
is a brief analysis of the methods existing in the literature and how they are
compared to ours.
• Parisian ruin has been extensively studied before, mainly for spectrally
negative Lévy process. For instance, Parisian ruin with deterministic
clocks was first studied in Dassios andWu (2008) for the Cramér–Lundberg
process. Their results were later generalized to the case of general spec-
trally negative Lévy processes in Czarna and Palmowski (2011) and Lo-
effen et al. (2013) for the case of deterministic clocks, and in Landriault
et al. (2013) and Baurdoux et al. (2016) for the case of random clocks,
Erlang and exponential, respectively. In Czarna et al. (2017), the distri-
bution of the number of claims leading to Parisian ruin is computed for
the Cramér-–Lundberg process. A related source is Albrecher and Ivanovs
(2017), where a discretely observed ruin model is declared ruined if it is
ever below 0 at its observation points driven by a Poisson process; this co-
incides with the case of Parisian ruin with exponentially distributed clocks.
In comparison, cumulative Parisian ruin with a deterministic clock has had
far less attention, with some resouces being Landriault et al. (2011) and
Guérin and Renaud (2017). The majority of these papers use the theory
of scale functions; see Kuznetsov et al. (2012) for a comprehensive study.
The methodology presented in this chapter is completely different from
theirs.
• Our approach relies heavily in the matrix–analytic nature of the fluid flow
risk process and phase–type distributions. In particular, our approach is
inspired by the erlangization method proposed in Asmussen et al. (2002)
to study finite–time probability of ruin for a Cramér–Lundberg process,
which later got generalized in Stanford et al. (2005) and Ramaswami et al.
(2008). To the best of our knowledge, this is the first attempt to study
Parisian and cumulative Parisian ruin within a matrix–analytic frame-
work.
• Our method provides a completely explicit formula to compute the proba-
bility of Parisian and cumulative parisian ruin for phase–type–distributed
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clocks, as well as an approximation method to compute the case of de-
terministic clocks. In the Parisian setting, an erlangization method was
previously proposed by Landriault et al. (2013) for the case of spectrally
negative Lévy processes. Although some of our models overlap with mod-
els of Landriault et al. (2013) (for instance, spectrally negative Lévy pro-
cesses with phase–type claims), in general we study different models and
different perspectives. Moreover, ours is the first instance in which the use
of the Richardson approximation is proposed to improve the speed of con-
vergence of the erlangization, within the Parisian or cumulative Parisian
setting.
Chapter 6
Some excursion properties of
spectrally negative Lévy
processes over a
matrix–exponential horizon
6.1 Introduction
Risk theory has been considerably benefited by the advances on fluctuation
theory for Lévy processes. One these advances is the so–called Wiener–Hopf
decomposition, which corresponds to a distributional property of the excursions
from the maximum of the Lévy process prior to an independent exponential
random time. In particular, if the Lévy process happens to have negative jumps
only, the Wiener–Hopf factorisation has a special form in terms of analytic
functions.
The aim of this chapter is to extend the Wiener–Hopf factorisation in order
to study the distributional properties of the excursions from the maximum of
a spectrally negative Lévy process prior to an independent matrix–exponential
random time. In order to do so, we use a technique based on holomorphic func-
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tional calculus for matrices, which broadly speaking, lets us “evaluate analytic
functions at a matrix”. Later on, we give an additional example of how holomor-
phic functional calculus for matrices can be applied to the study of cumulative
Parisian ruin for spectrally negative Lévy processes. We finalise this chapter
with a discussion of our results with previous ones existing in the literature.
The main original results stemming from this chapter are Theorem 6.6 and
Corollary 6.10.
6.2 Definition and properties of the holomor-
phic functional calculus for matrices
Functional calculus corresponds to the theory which allows to apply mathe-
matical functions to linear operators. Several types of functional calculi can
be developed for different kinds of linear operators acting on different kind of
spaces. In this section we specialize in the holomorphic functional calculus for
bounded linear operators in Banach spaces developed in Dunford and Schwartz
(1958), which states that for any analytic function f : U ⊂ C → C and linear
operator A with spectrum sp{A} ∈ U , the linear operator f(A) is defined by
f(A) = 12pii
∮
γ
f(z)(zI −A)−1dz,
where γ ⊂ U is a clock–wise oriented closed chain which encloses sp(A). From
now on, we will restrict ourselves to linear operators acting on Cn, so that the
linear operators are simply complex–valued square matrices. A few basic prop-
erties of this functional calculus are the following. We include their respective
proof in Appendix B.
Theorem 6.1 Let f, g be two analytic functions on B ⊂ C and let A be a
complex–valued matrix such that sp(A) ⊂ B. Then:
1. f(A) + g(A) = (f + g)(A).
2. f(A)g(A) = (fg)(A).
3. sp(f(A)) = f(sp(A)).
4. If sp(g(A)) ⊂ B, then f(g(A)) = (f ◦ g)(A).
Remark 19 Holomorphic functional calculus coincides with the traditional def-
initions of functions of matrices. For example, for any nonsingular matrix A
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and n ∈ Z, An coincides with the matrix f(A) with f(z) = zn. Also, the matrix
exponential of A defined as
eA =
∞∑
i=0
Ai
i!
coincides with the matrix g(A) with g(z) = ez. This and more details on the
subject can be found in Doolittle (1998).
6.3 On an extension of the Wiener–Hopf factori-
sation for spectrally negative Lévy processes
Let {Xt}t≥0 be a spectrally negative Lévy process with X0 = 0 and Lévy expo-
nent ψ(θ) := logE(eθX1) given by
ψ(θ) = aθ + 12σ
2θ2 +
∫
(−∞,0)
(eθx − 1− θx1x>−1)Π(dx). (6.3.1)
Let τ+x = inf{s > 0 : Xs > x}. We call {τ+x }x≥0 the first–passage time
process. The following is a summary of the properties of the process {τ+x }x≥0
(see Kyprianou (2014), Theorem 3.12 and Theorem 3.14).
Theorem 6.2 If {τ+x }x≥0 is the first–passage time process of a spectrally neg-
ative Lévyprocess {Xt}t≥0 with Lévy exponent ψ(·), then:
• For all q ≥ 0,
E(e−qτ
+
x ) = e−φ(q)x,
where φ(q) = sup{a ≥ 0 : ψ(a) = q}, that is, φ corresponds to the right–
inverse of ψ.
• The process {τ+x }x≥0 is a non–decreasing Lévy process with Lévy exponent
given by φ.
• For all q > 0, the function φ can be expressed as
φ(q) = aτq +
∫
(0,∞)
(1− e−qx)Πτ (dx).z (6.3.2)
Theorem 6.3 The function φ can be analytically extended to D := {z ∈ C :
Re(z) > 0}. Furthermore, for any z0 ∈ D, Re(φ(z0)) > 0.
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Proof. Extend the definition (6.3.2) of φ to D. To verify that φ is analytic in
D, let γ be a closed curve in D. Then,∮
γ
φ(z)dz = aτ
∮
γ
zdz +
∮
γ
∫
(0,∞)
(1− e−zx)Πτ (dx)dz
= 0 +
∫
(0,∞)
(∮
γ
(1− e−zx)dz
)
Πτ (dx)
=
∫
(0,∞)
0 ·Πτ (dx) = 0,
so that Morera’s theorem imply that φ is indeed analytic in D. Additionally,
for z0 = a0 + ib0 ∈ D (a0 ∈ (0,∞), b0 ∈ R),
Re(φ(z0)) = aτa0 +
∫
(0,∞)
(1− cos(b0x)e−a0x)Πτ (dx),
and since 1 − cos(b0x)e−a0x > 0 for all x > 0, then Re(φ(z0)) > 0. Next
we present a result which helps us understand how the process {Xt}t≥0 and
its maximum behaves prior to an independent exponential random time; such a
result is known as theWiener–Hopf factorisation. The term “Wiener–Hopf”
is not restricted to the study of Lévy processes. In fact, it was first proposed as
a technique to solve a convolution equation in Wiener and Paley (1934). From
there on, intepretations and applications of this technique were used in diverse
areas such as in complex analysis, differential equations and operator theory.
In probability theory, the Wiener–Hopf techique was used in Spitzer (1957) to
study maxima of a random walk, which was later studied in Rogozin (1966) for
Lévy processes. The following corresponds to the Wiener–Hopf factorisation for
spectrally negative Lévy process (see Subsection 6.5.2 in Kyprianou (2014)).
Theorem 6.4 Fix p > 0. Let T ∼ Exp(p) be independent of the spectrally
negative Lévy process {Xt}t≥0 with Lévy exponent ψ(·), and for t ≥ 0 define
Xt = max
0≤s≤t
Xs, Gt = sup{s < t : Xs = Xs}.
Then,
(GT , XT ) ⊥ (T −GT , XT −XT ).
Furthermore, there exists δ = δ(p) > 0 such that for all ν, θ ∈ [0, δ)
p− ν > 0, φ(p− ν)− θ > 0, p− ν − ψ(θ) > 0, (6.3.3)
E(eνGT+θXT ) = φ(p)
φ(p− ν)− θ , and
E(eν(T−GT )+θ(XT−XT )) = p
φ(p)
φ(p− ν)− θ
p− ν − ψ(θ) ,
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where φ(·) is defined as in Theorem 6.2, In particular,
E(eνT+θXT ) = p
p− ν − ψ(θ) .
The goal of this section is to study E(eνGY +θXY ), E(eν(Y−GY )+θ(XY −XY )) and
E(eνY+θXY ), where Y is a matrix–exponential random variable independent
from {Xt}t≥0 and suitable ν, θ ≥ 0. After we do this, we will be able to figure
out if (GT , XT ) ⊥ (T − GT , XT − XT ) or if any kind of factorisation holds.
The way we proceed is by using holomorphic functional calculus. The following
corresponds to Theorem 4.2 of Bladt et al. (2015).
Theorem 6.5 Let Y ∼ ME(pi,T , t) and let w : R → R be a function with
Laplace transform
Lw(s) :=
∫ ∞
0
e−sxw(x)dx
which exists and is finite for at least some s0 ∈ [0,−Re(dev(T ))). Furthermore,
define
L∗w(s) := sLw(s) =
∫ ∞
0
se−sxw(x)dx.
Then, E(w(Y )) can be computed in two ways:
E(w(Y )) = piLw(−T )t, or
E(w(Y )) = −piL∗w(−T )e.
Proof. Since Lw(s0) exists and is finite, then it also exists and is finite for
all s > s0. Define Ds0 = s0 + D = {z ∈ C : Re(z) > s0}. Then Lw can be
analytically extended to Ds0 . Indeed, if γ0 ⊂ Ds0 is a closed curve, then∫
γ0
Lw(z)dz =
∫
γ0
(∫ ∞
0
e−zxw(x)dx
)
dz
=
∫ ∞
0
(∫
γ0
e−zxdz
)
w(x)dx
=
∫ ∞
0
0 · w(x)dx = 0,
so that by Morera’s theorem, Lw is analytic in Ds0 . Furthermore, sp(−T ) ⊂
140
Some excursion properties of spectrally negative Lévy processes over a
matrix–exponential horizon
Ds0 . Then, if γ ⊂ Ds0 is a closed chain which encloses sp(−T ),
E(w(Y )) =
∫ ∞
0
w(x)(pieTxt)dx
= pi
(∫ ∞
0
w(x)eTxdx
)
t
= pi
(∫ ∞
0
w(x)e−(−T )xdx
)
t
= pi
(∫ ∞
0
w(x)
[∫
γ
e−zx(zI − (−T ))−1dz
]
dx
)
t
= pi
[∫
γ
(∫ ∞
0
w(x)e−zxdx
)
(zI − (−T ))−1dz
]
t
= pi
[∫
γ
Lw(z)(zI − (−T ))−1dz
]
t
= piLw(−T )t.
Now, L∗w(z) = zLw(z) is also analytic in Ds0 , so that,
E(w(Y )) = pi
[∫
γ
(∫ ∞
0
w(x)e−zxdx
)
(zI − (−T ))−1dz
]
t
= pi
[∫
γ
z−1
(∫ ∞
0
zw(x)e−zxdx
)
(zI − (−T ))−1dz
]
t
= pi
[∫
γ
z−1L∗w(z)(zI − (−T ))−1dz
]
t
= piT−1L∗w(−T )t
= piL∗w(−T )(T−1)(−Te)
= −piL∗w(−T )e,
and the proof is finished. 
The following is the factorisation correspondent to the process {Xt}t≥0 prior to
an independent matrix–exponential random time.
Theorem 6.6 Let Y ∼ ME(pi,T ) be independent of the spectrally negative Lévy
process {Xt}t≥0. Then, there exists δ > 0 such that for any ν, θ ∈ [0, δ),
Re(sp(−T − νI)) ⊂ (0,∞), (6.3.4)
Re(sp(φ(−T − νI)− θI)) ⊂ (0,∞), (6.3.5)
Re(sp(−T − (ν + ψ(θ))I)) ⊂ (0,∞), (6.3.6)
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and for ν1, ν2, θ1, θ2 ∈ [0, δ),
E(exp([ν1GY + θ1XY ] + [ν2(Y −GY ) + θ2(XY −XY ])
= −piF1(ν1, θ1)F2(ν2, θ2)e. (6.3.7)
where
F1(ν1, θ1) = φ(−T )(φ(−T − ν1I)− θ1I)−1, and
F2(ν2, θ2) = (−T )(φ(−T ))−1(φ(−T − ν2I)− θ2I)(−T − (ν2 + ψ(θ2))I)−1.
In particular, for all ν, θ ∈ [0, δ),
E(eνY+θXY ) = −pi(−T )(−T − (ν + ψ(θ))I). (6.3.8)
Proof.
Fix λ0 ∈ (0,−Re(dev(T ))) and let δ be δ(λ0) as in Theorem 6.4: this guarantees
that (6.3.4), (6.3.5) and (6.3.6) hold. Fix ν1, ν2, θ1, θ2 ∈ [0, δ). If we define
w(t) := E(exp([ν1Gt + θ1Xt] + [ν2(t−Gt) + θ2(Xt −Xt]), t ≥ 0.
then L∗w(λ0) is finite. Moreover, if s ≥ λ0 and Z ∼ Exp(s) independent of
{Xt}t≥0,
L∗w(s) =
∫ ∞
0
se−stw(t)dt
= E (w(Z))
= E(exp([ν1GZ + θ1XZ ] + [ν2(Z −GZ) + θ2(XZ −XZ)])
= E(exp(ν1GZ + θ1XZ)) · E(exp(ν2(Z −GZ) + θ2(XZ −XZ)))
=
[
φ(s)
φ(s− ν1)− θ1
] [
s
φ(s)
φ(s− ν2)− θ2
s− ν2 − ψ(θ2)
]
Using Theorem 6.5,
E(exp([ν1GY + θ1XY ] + [ν2(Y −GY ) + θ2(XY −XY ])
= E(w(Y )) = −piL∗w(−T )e. (6.3.9)
Apply Theorem 6.1 to finalise the proof. 
Remark 20 Equation (6.3.7) implies that, in general, (GY , XY ) is not inde-
pendent from (Y −GY , XY −XY ): this follows by noting that
−piF1(ν1, θ1)F2(ν2, θ2)e 6= (−piF1(ν1, θ1)e)(−piF2(ν2, θ2)e).
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The following provides a way to construct nontrivial representations of matrix–
exponential distributions based on the findings of Theorem 6.6.
Corollary 6.7 Let ψ be the Lévy exponent of a spectrally negative Lévy process,
and let φ be its right–inverse. Let (pi,T ) correspond to a representation of
a matrix–exponential distribution. Then (pi,−φ(−T )) also corresponds to a
representation of a matrix–exponential distribution.
Proof. Let {Xt}t≥0 be the Lévy process with Lévy exponent ψ, and let Y ∼
ME(pi,T ) be independent of {Xt}t≥0. Replacing ν1 = ν2 = θ2 = 0 in (6.3.7) we
get that
E(eθ1XY ) = −pi[φ(−T )(φ(−T )− θ1I)−1]e
= pi[(φ(−T )− θ1I)−1](−φ(−T )e),
which by analytic continuation implies that
LXY (z) := E(e
−zXY ) = pi(zI − (−φ(−T )))−1(−φ(−T )e), z ∈ D.
Using the inverse Laplace transform formula, we get that the density of fXY of
XY is given by
fXY (x) =
1
2pii
∫
γ
exzLXY (z)dz
= pi
(
1
2pii
∫
γ
exz(zI − (−φ(−T )))−1dz
)
(−φ(−T )e)
= pie−φ(−T )x(−φ(−T )e), x ≥ 0,
where γ denotes a closed curve contained in D which encloses sp(−φ(−T )).
This implies that XY ∼ ME(pi,−φ(−T )) and the proof is finished. 
6.4 Cumulative Parisian ruin for spectrally neg-
ative Lévy processes
Let {Xt}t≥0 be a spectrally negative Lévy process with X0 = 0 and with Lévy
exponent ψ, and let φ be the right–inverse of ψ. Let Y ∼ ME(pi,T ) be indepen-
dent of {Xt}t≥0. In Chapter 5 we defined cumulative Parisian ruin with clock
Y as the event {∫∞0 1{Xs ≤ 0}ds > Y }. In other words, cumulative Parisian
ruin happens if the occupation time of {Xt}t≥0 below 0 is larger than Y ; this
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is nontrivial only in the case {Xt}t≥0 drifts to +∞, which is what we assume
from now on. The following is a result from Landriault et al. (2011) regard-
ing the Laplace transform of the total occupation time of a spectrally negative
spectrally negative Lévy process.
Theorem 6.8 If {Xt}t≥0 is a spectrally negative Lévy process with Lévy expo-
nent ψ with right–inverse φ. Then, for λ ≥ 0,
E
(
exp
(
−λ
∫ ∞
0
1{Xs ≤ 0}ds
))
= ψ′(0+)φ(λ)
λ
. (6.4.1)
The previous provides a characterisation of the distribution of
∫∞
0 1{Xs ≤ 0}ds.
In the following we prove how, in general, one can relate the Laplace transform
of a random variable to an independent matrix–exponential–distributed random
variable using holomorphic functional calculus.
Theorem 6.9 Let W be any nonnegative random variable with Laplace trans-
form L(s) = E(e−sW ) and let Y ∼ ME(pi,T ) be independent of W . Then,
P(W ≤ Y ) = −piL(−T )e. (6.4.2)
Proof. Define
w(x) := P (W ≤ x) .
For fixed s > 0, let Z ∼ Exp(s) be independent of W . Then,
L∗w(s) =
∫ ∞
0
se−sxw(x)dx
=
∫ ∞
0
se−sxP (W ≤ x) dx
= P (W ≤ Z)
= E (P (W ≤ Z |W ))
= E
(
e−sW
)
= L(s)
Thus,
P (W ≤ Y ) = E(w(Y ))
= −piL∗w(−T )e = −piL(−T )e,
and 6.4.2 follows. 
The following provides a way to compute the probability of cumulative Parisian
ruin with a matrix–exponential–distributed clock.
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Corollary 6.10 Let {Xt}t≥0 be a spectrally negative Lévy process with Lévy
exponent ψ with right–inverse φ. Let Y ∼ PH(pi,T ) be independent of {Xt}t≥0.
Then,
P
(∫ ∞
0
1{Xs ≤ 0}ds > Y
)
= 1 + ψ′(0+)pi(−T )−1φ(−T )e. (6.4.3)
Proof. Apply Theorem 6.9 withW =
∫∞
0 1{Xs ≤ 0}ds and then use Theorem
6.8. 
Remark 21 If one desires to perform a Laplace inversion of (6.4.1), we can
compute (6.4.3) with Y ∼ En where En denotes an Erlang distribution of n
stages and mean t, and the limit as n → ∞ would approach P(∫∞0 1{Xs ≤
0}ds > t). This would be no different from the inversion method of Jager-
man (1982), which has been shown to converge to its limit at a rate of O(1/n).
We could go even further and apply a Richardson extrapolation to speed up the
rate of convergence to O(1/n2) (see Appendix C). However, we have an advan-
tage in Corollary 6.10: it is valid for all matrix–exponential distributions, not
only for phase–type–distributed ones. In O’Cinneide (1991b) it is shown that
the Erlang distribution of n stages is no longer the least variable amongst the
class of matrix–exponential distributions of dimension n (n ≥ 3). In Horváth
et al. (2016) it is conjectured, through numerical experimentation, that the least
variable matrix–exponential distribution of order n has a coefficient of variation
similar to 2/n2. In comparison, the Erlang distribution of order n has coeffi-
cient of variation 1/n. This would mean that, in theory, we would be able to
approximate P(
∫∞
0 1{Xs ≤ 0}ds > t) faster if we choose the sequence of least
variable matrix–exponential distributions of order n instead of Erlang distribu-
tions of n stages; we could then apply Richardson extrapolation to that sequence
in order to speed the convergence even further.
6.5 Examples
In Theorem 6.6 and Corollary 6.10, one of the main ingredients is the matrix
φ(Sα) where Sα = −T − αI for some α ∈ R such that Re(sp(Sα)) ⊂ (0,∞).
In this section we explicitly compute φ(Sα) for two examples: whenever T is
the subintensity matrix associated to an Erlang distribution of n stages, and
for T corresponding to a matrix–exponential distribution which is strictly non–
phase–type.
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6.5.1 Erlang clock
Let Y ∼ Erl(n, β). In this case, Sα is a n× n matrix on the form
Sα = −T − αI =

β − α −β 0 · · · 0 0
0 β − α −β · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · β − α −β
0 0 0 · · · 0 β − α
 .
Notice that σ(Sα) = {β − α}. Let γ ⊂ D be a closed curve enclosing β − α. It
is straightforward to verify that (zI − Sα)−1 is equal to
1
z−(β−α)
−β
(z−(β−α))2
β2
(z−(β−α))3 · · · (−β)
n−2
(z−(β−α))n−1
(−β)n−1
(z−(β−α))n
0 1z−(β−α)
−β
(z−(β−α))2 · · · (−β)
n−3
(z−(β−α))n−2
(−β)n−2
(z−(β−α))n−1
...
...
... . . .
...
...
0 0 0 · · · 1z−(β−α) −β(z−(β−α))2
0 0 0 · · · 0 1z−(β−α)

.
Thus, in order to compute φ(Sα) = 12pii
∮
γ
φ(z)(zI − Sα)−1dz it is enough to
calculate (for all i ∈ {1, . . . , n})
(−β)k−1 12pii
∮
γ
φ(z)
(z − (β − α))k dz = (k − 1)!(−β)
k−1φ(k−1)(β − α), (6.5.1)
where the Residue theorem is used in the last equality, with φ(k) denoting the
k-th derivative of h.
6.5.2 ME–distributed clock which is non–PH
Consider the density function
f(x) = 2e−x(1− cos(x)).
Such a function corresponds to the ME(pi,T ) distribution with
pi = (1, 0, 0), T =
−1 −1 2/31 −1 −2/3
0 0 −1
 ,
so that
Sα = −T − αI =
1− α 1 −2/3−1 1− α 2/3
0 0 1− α
 .
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In this case, we have that sp(Sα) = {1−α, 1 + i−α, 1− i−α}. Let γ ⊂ D be a
closed curve enclosing sp(Sα). Then, one can verify that (zI − Sα)−1 is equal
to z−(1−α)(z−(1−i−α))(z−(1+i−α)) 1(z−(1−i−α))(z−(1+i−α)) − 2(z−(2−α))3(z−(1−α))(z−(1−i−α))(z−(1+i−α))− 1(z−(1−i−α))(z−(1+i−α)) z−(1−α)(z−(1−i−α))(z−(1+i−α)) 2(z+α)3(z−(1−α))(z−(1−i−α))(z−(1+i−α))
0 0 1
z−(1−α)
 .
By the Residue theorem, we have that
φ(Sα) =
1
2pii
∮
γ
φ(z)(zI − Sα)−1dz =
 a b − 23c−b a 23d
0 0 e
 , (6.5.2)
where
a = (1− i− α)− (1− α)(1− i− α)− (1 + i− α)φ(1− i− α) +
(1 + i− α)− (1− α)
(1 + i− α)− (1− i− α)φ(1 + i− α)
= 12φ(1− i− α) +
1
2φ(1 + i− α),
b = 1(1− i− α)− (1 + i− α)φ(1− i− α) +
1
(1 + i− α)− (1− i− α)φ(1 + i− α)
= i2φ(1− i− α)−
i
2φ(1 + i− α)
c = (1− α)− (2− α)((1− α)− (1− i− α))((1− α)− (1 + i− α))φ(1− α)
+ (1− i− α)− (2− α)((1− i− α)− (1− α))((1− i− α)− (1 + i− α))φ(1− i− α)
+ (1 + i− α)− (2− α)((1 + i− α)− (1− α))((1 + i− α)− (1− i− α))φ(1 + i− α)
= −φ(1− α)− −1− i2 φ(1− i− α)−
−1 + i
2 φ(1 + i− α)
d = (1− α) + α((1− α)− (1− i− α))((1− α)− (1 + i− α))φ(1− α)
+ (1− i− α) + α((1− i− α)− (1− α))((1− i− α)− (1 + i− α))φ(1− i− α)
+ (1 + i− α) + α((1 + i− α)− (1− α))((1 + i− α)− (1− i− α))φ(1 + i− α)
= φ(1− α)− 1− i2 φ(1− i− α)−
1 + i
2 φ(1 + i− α), and
e = φ(1− α).
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Equation (6.5.2) can also be written in compact form as
φ(Sα) =
1
2pii
∮
γ
φ(z)(zI − Sα)−1dz
=
0 0 2/30 0 2/3
0 0 1
φ(1− α) +
 1/2 i/2 (−1− i)/3−i/2 1/2 (−1 + i)/3
0 0 0
φ(1− i− α)
+
1/2 −i/2 (−1 + i)/3i/2 1/2 (−1− i)/3
0 0 0
φ(1 + i− α).
6.6 Conclusions and remarks
In this chapter we showed how holomorphic functional calculus can be used
to revisit results from fluctuation theory of spectrally negative Lévy processes.
Below is a brief analysis of our findings and their comparison with the existing
literature.
• The use of functional calculus in relation to matrix–exponential distribu-
tions was first proposed in Asmussen and Perry (1998), where a functional
calculus based on matrix power series was used to study a reflected Brow-
nian motion stopped at an matrix–exponential random time. In Bladt
et al. (2015), the authors used holomorphic functional calculus to imple-
ment a general method to compute means of real functions, like sin(x)
or xα (α ∈ (0, 1)), evaluated at a matrix–exponential–distributed random
point. In Subsection 8.5.3 of Bladt and Nielsen (2017), the authors study a
Brownian motion inspected at a matrix–exponential–distributed random
time using holomorphic functional calculus. The approach we followed
regarding functional calculus is very much in line with the one of Bladt
et al. (2015) and Subsection 8.5.3 of Bladt and Nielsen (2017).
• The Wiener–Hopf factorisation of Lévy processes over a phase–type hori-
zon was recently studied in Asmussen and Ivanovs (2018), where the au-
thors show that a conditional Wiener–Hopf factorisation holds using time
reversal of the underlying Markov jump process. For our study of the
Wiener–Hopf factorisation over a matrix–exponential horizon, we do not
use time reversal nor conditioning in order to arrive to the desired result,
but rather a purely abstract method to compute the formulae. On one
hand, we do provide a completely explicit factorisation in a straightforward
way; the downside is that we are not able to provide a deep probabilistic
insight of the process.
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• The study of cumulative Parisian ruin in this chapter differs from the
one in Chapter 5 in two things. Firstly, here we study a “different” kind
class of risk process: spectrally negative Lévy processes in some cases fall
under the category of fluid flow risk processes but not in general. More-
over, in the framework of this chapter we allow the clock to be matrix–
exponential–distributed: this required the use of abstract theory rather
than probabilistic argumentations.
Chapter 7
Fluid RAPs
7.1 Introduction
In the present chapter we consider an extension of the fluid flow process with-
out Brownian components. Inspired by the physical interpretation of the RAP
in Subsection 2.3.2, we study a Markov additive process, which we coin Fluid
RAP (or FRAP), whose additive component is still piecewise linear, but its
background component is now an orbit process. The main contribution is show-
ing that some results of the fluid flow process presented in Section 2.4 translate
verbatim into the FRAP framework, although new methods and techniques need
to be used in doing so.
The structure of this chapter is as follows. First, we define the Proto–FRAP,
a process which is simple in its nature, however, it will help us introduce the
physical interpretation of the orbit process and some of its restrictions. Then we
give a precise definition of the FRAP, along with some key distributional proper-
ties. Later on, we compute first passage probabilities of the FRAP. We conclude
this chapter by discussing some benefits of the model, and its similarities and
diferences with the ones existing in the literature.
Unless otherwise stated, all the results in this chapter are original.
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7.2 An example of a Fluid RAP
In this section we introduce the simplest non-trivial example of what we aim
to model. Fix m,n ≥ 1, let U and D be subsets of an affine subspace of Rm
and Rn, respectively.1 In some instances, we regard U∪D not as a geometrical
object, but rather as a set union of U and D, whose elements are row vectors
of dimension either m or n. For any a, b ≥ 1, let Ma×b(R) denote the family of
a× b-dimensional matrices with real entries. Let
T =
(
C+ D+−
C− D−+
)
,
with C+ ∈ Mm×m(R), D+− ∈ Mm×n(R), D−+ ∈ Mn×m(R), and C− ∈
Mn×n(R) be such that T e = 0.
Let {A(t)}t≥0 be a càdlàg piecewise deterministic Markov process with state–
space U ∪D; that is, {A(t)} will be a row vector process of varying dimension,
either m or n. The process {A(t)}t≥0 is such that A(0) = α ∈ U ∪ D, and
for t ≥ 0 in between jumps, it moves according to the system of differential
equations given by
dA(t)
dt =
{
A(t)C+ −A(t)C+e ·A(t) for A(t) ∈ U,
A(t)C− −A(t)C−e ·A(t) for A(t) ∈ D. (7.2.1)
As the process evolves in U∪D, its jump intensity λ : U∪D→ R+ is given by
λ(a) =
{
aD+−e if a ∈ U,
aD−+e if a ∈ D, (7.2.2)
and given that a jump occurs at time t, it will directly jump to
A(t−)D+−
A(t−)D+−e
∈ D if A(t−) ∈ U, and
A(t−)D−+
A(t−)D−+e
∈ U if A(t−) ∈ D.
This means that {A(t)}t≥0 is càdlàg process which, in a piecewise sense, alter-
nately takes values in U and D. Such a process is inspired in the Rational arrival
process (RAP) constructed in Subsection 2.3.2. Below are some properties in-
herited from RAPs.
Lemma 7.1 Let {A(t)}t≥0 be a PDMP as described earlier.
1If m = n, we regard U and D as subsets of different planes; this can be achieved by
appropiately embedding them into two parallel n-dimensional planes in Rn+1.
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1. On the event {A(·) has no jumps in [t, t+ h]},
A(t+ h) =

A(t)eC+h
A(t)eC+he if A(t) ∈ U,
A(t)eC−h
A(t)eC−he if A(t) ∈ D.
(7.2.3)
2.
P(A(·) has no jumps in [t, t+ h] | A(t)) =
{
A(t)eC+he if A(t) ∈ U,
A(t)eC−he if A(t) ∈ D.
Proof.
1. Simply differentiate (7.2.3) w.r.t. h and verify that (7.2.1) holds.
2. Fix t ≥ 0 and w.l.o.g. suppose A(t) ∈ U. According to (2.1.3) and (7.2.3),
P(A(·) has no jumps in [t, t+ h] | A(t)) = F (h)
with
F (h) = exp
(
−
∫ h
0
λ
(
A(t)eC+h
A(t)eC+he
))
= exp
(
−
∫ h
0
A(t)eC+hDe
A(t)eC+he
)
= exp
(∫ h
0
A(t)eC+hCe
A(t)eC+he
)
,
where the last equality followed because De = −Ce. Notice that
d ln(F (h))
dh =
A(t)eC+hCe
A(t)eC+he =
d ln(A(t)eC+he)
dh . (7.2.4)
Since F (0) = 1 = A(t)eC+0e, then (7.2.4) implies that F (h) = A(t)eC+he
and the proof is finished.
Define the Proto-FRAP {(Vt,A(t))}t≥0 by
Vt =
∫ t
0
1{A(s) ∈ U} − 1{A(s) ∈ D}ds.
See Figure 7.1 for a visual description of the Proto-FRAP.
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U
A(t0)
A(t2)
D
A(t3)
A(t1)
t
Vt
t0 t1 t2 t3
Figure 7.1: A sample path of a Proto-FRAP. {A(t)}t≥0 switches between states in
U and D, while {Vt}t≥0 linearly increases or decreases accordingly.
Remark 22 The following are some necessary conditions regarding the param-
eters and state–space of {A(t)}t≥0.
1. aD+−e ≥ 0 for all a ∈ U and aD−+e ≥ 0 for all a ∈ D. This is to
guarantee that the jump intensity λ(·) in (7.2.2) is well-defined.
2. U and D are bounded. In Subsection 2.3.2, this is a property needed for
{A(t)}t≥0 in order to correspond to the coefficients of a linear combination
of probability measures which is itself a probability measure. In our setting,
it will enable us to use the Bounded Convergence Theorem in specific places
and to guarantee that there is no infinite jump activity on compacts time
intervals.
3. The process {A(t)}t≥0 is such that
lim
t→∞P(A(s) /∈ D for all s ≤ t | A(0) ∈ U) = 0, and
lim
t→∞P(A(s) /∈ U for all s ≤ t | A(0) ∈ D) = 0.
This guarantees that {A(t)}t≥0 is actually random and does jump between
U and D.
4. T is such that {A(t)}t≥0 evolves within U ∪ D a.s. starting within any
point in U∪D. Although easy to state, this condition is not trivial to verify.
For non–MAP or non–ME–renewal examples it needs to be verified on a
case by case basis.
5. U is contained in a minimal (m − 1)–dimensional affine subspace of Rm
and D is contained in a minimal (n−1)–dimensional affine subspace of Rn.
We say that they are minimal in the sense that they cannot be contained
in (m−2)– and (n−2)–dimensional affine subspaces, respectively. This is
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needed to assert that, whenever we have equations of the kind aG = aF
for all a ∈ U, it must happen that G = F (ditto a ∈ D). This is stated
and proved precisely in Lemma 7.2 below.
Lemma 7.2 Let b ∈Mm×n(R) be such that
ab = 0 for all a ∈ U. (7.2.5)
Then b = 0.
Proof. Since U is contained in a minimal (m − 1)-dimensional affine space,
then there must exist linearly independent vectors a1, . . . ,am−1 ∈ Rm and h ∈ U
such that {ai} are linearly independent from h and
{a1, . . . ,am−1}+ h ⊂ U ⊂ span{a1, . . . ,am−1}+ h.
Thus, if we let
h1 = a1 + h, . . . ,hm−1 = am−1 + h,hm = h,
then {hi} ⊂ U is a collection of linearly independent vectors that span Rm. Let
H =
h1...
hm
 .
Then, (7.2.5) implies that
Hb = 0,
so that premultiplying the previous by H−1 proves that b = 0. 
7.3 General model definition
Inspired by the example set in Section 7.2, in the following we define the general
Markov additive process {(Vt,A(t))}t≥0 which we eventually coin Fluid RAP
(FRAP). Let P, N and Z be finite collections of ordered indices, and let I :
{+,−, 0} → {P,N ,Z} be defined by I(+) = P, I(−) = N and I(0) = Z.
Also, let S = ∪k∈{+,−,0}({k} × I(k)) and let m(·, ·) be some function m : S →
{1, 2, . . . }. For each (k, i) ∈ S, let M(k, i) be a subset of an affine subspace of
Rm(k,i), and define
Ui = M(+, i) for i ∈ P,
Di = M(−, i) for i ∈ N , and
Zi = M(0, i) for i ∈ Z.
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Furthermore, for k ∈ {+,−, 0} let M(k) = ∪j∈I(k)M(k, j), and let U = M(+),
D = M(−) and Z = M(0).
For each k ∈ {+,−, 0} and i, j ∈ I(k), let Ckij ∈ Mm(k,i)×m(k,j)(R). Ad-
ditionally, for each k, ` ∈ {+,−, 0} with ` 6= k, i ∈ I(k) and j ∈ I(`), let
Dk`ij ∈Mm(k,i)×m(`,j)(R). Moreover, for each k ∈ {+,−, 0} let d(k) = #{I(k)}
correspond to the cardinality of I(k). Define
T =
 C+ D+− D+0D−+ C− D−0
D0+ D0− C0
 ,
where
Ck =

Ck11 C
k
12 · · · Ck1,d(k)
Ck21 C
k
22 · · · Ck2,d(k)
...
... . . .
...
Ckd(k),1 C
k
d(k),2 · · · Ckd(k),d(k)
 , and
Dk` =

Dk`11 D
k`
12 · · · Dk`1,d(`)
Dk`21 D
k`
22 · · · Dk`2,d(`)
...
... . . .
...
Dk`d(k),1 D
k`
d(k),2 · · · Dk`d(k),d(`)

for k, ` ∈ {+,−, 0} with ` 6= k. Moreover, assume that T e = 0.
We define {A(t)}t≥0 as a càdlàg PDMP such that {A(t)}t≥0 ⊂ U∪D∪Z, and for
t ≥ 0 between jumps, it moves according to the system of differential equations
dA(t)
dt = A(t)C
k
ii−A(t)C+ii e·A(t) for k ∈ {+,−, 0}, i ∈ I(k),A(t) ∈M(k, i);
As in Lemma 7.1, this implies that on the event {A(·) has no jumps in [t, t+h],
A(t) ∈M(k, i)} with k ∈ {+,−, 0}, i ∈ I(k),
A(t+ h) = A(t)e
Ckiih
A(t)eCkiihe
.
As the process {A(t)}t≥0 evolves, at each instant its jump intensity λ : U∪D∪
Z→ R+ is given by
λ(a) = −aCkiie =
∑
j∈I(k)\{i}
aCkije+
∑
`∈{+,−,0}\{k}
∑
j∈I(`)
aDk`ij e for a ∈M(k, i),
(7.3.1)
for k ∈ {+,−, 0}, i ∈ I(k),a ∈ M(k, i), and given that a jump occurs, say at
some time t > 0 with A(t−) ∈M(k, i), then
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1. It will land on A(t
−)Ckij
A(t−)Ck
ij
e
∈M(k, j) (j ∈ I(k)), with probability A(t
−)Ckije
−A(t−)Ck
ii
e
,
or
2. It will land on A(t
−)Dk`ij
A(t−)Dk`
ij
e
∈ M(`, j) (` ∈ {+,−, 0} \ {k}, j ∈ I(`)), with
probability A(t
−)Dk`ij e
−A(t−)Ck
ii
e
.
Just as in Lemma 7.1, (7.3.1) implies that
P(A(·) has no jumps in [t, t+ h] | A(t) ∈M(k, i)) = A(t)eCkiihe
for k ∈ {+,−, 0}, i ∈ I(k). Now we are ready to define the Fluid RAP.
Definition 7.3 We define the Fluid RAP (FRAP) to be the Markov additive
process {(Vt,A(t))}t≥0 with
Vt =
∫ t
0
1{A(s) ∈ U} − 1{A(s) ∈ D}ds.
See Figure 7.2 for a visual description.
t
Vt
Figure 7.2: A sample path of a the process {Vt}t≥0 whose associated process
{A(t)}t≥0 has state–space U ∪ D ∪ Z with U = Usolid ∪ Udashed,
D = Dsolid ∪Ddashed and Z = Zsolid ∪ Zdashed.
Remark 23 Just as in Section 7.2, we need the following conditions regarding
the parameters and state–space of {A(t)}t≥0.
1. aCkije ≥ 0 for all (k, i) ∈ S, j ∈ I(`) \ {i}, a ∈ M(k, i). That is, the
intensity of a jump within U, D or Z is also nonnegative. Furthermore,
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aDk`ij e ≥ 0 for all (k, i) ∈ S, ` 6= k, j ∈ I(`), a ∈ M(k, i). That is, the
intensity of a jump happening between U, D and Z is nonnegative.
2. {Ui}i∈P , {Di}i∈N and {Zi}i∈Z are bounded.
3. T is such that {A(t)}t≥0 evolves within U∪D∪Z starting within any point
in U ∪D ∪ Z.
4. For k ∈ {+,−} and ` = {k, 0}c,
lim
t→∞P(A(s) /∈M(`) for all s ≤ t | A(0) ∈M(k) ∪ Z) = 0.
5. For all (k, i) ∈ S,M(k, i) is contained in a minimal (m(k, i)−1)-dimensional
affine subspace of Rm(k,i).
Unless otherwise stated, P (E) denotes the probability (expectation) under
the condition {V0 = 0}. For α ∈ U ∪ D ∪ Z, we denote by Pα (Eα) the
probability (expectation) conditioned on the event {A(0) = α, V0 = 0}. Let
Ω = {ω} = {(r, a)} = {{(vt, at)}t≥0} be the canonical sample space of the paths
of {(Vt,A(t))}t≥0. We call r the level process of ω and a the orbit process
of ω. We say that ω = (r, a) ∈ Ω is shifted at level u ∈ R whenever we refer
to the path {(vt + u, at)}t≥0.
For the distributional analysis of the FRAP, it will be convenient to “encode”
{A(t)}t≥0 in a larger (and sparser) row–vector process {B(t)}t≥0 which is de-
fined as follows. First, for any row-vector β and (k, i) ∈ S, define the function
b(k,i)(β) =
(
0(k,1), . . . ,0(k,i−1),β,0(k,i+1), . . . ,0(k,d(k))
)
,
where 0(k,j) ((k, j) ∈ S) is a row-vector of zeros with m(k, j)-elements. Then
we define {B(t)}t≥0 by
B(t) =
∑
i∈I(k)
b(k,i)(A(t))1{A(t) ∈M(k, i)} if A(t) ∈M(k) (t ≥ 0).
Thus, the state–space of {B(t)}t≥0 will be ∪k∈{+,−,0}M∗(k) where
M∗(k) =
d(k)⋃
i=1
i−1∏
j=1
0(k,j) ×M(k, i)×
d(k)∏
j=i+1
0(k,j)
 .
The following result will be key to our analysis.
Theorem 7.4 Let Π : R+ →Mm×m(R) be such that
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1. Π(·) is ‖ · ‖max–bounded in compact intervals of R+, and
2. For all x ≥ 0,
Π(x) = eAx +
∫ x
0
eAsBΠ(x− s)ds. (7.3.2)
Then,
Π(x) = e(A+B)x for all x ≥ 0.
Proof. Item 1 and the integral equation (7.3.2) imply that Π(·) is infinitely
differentiable. Thus, premultiplying (7.3.2) by e−Ax and differentiating with
respect to x gives us that
−e−AxAΠ(x) + e−AxΠ′(x) = e−AxBΠ(x),
which is equivalent to
Π′(x) = (A+B)Π(x).
Since we have the initial condition Π(0) = I, then Π(x) = e(A+B)x and the
proof is finished.
Theorem 7.5 For all k ∈ {+,−, 0}, and on the event A(0) ∈M(k),
E(B(t)1{A(s) ∈M(k) for all s ≤ t} | A(0)) = B(0)eCkt (t ≥ 0). (7.3.3)
Proof. Let Ĉk = diag{Ckjj : j ∈ I(k)}. Define t0 = 0 and for n ≥ 1, let
tn = inf{s > tn−1 : A(s) 6= A(s−)} be the epoch at which the n-th jump of
{A(t)}t≥0 happens. For t > 0 let Lt := inf{n ≥ 0 : tn < t} be the number of
jumps before time t. First, we show that for all n ≥ 0 and t > 0,
E(B(t)1{A(s) ∈M(k) for all s ≤ t, Lt = n} | A(0)) = B(0)Σn(t) (7.3.4)
for unique continuous matrices {Σn(t)}n≥0. We do this by induction.
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• Case n = 0.
E(B(t)1{A(s) ∈M(k) for all s ≤ t, Lt = 0})
= E(B(t) | A(0), Lt = 0)× P(Lt = 0 | A(0))
=
∑
i∈I(k)
b(k,i)
(
A(0)eCkiit
A(0)eCkiite
)
×A(0)eCkiite× 1{A(0) ∈M(k, i)}
=
∑
i∈I(k)
b(k,i)(A(0)eC
k
iit)× 1{A(0) ∈M(k, i)}
=
 ∑
i∈I(k)
b(k,i)(A(0))× 1{A(0) ∈M(k, i)}
 eĈkt
= B(0)eĈkt,
where the second–to–last equality followed by the block–diagonal structure
of Ĉk. Thus, (7.3.4) is true if we choose Σ0(t) = eĈkt, and this solution is
unique by the minimality assumption of the FRAP; see Lemma 7.2.
• Inductive part. Suppose that (7.3.4) is true for some n ≥ 1. Then
E(B(t)1{A(s) ∈M(k) for all s ≤ t, Lt = n+ 1} | A(0))
=
∫ t
0
EA(0)(B(t)1{A(s) ∈M(k) for all s ≤ t, Lt = n+ 1, t1 ∈ [r, r + dr]})
=
∫ t
0
EA(0)
(
EA(0)
(
B(t)1
{
A(s) ∈M(k) for all s ≤ t,
Lt = n+ 1, t1 ∈ [r, r + dr]
}
| t1,A(t1)
))
=
∫ t
0
EA(0)
(
EA(t1) (B(t− r)1{A(s) ∈M(k) for all s ≤ t− r, Lt−r = n})
×1{t1 ∈ [r, r + dr]}
)
=
∫ t
0
EA(0)([B(t1)Σn(t− r)]1{t1 ∈ [r, r + dr]}),
where the strong Markov property is used in the second–to–last equality,
and the induction hypothesis in the last one. Now,
EA(0)(B(t1)1{t1 ∈ [0, dr]})
=
∑
i∈I(k)
∑
j∈I(k)\{i}
b(k,j)
(
A(0)Ckij
A(0)Ckije
)
(A(0)Ckijedr)1{A(0) ∈M(k, i)}
=
∑
i∈I(k)
∑
j∈I(k)\{i}
b(k,j)
(
A(0)Ckij
)
× 1{A(0) ∈M(k, i)}dr
=
∑
i∈I(k)
b(k,i) (A(0))
(
Ck − Ĉk
)
× 1{A(0) ∈M(k, i)}dr
= B(0)
(
Ck − Ĉk
)
dr,
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so that
EA(0)(B(t1)1{t1 ∈ [r, r + dr]})
= EA(0)(EA(0)(B(t1)1{t1 ∈ [r, r + dr]} | A(r))× 1{Lr = 0})
= EA(0)(EA(r)(B(t1)1{t1 ∈ [0,dr]})× 1{Lr = 0})
= EA(0)
([
B(r)
(
Ck − Ĉk
)]
dr × 1{Lr = 0}
)
= B(0)eĈkr
(
Ck − Ĉk
)
dr.
Thus,
E(B(t)1{A(s) ∈M(k) for all s ≤ t, Lt = n+ 1} | A(0)) = B(0)Σn+1(t)
with
Σn+1(t) =
∫ t
0
eĈkr
(
Ck − Ĉk
)
Σn(t− r)dr, (7.3.5)
which happens to be continuous. Moreover, the uniqueness of Σn+1(·) is
guaranteed by the minimality of the FRAP.
Summing (7.3.5) over n and using Fubini’s theorem (which is backed up by the
boundedness of U ∪D ∪ Z) we get that
Eα(B(t)1{A(s) ∈M(k) for all s ≤ t}) = b(k,i)(α)Σ(t),
where Σ(·) is ‖ · ‖max–bounded and satisfies the equation
Σ(t) = eĈkt +
∫ t
0
eĈks
(
Ck − Ĉk
)
Σ(t− s)ds.
Thus, according to Theorem 7.4, Σ(t) = exp
([
Ĉk + (Ck − Ĉk)
]
t
)
= eCkt and
(7.3.3) follows. 
Lemma 7.6 For k ∈ {+,−, 0}, let A(0) ∈ I(k). Define
ρk = inf{s ≥ 0 : A(s) /∈M(k)},
so that ρk is the exit time from M(k). Then, for ` ∈ {+,−, 0} \ {k},
1.
P(A(s) ∈M(k) for all s ≤ t | A(0)) = B(0)eCkte.
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2.
E(B(ρk)1{ρk ∈ [t, t+ dt],A(ρk) ∈M(`)} | A(0)) = B(0)eCktDk`dt.
(7.3.6)
3.
E(B(ρk)1{A(ρk) ∈M(`)} | A(0)) = B(0)(−Ck−1)Dk`. (7.3.7)
Proof.
1. This is immediate from Theorem 7.5 and the fact that B(t)e = 1 for all
t ≥ 0.
2. First, notice that
EA(0)(B(ρk)1{ρk ∈ [0, dt],A(ρk) ∈M(`)})
=
∑
i∈I(k)
∑
j∈I(`)
b(`,j)
(
A(0)Dk`ij
A(0)Dk`ij e
)
× (A(0)Dk`ij edt)× 1{A(0) ∈M(k, i)}
=
∑
i∈I(k)
∑
j∈I(`)
b(`,j)
(
A(0)Dk`ij
)
× 1{A(0) ∈M(k, i)}dt
=
∑
i∈I(k)
b(k,i) (A(0))Dk` × 1{A(0) ∈M(k, i)}dt
= B(0)Dk`dt,
so that
E(B(ρk)1{ρk ∈ [t, t+ dt],A(ρk) ∈M(`)} | A(0))
= EA(0)
(
EA(0)(B(ρk)1{ρk ∈ [t, t+ dt],A(ρk) ∈M(`)} | A(t))
×1{A(s) ∈M(k) for all s ≤ t}
)
= EA(0)
(
EA(t)(B(ρk)1{ρk ∈ [0,dt],A(ρk) ∈M(`)})
×1{A(s) ∈M(k) for all s ≤ t}
)
= EA(0)([B(t)Dk`dt]× 1{A(s) ∈M(k) for all s ≤ t})
= B(0)eCktDk`dt.
3. Theorem 7.5, Remark 23.4 and Remark 23.5 imply that limt→∞ eCkt = 0,
so that by Theorem 2.8 the eigenvalue of maximum real part of Ck must
have strictly negative real part. Then
E(B(ρk)1{A(ρk) ∈M(`)} | A(0)) =
∫ ∞
0
B(0)eCktDk`dt
= B(0)
(∫ ∞
0
eCktdt
)
Dk`
= B(0)(−Ck−1)Dk`.
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
7.4 Case Z = ∅
In the following we study the first return and downcrossing probabilities of the
process {(Vt,A(t))}t≥0 in the case in which {Vt}t≥0 does not have piecewise
constant intervals, that is, when Z = ∅.
7.4.1 First return probabilities
Let A(0) ∈ U and define
τ = inf{t > 0 : Vt ≤ 0}, Ωτ = {ω ∈ Ω : τ(ω) <∞}.
We are interested in computing
Eα(B(τ)1(τ <∞));
for doing so, we borrow ideas from the FP3 algorithm of Bean et al. (2005).
Let Ω1 be defined as
Ω1 =
{
ω = (r, a) ∈ Ωτ : in the time interval [0, τ ],a had at most one jump from U to D
}
,
and for n ≥ 2, define recursively Ωn as
Ωn =
ω = (r, a) ∈ Ωτ \ Ω1 :
in the interval [0, τ ], for r there exist exactly
two succesive subexcursions above p
corresponding to the level process of, say,
ω1 = {ω1t }τ1t=0 ∈ Ωn−1, ω2 = {ω2t }τ2t=0 ∈ Ωn−1
shifted at p
 ∪ Ω1,
(7.4.1)
where
τi = inf{t > 0 : rit = 0} (i = 1, 2), and
p = p(ω) = inf
{
s ≥ 0 : a transition of a from D to U occuredat level s in the interval [0, τ ]
}
.
Moreover, define κ1 = p, κ2 = κ1 + τ1, κ3 = κ2 + τ2. Figure 7.3 illustrates
the previous definitions. A pathwise inspection reveals that for any n ≥ 1,
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κ1 κ2 κ3 t
Vt
p
Figure 7.3: An example of a level process corresponding to ω ∈ Ω3. The subexcur-
sions above p corresponding to the level process of ω1, ω2 ∈ Ω2 are shown
in blue and red, respectively.
Ωn ⊆ Ωn+1, and since there are no explosions of jumps in the orbit component,
then
Ωτ = ∪∞n=1Ωn.
For n ≥ 1, let
Theorem 7.7 For all n ≥ 1,
E(B(τ)1Ωn | A(0)) = B(0)Ψn (7.4.2)
for unique matrices {Ψn}n≥1 with
Ψ0 := 0, and
Ψn =
∫ ∞
0
eC+y(D+− + Ψn−1D−+Ψn−1)eC−ydy. (7.4.3)
Proof. Proof by induction.
• Case n = 1. Let ρ+ be as in Lemma 7.6, so that ρ+ corresponds to the
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epoch at which the first transition from U to D occurs. Then,
E(B(τ)1Ω1 | A(0)) =
∫ ∞
0
EA(0)(B(τ)1{Ω1, ρ+ ∈ [y, y + dy]})
=
∫ ∞
0
EA(0)
(
EA(0)(B(τ)1{Ω1} | ρ+,A(ρ+))
×1{ρ+ ∈ [y, y + dy]}
)
=
∫ ∞
0
EA(0)
(
EA(ρ+)(B(y)1{A(s) ∈ D for all s ≤ y})
×1{ρ+ ∈ [y, y + dy]}
)
=
∫ ∞
0
EA(0)(B(ρ+)eC−y × 1{ρ+ ∈ [y, y + dy]})
=
∫ ∞
0
B(0)eC+yD+−eC−ydy,
where the strong Markov property was used in the third equality, Theorem
7.5 was used in the second–to–last equality and (7.3.6) in the last one.
Minimality of U implies that
Ψ1 =
∫ ∞
0
eC+yD+−eC−ydy
is the only solution to (7.4.2) for n = 1.
• Inductive part. Suppose that (7.4.2) is true for some n − 1 ≥ 1. First,
for V0 = 0, define
ξ = inf{s ≥ τ : A(s) ∈ U} and µ = ξ − τ. (7.4.4)
That is, µ corresponds to the time it takes A(·) to jump to U after the
first downcrossing of 0 happened. Then, for any β ∈ U,
Eβ(B(ξ)1{Ωn−1, µ ∈ [0,dy]}) (7.4.5)
= Eβ(Eβ(B(ξ)1{Ωn−1, µ ∈ [0,dy]} | {A(s)}s≤τ ))
= Eβ(1{Ωn−1}EA(τ)(B(ρ+)1{ρ+ ∈ [0,dy]}))
= Eβ(1{Ωn−1}[A(τ)D−+dy])
= Eβ(B(0))Ψn−1D−+dy, (7.4.6)
where the strong Markov property, (7.3.6) and the induction hypothesis
were used, in that order. To ease notation, define the events
Ep1 = {A(s) ∈ U for all s ≤ p}
Ep2 = {Subexcursion ω1 shifted at p is in Ωn−1}
Ep3 = {Subexcursion ω2 shifted at p is in Ωn−1}.
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Then,
E (B(τ)1{Ωn \ Ω1} | A(0))
=
∫ ∞
0
EA(0) (B(τ)1{Ωn \ Ω1, p ∈ [y, y + dy]})
=
∫ ∞
0
EA(0)
(
EA(0) (B(τ)1{Ωn \ Ω1} | {A(s)}s≤κ3 , p)
×1{p ∈ [y, y + dy]}
)
=
∫ ∞
0
EA(0)
(
EA(κ3) (B(y)1{A(s) ∈ D for all s ≤ y})
×1{Ep1 ∩ Ep2 ∩ Ep3 , p ∈ [y, y + dy]}
)
=
∫ ∞
0
EA(0)
([
B(κ3)eC−y
]
1{Ep1 ∩ Ep2 ∩ Ep3 , p ∈ [y, y + dy]}
)
, (7.4.7)
where the strong Markov property and Theorem 7.5 were used in the last
two equalities. Furthermore,
EA(0) (B(κ3)1{Ep1 ∩ Ep2 ∩ Ep3 , p ∈ [y, y + dy]})
= EA(0)
(
EA(0) (B(κ3)1{Ep3} | {A(s)}s≤κ2 , p)
×1{Ep1 ∩ Ep2 , p ∈ [y, y + dy]}
)
= EA(0)
(
EA(κ2) (B(τ)1{Ωn−1})
×1{Ep1 ∩ Ep2 , p ∈ [y, y + dy]}
)
= EA(0) ([B(κ2)Ψn−1]1{Ep1 ∩ Ep2 , p ∈ [y, y + dy]}) , (7.4.8)
where induction hypothesis is used in the last equality, and
EA(0) (B(κ2)1{Ep1 ∩ Ep2 , p ∈ [y, y + dy]})
= EB(0)
(
EB(0) (B(κ2)1{Ep2 , p ∈ [y, y + dy]} | {A(s)}s≤y)
×1{A(s) ∈ U for all s ≤ y}
)
= EB(0)
(
EA(y)(B(ξ)1{Ωn−1, µ ∈ [0, dy]})
×1{A(s) ∈ U for all s ≤ y}
)
= EB(0) ([B(y)Ψn−1D−+dy]× 1{A(s) ∈ U for all s ≤ y})
= B(0)eC+yΨn−1D−+dy, (7.4.9)
where the Markov property, (7.4.6) and Theorem 7.5 were used in the
last three equalities. Combining (7.4.7), (7.4.8) and (7.4.9) we get that
E (B(τ)1{Ωn \ Ω1} | A(0))
=
∫ ∞
0
B(0)eC+yΨn−1D−+Ψn−1eC−ydy.
Uniqueness is again implied by the minimality of U and thus (7.4.3) follows.

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Corollary 7.8 Compute Ψn, n ≥ 1, recursively by setting Ψ0 = 0 and solving
C+Ψn+1 + Ψn+1C− = −D+− −ΨnD−+Ψn. (7.4.10)
Then E(B(τ)1Ωτ | A(0)) = B(0)Ψ where Ψ = limn→∞Ψn. Furthermore,
P(τ <∞ | A(0)) = B(0)Ψe. (7.4.11)
Proof. In the proof of (7.3.7) we checked that the eigenvalue of maximal real
part of C− (ditto C+) has strictly negative real part. Thus, premultyplying
(7.4.3) by C+ and integrating by parts we get that
C+Ψn+1 =
∫ ∞
0
C+eC+y(D+− + ΨnD−+Ψn)eC−ydy
= [eC+y(D+− + ΨnD−+Ψn)eC−y]∞0
−
∫ ∞
0
eC+y(D+− + ΨnD−+Ψn)eC−yC−dy
= [0− (D+− + ΨnD−+Ψn)]−Ψn+1C−,
so that (7.4.10) follows. Existence of limn→∞Ψn is implied by the boundedness
of U ∪D and the minimality property U. Equation (7.4.11) follows by noticing
that since D is an affine subspace, then B(t)e = 1 for all t ≥ 0. 
Remark 24 By taking limits in (7.4.10), we see that Ψ is a solution to the
Riccati equation
C+Ψ + ΨC− +D+− + ΨD−+Ψ = 0. (7.4.12)
In the case the parameters of the FRAP correspond to the ones of a fluid flow
processes, there exist more algorithms to solve (7.4.12) which converge faster to
Ψ than the one described in Corollary 7.8 (see Bean et al. (2005)). However,
in the case of a general FRAP, the algorithm of Corollary 7.8 is the only one
guaranteed to work (for now).
7.4.2 Downward record process
For x ≥ 0, let us introduce the stopping time
τ(x) := inf{t > 0 : Vt < −x}.
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For a fixed path ω ∈ Ωτ , let x ≥ 0 be such that τ(x) < ∞. On [0, x], τ(·) is a
càdlàg nondecreasing function which is increasing with slope +1 in between its
discontinuities. Define the downward record process {(`x,O(x))}x≥0 by
(`x,O(x)) =
{
(Vτ(x),A(τ(x))) if τ(x) <∞,
(∞,∆) if τ(x) =∞,
where ∆ denotes a cemetery state. Furthermore, define σ0 = 0 and for n ≥ 1
let
σn = inf {x > 0 : A(τ(σn−1) + x) ∈ U}+ σn−1.
See Figure 7.4 for a visual explanation of the downward record process and
of {σn}n≥0. Let Vx = inf{n ≥ 1 : σn > x} − 1. If Vx = n, we say that
the process reached level −x with n record downcrossings. Notice that
−σ1
−σ2
−σ3
0
Vt
t
D
O(σ2)
O(σ1)
O(σ0)
Figure 7.4: An example of the record downward process of the Proto–FRAP. On
the left, record downward levels are shown in red. On the right, the
concatenation {O(t)}t≥0 of the corresponding orbit segments is shown.
if τ(x) < ∞, then Vτ(x) = −x. We can see that {O(x)}x≥0 is a (possibly
absorbing) concatenation of orbits with state–space D ∪ {∆}.
Define the process {(`x,G(x))}x≥0 by
(`x,G(x)) =
{
(Vτ(x),B(τ(x))) if τ(x) <∞,
(∞,∆) if τ(x) =∞.
This is equivalent to defining
G(x) =
∑
i∈N
b(−,i)(O(x))1O(x)∈Di if τ(x) <∞.
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Theorem 7.9
E(G(x)1(τ(x) <∞) | O(0)) = G(0)e(C∗−+D∗−+Ψ∗)x. (7.4.13)
Proof. First, we prove that for each n ≥ 0, there exists a unique continuous
matrix function Φn(·) such that
E(G(x)1{Vx = n} | O(0)) = G(0)Φn(x). (7.4.14)
We do this by induction.
• Case n = 0.
E(G(x)1{Vx = 0} | O(0))
= EO(0)(B(x)1{A(s) ∈ D for all s ≤ x})
= EO(0)(B(0))eC−x
= G(0)eC−x
so that (7.4.14) holds with Φ0(x) = eC−x. Uniqueness follows from the
minimality of D.
• Inductive part. Now suppose that (7.4.14) holds for n − 1 ≥ 0. First,
notice that
EO(0)(G(σ1)1{σ1 ∈ [y, y + dy]})
= EO(0)(EO(0)(G(σ1)1{σ1 ∈ [y, y + dy]} | σ1,A(σ1)))
= EO(0)(EA(σ1)(B(τ)1{τ <∞})1{σ1 ∈ [y, y + dy]})
= EO(0)(B(σ1)Ψ1{σ1 ∈ [y, y + dy]})
= EO(0)(B(ρ−)1{ρ− ∈ [y, y + dy]})Ψ
= G(0)eC−D−+Ψdy,
where we used the strong Markov property in the second equality, Corol-
168 Fluid RAPs
lary 7.8 in the third one and (7.3.6) in the last one. Then
E(G(x)1{Vx = n} | O(0))
= EO(0)(G(x)1{Vx = n})
=
∫ x
0
EO(0)(G(x)1{Vx = n, σ1 ∈ [y, y + dy]})
=
∫ x
0
EO(0)(EO(0)(G(x)1{Vx = n, σ1 ∈ [y, y + dy]} | σ1,O(σ1)))
=
∫ x
0
EO(0)(EO(σ1)(G(x− y)1{Vx−y = n− 1})1{σ1 ∈ [y, y + dy]})
=
∫ x
0
EO(0)(G(σ1)Φn−1(x− y)1{σ1 ∈ [y, y + dy]})
=
∫ x
0
G(0)eC−D−+ΨΦn−1(x− y)dy,
where the strong Markov property is used in the fourth equality, induction
hypothesis in the second–to–last equality and (7.3.6) in the last one. Thus,
(7.4.14) recursively holds with
Φn(x) =
∫ x
0
eC−yD−+ΨΦn−1(x− y)dy, (7.4.15)
which happens to be unique by the minimality assumption of D.
Summing (7.4.15) over n ≥ 0 and using the boundedness assumption of D, we
get that
E(G(x)1(τ(x) <∞) | O(0) = β) = G(0)Φ(x)
for a unique and ‖ · ‖max–bounded Φ(·) satisfying
Φ(x) = eC−y +
∫ x
0
eC−yD−+ΨΦ(x− y)dy.
Theorem 7.4 implies that Φ(x) = e(C−+D−+Ψ)x and the proof is finished. 
Corollary 7.10 Let A(0) ∈ U. Then
E(G(x)1(τ(x) <∞) | A(0)) = B(0)Ψe(C−+D−+Ψ)x. (7.4.16)
Furthermore,
P(τ(x) <∞ | A(0)) = B(0)Ψe. (7.4.17)
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Proof. The first assertion follows from Corollary 7.8, Theorem 7.9 and from
the fact that on {τ <∞}, G(0) = B(τ). Equation (7.4.17) follows by noticing
that the affine nature of the state–space of {A(t)}t≥0 implies that on the event
{τ(x) <∞}, G(x)e = 1. 
7.5 Case Z 6= ∅
In this section we generalize the results of Section 7.4 to the case in which Z = ∅.
Let
Wt =
∫ t
0
1{A(s) ∈ U ∪D}ds;
we call Wt the total fluid up to time t. Furthermore, for all x ≥ 0 define
ζx = inf {t ≥ 0 : Wt > x} ,
so that {ζx}x≥0 is the càdlàg process which records the amount of time it takes
the total fluid to be equal to x.
Theorem 7.11 Let A(0) ∈M(k), k ∈ {+,−}. Then
E(B(ζx)1{A(s) ∈M(k) ∪ Z for all s ≤ ζx} | A(0)) = B(0)eC∗kx, (7.5.1)
where
C∗k = Ck +Dk0(−C−10 )D0k
Proof.
Let γ0 = 0 and for n ≥ 1
γn = inf{x > γn−1 : A(ζx−) ∈ Z},
so that γn is the total fluid at which {A(t)}t≥0 enters Z for the n-th time. Let
Kx := inf{n ≥ 0 : γn < x,A(s) ∈M(k) ∪ Z for all s ≤ ζx},
so that {A(s) ∈M(k) ∪ Z for all s ≤ ζx} if and only if {Kx <∞}, and on this
event, Kx corresponds the number of jumps from M(k) to Z before time ζx.
First, we show that for all n ≥ 0
E(B(ζx)1{Kx = n} | A(0)) = B(0)Γn(x) (7.5.2)
for appropiate unique continuous matrices {Γn(x)}x≥0 (n ≥ 0): this is done by
induction.
170 Fluid RAPs
1. Case n = 0.
E(B(ζx)1{Kx = 0} | A(0))
= E(B(ζx)1{A(s) ∈M(k) for all s ≤ ζx} | A(0))
= B(0)eCkx,
where the last equality followed from Theorem 7.5. This means that
Γ0(x) = eCkx, which is continuous in x, and it is unique because of the
minimality property of M(k).
2. Inductive part. Suppose that (7.5.2) holds for some n ≥ 0. Then,
E(B(ζx)1{Kx = n+ 1} | A(0))
=
∫ x
0
EA(0)(B(ζx)1{Kx = n+ 1, γ1 ∈ [y,dy]})
=
∫ x
0
EA(0)
(
EA(0)(B(ζx)1{Kx = n+ 1} | {A(s)}s≤ζγ1 , γ1)×1{γ1 ∈ [y,dy]}
)
=
∫ x
0
EA(0)(EA(ζγ1 )(B(ζx−y)1{Kx−y = n})× 1{γ1 ∈ [y,dy]})
=
∫ x
0
EA(0)(B(ζγ1)Γn(x− y)1{γ1 ∈ [y,dy]}),
where the strong Markov property and the inductive hypothesis were used
in the last steps. Now,
EA(0)(B(ζγ1)1{γ1 ∈ [y,dy]})
= EA(0)(EA(0)(B(ζγ1) | A(ζγ−1 ), γ1)× 1{γ1 ∈ [y,dy]})
= EA(0)(EA(ζ
γ
−
1
)(B(ρ+)1{B(ρ+) ∈M(k)})× 1{γ1 ∈ [y,dy]}))
= EA(0)(B(ζγ−1 )(−C0
−1)D0k1{γ1 ∈ [y,dy]})),
where the strong Markov property and (7.3.7) were used in the last two
equalities. Furthermore, (7.3.6) implies that
EA(0)(B(ζγ−1 )1{γ1 ∈ [y,dy]}))
= EA(0)(B(ρk)1{A(ρk) ∈ Z, ρk ∈ [y,dy]}))
= B(0)eCktDk0dy.
Thus, (7.5.2) holds for n+ 1 with
Γn+1(x) =
∫ x
0
eCksDk`(−C0−1)D0kΓn(x− s)ds, (7.5.3)
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which is clearly continuous in x and unique because of the minimality of
M(k). Summing (7.5.3) over n ≥ 0 and using the boundedness assumption
of M(k), we get
E(B(ζx)1{A(s) ∈M(k) ∪ Z for all s ≤ ζx} | A(0)) = B(0)Γ(x),
where Γ(·) is ‖ · ‖max–bounded and it is such that
Γ(x) = eCkx +
∫ x
0
eCksDk`(−C0−1)D0kΓ(x− s)ds.
Theorem 7.4 implies that Γ(x) = e(Ck+Dk0(−C−10 )D0k)x and (7.5.1) follows.

Lemma 7.12 Let k ∈ {+,−}, A(0) ∈M(k). Then,
1. We have that
P(A(s) ∈M(k) ∪ Z for all s ≤ ζx | A(0)) = B(0)eC∗kxe.
2. Let ` = {+,−, 0} \ {0, k} and define
δ` = inf{x > 0 : A(ζx) ∈M(`)},
so that δ` is the total fluid at which {A(t)}t≥0 enters M(`) for the first
time. Then
E(B(ζδ`)1{δ` ∈ [x, x+ dx]} | A(0)) = B(0)eC
∗
kxD∗k`dx. (7.5.4)
where
D∗k` := Dk` +Dk0(−C−10 )D0`.
Proof.
1. This follows directly from Theorem 7.11.
2. Notice that the first jump to M(`) at ζδ` can happen in two ways: either
it comes from Z (which happens if A(ζδ−
k
) ∈ Z), or it comes from M(k)
(which happens if ζδ−
k
= ζδk). See Figure 7.5. Thus,
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ζδ−
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ζδ`
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Figure 7.5: A level process in which, for ` = −, ζ
δ−
`
6= ζ
δ−
`
and A(ζ
δ−
`
) ∈ Z while
A (ζδ`) ∈ J(`).
E(B(ζδ`)1{δ` ∈ [y, y + dy]} | A(0))
= EA(0)(EA(0)(B(ζδ`)1{ζδ−
`
= ζδ` , δ` ∈ [y, y + dy]} | A(ζδy )))
+ EA(0)(EA(0)(B(ζδ`)× 1{A(ζδ−
`
) ∈ Z, δ` ∈ [y, y + dy]} | A(ζδ−
`
), δ`))
= EA(0)
(
EA(ζy)(B(ρk)1{A(ρk) ∈M(`), ρk ∈ [0,dy]})
×1{A(s) for all s ≤ ζy}
)
+ EA(0)
(
EB(ζ
δ
−
`
)(B(ρ0)1{A(ρ0) ∈M(`)})
×1{A(ζδ−
`
) ∈ Z, δ` ∈ [y, y + dy]}
)
= EA(0)([B(ζy)Dk`dy]× 1{A(s) for all s ≤ ζy})
+ EA(0)([B(ζδ−
`
)(−C−10 )D0`]× 1{A(ζδ−
`
) ∈ Z, δ` ∈ [y, y + dy]})
= A(0)eC
∗
kyDk`dy
+ EA(0)(B(ζδ−
`
)1{A(ζδ−
`
) ∈ Z, δ` ∈ [y, y + dy]})(−C−10 )D0`, (7.5.5)
where the strong Markov property was used in the second equality, (7.3.6)
and (7.3.7) in the third one, and Theorem 7.11 in the last one. With
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similar arguments, we get that
EA(0)(B(ζδ−
`
)1{A(ζδ−
`
) ∈ Z, δ` ∈ [y, y + dy]})
= EA(0)(EA(0)(B(ζδ−
`
)1{A(ζδ−
`
) ∈ Z, δ` ∈ [y, y + dy]} | A(ζy)))
= EA(0)
(
EA(ζy)(B(ρk)1{A(ρ+) ∈ Z, ρ+ ∈ [0,dy]})
×1{A(s) for all s ≤ ζy}
)
= EA(0)([B(ζy)Dk0dy]× 1{A(s) for all s ≤ ζy})
= B(0)eC
∗
kyDk`dy, (7.5.6)
so combining (7.5.5) and (7.5.6), the result follows.

Now, define Let
Ω∗1 =
{
ω = (r, a) ∈ Ωτ : in the time interval [0, τ ],a had at most one jump from U ∪ Z to D
}
,
and for n ≥ 2 define recursively
Ω∗n =
ω = (r, a) ∈ Ωτ \ Ω
∗
1 :
in the interval [0, τ ], for r there exist exactly
two succesive subexcursions above p
corresponding to the level process of, say,
ω1 = {ω1t }τ1t=0 ∈ Ω∗n−1, ω2 = {ω2t }τ2t=0 ∈ Ω∗n−1
shifted at p∗
 ∪ Ω1,
(7.5.7)
where
p∗ = p∗(ω) = inf
{
s ≥ 0 : a transition of a from either D to U, or D to
Z to U occured at level s in the interval [0, τ ]
}
.
Moreover, define κ∗1 = p∗, κ∗2 = inf{s ≥ κ∗1 + τ1 : A(s) ∈ U}, κ3 = κ∗2 + τ2.
Figure 7.6 illustrates the previous definitions.
By repeating step by step the results of Section 7.4.1 and Section 7.4.2, replacing
the use of Theorem 7.5 and Lemma 7.6 with Theorem 7.11 and Lemma 7.12,
we can prove the following.
Theorem 7.13 Let A(0) ∈ U. Then Then E(B(τ)1Ωτ | A(0)) = B(0)Ψ∗
where Ψ∗ = limn→∞Ψ∗n and {Ψ∗n}n≥0 are recursively computed by setting Ψ∗0 =
0 and solving
C∗+Ψ∗n+1 + Ψ∗n+1C∗− = −D∗+− −Ψ∗nD∗−+Ψ∗n. (7.5.8)
Furthermore,
E(G(x)1(τ(x) <∞) | A(0)) = B(0)Ψ∗e(C∗−+D∗−+Ψ∗)x. (7.5.9)
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Figure 7.6: An example of a level process corresponding to ω ∈ Ω∗3. The subex-
cursions above p∗ corresponding to the level process of ω1, ω2 ∈ Ω∗2 are
shown in blue and red, respectively.
7.6 Numerical examples.
Now, we compute the downcrossing probabilities of a FRAP that is not a fluid
flow process. Its construction is based on the RAP of Example 2.6, which we
describe next.
Let A0 := {(1 − 2a, a, a) : a ∈ [−0.95,−0.74]}. For any initial point α0 ∈ A0,
the pair (C,D) with
C =
 −1 0 0−2/3 −1 1
2/3 −1 −1
 , and D =
 14/5 −9/10 −9/1026/15 −8/15 −8/15
58/15 −19/15 −19/15

corresponds to a RAP with jumps that always land in A0 ⊂ A, where A denotes
the state–space of this RAP.
Now, let U = A and let D be a copy of A (regarded as a different set space).
For any fixed α0 ∈ A0, consider the FRAP with state–space U∪D, initial point
α0 ∈ A0, and parameters
C+ = C− = C, D+− = D and D−+ = −Ceα0.
Since C+ = C−, then the jump intensities and the continuous movement of the
orbit in U behaves exactly the same as if it were in D. The only difference is
that a jump from happening from, say, a ∈ U goes to aD/aDe ∈ D, while
jumps from D always land in α0 ∈ U. Indeed, if a jump happens, say at b ∈ D,
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it will land in
bD−+
bD−+e
= b(−Ceα0)
b(−Ceα0)e =
(−bCe)α0
(−bCe)(α0e) =
α0
α0e
= α0 ∈ U,
which is independent from b.
Now, let us choose α0 = (2.9,−0.95,−0.95), so that
D−+ = −Ceα0 =
14.5/5 −9.5/10 −9.5/1029/15 −9.5/15 −9.5/15
58/15 −19/15 −19/15
 .
Following the algorithm of Corollary 7.8, we get that
Ψ =
1.8152 −0.0979 −0.74061.6990 −0.0150 −0.7071
2.1041 −0.2335 −0.8864
 with α0Ψe = 0.9694.
The strict inequality in α0Ψe < 1 implies that limt→∞ Vt = +∞. Its downward
record probabilities, Pα0(τ(x) <∞) = α0Ψe(C−+D−+Ψ)xe are shown in Figure
7.7.
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Figure 7.7: Downward record probabilities Pα0(τ(x) < ∞) of the example Proto–
FRAP when α0 = (2.9,−0.95,−0.95).
7.7 Conclusions and remarks
In this chapter we constructed and studied first passage probabilities of the
Fluid RAP (FRAP), a generalisation of the fluid flow process without Brownian
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components. Below is a brief analysis of our findings and their comparison with
the existing literature.
• Some attempts to study models with RAP components have been made
in the literature. For instance, a study of Stochastic Petri Nets with
matrix–exponential (ME) firing times was initiated in Buchholz and Telek
(2010), later to be generalized in Buchholz and Telek (2013) for a class
of Stochastic Automata Networks with RAP components. In Bean and
Nielsen (2010), the authors construct a Quasi–Birth–Death (QBD) pro-
cess with RAP components based on the orbit physical interpretation of
Asmussen and Bladt (1999). Our construction of the FRAP is somewhat
similar to how the QBD–RAP was introduced in Bean and Nielsen (2010),
however, the methods we used to rigorously study the probabilistic prop-
erties of the path of a FRAP are completely different.
• We proved the existence of a matrix Ψ∗ that characterises the first return
probabilities of the FRAP. In the case of fluid flow processes, the existence
of Ψ∗ is trivial, since (Ψ∗)ij simply corresponds to the probability that a
process that starts in state i and level 0, returns to level 0 while in state j.
In the case of the FRAP (Ψ∗)ij has no meaning at all. In fact, the matrix
Ψ∗ only makes sense as a physical object after being pre–multiplied by
an element of U. Moreover, the existence of Ψ∗ needed to be proved while
simultaneously proving that an algorithm to compute it existed.
• We also proved the existence of a matrix that characterises its down-
ward record process, given by C∗− +D∗−+Ψ∗. In the case of the fluid flow
process, the matrix C∗− +D∗−+Ψ∗ corresponds to the intensity matrix of
the projected downward record process. In the FRAP case, the matrix
C∗− +D∗−+Ψ∗ has no physical or probabilistic meaning by itself.
• Even with orbit physical interpretations available, the main challenge en-
countered when studying models with ME or RAP components (such as
the FRAP) is that one cannot make an entrywise study of the vectors and
matrices involved, since they only make sense as a whole. A large portion
of the arguments in the PH and MAP literature fail to do this, mean-
ing that one needs to use different techniques to prove those statements
when the models have ME or RAP components instead. It is likely that
ME and RAP results will look the same as their PH and MAP counter-
parts, however, it is the way to get those results what makes their study
interesting.
Chapter 8
Perspectives
As a conclusion, we list some research perspectives which are in the continuation
of the work presented in this thesis.
• MPH∗ copula. In Chapter 4 we constructed a bivariate distribution with
given phase–type marginals, which is based on the use of Baker’s copula.
That is, we used ideas underlying an specific copula to construct certain
subclass of MPH∗ distributions. A further research topic is to study the
class of copulas induced by MPH∗ distributions and how it fits within the
copula theory framework.
• Probabilistic interpretation of the Wiener–Hopf factorisation at
an ME horizon. In Chapter 6 we give a Wiener–Hopf factorisation
formula for a spectrally negative Lévy process which is inspected at a ME–
distributed time, using functional calculus. However, the probabilistic
interpretation of such a formula is still lacking. Such an interpretation
would help us to study more complex fluctuation problems, for instance,
Parisian ruin with ME–distributed clocks.
• FRAP with Brownian noise. In Chapter 7, we constructed the FRAP
as a generalisation of the fluid flow process without Brownian motion. The
next step is to consider a FRAP with Brownian noise. A key element to its
analysis is the Wiener–Hopf factorisation explained in the previous item,
which is unavailable at the moment.
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• FRAP queue. An interesting problem is to study the stationary distri-
bution of a FRAP whose level is reflected at 0. Time–reversal arguments
can be used in the fluid flow process case, however, those do not work for
the FRAP. Alternative approaches are currently being investigated.
Appendix A
Kronecker product and
Kronecker sum
Fix n,m, r, s ≥ 1. Let A = {aij} be a m × n–dimensional matrix and let
B = {bij} be a r × s–dimensional matrix. The Kronecker product of A and
B, denoted by A⊗B, is defined by
A⊗B =

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
... . . .
...
am1B am2B · · · amnB
 .
Thus, A⊗B is a mr × ns–dimensional matrix. The following are some partic-
ularly useful properties of the Kronecker product.
Proposition A.1 For matrices A,B,C and D, it follows that
(A⊗B)(C ⊗D) = AC ⊗BD
whenever the dimensions of the matrices allow it.
Proof. See Section 2.3.VI in Graham (2018).
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Proposition A.2 For any square matrix A and identity matrix I of any di-
mension, it follows that
eA⊗I = eA ⊗ I and eI⊗A = I ⊗ eA.
Proof. Follows by the series expansion of the matrix exponential terms.
Now, for n,m ≥ 1 let A be a n×n–dimensional matrix and let B be a m×m–
dimensional matrix. The Kronecker sum of A and B, denoted by A⊕B, is
defined by
A⊕B = A⊗ I + I ⊗B.
For the Kronecker sum, the following results hold.
Proposition A.3 Let A and B be square matrices. Suppose that sp(A) = {λi}i
and sp(A) = {µj}j. Then,
sp(A⊕B) = {λi + µj}ij .
Proof. See Section 2.4.XIV in Graham (2018).
Proposition A.4 For any square matrices A and B,
eA⊕B = eA ⊗ eB
.
Proof. See Example 2.6 in Graham (2018).
Appendix B
Holomorphic functional
calculus
In this section, our aim is to make sense to expresions of the kind f(A) where
f : U ⊂ C → C is an holomorphic function and A is a square matrix with
complex entries.
A first attempt would be to consider the Laurent series of f about a point a ∈ U ,
given by
f(z) =
∞∑
n=1
an(z − a)n
with radius of convergence R, and defining
f(A) =
∞∑
n=1
an(A− aI)n, (B.0.1)
whenever ‖A‖ < R for some matrix–norm ‖ · ‖. This approach would triv-
ially make matrix–polinomials and the matrix–exponential function consistent
with their usual definition. However, other analytic functions would need to
be studied via infinite series of power matrices, which is, in many instances,
inconvenient. Thus, we seek to work with an equivalent definition of f(A), one
which is based on the Cauchy integral formula below.
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Theorem B.1 (Cauchy integral formula) Let U be an open subset of C and
let f : U → C be a holomorphic function. Let γ ⊂ U be a clock–wise oriented
closed chain. Then, for every a ∈ C which is winded once by a closed curve of
γ we have that
f(a) = 12pii
∮
γ
f(z)
z − adz. (B.0.2)
Inspired by this, for matrices A with sp(A) ⊂ U , we define
f(A) = 12pii
∮
γ
f(z)(zI −A)−1dz,
where γ is a closed chain that encloses sp(A), in the sense that each λ ∈ sp(A)
is winded once by exactly one closed curve of γ. The previous definition of
f(A) is known as the Dunford–Riesz functional calculus. In the following, we
will make use of the next result.
Theorem B.2 (Resolvent equation) For z, ζ ∈ C \ sp(A),
(zI −A)−1 − (ζI −A)−1 = (ζ − z)(zI −A)−1(ζI −A)−1 (B.0.3)
Proof. Since (zI −A) and (ζI −A) clearly commute, so do (zI −A)−1 and
(ζI −A)−1. Then,
(zI −A)−1 − (ζI −A)−1
= (ζI −A)(ζI −A)−1(zI −A)−1 − (zI −A)(zI −A)−1(ζI −A)−1
= ((ζI −A)− (zI −A))(zI −A)−1(ζI −A)−1
= (ζI − zI)(zI −A)−1(ζI −A)−1,
and the proof is finished. 
Theorem B.3 Let f and g be holomorphic functions with domain U , and let
A be a square matrix such that sp(A) ⊂ U . Also, let a, b ∈ C. Then
a(f(A)) + b(g(A)) = (af + bg)(A), and
f(A)g(A) = (fg)(A).
183
Proof. The first assertion follows directly by the linearity of integrals. For
the second assertion, let γf ⊂ U be a closed chain which encloses sp(A) and let
γg ⊂ U be a closed chain which encloses sp(A) ∪ γf . Then,
f(A)g(A) =
(
1
2pii
∮
γf
f(z)(zI −A)−1dz
)(
1
2pii
∮
γg
g(ζ)(ζI −A)−1dζ
)
= 1(2pii)2
∮
γf
∮
γg
f(z)g(ζ)(zI −A)−1(ζI −A)−1dζdz
= 1(2pii)2
∮
γf
∮
γg
f(z)g(ζ) (zI −A)
−1 − (ζI −A)−1
ζ − z dζdz
= 1(2pii)2
∮
γf
(∮
γg
g(ζ)
ζ − zdζ
)
f(z)(zI −A)−1dz
− 1(2pii)2
∮
γg
(∮
γf
f(z)
ζ − zdz
)
g(ζ)(ζI −A)−1dζ.
Since γg encloses γf , then for every z ∈ γf the Cauchy integral formula implies
that
∮
γg
g(ζ)
ζ−zdζ = (2pii)g(z). Since γf does not enclose γg, then for every
ζ ∈ γg, z → f(ζ)ζ−z is an holomorphic function on the interior of the chain γf ,
implying that
∮
γf
f(ζ)
ζ−z dz = 0. Thus, the result follows. 
Theorem B.4 For any square matrixA with sp(A) ⊂ U , f(sp(A)) = sp(f(A)).
Proof. First, let us show that f(sp(A)) ⊆ sp(f(A)). Fix λ ∈ sp(A). Let q be
the holomorphic function on U defined by
q(z) =
{
f(z)−f(λ)
z−λ , z 6= λ
f ′(z), z = λ.
Let γ be a closed chain which encloses sp(A) (and thus encloses λ). Then,
f(A)− f(λ)I = 12pii
∮
γ
g(z)− g(λ)(zI −A)−1dz
= 12pii
∮
γ
(z − λ)q(z)(zI −A)−1dz
= (A− λI)q(A),
which implies that,
det(f(A)− f(λ)I) = det(A− λI) · det(q(A)) = 0 · det(q(A)) = 0.
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This means that f(λ) ∈ sp(f(A)).
Now, to prove that sp(f(A)) ⊆ f(sp(A)), fix µ ∈ U \ f(sp(A)). The function
h(z) = (f(z) − µ)−1 is holomorphic in a neighbourhood of sp(A), say U ′ ⊆ U .
Then, restricted to U ′, I = h(A)(f(A) − µI), so that det(f(A) − µI) 6= 0.
Thus, µ /∈ sp(f(A)) and the result is proved. 
Theorem B.5 Let f be an analytic function defined on U ⊂ C and let g be an
analytic function defined on U ′ ⊂ C. Suppose that sp(A) ⊂ U ′ and sp(g(A)) ⊂
U . Then
f(g(A)) = (f ◦ g)(A).
Proof. Let γf ⊂ U be a closed chain that encloses sp(g(A)) and let γg ⊂ U ′ be
a chain that encloses sp(A) and is such that g(γg) ⊂ U : the existance of a chain
γg that attains the last condition follows by Theorem B.4 and the continuity of
g. Then,
f(g(A)) = 12pii
∮
γf
f(z)(zI − g(A))−1dz
= 12pii
∮
γf
f(z)
(
1
2pii
∮
γg
(z − g(ζ))−1(ζ −A)−1dζ
)
dz
= 12pii
∮
γg
(
1
2pii
∮
γf
f(z)(z − g(ζ))−1dz
)
(ζ −A)−1dζ
= 12pii
∮
γg
f(g(ζ))(ζ −A)−1dζ
= (f ◦ g)(A),
and the proof is finished. 
Appendix C
Richardson extrapolation
formula
Let {fn} ⊂ R be a sequence such that fn → f as n → ∞ for some f ∈ R.
Furthermore, suppose that
fn = f +K1n−1 +K2n−2 + · · ·+Kmn−m +O(n−(m+1)),
for some m ≥ 1 and (possibly unknown) constants K1,K2, . . . ,Km. Define
f̂n = (n+ 1)fn+1 − nfn, n ≥ 1.
Then, it is easily seen that
f̂n = f +O(n−2).
This means that f̂n converges to f and does so with an error rate of the order
n−2. The sequence {f̂n}n≥1 is known as the Richardson extrapolation of f .
If m ≥ 2, one can construct approximations that converge to f at a faster rate.
For instance, let
f˚n =
n2
2 fn − (n+ 1)
2fn+1 +
(n+ 2)2
2 fn+2.
Then, it is readily verified that
f˚n = f +O(n−3),
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so that f˚n converges to f and does so with an error rate of the order n−3. This
is somewhat similar to an iterated Richardson extrapolation, that is, to apply
a Richardson extrapolation to the Richardson extrapolation sequence {f̂n}n≥1.
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