ABSTRACT A novel culture evolution learning is presented to achieve an optimal carbon-energy combinedflow (OCECF). A shared responsibility of carbon emission between electricity producers and electricity consumers is introduced in OCECF, such that a double counting of carbon emission can be eliminated. The proposed algorithm is inspired from the culture construction, culture communication, and cultural inheritance in the human society. First, a culture matrix of each country is constructed by the Q-value matrix of Q-learning, which can be simultaneously updated by its people. Second, each country can learn the superior culture from other more-advanced countries, while this so-called culture communication can improve the quality of the obtained optimal solution. Finally, the culture inheritance can be achieved by transfer learning between different optimization tasks, thus the convergence can be dramatically accelerated. The performance of CEA has been evaluated for OCECF on two IEEE benchmark systems, and a practical urban power grid of southern China, respectively. Simulation results demonstrate that CEA has a high convergence stability and fast convergence, which is around 4.02 to 51.43 times faster than that of conventional heuristic algorithms.
I. INTRODUCTION
In the past decades, since the ever-growing production of carbon dioxide (CO 2 ) leads to a severe environment deterioration [1] , CO 2 emission reduction has attracted enormous attentions in both industry and research. As a major CO 2 producer, electric power industry bears more responsibility to reduce its carbon emission on generation side and power network [2] . Consequently, low-carbon electric power has gained plenty of investigations. In order to simultaneously reduce the carbon emission and production cost, a robust environmental-economic dispatch was proposed in [3] via utilizing clean renewable generation and carbon capture plants. Similarly, a low-carbon unit commitment [4] was established for a power system with the carbon capture technology-based resource in an emission-constrained environment. In [5] , a new low-carbon electric power, natural gas, and heat delivery system was presented for a high energy utilizing efficiency and a low carbon emission of an integrated energy system with the variable clean energy. Jin et al. [6] thoroughly studied the contributions of carbon capture and storage to the CO 2 emission reduction in a sustainable electric-power system under multiple uncertainties. Moreover, three approaches were provided in [7] to quantify the CO 2 emission reductions from the renewables and nuclear energy.
However, these studies mainly aim to minimize the total carbon emission of the generation side for the power generation companies, while the carbon emission of power network associated with the benefit of power grid companies was ignored. In order to address this issue, an optimal carbonenergy combined-flow (OCECF) was proposed in [8] based on the carbon emission flow tracing method of power networks [9] , [10] , in which the tracing method determines the carbon emission obligation with a full electricity consumer responsibility. However, it will inevitably result in a double counting of carbon emission [11] when the carbon emission flow is transmitted from the generation side to the demand side. Hence, the calculated carbon emission will be larger than its actual obligation.
To remedy the above issue, this paper proposes a novel OCECF considering the power grid company's benefit through a shared responsibility between electricity producers and electricity consumers. As discussed in [8] , OCECF is a nonlinear programming with multiple variables and complex constraints. Generally speaking, it is commonly addressed by two techniques, i.e., conventional optimization approaches and heuristic algorithms. However, the former one, such as quasi-Newton method [12] , semidefine programming [13] , distributed interior point method [14] , is mostly dependent on the accurate mathematical model of a specific optimization, which may be easily trapped at a local optimum for a nonlinear multi-extremum programming with discontinuous functions and constraints.
In contrast, the latter one has been widely investigated in power systems due to its merits of a global convergence and a promising model-free feature. Inspired by the herding behavior of krill individuals, a novel krill herd was successfully applied to the dynamic optimal power follow of combined heat and power system [15] . The particle swarm optimization (PSO) based nonconvex economic dispatch was deeply carried out in [16] , while various hybrid forms of PSO were discussed in detail. The genetic algorithm (GA) [17] based optimizer was designed for the day-ahead unit commitment and economic dispatch of a microgrid with renewables. In [18] , a memory-based global differential evolution with a repair technique was proposed for dynamic economic dispatch, which showed a superior performance compared with other improved differential evolutions. In the same way, OCECF can be solved by different kinds of new heuristic algorithms, such as whale optimization algorithm [19] , competitive optimization algorithm [20] , brain storm optimization [21] , and fruit fly optimization [22] . Nevertheless, most of the aforementioned schemes is unable to record or exploit the prior knowledge of previous optimization tasks, thus a relatively long convergence time might be resulted in. As a consequence, it is quite challenging to achieve a fast dynamic optimization of OCECF in a large-scale power system as the optimization tasks may unpredictably vary along with time.
In the past two years, Google DeepMind's AlphaGo [23] has prompted a wave of artificial intelligence since it easily won the historic Go match against two world champions (i.e., Lee Sedol and Ke Jie) in 2016 and 2017, respectively. In essence, it is a successful application of transfer reinforcement learning (TRL) [24] , in which the prior knowledge of previous tasks can be properly exploited so that a new task can be resolved with a quite short computation time. To take advantage of it, an accelerating bio-inspired optimizer [25] and an equilibrium-inspired multiagent optimizer [26] have been proposed for rapid reactive power optimization and decentralized OCECF, respectively, in which the convergence rate is up to 100 time faster than that of classical heuristic algorithms.
Inspiringly, the concept of transfer learning has profoundly cultivated the human society. In history, a backward civilization will actively and extensively learn the superior cultures of other more-advanced countries via a culture communication and culture inheritance to enhance its comprehensive strength [27] . Motivated by this fact, a novel culture evolution learning (CEL) is proposed for OCECF, in which the main motivations and the advantages can be summarized as follows:
• Most of the existed heuristic algorithms are incapable of storing the optimization knowledge of the previous tasks. In contrast, each country of CEL develops a culture matrix to implement a continuous interactions between its peoples and the external environment, thus the previous optimization knowledge can be stored and inherited among different tasks.
• Most of the existed heuristic algorithms cannot achieve the knowledge transfer from the source tasks to a new task, thus a long convergence time is usually resulted in. To address this issue, the culture inheritance with transfer learning is proposed for efficiently exploiting the prior culture of source tasks for a rapid online optimization of a new task according to their similarities, thus the convergence time can be dramatically shorten.
• The previous TRL only adopts a single swarm for searching a potential global optimum [25] , [26] , which is easier to fall into a low-quality local optimum. Compared with that, CEL adopts multiple swarms (countries) for a cooperative search, in which each country will learn the superior cultures from the more-advanced countries with the small world network, thus a higher-quality optimum with a smaller fitness function can be obtained. The remaining of this paper is organized as follows: Section II presents the OCECF model with the shared responsibility. Section III provides the basic principles of CEL. The design of CEL for OCECF is developed in Section IV, while simulation results and discussions are given in Section V. Finally, Section VI concludes the paper.
II. OPTIMAL CARBON-ENERGY COMBINED-FLOW A. CARBON-ENERGY COMBINED-FLOW
As illustrated in Fig. 1 , carbon flow is a virtual flow of carbon emission from generation side to demand side in power networks, which is closely integrated with energy flow [9] . Both the carbon flow and the energy flow are mainly influenced by the power network topology, power outputs of generators, power demand of nodes, etc., while the carbon flow is also significantly influenced by the carbon emission intensity of generators and the shared responsibility between electricity producers and electricity consumers [26] . Theoretically, the carbon emission of a whole power system equals to the carbon emission of generation side C e , i.e., the sum of carbon emission of grid side C loss and that of demand side C L , which can be described as
The carbon-energy combined-flow in power systems.
where P w represents the power output of the wth generator; δ w is the carbon emission intensity of the wth generator; and W is the generator set. However, the electricity producers (power generation companies and power grid companies) mostly focus on their own carbon footprints, while the electricity consumers mainly focus on their own carbon emission. Hence, it will inevitably lead to a double counting of carbon emission without the consideration of shared responsibility [11] . To resolve this issue, the overall carbon emission of electricity producers and electricity consumers should be appropriately decomposed through a shared responsibility, as follows [11] , [28] :
Electricity consumers (2) where α p is the producer responsibility share, 0 ≤ α p ≤ 1, which indicates that the power generation companies allocate a fraction α p to the power grid companies; and β c is the consumer responsibility share, 0 ≤ β c ≤ 1, which indicates that the power grid companies allocate a fraction β c to the electric consumers. Normally, the power grid company concerns on the active power loss and its carbon emission obligation corresponding to energy flow and carbon flow, respectively. In general, the power loss can be described as follows:
where V i and V j represent the voltage magnitude of the ith and jth node, respectively; g ij is the conductance of line i-j; θ ij is the voltage phase angle difference between node i and node j; and N L is the branch set.
On the other hand, the carbon emission obligation of the power grid company C pgc can be calculated based on (2), which yields
where C loss is obtained according to the proportional sharing principle [10] by
where a
jw is a power mapping factor between the jth node and the wth generator [10] ; P ij is the active power loss of line i-j; and P j indicates the gross power flow of the jth node in the equivalent lossless network.
B. OCECF MODEL
Both the active power dispatch and reactive power dispatch can strongly influence the carbon-energy combined flow, in which the former one is jointly determined by power generation companies, power grid companies, and electricity consumers; while the later one is mainly operated by the power grid companies [26] . Therefore, the OCECF model can be established based on the reactive power dispatch of the power grid company in this paper, which is formulated as a nonlinear programming as follows [8] :
where x is the vector of control variables, including generator terminal voltages, discrete tap position of on-load tap changer (OLTC) transformers, number of connected capacitor and reactor banks, etc.; V d is the voltage deviation index for voltage stability; µ 1 , µ 2 , and µ 3 are the weight coefficients corresponding to different objectives, respectively, with 0≤ µ 1 ≤ 1, 0 ≤ µ 2 ≤ 1, 0 ≤ µ 3 ≤ 1, and µ 1 + µ 2 + µ 3 = 1; P Gi and Q Gi are the active and reactive power of the ith node, respectively; P Di and Q Di are the active and reactive power demand of the ith node, respectively; Q Ci is the reactive power compensation of the ith node; b ij is the susceptance of transmission line i-j; T k is the transformer tap ratio; S l represents the apparent power of the transmission line l; N i is the node set; N G is the unit set; N C is the compensation equipment set; N T is the transformer tap set; and N L is the branch set. Moreover, the voltage deviation index is written as [29] 
where V max i and V min i are the maximum and the minimum of V i , respectively.
III. CULTURE EVOLUTION LEARNING A. OPTIMIZATION FRAMEWORK
As illustrated in Fig. 3 , CEL consists of multiple counties, in which each counties contains a group of peoples with a VOLUME 6, 2018 X. Zhang et al.: CEL for OCECF FIGURE 2. The optimization framework of CEL. particular culture. Under this framework, three optimization mechanisms need to be executed for each task, including culture learning by cooperative peoples, culture communication among different country, culture inheritance between the source tasks and new tasks.
B. CULTURE LEARNING 1) CULTURE MATRIX
As a frequently used RL, Q-learning can store the optimization knowledge with its Q-value matrix [30] , which can be updated by RL agents from interactions with the environment, and also be used for guiding RL agents to rapidly obtain an optimal solution. Motivated from this merit, the Q-value matrix of Q-learning is employed as the culture matrix of CEL, as illustrated in Fig. 3 . Furthermore, each element of the culture matrix represents a numerical culture value of the corresponding state-action pair, i.e., Q(s, a), while a larger culture of the element indicates an action which tends to obtain a larger reward in a given state. In general, Q-learning is invulnerable to the curse of dimension as the number of controllable variables increases [26] , which inevitably causes a slow convergence or even a calculation failure. To handle this issue, the associative memory [25] is introduced for decomposing an original high-dimensional solution space into a multiple low-dimensional one. Hence, each controllable variable has a specific small-scale culture matrix Q i , which can be readily preserved and transferred, while all the controllable variables can be connected closely. Assume that the number of controllable variables is m, then each country has msmallscale culture matrices.
2) CULTURE UPDATE
The culture matrix of each country is simultaneously updated by a group of cooperative peoples, so that the learning rate of CEL can be dramatically accelerated compared to that of Q-learning with a single RL agent. Since CEL will optimize the culture value of each state-action to maximize the expected long-term rewards in each state, the culture matrices of each country can be updated as follows [30] :
where α is the culture learning factor; γ is the discount factor; the superscript i and j represent the ith culture matrix (i.e., the ith controllable variable) and the jth people, respectively; e represents the eth country; J e is the people set of the eth country; I is the controllable variable set; (s k , a k ) represents the state-action pair at the kth iteration; E is the country set; 
3) EXPLORATION AND EXPLOITATION
In order to achieve a proper balance between exploration and exploitation, each people carries out an action policy (a new solution) based on the culture matrices of its own country, which is given as [31] 
where ε is a random value with a uniform probability distributed in [0, 1]; ε 0 represents the exploitation rate; and P ei is a state-action probability matrix of the eth country for the ith controllable variable.
4) REWARD FUNCTION
After an action at the current state is executed, each people will receive an immediate reward according to the fitness of the obtained solution, while the one with a smaller fitness will gain a larger reward. Consequently, the reward mechanism of cooperative agents [32] is introduced in CEL for a cooperative learning, in which the reward function is designed as
where W is a positive multiplicator; Fit denotes the fitness function; x j is the vector of control variables obtained by the jth people; and SA e best represents the state-action pairs set of the best people (i.e., one with the smallest fitness function) at the k th iteration in the eth country.
C. CULTURE COMMUNICATION
In CEL, the advanced level of each country needs to be quantified for determining which countries to communicate. Since CEL aims to minimize the fitness function for a specific problem, the advanced level of each country can be calculated depends on the average fitness function and minimal fitness function obtained by its peoples, as follows: (14) where p e , AL e denote the actual and normalized advanced level of the eth country, respectively. In fact, a less-developed country is inclined to learn from a more-advanced country to improve its own civilization. Inspired from this, a culture communication among different countries is developed, in which each country will learn the culture from the more-advanced counties with its interaction network. Besides, a realistic interaction network for each country can be constructed based on small world network (SWN) [33] . Hence, the culture communication can be described as
where i denotes the set of more-advanced countries in the interaction network of the ith country, while the probability of interaction p il between the ith country and the lth country can be calculated based on SWN, as follows:
where k max is the maximal iteration number and C p is the constant probability.
D. CULTURE INHERITANCE
In history, a country can achieve a rapid development via inherit the previous superior culture. Inspired by this fact, the culture inheritance with transfer learning is introduced to achieve a fast online optimization, which can properly exploit the optimal culture matrices of the source tasks Q * st such that the optimistic initial culture matrices of a new task Q 0 nt can be formed, in which all the source tasks are executed in the pre-learning process. After all the optimal culture matrices of the source tasks are obtained, the optimistic initial culture matrices of a new task can be calculated by [24] 
with
where r eh denotes the similarity between the hth source task and the new task for the eth country, a larger r eh means that the eth country of the new task will exploit more information from the obtained optimal culture matrices of the hth source task, with 0 ≤ r eh ≤ 1. Note that only the optimal culture matrices of the most advanced country will be stored for each source task, but the optimistic initial culture matrices of all the countries will be formed for each new task.
IV. DESIGN OF CEL FOR OCECF A. STATE AND ACTION
Since OCECF is based on the reactive power dispatch in this paper, the generator terminal voltage, transformer tap ratio, and reactive power compensation of shunt capacitors are selected as the controllable variables. Note that the action set of each controllable variable A i is dependent on its value range [26] , while A i is equal to the state set of the next controllable variable, i.e., S i+1 = A i .
B. FITNESS FUNCTION
The integrated objective function (6) needs to be minimized while satisfying all the constraints in (7) . Therefore,the fitness function can be designed by the penalty function method [34] , as
where η is the penalty factor and qdenotes the number of inequalities violating constraints (7). 
C. CULTURE INHERITANCE FOR OCECF
In practice, the power generation dispatch and the power flow distribution are mainly determined by the power demand and power network topology [26] . Hence, the deviation of power demand is regarded to be a similarity between a source task and a new task for OCECF, as the power network topology does not change significantly during a day. Firstly, the source tasks are selected from all the executed tasks of the previous day (See Fig. 4) , thus the similarities between them and the new tasks of a new day can be guaranteed high enough to avoid a negative transfer learning. Secondly, the similarity between the hth source task and a new task can be calculated based on the deviation of power demand, as
where D hn is the Euclidean distance of power demand deviation between the hth source task and the new task; N PQ is the set of PQ buses; B e is the source task set for the eth country, which has the smallest Euclidean distance among all the source tasks.
D. PARAMETERS SETTING
In CEL, eight crucial parameters α, γ , ε 0 , W , η, | E|, |J e |, and C p need to be carefully chosen to achieve a desirable performance for OCECF. The uniform design [35] is adopted to determine the parameters with a few experiments, where the optimal parameters are given in Table 1 .
E. EXECUTION PROCEDURE
To this end, the overall execution procedure of CEL for OCECF is summarized in Fig. 5 .
V. CASE STUDIES
In this study, two frequently-used power systems (IEEE 57-bus system and IEEE 300-bus system) [36] are selected as the benchmarking systems, while the Shenzhen power grid of southern China [26] is employed as a practical engineering system. Nine conventional artificial intelligence algorithms, including GA [17] , quantum genetic algorithm (QGA) [37] , ABC [38] , GSO [39] , ACS [40] , ant lion optimizer (ALO) [41] , Ant-Q [32] , teaching-learning-based optimization (TLBO) [42] , and imperialist competitive algorithm (ICA) [43] , are introduced for performance comparisons, which are the classical heuristic optimization techniques and very suitable for OCECF due to their simplicity, flexibility, derivation-free mechanism, and local optima avoidance. Through trial and error, the main parameters of all the comparative algorithms are given in Table 2 . Simulation is undertaken in Matlab 7.10 by a personal computer with Intel(R) Core TM i5 CPU at 2.6GHz with 8GB of RAM.
According to [25] , the producer responsibility share α p and the consumer responsibility share β c are set to be 50% and 100%, respectively. The weight coefficients (µ 1 , µ 2 , and µ 3 ) used in (6) are equally set to be 1/3 based on the same preference on each objective. Assume the implementation period of OCECF is 15 min [8] , then the number of new tasks of a day is 96.
A. SYSTEM MODEL
The source tasks are selected from all the optimization tasks of a typical day, while the new tasks are chosen from the next day, as shown in Fig. 6 . IEEE 57-bus system and IEEE 300-bus system contain 7 and 69 generators, respectively, where the carbon emission intensity δ w of each generator is given in Table 3 . Furthermore, the detail topology of IEEE 57-bus system is provided in Fig. 7 .
As the most developed city of Southern China, Shenzhen is a pioneer for national carbon trading in China. In a daily operation, both the carbon emission and active power loss of power grid are considered as the most important evaluation indexes. Shenzhen power grid consists of 279 nodes (110 kV, 220 kV, and 500 kV), 12 power plants, 375 branches and 13120 MW of installed capacity, which is the receiving-end of the West-East electricity transmission project of China [26] , where the geography and the installed capacity are given in Fig. 8 , and the carbon emission intensity δ w of each generator is given in Table 4 .
B. PRE-LEARNING PROCESS
The optimal culture matrices of all source tasks are obtained in the pre-learning process. As illustrated in Fig. 9(a) , CEL can converge to the optimal culture matrices of the first source task within 60 s, where Q e represents the matrix 2-norms of culture matrix differences of the eth country, . Besides, the minimal fitness function of each country for OCECF is demonstrated by Fig. 9(b) , which indicates that each country can rapidly obtained a higher-quality optimal solution through culture communication with the more-advanced countries. 
C. ONLINE OPTIMIZATION 1) CULTURE INHERITANCE
After the pre-learning process, CEL is prepared for online optimization of OCECF with culture inheritance according to the similarities between source tasks and new tasks. Fig. 10 illustrates the convergence of fitness function obtained by CEL compared with other algorithms in the online optimization. It can be found that the convergence of CEL in online optimization can be accelerated by approximately 40 times compared with that in pre-learning process, which verifies the beneficial acceleration effect of culture inheritance. Furthermore, the carbon-energy combined-flow of several branches obtained by CEL is given in Fig. 7 , Moreover, it also illustrates that the convergence of CEL is much faster than that of other AI techniques, as the available optimization strategies from the source tasks can be properly exploited to efficiently resolve a new task.
For further testing the online optimization performance of CEL, all the algorithms are executed for different new tasks of different systems in 10 runs. Fig. 11 provides the Comparisons of average objective function of each new task obtained by different algorithms. It can be obviously found that CEL can obtain the high-quality optimal solutions for different new tasks as the obtained objective functions are smaller than that of other algorithms on the whole. More specially, it occupies 33.33% of all the new tasks with the smallest objective functions among all the algorithms on IEEE 57-bus system, and 91.67% on IEEE 300-bus system. This also verifies that CEL can search the high-quality optimal solutions for OCECF under various scenarios, especially for the large-scale power system. Table 5 provides the performance results obtained by different algorithms in 10 runs, where all the indices are the average of a day. In shows that the optimal objective function obtained by CEL is smaller than that of other algorithms except QGA and ICA on IEEE 57-bus system. As the scale and complexity of power systems increase, the optimal objective function obtained by CEL is the smallest among all the algorithms on IEEE 300-bus system and Shenzhen power gird, which demonstrates the merit of culture learning by cooperative peoples, culture communication, and culture inheritance.
2) COMPARATIVE RESULTS AND DISCUSSIONS
Besides, the average convergence time of each new task obtained by different algorithms is given in Fig. 12 . It can be found that the convergence of CEL is the fastest among all the algorithms, which is about 4.02 (against ALO on IEEE 57-bus system) to 51.43 times faster (against ICA on IEEE 300-bus system) than that of other algorithms. This verifies that the convergence of CEL can be dramatically accelerated by culture inheritance with transfer learning between the source tasks and new tasks.
On the other hand, the statistical results of objective functions obtained by different algorithms are listed in Table 6 , where SD and RSD represent the standard deviation and relative standard deviation in 10 runs, respectively. It shows that both SD and RSD of CEL are the smallest among all the algorithms on IEEE 57-bus system and Shenzhen power grid, while they are the second smallest after that of ACS on IEEE 300-bus system. At the same time, the quality of the optimal solutions obtained by CEL are the highest as its objective functions of a day ranges within the low levels. Both of these results fully demonstrate that CEL can not only guarantee a quality of the obtained optimal solution, but also maintain a high convergence stability. VOLUME 6, 2018
VI. CONCLUSION
In this paper, a novel CEL is proposed for OCECF. The main contributions can be summarized as follows:
1) A shared respssonsibility of carbon emission between electricity producers and electricity consumers is introduced in OCECF, such that the double counting of carbon emission can be avoided.
2) Each country can learn the new culture via a continuous interactions between its peoples and the external environment, which can be stored with the culture matrix.
3) The quality of obtained optimal solutions can be improved by culture communication, while the convergence can be dramatically accelerated by culture inheritance with transfer learning. 4) CEL can raise one order of magnitude of the convergence rate than that of existing AI algorithms, while the quality of optimal solution can be guaranteed. Hence, it can be easily generalized to deal with other optimizations of largescale power systems.
