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Abstract - -Two-stage iterative methods for the solution of linear systems are studied. Conver- 
gence of both stationary and nonstationary cases is analyzed when the coefficient matrix is Hermitian 
positive definite. 
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1. INTRODUCTION 
Given a linear system of the form 
Ax = b, (1) 
where A E C n×n is a nonsingular matrix, and x and b are n-vectors, classical iterative methods 
proceed by solving at each step a simpler linear system induced by a splitting of A into A = M-  N 
(M nonsingular); i.e., beginning with an arbitrary vector x (°), the iteration procedure 
Mx (l+l) : Nx  (0 + b, l = O, 1, 2 , . . . ,  (2) 
is used to compute a sequence of iterate vectors that converges to the solution of (1) if and only 
if the spectral radius of the iteration matrix is less than one, that is, p(M-1N)  < 1; see e.g., [1]. 
On the other hand, when in each iteration l, l = 0, 1 ,2 , . . . ,  (outer iteration) the linear sys- 
tem (2) is approximated by using another iterative procedure (inner iterations), we are in presence 
of a two-stage iterative method. More specifically, consider the splitting M = F - G and perform 
s(l) inner iterations in each outer step I. Thus, the resulting method is 
xq+ 1) = (F-1G)8(O + 
s(/)--I 
E (F - la )3F -1  ( Nx~'~ + b),  
j=o 
l = o, 1 ,2 , . . . .  (3) 
When the number of inner iterations is fixed in each outer step, i.e., when s(l) = s, s > 1, it 
is said that the method is stationary, while a nonstationary two-stage method is such that the 
number of inner iterations may change with the outer iteration. Obviously, stationary two-stage 
methods are special cases of nonstationary ones. Two-stage iterative methods, sometimes called 
inner-outer iterations, were studied, e.g., in [2-6]. The convergence of these methods has been 
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investigated for monotone matrices and H-matrices; see e.g., [1] for definitions. In this paper, we 
concentrate our study on the case where A is a Hermitian positive definite matrix. In Section 2, 
we analyze the convergence of stationary two-stage methods together with the nonstationary 
ones. In the remainder of this section, we present some notation, definitions, and preliminary 
results which we refer to later. 
For any matrix A E C n×n, the matrices A T and A H denote the transpose and the conjugate 
transpose of A, respectively. Similarly, the transpose and the conjugate transpose of a vector 
x E C n are denoted by x v and x H, respectively. A matrix A 6 C nxn is symmetric if A = A T, 
and Hermitian if A = A H. Obviously a real symmetric matrix is a special case of a Hermitian 
matrix. A complex, not necessarily Hermitian matrix A is positive definite (positive semidefinite) 
if the real part of xHAx is positive (nonnegative), for all complex  # 0. When A is Hermitian, 
this is equivalent to requiring that xHAx > 0 (xHAx >_ 0), for all complex x # 0. In addition, 
a general matrix A is positive definite (positive semidefinite) if and only if the Hermitian matrix 
A + A H is positive definite (positive semidefinite). Let A E C nxn, the splitting A = M - N is 
called P-regular if the matrix M H -t- N is positive definite. Given a Hermitian positive definite 
matrix A E C '~xn, ( x, y) = (xHAy) 1/2 defines an inner product on C n. Thus, [IXllA = (xHAx) 1/2 
is a vector norm on C n. The matrix norm induced by that vector norm will also be denoted by 
[1" HA. In addition, I]" I]oo denotes the infinite matrix norm; see e.g., [1,7]. 
THEOREM 1.1. [1]. Let A = M - N be a P-regular splitting of a Hermitian matrix A. Then 
p(M-1N)  < 1 if  and only i[ A is positive definite. 
THEOREM 1.2. [7]. Let T be a square complex matrix. Then p(T) < 1 i f  and only i f  there is a 
Hermitian positive definite matrix A such that A - T HAT is positive definite. 
LEMMA 1.1. [5]. Given a nonsingular matrix A and a matrix T such that ( I -  T) -1 exists, there 
is a unique pair of matrices P, Q such that P is nonsingular, T = p -1Q,  and A = P - Q. The 
matrices are P = A( I  - T) -1 and Q = P - A. 
LEMMA 1.2. [8]. Let A be a Hermitian positive definite matrix. Consider the spfitting A = B-C  
is P-regular. Given s > 1, there exists a unique splitting A = P -Q such that (B -1C)  s = p -1Q.  
Moreover, the splitting is P-regular. 
LEMMA 1.3. [9]. Let T (0, l = 0, 1, 2 , . . . ,  be a sequence of square complex matrices. I? there 
exists a matrix norm [[-[[ such that [[T(0[[ < 8 < 1, l = 0 ,1 ,2 , . . . ,  then liml__.c¢ T(0T( t - I ) . . -  
T (°) = O. 
2. CONVERGENCE 
Given an initial vector x (°), the two-stage iterative method (3) produces the sequence of vectors 
x (t+l) = Ts(ox (t) + Cs(0, l = 0, 1 ,2 , . . . ,  (4) 
where Ts(0, l = 0, 1, 2, . . .  , are the iteration matrices 
s(t)-i 
Ts(O = (F-1G)  s(O + Z (F -1G) JF -1N '  
j=0 
l = o, 1 ,2 , . . . ,  (5) 
and 
s(l)--I 
= l = O, 1, 2 Cs(/) 
jffi0 
Let ~ be the exact solution of the linear system (1) and let e (l+l) = x (t+l) - ~ be the error 
at l + 1 iteration. It is easy to prove that ~ is a fixed point of (4). Thus, e(t+l) = Ts(oe(t) = 
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. . . .  Ts(0Ts(z_l)--.Ts(0)e(°), l = 0 ,1 ,2 , . . . .  Since, for the stationary case To( 0 = Ts, for all 
I = 0, 1, 2 , . . . ,  then the convergence of (4) is equivalent to requiring piTs) < 1; see e.g., [1]. 
However, in the nonstationary case, the sequence of vectors generated by iteration (4) converges 
to the solution of the linear system (1) if and only if limz-~c¢ Ts( l)Ts( l -1) '"Ts(o) = O. 
THEOREM 2.1. Let A be a Hermitian positive definite matrix. Consider A = M - N such that 
M is Hermitian and N is positive semidefinite. Let M = F - G be a P-regular splitting. Then, 
for any number  of  inner iterations s >_ 1, the stationary two-stage iterative method converges to 
the solution of  the linear system (1), for any initial vector x (°). 
PROOF. By hypotheses, M is positive definite and therefore nonsingular. Let us consider the 
iteration matrix of scheme (4), with s(l) = s _> 1. As it is well known (see [6]), that matrix can 
be written as follows: 
Ts = ( I  - Hs) M- IN  + Hs, where Hs = (F-1G) s. (6) 
Since M = F - G is a P-regular splitting of a Hermitian positive definite matrix, from Theo- 
rem 1.1, p(F -1G)  < 1 and then I - / - /8 is nonsingular. Hence, from Lemma 1.1, there exists a 
unique pair of matrices P8 = M( I  - / - /8) -1 and Qs = Ps - M such that Hs = P~-IQ,8. Moreover, 
from Lemma 1.2, the splitting M = Ps - Q~ is also P-regular. On the other hand, from (6) 
T8 = I - ( I  - Hs ) ( I  - M-1N)  
= I - ( I  - Hs )M-1A = I - P~-SA. (7) 
Thus, some algebra manipulations yield 
A-  THATs  = (p : IA )H  [By + Ps - A] P : IA  
(8) 
= (p : lA )g  [pH +Q8 + N]p : IA .  
Since pH + Qs is positive definite and N is positive semidefinite, from (8) it is obtained that 
A - THAT8 is positive definite. Hence, Theorem 1.2 implies that p(Ts) < 1 and then the 
convergence is established. | 
Under the hypotheses of the above theorem, from Lemma 1.1 it follows that there exists a 
unique pair of matrices B = A( I  - Ts) -1 and C = B - A such that 7"8 = B-1C.  Then, from (7), 
B = A( I  - M-1N) - I ( I  - Hs) -1 = M( I  - Hs) -1. Therefore, the proof of the above theorem 
shows that B H -t- B - A is positive definite, and hence, the splitting A = B - C is P-regular. We 
state this fact in an additional corollary. 
COROLLARY 2.1. Let A be a Hermitian positive definite matrix. Consider A = M - N such that 
M is Hermitian and N is positive semidefinite. Let  M = F - G be a P-regular splitting. Then, 
the unique splitting induced by the iteration matrix of the stationary two-stage iterative method 
is P-regular. 
We remark that in Theorem 2.1 and Corollary 2.1, the hypotheses on the outer splitting of the 
Hermitian positive definite matrix A = M - N imply that this splitting is P-regular. However, if 
one were to replace those hypotheses with the P-regularity of the splitting A = M - N, two-stage 
iterative methods may not be convergent. The following example shows this fact. 
EXAMPLE 1. Consider the symmetric positive definite matrix 
.4= -1  ' 
and let the P-regular splitting A = M - N be given by 
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Note that the matrix N is not positive semidefinite. Consider further the P-regular splitting 
M -- F - G given by 
A simple calculation shows that the iteration matrix of the stationary two-stage method with 
-0.5 0.sj spectral equal to 1, so is not convergent. s=l i sT l= 0 .s - .s  ' that has radius and 
Now, we prove the convergence of the nonstationary two-stage iterative method under condi- 
tions similar to those of the stationary method. 
THEOREM 2.2. Let A be a Hermitian positive definite matrix. Consider A = M-  N such that 
M is Hermitian and N is positive semidefinite. Let M = F - G be a P-regular splitting. Assume 
further that the sequence of inner iterations {s(/)}~o remains bounded. Then, the nonstationary 
two-stage iterative method (4) converges to the solution of the linear system (1), for any initial 
vector x(°). 
PROOF. Reasoning as in the proof of Theorem 2.1, it is obtained that the matrices 
A H = 
with Ps(O = M (I - (F-~G) s(O) -1, are Hermitian positive definite. Then, using the vector norm 
[[" HA, we have HTs(oXH2A = xHT~)ATs(t)x < xHAx = nxH~, for all x # 0, l = 0, 1, 2 , . . . .  Hence, 
HTs(t)HA < 1, I = 0, 1,2, . . . .  Since the sequence {s(/)}~0 remains bounded, there is a finite 
number of different iteration matrices. Then, there exists a real constant 0 < 0 < 1 such that 
I]Ts(l)HA _< 8 < 1, 1 = 0, 1, 2 , . . . .  Thus, by Lemma 1.3, the convergence is proved. | 
We note that the hypothesis on the number of inner iterations in Theorem 2.2 is very realistic 
in the sense that it is fulfilled in virtually every practical implementation of those methods. 
Nevertheless, following [9], this condition can be weakened by the assumption that there exists a 
bounded subsequence {s(li)}~=o. 
We conclude with a few remarks on the choice of the inner and outer splittings. In our results, 
in each outer iteration l + 1 the linear system My = Nx  (0 + b is approximated by an iterative 
procedure based on a P-regular splitting of the Hermitian positive definite matrix M. It is 
well known when the Jacobi, Gauss-Seidel, and SOR splittings (and their block versions) of a 
Hermitian positive definite matrix are P-regular; see e.g., [1]. Another class of P-regular splittings 
of a Hermitian positive definite matrix M is the unique splitting induced by the iteration matrix 
of an alternating iterative method 
x (k+1/2) = F~IG lx  (k) + F~lc, x (k+l) = F~IG~x (k+1/2) + F~Xc, k = O, 1, 2 , . . . ,  
where M = F1 - G1 and M = F2 - G2 are P-regular splittings; see [10]. Note that an important 
example of this class is the SSOR splitting. On the other hand, in Theorems 2.1 and 2.2, the 
splitting used for the outer step A = M - N must satisfy that M is Hermitian and N is positive 
semidefinite. A simple way to construct hat splitting is to split the Hermitian positive definite 
matrix A into A = A1 - A2, where A1 is Hermitian, and let D be a nonnegative diagonal matrix 
such that D + A~. is positive semidefinite. Then, the splitting A = M - N with M = A1 + D and 
N = A2 + D satisfies our assumptions. Attractive examples of splittings A = A1 - A2 defined 
above are the ones based on the block Jacobi type splittings, due to their inherent parallelism. 
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