This paper is concerned with the study of third order quadratic and autonomous systems and the interest is oriented to the stable periodic oscillations. From the "jerk" equation model, the classes of minimal complexity presenting a Hopf bifurcation are derived and their local characterization is carried out by means of a suitable harmonic balance technique. Other possible system reductions preserving the oscillations are studied and the numerical analysis confirms the obtained results. Some bifurcations and related routes to chaos are also exhibited by these simple systems. A comparison with previous results on the subject is also presented.
Introduction
In the past years there has been a strong interest in the study of dynamical systems having a simple structure which can exhibit complex behaviors. The interest stems from theoretical reasons, to better understand the basic mechanisms of emergence of certain complex phenomena, but also for implications in the possible use of chaotic systems for specific engineering (e.g. secure communications) and other applications. In particular, chaos and its generation have been investigated and these recent developments directly follow from the classical studies of Lorenz and Rossler, namely concerning third order autonomous quadratic systems. In fact, this class expresses the minimal complexity in terms of dynamic order and of polynomial nonlinearity degree such that a system can display chaotic motions.
The approaches followed in investigating simple chaotic systems are different, ranging from the use of pure simulation techniques to the analytic methods of construction. The former approach can be seen in the papers of Sprott [1994 Sprott [ , 1997b , who developed systematic numerical searches of third order chaotic systems of different functional structure, leading to the classification of several families, quadratic in particular. Other contributions on this line have been proposed (e.g. [Eichhorn et al., 1998; Sprott & Linz, 2000; Eichhorn et al., 2002] ), where some relations among such families of systems are put in evidence and their analytical features are studied. Moreover, as a complement to these results, some papers (e.g. [Fu & Heidel, 1997; Linz, 2000; Yang, 2000] ) concerning the general exclusion of chaotic behaviors in some classes of third order systems have also been presented.
The other approach of investigation can be related to the chaotification (or anticontrol of chaos) methods of Chen and coauthors (e.g. for the continuous case [Wang et al., 2000; Chen & Yang, 2003; Liu & Chen, 2003; Zhou & Chen, 2004a , 2004b ). They inspire the construction of a number of chaotic systems and some classifications [Celikoský & Chen, 2002; Lü et al., 2004] according to certain elements of their structure. Here, the focus of interest is on normal forms, bifurcation analysis, routes to chaos and geometric properties of attractors. A recent contribution to classify third order quadratic systems exhibiting chaos, on the basis of Shilnikov criteria for homoclinic and heteroclinic orbits, has also been highlighted [Zhou & Chen, 2006] .
Note that the previous results referred to autonomous systems represented in state equation form or, also, as a third order differential equation. This last model is called "jerk " equation, the jerk being the third time-derivative of the variable: it is less general than the first one [Eichhorn et al., 1998 ] but allows one to exploit efficient analysis techniques.
This paper aims to contribute in this area by the study and characterization of Hopf bifurcations of quadratic third order systems of minimal complexity. The representation form for such systems is that of jerk equation and the developed approach is based on harmonic balance techniques.
The paper is organized as follows. Section 2 is devoted to nonlinear models, giving some results which relate a n-dimensional state equation to a corresponding n-order differential equation, when this equivalence is possible. Such results are presented in general form, presuming they have some special interest, though only third order equations will be used in the following. Section 3 briefly recalls the harmonic balance technique to determine and characterize, with different approximation, periodic solutions of differential equations.
Section 4 considers a general quadratic jerk equation and derives the simplest classes of nonlinear models admitting Hopf bifurcations in their parameter space. The stability features of such bifurcations (supercritical or subcritical) are recognized through harmonic balance in Sec. 5, leading to classify the simple systems for which stable periodic solutions are guaranteed. Further parameter reductions of such systems are investigated in Sec. 6. Section 7 is devoted to numerical analysis concerning the indicated classes of jerk equations. The theoretical results on the stable oscillations are obviously confirmed. Moreover, the knowledge of the Hopf bifurcations gives the essential "starting points" to explore the possible complex behaviors of the above classes. The conclusions in Sec. 8 complete the paper relating the obtained results to the previous ones.
Nonlinear Models
The usual representation of a continuous-time finite-dimensional autonomous dynamical system is the state equation form, written as:
where x ∈ R n is the state vector and f : R n → R n is a suitable function, possibly nonlinear. This class of models is able to describe a large part of real processes, but its structure generality can sometimes limit the possibilities of following specific analysis approaches, especially in the nonlinear case.
On the other hand, there are situations where the system dynamics is given in terms of an explicit nth order ordinary differential equation. It concerns an output variable y in the form
where y ∈ R and F : R n → R is a suitable function, possibly nonlinear. This form puts in evidence a structure where a linear and a nonlinear dynamical subsystem are connected in a scalar feedback [Mees, 1981] . The two models, the state equations (1) and the inputoutput model (2), where y is a certain function of x, are clearly related.
It is well known that Eq. (2) is less general and that Eq. (1) can be easily derived from it by selecting a set of state variables, for example the phase variables: x 1 = y, x 2 =ẏ, . . . , x n = y (n−1) . The converse is not true and it is not straightforward to decide if a model (1) admits a form (2) and what this is.
A rigorous approach to the problem must involve the use of differential geometry and necessary and sufficient results for the solution can be derived in different cases. For example, one can achieve a special state equation equivalent to a model (2) by conditions solving the observer linearization problem for a general state equation (1) with output, as presented in [Isidori, 1995; Nijmeijer & Mareels, 1997] .
Unfortunately, these relations turn out to be essentially numerical and therefore it is of some interest to give below some sufficient conditions to derive simple analytical conclusions. A specific approach to third order systems is also presented in [Eichhorn et al., 1998 ].
Then, consider (1) by separating the linear and the nonlinear parts as:
where A is a n × n constant matrix and f : R n → R n is a purely nonlinear function. It is intuitive that just the structure of this function f is responsible for the possible derivation of an equivalent model (2). Generally, the more is the interaction degree between the components of x and of f , the more difficult it is to obtain the form (2).
So, consider the two following cases:
Here c ∈ R n is a constant vector and f is affected by the scalar variable y, linear combination of x components;
where b ∈ R n is a constant vector and the nonlinear effect of f is reduced to the unique scalar nonlinear function ϕ(x). The constant vector c ∈ R n is suitably fixed from A and b. Moreover, a third special case can be considered where the conditions of cases (a) and (b) coexist:
where the nonlinearity f of (3) becomes singleinput single-output. The model (6) is known in the area of system and control engineering as a Lur'e system (e.g. [Vidyasagar, 1993; Khalil, 2002] ) and many results, exact and approximate in nature, have been derived concerning its dynamic features (stability, oscillations, etc.) .
Of course, this model is directly related to the form (2). Here the input-output decomposition puts in evidence the simple feedback of a linear dynamical subsystem and a static nonlinearity. The three following examples illustrate the above transformations from (1) to (2) Example 1 (Hindmarsh-Rose Model) . The state equations of this neuron model [Hindmarsh & Rose, 1984] are:
where a, b, c, d, I, X 1 , p and r are constants.
This form is that of Eq. (4), with:
where some constant terms have also been included in f . By using the Laplace transformation L, with X(s) = L[x(t)], Eq. (4) can be rewritten as:
where the initial conditions are put to zero without loss of generality. Since Y (s) = c T X(s), (9) results in the scalar relation
The inverse L-transformation of (10) leads to the differential equation (2) for system (7): the lefthand side terms of (10) are linear and the right-hand side terms are nonlinear (or constant).
By using (8) in (10) the final result is: ...
where d/dt indicates the derivative operator.
Example 2 (Rossler Equations). These celebrated equations are:
and correspond to the form (5), with:
The L-transformation of (5) gives
Then, selecting the vector c such that:
Eq. (14) gives rise to the scalar relation
where:
Equations (16) and (17) express the input-output model (2), of state equations (12). By use of (13), it becomes:
Example 3 (Chua Circuit). This well-known electrical system (see e.g. [Madan, 1993] ) can be described by the state equations
with a cubic function to represent smoothly the circuit nonlinearity. Now, we have a state equation of class (c) as written in (6), with:
The L-transformation of (6) gives:
which is the input-output model of interest. In the time domain it becomes: ...
This form puts in evidence the above outlined structure of the Lur'e systems, where a linear dynamic operator is connected in feedback to a nonlinear static one. In particular, the linear operator has the rational transfer function with numerator
feedback connected to a pure cubic nonlinearity.
In the following we will consider systems represented in the form of scalar differential equations as (2). This form is essential to apply the selected techniques for deriving oscillations, which is the main objective of the paper. On the other hand, the above examples have shown the significant generality of this model and the possible way for constructing it from the state equations.
Harmonic Balance Technique
Assume that the system in study is described by the nth order differential equation (2) which is now rewritten as:
where the dependence by the parameter vector p ∈ R m is now put in evidence. Any T -periodic solution y 0 of this equation can be expressed, under mild conditions, in a Fourier series as:
By substituting this in the function F of (23),
0 ; p) which can also be developed in the following Fourier series
where a, b k , c k depend on the coefficients A, B 1 , C 1 , . . . and on T and p. Thus, the application of (23) corresponds to equating to zero the expression (25) leading to the algebraic equation system
to be solved for the unknown values
. . and T = T (p).
These coefficients define the form (24) of the periodic solution y 0 = y 0 (t, p) and its dependence on the parameter vector p. However, the system (26) is infinite dimensional and we need to find a finitedimensional approximation. The usual assumption consists of annihilating all the Fourier coefficients up to a certain k = K and obtaining an algebraic system of order 2K + 1 in the unknowns A, B, B 2 , C 2 , . . . , B K , C K and T (since the time origin is arbitrary in (24), we put B 1 = B and C 1 = 0).
The method is known as the (K-order ) harmonic balance (e.g. [Mees, 1981; Vidyasagar, 1993; Khalil, 2002] ) and it is based on the essential intuition that (23) behaves as a "low pass" frequency filter, as generally happens when it models some physical system. Rigorous arguments can be employed to establish the limit of this approximation and the reliability of the derived results (e.g. [Mees, 1981; Vidyasagar, 1993; Khalil, 2002] ). The empirical evidence over many years confirms the significant power of the approach in many situations. Of course, the higher is the number K of considered harmonics the smaller is in general the error made in approximating the periodic solutions.
In order to solve system (26), the use of numerical methods is required, but the important cases of K = 1 and K = 2 often have an analytical solution. One expects that the related approximation is good when the distortion is small: this typically happens in the neighborhood of the onset of such solutions, as at the Hopf bifurcations.
The harmonic balance technique for K = 1 is applied in the study of periodic behavior of feedback systems in control engineering area, where it is known as the describing function method [Vidyasagar, 1993; Khalil, 2002] . Moreover, the technique has also been proposed for the analysis of chaotic motions [Genesio & Tesi, 1992] , as well as for a general approach to limit cycle bifurcations [Basso et al., 1997] .
Admissible Hopf Bifurcations
Consider now the class of third order quadratic systems represented as a scalar differential equation (2), with n = 3. From the state equation (1) we can apply the results of Sec. 2 to derive this form, when it is possible.
The general "jerk " equation, expressing the rate of change of the acceleration, is ...
In order to prove the presence of periodic oscillations, we search for the existence of Hopf bifurcations in the space of the parameters a 1 , . . . , a 4 , b 1 , . . . , b 6 affecting such equation. Then, the equilibria y e of (27) are first derived, corresponding to the solutions of equation
resulting in number of one (b 1 = 0) or two (b 1 = 0), when they do exist. The linearization of (27) near these equilibria leads to the following characteristic equation
where λ are the roots expressing the local perturbation dynamics. Since the interest is toward possibly stable oscillations, we impose that two λ are purely imaginary and the third one is real negative. We assume also that the so-called transversality relation is satisfied. Hence, the nondegenerate Hopf bifurcation conditions [Kuznetzov, 1995] of the equilibria y e are:
Observe that the validity of these relations guarantees the onset of periodic solutions in the 
considered system, but nothing is said about their stability.
In the parameter space, when we have locally, on one side of the bifurcation, a branch of unstable equilibria and a branch of stable periodic solutions, we are in the "supercritical" case. Otherwise, the coexistence on the same side of stable equilibria and periodic solutions corresponds to the "subcritical" case. Our analysis is directed to detect the first situation. The complete characterization of Hopf bifurcations in terms of supercritical/subcritical nature will be successively performed according to the approach of the next section.
Therefore, the development of relations (30) is now intended in order to derive sufficient parametric conditions for having potentially stable oscillations of the system (27) through these bifurcations.
So, we use the solutions of (28) in (30) with the idea of satisfying these conditions by means of a minimal number of system parameters. Simple computations lead to Table 1 , which indicates nine different structures (from A1 to D) of minimal complexity which are able to present the considered Hopf bifurcation. All these structures result in four terms, three linear and one nonlinear. It is impossible to satisfy conditions (30) with a lesser number of parameters and one of them must represent a nonlinear term.
The first six cases (from A1 to A6) are different from the following since the bifurcation is only due to the linear part of the system and the addition of another (whatever) nonlinear element is imposed just to have nonlinear oscillations. In the other cases, from B to D, the Hopf bifurcations are generated by exploiting nonlinear effects, without involving the parameters b 4 , b 5 , b 6 . Other classes of systems described by four terms, of which two are nonlinear, are not considered here since they present a greater complexity. Moreover, the obtained Table 1 can be reduced to a smaller number of basic classes by some considerations.
At first, by simply moving the origin y = 0, the systems B, C, and D can be transformed to systems A1, A2 and A3, respectively. Then, by derivating against time the jerk equations A4 and A6, and defining the new variable y =ẏ, just the models A2 and A5 are derived.
Considering that all these transformations maintain the same number of linear (three) and nonlinear (one) terms, we conclude that all the minimal basic classes for generating the oscillations of interest are that of systems A1, A2, A3 and A5.
On the other hand, observe that we only gave some sufficient conditions for suitable Hopf bifurcations and that, generally, stable oscillations can also emerge via degenerate bifurcations or in an extended parameter space.
The next section will be devoted to characterize the considered bifurcations in the above basic systems to really guarantee the existence of stable periodic solutions.
Characterization of Hopf Bifurcations
In the presence of a Hopf bifurcation as defined by conditions (30), we wish to discover its supercritical or subcritical nature, with reference to the essential cases A1, A2, A3 and A5 considered in Table 1 and concerning (27).
The following approach consists of deriving the periodic solutions of the system using the harmonic balance technique described in Sec. 3 and verifying analytically, close to the considered bifurcation, on what side these solutions exist.
In the parameter space, if the limit cycle is present on the side of two unstable eigenvalues of the equilibrium such periodic solution is stable (supercritical case). Otherwise, for a limit cycle existing on the side of a stable equilibrium, it is unstable (subcritical case).
Therefore, by the harmonic balance method, we must describe with a "good" approximation the periodic solution of (27) around the conditions (30). In particular, the neighborhood of the third condition has to be considered: when the related quantity is greater than zero the equilibrium is unstable, when it is less than zero it is stable. This directly follows by applying the Routh-Hurwitz criterion to the characteristic equation (29).
So, the problem is reported to have the above "good" approximation of the periodic solution in order to guarantee the obtained results. The harmonic balance technique indicates this when the solution in study makes a small contribution to the neglected harmonics. From a qualitative viewpoint, it is expected that the limit cycle arising close to the Hopf bifurcation has a small distortion and few harmonics are able to describe it.
Therefore, we employ the second-order harmonic balance for deriving the limit cycle expression. Obviously, the computations become more involved than in the first order case, but existing results guarantee that the related approximation is now sufficient for our scope.
In fact, in [Allwright, 1977] it is shown that, when a periodic solution of a generic nonlinear system is vanishing in amplitude, then it can be approximated by its own Fourier series truncated to the second order. Furthermore, setting up a second order harmonic balance problem, when it admits a solution of sufficiently small amplitude, this and the above truncated series both solve an identical problem with two negligible errors of the same kind (see [Mees, 1981; Allwright, 1977] ).
So, the second order harmonic balance solution is strictly near the real cycle if its amplitude is sufficiently small. The procedure to derive the main element of interest, that is, on what side of the bifurcation the limit cycle exists, is reported in the Appendix and the related conclusions are summarized in Table 2 . Observe that the conditions on the parameters are essentially those defining the presence of the Hopf bifurcation which, in cases A1, A2 and A5, results definitely in supercritical or subcritical conditions. The only case A3 indicates an additive constraint, which separates the supercritical and the subcritical situations, according to the developments reported in the Appendix. Then, for the jerk equation (27) with four nonzero terms as defined by the cases A1, A2 and A3 (conditionally) we can guarantee the presence of stable periodic oscillations.
At this point, it can be of some interest to show that the first-order approximation of periodic solutions in general is not sufficient to derive the correct results.
In fact, consider as a counterexample the system A3 which Eq. (27) reduces to:
...
with the unique equilibrium at y e = 0. The conditions (30) for the Hopf bifurcation are simply
The application of first order harmonic balance searches for a simple periodic solution (see (24))
where ω = 2π/T . The substitution of (33) in (31) by neglecting the higher harmonics leads to a system of three equations as (26) whose solution is:
Clearly, this indicates the presence (B 2 > 0) of periodic oscillations for a 3 − a 1 a 2 > 0, when the related Table 2 . Characterization of Hopf bifurcations (ε is a small positive quantity).
Case Hopf Bifurcation Parameter Conditions
Additive Constraints
equilibrium is unstable (see (32)), and then such oscillations appear to be stable (supercritical case). Then, the first order harmonic balance technique gives an incorrect indication since the nature of the considered Hopf bifurcation is more complicated -a transition supercritical/subcritical is present -as shown in Table 2 which is based on the second order harmonic balance.
Further Parameter Reductions
The results in Sec. 5 indicate that stable limit cycles surely arise in the simple systems A1, A2 and A3 reported in Table 2 and are defined by four parameters, three linear and one nonlinear. The presence of a supercritical Hopf bifurcation has been shown in these cases, so that the onset of small stable periodic solutions will occur.
Indeed, we want to underline that such a bifurcation is only a sufficient condition for the existence of a stable cycle; so we cannot exclude that other systems, with a complexity lesser than those in Table 2 , can also exhibit stable oscillations. Now, a general procedure for the identification of systems with a successive reduction of complexity (with respect to that seen above) is proposed.
Let us consider a generic nonlinear system and suppose that it presents a stable limit cycle for a certain parametric set. Obviously, by changing the value of a single parameter the periodic oscillation will vary its shape and generally also its stability. Nevertheless, if it is possible to change the parameters putting one of them to zero and preserving the stable cycle, then we have just identified an oscillating system with a complexity less than that of the original one.
On the basis of this idea, the above systems which possess supercritical Hopf bifurcations are investigated to verify if they may undergo such a structural reduction. It is easily seen that the bifurcation conditions (corresponding in Table 2 to ε = 0) define a manifold in the four-dimensional parameter space. Near this manifold, from the "right" side (that is when ε > 0), there are conditions such that each of these systems admits the existence of a limit cycle. So, our idea is to move the system in the parameter space starting from this "thin" region until any parameter becomes zero. Nevertheless, moving from this region the cycle may disappear (e.g. as a consequence of a fold bifurcation) or it may lose stability (e.g. because of a flip bifurcation), and it will be a real structural reduction only avoiding similar events. Indeed, the analytical definition of all the related bifurcations appears to be impractical. So, we consider any possible case where a parameter is driven to zero in order to verify that certain reductions are impossible.
For example, the simplest case of disappearance of the limit cycle is the crossing of the bifurcation manifold. In this case the vanishing of the selected parameter leads to ε = 0 while the other conditions for the Hopf bifurcation remain unchanged. Then, the original cycle is reabsorbed and the corresponding parameter reduction cannot be generally considered as preserving a stable periodic oscillation. Now, by considering the supercritical cases listed in Table 2 , it can be observed that only the three linear parameters can be moved to zero. The fourth parameter, representing the nonlinear term, cannot vanish without transforming the system in a linear one, not of interest here.
The following cases are considered, starting from the conditions
• a 1 = 0: in the corresponding parameter annihilation, the equilibrium of interest is always characterized by two unstable eigenvalues and a stable one, as in the presence of the original stable limit cycle: this simply follows by the Routh-Hurwitz criterion. Then, no bifurcation of such an equilibrium happens and this reduction is in principle admissible. On the other hand, it can be observed that the parameter a 1 corresponds to the system divergence for the classes A1 and A2, so that it cannot be put to zero with the preservation of attracting solutions. Therefore this reduction is really possible only for the class A3.
again, in moving the parameter to zero, the stability situation of fixed point eigenvalues remains unchanged and then such a reduction can be considered as possible for all the systems A1, A2 and A3.
• a 3 = 0: now, the related procedure of parameter annihilation necessarily leads before to the crossing of the Hopf bifurcation manifold, followed by the appearance of an unstable eigenvalue of the equilibrium. Then, the corresponding reduction generally appears not admissible in order to preserve the stability of the original limit cycle.
The effects of driving two parameters to zero at the same time can be simply deduced taking into account the previous cases. So, the condition a 1 = a 2 = 0 is in principle possible for the system A3 only. The conditions a 1 = a 3 = 0 and a 2 = a 3 = 0 lead to degenerate Hopf bifurcations, whose study is not considered here. Therefore, the above considerations correspond to the reductions in Table 3 . Observe that the procedure allows one to consider as simply admissible these reductions for the permanence of stable periodic oscillations, but the real dynamics can be different since other nonlinear phenomena can destroy the cycle stability and also its existence.
The interesting oscillations are now indicated in jerk equations defined by only three parameters (or two), while in the related space the studied Hopf bifurcation does not exist: here, the limit cycle arises in an extended parameter space. Moreover, other stable oscillations could emerge in all the considered systems via different bifurcation processes and reduced structures.
The harmonic balance technique described in Sec. 3 can also be used to verify the possibility of the above reductions but now, far from the Hopf bifurcation, we only obtain approximate results on the existence and the shape of the cycle.
For example, putting a 2 = 0 in the case A2, we obtain the jerk equation:
This structure is equivalent to that known as the Sprott equation [Sprott, 1997a [Sprott, , 2003 ] which can be obtained by derivating against time and letting y = y. The Sprott system appears as the simplest one able to exhibit chaos. 
The oscillations of (36) in terms of two harmonics (see (24)) follow from the computations of the Appendix as defined by:
The next section will be devoted to presenting a numerical analysis concerning the conclusions in Secs. 5 and 6 and possible related extensions.
Numerical Analysis and Chaos
In the previous sections we have proved that a number of jerk equations (27) defined by four parameters only (and denoted as A1, A2 and A3 in Table 2 ) must present the onset of stable periodic solutions. These conclusions are confirmed by the numerical simulations. Figures 1 and 2 , obtained by -3.
-2.
-1.
0.
1.
2.
3. Fig. 2 . System A2: bifurcation diagram and limit cycle growth near the bifurcation.
y y
AUTO, concern the systems A1 and A2 and show bifurcation diagrams and limit cycles close to the supercritical Hopf. The same representation of Figs. 3 and 4 is related to system A3, where the role of additive constraint in Table 2 is also exactly verified. Moreover, Fig. 5 illustrates the real behavior of subcritical Hopf bifurcation in A5. By suitably moving the parameters from such bifurcations, and particularly increasing the quantity ε in the conditions in Table 2 , such limit cycles grow and it is of some interest to show their behavior, which cannot be predicted by the previous local analysis.
In cases A1 and A2 where a definite supercritical Hopf bifurcation is found, after the cycle enlargement, a Feigenbaum period doubling cascade follows and the corresponding systems go to the chaos. Then these classes, for which are guaranteed stable periodic oscillations, can also exhibit chaos when the limit cycle stability is lost via a series of flip bifurcations. This is shown in Figs. 6 and 7 in terms of a bifurcation diagram and a related chaotic attractor of system A1.
The case A3 has a different behavior. Here, we have a conditional Hopf bifurcation. When this is supercritical, it is possible to extend the stable limit cycle, but after successive enlargements it suddenly disappears (see Fig. 4 ) for a tangent bifurcation and we are unable to any chaotic motion.
For what concerns the simulation of periodic solutions in the jerk systems, defined by three (or two) parameters only and investigated in Sec. 6, it was generally impossible to obtain the desired results, with one notable exception below. This confirms that the admissible conditions of Table 3 found by our procedure are not sufficient to ensure the preservation of stable limit cycles in such reduced systems.
On the contrary, stable oscillations really exist for (36), which is equivalent to the Sprott system, and they agree with the analytical features reported in (37) (see Fig. 8 ).
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Remark 3. The basic classes of minimal complexity A1 and A2, as defined in Sec. 4 and Table 1 , show period doubling routes to chaos. For the reduced systems of Table 3 , that derived from A2 appears the unique one expressing stable periodic oscillations and also chaos. It is equivalent to the Sprott system.
Finally, observe that the studied third order quadratic systems can also present quasi-periodic solutions. In particular, according to the results reported in [Genesio & Ghilardi, 2005] , the jerk equation of case A1 shows a particular Neimark-Sacker bifurcation of limit cycle and the consequent transition to a family of "tori" as that indicated in Fig. 12 .
Remark 4. The basic classes A1, A2, A3 and A5 (Table 1) represent the minimal complexity systems derived from the general quadratic jerk equation (27) and are able to present a non-degenerate Hopf bifurcation, as shown in Sec. 4. In these simple systems we can find stable and unstable oscillations as well as any kind of their codimension one bifurcations, in addition to chaos.
Discussion and Conclusions
It is well known that third order quadratic systems can exhibit a wide range of complex solutions, from periodic to quasi-periodic to chaotic oscillations with the related bifurcation phenomena. This paper has been devoted to investigate the minimal complexity of such systems just to generate stable periodic solutions which are the basis for the above behaviors, in particular when they correspond to dynamic attractors.
The main steps followed have been the use of the so-called jerk equation for describing the systems, the statement of the Hopf bifurcation conditions involving the equation coefficients, the proof of the bifurcation supercritical nature via the second order harmonic balance technique.
In this procedure we have operated to guarantee the existence of stable limit cycles by minimizing the number of nonzero parameters and their complexity in terms of linear/nonlinear effects that they involve. Also, for the existence of equivalences, the conclusion leads to identify three classes of systems defined by four parameters, three linear and one nonlinear, namely those denoted as A1, A2 and A3 in Table 2 .
We remark that, in the first two cases, these simple systems also show chaotic behaviors reached via period doubling cascades. Since some papers have been devoted to chaotic motions in systems of these structures, it is interesting to make a comparison of our results with the existing ones.
These results (e.g. [Eichhorn et al., 1998; Sprott & Linz, 2000; Eichhorn et al., 2002; Sprott, 2003] ) are mainly derived by numerical search procedures and indicate the structure of eight basic classes of dissipative quadratic jerky dynamics exhibiting chaos, denoted as JD 0 , . . . , JD 7 .
Apart from the case JD 0 , which is defined by three parameters only, the above cited Sprott system (see also below), the other classes are described by four or more parameters.
There is a definite relation of our oscillating and chaotic systems with such classes and generally it can be said that the present study, first oriented to give sufficient conditions for the onset of stable periodic solutions in jerk quadratic systems, has confirmed in a more rigorous way the basic classes of simple chaotic systems.
In fact, the case A1 in Table 2 coincides with the class JD 2 and the case A2 with the class JD 1 . Moreover, the case A2 also represents the classes JD 3 , JD 4 , JD 6 and JD 7 which have the same four parameters plus others. The class JD 5 only is not considered in our analysis for its complicated dependence on nonlinear terms (in number of three, plus one linear).
The basic systems JD 1 and JD 2 have also been investigated in several analytical and numerical properties in [Eichhorn et al., 2002] .
Concerning the study of systems depending on three parameters, the obtained results have found a unique oscillating (and chaotic) quadratic system defined in the jerk form. It is equivalent to the Sprott system. So, the conjecture that this system results, in a certain sense, the simplest chaotic one, seems confirmed and the use of the second order harmonic balance method has allowed to correctly approximate by (37) the general features of its periodic oscillations.
In conclusion, the paper has arranged in an analytical framework some results on oscillations and chaos of simple quadratic jerk systems, previously investigated via systematic numerical searches. These dynamic behaviors refer to the existence of suitable Hopf bifurcations in minimal parameter spaces: the knowledge of these points of origination is also important for proceeding with computational methods for the analysis of other bifurcations.
is a correct choice for all the basic systems A1, A2, A3 and A5 of Table 1 . Indeed, if we name
the three eigenvalues of the equilibrium, it is easy to find the following relationships between h, k, ω and the system parameters
Deriving the above formulae with respect to µ, the result is:
These equations represent an algebraic system in h , k and ω whose solution can be found by simple computations. The interesting result is
becoming at the bifurcation point, where k(µ 0 ) = 0,
which is different from zero in all the nondegenerate cases.
Now we want to locate the limit cycles considering the second order solution (see Sec. 3) y 0 (t) = A + B cos ωt + B 2 cos 2ωt + C 2 sin 2ωt.
By substituting it in the jerk equations A1, A2, A3 and A5 of Table 1 , balancing the bias, the first and the second harmonic terms (see (26)) and neglecting the others, we obtain the five-equation algebraic systems A1:
A2:
We first study the cases A2 and A5 which can be solved by means of similar procedures. Because we neglect solutions characterized by B = 0 or ω = 0, in each of these two systems we obtain the expression of B 2 and C 2 as a function of ω directly from the second and the third equations, possibly using A = 0 in A2:
Now, observe that in the fourth equation of (A.3) and (A.5) the three variables B 2 , C 2 and ω only are present. Therefore, suitably using (A.6), we find for both the systems an equation in the unique ω, whose solution expresses this variable as a parameter function. Notably, these equations coincide:
2(a 2 − 4ω 2 )(a 1 ω 2 − a 3 ) + (a 3 − 4a 1 ω 2 )(ω 2 − a 2 ) = 0, (A.7)
and can be written in the form It is important to remark that ω 2 is positive near µ = 0, meaning that the solvability of the second order harmonic balance problem for the systems A2 and A5 is free from the constraint ω 2 > 0. Furthermore, we derive a simpler expression for ω 2 (µ) by computing dω 2 /dµ at µ = 0: The amplitude B can be directly computed from these equations by using the expression (A.10) for Therefore, recalling the parametric conditions (A.1) at the bifurcation point, for |µ| sufficiently small it results:
sign(g(µ)) = −sign(µ).
Now, recall that in systems A2 and A5 the fixed point is stable for µ > 0 and unstable for µ < 0. Then, it follows that the bifurcation is supercritical for A2, because the cycle exists (B 2 > 0) when the equilibrium has one real negative eigenvalue and two complex ones with positive real part. On the contrary the bifurcation is subcritical in system A5, because the cycle is present when the fixed point is stable.
Concerning the remaining systems A1 and A3, from (A.2), and (A.4) we make the same considerations about B and ω discarding the cases where B = 0 or ω = 0. Then, from the second, third and fifth equations of these systems we compute A, B 2 and C 2 as a function of ω and the parameters: otherwise, we have two possible situations depending on the parametric set. In the first case, related to 8a 3 < 3a 1 , a unique solution (a cycle) is present only when µ > 0 (stable fixed point), while in the second case, determined by 8a 3 > 3a 1 , the system has a solution (that is a limit cycle exists) only when µ < 0 (unstable equilibrium). This means that the Hopf bifurcation in system A3 is supercritical when 8a 3 > 3a 1 and it is subcritical when 8a 3 < 3a 1 .
