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Abstract—Staircase codes (SCCs) are typically decoded using
iterative bounded-distance decoding (BDD) and hard decisions.
In this paper, a novel decoding algorithm is proposed, which
partially uses soft information from the channel. The proposed
algorithm is based on marking certain number of highly reliable
and highly unreliable bits. These marked bits are used to improve
the miscorrection-detection capability of the SCC decoder and
the error-correcting capability of BDD. For SCCs with 2-error-
correcting Bose-Chaudhuri-Hocquenghem component codes, our
algorithm improves upon standard SCC decoding by up to
0.30 dB at a bit-error rate (BER) of 10−7. The proposed
algorithm is shown to achieve almost half of the gain achievable
by an idealized decoder with this structure. A complexity analysis
based on the number of additional calls to the component BDD
decoder shows that the relative complexity increase is only around
4% at a BER of 10−4. This additional complexity is shown
to decrease as the channel quality improves. Our algorithm is
also extended (with minor modifications) to product codes. The
simulation results show that in this case, the algorithm offers
gains of up to 0.44 dB at a BER of 10−8.
Index Terms—Optical communication systems, staircase codes,
product codes, hard decision, iterative bounded distance decod-
ing, marked bits.
I. INTRODUCTION AND MOTIVATION
Forward error correction (FEC) is required in optical com-
munication systems to meet the ever increasing data demands
in optical transport networks (OTNs). FEC codes that can
boost the net coding gain (NCG) are of key importance. A
Reed-Solomon (RS) code with parameters of (255, 239) was
the first standardized FEC code for OTNs in the ITU-T Rec-
ommendation G.975 [1]. For an output bit error ratio (BER)
of 10−15, the NCG of RS(255, 239) is 6.2 dB. In order to
increase transmission data rate and distance, several super FEC
codes were considered in the ITU-T Recommendation G.975.1
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[2]. Most of these super FECs utilize two concatenated FEC
codes, such as: BCH(3860, 3824, 3)+BCH(2040, 1930, 10)
codes1 , RS(1023, 1007)+BCH(2047, 1952, 8) codes, etc. The
achieved NCG can be up to 8.99 dB at a BER of 10−15.
OTNs are currently targeting data rates of 400 Gb/s and
beyond [3], [4]. In this scenario, FEC codes with higher NCG
are highly desired. Soft-decision (SD) FEC codes provide large
NCGs, however, they are not the best candidates for very high
data rate applications due to their high power consumption
and decoding latency. For applications with strict latency
and complexity requirements (e.g., short reach), simple but
powerful hard-decision (HD) FEC codes, e.g., product codes
(PCs) [5] and staircase codes (SCCs) [6], [7], have received
considerable attention: PC has been adopted (as an inner code)
in the subclass I.5 of G.975.1 [2], while SCC is part of the
400ZR Implementation Agreement (as an outer code) in the
Optical Internetworking Forum [8]. SCC is also recommended
for 100G optical transport unit (OTU) order 4 for long-reach
applications in the ITU-T Recommendation G.709.2/Y.1331.2
[9]. In [10], product and staircase decodes are implemented
in very-large-scale integration system, which reach more than
1 Tb/s information throughputs with only energy efficiencies
of around 2 pJ/bit. Recently, low-complexity concatenated
FEC and adaptive coded modulation schemes have also been
studied to combine the advantages of soft- and hard-decision
decoders [11], [12].
Both SCCs and PCs are based on simple component codes,
Bose-Chaudhuri-Hocquenghem (BCH) codes being the most
popular ones. The decoding is done iteratively based on
bounded-distance decoding (BDD) for the component codes.
Although very simple, one drawback of BDD is that its
error-correcting capability is limited to t = b(d0 − 1)/2c,
where d0 is the minimum Hamming distance (MHD) of the
component code [13]. BDD can detect more than t errors,
but cannot correct them. In some cases, BDD may also
erroneously decode a received sequence with more than t
errors, a situation known as a miscorrection. Miscorrections
are known to degrade the performance of iterative BDD.
To prevent miscorrections and/or extend the error correcting
capability, several methods have been studied in the literature.
In what follows we review those methods.
To prevent miscorrections in SCCs, the authors of [14]
proposed rejecting bit-flips from the decoding of bit sequences
associated with the last SCC block if they conflict with a
1Throughout this paper we use nc, kc, and t to denote the codeword
length, information length, and error-correcting capability, resp. BCH codes
are denoted as BCH(nc, kc, t).
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zero-syndrome codeword from the previous block. As pointed
out in [15, Sec. I], the obtained gains of [14] are expected
to be limited. An anchor-based decoding algorithm has been
proposed in [15], [16], where some bit sequences are labeled
as anchor codewords. These sequences are thought to have
been decoded without miscorrections. Decoding results that
are inconsistent with anchor codewords are discarded. It has
been demonstrated that this algorithm works well with both
SCCs and PCs. The algorithm of [16] outperforms [14], but
it suffers from an increased complexity as anchor codewords
need to be tracked during iterative BDD. Very recently, a
modified iterative BDD for PCs was proposed in [17]–[20].
In this algorithm, channel reliabilities are used to perform the
final HD at the output of BDD, instead of directly accepting
the decoding result. Large gains are obtained, but it requires
additional memory (and processing) as all the soft information
needs to be saved. Moreover, its effectiveness for SCCs has
not yet been reported in the literature.
To extend the error correcting capability, Chase proposed
three kinds of algorithms to decode block codes with channel
soft information [21]. In this class of algorithm, each bit is
accompanied with an analog weight, according to the soft
information. During the decoding, the algorithms will generate
a sequence of test patterns first, then decode all of them
and choose the decoding result with lowest analog weight
as the final output. Through this way, the error correcting
capability can be extended from b(d0 − 1)/2c to d0 − 1. The
main drawback of these three algorithms is that the decoder
needs to decode at least b(d0/2) + 1c test patterns (while
in fact, not all of them are necessary). This significantly
increases the decoding complexity and latency. In addition,
algorithm 3 in [21] behaves similarly to erasure decoding that
the sequence of test patterns is equivalent to the sequence of
erasures described in [22, Sec. 6.6]. Both Chase decoders and
erasure decoding were not designed to take miscorrections into
account. In addition, based on chase decoder, the authors of
[23] have considered to use soft-input/soft-output decoder to
decode each component code within all iterations. However,
the achieved additional gain is only 0.30 dB for large block
size, at the expense of greatly increased complexity.
In this paper, we propose the soft-aided bit-marking
(SABM) algorithm to improve the decoding of SCCs as well
as PCs. As high order modulation formats are often used
in modern optical communication systems, the performance
of the proposed SABM algorithm under different modulation
formats was investigated. The presented gains are achieved by
marking highly reliable and highly unreliable bits, an idea we
first proposed in [24] and also experimentally validated in a
multi-span hybrid-amplified system in [25]. Unlike previous
works, the proposed SABM algorithm jointly increases the
miscorrection-detection capability of the SCC decoder and
the error-correcting capability of BDD. The main feature of
the proposed algorithm is its low complexity, as explained in
what follows. For SCCs, the SABM algorithm only requires
modifications to the decoding structure of the last block of
each decoding window. Furthermore, in the SABM algorithm
each component code needs to be decoded at most twice. Also,
the algorithm is based on marking bits only, and thus, no soft
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Fig. 1: System model under consideration.
bits (log-likelihood ratios, LLRs) need to be stored. Finally,
marked bits do not need to be tracked during the iterative
process either.
The remainder of the paper is organized as follows. In Sec.
II, we present the system model we consider and introduce
the principles of SCCs and BDD. In Sec. III, we describe the
proposed SABM algorithm. Some examples are also gave to
explain how it works. In Sec. IV, we present the simulation
results for SCCs, and discuss the complexity of the SABM
algorithm. In Sec. V, we extend this algorithm to PCs and
investigate the performance. Finally, we conclude this paper
in Sec. VI.
II. SYSTEM MODEL, SCCS, AND BDD
A. System Model
As shown in Fig. 1, information bits are encoded by a
staircase encoder and then mapped to symbols xl taken from
an equally-spaced M -ary Pulse Amplitude Modulation (PAM)
constellation S = {s1, s2, . . . , sM} with M = 2m points,
where l is the discrete time index. The bit-to-symbol mapping
is the binary reflected Gray code. The received signal is
yl =
√
ρxl + zl, where zl is zero-mean unit-variance additive
white Gaussian noise (AWGN).
The standard HD receiver structure for SCCs uses an HD-
based demapper to estimate the code bits, which are then fed
to the decoder (green area in Fig. 1). In this paper, we consider
a receiver architecture where the HD-FEC decoder uses soft
information from the channel. This soft information is typi-
cally represented using LLRs, calculated as [26, eq. (3.50)]
λl,k =
∑
b∈{0,1}
(−1)b¯ log
∑
i∈Ik,b
exp
(
− (yl −
√
ρsi)
2
2
)
, (1)
with k = 1, . . . ,m, and where b¯ denotes bit negation. In (1),
the set Ik,b enumerates all the constellation points in S whose
kth bit ci,k is b, i.e., Ik,b , {i = 1, 2, . . . ,M : ci,k = b}.
The proposed structure is shown in Fig. 1 (red area). In
this structure, apart from the HD-estimated bits bˆl,1, . . . , bˆl,m,
a sequence of marked bits will also be made available to the
decoder. We call this architecture soft-aided (SA) HD-FEC
decoding. These marked bits are denoted by ql,k and can be:
highly reliable bits (HRBs), highly unreliable bits (HUBs), or
unmarked bits. The marking is made based on the absolute
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Fig. 2: Staircase structure of SCCs considered in this paper.
value of the LLRs |λl,k|. More details about the marking
procedure and how this can be exploited by the decoder will
be given in Sec. III.
B. Staircase Codes
Fig. 2 shows the staircase structure of SCCs we consider in
this paper, where blockB0 is initialized to all zeros. Each sub-
sequent SCC block Bi, i = 1, 2, . . ., is composed of w(w−p)
information bits (white areas) and wp parity bits (gray areas).
Each row of the matrix [BTi−1Bi] ∀i > 1 is a valid codeword
in a component code C. We consider the component code C
to be a binary code with parameters (nc, kc, t). Then, w and
p are given by: w = nc/2 and p = nc − kc. The code rate
R of the SCC is R = 1 − p/w = 2kc/nc − 1. Throughout
this paper, the component codes C considered are extended
(by 1 additional parity bit) BCH codes. The mapping between
code bits and symbols is done by reading row-by-row the SCC
blocks Bi, i = 1, 2, . . .
At the receiver side, SCCs are decoded iteratively using
a sliding window covering L blocks. We use Y i to indicate
the received SCC block after HD-demapper corresponding to
the transmitted block Bi. The decoder first iteratively decodes
the blocks {Y 0,Y 1, . . . ,Y L−1}. When a maximum number
of iterations ` is reached, the decoding window outputs the
block Y 0 and moves to decode the blocks {Y 1,Y 2, . . . ,Y L}.
The block Y 1 is then delivered and operation continues
on {Y 2,Y 3, . . . ,Y L+1}. This process continues indefinitely.
Multiple decoding scheduling alternatives exist (see, e.g., [6,
Sec. IV] [7, Sec. II]). We chose the most popular one, namely,
alternated decoding of pairs of SCC blocks within a window,
from the bottom right to the top left of the SCC window.
C. Bounded-Distance Decoding
BDD is used to decode (in Hamming space) the received bit
sequence for the component code C. To correct up to t errors,
the MHD d0 of C must satisfy d0 ≥ 2t + 1 (d0 ≥ 2t + 2
for extended BCH codes with 1 additional parity bit). Thus,
every codeword in the code C can be associated to a sphere
of radius t. Within such a sphere, no other codewords exist.
If the received sequence r falls inside one of these spheres,
BDD
Success? Miscorrection?
Bit Flipping
BDD Success? Miscorrection?
c′ = r
c′ = cˆ′
c′ = cˆ
c′ = cˆr
Yes No
No
Yes
r′ (cˆ
′, e′) Yes No
No Yes
(cˆ, e)
Proposed SABM Algorithm
Standard decoding
Fig. 3: Schematic diagram of the proposed SABM algorithm: r is the received
row sequence taken from two neighbor SCC blocks and c′ is the output of
the staircase decoder. BDD returns a decoded codeword cˆ based on (2) and
an error pattern e. The three highlighted blocks use marked bits for operation.
BDD will decode r to the corresponding codeword. Otherwise,
BDD will declare a failure. For a given transmitted codeword
c and a received sequence r, the BDD output cˆ is thus given
by
cˆ =
 c, if dH(r, c) ≤ tc˜ ∈ C, if dH(r, c) > t and dH(r, c˜) ≤ t
r, dH(r, c˜) > t ∀c˜ ∈ C
, (2)
where dH(·, ·) represents the Hamming distance. In practice,
BDD is often a syndrome-based decoder that uses syndromes
to estimate the error pattern e. If the syndromes are all zeros,
no errors are present. For the first two cases in (2), BDD will
both declare decoding success and cˆ = r ⊕ e. In the second
case, although BDD will still return an error pattern e, this
case corresponds to a miscorrection. In the next section, we
will show how to improve miscorrection detection (MD) using
the underlying structure of SCCs and the marked HRBs.
III. THE SABM ALGORITHM
The schematic diagram of the proposed SABM algorithm
is shown in Fig. 3 (red area). Assume that decoding is being
performed over the blocks {Y i,Y i+1, ...,Y i+L−1}, then r
is given by a row sequence taken from two neighbor blocks
[Y Ti+s−1Y i+s], where s ∈ {1, 2, . . . , L − 1}. Compared
to standard SCC decoding (green area in Fig. 3), which
always accepts the decoding result cˆ of BDD, the SABM
algorithm further checks the decoding status of BDD. If BDD
successfully decodes r, miscorrection detection is performed.
Furthermore, bit flipping (BF) is proposed as a way to handle
decoding failures and miscorrections. In this section, we will
explain the steps in the SABM algorithm.
The SABM algorithm can in principle be applied to all
received sequences r within L SCC blocks. However, due
to the iterative sliding window decoding structure applied to
SCCs, most of the errors are expected to be located in the last
two blocks. To keep the complexity and latency low, we will
therefore only use this algorithm on the received sequences
from the last two blocks of the window. Therefore, from now
on we only consider rows of the matrix [Y Ti+L−2Y i+L−1].
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Fig. 4: Decoding example (w = 6, L = 5, t = 2): black crosses are received
errors after channel transmission and red crosses indicate miscorrections after
BDD. Dark yellow cells are marked HRBs (δ = 10), while light yellow cells
are marked HUBs. Lighter yellow colors indicate a smaller value of |λl,k|.
A. Decoding Success: Improved Miscorrection Detection
To avoid miscorrections, it was suggested in [14] to reject
the decoding result of BDD applied to [Y Ti+L−2Y i+L−1] if the
decoded codeword would cause conflicts with zero-syndrome
codewords in [Y Ti+L−3Y i+L−2]. This method protects bits in
Y i+L−2 but cannot handle bits in the last block Y i+L−1.
We propose to enhance this method by using marked bits in
Y i+L−1. In particular, we add one additional constraint to the
algorithm in [14]: no HRBs in Y i+L−1 shall ever be flipped.
The reliability of a bit is given by the absolute value of its
LLR, a high value indicating a more reliable bit. Therefore,
a threshold δ is set to decide if the bit is highly reliable.
If |λl,k| > δ, the corresponding bit is marked as an HRB.
The decision of the staircase decoder will therefore be marked
as a miscorrection if the decoded codeword causes conflicts
with zero-syndrome codewords in [Y Ti+L−3Y i+L−2], or if the
decoded codeword flips a bit whose LLR satisfies |λl,k| > δ.
Example 1: Fig. 4 shows a decoding window with w = 6
and L = 5 and a component code C with t = 2 (d0 = 6).
Following the notation of [16], a pair (i, j) is used to specify
the location of a component codeword in each window, where
i ∈ {1, 2, . . . , L−1} indicates the position relative to the cur-
rent window and j ∈ {1, 2, . . . , w} indicates the corresponding
row or column index in the matrix of two neighbor blocks. A
triple (i, j, k) is used to indicate the kth bit in the component
codeword (i, j), where k ∈ {1, 2, . . . , 2w}. For example, the
component codewords (1, 2) and (3, 1) are highlighted with
light magenta, while bits (1, 2, 11) and (3, 1, 4) are highlighted
with dark magenta. The bit sequence (3, 1) is a codeword in
[Y Ti+2Y i+3] whose syndrome is equal to zero. The cells filled
with dark yellow are the ones marked as HRBs whose |λl,k|
is more than δ, while δ = 10.
After transmission, the received bit sequences for (4, 1) and
(4, 3) have 5 and 4 errors (black crosses), respectively. When
applying BDD, miscorrections (red crosses) occur. For the
received bits in (4, 1), BDD mistakenly detects bit (4, 1, 1) as
an error and suggests to flip it. However, because it is involved
in the zero-syndrome codeword (3, 1), it will be identified as
a miscorrection by both our MD algorithm and by the one in
[14]. For the received bits in (4, 3), however, the suggested
flipping bit (4, 3, 5) in Y i+L−2 is not involved in any zero-
syndrome codewords, and thus, [14] would fail to detect this
miscorrection. The bit (4, 3, 9) is a HRB, and thus, our MD
algorithm will successfully identify it as a miscorrection. M
The MD algorithm in [14] does not always detect the
miscorrections. The new rule we introduced (never flip HRBs
in Y i+L−1) is only heuristic and does not guarantee perfect
MD either. For example, our MD algorithm fails when no bits
are flipped by BDD because r = c˜ ∈ C. Nevertheless, as we
will see later, our MD algorithm combined with bit flipping
(see next Sec.) gives remarkably good results with very small
added complexity.
B. Decoding Failures and Miscorrections: Bit Flipping
To deal with decoding failures and miscorrections, we
propose to flip bits (see BF block in Fig. 3). The main idea
is to flip certain bits in r and make the resulting sequence r′
(after BF) closer to c in Hamming space. In particular, the
proposed BF aims at making the Hamming distance between
r′ and c equal to t, so that BDD can correct r′ to the trans-
mitted codeword c. Two cases are considered by our proposed
algorithm: (1) decoding failures, and (2) miscorrections.
Case 1 (Decoding Failures): We target received sequences
with t + 1 errors. In this case, we flip a HUB with the
lowest absolute LLR. The intuition here is that this marked
bit was indeed one flipped by the channel. In the cases where
the marked HUB corresponds to a channel error, the error
correction capability of the code C is effectively increased by
1 bit.
Case 2 (Miscorrections): We target miscorrections where
BDD chooses a codeword c˜ ∈ C at MHD of c. The intuition
here is that most of the miscorrections caused by BDD will
result in codewords at MHD from the transmitted codeword.
When a miscorrection has been detected, our algorithm calcu-
lates the number of errors detected by BDD. This is equal to
dH(r, c˜) = wH(e). Then, our algorithm flips d0−wH(e)−t bits,
which in some cases will result in r′ that satisfy dH(c, r′) = t.
This will lead BDD to find the correct codeword. More details
are given in Examples 2 and 3. Again using the intuition that
bits with the lowest reliability are the most likely channel
errors, our BF algorithm flips the most unreliable d0−wH(e)−t
bits. In practice, this means that out of nc code bits per
codeword, only d0−wH(e)− t < t+ 1 (or t+ 2 for extended
BCH codes) HUBs need to be marked (and sorted). The BF
block (see Fig. 3) chooses the number of marked bits to flip
based on this sorted list and the Hamming weight of the error
pattern.
Example 2: Fig. 5 shows a representation of BDD (t = 2
and d0 = 6), where the black dots represent the transmitted
codeword c and another codeword c˜ ∈ C with dH(c, c˜) = d0.
The red dashed circle and solid blue circles correspond to
locations of r for Cases 1 and 2, respectively. The bit sequence
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c c˜
d0 = 6
t = 2 t = 2
dH(r, c) = 1
dH(r, c) = 2
dH(r, c) = 3
dH(r, c) = 5
dH(r, c) = 4
· · · · · ·
Fig. 5: Schematic representation of BDD: c is the transmitted codeword and
c˜ ∈ C is another codeword at MHD d0 = 6. The circles around c show the
possible locations of r with 1, 2, .... errors from inside to outside in turn,
while black solid circles indicate cases that BDD will decode successfully.
Diamonds indicate four possible locations, where miscorrection happens.
(4, 5) in Fig. 4 (3 errors) would lie on the red dashed circle,
while sequences (4, 1) and (4, 3) correspond to red diamonds
(5 and 4 errors, respectively). For the latter two bit sequences,
provided that we flip the correct bits (flipping 3 and 2 marked
bits, respectively), will give a r′ with dH(c, r′) = t which can
be correctly decoded. M
Example 3: Light yellow cells in Fig. 4 show the marked
3 HUBs with the lowest reliability within that codeword. The
lighter yellow color indicates a smaller value of |λl,k|. In this
example, BDD fails to decode bit sequence (4, 5). Fortunately,
(4, 5, 8) corresponds to the marked HUB with smallest |λl,k|.
Thus, it will be flipped after BF, and then the remaining
2 errors (4, 5, 3) and (4, 5, 10) will be fully corrected by
applying BDD again. This corresponds to Case 1.
For bit sequences (4,1) and (4,3), the decoding results of
BDD are identified as miscorrections (as explained in Example
1) with wH(e) = 1 and wH(e) = 2, respectively. According
to the BF rule for miscorrections, 3 and 2 bits with smallest
|λl,k| among the marked HUBs, i.e., (4,1,8), (4,1,10), (4,1,11)
in (4,1), and (4,3,7), (4,3,10) in (4,3), will all be flipped. As a
result, only 2 errors are left in (4,1) and (4,3), which are within
the error correcting capability of BDD. This corresponds to
Case 2. M
BF will not always result in the correct decision. As shown
in Example 2, this is the case for certain miscorrections
(black diamonds in Fig. 4). Additionally, miscorrections for
codewords at distances larger than d0 are not considered either.
Finally, marked LLRs might not correspond to channel errors.
In all these cases, either decoding failures or miscorrections
will happen. To avoid these cases, the SABM algorithm
includes two final checks after BF and BDD (see lowest part
of Fig. 3): successful decoding and MD.
IV. ALGORITHM OPTIMIZATION AND SIMULATION
RESULTS
In this section, the component codes used for simulations
are extended BCH codes with 1 extra parity bit and 2-error-
correcting capability (t = 2). The decoding window size is
L = 9, and the maximum number of iterations is ` = 7.
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Fig. 6: Post-SCC BER vs. LLR threshold δ for code rate R = 0.87 and
2-PAM.
A. LLR Threshold Choice
One key aspect of the proposed SABM algorithm is the
selection of the bits to be marked as HRBs. This selection is
based on the channel reliabilities, in particular, by using an
LLR threshold δ. In order to optimize the process of marking
bits as highly reliable, the optimum LLR threshold need to be
investigated. We do this in the following.
To directly compare our algorithm with the results presented
in [16], we firstly consider an SCC with R = 0.87, whose
component code is BCH(256, 239, 2) (w = 128). Fig. 6
shows the post BER performance under different threshold
δ. The modulation format is 2-PAM. The three curves are
obtained for SNRs of 6.98 dB (triangles), 7.02 dB (circles)
and 7.05 dB (stars), respectively. These SNRs are chosen so
that the achieved BERs are 10−4, 10−5 and 10−6, resp. Fig. 6
shows that, to obtain the best performance, the correspond-
ing optimum threshold δ∗ is 10, 11 and 11. However, the
difference between these values is small, and the resulting
performance difference is negligible as long as δ ≈ 10.2
The U-type trend results in Fig. 6 can be intuitively un-
derstood as follows. If δ < δ∗ is used, the performance
degrades because some of the bits that are not reliable enough
are marked as HRBs. This will lead to some correct BDD
decisions being mistakenly marked as miscorrections, which
are then rejected by the SABM-based staircase decoder. On
the other hand, the performance degradation for δ > δ∗ is
due to the fact that some of the bits that should probably be
trusted, are not marked as HRBs. This weakens the ability of
the SABM algorithm to identify miscorrections.
Figs. 7 and 8 show the post BER performance vs. δ for
SCC code rates of R = 0.83 and 0.92, respectively. The cor-
responding component codes we used are BCH(228, 209, 2)
and BCH(504, 485, 2). These parameters are obtained by
shortening the extended BCH(512, 493, 2) by 284 and 8 bits,
respectively. We investigate the BER performance under two
2It is important to note that this difference becomes important for optical
transmission experiments. This was recently shown in [25, Fig. 3], where the
optimum value δ∗ for a long-haul system was found to be as low as δ∗ = 4.
PREPRINT, FEBRUARY 5, 2019. 6
0 5 10 15 20 25
10−6
10−5
10−4
10−3
10−2
10−1
δ∗ = 12
2-PAM
8-PAM
δ
Po
st
-S
C
C
B
E
R
SNR=6.72 dB, 2-PAM
SNR=6.79 dB, 2-PAM
SNR=19.06 dB, 8-PAM
SNR=19.16 dB, 8-PAM
Fig. 7: Post-SCC BER vs. LLR threshold δ for code rate R = 0.83. The
modulation formats include 2-PAM (solid lines) and 8-PAM (dashed lines).
0 5 10 15 20 25
10−6
10−5
10−4
10−3
10−2
10−1
δ∗ = 12
2-PAM
8-PAM
δ
Po
st
-S
C
C
B
E
R
SNR=7.87 dB, 2-PAM
SNR=7.92 dB, 2-PAM
SNR=20.41 dB, 8-PAM
SNR=20.46 dB, 8-PAM
Fig. 8: Post-SCC BER vs. LLR threshold δ for code rate R = 0.92. The
modulation formats include 2-PAM (solid lines) and 8-PAM (dashed lines).
SNRs for each code rate. Furthermore, we investigate two
modulation formats: 2-PAM (solid lines) and 8-PAM (dashed
lines). The results in Figs. 7 and 8 show that for both code rates
and modulation formats, the optimum threshold is δ∗ = 12,
which is slightly larger than the one in Fig. 6. Figs. 7 and
8 also show that SCCs with 8-PAM are less sensitive to an
overestimation of the optimum value of δ∗ than SCC with 2-
PAM. This can observed by the relatively flat BER curves for
8-PAM when δ > δ∗.
B. Post-BER Performance Analysis
Fig. 9 shows the BER performance vs. SNR for R = 0.87
and 2-PAM. As suggested by the results in Fig. 6, the LLR
threshold to mark HRBs is set to δ = 10, which is the optimum
value δ∗ at the point of SNR= 6.98 dB. Two baselines are:
standard decoding where miscorrections are not dealt with
(circles), and miscorrection-free decoding (stars). The latter is
obtained via a genie BDD decoder which corrects the received
sequence only when the number of errors is not more than
t. The black dotted curve shows the estimated error floor of
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Fig. 9: Post-SCC BER vs. SNR for code rate R = 0.87 and and 2-PAM.
Black dotted line is the estimated error floor of standard SCC decoding based
on (3).
standard SCC decoding. It only considers the main contributor
of minimal stall patterns, estimated as [6, Sec. V]
BERpost ≈ (t+ 1)
2
w2
MminBER(t+1)
2
pre (3)
where
Mmin =
(
w
t+ 1
) t+1∑
m=1
(
w
m
)(
w
t+ 1−m
)
.
and BERpre is the channel error probability 3. This figure also
shows the performance of previously proposed methods: [14]
(diamonds) and [16] (crossed circles).
As shown in Fig. 9, the SABM algorithm (squares) out-
performs standard decoding by 0.3 dB and also outperforms
both [14] and [16]. These two methods in [14] and [16] only
prevent miscorrections, and thus, their performance is bounded
by the miscorrection-free case. Although the SABM algorithm
only deals with miscorrections related to the last block of each
window, it outperforms the miscorrection-free case. This is due
to its additional ability to better deal with miscorrections and
decode even when BDD initially fails. In terms of error floor,
it can be found that the performance of the SABM algorithm is
lower than standard decoding, and close to the miscorrecton-
free case.
Fig. 9 also shows a lower bound for the SABM algorithm
(triangles). This bound is obtained by a genie decoder which
emulates a best-case scenario for the SABM algorithm. This
genie decoder is assumed to be able to ideally identify all
miscorrections in the last two blocks of the window. This
corresponds to have an idealized MD block in the top part
of Fig. 3. The genie decoder also emulates an idealized
assumption on what the BF block in Fig. 3 can do. For this,
we assume that the decoder knows exactly which bits in the
last two blocks are errors. If a given sequence has t+ j errors
3The reason why there is a quite high error floor in Fig. 9 is the realtivelt
short SCC we used. Longer SCC codes (like a G.709-compatible one Yi Cai
studied [27], [28]) do not have an error floor above BER= 10−15.
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Fig. 10: Post-SCC BER vs. SNR for code rates R = 0.83 (solid lines) and R = 0.92 (dashed lines) with 2-PAM, 4-PAM, and 8-PAM modulation formats.
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(j = 1 for Case 1, or j = d0 −wH(e)− t for Case 2), and at
least j errors are located in the last block, the genie decoder
flips j errors in the last block, and then the received sequence
is correctly decoded. If less than j errors are located in the
last block, the genie decoder declares a failure. The results in
Fig. 9 show that the maximum potential gain for our receiver
structure (for 2-PAM, R = 0.87, and t = 2) is 0.63 dB. The
SABM algorithm almost achieved half of this gain with very
small added complexity (see Sec. IV-C for details).
Fig. 10 shows the simulation results of the SABM algorithm
for R = 0.83 and 0.92. For each code rate, three modulation
formats are considered: 2-PAM, 4-PAM and 8-PAM. As shown
in Figs. 6–8, using an optimized δ∗ for each code rate and
modulation format gives the best BER. However, for simplic-
ity, the LLR threshold we use here is set to δ = 10. For SCCs
with R = 0.92, it is difficult to obtain very low BER, thus only
the waterfall region are shown. It can be seen from Fig. 10 that
for different modulation formats and code rates, the SABM
algorithm always outperforms the miscorrection-free case, also
on the error floor region for R = 0.83. When compared to
standard staircase decoding, the achieved gains are between
0.20 dB and 0.29 dB, while the obtained maximum potential
gains are between 0.46 dB and 0.62 dB at the BER of 10−7.
The results in Fig. 10 also show that the gains increase as the
modulation size increases.
C. Complexity Analysis
The number of calls to the component BDD decoder is a
key factor defining the complexity and latency for iterative
decoding of SCCs. In order to deal with BDD decoding
failures and miscorrections, the SABM algorithm needs to call
the component BDD decoder multiple times (once after every
BF operation). These additional calls will increase the SCC
decoding complexity and latency. To quantify this, we estimate
the average number of calls to the component BDD decoder
within one decoding window. The relative complexity increase
caused by the SABM algorithm with respect to standard SCC
decoding is thus given by
η , N −Nsd
Nsd
=
N − w(L− 1)`
w(L− 1)` , (4)
where N and Nsd are the number of BDD calls for the SABM
algorithm and for the standard SCC decoding, respectively. In
what follows we estimate the value of η in (4) by estimating
the average N using the first 10, 000 decoding windows.
Fig. 11 shows the relative complexity increase η under
different LLR threshold δ. The SNRs are 6.98 dB, 6.72 dB
and 7.87 dB, which result in a post-SCC BER of 10−4 under
δ = 10, 2-PAM, and code rates R = 0.87, 0.83 and 0.92,
respectively. The number of calls to BDD for the standard
SCC decoding are Nsd = 7168, 6384 and 14112 for code
rates R = 0.87, 0.83 and 0.92, respectively. The black fitted
curve in Fig. 11 is used to better show the trend of the
increased complexity of SCC with R = 0.83. The other two
code rates show a similar trend (not shown in this figure).
The results in Fig. 11 show that the relative complexity
increase around the optimum LLR threshold δ∗ (δ∗ ≈ 10 for
R = 0.87, δ∗ = 12 for R = 0.83 and 0.92) is the least,
and is only around 4%. As explained in Sec. IV-A, if δ is
too small, more outputs of BDD will be mistakenly identified
as miscorrections. Consequently, the SABM-based staircase
decoder will recall BDD for each marked miscorrection to
try to decode it, thus lead to an increased additional calls to
BDD. On the other hand, if δ is higher than the optimum
threshold δ∗, there are less bits marked as HRB, and thus,
miscorrections cannot be identified effectively. More errors
(caused by miscorrections) will then be added to the received
sequences. As a consequence, decoding failure happens more
often in the following iterations. Similarly, the SABM-based
staircase decoder will recall BDD to try to decode each BDD
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decoding failure. Therefore, the complexity increases slightly
in this case too.
Fig. 12 shows the relative complexity increase η of the
SABM algorithm under different post-SCC BER. Similarly
to Fig. 11, the black fitted curve is used to better show the
trend of the increased complexity of SCC with R = 0.83. The
LLR threshold used was δ = 10. When the SNR increases,
there are less errors in the received sequence and most of
the time BDD can deal with them successfully. Therefore,
the case of decoding failure or miscorrection happens less
frequently, leading to a decreased additional calls to BDD
in the SABM algorithm. This effect is shown in Fig. 12,
where the relative complexity increase reduces as the channel
condition improves. In the asymptotic case (SNR tending
to infinity), the total number of BDD calls in the SABM
algorithm will approach that of the standard SCC decoding,
and thus, η → 0.
V. EXTENSION TO PRODUCT CODES
A product code is a set of square arrays of size nc × nc,
constructed in such a way that every row or column is an
allowed codeword in some component (block) code (nc, kc, t)
[29]. Multiple algorithms have been recently proposed to
improve the decoding performance of PCs while keeping a
manageable decoding complexity, as in e.g. [5], [15], [18],
[30]–[33]. The algorithm we introduced in this paper can also
be used, with slight modifications, to improve conventional
decoding of PCs. In this section, first we show how to modify
the SABM algorithm presented in Sec. III to suit PCs, and
second we illustrate the gains achieved with this improved
approach.
A. Modification to the SABM Algorithm for PC Decoding
In the SCC case, both MD and BF are applied only to
the last block in the decoding window exploiting the channel
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Fig. 12: The relative complexity increase η vs. post-BER with δ = 10,
L = 9, ` = 7 and 2-PAM.
reliabilities (LLRs). This is justified by the fact that the last
block contains less reliable bits as no previous decoding
iterations were perfomed on it. Differently from SCCs, in the
PC case, row and column decoding are performed iteratively
within the same block. As a result, no bits within each block
can be regarded as more or less reliable than others, and
conflicts between column and row decoding are likely to arise.
Thus, one may expect to obtain gains only when MD and BF
is performed within the first decoding iterations.
In particular, we have analyzed the performance of our
algorithm and found it needs to be modified as follows. MD
and BF operations should only be performed within the first
decoding iteration and the first half of the second iteration
(row decoding). Extending beyond the second iteration was
observed to degrade the decoding performance, hypothetically
due to conflicts between row and column decodings. Furthe-
more, the BF is only adopted in case of decoding failure (HUB
flipping) and not in the case of miscorrection. As for the row
decoding operated in the first iteration, MD is only operated
based on the marked HRBs, since no previous information on
the codeword syndromes is available from the decoder. From
the first column decoding onwards MD is based on both bit
marking or syndrome information. The reliability threshold to
mark the bits was also optimized for the PC case and the
optimal value was found to be identical to the case of SCC,
δ = δ∗ = 10.
B. Post-BER Performance Analysis
We consider 3 different PCs based on 1-bit extended BCH
codes as component codes with the following parameters
(128, 113, 2), (256, 239, 2), and (512, 493, 2). These param-
eters result in a 128 × 128, 256 × 256, and 512 × 512 PC
code arrays with overall code rate R = 0.78, 0.87 and 0.93,
respectively. In order to compare with the algorithm proposed
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in [15], the parameters of PC with R = 0.78 are the same as
that in [15, Fig. 2].
The results are shown in Fig. 13 for an AWGN channel
and for a 2-PAM modulation format. The black dotted curves
show the estimated error floor calculated by using (3) but with
Mmin =
(
w
t+ 1
)2
[15, Eq. 7]. For PCs with code rates of
R = 0.78, 0.87 and 0.93, w = 128, 256, and 512, respectively.
When compared to standard PC decoding, the achieved addi-
tional gains at BER of 10−8 are 0.44 dB, 0.24 dB, and 0.19 dB
for R = 0.78, 0.87 and 0.93, respectively. In particular, the
obtained 0.44 dB additional gain of PC with R = 0.78 is
slightly larger than that (i.e., 0.40 dB) in [15, Fig. 2]. What’s
more, the SABM algorithm is much simpler than that in [15]
as it is only applied in the first 1.5 iterations and no need to
track the change of the flipped bits.
VI. CONCLUSIONS
In this paper, a novel decoding algorithm for staircase codes
was proposed. This algorithm is based on simple modification
of the standard hard-decision-based staircase decoder and
relies on the idea of marking bits. The algorithm consists
of an improved miscorrection-detection mechanism and a bit-
flipping operation to effectively prevent miscorrections and
increase the error correcting performance of bounded-distance
decoding. Large gains compared to standard SCC decoding
were obtained with a very low added complexity. The proposed
algorithm was also extended to product codes with a similar
performance improvement. Future works include a detailed
implementation analaysis as well as a detailed experimental
verification.
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