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Abstract. We consider the problem of solving TAP mean field equations by iteration
for Ising models with coupling matrices that are drawn at random from general invariant
ensembles. We develop an analysis of iterative algorithms using a dynamical functional
approach that in the thermodynamic limit yields an effective dynamics of a single variable
trajectory. Our main novel contribution is the expression for the implicit memory term
of the dynamics for general invariant ensembles. By subtracting these terms, that depend
on magnetizations at previous time steps, the implicit memory terms cancel making the
iteration dependent on a Gaussian distributed field only. The TAP magnetizations are
stable fixed points if an AT stability criterion is fulfilled. We illustrate our method
explicitly for coupling matrices drawn from the random orthogonal ensemble.
PACS numbers: 02.50.r, 05.10.-a, 75.10.Nr
Keywords : Ising Models, TAP Equations, Random Matrices, Free Probability, Dynamical
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1. Introduction
TAP equations provide generalized mean field equations for statistical physics models with
random, infinite range interactions which (under certain conditions) are assumed to be
exact in the limit of an infinite system [1]. In recent years there has been an increasing
interest in such equations within and also outside of the statistical physics community.
This is partly due to the fact that the TAP approach can be applied to statistical inference
in probabilistic models in information theory [2], [3], statistics [4] and machine learning [5],
[6]. Originally developed by D.J. Thouless, P. Anderson and R. Palmer for the Sherrington
Kirkpatrick (SK) model of an Ising spin–glass [7], the TAP approach has been generalised
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to a variety of other problems [4]. This includes models with continuous variables rather
than Ising spins but also cases where the independent random interactions are replaced by
other, more structured statistical ensembles that allow for certain dependencies.
While methods for deriving the TAP approach for different models are now well
established it is not necessarily clear how the resulting system of nonlinear equations can
be solved efficiently. A naive algorithm based on a simple iteration of the equations usually
fails to achieve convergence. This problem has been addressed by a paper of Bolthausen
for the case of the SK model [8]. He has analyzed the dynamics of iterations rigorously and
shown how the iterations can be altered in order to achieve exponential convergence (above
the so–called AT line of stability). Other ideas to arrive at a convergent method are based
on taking the limit of dense couplings in belief propagation algorithms, see [2], [9], and
[10], (for rigorous analyses [3] and [11]). Unfortunately, for this approach it is necessary
to augment the original variables by auxiliary ones, such that the interactions in the new
model are independent. For example, the Hopfield model can be represented by a bipartite
graph of Ising spins and continuous variables. It is not clear how such a method should
be set up for a matrix of interactions with more general statistical dependencies. Also,
taking the dense coupling limit of an approximate message passing (AMP) algorithm valid
for sparse coupling problems will not always lead to the correct dense coupling algorithm.
Here we will construct a theory for dynamics using dense couplings as the starting point.
In this paper we will address the problem of solving TAP equations for Ising models
with dense random coupling matrices with a general invariant probability distribution. Our
analysis is based on dynamical mean field theory which allows to study the dynamics of
iterative algorithms in the thermodynamic limit by a suitable average over the ensemble
of couplings. It turns out that by including certain memory terms in the iteration, the
effective field in the dynamics becomes a simple Gaussian random variable suggesting that
the dynamics might converge. The explicit form of the memory terms depends explicitly
on the statistical ensemble of couplings. We show that our method reproduces previous
convergent algorithms for SK and Hopfield models. We also work out the details of our
theory for the spin model with orthogonal random couplings [12, 13]. Simulations of the
resulting algorithms show exponential convergence above a line of stability which can be
identified with the so–called AT line.
The paper is organized as follows: in Section II we introduce the general random
matrix formulation for the TAP equations. In Section III we present the results of
dynamical functional theory. In Section IV, we introduce “the single-step memory
construction” iterative algorithm for solving TAP equations. Section V is devoted to
the derivation of the AT stability condition. Discussions and outlooks are presented in
Section VI. Lengthy technical derivations are deferred to the Appendix.
Solving TAP Equations for Ising Models with General Invariant Random Matrices 3
2. General Invariant Random Matrix Ensembles
We will consider Ising models with pairwise interactions given by the Gibbs distribution
for the spins S = (S1, . . . , SN)
P (S) =
1
Z
exp
[
N∑
i<j
JijSiSj +
N∑
i
hiSi
]
(1)
with Z denoting the normalization constant. We are interested in the case, where the
matrix J is random with the condition that the marginal density of couplings p(Jij) is
the same for all pairs (i, j) but couplings might be dependent random variables. A simple
way for defining such class of random matrices is via the so–called invariant ensembles
[14]. A random matrix J˜ is called invariant if it has the same probability distribution as
V †J˜V for an orthogonal matrix V which is independent of J˜ . Equivalently, it admits
the spectral decomposition
J˜ = O†ΛO (2)
where O is Haar distributed (i.e. it is a random orthogonal matrix) and independent of
the diagonal matrix Λ. This characterization of invariant matrices involves the diagonal
elements J˜ii which is absent in (1). However, one can show that as N tends to infinity if the
spectrum of J˜ converges almost surely to a compactly supported distribution such that the
smallest and largest eigenvalue of J˜ converge almost surely to the infimum and supremum
of the support, respectively, we have (in the almost sure sense) J˜ii − 1N tr(J˜)→ 0, ∀i as N
tends to infinity, see Appendix A. In other words the diagonal elements of an invariant
matrix converge to the same deterministic limit. Thus, we may define asymptotically
invariant couplings J as Jij = βJ˜ij for i 6= j and Jii = 0, where we include an inverse
temperature factor β in the definition. The couplings for the standard SK and Hopfield
models belong to this class of matrices for (−J˜) being the Gaussian Wigner matrix and
the null Wishart matrix (i.e. a sample covariance matrix of independent Gaussian random
vectors whose entries are zero mean, independent and identical distributed), respectively.
2.1. The Generating Function and the R-transform
We will later need the generating function of asymptotically invariant random matrices
given by [13, 15]
G(Q) , lim
N→∞
1
N
log
〈
e
N
2
tr(QJ)
〉
J
(3)
with symmetric matrix Q having a finite rank. Since we believe that our paper might be
of interest to researchers with an information theory background, we will briefly mention
how G is related to quantities which are well known in the theory of free probability [16],
which is a powerful approach to random matrix theory. Setting
G(x) =
1
2
∫ x
0
dω R(ω) (4)
† Here (·)† denotes transposition.
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one can show that R equals the so–called R-transform (in the theory of free probability) of
the limiting spectrum. Its formal definition can be given in terms of the Cauchy transform:
let P denote the limiting spectrum of J . Moreover let
M(z) ,
1
z
+
∞∑
n=1
mn
zn+1
, (5)
where mn is nth order moments of the limiting spectrum P, i.e. mn =
∫
dP(λ) λn. Then
the R-transform of P is given by
R(x) = M−1(x)− 1
x
(6)
with M−1 denoting the composition inverse of M. It admits the power series expansion
R(x) =
∞∑
n=1
cnx
n−1 , (7)
where cn are known as the free cumulants of P. For example, the first two free cumulants
c1 and c2 are the mean and variance of the distribution P, respectively, i.e. c1 = m1 and
c2 = m2 −m21. For details we refer the reader to [17].
In the sequel we give the R-transforms for some random matrix ensembles that we
will discuss later. We first point out the simple identity
R(x) = β(R˜(βx)− c˜1) . (8)
In this expression R˜ denotes the R-transform of the limiting spectrum of J˜ and c˜1 = R˜(0).
We next provide the explicit form of R(x) for the SK, Hopfield and random orthogonal
[12, 13] models, respectively: i) For the SK case we have a (symmetric) matrix J˜
whose diagonal entries are zero and the upper-triangle entries are independent identically
distributed (iid) Gaussian with zero mean and variance 1/N . Note that in this case we
have J = βJ˜ ; so that R(x) = β2x [17]; ii) For the Hopfield model, we consider entries
of an (N/α)× N matrix H that are iid and Gaussian with zero mean and variance α/N .
Moreover let J˜ = −H†H , i.e. (−J˜) is a null Wishart matrix whose limiting spectrum is
given by the Marc˘enko-Pastur distribution. By invoking the R-transform of the Marc˘enko-
Pastur distribution, see e.g. [17], we have
R(x) =
β2αx
1 + βαx
; (9)
iii) Finally, for the random orthogonal case we consider a spectral decomposition (2) such
that J˜ = O†ΛO. Here the diagonal entries of the diagonal matrix Λ are composed of ±1
such that tr(Λ) = 0. Then, one can easily show that
R(x) =
−1 +√1 + 4β2x2
2x
. (10)
The latter result was given in [12].
Solving TAP Equations for Ising Models with General Invariant Random Matrices 5
2.2. TAP Equations for General Invariant Couplings
TAP equations are a set of self-consistent equations for the vector of magnetisations
m = 〈S〉 where the brackets denote expectation w.r.t. the Gibbs distribution (1). For a
general invariant ensemble they have been derived first in [12] using the large N scaling of
a perturbation expansion. A second derivation using the cavity method and the large N
limit of the ‘adaptive’ TAP equations can be found [4]. We have provided a more rigorous
derivation of the transition from “adaptive TAP” to the self-averaging limit using random
matrix theory in Appendix B. The resulting TAP equations read
m = tanh(ψ) (11)
ψ = h+ Jm− R(1− q)m (12)
where q , 1
N
m†m and h is the vector of nonrandom external fields. Note, that the only
dependency on the random matrix ensemble is via the R–transform R(1 − q) in the so–
called Onsager term which is a correction to the naive mean field term Jm. One can show
that Ψi is the mean of the cavity field. Furthermore, following the calculations of [4] one
finds that Ψi is Gaussian distributed (in the large N limit) with respect to the random
couplings J with mean hi and variance〈
(Ψi − hi)2
〉
= qR′(1− q). (13)
Hence, the subtraction of the Onsager term R(1 − q)m from the mean field Jm makes
the remainder Gaussian. We will next transfer the idea of a Gaussian field from the static
solutions to the dynamics of an algorithm.
3. The Results of Dynamical Functional Theory
Dynamical properties of disordered systems can be computed by the method of dynamical
functionals [18]. In the limit N → ∞ this method provides us with exact results for the
marginal distribution of a trajectory of a single variable (in our case a magnetizationmi(t)),
when we define a dynamics of an algorithm for the solution of the TAP equations. As a
typical result of such a calculation one finds that the ‘field’ Jm(t) becomes a sum of a
Gaussian term and a memory term which includes the magnetizations at all previous times.
This memory often makes the dynamics of disordered systems highly complex allowing e.g.
for a persistent dependency on the initial conditions and thus a failure to converge to
a unique fixed point. Hence, we propose to introduce explicit memory terms which are
chosen to cancel the implicit memory terms derived from the dynamical functional theory.
In such a way, at each time step, the update of the magnetization for the algorithm
involve a Gaussian distributed random field only and we expect that we might obtain
good convergence results. This Gaussian property of the effective dynamical field was
already shown for a Hopfield model in [2] and [9] (and proved in [3]) and reappeared in
Bolthausen’s iterative construction of solutions to the TAP equations for the SK model in
[8].
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We start with defining a set of dynamical equations which could serve as a candidate
algorithm for solving the TAP equations for invariant random coupling matrices
m(t) = ft
({γ(τ),m(τ)}t−1τ=0) (14)
γ(t) = h+ Jm(t) (15)
for τ = 0, . . . , t which depend on the field Jm(t) and the previous local magnetizations
m(τ). Here ft is an appropriate sequence of non-linear scalar functions. Our goal is to get
the statistics of a single trajectory of (14)-(15), when J is a random matrix with generating
function (3). To do so we make use of the dynamical functional theory (DFT) analysis as
described in [19, 20] which is a discrete time version of the method of [18]. We also refer
the reader to [21] where DFT was used to analyze the AMP algorithm in the context of
the CDMA communication algorithm.
We introduce the generating functional corresponding to the dynamics (14)–(15) as
Z({l(t)}) =
∫ T−1∏
t=0
{
dm(t)dγ(t) δ(m(t)− ft
({γ(τ),m(τ)}t−1τ=0))
δ(γ(t)− h− Jm(t))eiγ(t)†l(t)
}
. (16)
Notice that Z({l(t) = 0}) = 1. The statistics of the variables can be computed from
the averaged generating functional 〈Z({l(t)})〉J . In the large N limit we obtain that
(see Appendix C)
〈Z({l(t)})〉J ≃
N∏
n=1
∫
dN ({φn(t)}; 0, Cφ)
T−1∏
t=0
{
dmn(t)dγn(t) δ(mn(t)− ft {mn(τ), γn(τ)}t−1τ=0)
δ
(
γn(t)− hn −
∑
s<t
Gˆ(t, s)mn(s)− φn(t)
)
eiγn(t)ln(t)
}
(17)
with N (·;µ,Σ) denoting the multivariate normal distribution with mean µ and covariance
Σ. This result shows that in the large N limit single trajectories can be treated as
independent following the effective stochastic dynamical process given by
m(t) = ft
({γ(τ),m(τ)}t−1τ=0) (18)
γ(t) = h+
t−1∑
τ=0
Gˆ(t, s)m(τ) + φ(t) . (19)
Here φ(t) is a vector of independent Gaussian random variables with covariance matrix Cφ
given by
Cφ =
∞∑
n=1
cn
n−2∑
k=0
GkC(G†)n−2−k , (20)
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where G and C are T × T the response and the correlation matrices, respectively. With
slight abuse of notation, their (t + 1, τ + 1) indexed entries are given by
G(t, τ) = 1
N
N∑
i=1
〈
∂mi(t)
∂φi(τ)
〉
φi
(21)
C(t, τ) = 1
N
N∑
i=1
〈mi(t)mi(τ)〉φi . (22)
Moreover the specific random matrix ensemble enters the result through the coefficients
cn, see (7), and the memory matrix Gˆ given by
Gˆ = R(G) . (23)
So far we have not yet referred to the TAP equations in the DFT analysis. Instead
we have considered a somewhat general dynamical system with disorder and memory.
Such a formulation gives us enough freedom to construct a convenient dynamics which
asymptotically converges to the solution of the TAP equations. We will define the dynamics
to be of the form
m(t+ 1) = tanh(ψ(t)) (24)
where the variables ψi(t) must be chosen to become independent Gaussian fields in the
resulting effective single variable dynamics (19). In fact, there are actually various methods
for doing so. In the sequel we will limit our attention to a method that we call the single
step memory construction.
4. The Single Step Memory Construction
In the single step memory algorithm we will construct the update in such a way that the
resulting memory term (23) satisfies the equation
Gˆ(t, τ) = 0, ∀τ 6= t− 1. (25)
Hence, if (25) holds, then using (19) we find that the variable
γ(t)− Gˆ(t, t− 1)m(t− 1) = φ(t) + h (26)
becomes a a Gaussian field. We will choose the field ψ(t) in (24) as a linear combination
of the Gaussian fields φ(τ), τ = 1, . . . , t of the form
ψ(t) =
t∑
τ=0
A(t+ 1, τ)(φ(τ) + h) (27)
where we have to construct the non-random terms A(t+1, τ) to make the dynamical order
parameters consistent with the single step memory condition (25). This condition leads
to a very simple result for the response function (21) because there is no complicated
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propagation in time of a response to an external field. In fact, from (24) we obtain for the
response function (21)
G(t, τ) = 1
N
∑
i
〈
(1−m2i (t))
∂ψi(t− 1)
∂φi(τ)
〉
(28)
= (1− q(t))A(t, τ) (29)
with q(t) , 1
N
m(t)†m(t). Thus we have the explicit result
A(t, τ) = G(t, τ)
1− q(t) . (30)
Finally, using (23) we get an explicit result for the response function in terms of the memory
terms Gˆ(t, t − 1). Note that by construction of the single step memory matrix Gˆ (25) we
can write (23) as
G(t, τ ) = at−τ
t∏
s=τ+1
Gˆ(s, s− 1) , (31)
where the coefficients an are obtained from the power series expansion of the composition
inverse of the R-transform:
R−1(x) =
∞∑
n=1
anx
n . (32)
By definition the trace of J is zero, i.e. R(0) = 0. Hence, the power series expansion in
(32) starts from the first order term.
To complete the specification of the single step memory construction we only need to
specify Gˆ(t, t − 1). This will be chosen such that the method is asymptotically consistent
with the static TAP equations. Specifically, from (12) we should have
lim
t→∞
Gˆ(t, t− 1) = R(1− q). (33)
We choose the explicit form
Gˆ(t, t− 1) = 1− q(t)
1− q(t− 1)R(1− q(t− 1)). (34)
which assuming convergence q(t) → q as t → ∞ leads to (33). This form has also the
advantage, that in (30), for the update an unwanted factor 1− q(t+1), which would make
ψ(t) depending on the future state m(t+ 1), cancels.
4.1. Summary
Putting everything together the single-step memory algorithm for t ≥ 0 is defined as
m(t+ 1) = tanh(ψ(t)) (35)
ψ(t) = Q(t)
t∑
τ=0
at+1−τu(τ) (36)
u(t) =
h+ Jm(t)− Gˆ(t, t− 1)m(t− 1)
Q(t− 1)(1− q(t)) (37)
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where we introduce
Q(t) =
t∏
τ=0
R(1− q(τ)) = Q(t− 1)R(1− q(t)) (38)
such that Q(−1) = 1. The memory term Gˆ(t, t − 1) is given by (34). Moreover the
algorithm initializes with m(t) = 0 for t ∈ {−1, 0}.
4.2. Asymptotic Consistency with TAP Equations
In the sequel we show that if the single step memory algorithm (35)-(37) converges, it
solves the TAP equations (11)-(12). Let us assume that m(t) →m as t tends to infinity.
To have the convergence to the TAP equations we solely need to show that the sum in (36)
converges to the proper limit. From (27) and (30) we must have
Q(t)
t∑
τ=0
at+1−τ
(1− q(τ))Q(τ − 1) =
1
1− q(t+ 1)
t∑
τ=0
G(t + 1, τ)→ 1. (39)
We make the so-called weak long-term response assumption [22] that
lim
t→∞
G(t, τ) = 0, ∀ finite τ. (40)
Hence, for sufficiently large t and τ ′ < t such that t/τ ′ being finite as t→∞, we can write
t∑
τ=0
G(t + 1, τ) ≃
t∑
τ=τ ′
G(t + 1, τ) (41)
≃
t∑
τ=τ ′
at+1−τR (1− q)t+1−τ (42)
≃
∞∑
n=1
anR(1− q)n (43)
= R−1(R(1− q)) = 1− q. (44)
Next we will provide the details of the single-step memory algorithm for the SK, Hopfield
and random orthogonal models.
4.3. Example 1 The SK-Model
Recall that, for the standard SK model we have R(x) = β2x; so that R−1(x) = x/β2.
Hence, a1 = 1/β
2 and an = 0 for n > 1. Thus, the single-step memory algorithm may
written as
m(t+ 1) = tanh(ψ(t)) (45)
ψ(t) = h+ Jm(t)− β2(1− q(t))m(t− 1). (46)
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At first glance, these dynamical equations are similar but not exactly equal to those
proposed by Bolthausen [8]. The difference is that instead of the dynamical order
parameter q(t) the fixed point solution of q appears. Using the explicit form of the
covariance of the field ψi(t) given by (60) in the next section, one finds for the field
variance 〈(ψi(t)− 〈ψi(t)〉)2〉 = β2q(t). Hence, if we start the iteration (as in [8]) with
mi(1) =
√
q such that q(1) = q, then we find that in the large N limit, we also have
q(t) =
〈
tanh2(ψi(t− 1)
〉
= q for all times t and we get agreement with [8].
4.4. Example 2 The Hopfield Model
For the Hopfield model from (9) we have
R−1(x) =
1
βα
x
β − x. (47)
Thus the memory coefficients are given as an = 1/(αβ
n+1) for n ≥ 1. In the sequel we
show that the single step memory algorithm for the Hopfield model coincides with AMP
algorithm which was introduced in the context of the CDMA problem in [2] and compressed
sensing in [9]. From (36) we first write
ψ(t) =
Q(t)
αβ2
u(t) +
Q(t)
αβt+2
t−1∑
τ=0
βτu(τ) (48)
=
Q(t)
αβ2
u(t) +
1
β
R(1− q(t))ψ(t− 1). (49)
For convenience let us introduce
A(t) ,
R(1− q(t))
βα(1− q(t)) =
β
1 + βα(1− q(t)) . (50)
Notice that from (37) we may write (49) in the form of
ψ(t) =
1
β
A(t)[h+ Jm(t)] + α(1− q(t))A(t)[ψ(t− 1)− A(t− 1)m(t− 1)]. (51)
Then, defining z(t) , ψ(t)−A(t)m(t), we write the single step memory algorithm as
m(t+ 1) = tanh(z(t) + A(t)m(t)) (52)
z(t) =
1
β
A(t)[h+ (J − βI)m(t)] + α(1− q(t))A(t)z(t− 1) (53)
where I is the identity matrix of appropriate dimension. Note, that (I−J/β) asymptotically
coincides with the corresponding central Wishart matrix (see Section 2). Thereby we
exactly obtain the AMP iteration steps as introduced in [2]. We also refer the reader to
the related works [3] and [21], where the dynamics of the AMP algorithm is analyzed by
means of DFT and Bolthausen’s conditioning technique [8], respectively.
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Bolthausen’s conditioning technique for SK model [8] and Hopfield model [3] are based
on the assumption that the entries of the underlying coupling matrix are defined via zero-
mean iid and Gaussian distributed random variables, see Section 2.1. Recently, it has
been shown in [11] that the same analyses can be obtained without the need of Gaussian
distribution assumption but a sub-Gaussian tail condition of the distribution is required.
Indeed, thanks to the central limit theorem, one can show that the generating function (3)
also yields the same result regardless of whether the Gaussian distribution assumption is
considered or not, see [23, Section 5].
4.5. Example 3 The Random Orthogonal Model
For the random orthogonal model from (10) we have R−1(x) = x/(β2 − x2). This yields
the memory coefficients as
an =
{
1
βn+1
n is odd
0 n is even.
(54)
In Figure 1 and Figure 2 we illustrate the convergence of the single-step memory
algorithm for the random orthogonal model obtained by running simulations. Notice that
after few iteration steps the convergence becomes exponentially fast. The flat lines around
(−300)dB, i.e. 10−30, are the consequence of the machine precision of the computer which
was used.
The convergence improves with increasing temperature parameter 1/β. On the other
hand, for large enough β, the algorithm fails to converge. To estimate the critical parameter,
we study the inverse decay time measured by the angle θ as illustrated in Figure 1 and
extrapolate the simulational data to θ = 0 using a convenient range of β. One might expect
that the critical β would coincide with the one obtained from a de Almeida–Thouless (AT)
stability condition which can also be derived from the TAP approach [4]. The AT line is
given by the equation
αR′(1− q) = 1 with α , 1
N
N∑
i=1
〈
(1− tanh2(ψi))2
〉
(55)
where the random variable ψi is a Gaussian with mean hi and variance qR
′(1−q). Note, that
[4] contains a typo in the corresponding expression. In Figure 3, we present a comparison
between the simulations and (55). This coincidence can be understood from a dynamical
point of view by analyzing the stability of the dynamics close to the fixed point. The
details will be postponed to Section V. Finally, it also worth noting that the trajectories
of the algorithm show a self-averaging behaviour above the AT line for large N . On the
other hand, we find that below the AT line, there are strong sample to sample fluctuations.
However, by averaging order parameters over many samples, we get a good agreement with
the theory. Since the main goal of this paper is to present a convergent algorithm we will
leave a more careful investigation of this point to future publications.
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t
0 50 100 150 200 250 300
-350
-300
-250
-200
-150
-100
-50
0
10 log10
1
N
‖m(t)−m(t− 1)‖2
β = 1
β = 5
β = 7
β = 9
β = 11
β = 3
θ3 θ5
Figure 1: Random orthogonal model with β ∈ {1, 3, ..., 9, 11}, hi = 1 and N = 214. Here
e.g. θ ∈ {θ3, θ5} substitutes the respective linear decay time (in the log-domain), i.e. the
convergence is faster bigger θ is.
t
0 50 100 150 200 250 300
-350
-300
-250
-200
-150
-100
-50
0
10 log10
1
N
‖m(t)−m(t− 1)‖2
β = 4
β = 3
β = 2
β = 1
β = 5
β = 7
Figure 2: Random orthogonal model with β ∈ {1, ..., 5, 7}, hi = 2 and N = 214. The
inverse temperature β = 6.9 gives the AT line.
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h
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β
5
5.5
6
6.5
7
αR′(1− q) = 1
θ → 0
Figure 3: Consistency of the diverging decay time with the AT line: The simulations were
based on the average over ten realizations of J with N = 214.
4.6. The Field Covariance Matrix
In order to compare simulations of systems with analytical results obtained from the
dynamical functional approach in the limit N → ∞ and to study the stability of TAP
fixed–points we have to perform expectations over the Gaussian random variables ψi(t)
(see (27)). Specifically we write
1
N
〈‖m(t)−m(t− 1)‖2〉J = q(t) + q(t− 1)− 2C(t, t− 1) (56)
where the order parameter C is given by
C(t+ 1, t′ + 1) = 1
N
N∑
i=1
∫
dP(x, y) tanh(〈ψi(t)〉+ x) tanh(〈ψi(t′)〉+ y). (57)
Here P denotes a two-dimensional Gaussian distribution with zero mean. The mean of the
field ψi(t) follows from (27) as
〈ψi(t)〉 =
{
Q(t)
t∑
τ=0
at+1−τ
(1− q(τ))Q(τ − 1)
}
hi. (58)
Hence, we need to compute the corresponding covariance matrix which is defined as
Cψ(t, t′) = 〈(ψi(t)− 〈ψi(t)〉)(ψi(t′)− 〈ψi(t′)〉)〉 . (59)
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In Appendix D we derive the expression
Cψ(t, t′) = Q(t)Q(t′)
∑
l≤t,m≤t′
Coxt+1−lyt′+1−m[A(x, y)]C(l, m)
(1− q(l))(1− q(m))Q(l − 1)Q(m− 1) . (60)
In this expression, for a power series f(x, y) =
∑
n,k≥0 anbkx
nyk, we have introduced the
symbol Coxnyk [f(x, y)] , anbk for its coefficients. Moreover the function A is defined as
A(x, y) ,
(
1
R−1(x)
− 1
R−1(y)
)−1
(y − x). (61)
The function A has a relatively simple form for the three random matrix ensembles
considered in this paper. For the SK and Hopfield models we have A(x, y) = xy/β2
and A(x, y) = xy/(β2α), respectively. Moreover, for the random orthogonal model, from
R−1(x) = x/(β2 − x2) we have Coxnyk [A(x, y)] = δnk(−1)n+1/β2n. We next compare our
simulations with theoretical results. We used the initializations m(t) = 0 for t ∈ {0, 1},
hence we assign C(1, 0) = 0. In Figure 4 and 5 we show such a comparison above the
AT line. Note, that no averaging over coupling matrices was used for the simulations.
The integration over two-dimensional correlated Gaussian distribution used to calculate
C(t, t−1) was performed numerically. However the accuracy of the numerical method limits
us for providing very precise results as t grows. In Figure 4 we illustrate the theoretical
prediction of 1
N
m(t)†m(m − 1) by the order parameter C(t, t − 1) for a large range of t.
Below the AT line, the single-step memory algorithm diverges and simulated trajectories
show strong sample fluctuations. However, by taking an average over a large number of
trajectories we obtain a good agreement with the theory (see Figure 6).
4.7. Asymptotic consistency with Cavity Variance
In Section 4.2 we have demonstrated the convergence of the single step memory algorithm
to the TAP equations. In a similar way one can show that (60) converges to the variance
of the static field variance in (13) as t and t′ tend to infinity. Specifically, by invoking
the weak long-term response assumption (40) in (20) and following similar steps as in
(Appendix D), for sufficiently large t, τ < t, t′ and τ ′ < t′ such that τ/t and τ ′/t′ being
finite as t and t′ tend infinity, one can show that
Cψ(t, t′) ≃ q
(1− q)2
∑
τ≤t,τ ′≤t′
Coxt+1−τyt′+1−τ ′ [A(x, y)]R(1− q)t+1−τR(1− q)t
′+1−τ ′ (62)
≃ q
(1− q)2
∑
n,k≤1
Coxnyk [A(x, y)]R(1− q)nR(1− q)k (63)
=
q
(1− q)2A(R(1− q),R(1− q)). (64)
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N
‖m(t)−m(t− 1)‖2
)
10 log10 (q(t) + q(t− 1)− 2C(t, t− 1))
Figure 4: Above AT line: Comparison of the theory and simulation for β = 20 and hi = 1,
N = 214.
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Figure 5: Above AT line: Comparison of the theory and simulation for β = 20 and hi = 1,
N = 214.
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Figure 6: Below AT line: Comparison of the theory and simulation for β = 10 and hi = 2,
N = 212. 〈·〉J is obtained by 5× 103 realizations of J .
In this expression, by abuse of notation, we denote limy→xA(x, y) by A(x, x). Its explicit
form is given by
lim
y→x
A(x, y) = (R−1(x))2
1
(R−1(x))′
= (R−1(x))2R
′
(R−1(x)). (65)
Hence we have
lim
t,t′→∞
Cψ(t, t′) = q
(1− q)2 (R
−1(R(1− q)))2R′(R−1(R(1− q))) (66)
= qR′(1− q). (67)
5. The stability of TAP fixed points
In order to analyze the stability of the fixed points of the single step algorithm we resort
to a linear stability analysis. We add Gaussian white noise to the dynamics, i.e. we set
ψi(t) → ψi(t) + ǫi(t) with 〈ǫi(t)2〉 = ǫ and discuss the limit ǫ → 0. If the static TAP
fixed point is stable, then the system should asymptotically show only small stationary
fluctuations around this and we can work in the Fourier domain. Hence, we assume
C(t, t′) = 1
2π
∫
dω Cˆ(ω)eiω(t−t′) (68)
Cψ(t, t′) = 1
2π
∫
dω Cˆψ(ω)eiω(t−t′). (69)
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Inserting these Fourier representations into (60), for large t and t′ we may write (see
(62)-(64))
Cˆψ(ω) ≃
∑
l≤t,m≤t′
Coxt′+1−lyt′+1−m [A(x, y)]Cˆ(ω)eiω(l−t−(m−t′))
(1− q)2R(1− q)l−t−1R(1− q)m−t′−1 (70)
≃ A(e
−iωR(1− q), eiωR(1− q))
(1− q)2 Cˆ(ω). (71)
For small noise ǫ→ 0, the assumption of stability translates into small fluctuations around
the static solution and we can write
Cˆ(ω) ≃ 2πqδ(ω) + ǫcˆ(ω) (72)
Cˆψ(ω) ≃ 2πqR′(1− q)δ(ω) + ǫcˆψ(ω). (73)
where we have separated fluctuations into static and dynamical parts. We will analyse the
dynamical part next, but note, that also the static part q will have contributions from ǫ.
Thus for ω 6= 0 we have
cˆψ(ω) = cˆ(ω)
A(e−iωR(1− q), eiωR(1− q))
(1− q)2 . (74)
where now the value of q is computed for ǫ = 0. We next express cˆ(ω) in terms of cˆψ(ω)
for small ǫ. The calculation in Appendix E is based on expanding
C(t + 1, t′ + 1) = 1
N
∑
i
〈tanh(u(t) + hi) tanh(u(t′) + hi)〉u (75)
up to first order in ǫ. The brackets denote expectations over the two dimensional Gaussian
field (u(t), u(t′)) with 〈u(t)u(t′)〉 ≃ s0+ǫ(s(t−t′)+δt,t′) for ǫ→ 0, where s0 = qR′(1−q) and
s(t− t′) = cψ(t, t′). For t = t′ the integral is over a single Gaussian only. The calculation
shows that
cˆ(ω) = α(1 + cˆψ(ω)) (76)
with α is defined as in (55). Combining this relationship with (74) we have
cˆ(ω) ≃ α
(
1− αA(e
−iωR(1− q), eiωR(1− q))
(1− q)2
)−1
. (77)
In fact, for the SK, Hopfield and random orthogonal models, we have Coxnyk [A(x, y)] = 0
∀n 6= k. Therefore (77) is actually independent of ω and from (65) we explicitly have that
cˆ(ω) =
α
1− αR′(1− q) . (78)
In general, the right hand side of (77) must be non–negative to have a valid
representation as a Fourier-transform of a time dependent correlation function. While
the term A(e−iωR(1 − q), eiωR(1 − q)) is always positive, see (71), the second term is
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small and positive for sufficiently small β. But it changes sign and diverges. One expects
that the divergence will occur first for the long range fluctuations, i.e. for the limit of low
frequencies. Taking the limit yields
lim
ω→0
cˆ(ω) =
α
1− αR′(1− q) . (79)
The condition
αR′(1− q) = 1 (80)
for the onset of instability agrees with the well–known AT stability criterion [4].
6. Discussion and Outlook
In this paper we have presented a theoretical approach to the design of iterative algorithms
for solving the TAP equations for Ising models with random couplings drawn from general
invariant ensembles. We were guided by the idea that one needs to subtract terms from the
internal field which depend on the values of the magnetizations at previous times. Using
dynamical functional theory we have shown that in such a way, memory terms can be
canceled and one arrives at a Gaussian distributed field, which eventually converges to the
cavity field provided that a stability condition is fulfilled. We have presented a specific
method which we have called the ’Single Step Memory Construction’. Our approach may
be extended in several ways. For example other subtraction methods are possible. One
might design an alternative scheme, where the response function is required to be zero after
one time step leading to a somewhat different algorithm and we will give details elsewhere.
It would be interesting to see in which cases the explicit memory terms in the subtraction
method can be simplified by introducing auxiliary variables as is possible for the Hopfield
model. Other extensions of our method would be to more general probabilistic models
beyond the simple Ising case. This would include continuous random variables and other
forms of interactions. An application to models of compressed sensing would be interesting
where certain random matrix ensembles (such as the random orthogonal ones) might be
natural models for the observation matrix. Specifically one can trivially extend the random
orthogonal ensemble by considering the more general spectrum such that the eigenvalues
of J˜ are distributed as αδ(λ− 1) + (1− α)δ(λ+ 1). In the context of compressed sensing
this model coincides with the so-called random row-orthogonal ensemble [24], [25]. We will
discuss details in a forthcoming publication. Finally, it would be important to address a
drawback of our method which prevents an application to probabilistic inference problems
with arbitrary data. Our subtraction scheme depends explicitly on the random matrix
ensemble of couplings which may not be known in practice. Hence it would be interesting
to develop schemes which adapt to the concrete data which would then achieve convergence
to ‘adaptive TAP equations’ of [4], providing possible alternatives to the currently applied
message passing algorithms [6].
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Appendix A. The proof of J˜ii − 1N tr(J˜)→ 0
From (2) we have
J˜ii =
N∑
n=1
λn[(OnO
†
n)]ii =
N∑
n=1
λnO
2
in (A.1)
where On the nth column vector of Haar (orthogonal) O and λn = Λnn. Note that Λ is
independent of O. For convenience we treat the realizations of Λ from its probability
space and denote as Λ(ω). We show the convergence for every realization J˜ii(ω) =∑N
n=1 λn(ω)O
2
in. The mean and variance of J˜ii(ω) are respectively given by〈
J˜ii(ω)
〉
=
N∑
n=1
λn(ω)
〈
O2in
〉
(A.2)
Var[J˜ii(ω)] =
N∑
n=1
λ2n(ω)Var[O
2
in] + 2
∑
n<k
λn(ω)λk(ω)Cov[O
2
in, O
2
ik] (A.3)
where for the random variables X and Y , Var[X ] and Cov[X, Y ] denoting the variance X
and the covariance of X and Y , respectively. For the proof, we basically need to show that
lim
N→∞
Var[J˜ii(ω)] = 0. (A.4)
To do this we make use of the so-called (orthogonal) Weingarten calculus that allows to
for calculate joint moments of Haar entries (analogeous to Wick calculus for Gaussian
matrices). For details we refer the reader to [26, 27]. From [27, Theorem 2.1, Example 2.1]
we have 〈
O2inO
2
ik
〉
=
{
N+1
N(N+2)(N−1) n 6= k
3
N(N+2)
n = k
. (A.5)
Furthermore, we have
〈
O2ij
〉
= 1/N , ∀i, j. Thus, the variance (A.3) reads
Var[J˜ii(ω)] =
2(N − 1)
N2(N + 2)
N∑
n=1
λ2n(ω)+
4
N2(N + 2)(N − 1)
∑
n<k
λn(ω)λk(ω). (A.6)
Note that the spectrum J˜ is assumed to converge almost surely to a compactly supported
probability distribution such that the smallest and largest eigenvalue of J˜ converge (almost
surely) to the infimum and supremum of the compact support, respectively. This implies
that the minimum and maximum of the eigenvalues of J˜ are uniformly bounded above for
a sufficiently large N . This is a sufficient to get (A.4) from (A.6). Thereby we complete
the proof.
Solving TAP Equations for Ising Models with General Invariant Random Matrices 20
Appendix B. The self-averaging limit of adaptive TAP Equations
We will provide a derivation of the TAP equations (11)-(12) from the ‘adaptive TAP’
approach of [4]. Under the assumption of Gaussian distributed cavity fields and an
approximate linear response argument one finds
mi = tanh
(
hi +
∑
j
Jijmj − Vimi
)
(B.1)
Vi = Λii − 1
χii
(B.2)
Λii = Vi +
1
1−m2i
(B.3)
with the positive definite matrix χ , (Λ− J)−1.
To obtain the TAP equations in (11)-(12) we basically need to show that Vi ≃ R(1−q).
To that end we write (B.2) in the form of
Vi = Λii −
(
∂ ln det(Λ− J)
∂Λii
)−1
. (B.4)
Our basic idea is to simplify ln det(Λ−J) using results of free probability theory for random
matrices. To that end we invoke an additional assumption that the empirical distribution
function of {Λ11, · · · ,ΛNN} ∈ RN converges weakly and almost surely to a compactly
supported probability distribution as N → ∞. Since J is asymptotically invariant and
having a compactly supported limiting spectrum, Λ and J are asymptotically (almost
surely) free [26]. Thus, due to the uniform convergence property of the R-transform, see
[17, Lemma 3.3.4], for a sufficiently large N we have
RN
Λ−J(x) ≃ RNΛ(x) + RN−J(x) (B.5)
= RN
Λ
(x)− RNJ (−x) (B.6)
where we denote the R-transform of the spectrum of an N × N symmetric matrix X by
RNX . Note that we have 1− q = 1N tr(Λ− J)−1. Then, from Lemma 1 below we have
1
N
ln det(Λ− J) = −(1 + ln(1− q)) +
∫ 1−q
0
dω RN
Λ−J(−ω) (B.7)
≃ −(1 + ln(1− q)) +
∫ 1−q
0
dω RN
Λ
(−ω)−
∫ 1−q
0
dω RNJ (ω) (B.8)
=
1
N
ln det(Λ− V I) + (1− q)V −
∫ 1−q
0
dω RNJ (ω) (B.9)
where V is defined through the implicit equation (1 − q) = 1
N
∑N
i=1
1
Λii−V . This implies
that tr(Λ− J)−1 ≃ tr(Λ− V I)−1. Here, from (B.8) to (B.9) we make use of the identity
(B.20) below. Note that for a non-negative N × N matrix X we can write the Stieltjes
transform of the eigenvalue distribution of X, say PNX , as M
N
X(ω) =
∫
dPNX(x)/(ω − x)
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with ω ∈ (−∞, 0). Then, from (B.5) we use the subordination property [28, Chapter 22]
as MN
Λ−J(ω) ≃ MNΛ(ω + RNJ (−MNΛ−J(ω))) and take the limit ω → 0. Doing so yields
V ≃ R(1− q) where we note that R(x) = limN→∞RNJ (x). Notice also that
ln det(Λ− V I)
∂Λii
=
1
Λii − V −N(1− q)
∂V
∂Λii
. (B.10)
Hence, we finally obtain
∂ ln det(Λ− J)
∂Λii
≃ 1
Λii − V (B.11)
which yields Vi ≃ V = R(1− q).
Lemma 1 Let an N ×N matrix X be positive definite. Let Q = 1
N
tr(X−1). Then,
1
N
ln det(X) = −(1 + lnQ) +
∫ Q
0
dω RNX(−ω). (B.12)
Proof 1 Note that
ln det(X) = lim
ǫ→∞
ln det(ǫ−1I+X). (B.13)
For convenience let η(ǫ) , 1
N
tr((I+ ǫX)−1) for ǫ > 0. Since X is positive definite we can
write [29]
RNX(−ǫη(ǫ)) =
1− η(ǫ)
ǫη(ǫ)
. (B.14)
Applying the substitution ω , tη(t) to the following integral we have
∫ Q(ǫ)
0
dω RNX(−ω) =
∫ ǫ
0
dt
η(t) + tη′(t)
tη(t)
[1− η(t)] (B.15)
=
∫ ǫ
0
dt
η′(t)
η(t)
(1− η(t)) +
∫ ǫ
0
dt
1− η(t)
t
(B.16)
= ln η(ǫ) + 1− η(ǫ) +
∫ ǫ
0
dt
1− η(t)
t
(B.17)
= ln η(ǫ) + 1− η(ǫ) + 1
N
ln det(I+ ǫX) (B.18)
= lnQ(ǫ) + 1− η(ǫ) + 1
N
ln det(ǫ−1I+X) (B.19)
with Q(ǫ) , ǫη(ǫ). In other words we have
1
N
ln det(ǫ−1I+X) = (η(ǫ)− 1− lnQ(ǫ)) +
∫ Q(ǫ)
0
dωRNX(−ω). (B.20)
Taking the limit ǫ→∞ we complete the proof.
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Appendix C. Derivation of DFT Results
For the sake of notational compactness let
g({m(τ),γ(τ)}tτ=0) , δ(m(t)− f
({γ(τ),m(τ)}t−1τ=0)). (C.1)
By the Fourier representation of the Dirac function we write
Z({l(t)}) =
∫ T−1∏
t=0
dm(t)dγ(t)dγˆ(t) g({m(τ),γ(τ)}tτ=0)eiγˆ(t)
†(γ(t)−h−Jm(t))eiγ(t)
†l(t).
(C.2)
The derivation is separated into two parts: i) disorder average; ii) the saddle point method.
Appendix C.1. disorder average
For convenience let us introduce N × T matrices X and Xˆ with Xnt = mn(t+1)√N and
Xˆnt =
γˆn(t+1)
i
√
N
. We need to evaluate
〈
e−
i
2
∑
t{γˆ(t)†Jm(t)+m(t)†Jγˆ(t)}
〉
J
≃ eN2
∑
n≥1
cn
n
tr(Qn) (C.3)
with Q = XˆX† +XXˆ
†
. Here (C.3) follows directly from (3)-(7). We will evaluate
tr(Qn) = tr
(
(XˆX† +XXˆ
†
)n
)
. (C.4)
in terms of the matrices (C.4)
G , X†Xˆ (C.5)
C , X†X (C.6)
C˜ , Xˆ†Xˆ (C.7)
Then by using cyclic invariance of the trace we obtain the expression
tr(Qn) = 2tr(Gn) + ntr
n−2∑
k=0
{
GkC(G†)n−2−kC˜
}
+ I(G, C, C˜) , (C.8)
where the function I satisfies
∂I(G, C, C˜)
∂C˜
∣∣∣∣∣
C˜=0
= 0. (C.9)
This means that I contains more than one factor C˜ and will thus–at the saddle–point
value–C˜ = 0 not contribute to saddle–point equations.
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Appendix C.2. The saddle point calculation
We write as
〈Z({l(t)})〉J ≃
∫
dGdCdC˜ eN2
∑
n≥1
cn
n (2tr(Gn)+ntr
∑n−2
k=0{GkC(G†)n−2−k C˜}+I(G,C,C˜))
∫ T−1∏
t=0
{
dm(t)dγ(t)dγˆ(t) g({m(τ),γ(τ)}τ≤t)eiγˆ(t)
†(γ(t)−h)eiγ(t)
†l(t)
}
∏
t,s
δ
(
iNG(t, s)−m(t)†γˆ(s)) δ (NC(t, s)−m(t)†m(s)) δ (N C˜(t, s) + γˆ(t)†γˆ(s)) .
(C.10)
By the Fourier representation of Dirac function we write the last line of (C.10) as
c
∫
dGˆdCˆd ˆ˜C e
∑
(t,s) iGˆ(t,s)(iNG(t,s)−m(t)†γˆ(s))+iCˆ(t,s)(NC(t,s)−m(t)†m(s))− ˆ˜C(t,s)(N C˜(t,s)+γˆ(t)†γˆ(s)).
(C.11)
Here c is a constant irrelevant for the saddle point calculation. We define the auxiliary
single-site partition function
Z˜n(ln, Gˆ, Cˆ, ˆ˜C) ,
∫ T−1∏
t=0
{
dmn(t)dγn(t)dγˆn(t) g({mn(τ), γn(τ)}τ≤t)eiγˆn(t)(γn(t)−hn)eiγn(t)ln(t)
}
e−
∑
(t,s)[iGˆ(t,s)mn(t)γˆn(s)+iCˆ(t,s)mn(t)mn(s)+ ˆ˜C(t,s)γˆn(t)γˆn(s)]. (C.12)
In this way we can write (C.10) as
〈Z({l(t)})〉J ≃
∫
dGdGˆdCdCˆdC˜d ˆ˜C eN2
∑
n≥1
cn
n (2tr(Gn)+ntr
∑n−2
k=0{GkC(G†)n−2−k C˜}+I(G,C,C˜))
eN
∑
(t,s)[−Gˆ(t,s)Gt,s+iCˆ(t,s)C(t,s)− ˆ˜C(t,s)C˜(t,s)]+
∑
n log Z˜n(ln,Gˆ,Cˆ, ˆ˜C). (C.13)
In the large N limit we can perform the integrations over G, Gˆ, C, Cˆ, C˜, ˆ˜C with the saddle
point methods. Doing so yields:
G(t, s) = − i
N
∑
n
〈mn(t)γˆn(s)〉Z˜n (C.14)
C(t, s) = 1
N
∑
n
〈mn(t)mn(s)〉Z˜n (C.15)
C˜(t, s) = − 1
N
∑
n
〈γˆn(t)γˆn(s)〉Z˜n . (C.16)
with 〈 〉Z˜n denoting the average with respect to the single-site partition function. Here the
quantity (C.16) has only the trivial solution that C˜t,s = 0. Other solutions may violate the
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normalization Z({l(t) = 0}) = 1. Furthermore this solution leads to Cˆ = 0. By invoking
(C.8) we have
Gˆ = R(G) (C.17)
ˆ˜C = 1
2
∞∑
n=1
cn
n−2∑
k=0
GkC(G†)n−2−k. (C.18)
Thus, for large N we get the factorization of the generating function
〈Z({l(t)})〉J ≃
N∏
n=1
∫ T−1∏
t=0
{
dmn(t)dγn(t) g({mn(τ), γn(τ)}τ≤t)eiγn(t)ln(t)
eiγˆn(t)(γn(t)−hn−
∑
s Gˆ(t,s)mn(s))e−
∑
s
ˆ˜C(t,s)γˆn(t)γˆn(s)
}
. (C.19)
We linearize the quadratic terms in γˆn(t) by introducing auxiliary Gaussian random fields
φn(t) which are iid for each n with zero mean and covariance Cφ(t, s) , 2 ˆ˜C(t, s) ,
〈φn(t)φn(s)〉. In this way we can write
e−
∑
t,s
ˆ˜C(t,s)γˆn(t)γˆn(s) =
〈
e−i
∑
t φn(t)γˆn(t)
〉
φn
. (C.20)
Doing so leads (C.19) to
〈Z({l(t)})〉J ≃
N∏
n=1
∫
dN ({φn(t)}; 0, Cφ)
T−1∏
t=0
{
dmn(t)dγn(t) δ(mn(t)− ft {mn(τ), γn(τ)}t−1τ=0)
δ
(
γn(t)− hn −
∑
s<t
Gˆ(t, s)mn(s)− φn(t)
)
eiγn(t)ln(t)
}
.
(C.21)
Finally, notice that −i〈mn(t)γˆn(s)〉φn = 〈∂mn(t)∂φn(s) 〉φn. Thus, G equals the response–function
(21). This completes the derivation.
Appendix D. Derivation of equation (60)
First note that from (27) and (30) we have
Cψ(t− 1, t′ − 1) = (GCφG
†)(t, t′)
(1− q(t))(1− q(t′)) (D.1)
where Cφ is defined as in (20). For sake of compactness we let f(x) = R−1(x). By
elementary combinatorics and using G = f(Gˆ) we can show that any power of the matrix
G can be written as
Gk =
∞∑
n=1
Coxn(f(x)
k)Gˆn. (D.2)
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where for any power series f(x) =
∑
n anx
n we represent the coefficient via the definition
ak , Coxk(f(x)). This means that we have
Gk(t, τ) = Coxt−τ (f(x)k)
t−1∏
s=τ
Gˆ(s+ 1, s). (D.3)
Hence we also get
(Gk+1C(G†)n−1−k)(t− 1, t′ − 1) =
∑
l<t,m<t′
(
t−1∏
s=l
Gˆ(s + 1, s)
)(
t′−1∏
s=m
Gˆ(s+ 1, s)
)
× C(l, m)Coxt−lyt′−m(f(x)k+1f(y)n−1−k). (D.4)
where we have extended the definitions of coefficients Coxnyk [f(x, y)] , anbk to double
power series f(x, y) =
∑
n,k≥0 anbkx
nyk. Summing up the geometric series, we have
n−2∑
k=0
Coxt−lyt′−m(f(x)
k+1f(y)n−1−k) = Coxt−lyt′−m
(
f(y)n−1 − f(x)n−1
[f(y)− f(x)]/[f(x)f(y)]
)
(D.5)
and
∞∑
n=1
cnCoxt−lyt′−m
(
f(y)n−1 − f(x)n−1
[f(y)− f(x)]/[f(x)f(y)]
)
= Coxt−lyt′−m
(
y − x
[f(y)− f(x)]/[f(x)f(y)]
)
.
(D.6)
Putting everything together completes the proof.
Appendix E. Derivation of equation (76)
For the sake of compactness, without loss of generality, we may set hi = h. Using the
representation of the Gaussian density in terms of the characteristic function we have the
expansion for t 6= t′
〈tanh(u(t) + h) tanh(u(t′) + h)〉u ≃∫
du1du2dk1dk2 exp
[
i(k1u1 + k2u2)− 1
2
{s0 + ǫ(s(t, t) + 1)}(k21 + k22)− {s0 + ǫs(t, t′)}k1k2
]
×
× tanh(u1 + hi) tanh(u2 + hi)
≃ q − ǫ
2
∫
du1du2dk1dk2 exp
[
i(k1u1 + k2u2)− s0
2
(k21 + k
2
2 + 2k1k2)
]
×
× tanh(u1 + h) tanh(u2 + h)
{
(s(t, t) + 1)(k21 + k
2
2) + 2s(t, t
′)k1k2
}
= q + ǫ(s(t, t) + 1)
〈
tanh(u+ h)
∂2 tanh(u+ h)
∂u2
〉
+ ǫs(t1, t2)
〈(
∂ tanh(u+ h)
∂u
)2〉
.
(E.1)
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The last line is obtained by representing k1k2 etc by derivatives with respect to u1 and u2.
Repeating a similar equation for t = t′, we get
〈
tanh2(u(t) + h)
〉
u
= q +
ǫ
2
(s(t, t) + 1)
〈
∂2 tanh2(u+ h)
∂u2
〉
=
= q + ǫ(s(t, t) + 1)
〈
tanh(u+ h)
∂2 tanh(u+ h)
∂u2
+
(
∂ tanh(u+ h)
∂u
)2〉
. (E.2)
Both expansions can be represented in the single equation
d 〈tanh(u(t) + h) tanh(u(t′) + h)〉u
dǫ
= (s(t, t) + 1)
〈
tanh(u+ h)
∂2 tanh(u+ h)
∂u2
〉
+ (s(t, t′) + δt,t′)
〈(
∂ tanh(u+ h)
∂u
)2〉
. (E.3)
Note, that only the second term contributes to the dynamic part of the fluctuations. Hence,
by taking the Fourier transform and noting that ∂ tanh(u+h)
∂u
= 1 − tanh2(u + h) the result
is obtained.
References
[1] Me´zard M, Parisi G and Virasoro M 1987 Spin Glass Theory and Beyond vol 9 Lecture
Notes in Physics (World Scientific)
[2] Kabashima Y 2003 Journal of Physics A: Mathematical and General 36.43 11111
[3] Bayati M and Montanari A 2011 IEEE Trans. Information Theory 57 764–785
[4] Opper M and Winther O 2001 Physical Review E 64 056131–(1–14)
[5] Opper M and Winther O 2000 Neural Computation 12 2655–2684
[6] Minka T P 2001 Expectation propagation for approximate bayesian inference
Proceedings of the 17th Conference in Uncertainty in Artificial Intelligence UAI ’01
pp 362–369
[7] Thousless D J, Andersen P W and Palmer R G 1977 Philosophical Magazine 35.3
593–601
[8] Bolthausen E 2014 Communications in Mathematical Physics 325.1 333–366.
[9] Donoho D L, Maleki A and Montanari A 2009 Proceedings of the National Academy
of Sciences 106 18914–18919
[10] Krzakala F, Me´zard M, Sausset F, Sun Y and Zdeborova´ L 2012 Journal of Statistical
Mechanics: Theory and Experiment 2012
[11] Bayati M, Lelarge M and Montanari A 2015 Ann. Appl. Probab. 25 753–822
[12] Parisi G, and Potters M 1995 Journal of Physics A: Mathematical and General 28.18
5267
REFERENCES 27
[13] Marinari E, Parisi G and Ritort F 1994 Journal of Physics A: Mathematical and
General 27.23 7647
[14] Deift P and Gioev D 2009Random matrix theory: invariant ensembles and universality
vol 18 (American Mathematical Society)
[15] Guionnet A and Ma¨ıda M 2005 Journal of Functional Analysis 222 435 – 490
[16] Voiculescu D V, Dykema K J and Nica A 1992 Free random variables vol 1 (American
Mathematical Society)
[17] Hiai F and Petz D 2006 The Semicirle Law, Free Random Variables and Entropy
(American Mathematical Society)
[18] Martin P C, Siggia E D and Rose H A 1973 Physical Review A 8.1 423
[19] Eisfeller H and Opper M 1992 Physical Review Letters 68 2094
[20] Henkel R D and Opper M 1991 Journal of Physics A: Mathematical and General 24.9
2201
[21] Mimuura K and Okada M 2014 IEEE Trans. Information Theory 60 3645–3670
[22] Cugliandolo L F and Kurchan J 1994 Journal of Physics A: Mathematical and General
27.17 5749
[23] Tanaka T 2008 Journal of Physics: Conference Series 95 012002
[24] Vehkapera M, Kabashima Y and Chatterjee S 2013 arXiv:1312.0256
[25] Tulino A M, Caire G, Shamai S and Verdu´ S 2013 IEEE Trans. Information Theory
59 4243–4271
[26] Collins B and Sniady P 2006 Communications in Mathematical Physics 264.3 773–795
[27] Collins B and Matsumoto S 2009 Journal of Mathematical Physics 50 (11) 113516
[28] Akemann G, Baik J and Di Francesco P (eds) 2011 The Oxford Handbook of Random
Matrix Theory (Oxford University Press)
[29] Tulino A M and Verdu´ S 2004 Random matrix theory and wireless communications
vol 1 (Now Publishers Inc.)
