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Underwater Ambient Noise Imaging (ANI) is a concept that has been proposed for 
creating images of objects in the ocean from the insonification provided by the incident ambient 
noise field, which is quite different from active and passive systems. With an active system, an 
object is illuminated by a pulse of sound and its presence inferred from the echo it produces, 
whereas the passive approach involves simply listening for the sound that the object itself emits. 
ANI uses sound in the ocean, which is neither passive nor active. It relies on the naturally 
occurring, incoherent ambient noise field in the ocean which can be thought of as 'acoustic 
daylight’ as the sole source of acoustic illumination. 
An underwater acoustic camera receives the reflected sound waves from the object and 
produces digital images. A real-time underwater ambient noise imaging camera and its processing 
platform present a complex design challenge with the technology available today. The design 
challenge is to simultaneously sample 508 acoustic transducers at 196 kSa/s, transmit this 
massive data (1.6 Gbps) to the surface and process it in real-time to form images. The recent 
advances in multichannel data acquisition systems, embedded single board computers along with 
Gigabit Ethernet technology and general purpose GPUs made it possible to realize an underwater 
imaging system. This thesis describes the complete design and development of underwater 
imaging system. 
Underwater Ambient Noise Imaging (ANI) systems rely on the acoustic illumination 
produced by natural noise sources to image an object of interest. Snapping shrimp are a dominant 
natural source of illumination in tropical waters and their snaps occur randomly. Hence 
incoherent energy detection methods, which require no knowledge of the source locations, are 
usually employed to form images of the objects. This approach, although simple, only produces 
images when the anisotropy in ambient noise is conducive. This thesis describes a different 
approach; snap detection & localization algorithms to estimate the locations of the noise sources 
x 
 
on the sea-bottom and then uses the sound from these sources to passively range and form image 
of the objects. 3D visualization of underwater objects using snapping shrimp noise is also 
described.  
This dissertation is unique; the contents are a blend of engineering and research. End-to-
end ambient noise imaging camera design and a unique image processing technique using 






Underwater imaging finds wide-spread application in marine, offshore industries and 
naval research operations. The current underwater imaging systems are based on either optical or 
acoustic principles. While optical systems have high resolution and ranges of about 10-30 meters 
in very clear water [1], they have limited range in highly turbid water like harbours, estuaries, 
and, in general, wherever man disturbs or impacts the environment. Although the resolution of 
acoustical systems are significantly lower than that  of  optical systems, acoustical energy  can  
penetrate  through  muddy waters  resulting  in  a longer imaging range. Hence acoustic imaging 
is an ideal tool for obtaining images or detection of underwater objects in a large ocean region of 
interest.  
Traditionally the underwater imaging by sound has been performed with active sonar 
(SONAR Imaging). In sonar imaging, sound pulse is projected in to water by the acoustic 
receiver platform, and the object in the vicinity scatters some of the sound energy back towards 
the receiver. By processing the signals received by the 2D aperture array, an image of the object 
can be formed. Sonar imaging by its nature flags the position of the receiver platform, for 
example in a military application the commander in a submarine is usually reluctant to transmit 
sound pulses for the fear of giving away his position. This necessitated the need for underwater 
imaging by passive techniques. In early 1990s, researchers began to study the feasibility of 
imaging underwater objects using sources of opportunity such as ambient noise. The ambient 
noise in the ocean is analogous to the daylight in the atmosphere. In daylight photography, 
ambient light scattered from the object gives rise to the photographic image, whereas ambient 
sound fulfils the same role in the ocean [2].  Although both are stochastic, radiating randomly in 
all directions from the sources, the source mechanism in the two cases are very different. The 
oceanic noise sources are distributed and less statistically stable. These noise sources include 
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breaking waves, wind, spray, rain, marine mammals and ships. Hence imaging underwater 
objects using ambient noise presents a challenge to the researchers. The possibility of using 
ambient noise in the ocean as the sole source of illumination to form images of submerged objects 
emerged about two decades ago and although it is still at a research level, it may find numerous 
applications in Military and harbour defence in future. 
1.2.  Brief History 
The concept, Ambient Noise Imaging (ANI) was first proposed by Prof. Michael 
Buckingham in 1992 [3, 4]. He stated that the ambient noise field is in many respects analogous 
to daylight in the atmosphere, it should be possible to create recognizable images of objects in the 
ocean solely through the acoustic illumination provided by the ambient noise. Under his 
leadership the first ANI camera was built and tested successfully near San Diego in 1995 [5, 6]. 
This ANI camera, namely Acoustic Daylight Ocean Noise Imaging System (ADONIS) built at 
Scripps Institution of Oceanography, consists of a spherical acoustics reflector with both a radius 
of curvature and a diameter of 3 m with 128 hydrophones in its focal plane.  This multi-element 
reflector has the advantage that the beam forming is performed as a natural consequence of the 
geometry of the system. Thus, the 128 hydrophones in the array provide a total of 128 receive-
only beams to form 128 pixels acoustic image. The results obtained from field deployments of 
ADONIS demonstrated that ambient noise imaging was indeed feasible by forming images of 
static underwater objects at a range of about 40m. By the virtue of its design, ADONIS provided 
beam-formed, incoherent output that reduced the computational complexity of the data 
processing, but limited the processing algorithms that could be used.  
A second generation ANI camera was designed and built under the leadership of Dr. John 
R. Potter, who was a leading member in the development and testing of ADONIS and 
subsequently the Head of the Acoustic Research Lab (ARL) in TMSI, National University of 
Singapore. This system was called as the Remotely Operated Mobile Ambient Noise Imaging 
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System (ROMANIS). It is a fully digital broadband data acquisition and recording system with 
508 sensors that fully populate a circular aperture of 1.33 meters. It provided 508 acoustic time 
series and the beamforming was done in a digital computer. In 2003, ROMANIS was successfully 
tested in the field and images of an underwater stationary object were formed at a range of about 
70m [7]. This was almost twice the range reported by ADONIS. Although ROMANIS 
outperformed ADONIS in its data acquisition and imaging capability and had the advantages of 
reduced size and weight (almost half in its aperture size and weighing one-third), its reliable 
continuous operation in the field was limited to a few tens of minutes due to heat dissipation 
problems arising from its special construction [7]. This required the system to be shut down and 
allowed to cool off between different acquisition sessions restricting the availability of data to 
only two seconds during each data acquisition session. In fact, only one good data set obtained 
during the 2003 field experiments that yielded the images of a static object. The progress of ANI 
research studies again limited due to fewer data sets. 
A third generation ANI camera called ROMANIS-II was designed and built under the 
leadership of Dr. Venugopalan Pallayil, Deputy Head of ARL, National University of Singapore. 
The ROMANIS-II is a re-engineered version of ROMANIS built is 2003, with the main goal to 
address the reliability and endurance issues. The author proposed and implemented number of 
hardware changes which eventually lead to a more reliable and robust system [24]. The new 
energy efficient design resulted in 76% reduction in power consumption. This resulted in 
corresponding heat reduction inside the ROMANIS-II system, thus achieving a longer endurance 
time and more stable system. The ROMANIS-II system was tested in Singapore waters in May 
2010 and was successful in imaging both static and moving objects. As the new system was 
operated using batteries, the data were of high quality and free of power line noise from the 
generators. We have collected over 2 TB of data during a deployment period of three weeks in the 
field.  With high quality data in hand, we carried out the research studies on developing 
algorithms for Ambient Noise Imaging and achieved remarkable results [29]. 
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1.3. Ambient Noise 
Predominantly noise is considered as a nuisance/undesirable in most signal processing 
applications. But for ANI, ambient noise is the primary source. It is very important to give a short 
note in this material about various sources and its characteristics that contributes to the ambient 
noise in sea water. The ambient noise in the coastal sea is more complex than the noise in the 
deep ocean owing to the breaking waves in the surf zone and the marine life as well as the 
shipping and wind. 
` 
Figure 1.1. Typical Ambient sea noise spectra3
Fig. 1.1 shows the typical ambient noise spectra of shallow
 
4
                                                 
3 Figure taken from Urick, Robert J. “Principles of Underwater Sound, 3rd Edition”. New York. McGraw-Hill, 1983 
 water. Numerous sources 
exist in shallow sea water that contribute to ambient noise. Earth’s seismic activity gives a small 
contribution to ambient noise at very low frequencies (<10Hz).  Tidal movement can create large 
changes in ambient pressure in the shallow water. These changes significantly contribute to 
ambient noise at low frequencies (<100 Hz). Wind generated turbulence and micro-bubbles 
induce pressure variations similar to acoustics pressure variations at frequency range from 10 Hz 
to 100 Hz. Shipping noise is yet another source that contributes significantly to ambient noise 
and it can travel up to 1000 miles. This man-made noise is most dominant from 10 Hz to 1000 
Hz. The sound made by marine mammals such as dolphins and toothed whales covers a wide 
range of frequencies from 10 Hz to 200 kHz. The shallow water lobsters produce noise in a band 
4 Water depths of less than 200 m are considered shallow 
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ranging from 100 Hz to 100 kHz. More interestingly, snapping shrimp is one of high impulsive 
noise source in shallow water. It produces sharp snaps; its frequency spectrum is extremely broad, 
ranging from tens of hertz to beyond 200 kHz.  Although many sources exist, the low frequency 
noise sources are not useful for imaging applications. Image resolution is higher at high 
frequency band of operation and hence the biological noise especially snapping shrimp noise is of 
high interest to Ambient Noise Imaging.  
1.4. Snapping Shrimp Noise 
In warm shallow and harbour waters one of the most dominant impulsive noise source 
that contributes to the persistent ambient noise is the snapping shrimp [19]. Snapping shrimps or 
pistol shrimps are commonly found on sea bottoms in waters of less than 60 meter depth. In 
Singapore shallow waters these shrimps are found in large numbers and their sounds always exist 
with ambient noise such as the noise due to shipping and wind.  The tiny creature snaps a 
specialised claw shut to create cavitation bubbles that generates acoustic pressures of up to 80 
kPa at a distance of 4 cm from the claw [20]. As it extends out from the claw, the bubble reaches 
speeds of 60 miles per hour and when the pressure stabilizes, the bubble collapses with a loud 
bang releasing a sound reaching 210 dB re 1 μPa [21, 22].  
             
Figure 1.2. Picture of snapping shrimp and its snap plot5
                                                 
5 Michel Versluis, Barbara Schmitz, Anna von der Heydt, Detlef Lohse "How Snapping Shrimp Snap: Through 




The shrimp uses this impulsive source as sonic weapon to stun it’s pray. Fig. 1.2 shows 
the picture of snapping shrimp and its time domain plot of single snap recorded in the shallow 
water. When the shrimps are gathered in large numbers the superposition of these sounds leads to 
a sustained impulsive background noise.   
 
Figure 1.3. Ambient Noise plot 
Fig. 1.3 shows the 3 seconds plot of ambient noise (snapping shrimp noise) recorded in 
the Singapore shallow water. The snapping sound can be heard day and night, with source levels 
as high as 200 dB which severely limits the use of underwater acoustics systems, both in 
scientific and naval applications. For ANI, these series of random sources can be used to insonify 
the underwater objects to form its image. The subsequent topics will discuss the research studies 
on imaging underwater objects using snapping shrimp noise. 
1.5  Motivation 
 Underwater ambient noise imaging is a challenging problem, since the imaging technique 
relies on acoustic illumination provided by natural and manmade noise sources in the water. The 
intricacy comes from a number of factors, viz., the design of a robust underwater acoustic 
imaging camera, developing appropriate signal processing techniques, and developing a super-
computing platform to execute imaging algorithms which are usually computationally intensive. 
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In addition, conducting large scale ambient noise imaging experiments is logistically intensive 
and highly expensive.  
The ADONIS designed in 1995, had the advantage that the beam forming was performed 
as a natural consequence of its geometry (acoustic lens), thus reducing the computational 
complexity by eliminating the digital beamformer. The results obtained from field deployment of 
ADONIS demonstrated that ANI was indeed feasible by forming images of underwater objects. 
Since the ADONIS was not designed to record the time series of acoustic sensors, it precluded the 
application of many signal processing techniques. To address this issue, a fully digital broad band 
imaging array, ROMANIS was built to produce discrete time series from 2D array of acoustic 
transducers (phased array). But due to the short endurance time of the system in the field, data 
sets necessary for further ANI studies could not be obtained. The research on ambient noise 
imaging did not make significant progress as the actual scenario data from the shallow water was 
not available. The ROMANIS-II success in 2010 provided large volume of experimental data sets 
from the shallow water region to advance the research on ambient noise imaging.    
1.6 Objectives 
 With an aim to develop signal processing techniques for ambient noise imaging, the 
primary objectives of the project are: 
• To re-engineer the existing wet-end ambient noise imaging camera, ROMANIS, with 
high reliability and greater endurance. 
• To develop a compact and portable dry-end receiver platform with real-time acoustic 
imaging capability. 
• To collect snapping shrimp illuminated data sets for ambient noise research studies under 
mobile and stationary target scenarios. 
• To develop signal processing techniques to visualize underwater objects, mobile or 
stationary, using ambient noise as a source insonification. 
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1.7 Thesis Contributions 
 Underwater ambient noise imaging has been an active research area for almost two 
decades. This thesis contributes to design of several sub-systems of an acoustic camera and 
appropriate signal processing techniques for ambient noise imaging in warm shallow waters of 
Singapore.  
• A highly reliable and extremely low power wet-end imaging camera was developed and 
successfully tested in Singapore water. The data collected from the sea trials were found 
to be clean and of very high quality.  
• A compact and portable dry-end receiver system along with a GPU based signal 
processing platform that can process the signals in near real-time were developed and 
tested. 
• A month long sea trial was conducted at off Singapore with mobile and stationary 
objects. Over 2TB of high quality data was collected with various target scenarios. 
• The new data sets were tested with various existing algorithms developed over the two 
decades and compared its performance. 
• A novel and unique imaging technique called “Joint source localization” for ambient 
noise imaging was developed, tested with experimental data sets and remarkable images 
were obtained. 
• With Joint source localization, individual shrimp snaps were localized with respect to the 
imaging array and ranging information of the submerged object was experimentally 
verified. 





 1.8 Literature Survey 
 Over the past two decades, several publications have emerged in the field, ambient noise 
imaging. In this section, we review some of the key papers and ideas relevant to the research 
presented in this thesis.  
1.8.1 Underwater Acoustics 
A conceptual understanding of underwater acoustics is one of the primary requirements 
to study ambient noise imaging.  Standard text books on underwater acoustics [40-42] provide 
basic concepts of acoustic properties & characteristics, acoustic waves, reflections & refraction in 
the ocean, acoustic bottom & surface losses and ambient noise in the ocean. 
An in-depth knowledge of shallow water ambient noise characteristics is important for 
ANI research studies. An excellent overview of shallow water acoustic propagation and basic 
acoustic processing is given in [36]. Detailed understanding of Singapore shallow water 
characteristics is also essential to carry out ANI studies in coastal area of Singapore. The ambient 
noise in Singapore waters is highly impulsive due to the presence of snapping shrimp, a prime 
source for ANI. In [21], the authors have explained the mechanism behind the snapping shrimp 
noise and developed a theoretical model for shrimp snaps. This material lays the foundation of  
“How snapping shrimp snap”. Several publications from ARL also provide detailed knowledge 
about Singapore shallow water characteristics [38, 39], and processing techniques in the presence 
of snapping shrimp noise [18]. 
1.8.2 Underwater Acoustic Imaging 
 There are fundamental similarities between ambient noise imaging and conventional 
acoustic underwater imaging (SONAR imaging). Hence a conceptual understanding of such 
conventional imaging technology is a prerequisite for ambient noise imaging research studies. 
Standard text books provide the basics of conventional underwater acoustic imaging. In [43], the 
author had explained sonar principles with greater consideration to practical aspects. A recent 
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handbook on side-scan sonar [44] also gives information on some of the practical aspects of 
underwater imaging system.  
  
1.8.3 Review of Ambient Noise Imaging  
 A thorough understanding of existing signal processing techniques for ambient noise 
imaging is a prerequisite to go forward in this research area. It aids in understanding the nature of 
the problem and in development of new image processing techniques. Some basic ambient noise 
imaging concepts are reviewed in this section. 
 In [3,4,5,6,30,31], the authors introduced a concept named “Acoustic Daylight” for 
ambient noise imaging and had shown that, it is possible to obtain the image of an underwater 
object by just listening passively to ambient noise and applying a simple data-processing 
operation. In [5], a frequency domain based mean-intensity processing technique for acoustic 
daylight imaging was presented along with images of underwater objects at 40 m, which were 
obtained in an experiment carried out at a shallow water region in San Diego. 
In [17 & 32] the authors have proposed few second-order moment and model-based 
imaging algorithms and successfully produced images. They have derived two independent 
processes (temporal second-moment and spatial second-moment) for ambient noise imaging 
which produced as good or better contrast images than those produced by the mean-intensity 
processing of the original acoustic daylight (AD) principle. They have also developed a modified 
Kalman filter to track beam intensity to create ambient noise illuminated acoustic video. 
In [37], the authors have presented the mechanical and electronic engineering aspects of 
building an underwater imaging array. This gives an overview of design challenges involved in 
developing an underwater acoustic camera.   
In [7], the authors have discussed the details of ambient noise imaging experiments and 
preliminary data analysis techniques. This material provides an excellent overview of carrying 
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out underwater field experiments and the logistics involved. The authors have shown images of 
underwater objects at 70 m in an experiment carried out in Singapore shallow waters.  
However, none of the publications develop optimal signal processing techniques for 
consistent imaging, passive ranging and 3D visualization of submerged objects using ambient 
noise as source insonification. 
 1.9 Thesis Organization  
Chapter 2 details the hardware and software architecture of both wet-end and dry-end 
sub-systems of ROMANIS-II. The system performance evaluations were initially carried out in 
the ARL acoustic tank. Chapter 3 presents a simple basic imaging technique, developed to 
analyze the experimental data sets in the field. The algorithms were tested in the laboratory with 
simulated data sets.  
Chapter 4 describes the ambient noise imaging experiments carried out off Singapore 
using ROMANIS-II. The experimental scenario and preliminary results obtained in the field are 
also discussed.  
Chapter 5 presents the results obtained using some of the existing ambient noise imaging 
techniques found in the literature. In light of the findings from Chapter 5, a novel ANI technique 
called “joint source localization” for passive ranging and imaging is proposed in Chapter 6. The 
proposed technique was tested using the data sets from the field experiments and its superior 
performance was demonstrated. 





2. ANI SYSTEM DEVELOPMENT 
The Ambient Noise Imaging studies required an Underwater Imaging Array (Acoustic 
Camera) to collect data in the field. The ARL under Tropical Marine Science Institute (TMSI) of 
National University of Singapore (NUS) had designed an ambient noise imaging array in 2003 
and tested them in the field.  The initial idea was to use the existing system for our research 
studies, but there were a number of issues with the system that limited a longer and reliable 
operation of the system in the field.   
ROMANIS designed in 2003 was engineered with 54 embedded computers running on 
Windows NTe for data acquisition and over hundred optical transceivers modules for Fiber 
Channel networking (Fig. 2.1).  As a result, the system consumed about 1700 Watts and after 
accounting for the losses a 2 KW power supply was required to power up the system.  The high 
power consumption also resulted in build-up of heat inside the casing, which is held under semi-
vacuum6
 
.  As there were no means for taking the heat outside of the system either through 
conduction or convection, the electronics had to be switched off for more than an hour after every 
couple of acquisition schedules spanning a few minutes.   The system also experienced boot-up 
problems due to corruption of OS which was stored in compact flash disks mounted on each 
embedded processor.  The system was also limited in dynamic range performance as the front-
end design did not have the facility to program the signal gain.  Moreover, 20% of the acoustic 
sensors were not working. As the underwater deployment and data collection exercise is highly 
resource intensive and expensive, it was essential to ensure reliable performance of the imaging 
system over a longer period of time in the field.  A flexible design which would allow the user to 
change the front-end gain in the field was required to ensure that we get the best dynamic range 
when operated under different environments.   
                                                 
6 A neoprene sheet, the interface between the sensors and the seawater, is seated in place by pulling vacuum through 




Figure 2.1 ANI Camera Architecture designed in 2003 
This necessitated redesign of the hardware & software pertaining to the data acquisition 
and streaming electronics of the imaging array without any change in the specification like 
frequency band and Number of Sensors etc.  The author was confident that with recent 
technological advancements such as energy efficient computing, high-speed networking, and 
availability of high density memory and with open-source Linux operating system, it would be 
possible to re-design a low power, highly reliable imaging array along with a compact receiver 
system.  That became our first goal to come up with new hardware architecture for underwater 
acoustic camera and its receiver. 
 
Figure 2.2 ANI system basic blocks   
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As depicted in Fig. 2.2 the data acquisition system for underwater imaging consisted of 
two main sub-systems, a 2 dimensional sensor array  with all the associated electronics (wet-end 
electronics) to collect and stream the data and a receiver (dry-end system) at the surface to 
receive, store and process the data.  The wet-end system consisted of 508 broadband acoustic 
sensors spanning the plane of a 1.4 m diameter disk.   
The system operated in the frequency band of 25 KHz to 85 KHz. The recent availability 
of relatively low cost, small form-factor, multi-channel off the shelf data acquisition cards and 
low power PC104+ embedded platforms along with Giga-bit Ethernet technology has been used 
to address the limitations of earlier system.  The use of embedded Linux operating system has 
helped in improving the reliable operation of the system.  The following sections will give a 
detailed account of the new hardware & software design and implementation followed by 
performance assessment of the system through evaluation in the field. 
2.1 Hardware Architecture 
The proposed Hardware of the ANI system consisted of a 512 channel Data Acquisition 
System.  Each sensor signal was passed through a dedicated signal conditioning stage.  At this 
stage a fixed front-end gain of 46dB + 8 steps programmable gain with step size of 3dB was 
applied to each sensor signal.  The signal conditioning stage also has band pass filter to remove 
out of band noise and it was realised using a Butterworth 4th order high-pass (25 KHz) filter 
followed by another Butterworth 4th order low-pass (85 KHz) filter.  The system has been 
designed to sample 512 analog inputs, simultaneously at 196 KHz and transfer the digitized data 
to the receiver over the fiber optic link.  (Even though we had only 508 sensors, the hardware is 
capable of acquiring data from 512 channels by virtue of its design). 
The energy efficient design (to keep the power consumption low) demanded minimal 
number of hardware components in the wet-end electronics.  The design requirement was 
satisfied by a 64-channel data acquisition (DAQ) card (PMC66-16AI64SSC) from General 
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Standards Corporation.  This PC104Plus DAQ module is capable of sampling 64 channels 
simultaneously up to 200 KHz per channel with each sample being 16 bit wide.  This module was 
connected to a PC104plus host processor board for data transfer to the receiver onboard.  The 
architectural overview of ANI wet-end system is shown in Fig. 2.3.  
 
Figure 2.3 New ANI Architectural overview   
There are 8 Data Acquisition Modules (DAM), with each DAM consisting of a DAQ 
card and a CPU board.  The CPU board is an Intel Atom based (1.6GHz) PC104plus form factor 
embedded single board computer (SBC).  This SBC also has onboard gigabit Ethernet NIC, 
capable of transferring data at a maximum rate of 1000 M bits/sec.  The SBC runs on “TinyCore 
Linux” operating system, a light weight Linux distribution.  The complete wet-end system was 
monitored and synchronized by the System Controller (SYSCON).  Two gigabit Ethernet 
switches were used to multiplex the data from the 8 DAMs, where each switch connects 4 DAMs 
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to the receiver onboard.  The Media converter (MC) at the wet-end side is able to extend a copper 
based Gigabit network via optical fiber cable which in our case was 160 meters.   
2.1.1 SYSCON  
The overall system has one master controller, which can control data acquisition, front-end 
gain, and the power supply to all the modules.  It also monitors the temperature inside the wet end 
casing and also for any water leakage in the system. Fig. 2.4 shows functional diagram of 
SYSCON.   
 
Figure 2.4 SYSCON Functional Diagram  
The SYSCON was built around an ARM based processor, STR912.  The receiver 
communicates with SYSCON via one of the optical Ethernet link.  The wet-end system was 
equipped with 3 environmental monitoring sensors, 2 temperature sensors interfaced through the 
I2C bus and one leak detector connected via GPIO.  The OCX (oven controlled oscillator) 
provides a low drift external clock for generating the sampling clock for the DAQ.  The SYSCON 
generates the actual sampling clock using the OCX and its internal pulse width modulator 
(PWM).  Three GPIO pins were programmed to provide the 3-bits for front-end Programmable 
Gain Control (PGC).  The SYSCON also controls the power supply to DAM and sensor modules 
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through solid state relays (SSR). These various functions performed by SYSCON are all achieved 
through commands sent over Ethernet from the dry-end system by the operator. 
2.1.2 Data Acquisition Module 
The DAQ card supports external trigger to sample the signals and this was utilised for 
sampling all 64 channels simultaneously.  All 8 DAQ cards are synchronised by connecting their 
sampling clocks to one common source (SYSCON).  The functional diagram of Data Acquisition 
module is shown in Fig. 2.5.  The sampling clock triggers the “Sample & Hold” circuitry to hold 
the 64 analog voltages simultaneously.  Then, the 8 high-speed ADCs convert them to digital 
signals sequentially.  The DAQ fills its internal FIFO with 196 Mbits of data per second during 
acquisition.  This is well below the PCI bandwidth (132 Mbytes/sec).  The SBC sets the DAQ 
with threshold number bytes required to initiate the data transfer to SBC.  Once the FIFO is filled 
with more than this threshold data, it notifies the SBC.  The SBC then initiates a DMA transfer to 
its internal memory. 
 
Figure 2.5 DAM functional Diagram  
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The real-time data transfer from the DAQ required a real-time operating system or a very 
light weight non real-time OS.  The light weight Linux distribution “TinyCore Linux” running on 
the Intel Atom CPU was able to transfer the real-time data to internal memory.   A highly 
efficient way to transfer this data to the surface system is over Gigabit Ethernet. The SBC has an 
onboard Ethernet Network Interface Controller (NIC).  Using the connection-oriented TCP/IP 
protocol, the data is transmitted to the dry-end system without packet loss.  The efficient 
implementation of TCP/IP in Linux supported the deployment of Linux-based operating systems 
on both wet and dry-end systems. 
2.1.3 Data Transmission 
Two commercial Gigabit Ethernet switches are used to connect all the DAM modules and 
send the multiplexed data to the server.  The dry-end server and wet-end system are connected by 
a 160 meter cable.  The requirement of driving high speed data over the long distance (160 
meter), was satisfied by two RJ45 to SFP media converters to convert the copper Ethernet to 
optical Gigabit Ethernet link at the wet-end.  This optical link is converted back to copper link by 
two more media converters at the dry-end side. 
2.1.4 Auxiliary Sensors 
Auxiliary sensors are required to ensure smooth and safe operation of system in the field.  The 
system is equipped with two temperature sensors and one leak detection sensor for safety 
purposes. The outputs of these sensors were monitored via SYSCON through queries.  The water 
leakage will force SYSCON to shutdown power to all modules.  If the temperature reaches near 
the maximum operating range specified for the hardware, the SYSCON will alert the operator and 








2.1.5 Power Supply Design 
One of the challenges the author faced during power supply design was the management of in-
rush current when the complete system was switched on.  There are 508 sensor modules and 
associated electronics in the system, and switching all modules ON at the same time would cause 
a high instantaneous input current.    
 
Figure 2.6 Power supply scheme 
 
A solution to address this problem is to divide the total load into smaller sections and turning 
the units on one by one.  Fig. 2.6 shows the typical power supply distribution scheme we 
employed. 
The total front-end electronics load is divided into four quadrants and each quadrant is 
equipped with a dedicated 100 W power supply unit (PSU).  Each quadrant is further divided into 
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4 sub-quadrants.  The sub-quadrants are controlled by four solid state relays (SSR).  These SSRs 
are controlled by SYSCON with commands from the dry-end server to turn them on one after the 
other.  This approach activates only 36 sensor modules powered by one power supply at any one 
time.  To optimize power consumption the SYSCON powers up the sensor modules only for the 
period of acquisition; this is decided by the schedule of acquisition.    
2.1.6 Programmable Gain 
Programmable gain control (PGC) is an important feature in any underwater acoustic system.  
The strength of the signal varies depending upon the sea environment.  A fixed front end gain will 
not help to utilize the full dynamic range of the ADC.  For example setting a high gain may lead 
to ADC bits saturation if operated in high acoustic activity area.  Similarly a very low gain may 
not utilise the full capability of the ADC in a low acoustic activity area.  The 3-bit control allows 
up to 8 different gain setting.  PGC control bits are generated at the SYSCON and the same gain 
is applied across all sensor modules.  Fig. 2.7 shows the PGC wiring strategy. 
 
 
Figure 2.7 PGC wiring Strategy 
 
The sensor modules are connected to an interface module (IM), which has provision for 
connecting up to 10 of them.  The SYSCON supplies PGC bits to the nearest interface module. 
 The bits are cascaded and buffered through IM to provide PGC bits to other sensor modules.  
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This approach effectively propagates PGC bits to entire sensor modules with less cable routing.  
This approach also helped in locating the faulty IM board (by tracing PGC) during assembly.  
The introduction of PGC provided some operational flexibility when operated in different 
environments compared to the previous system. 
2.1.7 Dry-end system 
The primary function of the dry-end system is to receive the acoustic data from 8 wet-end 
computers (DAM), and command/control the entire wet-end system through SYSCON.  The 
system at the dry-end should be fast enough to receive streams of TCP/IP packets from wet-end 
computers.  The dry-end receiver system is an industrial “tower-server” computer, powered by 2 
Intel Nehalem Processors with two onboard Gigabit Ethernet network controllers.   
 
 
Figure 2.8 Block Diagram of ANI System 
The storage media used is a RAID-0 array of four 1TB SATA hard-disks.  The RAID-0 
configuration is about 4 times faster (as compared to a single HDD) in hard-disk writing speed 
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due to the use of 4 disks.  Fig. 2.8 shows the block diagram of the complete system.  The dry-end 
server is also equipped with 2 NVIDIA – Tesla C1060 PCIe GPGPU (General Purpose Graphics 
Processing Unit) cards for signal processing.  Each card delivers up to 1 Terra FLOPS of 
computing power.  The GPU provided critical assistance in processing the field data. 
This is a major improvement from the previous system in terms of both cost and 
complexity.  The earlier system with fibre channel technology required 4 Raid-0 arrays of 14 
fibre channel hard disks each to cater for the 54 embedded processors.  The four raid arrays were 
controlled by four PC platforms for receiving and writing the data, all in a synchronised manner.  
The processing was carried out on a PC cluster which was about 5 times costlier and bulkier. 
2.2 Software Architecture 
The software architecture used a simple nested producer-consumer model.  There are 8 
producers (DAMs or clients) and one consumer (dry-end server).  Each producer produces data at 
the rate of 196 Mbits per second so that the consumer receives an overall data rate of 1.6 GBits 
per second.   
In addition to accepting sensor data from the embedded clients, the dry-end server also 
acts as a net-boot server for each client.  This allows the clients to obtain an OS image from the 
server at boot-time itself, thus eliminating the need of an onboard flash disk/HDD for booting an 
OS (In the earlier system each embedded system had the OS stored in a compact flash disk 
attached to each of them at times causing reliability issues while booting up).  The “TinyCore 
Linux” distribution client OS supported this net-boot feature.  Each of the 8 clients receives an IP 
address from a DHCP server program (running on the server) at boot-up.  The clients are 
controlled from the server using remote shell protocols such as SSH (secure shell).  The server 
application software (which waits for and handles client connections) is launched prior to 
remotely launching the client acquisition application software.    
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2.2.1 Server Architecture 
The server’s main job is to read data from the clients.  It checks for integrity of data before 
writing them to the storage disk.  The server-clients use TCP/IP protocol for reliable data transfer.  
Even though TCP/IP implementation on Linux was very efficient, the requirement of server 
processing power is also very high, as it needs to communicate with eight clients concurrently.     
The server is powered by two quad-core processor with Intel Hyper Threading technology 
allowing up to sixteen threads to run concurrently.  The data acquisition process is initiated by the 
server which is connected to 8 clients and the ARM-based system-controller (SYSCON).  The 
server-side application gathers the acquisition parameters such as the period of acquisition, 
programmable gain values, etc from the user and waits for client-side applications to request for a 
connection.  The server then creates eight processes upon request from the clients and sets up the 
acquisition on the clients.  The server software architecture and flow diagram are shown in Fig. 9 
and 10 respectively. 
Once the acquisitions begin, each process creates two threads, a read thread (producer) and a 
write thread (consumer).  The producer then reads the data from the Network Interface Controller 
(NIC) to a linked-list array of buffers in the main memory (RAM).  The consumer reads the data 
from this buffer-array and writes to files on the disk-storage.   
          
 
        Figure 2.9 Server Software Architecture                              Figure 2.10 Client Software Architecture 
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2.2.2 Client Architecture 
On the server’s request each client runs a data acquisition application that transfers data 
from its 64-channel ADC card (on its PCI bus) to the server.  When the SYSCON is requested by 
the user (at the server) to enable the sampling clock, all the ADC cards acquire data and fill their 
respective FIFOs.  Each client’s job is then to read the data from its ADC card’s FIFO to its main 
memory (RAM) and write it to NIC for transmission over Ethernet (TCP/IP) to the server. The 
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The client software architecture is also a producer-consumer model similar to the server 
software.  The producer thread reads the data from the ADC card and fills in to the double buffer 
in the main memory.   
2.3 Noise Reduction 
One of the most challenging aspects of designing any underwater data acquisition system 
is to have the sensor signals free from in-band noise.  Since the band of interest is very large (25 
KHz to 85 KHz), noise from various sources could intrude in to the operating bandwidth.  For an 
imaging system, the in-band electronic noise will appear as a target pixel at the broadside, 
because it will be coherent across all the sensor data.  The various noise sources are switching 
noise from the DC-DC converters, thermal noise, electronic noise and electromagnetic 
interference (EMI).  Amongst these switching noises from the DC-DC converters were found to 
be the most dominant one in our design.  Selection of switched mode power supplies played a 
vital role in a low noise design.  In our application we found that high power small form-factor 
DC-DC converters were the major contributors of noise.  These converters were switched at very 
high frequencies to minimise the size.  Fig. 2.12 is a spectral plot of one of the acoustic channels 
when powered by a high frequency compact DC-DC converter.  Switching noise (picked up 
through conduction and radiation) from these tiny modules generated multiple in-band tonals.  
Several filtering attempts were made to remove these tonals, but without much success. 
 
Figure 2.12 Effect of HF compact DC-DC converter 
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In our final design the DC-DC converters selected were such that the 3rd harmonic of 
their switching frequency was well below the lower cut off frequency (25 KHz) to keep the in-
band noise as low as possible.  Fig. 2.13 is a spectral plot of the same acoustic channel when 
powered by the low frequency DC-DC converter.   
 
Figure 2.13 Effect of LF DC-DC converter 
 
Although these converters were bulky, they were less noisy and very effective for high 
frequency broad band underwater systems.  The complete wet-end system is designed to work 
with single voltage.  The single and low voltage design (5V) eliminated cascaded converters, 
which greatly reduced electronic noise in the system.  The system was powered from lead-acid 
batteries to avoid any conducted electromagnetic interference generated by alternative power 
sources such as a generator or inverter.  This is possible mainly by the reduction in power 
consumption by about 76% from its former counterpart.  The current design consumes a power of 
only 450W as against the 1700W of the earlier system. 
2.4 Overall System  
 The system was designed, developed and integrated at the Acoustic Research Laboratory, 
National University of Singapore. The system photographs are shown below to illustrate the 





 Figure 2.14 System photograph during integration  
   
 
Figure 2.15 System photograph during integration & field trial 
2.5 Summary 
 A unique architecture for an underwater imaging array has been developed with 
improved reliability, higher endurance and bare minimum power consumption at a lower cost 
compared to its previous counterpart. The detailed hardware and software design have been 
described in this chapter. We used eight 64-channel embedded PC104 based data acquisition 
modules to sample 508 acoustics transducers and transferred the data over Giga-bit Ethernet line 
to the receiver platform.  We used programmable gain amplifiers to set front-end gain (based on 
the acoustic activity in the field) which was absent in the predecessor. The Hierarchical noise 
reduction approaches discussed in this chapter were used to eliminate the in-band noise. The 
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ROMANIS-II consumed only 24% of the power of ROMANIS designed in 2003. The well 
known protocol mode of data transfer (TCP/IP) made the onboard electronics expandable and 
reconfigurable in minimal time. Further, it was proven that, Gigabit Ethernet with fiber extension 
can even transmit up to 80% of its capacity over hundreds of meters without any special 
requirements. The system, though developed for ANI in underwater, may find use in other 
applications that require large volumes of data to be collected and transported to long distances 




3. BASIC SIGNAL PROCESSING 
On April 2010, ROMANIS-II wet-end array along with its receiver platform was 
successfully developed and tested in acoustic tank at ARL facility. The wet-end receiver, 
powered by 2 nVidia Tesla GPGPU is capable of delivering 2 TFLOPS of computing power. This 
near real time, portable super computing platform is capable of analyzing ROMANIS-II data in 
the field. In this chapter, we discuss a basic imaging technique used to analyze data in the field. 
3.1  Data Processing and Imaging 
The ambient noise imaging studies requires high quality ambient illuminated data sets 
and aim of this thesis is to bring out an optimum algorithm for ANI. But a simple image 
processing algorithm was required at the field to verify the data. Conventional SONAR imaging 
techniques were used in the field to analyze data in the field. Fig 3.1 shows the signal processing 
blocks for conventional SONAR imaging technique.  
 
Figure 3.1 ANI Basic Signal Processing Blocks 
The first part of the data processing involves pre-processing of the data from the sensors, 
checking their quality, removing bias and applying normalisation. In the acoustic tank test, it was 
found that more than 95% of the sensors were providing high quality data; this information we 
planned to present to the user in the form of a sensor health diagram. The data from ‘good’ 
sensors (sensors respond to acoustic input) are then run through the beamforming algorithm to 
form beams. The beamforming algorithm used was an optimised frequency domain porting for 
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2D sparse array [15] and its parallel version was implemented on GPU7
3.1.1  Pre-Processing 
. The use of a high end 
GPU processor (TESLA-C1060 from NVIDIA) for parallel computation helped speed up the 
beamforming and the system was able to form images within minutes of acquiring the data. The 
near real-time data processing capability of the receiver, made it possible to assess the quality of 
the data in the field. At the post processing stage, the individual beam is analysed for any possible 
SONAR reflection from the object and pixel value is assigned to each beam based on its 
reflection strength. The final stage is interpolation before display; till this stage, the number of 
pixels of the image is equal to the number of beams. Interpolation block helps to increase the 
resolution the image. 
 Even when all the sensors are receiving the same acoustics input, the statistics like mean 
and variance of the sensor output may vary among the sensors. These variations arise due to the 
differences in sensitivities and DC offsets among the sensors.  The pre-processing stage ensures 
that sensor signals are normalized to remove the above variations before this reach the beam-
forming stage. First, the individual sensor’s mean (DC offset) is computed and removed. Next, 
the sensors which do not respond to the acoustic input are identified by estimating its variance 
(AC power) and are not supplied to the next stage. Finally, all the sensors signals are normalized 
with respect to the reference sensor (calibrated) located at the center of the disk. 
3.1.2  Beamforming 
For the entire research study, we used the simple conventional beam-former developed 
for ROMANIS in 2003. The details and the optimum realization of conventional beam-former 
(CBF) used in our studies is included in the reference [15]. The summary CBF specifications are 
listed in Table 3.1 for a quick reference. 
                                                 
7 Thanks to Mr. Manu Ignatius; He implemented beamformer algorithm on GPU and achieved 36 times speedup when 
compared to a 2.8GHz AMD Athlon single core machine 
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The ROMANIS was designed to be a compact array, with the surface of the sensing area 
fully covered by acoustic sensors. 
Parameter Value 
Type Conventional 
Realization domain Frequency domain 
Number of beams (Azimuth x Elevation) 288 (24 x 12) 
FFT Length 64 Samples 
Number of frequency bins 23 
Bin Resolution ~3KHz 
Field of View  17 deg x 8.5 deg 
Best Angular Resolution 0.7 deg x 0.7 deg 
Maximum Wavelength 75mm 
Minimum Wavelength 15mm 
Table 3.1 Beamformer parameters 
Although this yields a fully populated array for broadside beamforming, the finite size of 
the sensors leads to a sparse array (with directional sensors) when steering the beam. The 
objective of the design was to get a reasonable beam resolution of 0.7 deg (both in azimuth and 
elevation) at the highest frequency of operation (85 kHz). This would need an aperture of 1.5m 
diameter and a large number of Omni-directional elements spaced at half wavelength (~8mm) to 
populate the array if the conventional design approach is followed.  
Apart from the requirement for a large number of elements, the data sampling as well as 
the computational requirements for beamforming would also be prohibitively high. There were 
two obvious choices to reduce the number of elements and hence the cost and computational 
complexity; one was to reduce the array aperture and the other to increase the spacing between 
elements. The first approach would reduce the beam resolution while the second approach would 
result in a grating lobe problem that would compromise on the array performance. An innovative 
third approach of using physically large (and hence directional) sensors (1”x1” size) was explored 
as an alternative.  
This approach not only reduced the number of elements but also increased the broadside 
sensitivity because the entire front surface of ROMANIS captures the acoustic energy. The 
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grating lobes of the array beam pattern fall exactly at the nulls of the element beam pattern when 
the beam is steered to broadside, thus yielding good beamforming performance.  However, when 
the beams are steered away from the broadside, as the individual element beam is fixed and 
cannot be steered, the array side lobes move away from the nulls and become significant.  
 
Figure 3.2 Broadside and Off-broadside Beam pattern8
This is illustrated in Fig 3.2 above. For a periodically spaced element array, the spatial 
aliasing due to the spacing of a pair of elements occurs at the same angle. But by using aperiodic 
spacing of the elements, the aliasing occurs at different angles and thus the grating lobes are 
wider but less sensitive. The final array configuration was arrived at through an optimisation 
algorithm using Principal Component Analysis and Simulated Annealing [15]. The average SNR 
was used as the primary metric to optimize while ensuring the other performance metrics such as 
beam direction, main lobe strength and beam width are within acceptable limits. The solution to 
the optimisation problem resulted in a compact array of 1.5m diameter with 512 elements and a 
field of view (FOV) of 17 deg in azimuth and 8 deg in elevation and well suited for shallow water 
 
                                                 
8 Thanks to Dr. Mandar Chitre; This figure is reproduced from [15] 
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scenarios. Multi-resolution beamforming algorithms were adapted and optimized for use with this 
array. The system has a resolution of 24x12 beams in azimuth and elevation respectively (288 
beams to cover the total field of view).  
  The computational complexity of conventional beam-former is less in frequency domain 
[15]. Also, the frequency domain output reduces the computational load in the post processing for 
band limited analysis. The beams can be analysed at different frequency without any filtering.  
3.1.3 Post Processing 
The goal of the post processing is to condense the information contained in the 
beamformer output and aid in the detection of acoustic reflections from objects. The beams, 
which received reflection from the object, will have higher energy than others. The most 
commonly used Conventional Energy Detection (CED) technique was implemented, as it 
provides good detection at very low computational cost. On the desired frequency bin of the 
beamformer output xf, the beam energy Sb of beam k was estimated using: 
      𝑆𝑏𝑘 = ∑ 𝑥𝑓𝑖𝑁𝑖=1                         (3.1) 
Where, N is the length of the beam-formed signal. The estimated beam energy values are 
interpolated before they are presented to the user. 
3.1.4 Interpolation 
 The acoustic image at one stage needs interpolation for resizing. The 24x12 pixel 
acoustic image need minimum 4 to 8 times interpolation to make it presentable to the viewer. 
Interpolation is a method of constructing new data points within the range of a discrete set of 
known data points or simply it is process by which a small image is made larger. Several 
interpolation techniques exist and can be found in the literature [12, 13]. The most commonly 
used methods are the nearest neighbour, linear and spline interpolation techniques. The numerical 
accuracy and computational cost of interpolation algorithms are directly tied to the interpolation 
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kernel. Most of our images are interpolated with linear kernel and some images with spline kernel 
as well. 
3.2 Simulation Result 
 To test the basic imaging technique discussed above, a simulated data set was created 
with two test targets at various locations in the FOV. The data set was then processed and 
compared with the results obtained. Figure 3.3 shows a sample image obtained during the 
simulation test to verify the basic imaging technique. 
 
Figure 3.3 Basic Imaging simulation result 
3.3 Summary 
 In this chapter, we discussed a simple basic imaging technique developed to analyze the 
experimental data sets in the field. We implemented the existing conventional beamformer 
originally developed for ROMANIS in 2003 in GPU along with a low cost CED post processing 
technique. The solution was tested in the laboratory with simulated data sets.  
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4. ANI EXPERIMENTS 
Ambient noise imaging utilizes source of opportunity which is snapping shrimp noise. 
The only place where the snapping shrimp illuminated data sets can be recorded is shallow water 
region. Since underwater experiments are very expensive, proper planning and execution is very 
important. In this chapter, we discuss ambient noise imaging experiments conducted using 
ROMANIS-II and some preliminary results obtained with basic imaging techniques, discussed in 
the previous chapter. In May 2010, a month long experiment was conducted in Singapore water 
(Location: 1 deg 12.9670' N and 103 deg 44.3814E). 
 An illustration of the experimental set up is shown in Fig 4.1. A barge (AST Anchorer 
from MER Afloat Pte Ltd, Singapore) measuring 27x5.7m with a 6 ton rated crane was used for 
the deployment of ROMANIS and the target frame. The barge was moored using four 1.5-ton 
Danforth anchors. ROMANIS was deployed on the port side about 5m away.  
 
Figure 4.1 Sketch of Experimental Configuration9
A stationary target was placed on the starboard side at about 65m so that close-up images 
could be obtained. The mobile targets used were the STARFISH Autonomous underwater vehicle 
 
                                                 
9 Thanks to Dr.Venugopalan Pallayil; This figure is reproduced from [25]  
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(AUV) developed at ARL and open circuit scuba divers. In addition a 0.5 m diameter subsurface 
buoy was also employed as one of the targets for imaging. The target frame was initially 
positioned at 118m away from the barge and later it was moved to 68m distance as the frame is 
too small compared to the beam width above 100 meters.        
 
4.1  System Setup 
 Even though the system was well tested in fresh water at the Laboratory acoustic tank, 
actual sea water test was essential to calibrate the system before the experiments. The system was 
switched on after 12 hrs from the time of deployment in sea water and tested for “Water-Leak”, 
the leak sensor in the system reported “No-Leak”.  Then the system was kept ON for more than 
60 minutes to monitor the heat in the system, the temperature remained 72o C and no embedded 
computer inside the disk triggered self shut down.  
4.1.1 Sensors Health 
  Each acoustic element is of size 5x5 cm and its sensitivity is -190dB, the pre-amp stage 
provides fixed gain of 46.24 dB followed by programmable gain.  
 
Figure 4.2 Sensors health diagram 
So the total sensitivity is equal to -190 dB + 46.24 + (PGC) x 3dB. For a given 
programmable gain settings, ideally all the sensors signal’s standard deviation should be same. 
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But in actual case it was not the same. Fig. 4.2 shows 508 sensor’s standard deviation. By 
comparing the signal strength with respect to the calibrated reference sensor located at the center, 
individual sensor’s health can be obtained. It was found that almost 95% of the sensors were at 
good health and few sensors response was very weak. This required normalization of sensor 
signals with respect to the reference sensor. 
4.1.2 Gain Selection 
 Proper programmable gain settings were required to use full dynamic range of ADC. The 
acoustics activity of the  shallow waters varies with time; especially the background noise is very 
high when there is a current in the water. Fig. 4.3 shows the change in power spectral density 
with the different PGC settings. Throughout the experiment the acoustic activity were monitored 
for every one hour and optimum gain settings were applied to front-end electronics. 
 
Figure 4.3 PSD with different gain settings 
 The system has an electronic noise pick up at 78 kHz and its impact is less with higher 
front end gains. Since it is coherent across all the sensors, Image processing at this frequency will 
result in a ‘dot’ at the centre of the image. 
4.2  System Alignment 
The second part of the experiment involved alignment of the target frame within the field 
of view (FOV) of the ANI camera. For this purpose a pinger (37.5 kHz frequency generating 
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100ms pulses at 1s intervals) was positioned on the target frame. Its location with respect to the 
centre of ROMANIS was estimated by measuring the time delay across the sensors. Four sensor 
elements along the circumference of the camera were selected for the computation of the delays. 
The divers adjusted the position of the camera until the pinger appeared well within the FOV. 
Once the ROMANIS look direction was established, ambient noise recordings were taken at 
different intervals and during various times. The experiments were mostly restricted to daylight 




Figure 4.4 Pinger and its image during alignment 
4.3  Acoustic Imaging Experiments 
 In a month long trial with ROMANIS, targets like sub-surface buoy and target panel 
frame were used to form images of the static targets, and AUV (autonomous underwater vehicle) 
and Divers were used as mobile targets.  
4.3.1 Sub-surface Buoy 
 A subsurface buoy (1.2 m diameter) was made to swing in front of ROMANIS Camera at 
a distance of 15 meter. The buoy was lowered by attaching it to a crane with 140 kg dead weight.  
The buoy was held stationary exposed with ambient noise illumination and data recordings were 
done with various PGC settings. The conventional beamforming along with energy detection 
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technique was able to image the subsurface buoy at 15m distance in the field. Fig. 4.5 shows the 
buoy (left) and its acoustic image (right) using CED obtained in the subsurface buoy experiment.  
   
Figure 4.5 subsurface buoy and its ambient illuminated image 
 The air trapped inside the buoy offers very high impedance difference as compared to sea 
water, and hence it reflects sound. The Image obtained in this experiment is of very high strength 
with no background noise. But it was not consistent and required further detailed processing. 
4.3.2 Target Frame 
 A stationary target frame was placed on the starboard side at about 68m range. This target 
frame was set up using 5 units of closed cell neoprene sheets mounted on aluminium panels to 
form a shape as shown in Fig. 4.6. Each panel was 1m x 1m x 6mm in size.  
 
 
Figure 4.6 Photograph of target frame deployment 
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  The neoprene sheets traps air bubbles and that offers high impedance difference in water 
to reflect sound. Different shapes can be obtained by adjusting these panels. The simple energy-
detection method used in the field did not produce any image of the frame. However active and 
ambient noise illuminated data sets was collected for detailed research study. 
4.3.3 Divers 
 Underwater diver detection has a very strong application in harbour defence. And hence 
an attempt was made to image underwater divers in this experiment. Two commercial drivers 
were tasked to swim in FOV of the ROMANIS at various ranges from 40 to 70 meters. The 
divers were carrying twin cylinders for breathing.  The compressed air offers very high 
impedance difference in the water to reflect sound. Figure 4.7 shows a photograph of a diver in 
the water. 
 
Figure 4.7 Photograph of a diver in water10
In the field, the conventional energy detection method failed to image divers; however 
ambient illuminated data sets were collected during the trials. 
 
4.3.4 Autonomous Underwater Vehicle 
 During the data collection process, the STARFISH AUV (indigenously developed by 
ARL) was also conducting experiments in the area (Fig. 4.8). This gave us an opportunity to run 
the vehicle in the FOV of ROMANIS to create acoustic video from the sequence of images.  
                                                 




Figure 4.8 Photograph of STARFISH AUV 
 
Figure 4.9 Images of STARFISH AUV captured while swimming across ROMANIS 
The AUV was cruising at a speed of 2 knots and at a range of 120m from the ANI 
camera. During this data collection, an acoustic pinger mounted on the AUV actively pinged 
(1ms) once a second. Nevertheless careful analysis indicates that ambient noise illuminated 
images of the AUV are visible during the time interval when these transmissions were not taking 
place. A sequence of still images derived from the video is shown in Fig. 4.9.  
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The results from AUV experiment suggested that ROMANIS is capable of recording 
acoustic videos of moving object at ranges in excess of 100m.  
3.6 Summary 
 The ambient noise imaging experiments carried out at off Singapore shore provided 
valuable data for ambient noise imaging research studies. The reliability and the system 
performance were found good. The trouble free imaging array (ROMANIS-II) allowed the 
researchers in the field to focus on the experiments. ANI experiments for both static and mobile 
targets conducted successfully. Acoustic images of few experiments were produced in the field 
itself with simple energy-detection technique. The team could conduct experiments using a target 
frame with only one shape, as various shapes could not be changed due to the heavy underwater 
current and lack of man power. For all the targets that are discussed in this chapter, active 
illumination with various signals was also conducted for various future research purposes.  
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5. INCOHERENT IMAGING 
The research on ambient noise imaging can be progressed in two major directions. The 
first method involves optimization of beam-former for a preset post-processing algorithm. The 
other method is to design optimal post processing algorithms for a beamformer. The second 
method of research is of high interest to us. This thesis covers only the research studies on post-
processing algorithms for ambient noise imaging. The basic imaging technique discussed in the 
previous chapters, produced good images for certain targets in the field. In this chapter, we 
discuss post trial analysis using existing ambient noise imaging techniques. 
5.1 Spatial Correlation Imaging 
 This second order imaging technique for ANI was proposed by Potter & Chitre [32]. 
Then Lim & Potter adopted this technique to form images with energy values of particular 
frequency bin (frequency-domain) [16]. But in this thesis we have tested this hypothesis with 
actual time series of beams (time-domain). The idea behind this technique is that the intensity 
time series of target beam (i.e. beams receiving reflected energy from the object) will cross 
correlate with higher value than correlations with non-target beams. There are 24x12 beams, a 
cross correlation matrix Rij is computed by correlating each beam with all other beams. The 
diagonal elements of this matrix are variance of each beam and the non-diagonal elements are the 
zero-lag cross correlations between two different beams.  




 The two beams associated with the minimum Rij are taken to be reference target and non-
target beams and are used as seeds to form target and non-target sets. The extent to which other 
beams correlate to these two seed beams can be used to segregate the target and non-target 
beams. The partitioning algorithm segregates this target and non-target pixel and assigns pixel 




Figure 5.1 Spatial Correlation Imaging 
 Fig. 5.1 shows the processing stages involved in spatial correlation imaging (SCI) and 
Fig. 5.2 shows the comparison between spatial correlation imaging versus conventional energy 
detection imaging of the sub-surface buoy at 15m described in section 4.3.1.  The limitation with 
SCI method is that it cannot image object size, less than one beam width, i.e. object which are 
less than one pixel size.  
 
Figure 5.2 SCI imaging Vs CED imaging 
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The spatial correlation imaging is a highly computational intensive technique, since it 
involves computation of 288x288 cross correlation matrix.    
5.2 Data Fusion Technique   
The conventional energy detection technique used in the field produced good images at 
short range (<20 meter), but image consistency was not achieved at short range and even at long 
range.  Energy is just one among many features of a beam; better imaging is possible if we extract 
more than one feature of a beam and assign pixel value based on linear combination of the 
features. This requires help from a clustering algorithm to segregate the features belong to target 
and non-target. This technique we can refer as Multi-feature (data fusion) Imaging. Fig. 5.3 
shows the block diagram of multi feature based imaging. 
 
Figure 5.3 ANI using Multi features clustering 
5.2.1 Feature Extraction 
 Feature extraction is a special form of dimensionality reduction. When the input data to 
an algorithm is too large to be processed and it is suspected to have less information (much data, 
but not much information) then the input data can be transformed into a reduced representation 
set of features (also called features vector). Transforming the input data into the set of features is 
called feature extraction. The beamformer streams out 23x24x12 (Number Of frequency bin x 
Azimuth x Elevation) complex values to process. Depending up on the analysis window length, 
this data stream can be sliced and taken for feature extraction. 
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5.2.2   Gaussian Features 
 To begin with, Gaussian features were extracted; Gaussian kernel is widely used in many 
image processing applications, simply because of its low computation cost. The mean μ and 
variance σ2 are the two features of a Gaussian model and they are relatively simple to extract. 
Since the beamformer output is complex value, the standard equation for Gaussian parameter 










Figure 5.4 Gaussian feature extraction 
The estimated Gaussian parameters (mean μ, variance σ2) can be taken further for 
clustering. 
5.2.3 Symmetric-α-Stable Features 
  Since the ambient noise is highly impulsive, it cannot be characterised by 
Gaussian distribution.  Snapping shrimp noise is well modelled by Symmetric-α-Stable (SαS) 
random process and it is shown as a best fit for Singapore shallow water [18]. The probability 
density function (PDF) for impulsive noise decays less rapidly than the Gaussian PDF,  leading 
to heavy tails. The family of stable distributions provides a useful theoretical tool for such signals 
[33]. Stable distributions are a direct generalisation of the Gaussian distribution and include the 
Gaussian as a limiting case. The defining feature of stable distributions is the stability property, 
which states that the sum of two independent stable random variables with the same characteristic 






















The stable distribution is described by four parameters: the characteristic exponent (α), 
the scale parameter (γ), the locaction parameter (a) and the symmerty parameter (β). An important 
subclass of the α-stable distributions, known as the symmetric α-stable (SαS) distribution is 
characterised by a = 0 and β = 0. The SαS distribution can be most conveniently described by its 
characteristic function [34]. 
            𝜑𝛼(𝜃) = 𝑒𝑥𝑝(−𝛾|𝜃|𝛼)                                 (5.3) 
In the above expression, α is the characteristic exponent controlling the heaviness of the 
tails. The scale parameter (γ), also known as dispersion, determines the spread of the distribution 
in a similar way to the variance in a Gaussian distribution. When α = 2., the SαS distribution 
reduces to a Gussian distribution and γ equals half the variance. For all other values of α, the 
variance of the stable distribution is infinite. A related parameter often used with stable 
distributions is c (defined as 𝛾1 𝛼� ), which plays the same role as the standard deviation for 
Gaussian random variable. 
 
 
Figure 5.5 SαS feature extraction 
Unfortunately, no closed form expression exists for the general SS PDF and cumulative 
distribution function (CDF), except for the Gaussian (α = 2) and Cauchy (α = 1) cases. However, 
there are efficient numerical methods for computing the PDF [35]. 
5.2.4  K-means clustering 
 K-Means clustering is an algorithm to classify or to group your objects based on features 
into K (in this case k=2; target and non-target) number of groups.  
γ, α 
SαS 
Features       Beam 
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K-means is the most famous and simple algorithm for clustering. The basic idea is, the 
features of the beam which received reflection from objects (target-beam) will have distinct value 
compared to the non-target beams. The k-means algorithm classifies these two groups and 
computes cluster centroid for each group (see Fig.5.6). The detailed description and 
implementation details of k-means clustering can be found in reference [11].  
 
Figure 5.6 k-means clustering11
 Once the beams are classified, then for each beam the pixel estimate can be computed 
based on the its centroid distances as described in the Eqn. 5.4. 
 
𝑃𝑖𝑥𝑒𝑙 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 =  𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑡𝑎𝑟𝑔𝑒𝑡 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑡𝑎𝑟𝑔𝑒𝑡 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 +𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑛𝑜𝑛 𝑡𝑎𝑟𝑔𝑒𝑡 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑         (5.4) 
5.3 Video Processing 
 For video processing, the above technique required a slight modification. The features of 
the beams are extracted by slicing the beamformer output data stream. The window length used 
for feature extraction depends on the frame rate required in the video.  This slicing produced 
‘jerk’ in the acoustic video during frame transition. Two solutions were tested to make smooth 
video frame transition. One solution is to use overlapping widow in the feature extraction stage 
and the other solution is to use an exponential-averager before the interpolation stage. The second 
                                                 
11 Figure is given only for illustration purpose. Not generated using actual acoustic data. 
49 
 
solution is much simpler interms of computation complexity. Fig. 5.7 shows the modified post 
processing block for video processing.  
 
Figure 5.7 Video processing for Multi feature imaging 
A forgetting factor α (range: 0 to 1) is introduced before the pixel estimates are taken to 
interpolation stage as described in the Eqn. 5.5. The value of α determines the smoothness of the 
video frame transition.  
        𝑦(𝑛) =  𝛼 ∗ 𝑥(𝑛)  +  (1 − 𝛼)  ∗ 𝑦(𝑛 − 1)               (5.5) 
5.4 Experimental Results 
 The experiment data of mobile and stationary targets described in section 4.3 are tested 
with the multi-feature cluster imaging technique. The following sections contain the results 
obtained using data fusion method.  
5.4.1 Sub-surface buoy 
 The multi-feature clustering method using SαS parameters produced better and consistent 
image of the sub-surface buoy at 15 meter. Fig. 5.8 shows an instant of acoustic video (ambient 
illuminated) obtained using SαS parameters. The SαS parameters could even image the hook 
attached to the buoy, which energy-detection and spatial correlation imaging failed12
                                                 
12 The data set used for section 5.1 and 5.4.1 is the same 
 to capture. 




Figure 5.8 sub-surface buoy image using SαS parameters 
5.4.2 Diver detection 
Divers carry compressed air tank for breathing, this can reflect sound. Since the tank 
cross sectional area is small the reflection signal strength will be very weak. Energy-detection 
was found to be ineffective to detect underwater divers. In the analysis, we found SαS parameters 
captured underwater divers at 60 meter range. It could also resolve two underwater divers.  
 
Figure 5.9 Image of two underwater divers at 60 meters 
Figure 5.9 shows an instant of acoustic video (ambient illuminated) obtained using SαS 
data fusion method. This video, tracking the entire movement of underwater divers at 60 meter is 




5.4.3 Surface Vessel 
 Figure 5.10 shows a single frame from the video generated using data fusion (SαS 
features) method for data which contained noise from moving vessel. For normal marine vessels, 
the acoustic signature has more energy in the low frequency region which is out of the acoustic 
band of ROMANIS system. The NUS owned research vessel named “GALAXIA” captured in the 
acoustic video has twin water jet propulsion system, which normally generates bubbles during 
propulsion. The collapse of these bubbles generates broad band noise and this enables ROMANIS 
to image using SαS features. This video, tracking the movement of surface vessel at about 500 
meter is included in the CD mentioned in section 5.4.1. 
  
Figure 5.10 Image of surface vessel (twin water jet propulsion) 
5.8 Summary 
 In this chapter, we discussed results obtained using some of the existing ambient noise 
imaging techniques found in the literatures are presented. First, a second order imaging technique 
called “Spatial correlation imaging” was tested with few data sets. Then, ambient noise imaging 
with multi-feature clustering (data fusion) approach is introduced. Since the SαS model is the 
closest fit for Singapore shallow water noise, it produced better and consistent image when 
compared to conventional energy detection. So far in our analysis, the divers were detected only 
with SαS features and it was found to be the best to image divers. 
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6. JOINT SOURCE LOCALIZATION 
For ambient noise imaging, shrimp snaps are the prime source for illuminating the object. 
As these impulsive snaps are compact but sparse in time, and arrive randomly, conventional 
techniques such as energy averaging in beams do not consistently produce good images. An 
alternative approach is to detect and localize individual snaps and then use these sources of 
opportunity as if they were deterministic sources at known locations to produce images. The 
approach can be thought of as bi-static sonar with random sources of opportunity.  
For ANI in Singapore waters, these shrimp snaps are the prime source of acoustic 
illumination. If a snap occurs within the view of the sensors on ROMANIS, we can detect the 
snap, locate its origin and then use energy of the snap to produce images. Once the individual 
snaps are localized with respect to ROMANIS, they can be treated as active sources for range 
estimation as well as imaging. Fig 6.1 illustrates the concept of ANI through source localization 
technique.   
 
Figure 6.1 ANI through Joint Source Localization     
6.1 Shrimp Snap Detection 
            Although complex snap detection algorithms exist, simple threshold detection techniques 
[9], [10] work remarkably well for our application. The threshold for snap detection was set as a 
multiple of the standard deviation (σ) of the sensor noise and detection declared by the snap 
detector when the sensor's signals exceed the value of the threshold. Fig. 6.2 shows shrimp snap 
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detection with 12σ as threshold. A blanking interval after each detection was used for snap 
detection because each snap was followed by a significant amount of oscillation and reflections. 
Fig. 6. 3 shows a large amplitude snap after which there is a period of oscillation that exceeds 3 
ms beyond the main impulse of the snap. To reduce the probability of false detection, snap 
detection was performed on five sensors of the imaging array. A snap filter combined these 
outputs and declared the occurrence of the snap if all the snap detectors (SD) detected the snap 
within the short time window.  
 
       Figure 6.2 Shrimp snap detection with 12σ                   Figure 6.3. Shrimp snap and its decay                                              
 
Fig. 6.4 shows the complete snap detection scheme. The snap detection could have been 
performed on all the sensors with a voting scheme, but the computation load for that would have 
been significantly higher. 
  





Figure 6.5 Example of snap arrival (surface)  
6.2 Snap Localization 
 Once a snap is detected, then the next step is to locate the snap for both imaging and 
ranging purposes. A snap may have arrived from surface, bottom, near field and far field. Surface 
arrivals are usually the reflections of snap produced by snapping shrimps, which usually lives on 
the bottom (unless there are structures around that offer homes to these shrimp). So one can 
judiciously eliminate the surface and far-field arrivals and process only near-bottom snaps. Far 
field snaps indeed back illuminate the objects, but acoustic image processing techniques with 
back illumination have not been considered here. An example of surface arrival snap plane 
(sensor position vs. time delay) is shown in Fig. 6.5. The location of the snap was estimated by 
computing the azimuth θa and elevation θe of the arrival, and then intersecting a ray along that 
direction with the sea bottom (assuming a flat bathymetry and constant sound speed profile over 
the range of interest). Once the snap location was known, the snap occurrence time was easily 
calculated. The azimuth (θa) and elevation (θe) were obtained by solving the mean-square 
minimization problem: 
[𝜃𝑎,𝜃𝑒] = 𝑎𝑟𝑔𝑚𝑖𝑛𝜃𝑎′ ,𝜃𝑒′ ∑ [𝜏𝑖  −  𝑓𝑖(𝜃𝑎′ ,𝜃𝑒′)]2𝑁−1𝑖=1        (6.1) 
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where τi is the measured time delay at sensor i with respect to a center reference sensor 
(see Fig. 6.6), and fi(θa′ , θe′ ) represents the computed time delay for sensor i if the arrival direction 
is given by (θa′ , θe′ ). If dxi and dyi are the x and y distances of sensor i with respect to the reference 






Once the angle of arrival was known, using the geometry shown in Fig. 6.7, the location 





The range ras and the time tas of snap occurrence were also calculated: 
                                 𝑟𝑎𝑠 = �𝑥𝑠2 + ℎ2                                           (6.7) 










Figure 6.6 ROMANIS Sensor Array 
 
 
𝑥𝑠  = ℎ ∗  tan(𝜃𝑒) ∗ sin(𝜃𝑎) 





Ref. Sensor ith Sensor 
𝑓𝑖(𝜃𝑎′ ,𝜃𝑒′) = 𝑚𝑥 ∙ 𝑑𝑥𝑖  +  𝑚𝑦 ∙ 𝑑𝑦𝑖𝑐  
 
(6.2) 
𝑚𝑥  =  cos(𝜃𝑎′ ) ∗  cos(𝜃𝑒′) 
 
(6.3) 






















Figure 6.7 Locating the snap 
6.3 Passive Ranging 
As explained in section 3.1 the beamformer used with ROMANIS produces 24 x 12 
beams spanning a 17o x 8o field of view [15]. For every snap that was located, we processed the 
beam-formed data within a window length (determined by the maximum range of interest) to find 
potential reflections (increase in beam energy) from a target. By making a static target 
assumption, we were able to identify likely targets where we consistently received an increased 
energy in a beam after every snap. This detection was performed at low end of the ROMANIS 
frequency band (25 kHz) because the target reflection is expected to be less directional at lower 
frequencies. As shown in Fig. 6.8, the time of travel td from the snap location to the target and 

































Figure 6.8 Passive Ranging  
 
Once td was measured for a target, the range rat of the target was computed using the 







where g(k) represents the time of travel from the snap location to the target if the target 




𝑥𝑡𝑘 = 𝑘 ∗ sin(𝜃𝑒𝑡) ∗ sin(𝜃𝑎𝑡) 
𝑦𝑡𝑘 = 𝑘 ∗ sin(𝜃𝑒𝑡) ∗ cos(𝜃𝑎𝑡) 





𝑔(𝑘) = �(𝑥𝑠 − 𝑥𝑡𝑘)2 + (𝑦𝑠 − 𝑦𝑡𝑘)2 + (𝑧𝑠 − 𝑧𝑡𝑘)2 (6.10b) 
td tas 
rst 
𝑥𝑠, 𝑦𝑠 , 𝑧𝑠 = 0  
𝑥𝑡 , 𝑦𝑡 , 𝑧𝑡  
𝑟𝑎𝑠 ,𝜃𝑒 ,𝜃𝑎 





𝑥𝑎 , 𝑦𝑎, 𝑧𝑎 
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6.4 Passive Imaging 
 The image resolution is better at higher frequency as the beams are narrower. Hence a 
50–65 kHz frequency band was selected for imaging. Once the range information of the target 
was calculated, then the image of the target was formed using the following steps. From each 
detected snap we computed the distance to the target and the expected time tex of reflection from 
the target. We then extracted the relevant data section from the beam-formed output. Since the 
locations of snaps vary, not all snaps illuminate the object completely. However, by combining 
the information of the visible object from various snaps through averaging, we were able to 
obtain a good image of the target.  
6.5 Experimental Results 
 During April-May 2010, we performed an experiment in Singapore waters to test the 
imaging capability of ROMANIS-II. We present the results from one of the data sets (Apr-11-
2010 17:05:27) recorded during this experiment. The ROMANIS array was deployed at the GPS 
coordinates 1o 12.968’ N, 103o 44.373’ E. A target (Fig. 4.3.2) was deployed at GPS coordinates 
1o 12.932’ N, 103o 44.367’ E. The estimated distance based on the GPS coordinates between 
ROMANIS and the target was 67 m. The details of one of the snaps in the data set are given in 
Table. 6.1. Using this data, the range obtained from (6.10a) was 67.4 m, very closely agreeing 
with the estimate from the GPS coordinates. 
Parameters Value 
Experiment Date Apr-11-2010 
Experiment Time 17:05:27 
θat, θet  85.4 deg, 89.5 deg 
Snap Detected time 1.8584 sec  
Snap Range 47.03 meter 
Snap Location (xs, ys, zs=0) 47.01m, -3.3m 
Snap Occurrence Time 1.8234 sec 
Reflection time from target (θat, θet) 1.87202 sec 
Time delay (td) 0.04862 
 
Table 6.1 Experimental Data for Ranging  
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Fig. 6.9 shows an acoustic image obtained using the passive imaging technique. This 
image is from a single frame where the illumination was favorable.  
 
Figure 6.9 Image with Single snap 
Fig. 6.10 shows images obtained after processing individual snaps where only part of the 
target was clearly visible. Fig. 6.11 shows a complete image of the target obtained by averaging 
the images with partially visible target. 
 
Figure 6.10 Images with Single snap 
 
Figure 6.11 Joint Source Imaging 
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5.6 3-D Acoustic Imaging 
 An emerging underwater imaging modality is 3D imaging using 2D transducer arrays. 
The underwater acoustic image (ANI) can be visualised in 3-dimension using source localisation 
method, with ‘x’ - azimuth, ‘y’ - elevation and ‘z’ – distance as third dimension. When a shrimp 
produces a snap, the Omni directional snap pulse travels in the water column at 1500 meter/sec. 
Like SONAR, the objects in the vicinity scatter this snap pulse one by one as it moves in the 
water column. This effect can be visualised in 3-dimension to get more clear view of objects in 
FOV of the imaging array. The 3D representation opens up for several nice features assisting the 
user in the interpretation of the image. 
For 3D visualisation, the water column is divided into volumes depends upon the 
resolution of interest in meters. The snap detector and snap localisation helps to detect & locate 
the snap. Once the snap is located, from then the beam-formed data can be analysed (energy 
detection for each volume individually) at required resolution to create volumetric data. For 
example if the required volume resolution is ‘w’ meters, then extract the energy of each beam 
with window length equal (number of samples) to t3N as described in  Eqn. 6.11.  
 
                       𝑡3𝑁 =  𝑤𝐶  ∗ 𝐹𝑠                                     (6.11)     
 
Figure 6.12 3D volumetric data processing 
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The 3D volumetric data processing is highly computation intensive and it increases with 
increase in volume resolution. 
 
Figure 6.13 3D visualization of underwater objects 
 Figure 5.13 shows one time instant of 3D visualization video where the target test frame 
is clearly seen. Acoustic 3D imaging helps to visualize multiple underwater objects with more 
details, especially separation and distance between them can be visualised.  
6.7 Summary 
 In this chapter, novel ANI technique using joint source localization is presented. The 
technique works by first detecting a snap on several sensors in the imaging array. The snap is then 
localized by using the time of arrival of the snap at all the sensors in the array and assuming that 
the snap originates near the sea bottom. Once the snap is localized in time and space, it is used as 
a known source in a bi-static sonar system to detect and locate a target. After a target is detected, 
an image can be formed using the beam-former output from the sensor array. Finally, multiple 
images of a target can be combined to produce a high quality image. This technique is able to not 
only produce high quality images of a passive target using ambient noise due to snapping shrimp, 
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but also able to estimate the range to the target and 3D visualization. The solution has been 




7. CONCLUSIONS AND FUTURE WORK 
7.1 Conclusions  
 With the aim to develop signal processing techniques for ambient noise imaging, we 
started with redesigning ROMANIS to capable of acquiring high quality data in water. A unique 
hardware & software architecture for underwater imaging system (ROMANIS-II) along with a 
compact dry-end receiver system was developed and its performance was evaluated through field 
trials. The re-engineered system addressed many issues of the previous ROMANIS including 
reliability and endurance. The power consumption of the wet-end array was brought down to 450 
watts, which is 76% less than its predecessor. This allowed us to power the system using 
batteries, thus eliminating the power line noises. In a month long trial in Singapore water, the 
system acquired more than 2 TB of high quality field data with minimal electronic noise. The 
near real-time compute capable GPU based signal processing platform, provided critical 
assistance in the field and found to be very ideal platform for ANI field experiments.  
 The data collected from the field was first used for evaluating the performance of various 
conventional imaging techniques. The data sets were processed using simple energy-detection 
method, and multi-feature based imaging. While the energy-detection method was found to be 
effective for noisy objects such as AUV and objects at short range, the SαS feature clustering 
method was found to be effective for detecting divers at medium range. Acoustic video of divers 
at 60 m was obtained with SαS feature clustering method, whereas all other methods failed to 
detect divers with the same analysis window length and for the same range. Based on the results 
we can conclude that, at very shallow water region, SαS feature clustering method performs 
better, while in deep sea, where the ambient noise tend to be more Gaussian, SαS features 
clustering method may perform as normal as energy-detection method.  
 In this thesis, we also proposed a new signal processing technique called “Joint Source 
localization” to image objects using snapping shrimp noise. Based on the understanding from the 
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conventional processing methods, we observed that synchronising the processing chain with snap 
occurrence would produce good images. It could also achieve in reduction in processing load. 
Then we developed a JSL imaging technique, where snaps are first detected, localized, and then 
used as a known source to image the object as in a bi-static sonar system. This technique was 
extended to passive ranging and 3D visualization as well.  About 70 meter range, JSL was able to 
passively estimate target range with less than 0.5 meter accuracy. The JSL method described in 
this thesis is found to be superior for imaging even very weak acoustic reflective objects.  
The results obtained and discussed in thesis did not make use of any prior knowledge of 
the objects. The techniques of passive ranging and 3D acoustic imaging of submerged objects 
using snapping shrimp noise, which we developed, are novel in the acoustic research community.    
7.2 Future Work 
We propose to improve the performance of the system to achieve real-time imaging. In 
the current implementation, all the data processing is done at the dry-end receiver and it demands 
huge computational power at the dry-end system. The real-time operation is currently limited by 
the computational resources available at the dry-end system. The required computational speedup 
can be achieved by adding a PC104 based DSP co-processor to each of the existing Data 
Acquisition Modules in the wet-end array. Then the existing eight embedded PC104 computers 
may be programmed to compute real-time FFT using the DSP platform, off-loading it from the 
dry-end receiver system. 
 Although acoustic 3D imaging using snapping shrimp noise is introduced in this thesis, it 
is not tested to a great extent due to the limited experimental data that was available. All the 
available data sets recorded were for a single target scenario. In future, more experiments can be 
conducted for multiple objects scenario. 3D visualisation using source localization technique 
discussed in this material can be obtained and proximity between objects could be computed. 
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Abstract:
The idea of using ambient noise for imaging underwater objects has been studied by many 
researchers, though not widely. The first Ambient Noise Imaging (ANI) camera namely ADONIS 
(Acoustic Daylight Ocean Noise Imaging System) was built in the Scripps Institute of Oceanography, 
USA and was tested out in the sea during 1994-96. The results obtained from field deployments 
demonstrated that ANI was indeed feasible by forming images of static underwater objects at a range 
of about 40m. Since then, DSTO Australia and ARL Singapore have been the only other two 
institutions that are known to have built their own ANI cameras and tested in the field. ARL deployed 
its ANI camera, Remotely Operated Mobile Ambient Noise Imaging System (ROMANIS), in 2003 and 
successfully produced images of static underwater reflecting targets placed at about 70m range from 
the camera; this is about twice the range reported from the ADONIS system.  In 2009, ROMANIS and 
associated receiver systems were rebuilt for reliable field operations and fast processing so that near 
real-time images could be created. In May 2010, a month long experiment was conducted in 
Singapore waters using the new version of ROMANIS. Near real-time images of both static and 
mobile targets were obtained at ranges close to 100m from the camera during this deployment. In this 
paper we present the ROMANIS system architecture, beamforming techniques and processing 
approaches along with the results obtained from field trials conducted in 2010.     
Introduction 
Underwater ambient noise imaging (ANI) was first proposed by Prof. Michael 
Buckingham in 1992 [1, 2] and the first ANI camera was built and tested successfully near 
San Diego in 1995 [3, 4]. This ANI camera, namely Acoustic Daylight Ocean Noise Imaging 
System (ADONIS), consisted of a 3m diameter dish with 128 hydrophones in its focal plane 
for beamforming and imaging. A second generation ANI camera was designed and built 
under the leadership of Dr. John R. Potter, who was a leading member in the development 
and testing of ADONIS and subsequently the Head of the Acoustic Research Lab (ARL) in 
TMSI, National University of Singapore. This system was called as the Remotely Operated 
Mobile Ambient Noise Imaging System (ROMANIS). In 2003, ROMANIS was successfully 
tested in the field and images of an underwater stationary object were formed at a range of 
about 70m [5]. This was almost twice the range reported by ADONIS. 
Although ROMANIS outperformed ADONIS in its data acquisition and imaging 
capability and had the advantages of reduced size and weight (almost half in its aperture size 
and weighing one-third), its reliable continuous operation in the field was limited to a few 
tens of minutes due to heat dissipation problems arising from its special construction (see 
next section for details). This required the system to be shut down and allowed to cool off 
between different acquisition sessions restricting the availability of data to a few seconds 
during each data acquisition session. In fact there was only one good set of data that was 
obtained during the 2003 field experiments that yielded the images of a static object. The 
reliability issue has since been successfully addressed by completely redesigning the 
electronics for the ROMANIS system which can now be powered using batteries and 
consumes only 40% of what it used to earlier. The new ROMANIS system was tested in 
Singapore waters in May 2010 and was successful in imaging both static and moving objects. 
We have collected over a TB of data during a deployment period of three weeks in the field. 
As the new system was operated using batteries, the data were of high quality and free of 
power line noise from the generators. The details of ROMANIS, experiments conducted and 
the imaging results obtained with static and mobile underwater objects are covered in the 
following sections.
ROMANIS Equipment Description 
A block schematic of the ROMANIS equipment is shown in Fig 1. ROMANIS is 
primarily a 2D broadband underwater digital ANI camera. The camera has an aperture of 
1.5m diameter and covers a frequency range of 25 to 85 kHz. This frequency band has been 
selected as the major ambient noise contributors in Singapore waters are snapping shrimp and 
the energy spectrum from its snap covers a wide frequency range. Though the energy 
spectrum of their snaps extends beyond 200 kHz, the above frequency band provides 
reasonable range and resolution for practical applications. Availability of compact and low 
power off-the-shelf data acquisition and transmission systems that meet our requirements 
were also a consideration in limiting the band to the above frequency band. There are eight 
PC-104 plus based data acquisition systems which sample 508 sensors at 200,000 
samples/second resulting in a 1.6 Gb/s data rate. The data is sent over a gigabit optical 
Ethernet link to the receiver on the surface. The receiver is a Dell Server with a GPU 
processing unit that allows near real-time beamforming and image generation from the 
acoustic camera. The system is powered using a 160V/8AH battery from the surface which is 
sufficient to acquire the data over a period of 5 hours. One of the special features of the 
ROMANIS design is that the sensor array is encapsulated using a dry-coupled neoprene sheet 
held in position by a vacuum. The vacuum ensures that no gas is trapped between the 
neoprene sheet and the sensor. This is in contrast to many of the conventional systems that 
employ individually potted ceramic elements adding significant weight to the system and also 
making it less accessible for maintenance.  On the downside, heat dissipation by convection 
was an issue with the above approach as the only way to conduct heat away was by radiation, 
which was not very efficient. This has partly been addressed in the new design by the use of 
low power high efficiency electronic components. A detailed description of the system is 
beyond the scope of this paper and those interested may refer to [6]. 

Fig 1 ROMANIS with its array configuration exposed (left) 
Array Design and Beamforming 
The ROMANIS array was designed to be a compact array with the surface of the sensing 
area fully covered by acoustic sensors. Although this yields a fully populated array for 
broadside beamforming, the finite size of the sensors leads to a sparse array (with directional 
sensors) when steering the beam. The objective of the design was to get a reasonable beam 
resolution of 0.7 deg (both in azimuth and elevation) at the highest frequency of operation (85 
kHz). This would need an aperture of 1.5m diameter and a large number of omni-directional 
elements spaced at half wavelength (~8mm) to populate the array if the conventional design 
approach is followed. Apart from the requirement for a large number of elements, the data 
sampling as well as the computational requirements for beamforming would also be 
prohibitively high. There were two obvious choices to reduce the number of elements and 
hence the cost and computational complexity; one was to reduce the array aperture and the 
other to increase the spacing between elements. The first approach would reduce the beam 
resolution while the second approach would result in a grating lobe problem that would 
compromise on the array performance. An innovative third approach of using physically 
large (and hence directional) sensors (1”x1” size) was explored as an alternative. This 
approach not only reduced the number of elements but also increased the broadside 
sensitivity because the entire front surface of ROMANIS captures the acoustic energy. The 
grating lobes of the array beam pattern fall exactly at the nulls of the element beam pattern 
when the beam is steered to broadside, thus yielding good beamforming performance.  
However, when the beams are steered away from the broadside, as the individual element 
beam is fixed and cannot be steered, the array side lobes move away from the nulls and 
become significant. This is illustrated in Fig 2&3 below. For a periodically spaced element 
array, the spatial aliasing due to the spacing of a pair of elements occurs at the same angle. 
But by using aperiodic spacing of the elements, the aliasing occurs at different angles and 
thus the grating lobes are wider but less sensitive. The final array configuration was arrived at 
through an optimisation algorithm using Principal Component Analysis and Simulated 
Annealing [7]. The average SNR was used as the primary metric to optimize while ensuring 
the other performance metrics such as beam direction, main lobe strength and beamwidth are 
within acceptable limits. The solution to the optimisation problem resulted in a compact array 
of 1.5m diameter with 512 elements and a field of view (FOV) of 17 deg in azimuth and 8 
deg in elevation and well suited for shallow water scenarios. Multi-resolution beamforming 
algorithms were adapted and optimized for use with this array. The system has a resolution of 
24x12 beams in azimuth and elevation respectively (288 beams to cover the total field of 
view).
Fig 2Broadside beampattern of the sparse array with directional sensors 
Fig 3 Off- broadside beam pattern. The grating l be has moved away from the sensor null pattern 
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Fig 4 A sketch of experimental configuration 
Experimental Description 
An illustration of the experimental set up is shown in Fig 4. A barge (AST Anchorer from 
MER Afloat Pte Ltd, Singapore) measuring 27x5.7m with a 6 ton rated crane was used for 
the deployment of ROMANIS and the target frame. The barge was moored using four 1.5-ton 
Danforth anchors. ROMANIS was deployed on the port side about 5m away. A stationary 
target was placed on the starboard side at about 118m range initially, and was later moved 
towards ROMANIS to be a range of about 60m so that close-up images could be obtained. 
This target was set up using 5 units of closed cell neoprene sheets mounted on aluminium 
panels to form a shape as shown in Fig 5. Each panel was 1m x 1m x 6mm in size. Fig 5 also 
shows a picture of the ROMANIS deployment. The mobile targets used were the STARFISH 
Autonomo
 diameter subsurface buoy was also employed as one of the targets for 

Fig 5 Deployment of target frame and ROMANIS from the barge 
The first part of the experiment involved alignment of the target frame within the field of 
view (FOV) of the ANI camera. For this purpose a pinger (37.5 kHz frequency generating 
100ms pulses at 1s intervals) was positioned on the target frame and its location with respect 
to the centre of ROMANIS was estimated through time-of-arrival computation. Four sensor 
elements along the circumference of the camera were selected for the computation of the 
delays. The divers adjusted the position of the camera until the pinger appeared well within 
the FOV. Once the ROMANIS look direction was established, ambient noise recordings were 
taken at different intervals and during various times. The whole acquisition process was 
controlled from the surface using a GUI developed. The temperature inside the array was also 
be monitored. We collected over 1.5 TB of data over a period of three weeks in the field. The 
experiments were mostly restricted to daylight hours and low currents. 
Data Processing and Imaging 
The first part of the data processing involved pre-processing of the data from the sensors, 
checking their quality, removing bias and applying normalisation. It was found that more 
than 95% of the sensors were providing high quality data; this information was presented to 
the user in the form of a sensor health diagram shown in Fig 6. The data from ‘good’ sensors 
are then run through the beamforming algorithm to generate 288 beams (24x12) in the FOV. 
Most of the images shown in this paper have been generated using simple incoherent 
energy estimation at the output of the beamformer. More advanced coherent signal 
processing techniques yielded better images (see Fig 10 for a sample); the details of these 
techniques are currently being written up for publication soon. The detection and estimation 
algorithms did not make use of any prior knowledge of the ambient noise statistics or its 
directionality.

Fig 6 Sensor health diagram. The white colour indicates a bad sensor 
The use of a high end GPU processor (TESLA from NVIDIA) for parallel computation 
helped speed up the beamforming and the system was able to form images within minutes of 
acquiring the data. Contrast this with our earlier experiments where we had to bring the data 
back to the lab for processing and the processing time was in the order of a few hours per 
second of data. With the near real-time data analysis capability, we were able to assess the 
quality of the data in the field.
Images of Static Objects 
Images were obtained both for the target frame with neoprene sheets and for the 
subsurface buoy. The target frame was imaged both at 120m and 60m while the subsurface 
buoy was imaged at 15m from ROMANIS. Figs 7 to 10 show images of buoy, diver, AUV 
and target frame respectively. The details of the images are given alongside with the figures. 

Fig 7 ANI of a 0.5m dia subsurface buoy at a range of 15m from ROMANIS 

Fig 8 ANI of a scuba diver at 60m from ROMANIS 

Fig 9 ANI of STARFISH AUV entering ROMANIS FOV at 100m away from it

Fig 10 ANI of the neoprene target frame at 60m away from ROMANIS 
Images of moving objects 
During the data collection process, the STARFISH AUV was also conducting experiments 
in the area. This gave us the opportunity to run the vehicle in the FOV of ROMANIS and 
create a video out of the images captured. A sequence of still images derived from the video 
is shown in Fig 9.  During this data collection, an acoustic pinger mounted on the AUV 
actively pinged once a second and some signals were transmitted close by as part of a channel 
variability study. Nevertheless careful analysis indicates that ambient noise illuminated 
images of the AUV are visible during the time interval when these transmissions were not 
taking place. The AUV was cruising at a speed of 2 knots and at a range of 120m from the 
ANI camera. Whether the propulsion noise of the AUV contributed to its image on 
ROMANIS is unclear and being further investigated. On another occasion we captured the 
images of a subsurface buoy swinging in front of the ROMANIS camera, but at a very short 
range of 15m.  We also captured acoustic videos of the divers while they were helping deploy 
the target frame; again, whether the use of open-circuit scuba contributed to the images has 
not been fully investigated as yet. The results from these experiments suggested that 
ROMANIS is capable of recording acoustic videos of moving object at ranges in excess of 
100m. 

Fig 11 Images of STARFISH AUV captured while swimming across ROMANIS FOV 
Conclusions and Future Work 
In this paper we have presented a second generation broadband ANI system (ROMANIS) 
and some of the results obtained from the field experiments using it. The system was 
successful in forming images of both static and moving objects underwater using ambient 
noise illumination with the primary contributors to the ambient noise being snapping shrimp. 
The images formed did not make use of any prior knowledge of the signal or source statistics. 
More advanced coherent and model-based signal processing algorithms have been developed, 
and are currently being applied to the data sets collected.  We expect to publish the details of 
these algorithms and additional results from the field experiments in months to come.  
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