Abstract. Many methods have been proposed for numerically integrating the differentialalgebraic systems arising from the Euler-Lagrange equations for constrained motion. These are based on various problem formulations and discretizations. We offer a critical evaluation of these methods from the standpoint of stability.
AMS(MOS) subject classifications. 65L05, 70H35 1. Introduction. Various techniques have been proposed in the literature for the numerical solution of the Euler-Lagrange equations, which govern the motion of mechanical systems with constraints [19] . Several of these techniques are used in commercial codes. The equations to be solved form a system of second-order ordinary differential equations (ODEs) for the (generalized) multibody coordinates.
They also involve Lagrange multiplier functions and are subject to constraints, e.g., on configuration and/or motion. Mathematically, this may be considered as a system of differential-algebraic equations (DAEs) of index 3 in a special semi-explicit form [6] .
It is well known that a direct discretization of such a DAE yields numerical difficulties; this is what gives rise to a multitude of other, more specific solution techniques.
Typically, such a solution technique consists of a step of problem reformulation, which involves reducing its index, followed by a discretization of the resulting formulation. In recent work [9] , [10] it has been shown that for a certain model problem, some of these formulations can be equivalent. An important consideration in selecting an appropriate solution method (i.e., a combination of formulation and discretization) is the stability of the method and the subsequent stability restrictions that a chosen step size must satisfy. In this paper we investigate the stability of various solution techniques.
In order to be more specific, we write the Euler-Lagrange equations for a constrained multibody system Here the unknowns are: p, the generalized coordinates; v (dp/dt) =_ p, the generalized velocities; and A and , the Lagrange multiplier functions. In (1.1a) M is the mass matrix (we consider such formulations where M(p)(t) e 7 npnp is symmetric positive definite), f stands for the applied forces, and G(p) is the Jacobian matrix of the holonomic constraints (1.2) G(p) gp, G(p)(t) e n nxnp.
Similarly, ( p, ((p)(t) e 7nxn, and we assume that the matrix (G T T has a full column rank (i.e., the constraints are independent) for each t.
In (1.1b) there are n configuration (position) constraints and in (1.1c) there are n, motion or other constraints. For simplicity of presentation we shall often assume that either n 0 (hence disappears from (1.1a) as well), i.e., that there are only holonomic constraints, or that n --0 (whence A disappears from (1.1a)).
Clearly, two differentiations of the constraints (1.1b) allow elimination of A from (1.1a) . Thus the original DAE has index 3. On the other hand, if n 0 and n1 > 0, then only one differentiation of (1.1c) is needed to eliminate and obtain an ODE, so the index is 2. Both of these cases can be cast in the form (2.1) below with m 2 and m--1 (for the equivalent first-order form of (1.1a)), respectively.
In order to give a methodical stability discussion we proceed in stages and consider the linearized form of the DAE (1.1). The class of nonlinear problems considered here behaves like its linear variational form away from singularities (i.e., in a neighborhood of an isolated solution). Thus our arguments will be valid in these general circumstances. We assume that the given linear DAE problem is well conditioned, and in 2 specify precisely what this means using a constructed essential underlying ODE (EUODE). The theory includes the linearizations of (1.1) as special cases.
In 3 we then consider a variety of problem reformulations and show that they also are well conditioned under certain reasonable assumptions. We cover the Baumgarte stabilization technique, a variety of "stabilized" and direct index reductions, and transformations to state-space form. This allows us to consider in 4 discretizations of the various formulations.
We consider stiff and nonstiff discretizations of such reformulated models. In some cases, the same backward differentiation formula (BDF) discretization (see, e.g., [6] We derive a stability result for this system. As in [1] , there exists a smooth, bounded matrix function R(t) T (n-n)xn whose linearly independent, normalized rows form a basis for the nullspace of B T (R can be taken to be orthonormal). Thus 
Further, using m-1 derivatives of (2.9) we obtain the essential underlying ODE (2.13) u (m)
For a unique solution of (2.3) one needs to impose m(nx-ny) independent boundary conditions (2.14)
B0z(0) + Bz(tf) .
These could be, for instance, initial conditions which, together with (2.3b) and its first m-1 derivatives all sampled at t 0, form mnx initial conditions which specify z(0 [14] , [15] , and [3] We now investigate the stability of (2.3a), (3.2), (2.14), and (3.1b To see what u and v satisfy, multiply (3.5a) by R and by C. This gives (3.11) E &J 7 g(x(t)' t) 0, j=0 with &m-1 1. This is subject to (2.14) and
The stability analysis for this problem formulation proceeds precisely as before:
using the transformation (3.7), (3.8) we obtain (3.9a) and
The ODE (3.13a) is asymptotically stable if the roots of 5"(r)
have negative real parts. Considering in particular (3.14)
there is asymptotic stability if > 0 and a polynomial growth of order rn-2 if 0. The latter corresponds to direct index reduction. In particular, for mechanical systems with m 2 one direct differentiation of the constraints ( &0 0) yields a stable, although not asymptotically stable, problem (3.13) for v. The stability of the index-2 problem (2.3a), (3.11), (2.14), (3.12) follows, as before, from that of (3.13) and the analysis of 2.
The justification for considering this type of index reduction is that certain implicit discretization schemes like BDF may already be successfully applied to the resulting formulation (cf. [6] , [16] , and [1] .). This is considered in 4.
Another problem reformulation that reduces the index to 2 is, of course, the stabilized index reduction technique of (2.18 This state-space ODE is subject to the boundary conditions (2.14), suitably transformed. The EUODE is obtained as a special case with R R.
The stability of the problem formulation (3.17) follows immediately upon relating fi and u through x, i.e., using (3.16), (2.8), (2.9), and their derivatives. The obtained stability bound depends on g (and of course on g of (2.15) (3.18a) provided that R and B are sampled at the same point t. The discretized DAE (3.21), (3.185), (3.19) is therefore equivalent to a particular projection for solving the problem of minimizing the residual of the discretized ODAE subject to satisfying the discretized (3.19) (cf. [9] and [10] For other possibilities, see [9] , and [10] . Here we note that the stability treatment of the ODAEs we have described is covered by our previous stability analysis. STABILITY 2We note that this result cannot be achieved by merely looking at local eigenvalues. For an example, see [10] . We also note that in some engineering applications, any significant drift from the original constraint manifold may be considered unacceptable; thus even the mild instability may pose a problem. (which is guaranteed if C is analytic [7] [4] . Note that 7 should not be taken large in this case, because this may introduce artificial stiffness (cf. (3.9b) ).
While the Baumgarte technique yields a nonstiff ODE (so, for instance, an explicit difference scheme may be applied to (3.5)), the other two reformulations require satisfaction of constraints and therefore have an implicit part, even if the reduced ODE is discretized using an explicit scheme [18] (similarly [16] (Wn :--T-lxn), (4.12) hl(wn wn_l) TIA,Tw, (T11T_l + O(h,))w_l.
Therefore, the variable transformation term T-1TIw is discretized explicitly at n-1 instead of at n. Usually the term T-1AT dominates, accounting for the practical success of the backward Euler and higher-order BDF schemes.
Our Case 3 corresponds to the domination of T-1AT in (4.11), (4.12): It is easy to see that the frozen coefficient part of the EUODE (2.20) is preserved in various transformations even after discretization (i.e., it is not significant whether the reformulation precedes discretization or vice versa). Therefore, a BDF discretization of any of the three formulations in this case results in a stiffly stable numerical method and performs well. The method of reduction to index 2 without the extra differentiation is most straightforward under these circumstances.
Case 4. In contrast to Case 3 above, the variable coefficient part of the various transformations, i.e., those terms involving derivatives of R, S, C, etc. in (2.13), (2.20), (3.5), and (3.17), does not generally get reproduced under discretization, as we saw in 4.1. The phenomenon is similar to that in (4.12_), but it may be practically worse because unlike in the ODE case, R and S (and R) do not depend on Aj of (2.3) at all, so it is easy to envision situations where the variable coefficients part of the EUODE dominates. In such circumstances a backward Euler discretization may behave like a nonstiff discretization, causing a possible slowdown in an automatic integrator. Application of a state-space form method may be advantageous, then, if the restart difficulty is not present. We certainly expect any of the numerical methods mentioned in this section to work well when the discretization step size h maxn ha satisfies h < < 1. It is more interesting to find out what happens, say, when h 10, which for u 1000 yields a rather small step relative to the variation of the solution.
First consider a state-space reduction using/)--(1, 0). Thus ST (1, 1/(2-t)) and the homogeneous part of the ODE (3.17) is
2-t
If the inhomogeneous version of this ODE is discretized by a BDF scheme, or any other L-stable scheme, then not only is stability maintained for h large, but also accuracy improves as increases with h fixed, because there is only a fast, stable solution mode present and no slow ones. The transformation back from fi to x preserves this accuracy. Thus, the state-space reduction performs superbly here.
In contrast, the same BDF discretization applied to the other formulations has a significant nonstiff behavior. In Table 4 
The inhomogeneous terms q(t) and r(t) and the initial conditions have been chosen so that the solutions for both components of p and v are et, and et/(2 t). This example is closely related to Example 2, and in particular, it has the same term with R" 0. We will consider its solution in two different formulations. In the first formulation, the twice-differentiated constraint is used to eliminate A, and then the original constraint is reintroduced via a new Lagrange multiplier #, to obtain (4.14a)
where z 2C'v + C"p + r". This is the projected invariant formulation (3.27) with rn 2, k 1. We will consider various choices for the projection matrix D(t), satisfying that CD is nonsingular for each t. The second formulation is the following stabilized index-2 system, (4.15a) p' v + D#, (4.15b) Mv' f GTA, (4.15c) In Table 4 .3 we present the results for the projected invariant formulation (4.14) with projections D given by B, CT, "unit" (0, 1)T, and for the direct index-two ("d-2") formulation (i.e., where the constraints in (4.13) have been simply differentiated once), for values of u 1,100 and 1000. In Table 4 We note with no surprise that the problem does not get easier when the large terms in the EUODE cancel one another. The results in Table 4 .7 for the projections with C T and "unit" are independent of u: this is because (4.14b) is independent of u in this special case.
Example 4 [2] . This example is also in the "mechanical system form" (4.13).
This time we choose M I but let the constraint matrix vary possibly rapidly, as in Example 1. We set g C(t)p + r(t), G C (sin(t), cos(t)) BT, f -,2v + q(t) In Table 4 .9 we compare numerical results for various values of and h using a backward Euler discretization of (i) the previous, simpler projected invariant formulation (4.14) with D G T (denoted "Pc"); (ii) the projected invariant method (4.16) (denoted "Pb"); (iii) the projected invariant method (4.17), (4.16b), (4.16c), (4.16d) (denoted "Pc"); and (iv) the stabilized index reduction method (4.15) with D G T [13] (denoted "S").
Note that the various variants perform qualitatively similarly when h is small.
But when h 10, there are large errors in v for the formulations Pb and S (these two are almost identical for this problem). The projected invariant formulations Pa and Pc, which do balance the constraint matrix and the multiplier matrix in the index-2 formulation, perform significantly better for h large. The scheme Pc is more complicated than Pc, though, so computing and using L in (4.17) may not be desirable for reasons other than stiff stability. [3 A number of methods have been proposed in the literature (see [9] and references therein, [1] , [12] , [16] , and [17] ), where at each step in t, an integration step for the ODE (3.18a), (3.22) or another form of the DAE is followed by a projection using a weighted least squares norm to satisfy the constraints (3.25) at the end of the step. Thus, using, e.g., backward Euler for the unstabilized (4.14a) (i.e., with D 0) and (4.14b), we have at the nth step (4.18b) h-l(n Pn-1) Vn, h-l(vn Vn--1) HnMifn Fnzn, and then we find Pn, which satisfies (4.19) g(Pn, tn) --0 and minimizes (4.20) (pn--n)TWn(Pn--On), In the context of mechanical systems, we note that the projected invariant scheme (4.14) satisfies precisely only the position constraints, not their derivative relation g 0 (which gives velocity constraints). Should the latter be deemed important to satisfy precisely as well, it can be achieved with the formulation (4.14) as described above, i.e., by projecting vn at the end of each step to satisfy (4.15d), minimizing the required change in Vn (in the least squares norm) and keeping Pn unchanged (cf. [2] ). 5 . Conclusions. We have considered various problem formulations and their discretizations for higher-order, higher-index DAEs such as those that arise in the numerical integration of Lagrange's equations of the first kind for multibody dynamics. A linearized form of the equations was considered, allowing a methodical examination of a number of methods that are in use in practice with respect to stability. While the numerical examples we use do not derive directly from particular mechanical systems, they are simple to follow thoroughly and at the same time they highlight effects that we believe occur in some actual mechanical systems. This yields a number of tentative conclusions, based on the methods considered.
1. All reasonable problem reformulations used in practice are stable under certain mild assumptions. The exception is a direct index reduction, which has an algebraic instability of degree m- [17] and [5] . 4 
