We present a new image reconstruction method for distributed apertures operating in complex environments with additive non-stationary noise. Our method is capable of exploiting information that we might have about: multipath scattering in the environment; statistics of the objects to be imaged; statistics of the additive nonstationary noise. The aperture elements are distributed spatially in an arbitrary fashion, and can be several hundred wavelengths apart. Furthermore, our method facilitates multiple transmit apertures which operate simultaneously, and is thus capable of handling a true multi-transmit-multi-receive scenario. We derive a set of basis functions which is adapted to the given operating environment and sensor distribution. By selecting an appropriate subset of these basis functions we obtain a sub-space reconstruction which is optimal in the sense of obtaining the minimum-mean-square-error for the reconstructed image. Furthermore, as this subspace determines which details will be visible in the reconstructed image, it provides a tool for evaluating the sensor locations against the objects that we would like to see in the image. The implementation of our reconstruction takes the form of a filter bank which is applied to the pulse-echo measurements. This processing can be performed independently on the measurements obtained from each receiving element. Our approach is therefore well suited for parallel implementation, and can be performed in a distributed manner in order to reduce the required communication bandwidth between each receiver and the location where the results are merged into the final image. We present numerical simulations which illustrate capabilities of our method.
INTRODUCTION
Pulse-echo imaging covers a wide range of applications from ultrasound and micro-wave imaging, to sonar and radar imaging, and is performed by transmitting a waveform, and recording the resulting scattering from the object to be imaged. From these scattering measurements, we form an image of the object. The image is a spatially resolved map of the object's scattering strength. 1 We focus our attention to extremely sparse arrays where the array elements can be located several hundred wavelengths apart. Such an array is referred to as a distributed aperture. 2 An important issue for such apertures is that the region of interest no longer is in the far-field of the array. This introduces range dependence in the scattering measurements which cannot be ignored. 3, 4 By using a physics-based measurement model we directly account for this range-dependence.
In our work we use wide-band transmit waveforms, and exploit multi-path scattering in order to image extended objects using a distributed aperture. We derive an inversion technique which is optimal in the sense that it yields the minimum-norm solution which attains the minimum L 2 -error in the reconstructed image. In doing so we allow for multiple transmitters and receivers to be activated simultaneously.
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Area being imaged
Tx1 at z1
Tx2 at z2
Rx1 at x1
Rx2 at x2
Rx3 at x3 Figure 1 . Distributed aperture with two transmitting elements (black circles) and three receiving elements (white circles). The transmitting elements Tx1 and Tx2 are located at spatial positions z1 and z2, respectively. The receiving elements Rx1, Rx2 and Rx3 are located at positions x1, x2 and x3. Arrows indicate that scattering as a result of a waveform transmitted from element Tx1 will be measured on all receive elements; similarly for Tx2.
we do not make additional assumptions about being able to separate the waveforms from each transmitter by orthogonality.
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In Devaney et al. 10 , 11 a similar reconstruction method was presented under the assumption that the impulse response from all pairs of transmitters and receivers could be obtained. We do not make this assumption, and account for transmit waveform diversity by conducting our analysis in the continuous-time domain. Our approach enables us to state the reconstruction algorithm explicitly in terms of processing of the time-domain scattering measurements. Also in Yazıcı et al. 12 the general approach to reconstruction is similar. However, by employing the affine Fourier transform to perform the actual inversion, that work inherently relies on the freespace propagation model, and deals with one transmitter and one receiver which are assumed to be co-located. There are no such assumptions in our current work. In fact, the ability to exploit multi-path propagation is one of the features of our work; our work generalizes the inversion technique presented in 12 to distributed apertures in a multi-path environment.
FORWARD MODEL

Distributed Apertures
We consider an array consisting of m transmitting elements and n receiving elements. The array elements are arbitrarily distributed, and can be several hundred wavelengths apart. These spatially distributed array elements constitute our aperture. In our development we allow for an arbitrary spatial distribution of the elements. To reflect this spatial flexibility, we refer to the array as a distributed aperture. 2 An illustration of the distributed nature of an array with two transmitting elements and three receiving elements is shown in Fig. 1 .
In order to exploit the spatial diversity we want to allow for transmitting different waveforms from each array element. Let s j (t) denote the waveform which emanates from the j th element. The transmit waveforms are arranged in a transmit vector s(t)
Note that we use a bold-face italic font for vector quantities.
Similarly, if the measured scattering at the i th receive element is denoted m i (t), then the signal which is collected by the array may be arranged in a measurement vector m(t)
Channel Model
Any object with properties which deviate from a constant (homogeneous) background will produce scattering. However, scattering from an object for which location and scattering strength is known does not contribute new information. We therefore use the known objects to define a background medium. Scattering is defined in terms of deviations from this background. Our ability to observe the additional objects depends on how much the relevant physical properties deviate from the background. We denote this deviation by the reflectivity function V (x).
For our current work we will assume that the propagating wave field u is described by the following scalar wave equation
Here c is the propagation speed in the background medium. This model gives a good description for acoustic pressure waves of moderate amplitude, as well as electromagnetic wave propagation through a medium such dry air, where polarization effects may be neglected.
Our model for the scattering is given in terms of the Green's function g(x, y, t) for the background medium. The Green's function is the response measured at position x due to an impulse δ(t) transmitted from position y, i.e., a solution of
We will now let the j th transmit element be located at position z j , and the i th receive element be located at position x i (see Fig. 1 ). Furthermore, we define the matrix G(y, t) with matrix elements
If we neglect multiple reflections involving the object to be imaged, we may express the measurement vector defined in Eq. (2) as
Integration in Eq. (6) is understood to be element wise
We refer to the mapping from transmit vector s(t) to measurement vector m(t) as the channel, and denote it by H(V ).
m(t) := H(V )s(t). (8)
Problem Statement
The channel H(V ) is a linear mapping from transmit vectors to measurement vectors. We now define H as the linear mapping which takes the reflectivity function V to the channel H(V ). The kernel of H is in this case G from Eq. (5). Furthermore, if we identify H(V ) with its kernel, which is a function of t and τ , then H is defined by
We will refer to H as the channel mapping.
At an abstract level, we will perform imaging by inverting the mapping H
By employing a set of transmit vectors {s k (t)}, and recording the corresponding measurement vectors {m k (t)}, we will obtain the action of H(V ) on the space spanned by these transmit vectors. Once the channel H(V ) is known, we will invert H using the Green's function for the background medium. This can all be performed in a Hilbert-space framework under mild conditions on the transmit waveforms and the reflectivity functions. We obtain a unique minimum-norm solution for the inversion problem by way of a pseudo inverse. 
IMAGING UNDER DETERMINISTIC CONDITIONS
First we will state our imaging algorithm for the case where there is no measurement noise.
Let the space of transmit vectors, S(0, T )
m , be spanned by {s k (t)}. We assume that the waveforms are smooth * and supported on the finite interval (0, T ). Furthermore, we will assume that the reflectivity function V is square integrable and non-zero only inside a sphere of finite radius. If we denote the measurement resulting from transmitting waveform s k by m k (t), we find that the adjoint of H, denoted by H * , applied to the channel H(V ) may be computed as
where the integral operator G x is defined as
This is equivalent to transmitting orthogonal waveforms and matching (taking the inner-product between) the measurement and templates
and finally coherently adding up the results.
If we consider only finitely many transmit vectors, then we can show that H * H is compact. † Therefore, H * H is characterized by its action on a discrete set of orthogonal eigenfunctions.
Let {(λ p , U p )} be the set of non-zero eigenvalues and associated eigenfunctions for We define a set of operators U p which are related to H in the following manner:
From this we have obtained
which is a singular-value decomposition (SVD) of the operator H. 13 By combining Eqns. (11) and (16), we arrive at our reconstruction formulaṼ
where λ p , U p and U p are given by Eqns. (14) and (15).
14 An algorithmic description of our reconstruction method is given below:
1. Select a set of orthonormal transmit vectors {s k }.
From the Green's function for the background medium we compute
3. Determine the eigenvalues and eigenfunctions (λ p , U p ) of the integral operator with kernel K(x, y). 
Determine the associated operators
IMAGING UNDER UNCERTAINTY
In this section we will consider measurements m k (t) which are contaminated by additive noise n(t).
We use the second-order statistical information about the reflectivity function in order to design a reconstruction method which is optimal for noise-contaminated measurements. Optimality is here defined in terms of mean square error (MSE). In order for our analysis to hold, we make a couple of assumptions about the statistics of the noise and the reflectivity function:
The additive noise n(t) is assumed to be a zero-mean stochastic vector process with known covariance function:
The cross-covariance between the noise in the measurements at elements i and j is
E n i (t 1 )n j (t 2 ) = R i (t 1 , t 2 )δ ij .(21)
The covariance function satisfies one of the following conditions:
a) non-stationary noise:
, and |R i (t, 0)|dt < ∞.
Assumption 2. The reflectivity function is a realization of a zero-mean random field with continuous covariance function
Under Assumption 2, we can express the reflectivity function in terms of the Karhunen-Lóve (KL) expansion
Here {V q } is a set of orthogonal functions, and c q are independent random variables.
Since H * is invertible on the range of H, we can without loss of generality assume that our linear reconstruction method is of the form:
where B is a suitable linear operator.
We define the MSE of the reconstruction as
where P is the projection onto the range of H * :
We obtain our imaging method for the noisy case from the B which minimizes the MSE as defined in Eq. (25). The resulting reconstruction is
where H * applied to H(V ) is computed by as in Eq. (11), but this time from noise-contaminated measurement vectors, and the operators M, S and E have coefficients
Here R n is a convolution operator where the kernel is a diagonal matrix with functions R i (t 1 , t 2 ) from Eq. (21) along the diagonal. We observe that Eq. (27) reduces to the result of Eq. (17) in the case when no additive noise is present.
Reflecting plane
Mirror transmitters and recievers Figure 2 . Distributed array with two transmitting elements (circles labelled Tx1 and Tx2), and ten receiving elements (small squares labelled from Rx1 to Rx10). The elements are placed at equidistant points along an arc with radius 10λ, where λ is the wavelength corresponding to the center frequency of the transmitters. The target is indicated as a square with sides of 1.5λ, while the region of interest is 5λ × 5λ around the target. The solid straight line indicates the location of a reflective mirror in our simple multi-path scenario. A grey box frames the mirror image of the object, as well as the mirror transmitters (labelled Tx 1 and Tx 2 ) and mirror receivers (labelled from Rx 1 to Rx 10 ).
NUMERICAL SIMULATIONS
In order to demonstrate the performance of our reconstruction method, we conducted a set of numerical simulations for two different scenarios. First we simulated scattering from an object in a free-space background. Then we performed another simulation where we inserted a mirror surface behind the object to be imaged (see Fig. 2 ).
We used a distributed aperture with two transmit elements and 10 receive elements. The antenna elements were equally spaced on a semi-circle with radius 10λ. The object which we wanted to image was a square with sides of 1.5λ. We reconstructed this reflectivity in a region of 5λ × 5λ around the square. Figure 2 gives an illustration of our simulated scenario.
In all experiments the two transmitters operated simultaneously: transmitter 1 emitted a linear up-chirp sin(ω 0 [t + αt 2 ]), while transmitter 2 simultaneously emitted a linear down-chirp sin(ω 0 [t − αt 2 ]). Thus, there was an inherent ambiguity in the reflected waveforms as to the source of the energy.
We performed numerical experiments to demonstrate the performance of our image reconstruction method for the following cases: 1) free space, 2) multi-path environment, 3) measurements with colored noise.
Noise-free simulations
For the experiments 1) and 2) the measurements were free of noise, and the reflectivity function was deterministic. We therefore employed the reconstruction formula from Eq. (17) . In this case we reconstruct a projection of Figure 3 . Image reconstructed using our method from Eq. (17) . In this case we employed 2 transmitters and 10 receivers. For the free-space case (left) the reconstruction error was -5.7 dB. In the multipath case (right) we get a reconstruction error of -11.2 dB.
the reflectivity function onto the range of H * . It is of interest to see how well this approximates the true reflectivity function when we have a distributed aperture. We use the following relative L 2 norm to quantify the reconstruction error Error := 10 log
1) Free Space
In the left panel of Fig. 3 , we see a reconstruction for the free-space scenario using our reconstruction method when we have 2 transmitters and 10 receivers distributed as indicated in Fig. 2 . The reconstruction error as defined in Eq. (31) is here -5.7 dB.
2) Multipath
The right panel of Fig.3 shows reconstruction for our multipath scenario when we have 2 transmitters and 10 receivers distributed as indicated in Fig. 2 . The reconstruction error is in this case -11.2 dB.
Simulations with noise
The results for simulation case 3) were obtained using the reconstruction formula in Eq. (27). The overall simulation setup is the same as for the deterministic case. However, here we add noise to our scattering measurements, and employ a stochastic model for the reflectivity function.
In our experiment we considered a wide-band 1/ω-type noise model. 16 The noise was generated by filtering white noise in the frequency domain to obtain a power spectrum proportional to
Furthermore, we considered a square object with unknown scattering strength c, i.e.,
Here Ξ is 1 on the unit square, and the scattering strength c is normally distributed with unit variance.
We define the signal-to-noise ratio (SNR) as follows
where n(t) is the additive noise process. To determine this we estimated E |H(V )s k (t)| 2 by averaging over 50 realizations of the reflectivity function, and found its peak value. We then scaled the additive noise variance to obtain the desired SNR.
In order to perform the inversion we needed to determine the operators M, S and E as defined in Eqns. (28)-(30) For this we used the fact that we already had computed the eigenfunctions U p of H * H in order to perform our noise-free reconstructions.
• The coefficients for the operator M, as defined in Eq. (28), were obtained by numerically projecting our model for the reflectivity function onto the already-computed eigenfunctions U p of H * H. In particular we projected our square object in Eq. (33) onto these eigenfunctions, and used E |c| 2 = 1.
• The elements of the diagonal operator S were obtained from previous computations of the eigenvalues associated with the eigenfunctions of H * H.
• To obtain E, we first computed U j s k (t) by performing noise-free scattering simulations from the reflectivity function U j . Furthermore, we computed R n U j s k (t) by applying to each vector element of this simulated scattering a filter with the impulse response 1 1+ω 2 from Eq. (32). Finally, the element (E) ij was obtained by taking the inner product between this filtered scattering simulation and an un-filtered scattering simulation from the reflectivity U i , and summing over all our transmit vectors. For a particular SNR, we multiplied the whole operator by a constant which corresponded to the scaling applied to the additive noise.
We characterize the reconstruction quality in the presence of additive noise using a relative mean-square error expressed in a decibel scale:
This is clearly equivalent to using the MSE as defined in Eq. (25).
When computing the MSE according to Eq. (35), we need the projection P V of the reflectivity function onto the range of H * . We obtained this from the reconstructions in experiments 1) and 2), i.e., reconstructions without noise. The value for E |[
2 dx was then estimated from 10 different reconstructions using different noise realizations. Finally, we see that we can compute E |V (x)| 2 from Eq. (33) directly. This gives us our estimated reconstruction error for the statistical reconstruction. Figure 4 shows examples of reconstruction in the presence of additive noise. The reconstruction is based on scattering from a unit square with unit scattering strength. The noise was added so that the measurements had an SNR of 20. In the top left panel of Figure 4 we see a reconstruction for our free-space scenario, while in the top right panel we have a reconstruction for our multi-path scenario. In order to show the necessity of taking the additive noise into account, we have also included a deterministic free-space reconstruction in the lower left panel of Figure 4 . In the lower right panel of Figure 4 we see the MSE as a function of SNR. Here, the solid line and dash-dot line denote statistical reconstruction in the free-space case and the multi-path case, respectively. The MSE of the deterministic free-space reconstruction is shown as dotted line. The MSE was estimated according to Eq. (35) by averaging over 10 realizations of the scattering potential and the additive noise for each SNR. The MSE was then normalized relative to the free-space statistical reconstruction.
3) Simulated scattering with noise
DISCUSSION AND CONCLUDING REMARKS
We see that multipath improves the reconstruction when we apply our reconstruction method. In particular we note that the vertical edges are much sharper when multipath is present. By using the method of images, we can show that our multipath scenario may be viewed as a free-space scenario with additional transmitters and receivers.
14 Thus if we can exploit the multipath returns properly, these additional antenna elements provide illumination of the object from new directions. If we employ a ray approximation to our propagating field, then this phenomenon is explained by the fact that only edges perpendicular to the bisector between the incident ray and the reflected ray are visible. 17 A similar effect was also observed previous work.
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The MSE that we have plotted in Figure 4 is measured relative to the noise-free reconstruction in each case. Thus, the MSE of the multi-path reconstruction is judged against a much better reference than the freespace reconstruction ( see Figure 3) . As a result, the MSE of the multi-path does not correctly portray the reconstruction improvement over the free-space reconstruction relative to the true object. The functions {U p } provide an orthogonal basis for the reconstruction. Furthermore, by virtue of being eigenfunctions of H * H, they yield a representation of the reflectivity function where the terms associated with large eigenvalues correspond to the most visible parts. In this sense, computing a reconstruction based on only the terms corresponding to the largest eigenfunctions will yield a compressed representation of the image which contain only the most significant features -significance being quantified by their L 2 norm. Additionally, by orthogonality each additional term which is computed for our imaging algorithm will provide reconstruction of the reflectivity function in a new subspace of L 2 (Ω). In this sense our reconstruction is efficient.
If the template fields U p s k are computed off-line, the inversion is efficiently implemented as a set of innerproducts independently computed for each array element. This means that a significant part of the computation can be performed in a decentralized fashion on each array element. Since the reconstructed reflectivity function is expanded in terms of the basis functions, only the coefficients in this expansion need to be communicated from each element. This combination of distributed processing and compressed information representation is desirable in applications where the communication bandwidth from each aperture element is limited.
If the additive noise is white, then E is a diagonal operator. Furthermore, if our distributed aperture is organized such that the basis functions {U p } that are used for reconstruction corresponds to the basis functions {V p } for our reflectivity function model, then we see that the optimal reconstruction in the presence of noise is obtained by Tikhonov regularization of the inversion formula given in Eq. (17) .
Note that if the reflectivity function has non-zero mean, the MMSE reconstruction formula of Eq. (27) can be obtained by using a minimum variance estimate criterion. In this case the MSE includes a bias term in addition to the one given in Eq. (25).
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