Abstract. We generalize an efficient exact synthesis algorithm for single-qubit unitaries over the Clifford+T gate set which was presented by Kliuchnikov, Maslov and Mosca. Their algorithm takes as input an exactly synthesizable single-qubit unitary-one which can be expressed without error as a product of Clifford and T gates-and outputs a sequence of gates which implements it. The algorithm is optimal in the sense that the length of the sequence, measured by the number of T gates, is smallest possible. In this paper, for each positive even integer n we consider the "Clifford-cyclotomic" gate set consisting of the Clifford group plus a z-rotation by π n . We present an efficient exact synthesis algorithm which outputs a decomposition using the minimum number of π n z-rotations. For the Clifford+T case n = 4 the group of exactly synthesizable unitaries was shown to be equal to the group of unitaries with entries over the ring Z[e i π n , 1/2]. We prove that this characterization holds for a handful of other small values of n but the fraction of positive even integers for which it fails to hold is 100%.
Introduction
It is often convenient to design quantum algorithms using a gate set which includes all single-qubit unitaries. This is justified by the Solovay-Kitaev Theorem which says that any single-qubit unitary can be approximated with error at most ǫ using a sequence of polylog( 1 ǫ ) gates from any finite universal gate set [7] . Moreover, the Theorem directly provides an efficient algorithm to compute such a sequence.
However, it is known that the decomposition of a single-qubit gate using the SolovayKitaev algorithm can use more gates than is asymptotically necessary. With this approach, the length of the sequence of gates used to approximate a given unitary to within error ǫ is O log c 1 ǫ where c is a constant approximately equal to 4 [7] . In contrast a counting argument provides a lower bound of Ω log
], which is equal to Z[e (c) Efficient rounding algorithm [23] An efficient 1 algorithm which takes as input any single-qubit unitary V and a desired precision ǫ and outputs a unitaryṼ ∈ U 2 (R 4 ) which approximates V within error ǫ. These ingredients are put together in the following way in order to decompose a given unitary V . One first uses the rounding algorithm (c) to obtainṼ ∈ U 2 (R 4 ) which approximates V within error ǫ. The number-theoretic characterization (b) says that U 2 (R 4 ) = G 4 and soṼ is exactly synthesizable. One can therefore use the exact synthesis algorithm (a) to obtain an optimal decomposition ofṼ as a product of Clifford and T gates. The resulting decomposition approximates V within error ǫ. It is shown in reference [23] that this algorithm outputs decompositions with length scaling optimally as O log 1 ǫ . Thus it is an optimal improvement over Solovay-Kitaev for the Clifford+T gate set. Similar machinery has since been developed for a few other gate sets [3, 13, 4] , but each new one seems to pose unique challenges and there is no general theory.
In this work we consider an infinite family of single-qubit gate sets which includes Clifford+T as a special case. For each even n, we define the "Clifford-cyclotomic" gate set which consists of the Clifford group plus U z (π/n) = 1 0 0 e iπ n .
We refer to the group of unitaries which is generated by these gates as the Clifford-cyclotomic group G n . Throughout this paper we consider the case where n is even. One could also define the groups G n for odd n, but it is easy to see that if n is odd then G n = G 2n . In this sense the odd values of n are redundant.
Unitaries from Clifford-cyclotomic gate sets appear in a variety of contexts in quantum computation, often in the special case where n is a power of 2 (e.g., in the Clifford hierarchy [10] , classifying transversal gates for stabilizer codes [2] , and Shor's algorithm [25] ). Recently some authors have proposed state distillation protocols which can be used to implement U z (π/2 k ) fault-tolerantly [15, 8] . We are interested in whether or not the three ingredients (a), (b), and (c) described above for Clifford+T (the case n = 4) can be generalized to Clifford-cyclotomic gate sets corresponding to other values of n. Our first result is a generalization of (a):
(A) For each positive even integer n, we describe an efficient exact synthesis algorithm which takes as input a unitary U ∈ G n and outputs a sequence of Cliffords and U z (π/n) gates which implements U up to a global phase. The sequence computed by our algorithm uses the minimum possible number of U z (π/n) gates.
Our exact synthesis algorithm follows a general strategy used in reference [9] for the Clifford+T case. We first show that every U ∈ G n admits a certain canonical form as a product of generators. We then look at the Bloch sphere representation of U, which is an SO(3) matrix. Using basic facts from algebraic number theory we show how the entries of this matrix contain information about the canonical form of U-and we describe how it can be recovered efficiently using this information.
Our approach is closely related to a previous body of work studying discrete rotation groups which we believe may find further applications in quantum circuit synthesis [20, 21, 6] . The mapping from single-qubit unitaries to rotations of the Bloch sphere sends G n to a twogenerator discrete subgroup of SO(3) of the kind studied in [20] . Whereas references [20, 21] are concerned with characterizing the relations in such groups, our goal here is to obtain an explicit decomposition algorithm. However we use many of the same ideas and techniques as reference [20] and our algorithm can be viewed as an application and extension of that work.
Our second result is a partial generalization of (b):
(B) Let R n = Z[e i π n , 1/2] and U 2 (R n ) be the group of all 2 × 2 unitaries with entries in this ring. We prove that G n = U 2 (R n ) for n = 2, 4, 6, 8, 12 but that this equality holds for a fraction of positive even integers equal to zero.
Thus, for values of n where G n = U 2 (R n ), the analogue of (b) is false, which is an obstacle to directly generalizing the algorithm described above (in the Clifford+T case) to these gate sets.
To establish (B) we again use tools from algebraic number theory. To prove that G n = U 2 (R n ) for n = 2, 4, 6, 8, 12 we analytically reduce the problem to checking whether a certain equation can be satisfied and then we use an exhaustive computer search to confirm this. To prove the second part, we consider the subgroups of z-rotations in G n and U 2 (R n ). We establish a condition which characterizes when these subgroups are equal, and we show that this condition is violated for almost all positive even integers, in the sense that as N approaches infinity, the number of integers in {2, 4, . . . , N} satisfying the condition is o(N) (see Corollary 5.5) . We leave the question of generalizing (c) as a direction for future work.
The remainder of this paper is organized as follows. Section 2 contains definitions and basic properties of the objects studied in this paper. In Section 3 we describe a canonical form for unitaries in Clifford-cyclotomic groups. Our optimal exact synthesis algorithm, given in Section 4, is based on this canonical form. In Section 5 we consider the question of when G n is equal to U 2 (R n ). The remaining three Sections (Section 6, Section 7, and Section 8) are devoted to proving our results. Appendix A is a glossary which contains definitions and facts from algebraic number theory. The first five Sections of this paper can be understood using only the basic algebraic number theory which is reviewed in this glossary.
Clifford-cyclotomic gate sets
In this Section we define the single-qubit Clifford group, Clifford-cyclotomic gate sets, and the Clifford-cyclotomic groups generated by them. We define a notion of optimality for a decomposition of a given unitary over one of these gate sets. Finally, we describe the image of the Clifford-cyclotomic groups under the standard mapping from single-qubit unitaries to rotations of the Bloch sphere.
2.1. The single-qubit Clifford group. The single-qubit Pauli operators are
The single-qubit Clifford group C is a group of 2 × 2 unitaries which map each Pauli to another Pauli under conjugation up to a possible minus sign, i.e., for each C ∈ C and P ∈ {X, Y, Z} we have
for someP ∈ {X, Y, Z}. Moreover, any single-qubit unitary with this property is an element of C multiplied by some global phase e iφ . There are different choices one can make in defining the Clifford group since the conditions described in the previous paragraph only uniquely specify the quotient group of C modulo its center (i.e., they specify C modulo its subgroup of global phases, unitaries proportional to the identity). Here we define the single-qubit Clifford group C = H 0 , S using generators (2) H 0 = 1 2
This convention differs from the usual choice, which uses generators S and the Hadamard matrix H = ζ −1 8 H 0 (here and throughout the paper we write ζ m = e 2πi m for an mth root of unity); however, since overall global phases are unimportant in quantum computation, the definition used here is operationally equivalent. We shall later prove that, with our definition, a 2 × 2 unitary is an element of C if and only if it has matrix elements from the ring Z[i, 1 2 ].
2.2. Clifford-cyclotomic gate sets. A Clifford-cyclotomic gate set is obtained by adjoining a π/n z-rotation to the Clifford group. For each n ∈ {2, 4, 6, . . .} we define the Cliffordcyclotomic group generated by this gate set
Note that each generator, and therefore every unitary in G n , has matrix elements over a subring R n ⊂ C of the complex numbers given by
(note that i is a power of ζ 2n since n is even).
Although ultimately our goal is to compute decompositions of a given unitary using the generating set (3), it will sometimes be convenient to use other generating sets for G n . Since n is even we have S = U z (π/2) = (U z (π/n)) n/2 and so
While this generating set and (3) both appear to single out the z-axis, we now define another generating set which does not have this property. For any p ∈ {x, y, z} let P ∈ {X, Y, Z} be the corresponding Pauli operator and define
Then U ±p (θ) = CU z (θ)C † where C is a Clifford satisfying CZC † = ±P . So G n also contains U ±p (π/n) ∈ G n for all p ∈ {x, y, z}. A more symmetric generating set for G n is then
Optimal decomposition.
We say that a decomposition of a unitary over a Cliffordcyclotomic gate set is optimal if it uses the minimum number of π/n z-rotations. Consider a product of Clifford gates and z-rotations which is equal to some unitary U up to a global phase, i.e., an expression
where C i ∈ C for i ∈ {1, . . . , l + 1}. The cost of such an expression is considered to be the number of non-Clifford generators used, i.e., l i=1 s i . For any U ∈ G n we know there exists such an expression with φ = 0. We define T n (U) to be the minimal cost among all such expressions (allowing any value of φ).
Definition 2.1. For any U ∈ G n define T n (U) to be the minimal number of U z (π/n) gates required to implement U (up to a possible global phase), i.e., the minimum value of l i=1 s i achievable in any expression of the form (7) . If a sequence of gates of the form (7) achieves this minimum then it is said to be an optimal decomposition of U.
As an example which will be useful to us later on, consider decomposing the gates U ±p (aπ/n), where 1 ≤ a < n 2 . Note that T n (U ±p (aπ/n)) ≤ a since U ±p (aπ/n) is equal to CU z (aπ/n)C † for some Clifford C. Using equation (13) and the fact that U p (π/2) is Clifford, we see that T n (U ±p (aπ/n)) ≤ (n/2 − a) and therefore (8) T n (U ±p (aπ/n)) ≤ min(a, n/2 − a) 1 ≤ a < n 2 Unsurprisingly, equality holds in the above equation (this follows from more general results we present later).
2.4. Bloch sphere representation. It is well known that, modulo global phases, singlequbit unitaries can be viewed as rotations of the Bloch sphere. In this way the group G n is mapped to a subgroup of SO (3) .
A unitary is mapped to a rotation matrix in the following way. Any traceless Hermitian 2×2 matrix can be written as a linear combination of the Pauli matrices with real coefficients.
Using this fact we can see that any 2 × 2 unitary matrix V can be associated with a 3 × 3 rotation matrix V defined by (9) V
where the rows and columns of V are indexed by the Pauli matrices. One can easily verify that the map V → V is a homomorphism from U(2) to SO(3) which identifies unitaries that differ by a global phase. We write C and G n for the images of C and G n respectively. The finite group C consists of all signed permutation matrices with determinant 1. We use a slightly overloaded terminogy whereby we refer to elements of C as well as elements of C as Cliffords; however, it will always be clear from the context which case we are in.
The unitaries U x (π/n), U y (π/n) and U z (π/n) map to rotations about the x, y and z-axes which we denote by R x , R y and R z respectively (suppressing the dependence on n for notational convenience). Explicitly, we have
In fact, the group G n is a discrete two-generator subgroup of SO(3) of the type studied in reference [20] : it is generated by two rational-angle rotations about orthogonal axes. This follows from (5) which implies that G n is generated by R z and R x (since H 0 = R x R z R x ).
Canonical form
In this Section we describe a canonical form for unitaries in G n . This canonical form expresses a unitary as a product of gates from the generating set (6) . We will later show that each unitary admits only one such canonical form (it is unique), and we will give an efficient algorithm to compute it. Other unique canonical forms as well as a complete set of relations for the groups G n have previously been established in reference [20] using similar techniques. We believe it should be possible to obtain an exact synthesis algorithm along the lines of what we achieve using one of these other canonical forms. We use the canonical form presented below because it directly generalizes one from [9] which was our starting point for the current work.
We shall use the following simple identities involving the generators (6) . The π/n rotation about the x, y or z axis gives a Clifford matrix when raised to the n/2th power:
Because Cliffords map Paulis to Paulis under conjugation (up to ±1), we also have "pseudocommutation" relations
This relation allows us to move a Clifford past U p (aπ/n) by updating the subscript. Finally, note that
The following decomposition follows from the above identities, and generalizes one given in [9] for the Clifford+T case.
Lemma 3.1. Suppose U ∈ G n . Then there exists a decomposition
for some nonnegative integer m, rotation axes p 1 , . . . , p m ∈ {x, y, z} satisfying p i = p i+1 , a matrix D equal to a global phase times a Clifford (i.e., e iφ D ∈ C for some φ ∈ R) and integers
Proof: We shall prove a slightly stronger result, namely, that such a decomposition exists satisfying
Let U ∈ G n be given. By definition there exists an optimal decomposition of U of the form (7) . Letting M j = C 1 C 2 . . . C j we can then rewrite (7) as (17) where r i ∈ {0, 1}, f i ∈ {x, y, z}, and, since we started from an optimal decomposition (18) T
Suppose there exists some i in (17) where f i = f i+1 . If this happens then it must be the case that r i = r i+1 . To see this, note that if instead r i = r i+1 then the product of the two associated terms
for some choice of sign (which can be seen using (12)). Using this fact and equation (8) we see from (17) that T n (U) < l i=1 s i , which contradicts (18) . Having reached a contradiction we conclude that r i = r i+1 if f i = f i+1 .
We can combine any consecutive terms in (17) which satisfy f i = f i+1 , using the fact that
Combining terms in this way we obtain an expression of the form
(the second equality follows because we used equation (19) to combine terms).
Using (8) we see (21) 
for all i. The decomposition (20) is almost of the desired form, the only difference arising from the possibility that b i = 0. We now describe a procedure which gets rid of the minus signs and transforms a decomposition of the form (20) into one of the form (14) . Each of the integers a i appearing in the resulting decomposition (20) will be equal to either γ i or κ i = n 2 − γ i . Thus (15) will be satisfied due to (21) . The rotation axes p i in the resulting decomposition may be different from the g i appearing in (20) , and likewise the matrix D will in general be different from M.
To complete the proof we describe this procedure. Let j ∈ {1, . . . , m} be minimal such that b j = 1 in (20) . Equation (13) shows
where C ∈ C is a Clifford diagonal in the Pauli g j -basis. We start by replacing U −g j (γ j π/n) in (20) with the right hand side of this equation. Then, by repeatedly using the pseudocommutation relation (11), we move the Clifford C to the far right hand side of the expression, redefining M ← ζ γ j 2n CM, and updating the rotation axes g s and the signs b s for s > j. It is not hard to see that the condition g i = g i+1 will still hold (for all i) after this update (to see this, use the fact that [CAC † , CBC † ] = 0 implies [A, B] = 0). After rearranging (20) in this way we have replaced −g j with g j so we ensure b i = 0 for all i ≤ j. We may now repeat this step until, after at most m iterations, we obtain an expression where b i = 0 for all i ≤ m. ♣
Optimal exact synthesis
The purpose of this Section is to describe our exact synthesis algorithm for Cliffordcyclotomic gate sets. Our work can be viewed as an algorithmic version of the techniques presented in reference [20] .
We use the fact, established below, that the entries of the Bloch sphere representation U of a unitary U ∈ G n provide information about parameters of the canonical form from Lemma 3.1. Using this relationship we obtain an algorithm which efficiently recovers the canonical form. As we will see, the canonical form can then be straightforwardly transformed into an optimal decomposition over the gate set (3).
We will need to use the definition of an algebraic integer as well as the notion of divisibility of algebraic integers. We reproduce these definitions from the algebraic number theory glossary given in Appendix A.
Definition A.1. A complex number c is said to be an algebraic number iff there is a nonzero polynomial f (x) with coefficients in Q such that f (c) = 0. The number c is said to be an algebraic integer iff the polynomial f (x) can be chosen to have integer coefficients and leading coefficient one (i.e., f (x) is monic). Definition A.2. Let b and c be algebraic integers. We say that b is divisible by c iff c is nonzero and b/c is also an algebraic integer.
To understand how algebraic integers will be useful to us, consider the ath power of the matrix R z
cos πa/n sin πa/n 0 − sin πa/n cos πa/n 0 0 0 1
and we now list some properties of this matrix. Our aim is to provide some feeling for what's to come-at this point the reader is not expected to be able to derive these properties (they follow from our more general Theorem given below).
The only nonzero entry of R a z which is an algebraic integer is the 1 in the bottom right. However, there is an algebraic integer β (depending only on n) such that each of the other seemingly innocuous nonzero entries of this matrix can be rewritten as a quotient ω/β qa where ω is an algebraic integer not divisible by β, and q a ("the denominator exponent") is a nonnegative integer which depends on a. Since 1 is an algebraic integer, we say that its denominator exponent is zero. The pattern of denominator exponents which appears in the matrix R a z can therefore be described as follows. There are two rows where the largest denominator exponent appearing in the row is equal to q a . These are the first two rows, those labeled x and y. The third row, labeled z, has largest denominator exponent equal to 0.
For example, consider the case n = 12, with β = 2 cos(π/4) = √ 2. The matrix R z can be written as:
It turns out that 2 ± √ 3 is an algebraic integer that is not divisible by √ 2, and that q a = 2, so that the four entries in the top left of this matrix have the required form of w/β qa for some w not divisible by β. The largest denominator exponent appearing the first two rows is q a , as desired, and the denominator exponents in the last row are all zero.
This pattern is the same for R 2 z , but we see a slightly different situation for R 3 z :
In this case q a = 1, which is reflected by the denominators of √ 2. But although q a has changed, the denominator exponents in the first two rows are still q a , and the denominator exponents in the last row are still zero. Now consider a general element of G n . Lemma 3.1 directly implies that the Bloch sphere representation of U ∈ G n can be decomposed as:
with D ∈ C and parameters m, a i , and p i satisfying the conditions described in the Lemma (they are the same parameters appearing in the decomposition of U). We considered the special case R a z above and discussed how its denominator exponent pattern is related to a. The following Theorem describes how the denominator exponent pattern of U is related to the parameters m, a i , and p i .
The statement of the Theorem refers to divisibility and coprimality of algebraic integers. In this Section we will not need to use the portions of the Theorem having to do with coprimality, so we have not reproduced its definition here. (We refer the interested reader to Appendix A; here we are working in the fraction field of T n = R n ∩R and its ring of integers.)
Let n = 2 k s with k ≥ 1 and odd s. Define
Note that q a > 0 whenever 1 ≤ a < n 2 . Theorem 4.1 (Denominator exponent pattern). Let U ∈ G n and consider its Bloch sphere representation U . Suppose U / ∈ C, and let {a 1 , . . . , a m } and {p 1 , . . . , p m } be the parameters from a decomposition of U of the form given in Lemma 3.1. Let N = i q a i . Then (a) Each nonzero entry of U can be written as a quotient w/β r , where r is a nonnegative integer and w is an algebraic integer that is not divisible by β. (b) The maximum such r which appears in any entry of U is N. Exactly two rows of U contain an entry of the form w/β N , with w coprime to β. (c) There is exactly one row of U that does not contain an entry of the form w/β N . The maximum value of r appearing in that row is N − q a 1 ; it contains an entry of the form w/β N −qa 1 where w is coprime to β. If it is the ith row, then p 1 is the ith entry in the list {x, y, z}.
Similar observations about the entries of rotation matrices were used in the proofs given in reference [20] (specifically, in the text after Lemma 3); the above Theorem can be viewed as a version of these observations which is suited to our purpose here, which is to develop an algorithm. A proof of Theorem 4.1 is presented in Section 6.
We now show that the pattern of denominator exponents can be used to infer the decomposition from Lemma 3.1, which implies that it is unique. We give an algorithmic proof of this fact, that is, our proof directly provides an efficient algorithm to compute the decomposition. Corollary 4.2. For any U ∈ G n the decomposition from Lemma 3.1 is unique. Moreoever, it satisfies
Proof: The proof of Lemma 3.1 given in Section 3 establishes that there exists a decomposition satisfying (24) . So to prove the claim we need only show that the decomposition is unique. To this end, it is sufficient to show that the parameters p 1 and a 1 are uniquely determined by U, since, by induction, p 1 , . . . , p m and a 1 , . . . , a m are then also uniquely determined, and
Consider the set of matrices R −b q U where q ∈ {x, y, z} and 1 ≤ b < n 2
. We have
for some Clifford C ∈ C (which depends on q). Using this fact and equation (22) we get
Now Theorem 4.1 implies that each nonzero entry of R −b q U can be written w β r where w is not divisible by β and r is the denominator exponent. Let r max (b, q) be the maximum denominator exponent r which appears in an entry of R −b q U. Now look at equation (26) and apply the Theorem, keeping in mind that in two of the cases left-multiplication by a Clifford C permutes the entries and multiplies some of them by minus signs, and thus does not alter the set of denominator exponents which appear in the matrix. We see that r max (b, q) > r max (a 1 , p 1 ) whenever (b, q) = (a 1 , p 1 ). Thus a 1 and p 1 are uniquely determined by U, which completes the proof. ♣ The above proof directly gives the following algorithm, which takes as input a unitary U ∈ G n and outputs the parameters m, p 1 , . . . , p m and a 1 , . . . , a m and D which appear in the decomposition from Lemma 3.1.
Algorithm to compute the canonical form 1 Compute the Bloch sphere representation U and let M ← U and i ← 1.
2 For each q ∈ {x, y, z} and 1 ≤ b < n 2 , compute the maximum denominator exponent r max (q, b) which appears in an entry of R
If M is a signed permutation matrix then let m ← i and skip to step 4. Otherwise set i ← i + 1 and return to step 2. 4 Compute D using (25).
The exact synthesis task we are interested in is to efficiently obtain an optimal decomposition of U (up to a global phase) as a product of Clifford and U z (π/n) gates. The canonical form computed by the above algorithm can be straightforwardly (and efficiently) converted into such a decomposition. We replace each gate U p i (a i π/n) with a product of Clifford and U z (π/n) gates which is equal to it (up to a global phase). Since the canonical form satisfies (24), we are guaranteed that the resulting decomposition of U will be optimal as long as we use min(a i , n 2 − a i ) non-Clifford gates U z (π/n) to implement U p i (a i π/n) . We showed how to achieve this in Section 2.3.
This algorithm requires testing an algebraic integer for divisibility by β. We assume that the algebraic integers are given in terms of an integral basis of R n , in which case the divisibility test is straightforward and efficient. In particular, it can be done in polynomial time in terms of the bit length of the integers. For example, let x and y be two elements of Z[ζ 2n ]. To see if x is divisible by y, first compute the set of Galois conjugates of y. This is easy, since the Galois group of Q(ζ 2n ) over Q acts by permutations on the 2nth roots of unity. Multiply all of the nontrivial conjugates of y together to obtain γ ∈ Z[ζ 2n ], and multiply x by γ. Clearly x is divisible by y if and only if xγ is divisible by B = yγ ... but B ∈ Z, so x is divisible by y if and only if every coefficient of xγ in its integral basis representation is divisible by B.
5. For which n is G n equal to the group of 2 × 2 unitary matrices with entries in the ring R n ?
Since every element of G n has matrix elements in the ring R n , G n is a subgroup of
the group of all 2 × 2 unitaries with entries in this ring. We know of no reason to expect that U 2 (R n ) is equal to G n . Nevertheless, it was shown in reference [14] that G 4 = U 2 (R 4 ). This characterization was used in an essential way in the algorithm for approximating single-qubit unitaries over the Clifford+T gate set [23] . In this Section we address the question of whether such an equality holds for other values of n. For n where this holds one can hope to extend the approximation strategy used for the Clifford+T gate set. Our first result is positive-we prove that equality holds for some small values of n.
The proof of this Theorem is presented in Section 7. The Theorem was previously known to hold in the cases n = 4 [14] and n = 6 [4] , so the result is new only for n = 2, 8 and 12.
In the remainder of this Section we show that equallity does not hold generically. To prove this we consider the subgroup of z-axis rotations in G n , and the corresponding subgroup in
Of course, if G n is equal to U 2 (R n ) then these subgroups are equal as well. We characterize exactly those values of n for which D n equals ∆ n . We first show that G n only contains z-rotations by angles which are multiples of π/n.
Proof: Let U z (θ) ∈ G n be given, and consider the parameters m, {p i }, {a i }, and D from the canonical form of this unitary specified in Lemma 3.1. First suppose m = 0. In this case U z (θ) is proportional to a Clifford. The only z-rotations proportional to Cliffords are
and all of these unitaries are included in the set (27).
Next suppose m ≥ 1. To understand this case we use Theorem 4.1. The matrix U z (θ) has Bloch sphere representation
In particular, its bottom right entry is equal to 1. Since U z (θ) has a denominator exponent r = 0 corresponding to its bottom right entry, looking at part (c) of Theorem 4.1 we see that it must be the case that N = q a 1 , m = 1, and p 1 = z so that N − q a 1 = 0. In other words
− 1} and D equal to a Clifford up to a global phase. Noting that D is a z-rotation (since D = U z (θ − a 1 π/n)), we conclude that it is in the set (28). Using this fact and equation (29) we see that U z (θ) is a power of U z (π/n), which completes the proof.
♣
Now we turn our attention to ∆ n . From the definition of U 2 (R n ) it is clear that U z (θ) ∈ U 2 (R n ) if and only if e iθ ∈ R n . In other words, to characterize the group ∆ n we have to understand which complex phases e iθ are in the ring R n 2 . We prove the following Theorem in Section 8, using a technique due to Shastri [24] .
Theorem 5.3. Factor n = 2 k s, where s is odd, and suppose that there is some positive integer t such that 2 t ≡ −1 (mod s). Then the set
of elements of R n with complex absolute value 1 is equal to the set of roots of unity in Q(ζ 2n ), that is, (30) S = {e iπj n : j ∈ {0, . . . , 2n − 1}} Conversely, if there is no such positive integer t, then the set S contains an element of infinite order.
Note that if S contains an element of infinite order then ∆ n contains a matrix of infinite order and therefore is not equal to D n .
Corollary 5.4. Factor n = 2 k s, where s is odd, and suppose that there is some positive integer t such that 2 t ≡ −1 (mod s). Then ∆ n = D n , and is given by equation (27). Conversely, if there is no such positive integer t, then ∆ n is an infinite group and G n = U 2 (R n ).
To conclude this Section, we now show that almost all even integers do not satisfy the condition in the statement above. This presents an obstacle to generalizing the results of reference [23] to all Clifford-cyclotomic gate sets. 
be the fraction of even integers n between 1 and N for which
Proof: Let g N be the fraction of integers n ∈ {1, 2, . . . . . . , N} (even and odd) for which the condition from Corollary 5.4 is satisfied, i.e., g N = 1 N {n ∈ {1, 2, . . . , N} : n = 2 k s with s odd, and ∃ t > 0 s.t 2 t ≡ −1 (mod s)} .
We shall prove that g N → 0 as N → ∞, which in particular implies that the fraction of even integers n ∈ {2, 4, . . . , N} satisfying the condition from Corollary 5.4 also approaches zero as N → ∞. 
By Mertens' Third Theorem (see for example Theorem 429 of [11] ), we have
To complete the proof we show that the first term on the right-hand side → 0 as N → ∞. We have
A theorem of Dirichlet (see for example Exercise 7.6 of [3] ) implies that this sum is unbounded as N → ∞, and so i 1 − Recall that we write k for the number of times that n is divisible by two, i.e. n = 2 k s where s is odd. Define α = 2 2 1−k , and, for each 1 ≤ a <
is not a power of 2
Likewise define s a as above but with cos replaced by sin. Then where q a is defined in equation (23) . For now, we consider the number field K = Q({c a , s a : 1 ≤ a < n 2 }, α) and its ring of integers O K . Later we will see that it is possible to work with a smaller field (the fraction field of R n ∩ R) and its ring of integers.
, both c a and s a are algebraic integers coprime to α. Moreover, when n gcd(a,n) is a power of 2, both c a and s a are units.
Proof: The minimal polynomial of α over Q is x 2 k−1 − 2 = 0; hence α is an algebraic integer. Furthermore the norm N(αO K ) in O K is a positive power of two. We now show that c a and s a are algebraic integers (and hence in O K ) with N(c a O K ) and N(s a O K ) both odd and hence relatively prime to N(αO K ). This implies that α and c a are coprime and that α and s a are coprime.
It is not hard to see that n gcd(a,n) is a power of two if and only if n gcd(n/2−a,n)
is. Using this fact we see that s a = c ( n 2 −a) , and so we need only consider c a in the rest of the proof. and Φ d is the dth cyclotomic polynomial, whose roots are exactly the primitive dth roots of unity. It is well known that Φ d (−1) is odd if d is not a power of 2, but we give a short proof here for the sake of completeness:
Proof: If d = 2 k for k ≥ 2, then since Φ 2 k (x) = x 2 k−1 + 1, the result immediately follows. Thus, we assume that d is not a power of 2.
For any integer n ≥ 2 and prime p, every root of Φ np (x) is also a root of Φ n (x p ). If p divides n, then the degree of Φ np (x) is pϕ(n) (ϕ is the Euler ϕ-function), which is also the degree of Φ n (x p ). Since every cyclotomic polynomial is monic and has no repeated roots, we see that the two polynomials are identical.
If p does not divide n, then the degree of Φ np (x) is (p − 1)ϕ(n), but the roots of Φ n (x) are roots of Φ n (x p ) that are not roots of Φ np (x). By comparing degrees again, we see that implies j ≥ 2. To show that c a is an algebraic integer it is sufficient to show that it is the root of a monic polynomial with algebraic integer coefficients. Let y = 2 cos(aπ/n) and note that f (y) = 0 where
(which can be seen using the double angle formula and the fact that n gcd(a,n) = 2 j ). By a straightforward inductive argument we see that this is a monic polynomial of degree 2
with constant coefficient 2 and where every coefficient except the leading one is divisible by two. Write
where each b i is an integer. Substituting f (y) = f (c a 2 2 1−j ) = 0 and dividing through by 2 gives
which shows that c a is the root of a monic polynomial with algebraic integer coefficients. Hence c a is an algebraic integer. We establish that it is coprime to α by showing that its norm is 1. First note that 2
has minimal polynomial x 2 j−1 − 2 and, since n gcd(a,n) = 2 j , 2 cos(aπ/n) has minimal polynomial Φ 2 j (x − 1) (over Q). Letting D be the degree of the extension K we then have (by multiplicativity of the norm)
Hence N(c a O K ) = 1 and therefore c a is a unit and coprime to α. ♣ The following Theorem differs from Theorem 4.1 in that β is replaced by α.
Theorem 6.3. Let U ∈ G n and consider its Bloch sphere representation U. Suppose U / ∈ C, and let {a 1 , . . . , a m } and {p 1 , . . . , p m } be the parameters from a decomposition of U of the form given in Lemma 3.1. Let N = i q a i . Then (a) Each nonzero entry of U can be written as a quotient w/α r , where r is a nonnegative integer and w is an algebraic integer that is not divisible by α.
(b) The maximum such r which appears in any entry of U is N. Exactly two rows of U contain an entry of the form w/α N , with w coprime to α. (c) There is exactly one row of U that does not contain an entry of the form w/α N . The maximum value of r appearing in that row is N − q a 1 ; it contains an entry of the form w/α N −qa 1 where w is coprime to α. If it is the ith row, then p 1 is the ith entry in the list {x, y, z}.
Proof: Let a decomposition (14) for M = U be given, with m ≥ 1. If m = 1, then M = R a p C for some rotation axis p ∈ {x, y, z}, Clifford C and power 1 ≤ a < n 2
. One row of M will consist entirely of zeroes and ones, in exactly the way described in the last item in the theorem, and the other two rows will have entries that are either zero or cos aπ/n or sin aπ/n. Thus, it suffices to prove that cos aπ/n and sin aπ/n are of the form w/α qa , where w is an algebraic integer coprime to α. This follows directly from equation (33) and Lemma 6.1.
We now suppose m ≥ 2 and proceed by induction on m. Let
)C. We assume that p 1 = z -the other two cases are symmetrical. We know that the matrix R z has the following form:
where w i is an algebraic integer coprime to α. If r 1 , r 2 , and r 3 are the three rows of M and r 
Since the entries in each r ′ i can be written in the form w/α N −qa 1 for some algebraic integer w, it follows that the nonzero entries of each r i can be written in the form w ′ /α N for some algebraic integer w ′ . It is also immediately evident that the entries in r 3 can all be written in the form w/α N −qa 1 for some algebraic integer w, and that there is an entry of the form w/α N −qa 1 for some algebraic integer coprime to α. To complete the proof we show that both r 1 and r 2 contain entries of the form v/α N where v is coprime to α. There is some entry e in one of r ′ 1 or r ′ 2 that is of the form w/α N −qa 1 for some algebraic integer coprime to α, and the corresponding entry f in the other row (r ′ 2 or r ′ 1 ) is of the form w ′ /α N −qa 1 −qa 2 for some algebraic integer w ′ (possibly not coprime to α, or even zero). Any linear combination (s/α qa 1 )e+(t/α qa 1 )f (where s and t are algebraic integers coprime to α) can be written in the form v/α N , where v = sw +α qa 2 tw ′ is an algebraic integer coprime to α. To see why v and α are coprime note that
Now sw and α are coprime since s and w are both coprime to α. Hence
and therefore v and α are coprime. ♣ To complete the proof of Theorem 4.1 we have to show that α can be replaced by β (given by (23) ) in the statement of Theorem 6.3. Note that when k = 1 we have α = β so take k ≥ 2. In this case n = 2 k s with 1 ≤ s < 
= 2
k . Applying Lemma 6.1 we see that c s is a unit. Since α/β is a unit, an algebraic integer is divisible by α if and only if it is divisible by β. Likewise the ideal generated by α is equal to the ideal generated by β and so coprimality to α is equivalent to coprimality to β. Hence α can be replaced by β in the statement of the above Theorem. Finally, note that since every element of G n has entries in R n ∩ R and β is also in this ring, the algebraic integers ω appearing in the Theorem are in the ring of integers of its field of fractions. We can therefore work in this field of fractions and the corresponding ring of integers 3 .
Proof of Theorem 5.1
We divide the proof into three parts.
• Part 1: We show that U ∈ U 2 (R n ) satisfies U ∈ G n if and only if the first column of U is a first column of some element of G n (Lemma 7.1).
After proving Part 1, it remains to prove that any normalized vector (x, y) T ∈ R n (i.e., a vector satisfying |x| 2 + |y| 2 = 1) appears as the first column of some unitary in G n . We prove this as follows:
• Part 2: We define a complexity measure function µ(x, y) which assigns an integer to every vector (x, y) ∈ R n . We show that any normalized vector with small enough complexity measure (less than or equal to some value µ n ) appears as the first column of some element of G n (Lemma 7.4).
• Part 3: Finally, we show that the complexity measure of a normalized vector (x, y) can be reduced by applying unitaries from G n . Specifically, there exists a sequence of unitaries V 1 , . . . , V m ∈ G n such that
satisfies µ(x 2 , y 2 ) ≤ µ n (this follows directly from Lemma 7.6). Note that parts 2 and 3 together imply that (x, y)
T appears as the first column of some unitary in G n . Let (x 2 , y 2 ) and V 1 , . . . , V m be the vector and unitaries from Part 3. Part 2 guarantees that there exists W ∈ G n with first column (x 2 , y 2 )
T . We see from equation (34) 
T and is an element of G n .
While our results in parts 2 and 3 are specific to the cases n ∈ {2, 4, 6, 8, 12}, we establish part 1 under the more general assumption that, writing n = 2 k s with s odd, there exists a positive integer t such that 2 t ≡ −1 (mod s).
Part 1
Lemma 7.1. Factor n = 2 k s where s is odd. Suppose there is some positive integer t such that 2 t ≡ −1 (mod s). Then U ∈ U 2 (R n ) is an element of G n if and only if the first column of U is a first column of some element of G n .
Proof: Suppose U ∈ U 2 (R n ) has the same first column as some unitary V ∈ G n . We shall prove that U is an element of G n . We can always write
iθ from which we see that U = V U z (φ−θ). Since V ∈ G n we need only show that U z (φ−θ) ∈ G n . U and V have determinants e iφ and e iθ respectively, which implies e iθ , e iφ ∈ R n . Applying Theorem 5.3 and using the hypothesis that t exists satisfying 2 t ≡ −1 (mod s) we see that both e iθ and e iφ are powers of ζ 2n . So U z (φ − θ) is a power of U z (π/n), and therefore an element of G n . ♣
Part 2
We use the notion of p-adic valuation in order to define a complexity measure for vectors with entries over R n . is a factorization of I, then the p-adic valuation of I, denoted as v p (I), is equal to m. For any x from K we define v p (x) = v p (xO K ). We also use the convention v p (0) = ∞.
It is well known that the p-adic valuation satisfies
and non-negative for any algebraic integer x or integral ideal I. We work in the fraction field of R n , which is the cyclotomic field Q(ζ 2n ). Its ring of integers is Z[ζ 2n ]. For the values n = 2, 4, 6, 8, 12 which we consider here, there is a unique prime ideal p in Z[ζ 2n ] which contains 2 (this follows from Theorem 2.13 in [26] ). We use the p-adic valuation with respect to this prime ideal; from now on p always refers to this ideal. In fact, in the cases n = 2, 4, 6, 8, 12, the ring of integers Z[ζ 2n ] is a principal ideal domain and so p is generated by a single element of Z[ζ 2n ] which we denote by ξ n .
We now use these special facts about p to derive some additional properties of the p-adic valuation which hold in our case. Firstly, we establish that x ∈ R n is an algebraic integer if and only if it has non-negative p-adic valuation. Let us show that if x ∈ R n is not an algebraic integer then it has negative p-adic valuation. In this case x can be written z/2 k for z from Z[ζ 2n ] not divisible by 2 and positive integer k. Note that it must be the case that v p (z) < v p (2), because otherwise z would be in p
Now we show that the above implies that any x ∈ R n can be written
. with y ∈ Z[ζ 2n ] and y / ∈ p. In other words the p-adic valuation is equal to minus the "denominator exponent" with respect to ξ n . 4 To see why (36) holds, define y = xξ n −vp(x) , find that v p (y) = 0 and y ∈ R n , and conclude that y is in Z[ζ 2n ] but not in p.
Now using (36) we derive the following property which holds for all x, y ∈ R n :
To see this, write x = z/ξ and z +wξ r−s n / ∈ p. Finally, note that since p is the only prime ideal containing 2 and complex conjugation is an automorphism of Z[ζ 2n ] we have p = p * . The fact that p is a prime ideal containing 2 implies that p * is also a prime ideal containing 2. They must coincide since p is the only prime ideal containing 2. This implies:
for all x ∈ R n , which follows because xZ[
and no p * i is equal to p. In the remainder of the proof we will often use the properties of the p-adic valuation described in equations (35), (37), and (38). We now define the complexity measure for vectors with entries in R n .
Definition 7.3 (Complexity measure).
Let n ∈ {2, 4, 6, 8, 12}. For x, y ∈ R n we define
Now we show that every normalized vector with a small value of the complexity measure is a first column of some element of G n . Define
Lemma 7.4. Let n ∈ {2, 4, 6, 8, 12}. Suppose (x, y) ∈ R n , |x| 2 + |y| 2 = 1, and µ(x, y) ≤ µ n . Then there exists V ∈ G n with first column (x, y)
T .
Let (x, y) be given satisfying the hypotheses of the Lemma. Then x ′ = x(i + 1) and
. To see why they are elements of Z[ζ 2n ], use the fact that v p (x ′ ) ≥ 0, v p (y ′ ) ≥ 0 and the fact that an element of R n is an algebraic integer if and only if it has non-negative p-adic valuation. To prove the Lemma it is therefore sufficient to show that (x ′ , y ′ )/(i + 1) is a first column of some element of G n whenever
In the following we establish that every such pair is described by one of the following three cases
Before we justify this classification, let us pause to show that in each of these three cases (x, y) T is the first column of a unitary V ∈ G n . In cases 2 and 3 we can take V = ζ j 2n · I, which is an element of G n (as can be seen from equation (12)). In case 1, take
where H 0 is given in equation (2) . Since each term in the above product is in G n we have V ∈ G n .
It remains to establish the above claimed classification of pairs (x ′ , y ′ ). To this end, we use a map defined on elements of Z[ζ 2n ] as
where {σ 1 , . . . , σ d } is the Galois group of Q(ζ 2n ). Note that G(x) is zero if and only if x is zero. The second property of G which is crucial for our proof follows from the inequality between geometric and arithmetic averages:
where N Q (x) is the norm of x over Q relative to Q(ζ 2n ). The equation G(x) is greater than or equal to 1 for non-zero x. If neither x ′ nor y ′ is equal to zero then this implies that
) (since they must sum to two and each is at least one). So the only possible values of
, (2, 0) and (0, 2). When
be an equality because |N Q (x)| 2 ≥ 1 for non-zero x. Therefore in this case |σ m (x ′ ) | 2 = 1 for all m = 1, . . . , d, and it is well known that this implies that x ′ must be equal to ζ j 2n for some integer j. So in the case where
, both x ′ and y ′ are powers of ζ 2n . In the case when Our goal in this part of the proof is to show that, if µ(x, y) > µ n , then the complexity measure can always be reduced by applying a unitary from G n (this is Lemma 7.6). Our strategy is to show that one can work "modulo 2" in a sense that we make precise below. In this way we reduce the problem to a finite number of cases which can then be checked on a computer.
Let us now define what we mean by working mod 2. Any x ′ ∈ Z[ζ 2n ] can we written using an integral basis of Z[ζ 2n ] as
where ϕ is Euler's phi function) and with each x k an integer. We define
where for an integer x ∈ Z, xmod 2 denotes 0 or 1 in Z, rather than in Z/2Z. The mod 2 function has the following basic properties (x + y)mod 2 = ((xmod 2) + (ymod 2)) mod 2 (xy)mod 2 = ((xmod 2) · (ymod 2)) mod 2 ((xmod 2) * ) mod 2 = x * mod 2 |xmod 2| 2 mod 2 = |x| 2 mod 2 which can be checked by writing x + y, xy, x * and |x| 2 = xx * in terms of the coordinates of x, y in an integral basis.
In the following we shall also repeatedly use the following relation between v p (x ′ ) and v p (x ′ mod 2):
To see that above is true first we note that for any u, v from
]. The following Lemma, which is proven using a computer program, is the key to our proof of Lemma 7.6. 
is finite and so one can in principle directly check the statement of the Lemma by exhaustively considering pairs of elements a, b from s n using a computer. It is possible to simplify things using the following observation. For each x ∈ Z[ζ 2n ] define c(x) = min xζ k 2n , k = 1, . . . , 2n where the minimum is taken with respect to some ordering (in practice, we use the lexicographic ordering on vectors of integers, applied to the representation of x in an integral basis). Since v p (x) = v p xζ k 2n for all k and xζ k 2n 2 = |x| 2 , one can instead exhaustively consider pairs of elements a, b from the smaller set s
In Figure 1 we provide a MAGMA script which verifies the Lemma using this strategy. ♣ Finally, we prove:
Lemma 7.6. Let n ∈ {2, 4, 6, 8, 12} and suppose x, y ∈ R n satisfy |x| 2 + |y| 2 = 1 and µ(x, y) > µ n . Then there exists an integer k such that
where
Proof: Recall that (since Z[ζ 2n ] is a principal ideal domain for the values of n we consider)
p is generated by a single element ξ n . Define x ′ = ξ µ(x,y) n x and y ′ = ξ µ(x,y) n y. Without loss of generality we can assume that v p (x) = −µ(x, y) and thus v p (x ′ ) = 0. Then
where in the last inequality we used the fact that p contains 2. Now using (37), (38), (40), and the fact that v p (|x ′ | 2 ) = 0 we see that v p |y ′ | 2 = 0 and hence v p (y ′ ) = 0. Thus
and so
To prove the Lemma we have to show that the right-hand side of this expression is strictly negative for some k. To this end, it is sufficient to show that
To see this, observe that
and so if
(for some k). To see why this is sufficient, use (39) and the fact that
The last equality follows from the fact that |x which is shown in (40) ). The pair (a, b) therefore satisfies the hypotheses of Lemma 7.5 and applying that Lemma we get that there exists an integer k satisfying (41). ♣
Proof of Theorem 5.3
Recall that n is even, R n = Z[ζ 2n , 1/2] ⊂ C, and T n = R n ∩ R. Write U R and U T for the unit groups of R n and T n , respectively. Theorem 5.3. Factor n = 2 k s, where s is odd, and suppose that there is some positive integer t such that 2 t ≡ −1 (mod s). Then the set S = {r ∈ R n : |r| = 1}
of elements of R n with complex absolute value 1 is equal to the set of roots of unity in Q(ζ 2n ), that is, The central idea of the proof of this theorem is due to Shastri ([24] , Theorem 1.1). However, the details work out somewhat differently in our situation than in hers.
Proof: First, note that the set of roots of unity in R n is the same as the set roots of unity in Q(ζ 2n ), which is precisely the set of powers of ζ 2n . Thus, since the set S is a group under multiplication, if we show that S is finite, it must consist precisely of the roots of unity described in the statement of the theorem.
It remains to establish that any r = a + bi ∈ R n satisfying |r| = 1 is a root of unity if and only if there is an integer t such that 2 t ≡ −1 (mod s). For this part of the proof we may assume without loss of generality that n is a multiple of 4, since Z[ζ 2n , 1/2] is contained in Z[ζ 8n , 1/2], and the value of s is the same for 2n and 8n. For the rest of the proof we therefore assume that R n = Z[ζ 2n , 1/2], where n is a multiple of 4.
Let T n be the ring T n = R n ∩ R and let K n be the fraction field of R n . Since a and b are elements of T n satisfying a 2 + b 2 = 1, r = a + bi is an element of the kernel of the norm map
Note that N is a multiplicative homomorphism from U R to U T . The Dirichlet Unit Theorem computes the unit group of rings like R n and T n . To state it, we will need some preliminaries about embeddings of R n in C. For any number field L, let r 1 be the number of homomorphisms from L to R, and let r 1 + 2r 2 be the number of homomorphisms from L to C. (The extra coefficient 2 comes from the fact that complex embeddings come in conjugate pairs, if they are not real embeddings.) It is known (see for example [19] , page 30, the discussion before Proposition 5.1) that
We reproduce here the specialization of the general Dirichlet Theorem to the case we need -see [19] for the general case. , where µ is the group of roots of unity in L, and y is the number of prime ideals of A containing 2.
Note that R n is the ring A[1/2] with A = Z[ζ 2n ], and T n is the ring (A ∩ R) [1/2] , so the theorem applies to both rings. Definition 8.2. Let M be an abelian group isomorphic to G × Z m , where G is a finite group and m is a non-negative integer. The rank of M is defined to be m.
Note that isomorphic groups have the same rank, and that every finitely generated abelian group is isomorphic to a group of the form G × Z m . Intuitively, an abelian group of rank m is like a vector space of dimension m. In particular, if φ : M 1 → M 2 is a homomorphism of abelian groups of rank m 1 and m 2 , respectively, then rank(ker φ) + rank(imφ) = rank(M 1 ) = m 1 .
Since R n cannot be embedded in R (it contains i), all of its complex embeddings are non-real. The Dirichlet Unit Theorem says that the the group U R of units of R n has rank The rank of U R is L + [Q(ζ 2n ) : Q]/2. The rank of N(U R ) is equal to the rank of U T , which is ℓ + [Q(ζ 2n ) : Q]/2. If L = ℓ, then the rank of U R and the rank of N(U R ) will be equal, so the rank of the kernel of N must be zero, implying that the kernel of N is finite. If L = ℓ, then the kernel of N will have positive rank, and there will be an infinite number of elements of R n of absolute value 1, and in particular infinitely many of them will not be roots of unity. Thus, we wish to prove that L = ℓ if and only if −1 is a power of 2 modulo s.
Consider the ring B = Z[ζ s ]. A minimal polynomial for ζ 2n over B is x 2 k + ζ s . This is because the degree of ζ 2n over Q is ϕ(2n) = ϕ(2 k+1 s) = 2 k ϕ(s) = 2 k [Q(ζ s ) : Q], so x 2 k + ζ s has the smallest possible degree amongst nonzero polynomials with coefficients in Z[ζ s ] that have ζ 2n as a root.
If P is any prime ideal of Z[ζ s ] with 2 ∈ P , then modulo P , we have (for some z ′ ∈ Z[ζ s ]/P ) x 2 k + z ≡ (x + z ′ ) 2 k (mod P ). Prime ideals of Z[ζ 2n ] containing P are in one-to-one correspondence with irreducible factors of x 2 k + z modulo P . Thus, for every prime ideal P To do this, we will show that for any integer c ≥ 3, the prime ideals of Z Let P be a prime ideal of Z[γ s ] with 2 ∈ P . We will compute the number of prime ideals of Z[ζ s ] containing P .
Such prime ideals correspond one-to-one with irreducible factors modulo P of a minimal polynomial for ζ s over Q(γ s ). This polynomial is x 2 − γ s x + 1. Since γ s is a unit in the ring Z[γ s ], it cannot be an element of P . Therefore, the polynomial x 2 − γ s x + 1 cannot be a perfect square modulo P . Thus, modulo P , the polynomial x 2 − γ s x + 1 either has two coprime linear factors, or else it is irreducible. In other words, there are two cases:
• There are two prime ideals Q 1 , Q 2 of Z[ζ s ] containing P , with Z[ζ s ]/Q ∼ = Z[γ s ]/P = F ("P splits"), or else • There is a unique prime ideal Q of Z[ζ s ] containing P , satisfying Z[ζ s ]/Q isomorphic to a degree two extension of F ("P is inert")
We will show that L = ℓ if and only if P is inert in Z[ζ s ]. Let Q be any prime ideal of Z[ζ s ] containing P , and let E be the field Z[ζ s ]/Q. We see that P splits if and only if E = F .
Let m be the degree of E over the field F 2 with 2 elements. Then m is the multiplicative order of 2 modulo s. To see this, notice that a field of order 2 m contains a primitive sth root of unity if and only if 2 m ≡ 1 (mod s) -elements of F 2 m are the roots of x 2 m = x, and ζ s s = 1. The smallest positive integer m satisfying that congruence is precisely the multiplicative order of 2 modulo s.
The field F is generated over F 2 by the element γ s (or, more precisely, by its reduction modulo P ). We have E = F if and only if there is no nontrivial element of Gal(E/F 2 ) that fixes γ s .
The function x → x 2 is a generator of the Galois group of E over F 2 , so every Galois conjugate (modulo P ) of γ s is of the form ζ ≡ 1 (mod P ), which is equivalent to b ≡ a (mod s). Thus, the tth Galois conjugate γ 2 t s of γ s equals γ s if and only if 2 t ≡ ±1 (mod s). Since 2 t ≡ 1 (mod s) if and only if t is a multiple of m, it follows that γ s is fixed by a nontrivial automorphism of E if and only if −1 is a power of 2 modulo s. For every P , then, there is a unique prime ideal of Z[ζ s ] containing P if and only if −1 is a power of 2 modulo s. This conclusion is independent of P , so L = ℓ if and only if −1 is a power of 2 modulo s. Since there are elements r ∈ S of infinite order if and only if L = ℓ, we are done. ♣
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