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Аннотация
Изучаются некоторые типичные процессы изгибов стержня при силь-
ном продольном сжатии. Соответствующее динамическое уравнение из-
гибов рассматривается как возмущение двумерного уравнения Лапласа.
Установлено, что для данных процессов расширяющиеся области быст-
рых нарастаний изгибов начинаются в малых окрестностях точек сингу-
лярностей решений предельного уравнения Лапласа. Начальные стадии
этих нарастаний описаны с помощью интеграла Харди.
PACS:02.90.+p
ВВЕДЕНИЕ
0.1. Динамическое уравнение изгибов стержня [1, §17], [2, §15], [3]
Pu′′xx + ρu
′′
tt +Gu
′′′′
xxxx = 0 (0.1)
с постоянными P , ρ, G (P – величина продольной сжимающей силы, ρ – линей-
ная плотность стержня, G – жесткость на изгиб стержня) после замены
y = (
P
ρ
)1/2t (0.2)
принимает вид возмущения уравнения Лапласа
u′′xx + u
′′
yy + ε
2u′′′′xxxx = 0 (0.3)
с параметром ε = (G/P )1/2, который при P >> G является малым. Посредством
этого уравнения моделируются и ряд других процессов [4], [5], [6, §30], [7].
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В отличие от некорректного по Адамару предельного уравнения Лапласа
U ′′xx + U
′′
yy = 0, (0.4)
это его возмущение корректно: модуль решения (0.3)
u = exp(λ(1− ε2λ2)1/2y) sin(λx) (0.5)
не раcтет при λ→∞, так как при переходе λ через значение
λ =
1
ε
(0.6)
показатель экспоненты в (0.5) cтановится чисто мнимым.
0.2. Данное обстоятельство, заметим, иллюстрирует насыщающее действие
малой дисперсии на неустойчивость системы приближения нелинейной геомет-
рической оптики [8]
h′τ + (hv)
′
x = 0, v
′
τ + vv
′
x − α(h)h′x = 0 (0.7)
в применении к известному нелинейному уравнению Шредингера
− iµF ′τ = µ2F ′′xx +K(|F |2)F, α(h) = 2K ′(h) > 0, 0 < µ << 1. (0.8)
В самом деле, подстановка в (0.8) выражения F = h1/2 exp(iϕ/µ) и диффе-
ренцирование по переменной x второго уравнения результата этой подстановки
h′τ + 2(hϕ
′
x)
′
x = 0, ϕ
′
τ + (ϕ
′
x)
2 −K(h) = µ2 (
√
h)′′xx√
h
дает систему (v = 2(ϕ)′x)
h′τ + ( v)
′
x = 0, v
′
τ + vv
′
x − α(h)h′x = 2µ2(
(
√
h)′′xx√
h
)′x, (0.9)
которая при µ = 0 cовпадает с неустойчивой системой уравнений (0.7). Рассмот-
рим начальную стадию эволюции решений системы (0.9), когда возмущения еще
малы, считая, что невозмущенному состоянию среды отвечает частное решение
этой системы v = 0, h = 1, и пусть vˆ, hˆ — малые возмущения соответствующих
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компонент решения. Полагая в (0.9) v = vˆ, h = 1 + hˆ и отбрасывая старшие по
степеням этого возмущения члены, получим для поправок линейную систему
hˆ′τ + vˆ′x = 0, vˆ′τ − α(1)hˆ′x = µ2hˆ′′′xxx, (0.10)
компоненты решения которой после перехода к независимой переменной
y = (α(1))1/2τ задают решения hˆ, vˆ уравнения (0.3) c параметром ε = α(1)−1/2µ.
Тогда как решение начальной задачи для предельной к (0.10) cистемы
hˆ′τ + vˆ′x = 0, vˆ′τ − α(1)hˆ′x = 0,
некорректно по Адамару (это обстоятельство демонстрирует [9, §3] неустойчи-
вость системы приближения нелинейной геометрической оптики (0.7)), гипер-
болическая [10, Гл. III, §3.1] система (0.10) лишена этого недостатка.
0.3. Значение (0.6) формулой PE = Gλ
2
∗, где λ∗ соответствует низшей из
возможных гармоник, определяет классическую критическую нагрузку Эйле-
ра. При ее превышении амплитуда низшей из гармоник (0.5) экспоненциально
растет по времени. Поэтому иногда высказывается мнение о том, что изучение
решений (0.1) при значениях P , превышающих критическое, с практической
точки зрения неактуально: “ в конце концов все равно, произойдет ли ставшим
неизбежным разрушение стержня через одну или две секунды... ” [2, §15].
Необоснованность этого мнения следует хотя бы из следующего коммента-
рия Ишлинского к статье [3], в которой среди членов ряда Фурье, задающего
решения уравнения (0.1), в первую очередь рассматривались как раз экспонен-
циально растущие по времени: “...представлялось тогда загадкой ...появление
высших форм потери устойчивости при внезапном (ударном) сжатии первона-
чально прямолинейного стержня. Следует пояснить, что начало потери устой-
чивости возникает еще при упругих деформациях. В дальнейшем, как правило,
развивается пластичность и именно остаточные деформации наблюдаются по
окончании... продольного сжатия стержня” [11, c.5].
Вывод [3] о том, что среди членов рядов Фурье, представляющих решения
уравнений (0.3), наиболее быстро растут те, что соответствуют гармоникам (0.5)
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со значениями λ, близкими к точке максимума 1/(
√
2ε) функции λ(1− ε2λ2)1/2,
неоспорим: со временем амлитуды этих членов рядов Фурье становятся значи-
тельно больше других. Он подтвержден экспериментами по сжатию стержней
как посредством подрывов у одного из их концов, так и при ударах молотком
[12, c.547]. Результаты проведенного нами численное моделирование решений
конкретных задач, относящихся к кругу тех, что рассматриваются в этой ста-
тье, также согласуются с этим выводом.
Интерес, однако, представляют и другие аспекты поведения решений (0.3),
исследованию которых посвящен уже целый ряд работ (помимо процитирован-
ных выше, укажем еще на прешественницу [13] cтатьи [3], а также на публи-
кации последних лет [14] – [18] – в части из них речь идет о ранних этапах
эволюции решений уравнения (0.3)). Мы же здесь хотим обратить внимание на
следующую сторону проблемы описания динамики сжимаемого стержня:
при большой приложенной силе изгибание стержня и вступление затем в си-
лу эффектов пластичности происходит очень быстро. Поэтому, на наш взгляд,
в такой ситуации интересоваться надо именно асимптотиками решений уравне-
ния (0.1) по малому параметру ε. Кстати, согласно (0.2) при больших значениях
P малым – порядка O(ε) – временам t соответствуют конечные значения y.
0.4. Но до сих пор малость параметра ε для описания поведения решений
уравнения (0.1) и эквивалентного ему уравнения (0.3) почти не использовалась
(исключением является недавняя статья [18]). Не рассматривались, в частности,
стандартные ряды теории возмущений
u(x, y, ε) = U0(x, y) + ε
2U1(x, y) +
∞∑
n=2
ε2nUn(x, y), (0.11)
главные члены U0(x, y) которых есть решения уравнения Лапласа (0.4), а осталь-
ные находятся из рекуррентной последовательности уравнений
(Un)
′′
xx + (Un)
′
yy = −(Un−1)′′′′xxxx. (0.12)
Это может объясняться следующими причинами:
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1) само уравнение изгибов стержня (0.3) интегрируемо – оно, в частности, до-
пускает стандартную процедуру разделения переменных. И, как уже отмечено,
при ε > 0 начальная задача для гиперболического уравнения (0.3) корректна.
Впрочем, некорректность начальных задач для предельного уравнения Лапла-
са – не такое уж неодолимое препятствие для их изучения. Такие задачи часто
встречаются в приложениях [19, §3, пример 4] и при наличии дополнительной
информации об их решениях, в принципе, поддаются исследованию [19] – [26];
2) решениям начальных задач для уравнения Лапласа (0.4) при конечных y
присуща взрывная потеря пригодности даже тогда, когда их начальные данные
U(x, y0) = A(x), U
′
y(x, y0) = B(x), (0.13)
есть аналитические функции [27]. При приближении к точкам сингулярностей
решений задачи (0.4), (0.13) теряют пригодность и все члены рядов теории воз-
мущений (0.11), определяемые данными решениями (см. §1 настоящей работы).
0.5. Однако, надо заметить, что несмотря на сингулярности, присущие [8],
[9], [28] – [30] решениям системы уравнений (0.7), для изучения свойств реше-
ний уравнения (0.8) данная неустойчивая система применяется давно и успеш-
но. При этом типичные сингулярности решений (0.7) играют важную роль и
для описания характерных особенностей поведения решений уравнения (0.8)
c малой дисперсией: по крайней мере для двух типичных сингулярностей ре-
шений (0.7) в настоящее время проведено весьма подробное исследование по-
правочного влияния малой дисперсии (правой части системы (0.9)) на эти две
сингулярности: в случае первой из этих сингулярностей, отвечающей процессу
провального самообострения амплитуды h, такому исследованию были посвя-
щены работы [29], [31]; в случае второй сингулярности, отвечающей особенности
квадратного корня комплексно – аналитических отображений, это влияние для
широкого ряда случаев описывается в довольно большом числе публикаций,
среди которых ключевыми, как мы считаем, являются [30], [32].
В данной работе для двух характерных сингулярностей решений уравнения
Лапласа (0.4) проводится исследование поправочного влияния на них члена
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ε2uxxxx в уравнении (0.3). И тем самым дается описание начала некоторых ти-
пичных процессов резкого изменения в поведении решений (0.3), которое при
отказе от использования рядов возмущений (0.11) оставалось “за кадром”.
Первая характерная сингулярность решений уравнения Лапласа, рассмат-
риваемая нами в этой работе, задается линейными комбинациями вещественной
и мнимой частей комплексно-аналитических функций с полюсами вида
U =
1
(−y + ix) + . . . (x
2 + y2 → 0). (0.14)
(Жданов и Трубников [9, §3] особо отмечают универсальность соответсвующих
сингулярных решений, которые, как стоит отметить, в главном порядке вы-
ражаются через производные Φ′x(x, y) и Φ
′
y(x, y) фундаментального решения
Φ(x, y) = ln(x2 + y2)1/2/(2pi) уравнения Лапласа.)
Вторая сингулярность в главном порядке есть вещественная часть корня
U = (2(−y + ix))1/2. (0.15)
(Данная особенность решения уравнения Лапласа типична с точки зрения ма-
тематической теории катастроф [33, 1.8].) Возникающую задачу об истинном
поведении решений полного уравнения (0.3) в окрестности точки (x = 0, y = 0),
которое при y ≤ 0 вне малой по ε окрестности этой точки задается соответству-
ющим рядом (0.11), в известной мере можно рассматривать как линеаризован-
ный вариант проблемы, исследовавшейся в работах [30], [32].
В §2 и §3 показывается, что для двух этих характерных сингулярностей
перестройка соответствующих решений (0.3) в окрестности начала координат
описывается с помощью интеграла Харди [34], [35, 18.3.1, 21.1.3]
Iν(X, Y,m) =
∞∫
0
kν exp (k(Y − iX)− km/2)dk, Reν > −1, (0.16)
где m = 3, индекс ν принимает значения −1/2, 0, 1/2, 3/2,
X =
x
ε2/3
, Y =
y
ε2/3
. (0.17)
Из асимптотик Iν(X, Y, 3) при X
2 + Y 2 →∞ cогласно методу согласования [36]
следует, что за точками рассматриваемых типичных сингулярностей решений
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уравнения Лапласа (0.4) cоответствующие решения уравнения (0.3) экспоненци-
ально растут при ε→ 0 – именно в малых окрестностях этих точек начинаются
расширяющиеся по мере роста y области сильных изгибов стержня.
0.6. В настоящей статье, как и в [3], исследуется случай свободно (шарнирно)
опертого стержня, которому отвечают начально-краевые задачи на промежутке
−L ≤ x ≤ L (L > 0) с краевыми условиями
u(x, y)|x=±L = u′′xx(x, y)|x=±L = 0. (0.18)
1 РЯД ТЕОРИИ ВОЗМУЩЕНИЙ
1.1. Для удобства сначала рассмотрим идеализированный случай чиcто началь-
ной задачи для уравнений (0.3) c начальными данными (0.13), заданными в
момент времени y0 = −1. В предположении, что решение U0(x, y) уравненния
Лапласа (0.4), удовлетворяющее начальным условиям (0.13), существуют при
−2 < y < 0, все коэффициенты Un(x, y) ряда (0.11), который представляет реше-
ние начальной задачи (0.13), явным образом выписываются через его главный
член U0(x, y). Действительно, при k > 1 эти коэффициенты есть решения ре-
куррентной системы уравнений (0.12), удовлетворяющие начальным условиям
Un(x, y)|y=−1 = (Un(x, y))′y|y=−1 = 0.
Решая ее последовательно, находим, что
U1(x, y) =
1
2
(
(U0(x, y))
′′
yy
2
− (U0(x,−y − 2))
′′
yy
2
− (y + 1)(U0(x, y))′′′yyy
)
,
U2(x, y) =
1
4
(
3(U0(x, y))
′′′′
yyyy
4
− 3(U0(x,−y − 2))
′′′′
yyyy
4
−
−(y + 1)
(
(U0(x, y))
′′′′′
yyyyy +
(U0(x,−y − 2))′′′′′yyyyy
2
− y + 1
2
(U0(x, y))
′′′′′′
yyyyyy
))
,
Un(x, y) =
n∑
m=0
(y + 1)mam
∂(2n+m)U0(x, y)
∂y(2n+m)
+
n−1∑
m=0
(y + 1)mbm
∂(2n+m)U0(x,−y − 2)
∂y(2n+m)
,
(1.1)
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где am и bm – конкретные вещественные постоянные. Справедливость последней
из формул (1) при всех n > 2 устанавливается по индукции.
В принципе, это же разложение можно получить, решая начальную задачу
(0.3), (0.13) c помощью преобразования Фурье, учитывая равенства
ch(k(−y − 2 + 1)) = ch(k(y + 1)), sh(k(−y − 2 + 1)) = − sh(k(y + 1)),
и используя разложение функции k(1− ε2k2)1/2 в ряд по степеням ε.
Но как мы сейчас покажем, ряд (0.11), (1) полезен не только для описаний
решений чисто начальной задачи (0.3), (0.13).
1.2. Существенной особенностью представлений (1) коэффициентов Uk(x, y)
ряда (0.11) является то, что все они через его главный член U0(x, y) выражаются
поcредством конечного числа дифференцирований исключительно по перемен-
ной y и умножений таких его производных на натуральные степени (y + 1).
Допустим теперь, что при −2 ≤ y < 0 функция U0(x, y) является гладким
решением уравнения Лапласа (0.4) для всех −L ≤ x ≤ L, которое на краях
этого замкнутого промежутка обращается в нуль:
U0(x, y)|x=±L = 0.
Из удовлетворения функцией U0(x, y) уравнению Лапласа (0.4) следует, что
тогда на этих краях обращаются в нуль и вторые производные (U0(x, y))
′′
xx:
(U0(x, y))
′′
xx|x=±L = 0.
Поэтому и все остальные члены Un(x, y) ряда (0.11), определяемые формулами
(1), будут тогда автоматически удовлетворять краевым условиям
Un(x, y)|x=±L = (Un(x, y))′′xx|x=±L = 0.
И, значит, в этих условиях при −1 ≤ y < 0 и −L ≤ x ≤ L ряд (0.11), (1) пред-
ставляет решение U(x, y, ε) уравнения (0.3), удовлетворяющее как начальному
условию (0.13) (заданному в момент времени y0 = −1), так и всем условиям
свободного опирания стержня (0.18).
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Понятно, что все вышесказанное легко переносится на случай, например, на-
чального момента времени y0 = 0 и гладкости решения предельного уравнения
на любом промежутке −M ≤ y < M (M > 0).
В дальнейшем для определенности мы будем говорить лишь о начальных
данных, заданных при y0 = −1. Далее также всюду предполагается, что функ-
ция U0(x, y) есть решение уравнения Лапласа, которое является гладким на
интервале −2 ≤ y < 0 для всех x (при рассмотрении чисто начальных задач)
или для −L ≤ x ≤ L (при рассмотрении начально– краевых задач с краевыми
условиями, заданными при x = ±L).
1.3. Как уже говорилось во Введении, для решений U0(x, y) начальных задач
для уравнения Лапласа (0.4) характерна взрывная потеря пригодности. Пред-
положим, что она происходит в начале координат (x = 0, y = 0) и описывается
сингулярностями вроде, например, типичных сингулярностей, которые в глав-
ном при x2+ y2 → 0 порядке опиcываются вещественными и мнимыми частями
решений (0.14), (0.15). В частности, предполагается, что каждое дифференци-
рование по переменной y ухудшает эту сингулярность на величину порядка
O((x2+y2)−1/2). Тогда из формул (1) cледует, что по мере роста номера n коэф-
фициенты Un(x, y) ряда теории возмущений ведут себя все хуже – каждый из
них “сингулярнее” предыдущего на величину порядка O((x2 + y2)−3/2). И ясно,
что в малой окрестности начала координат ряд (0.11) теряет свою пригодность.
Согласно идеологии метода согласования [36] правильное поведение в этой
окрестности соответствующих решений (0.3) описывается в растянутых пере-
менных X = ε−αx, Y = ε−βy, где положительные постоянные α и β нужно
подобрать так, чтобы с одной стороны величины ε2(x2 + y2)−3/2 при конечных
значениях X и Y имели порядок O(1), а с другой, чтобы все члены предельного
уравнения Лапласа (0.4) после такого растяжения имели одинаковый порядок.
Таким образом, получаем, что правильный выбор растянутых переменных
задается как раз формулами (0.17). После замен независимых переменных со-
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гласно этим формулам (0.3) переходит в уравнение
u′′XX + u
′′
Y Y + ε
2/3u′′′′XXXX = 0,
предельным к которому по-прежнему является уравнение Лапласа
u′′XX + u
′′
Y Y = 0. (1.2)
Поэтому для широкого ряда случаев, включающих рассматриваемые нами
в этой работе случаи cингулярностей рядов (0.11), в главном по малому пара-
метру ε порядке перестройки соответствующих решений уравнения (0.3) будут
задаваться решениями этого уравнения Лапласа (1.2) (ему, в частности, удо-
влетворяет интеграл Харди (0.16)). Только, в отличие от сингулярных в начале
координат решений U0(x, y) уравнения (0.4), они будут глобально гладкими по
переменным X и Y решениями. Асимптотики их приX2−Y →∞ определяются
особенностями рядов (0.11), (1) в начале координат.
2 ПОЛЮСНАЯ CИНГУЛЯРНОСТЬ
2.1. Вещественные решения U0(x, y) уравнений Лапласа (0.4) с типичными осо-
бенностями, которые в главном порядке задаются вещественной и мнимой ча-
стями решений вида (0.14), при x2 + y2 → 0 разлагаются в ряд
U0(x, y) =
−y
y2 + x2
+
∞∑
i,j=0
aijx
iyj, (2.1)
U0(x, y) =
−x
y2 + x2
+
∞∑
i,j=0
bijx
iyj. (2.2)
Действуя согласно методу эталонных задач [37], рассмотрим следующие два
частных случая таких решений
U0(x, y) ≡ −y
y2 + x2
, (2.3)
U0(x, y) ≡ −x
y2 + x2
(2.4)
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и определяемые ими чисто начальные задачи для уравнения (0.3) с условиями
u(x,−1) = A(x), u′y(x,−1) = B(x), (2.5)
где
A(x) =
x
1 + x2
, B(x) =
1− x2
(1 + x2)2
(2.6)
и
A(x) = − 1
1 + x2
, B(x) = − 2x
(1 + x2)2
. (2.7)
Далее ure(x, y, ε) и uim(x, y, ε) будут обозначать решения эталонных начальных
задачи (0.3), (2.5) с начальными данными (2.6) и, соответственно, (2.7).
2.2. Эти эталонные задачи явно решаются при помощи преобразования Фу-
рье, которое функции v(x) cопоставляет интеграл
v˜(k) =
∞∫
−∞
v(x) exp (ikx)dx. (2.8)
После преобразования Фурье задача (0.3), (2.5), (2.6) сводится [38, Гл.8,
§1.108, §1.124] к начальной задаче
u˜yy − (k2 − ε2k4)u˜ = 0, −∞ < k < +∞, y > −1, (2.9)
u˜
∣∣
y=−1
= pi exp (−|k|), u˜y
∣∣
y=−1
= pi|k| exp (−|k|),
решение которой имеет вид
u˜(k, y, ε) = pi exp (−|k|) ch
(√
k2 − ε2k4(y + 1)
)
+pi exp (−|k|)sh
(√
k2 − ε2k4(y + 1))√
1− ε2k2 .
Применяя к этой функции обратное преобразование Фурье, получаем явное
решение эталонной начальной задачи (0.3), (2.5), (2.6) в виде
ure(x, y, ε) =
1
2pi
∞∫
−∞
u˜(k, y, ε) exp (−ikx)dk = 1
pi
Re
∞∫
0
u˜ exp (−ikx)dk =
= Re
∞∫
0
exp (
√
k2 − ε2k4(y + 1))
2
(
1 +
1√
1− ε2k2
)
exp (−k − ikx)dk+
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+Re
∞∫
0
exp (−√k2 − ε2k4(y + 1))
2
(
1− 1√
1− ε2k2
)
exp (−k − ikx)dk. (2.10)
Преобразование Фурье начальных данных (2.7) также задается элементар-
ными функциями [38, Гл.8, §1.110, §1.122] – образом Фурье решения задачи (0.3),
(2.5), (2.7) является решение уравнения (2.9), которое удовлетворяет условиям
u˜
∣∣
y=−1
= −ipisgn(k) exp (−|k|), u˜y
∣∣
y=−1
= −ipik exp (−|k|),
и, следовательно, задается формулой
u˜(k, y, ε) = −ipisgn(k) exp (−|k|)
[
sgn(k) ch
(√
k2 − ε2k4(y + 1)
)
+
+
sh
(√
k2 − ε2k4(y + 1))√
1− ε2k2
]
.
Поэтому решение uim(x, y, ε) есть функция
uim(x, y, ε) = −iIm
∞∫
0
exp (
√
k2 − ε2k4(y + 1))
2
(
1 +
1√
1− ε2k2
)
exp (−k − ikx)dk−
−iIm
∞∫
0
exp (−√k2 − ε2k4(y + 1))
2
(
1− 1√
1− ε2k2
)
exp (−k − ikx)dk. (2.11)
Раскладывая правые части формул (2) и (2) в ряды Тейлора при ε→ 0 мы по-
лучаем представление эталонных решений ure(x, y, ε), uim(x, y, ε) в виде рядов
теории возмущений (0.11), коэффициенты Un,re(x, y) и Un,im(x, y) которых по их
главным членам – функциям (2.3) и (2.4) – согласно вышесказанному задаются
формулами (1): ввиду нарастающих вместе с номером n особенностей его коэф-
фициентов Un(x, y) при x
2 + y2 → 0 эти ряды теряет свою пригодность в малой
окрестности начала координат.
Для правильного описания асимптотики решения (2) при малых ε cделаем
растяжение независимых переменных (0.17), которое дополним еще растяжени-
ем переменной интегрирования
k =
K
ε2/3
. (2.12)
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После осуществления этих растяжений решение (2) принимает вид
Re
∞∫
0
exp ( K
ε2/3
(
√
1− ε2/3K2(1 + ε2/3Y )− 1)− iKX)
2ε2/3
(
1 +
1√
1− ε2/3K2
)
dK+
+Re
∞∫
0
exp (− K
ε2/3
(
√
1− ε2/3K2(1 + ε2/3Y ) + 1)− iKX)
2ε2/3
(
1− 1√
1− ε2/3K2
)
dK.
Последний из интегралов, очевидно, есть ограниченная при ε → 0 величина.
Получаем, что правильное поведение эталонного решения (2) в малой окрест-
ности координат задается соотношением
u(x, y, ε) =
ReI0(X, Y, 3)
ε2/3
+ . . . , (2.13)
где I0(X, Y, 3) есть интеграл Харди (0.16) c индексами m = 3 и ν = 0.
Аналогично показывается, что соотношение
u(x, y, ε) = −iImI0(X, Y, 3)
ε2/3
+ . . . , (2.14)
в главном по малому параметру ε порядке описывает поведение при x2+y2 → 0
эталонного решения uim(x, y, ε), задаваемого формулой (2).
2.3. Рассмотрим теперь более общий случай чисто начальной задачи (0.3),
(2.5), про которую известно, что соответствующее решение U0(x, y) предельной
задачи Коши для уравнения Лапласа (0.4), (0.13) в начале координат имеет
cингулярность, описываемую разложением (2.1).
Возьмем разность V (x, y) этой гармонической функции и точного решения
(2.3). Гармоническая функция V (x, y) уже не имеет сигулярность в начале ко-
ординат. Поэтому в малой ее окрестности ряд теории возмущений (0.11), (1) с
функцией V0(x, y) в качестве главного члена сохраняет свою пригодность. А это
значит, что в этой окрестности поведение решения u(x, y, ε) задачи (0.3), (2.5)
с начальными данными A(x) = U0(x,−1) и B(x) = (U0(x, y))′y|y=−1, определяе-
мыми любым решением уравнения Лапласа U0(x, y), которое при x
2 + y2 → 0
разлагается в ряд (2.1), тоже в главном порядке задается соотношением (2.13).
Точно также показывается, что поведение в малой окрестности начала ко-
ординат всех тех решений начальной задачи (0.3), (2.5), для которых решения
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U0(x, y) предельной задачи Коши для уравнения Лапласа (0.4), (0.13) разлага-
ются при x2 + y2 → 0 в ряд (2.2), описывается соотношением (2.14).
2.4. Модельный пример решения начально -краевой задачи (0.3), (2.5), кото-
рое удовлетворяет условиям свободного опирания стержня (0.18) и описывается
в окрестности начала координат посредством линейных комбинаций соотноше-
ний (2.13) и (2.14) дает сумма
uetb(x, y, ε) = c1ure(x, y, ε) + c2uim(x, y, ε) + udir(x, y, ε). (2.15)
Здесь ure(x, y, ε) и uim(x, y, ε) есть эталонные решения (2) и (2), а udir(x, y, ε)
решение уравнения (0.3), которое при ε = 0 представляет собой решение E(x, y)
задачи Дирихле для уравнения (0.4) в прямоугольнике −2 ≤ y ≤ q2, −L ≤ x ≤
L c условиями по его краям
E(x, y)|x=±L = −c1ure(x, y, 0)− c2uim(x, y, 0)
и согласованными с последними произвольными условиями на его верхней и
нижней частях.
Легко показать, что и произвольное u(x, y, ε) решение начально-краевой за-
дачи (0.3),(2.5), (0.18), которое при ε = 0 cводится к решению U0(x, y) уравнения
Лапласа, при x2 + y2 → 0 представимого рядом
U0(x, y) =
−c1y
y2 + x2
+
−c2x
y2 + x2
+ . . . ,
также в окрестности начала координат описывается соотношением
u(x, y, ε) =
c1ReI0(X, Y, 3)
ε2/3
− ic2ImI0(X, Y, 3)
ε2/3
+ . . . .
Для этого достаточно образовать разность W (x, y, ε) = u(x, y, ε) − uetb(x, y, ε)
этого решения с модельным решением (2.15) и заметить, что эта разность при
ε = 0 сводится к решению уравнения Лапласа, не имеющего особенности в
начале координат.
2.5. Асимптотика интеграла I0(X, Y, 3) при Y → −∞ легко вычисляется.
После осуществления в нем замен
X = Y s, K =
ν
|Y | (2.16)
14
получим, что для таких Y
I0(X, Y, 3) =
1
|Y |
∞∫
0
exp(−ν(1 − is)− ν
3
2|Y |3 )dν =
=
1
|Y |
∞∫
0
exp(−ν(1 − is))
∞∑
m=0
1
m!
(
− ν
3
2|Y |3
)m
dν =
=
1
−Y
∞∑
m=0
(3m)!
m!
(
1
2Y 3
)m
(1− is)−3m−1 = 1−Y + iX + . . . . (2.17)
С помощью рассуждений, подобных тем, что были использованы при описании
асимптотики (2), нетрудно показать, что на самом деле и всюду вне сектора
Y > 0, |X| <
√
3Y. (2.18)
поведение интеграла I0(X, Y, 3) приX
2+Y 2 →∞ также задается правой частью
соотношения (2). Справедливость этой асимптотики означает, что асимптоти-
ки (2.13), (2.14) в главном порядке согласуются (сшиваются) с рядами теории
возмущений (0.11), (1), задаваемых функциями (2.1) и, соответственно, (2.2).
В полуплоскости Y ≥ 0 полное и равномерно пригодное асимптотическое
разложение этого интеграла при X2 + Y 2 → ∞ было описано в работе [39]. В
главном порядке данное разложение задается формулой (| arg(Y − iX)| ≤ pi/2)
I0(X, Y, 3) =
1
−Y + iX
(
1 +O
(
1
|X + iY |3
))
+
+
√
pi
(
2
3(Y − iX)
)1/4
exp
((
2
3
(Y − iX)
)3/2)(
1 +O(|X + iY |−3/2)) ,
2.6. Перейдем к конкретному примеру такой задачи. В нем решение пре-
дельной задачи задается рядом Фурье
U0(x, y) = − exp (y) sin x− exp (2y) sin 2x−
∞∑
j=3
exp (jy) sin jx.
Это есть [40, формула 5.4.9(3)] ряд Фурье функции
U0(x, y) = − exp (y) sin x
1 − 2 exp (y) cosx+ exp (2y) , (2.19)
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которая бесконечно дифференцируема при всех отрицательных y. В этой полу-
плоскости данная функция, очевидно, удовлетворяет уравнению Лапласа (0.4)
и краевым условиям u0(x, y)|x=±pi = u0(x, y)′′xx|x=±pi = 0. В начале координат она
имеет особенность, описываемую асимптотикой (2.2).
Ряд теории возмущений (0.11), (1), определяемый этой функций U0(x, y), за
исключением малой окрестности начала координат описывает в прямоуголь-
нике −1 ≤ y ≤ 0, −pi ≤ x ≤ pi поведение решения u(x, y, ε) уравнения (0.3),
которое удовлетворяет начальным условиям
u(x,−1) = − e sin x
1− 2e cosx+ e2 , u
′
y(x,−1) =
(e− e3) sin x
(1− 2e cosx+ e2)2 (2.20)
и краевым условиям свободного опирания
u(x, y)|x=±pi = u(x, y)′′xx|x=±pi = 0. (2.21)
Но понятно, что при малых x и y главный член этого ряда U0(x, y) имеет особен-
ность, описываемую дифференцируемой асимптотикой (2.2). Поэтому истинное
поведение решения u(x, y, ε) уравнения (0.3), удовлетворяющего условиям (2.20)
и (2.21), в малой окрестности начала координат описывается не этим рядом, а
соотношением (2.14). Данные факты хорошо иллюстрируют рисунки 1 и 2. На
рисунке 3 также четко видно, что именно в малой окрестности начала коор-
динат, являющейся точкой сингулярности решения U0(x, y) предельной задачи,
действительно расположена расширяющаяся по мере роста y область быстро
нарастающих значений амплитуды u(x, y, ε).
3 КОРНЕВАЯ СИНГУЛЯРНОСТЬ
3.1. Типичные особенности решений уравнений Лапласа (0.4) , которые в глав-
ном порядке задаются вещественной частью корня (0.15), при x2+y2 → 0 имеет
дифференцируемые по x и y асимптотики
U0(x, y) =
√
−y +
√
y2 + x2 + . . . . (3.1)
16
Рис. 1: Функции u(x,−0.5, ε) (сплошная линия), u0(x,−0.5, ε) (штриховая ли-
ния) и u0(x,−0.5, ε) + ε2u1(x,−0.5, ε) (пунктирная линия) при ε = 0.1.
Рис. 2: Функции u(x, 0, ε) (сплошная линия) и ε−2/3ImI0(xε
−2/3, 0) при ε = 0.1.
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Рис. 3: Функциия u(x, y, ε) при ε = 0.1.
По аналогии с предыдущим разделом логично прежде всего рассмотреть
эталонное решение usq(x, y, ε) чисто начальной задачи (0.3), (2.5) с условиями
usq|y=−1 =
√
1 +
√
1 + x2, (usq)
′
y|y=−1 =
1−√1 + x2
2
√
1 +
√
1 + x2
√
1 + x2
,
определяемыми частным случаем
U0(x, y) = Q(x, y) ≡
√
−y +
√
y2 + x2 (3.2)
решений уравнения Лапласа с асимптотиками (3.1).
3.2. Технически удобнее, однако, предварительно описать его вторую произ-
водную usq(x, y, ε)
′′
xx, являющуюся решением начальной задачи (0.3), (2.5), где
A(x) =
∂2
∂x2
√
1 +
√
1 + x2, B(x) = − ∂
2
∂x2
√
1 +
√
1 + x2
2
√
1 + x2
. (3.3)
Из четности начальных данных (3.3) по переменной x cледует четность их
преобразований Фурье (2.8) A˜(k) и B˜(k) по переменной k. Поэтому из формулы
cos(3
2
arctg x)
2
√
2(x2 + 1)3/4
= (Q(x,−1))′′xx = A(x)
и известного [41, формула 1.4(3)] косинус – преобразования Фурье
∞∫
0
k1/2 exp (−k) cos(kx)dk =
√
pi cos(3
2
arctg x)
2(x2 + 1)3/4
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cледует, что
A˜(k) =
√
pi
2
|k|1/2 exp (−|k|).
И поскольку
(Q(x, y))
′
y|y=−1 = −
1
2
√
1 +
√
x2 + 1 + x
(√
1 +
√
x2 + 1
)′
x
,
то
B˜(k) =
∞∫
−∞
(Q(x, y))′′′xxy|y=−1 exp (ikx)dx =
√
pi
2
|k|3/2 exp (−|k|).
Таким образом, после преобразования Фурье задача (0.3), (2.5), (3.3) сводится
к решению задаче Коши для уравнения (2.9) с начальными с условиями
u˜
∣∣
y=−1
=
√
pi
2
|k|1/2 exp (−|k|), u˜y
∣∣
y=−1
=
√
pi
2
|k|3/2 exp (−|k|).
Решая ее и, применяя затем обратное преобразование Фурье, находим, что
usq(x, y, ε)
′′
xx =
1
2pi
∞∫
−∞
u˜(k, y) exp (−ikx)dk = 1
pi
Re
∞∫
0
u˜(k, y) exp (−ikx)dk =
=
1
2
√
2pi
Re
[ ∞∫
0
k1/2 exp (−k − ikx) exp (
√
k2 − ε2k4(y + 1))
(
1 +
1√
1− ε2k2
)
dk+
+
∞∫
0
k1/2 exp (−k − ikx) exp (−
√
k2 − ε2k4(y + 1))
(
1− 1√
1− ε2k2
)]
dk. (3.4)
Почти слово в слово повторяя теперь рассуждения п. 2.2, которые приведены
там после формулы (2), приходим к выводу:
– в малой окрестности начала координат правильное поведение usq(x, y, ε)
′′
xx
задается соотношением
usq(x, y, ε)
′′
xx =
ReI1/2(X, Y, 3)
ε
√
2pi
+ . . . , (3.5)
где I1/2(X, Y, 3) есть интеграл Харди (0.16) c m = 3, ν = 1/2 и переменными
X, Y , заданными растяжениями (0.17).
3.3. Из сказанного выше ясно, что ряд теории возмущений (0.11), (1), глав-
ный член U0(x, y) которого есть точное решение (3.2) уравнения Лапласа (0.4),
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правильно задает поведение эталонного решения usq(x, y, ε) уравнения (0.3) при
ε→ 0 при −1 ≤ y ≤ 0 за исключением малой окрестности начала координат.
В свою очередь, из этого факта и из соотношения (3.5) cледует, что в этой
малой окрестности координат поведение эталонного решения usq(x, y, ε) в глав-
ном по малому параметру ε порядке задается соотношением
u(x, y, ε) = −(ε)
1/3Re[2(Y − iX)I−1/2(X, Y, 3)− 3I3/2(X, Y, 3)]√
2pi
+ . . . , (3.6)
где X и Y есть растянутые переменные (0.17), а I−1/2(X, Y, 3) и I3/2(X, Y, 3)
представляют собой частные случаи интеграла Харди (0.16).
Действительно, из вида главного члена (3.2) ряда теории возмущений (0.11),
(1) и из соображений, изложенных в последних двух абзацах раздела 1 насто-
ящей статьи, вытекает, что это поведение описывается соотношением
usq(x, y, ε) = ε
1/3uin(X, Y ) + . . . .
где uin(X, Y ) есть точное решение уравнения Лапласа (1.2), которое при −Y +
X2 →∞ имеет алгебраическую асимптотику
uin(X, Y ) =
√
−Y +
√
Y 2 +X2 + . . . . (3.7)
Из cоотношения (3.5) выводим, что эта гармоническая функция (очевидно, чет-
ная по переменной X) необходимо имеет вид
uin(X, Y ) = −
Re
∞∫
0
k−3/2[exp (k(Y − iX)− k3/2)− 1]dk
√
2pi
+ C1Y + C2 =
= −Re[2(Y − iX)I−1/2(X, Y, 3)− 3I3/2(X, Y, 3)]√
2pi
+ C1Y + C2
где C1 и C2 – вещественные постоянные. Справедливость соотношения (3.6),
а также соотношения (3.7) (в частности, равенство нулю постоянных C1 и C2)
следует теперь из известных [35, формула (21.18)] асимптотик интеграла Харди
(0.16) при −Y +X2 →∞.
Более того, из этих асимптотик интеграла Харди следует, что при Y 2 +
X2 → ∞ соотношение (3.7) cправедливо и всюду вне сектора (2.18). А вот
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внутри этого сектора функция uin(X, Y ) при больших значениях аргументов
уже экспоненциально растет – в главном порядке ее асимптотика при Y 2+X2 →
∞ внутри данного сектора описывается формулой:
uin(X, Y ) = Re
√
3
2(Y − iX) exp
[(2(Y − iX)
3
)3/2] (
1 +O(|Y − iX|−3/2)) (3.8)
(с помощью интегрирования по частям эта асимптотика выводится из равенства
uin(X, Y )
′
Y = Re
I−1/2(X, Y, 3)√
2pi
,
получающейся в результате дифференцирования по переменной Y формулы
(3.6), и из асимптотик в этом секторе интегралов I−1/2(X, Y, 3), I3/2(X, Y, 3)).
Замечание. В экспоненциальной части асимптотики интеграла Харди, опи-
сываемой формулой (21.18) монографии [35], имеется неточность – верный ответ
(3.8) выписан после устранения этой неточности. (Применяя так называемую
лемму Ватсона, автор [35] ошибочно опустил деление на множитель β, который
в нашем случае равен 2.)
3.4. Поведение любого решения чисто начальной задачи u(x, y, ε) задачи
(0.3), (2.5) с начальными данными A(x) = U0(x,−1) и B(x) = (U0(x, y))′y|y=−1,
задаваемыми решением U0(x, y) уравнения Лапласа (0.4) с асимптотикой (3.1)
при x2 + y2 → 0, в малой окрестности начала координат также описывается
соотношением (3.6).
Чтобы убедиться в справедливости последнего утверждения, аналогично п.
2.3 рассмотрим разность R(x, y) = U0(x, y) −
√
−y +
√
y2 + x2 этого решения
уравнения Лапласа и правой части формулы (3.2). В отличие от ситуации, опи-
санной в разделе п. 2.3, функция R(x, y) не будет, вообще говоря, бесконечно
дифференцируема в начале координат. Однако справедливость асимптотики
(3.1) означает, что порядок ее сингулярности в начале координат меньше, чем
у составляющих этой разности. Поэтому, хотя ряд теории возмущений (0.11),(1)
с гармонической функцией R(x, y) в качестве главного члена в ситуации общего
положения и теряет свою пригодность при x2 + y2 → 0, но все же соотношение
(3.6), действительно, по-прежнему справедливо.
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3.5. Переходя к решениям начально-краевых задач, удовлетворяющих усло-
виям свободного опирания (0.18), прежде всего сразу оговорим то, что предель-
ными для рассматриваемых здесь будут решения U0(x, y) уравнения Лапласа
(0.4), которые, вообще говоря, в начале координат в нуль не обращаются. Пред-
полагается, что в ее малой окрестности дифференцируемые асимптотики, зада-
ваемые правой частью соотношения (3.1), справедливы лишь для отклонений
U0(x, y) от их значений в нуле U0(0, 0), то есть, что при x
2 + y2 → 0
U0(X, Y ) = U0(0, 0) +
√
−y +
√
y2 + x2 + . . . .
Приведем пример модельный пример umsk(x, y, ε;L) такого решения началь-
но -краевой задачи для уравнения (0.3). Для этого, действуя аналогично тому,
как в п. 2.3, введем в рассмотрение функцию H(x, y;L), являющуюся решением
задачи Дирихле
H ′′xx +H
′′
yy = 0, −L ≤ x ≤ L, −3 ≤ y < 1,
H
∣∣∣
x=∓L
= Q(∓L, y) =
√
−y +
√
y2 + L2,
H
∣∣∣
y=−3
= Q(x,−3) =
√
3 +
√
9 + x2,
H
∣∣∣
y=1
=
√
3 +
√
9 + x2 +
√
−1 +
√
1 + L2 −
√
3 +
√
9 + L2
Образуем затем разность S(x, y;L) =
√
−y +
√
y2 + x2−H(x, y;L) и постро-
им по ней модельное решение umsk(x, y, ε;L) уравнения (0.3), которое удовле-
творяет условиям свободного опирания (0.18) и начальным условиям
umsk|y=−1 = S(x,−1;L), (umsk)′y|y=−1 = S(x, y;L)′y|y=−1.
Графики функций Q(x, y), S(x, y; 3) и umsk(x, y, ε; 3) изображены на рисун-
ке 4 и 5. Из последнего из этих графиков мы видим, что в окрестности на-
чала координат начинается расширяющаяся область нарастающих значений
|umsk(x, y, ε; 3)|. Рисунок 6 иллюстрирует то обстоятельство, что ряд теории воз-
мущений (0.11), (1) с главным членом U0(x, y) = S(x, y; 3) правильно прибли-
жает модельное решение umsk(x, y, ε) при y = −0.7.
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Рис. 4: Функции Q(x, y) =
√
−y +
√
x2 + y2.
Рис. 5: Функции S(x.y; 3).
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Рис. 6: Функция umsk(x, y, ε; 3) при ε = 0.1.
Рис. 7: Функции umsk(x,−0.7, 0.1; 3) (сплошная линия) и S(x, y; 3).
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Из рассмотрения этого модельного решения при помощи рассуждений рас-
суждений, опять-таки почти полностью повторяющих приведенные в разделе
2.3, приходим к выводу: решения начально-краевых задач (0.3),(0.18) с началь-
ными данными
u|y=−1 = U0(x,−1), u′y|y=−1 = (U0(x, y))′y|y=−1,
которые определяются решениями U0(x, y) предельного уравнения Лапласа,
описанными в первом абзаце данного пункта, в малой окрестности начала ко-
ординат в главном по малому параметру ε порядке описываются соотношением
u(x, y, ε) = U0(0, 0)−
(ε)1/3Re[2(Y − iX)I−1/2(X, Y, 3)− 3I3/2(X, Y, 3)]√
2pi
+ . . . .
Рисунок 8 иллюстрирует справедливость этого соотношения для модельного
решения umsk(x, y, ε) при Y = 0.
Рис. 8: Функции u(x, y, ε) (сплошная линия) и −H(0, 0) + ε1/3Re[2(Y −
iX)I−1/2(X, Y ; 3) + 3I−1/2(X, Y ; 3)](2pi)
−1/2 при y = 0 и ε = 0.1.
4 Заключение
Изучению вопроса о сглаживающем влиянии членов дифференциальных урав-
нений с малым параметром при старших производных на типичные сингуляр-
ности решений предельных нелинейных уравнений посвящено большое количе-
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ство самых различных исследований. Это влияние описывалось и для ситуа-
ций, когда предельные задачи линейны, однако соответствующие им линейные
дифференциальные уравнения имеют сингулярности в коэффициентах. Хоро-
шо известны, в частности, результаты об истинном поведении решений линей-
ных дифференциальных уравнений с малым параметром при производных в
окрестностях каустик решений системы уравнений приближения ВКБ, одни из
которых – уравнения эйконала – нелинейны, а коэффициенты других – ли-
нейных уравнений переноса – определяются решениями уравнений эйконала и
имеют особенности в каустических точках.
Как ни странно, но по-видимому до настоящей работы этот естественный
вопрос для чисто линейных задач, предельными к которым являются также
линейные задачи с сингулярностями их решений внутри рассматриваемой об-
ласти, не связанными с особенностями коэффициентов соответствующего пре-
дельного линейного дифференциального уравнения, ни в одной из публикаций
не подымался. Между тем, очевидна обширность множества таких задач. Опи-
сание особенностей изгибов стержня при его сильном продольном сжатии, пред-
ставленное в данной работе, является, вероятно, первым из исследований этого
класса проблем.
За оказавшуюся весьма полезной при написании данной статьи информацию
мы выражаем свою признательность Н. Ф. Валееву, А. Р. Данилину, М. А. Иль-
гамову и И. В. Мельниковой. Работа первого из авторов над статьей выполнена
за счет гранта РНФ (проект 15-11-10018).
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