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ABSTRACT 
Hyperbolic transformations permit the computation of the LTDL factorization of 
the matrix Y = ATA - BTB without computing the individual components ATA and 
BTB. This paper describes generalized hyperbolic Householder and Givens 
transformations based on hyperbolic imaginary numbers. The use of imaginary num- 
bers prqvides a simple conceptual framework for developing hyperbolic algorithms 
and produces algorithms which operate under more general conditions than current 
methods. 
1. INTRODUCTION 
The problem of stably solving linear systems of the form 
( ATA - BTB)x = y, (1) 
where Y = ATA - BTB is a symmetric positive definite p X p matrix and A 
and B are respectively n X p and m X p matrices, has received extensive 
study, particularly with respect to downdating regression problems by delet- 
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ing rows of the data matrix [4, 7, 9, 10, 191. Recently, a set of techniques 
known as “hyperbolic transformations” have been applied to the problem [l, 
3, 6, 14-161. This paper shows that these techniques can be motivated by 
imbedding the problem in the hyperbolic complex plane and that this 
approach suggests new algorithms. 
2. THE ALGORITHMS 
The use of hyperbolic transformations in solving (1) can be motivated by 
examining the use of ordinary orthogonal transformations in related prob- 
lems. Suppose we wish to solve the linear system ATAx = y, where A E 
%” ‘P, while avoiding the numerical difficulties associated with explicitly 
computing ATA; a standard approach is to premulitply A by a series of n X n 
orthogonal transformations Hi, each of which reduces certain elements of A 
to zeros. Typically, the Hi will be either Householder elementary reflectors, 
which simultaneously reduce all subdiagonal elements of a given column of A 
to zeros, or Givens planar rotations, which introduce zeros into A one by one; 
for a complete discussion, see [I91 or [9]. Since the Ifi are orthogonal 
matrices, H, .a* H,A = (RT(OT)r and A = H: a.* Hl(RTIOT)T = 
Q(RTIOT)T = (QJQ&R~Io~)~ = Q,R, where R E !lIr”P is upper trian- 
gular, 0 E Wn-p)Xp is a matrix with all elements equal to zero, Q E sinx” 
is orthogonal, Qi E snxp, Q2 E sflx in - P), and k is p if Householder 
transformations are used and p(2n - p - 1)/Z if Givens rotations are used. 
Now ATA = RTQTQ,R = RTR, as desired. If we wish instead to solve 
(ADA + BTB) x = y, we can form the augmented matrix X = ( AT ( l?T)T and 
then compute the QR decomposition of X, so that ATA + BTB = XTX = 
RTR. 
It has been suggested [IO] that (1) be solved in a similar manner by 
forming X = (A~I~B~)~, where i is the unit imaginary number, and proceed- 
ing as above. However, in the complex plane, the QR decomposition yields a 
Q that is unitary; thus, QHQ = I, where Q” is the conjugate transpose of Q, 
but in general Q’Q # I. Thus, if we form X = QR, we will on the one hand 
have XTX equal to ATA - BTB but not equal to RTR, while on the other 
hand, X HX will be equal to RHR but not equal to ATA - BTB, instead 
equaling ATA + BTB. 
The difficulty with solving (1) by factoring an augmented matrix X and 
forming XTX or XHX is that the tranpose and conjugate transpose operators 
define an inner product operator on the reals and on the complex plane 
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respectively, so that XTX or XH X must be positive semidefinite. The inner 
product may be generalized in two distinct ways, both of which permit the 
required factorization. The first method uses a weighting matrix to define an 
indefinite inner product and leads to hyperbolic transformations; the second 
uses hyperbolic complex numbers and leads to generalized hyperbolic trans- 
formations. 
Given a signature matrix 4, i.e., a diagonal matrix with diagonal elements 
& 1, following Rader and Steinhardt’s method [I5], we define the hyperbolic 
norm of a real vector x by xr4x. A matrix $ is called hypernormal if 
t,!+$r = 4; such matrices preserve the hyperbolic norm of a vector, just as 
orthogonal matrices preserve the Euclidian norm. To decompose ATA - BTB, 
we define X = (A’( BT)* and 
where X and C are partitioned conformally, so that XT CX = ATA - BTB. 
We now reduce X using hyperbolic transformations H,;**, Hk, which are 
constructed so that each Hi still introduces zeros into X but is hypernormal 
with respect to C rather than orthogonal. Thus, Hk *.* H,X = (RTIOT)T> 
and X = C-‘HT ..* HIC(RTjOT)T, so that XTCX = (RT]OT)C(RT(OT)r 
= RTR. If ATA - BTB is not positive definite, pivoting can be used to 
produce ATA - BTB = RTDR, where D is a signature matrix, by producing 
the appropriate C as the decomposition progresses. Hyperbolic versions exist 
for both Householder [3, 15, 16, 131 and Givens [l, 6, 141 transformations. 
An alternative approach is based on hyperbolic complex numbers. Hyper- 
bolic complex numbers are completely analogous to ordinary (elliptical) 
complex numbers, except that the square of h, the unit hyperbolic imaginary 
number, is I. A hyperbolic complex number z is equal to a + hb, 
where a and b are real; its corn lex conjugate is given by Z = a - hb, and its 
modulus by JzJ = sgn(sZ> + lzZ1. Since ZZ = a2 - b2, the modulus of a 
hyperbolic complex number can be negative. Note that it is possible that 
1 ZJ = 0 even though z f 0. If we set X = (ATlhBT)T and denote the 
conjugate transpose of X by XH, then we have XHX = ATA - BTB, as 
desired. (For a more complete discussion of hyperbolic complex numbers see 
[2I]; for some interesting applications in physics, see [8] and the resulting 
correspondence [I7, 5, 12, 21.) 
Householder transformations can be extended to hyperbolic complex 
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numbers as follows. Given a vector x, set 
if xHx > 0, 
otherwise, 
a:= 1 if xHx > 0, 
h otherwise, 
u = x + ae,, 
7-r = u”x/cY, 
UUH 
H=aI-- 
rr ’ 
where er is the unit vector consisting of a one in the first position and zeros 
elsewhere. The sign of u may be chosen to avoid cancellation in the 
computation of the first element of x + (T e,. If x is real, this algorithm 
reduces to a standard Householder transformation. Note that H HH = HH H 
= *I and that Hx = -agel. 
We reduce X = ( A*) hB*)* to upper trapezoidal form by the application 
of a series of transformations of the form 
where Hi* E ni(n+m-i+l)X(n+m-i+l) is a generalized Householder matrix, 
I E ~(i-r)X(i-l), and 0 E @n+m-i+l)x(i-r)~ Thus, H~H~_~ . . . H,X = 
(R H 10H)H. It is straightforward to show that, because of the special structure 
of the H,, XHX = RNDR, where D is a signature matrix whose elements are 
easily determined. Let si be the sign of xH x at iteration i. Then dii = n;= lsj 
for i = 1,. . , p. If A and B are real, then R will be real. Note that, unlike 
the hyperbolic Householder matrix of Onn et al., the generalized hyperbolic 
Householder matrix is defined for any x. The algorithm of Onn requires row 
pivoting to insure that the Householder transformation exists; if the corre- 
sponding row exchanges are performed in the generalized hyperbolic algo- 
rithm, each row of the intermediate matrices will be either pure real or pure 
imaginary and no extra storage will be required for the complex numbers. In 
this case, the two algorithms are equivalent. If column exchanges are per- 
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formed to select the column that yields the largest value for (cr Ha 1, then 
XHX = PRHDRP, where P is a permutation matrix. 
Givens rotations can also be extended to the hyperbolic complex plane. 
Suppose we wish to use xik to anihilate xjk. The appropriate rotation is 
constructed by initializing Gikj to be the (n + m) X (n + m) identity matrix, 
then setting 
.gij = u 
gjj = Y, 
where 
and 
if rjk?ik + xjk ifjk > 0, 
h\lJxikXik + xjk?jjkI otherwise, 
For any Givens rotation G, we have G HG = I. Thus, given Gk a.0 G,X = 
(RH(OH)H, it follows immediately that XHX = RHR. When X = (ATJhBTY”, 
where A and B are real, each row of R will be either pure real or pure 
imaginary. R may then be factored as HR*, where H is a diagonal matrix 
with each diagonal element equal to either 1 or h and R* is real. Thus 
RHR = R*‘DR”, where D is a signature matrix. The use of generalized 
Givens rotations in this special case is exactly equivalent to the use of 
standard hyperbolic rotations. Both row and column pivoting can be per- 
formed to provide the largest possible value of 121 at each iteration. 
3. COMPUTER IMPLEMENTATIONS 
LDL?‘ decompositions using hyperbolic and generalized hyperbolic trans- 
formations were implemented and compared with the LINPACK subroutines 
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SSIFA and SSISL in computing the inverses of a series of matrices with 
specified condition numbers. The programs implemented were as follows: 
(1) LDL-Cholesky decomposition from LINPACK; 
(2) HGIV-generalized hyperbolic Givens rotations; 
(3) HHl-generalized hyperbolic Householder transformations; 
(4) OM-hyperbolic H ouseholder transformations using the algorithm of 
Onn et al.; 
(5) HH2 -generalized hyperbolic Householder transformations with row 
pivoting to insure pure intermediate results. 
Each of the hyperbolic programs may be run with or without pivoting; in 
HGIV pivoting is performed on both rows and columns, while in the remain- 
ing hyperbolic algorithms pivoting is performed on columns. LDL always 
performs row and column pivoting. At each iteration in the tests, random 
matrices U E %pxP, VA E !RyloxP, and V, E !Rzox’ were generated and 
their columns orthogonalized. Diagonal matrices C, = diag ( yr, . . . , yP> and 
C, = diag(a,, . . . , up> were constructed from specified values of yr, . . , YP 
and a,, . , up. The data matrices for the test were then constructed by 
Y = UCyUT, 
A = V,C,UT, 
B = V&UT, 
Y-l = UC,‘7JT. 
Note that ATA - BTB = U(Ci - Ci)Ur = T. The matrix Y* was explicitly 
computed as ArA - BTB, and the system Y *YL = Z solved using SSIFA and 
SSISL. The system ATA - BTB)YH = Z was solved using hyperbolic or gener- 
alized hyperbolic transformations, without explicitly computing ATA or BTB. 
The relative errors eL = IlY, - Y-ll(F/(IY-lII~ and eH = l(Y, - 
Y-‘~(F/~~Y-~I~~, where (1 *(IF denotes the Frobenius norm, were computed. 
Tests were conducted for p = 2 and p = 8 with values of yi and a, chosen 
to give all combinations of good and ill conditioning for Y, A, and B, a total 
of 16 cases. Each case was run with and without privoting. Each test 
consisted of 100 repetitions. The 16 basic cases are summarized in Table 1. 
Results of the tests are given in Figures 1 ( p = 2, no pivoting), 2 ( p = 2, 
pivoting), 3 ( p = 8, no pivoting), and 4 ( p = 8, pivoting).3, 4 
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The boxplots displayed in Figures l-4 are based on ln(e, + 10e7), where 
e, is the relative error in the computed inverse as defined above. The 
logarithmic transformation produces a more nearly symmetric distribution for 
the errors. The addition of a small constant is necessary because for a small 
number of runs the relative error was zero to machine precision. 
LDL HHl GIV ONN HH2 LDL HHl GIV ONN HH2 
Case 3 Case 4 
!;I ;;;;;!;c 
LOL HHI GIV ONN HH2 LDL HHI GIV ONN HH2 
Case 7 Case a 
;Li:f..-r 
LDL HHI GIV ONN HH2 CDL HHl GIV ONN HH2 
algorithm 
FIG. 1. Boxplots of ln(e + lo-‘), where e is the relative error in the computed 
inverse. For these runs, p = 2 and column pivoting was not used. 
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Case 1 Case 2 
I ’ I 
_ - I 
LDL HH1 GIV ONN HH2 
Case 3 
F ;i_,;lli;ci 
LDL HHl GIV ONN HH2 LDL HHl GIV ONN HH2 
‘E 
_m Case 5 Case 6 
LDL HHI GIV ONN HH2 LDL HHl GIV ONN HH2 
Case 7 Case a 
1 I I 
LDL HHl GIV ONN HH2 LDL HHl GIV ONN HH.2 
algorithm 
FIG. 2. Boxplots of ln(e + lo-‘), where e is the relative error in the computed 
inverse. For these runs, p = 2 and column pivoting was used. 
Since pivoting produces a substantial improvement in the behavior of the 
hyperbolic algorithms, we focus on Figures 2 and 4. Several conclusions are 
at once apparent. 
(1) The results of the hyperbolic algorithms show a higher variability in 
each case than do the results of the LINPACK routines. This may be due to the 
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Case 9 Case 10 
LDL Ml GIV ONN HH2 LDL HHl GIV ONN HH2 
Case11 Case12 
&LJ-Ji~ 
> LDL HHl GIV ONN HH2 LDL HHl GIV ONN HH2 
‘i= 
4 Case13 Case14 
LLX HHI GIV ONN HH2 LDL HHl GIV ONN HH2 
Case1 5 Case 16 
I I I 
LDL HHl GIV ONN HH2 LM HHl GIV ONN HH2 
algorithm 
FIG. 3. Boxplots of ln(e + lo-‘), where e is the relative error in the computed 
inverse. For these runs, p = 8 and column pivoting was not used. 
increased complexity of the hyperbolic algorithms, or the extremely high 
quality of the LINPACK implementation. 
(2) The hyp er o ic b 1 algorithms show a much greater sensitivity to the 
dimensions of the problem than do the LINPACK routines. Again, this may be 
an intrinsic property of the algorithms or it may be a result of the implemen- 
tations. 
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Case 9 Case 10 
II 
F ;ci;_, 
LDL HH1 GIV ONN HH2 LDL HH1 GIV ONN HH2 
kpzEqI--i_~ 
LDL HHl GIV ONN HH2 LDL Htll GIV ONN HH2 
Case 15 Case 16 
LDL HHl GN ONN HH2 LDL HHl GIV ONN HH2 
algorithm 
FIG. 4. Boxplots of In(e + 10-7), where e is the relative error in the computed 
inverse. For these runs, p = 8 and column pivoting was used. 
(3) In all cases, all the hyperbolic algorithms yield roughly equivalent 
results. 
(4) In the cases where Y is ill conditioned and either ArA or BTB or 
both are ill conditioned-i.e. in cases 6, 7, 8, 14, 15, and 16-the hyperbolic 
algorithms yield substantially better results than the LINPACK routines. In all 
other cases, all the algorithms yield essentially the same results on average, 
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although, as noted above, the LINPACK routines show less variability. 
Algorithms GIV and HH2 are equivalent to previously known methods. 
Although algorithm HHI is new, it is probably of little practical value, since it 
shows no advantage in performance and requires twice the storage of the 
other hyperbolic methods. 
It is difficult to assess the practical import of working in the hyperbolic 
plane. At the least, it provides a new motivation for and interpretation of 
several known algorithms. Further, it may provide a unifying view which 
makes it simpler to think about new algorithms, even though the methods 
which so arise may always turn out to be equivalent to techniques requiring 
only real numbers. For example, HHI was developed as a straightforward 
extension of standard Householder transformations before the author became 
aware of the work of Onn et al. By working in the hyperbolic plane, it was 
possible to avoid the question of the existence of the transformation which 
forces the Onn algorithm to use row pivoting. Row pivoting can be added as a 
computational convenience, but is not necessary to the understanding of the 
algorithm. If this simplicity extends to future work, the hyperbolic methods 
will have a useful place. 
4. COMPUTATIONAL DETAILS 
All simulations were performed on a Solboume Series 5/600 SPARC 
workstation using the Sun FORTRAN compiler [I8]. Pseudorandom numbers 
were generated using a two-seed multiplicative congruential generator for- 
mula [II]. Orthogonalizations were performed using the modified Gram- 
Schmidt algorithm 6.2-2 of [9], th e orthogonalization was applied twice to 
each matrix of random numbers to produce U, V,, and V,. The generalized 
Householder and Givens transformations were prototyped using Mathematics 
DOI. 
The author gratefully acknowledges the helpful comments and advice of 
Danny Sorenson and ]ohn Dennis of Rice University, Vern Paulsen of the 
University of Houston, and Barry W. Brown of the M. D. Anderson Cancer 
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REFERENCES 
1 S. T. Alexander, C. T. Pan, and R. R. Plemmons, Analysis of a recursive least 
squares hyperbolic rotation algorithm for signal processing, Linear Algebra A$. 
98:3-40 (1988). 
2 W. Band, Comments on “Extending relativity via the perplex numbers,” Amer. J. 
Phys. 56(5):469 (1988). 
3 A. W. Bojanczyk and A. 0. Steinhardt, Stabilized hyperbolic Householder 
transformation, IEEE Trans. Acoust. Speech Signal Process. 37(8):1286-1288 
(1989). 
4 J. M. Chambers, Regression updating, J. Amer. Statist. Assoc. 66(336):744-748 
(1971). 
5 R. de Boer, An also known as list for perplex numbers, Amer. J. Phys. 55(4):296 
(1987). 
6 J.-M. Delosme and I. C. F. Ipsen, Parallel solution of symmetric positive definite 
systems with hyperbolic rotations Linear Algebra Appl. 77:75-111 (1986). 
7 J. J. Dongarra, C. B. Moler, J. R. Bunch, and G. W. Stewart LINPACK Users’ 
Guide, SIAM Philadelphia, 1979. 
8 P. Fjelstadt, Extending special relativity via the perplex numbers, Amer. J. Phys. 
54(5):416-422 (1986). 
9 G. H. Golub and C. F. Van Loan, Matrix Computations, Johns Hopkins U. P., 
Baltimore, 1983. 
10 C. L. Lawson and R. J. Hanson, Solving Least Squares Problems, Prentice-Hall, 
Englewood Cliffs, N.J., 1974. 
11 P. L’Ecuyer, Efficient and portable combined random number generators, Comm. 
ACM 6:742-749, 774 (1988). 
12 V. Majemik, The perplex numbers are in fact the binary numbers, Amer. J. Phys. 
56(8):763 (1988). 
13. R. Onn, A. 0. Steinhardt, and A. W. Bojanczyk, The hyperbolic singular value 
decomposition and applications, IEEE Trans. Signal Process. 39(7):1575-1588 
(1991). 
14 C. T. Pan and K. Sigmon, A sharp bound for products of hyperbolic plane 
rotations, SIAM J. Matrix Anal. Appl. 9(4):587-593 (1988). 
15 C. M. Rader and A. 0. Steinhardt, Hyperbolic Householder transformations, 
IEEE Trans. Acons. Speech Signal Process. 34(6):1589-1602 (1986). 
16 C. M. Rader and A. 0. Steinhardt, Hyperbolic Householder transformations, 
SIAM J. n4utrix Anal. Appl. 9(2):269-290 (1988). 
17 A. Ronveaux, About “perplex numbers,” Amer. J, Phys. 55(5):392 (1987). 
18 Solbourne Computer FORTRAN P ro runzmer$ g Guide, Solboume Computer, 
Inc., Longmont, Colo., 1989. 
19 G. W. Stewart, Introduction to Matrix Computations, Academic, New York, 
1973. 
20 S. Wolfram, Muthematicu, a System for Doing Muthematics by Computer, 
Addison-Wesley, 1988. 
21 I. M. Yaglom, Complex Numbers in Geometry, Academic, New York, 1968. 
GENERALIZED HYPERBOLIC TRANSFORMATIONS 147 
Received 26 November 1990; final manuscript accepted 6 April 1992 
