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Abstract
Log files are a very important set of data that can lead to useful information through proper analysis. Due to
the high production rate and the number of devices and software that generate logs, the use of cloud services for
log analysis is almost necessary. This paper reviews the cloud computational framework ApacheTM Hadoop R©,
highlights the differences and similarities between Hadoop MapReduce and Apache SparkTM and evaluates the
performance of them. Log file analysis applications were developed in both frameworks and performed SQL-type
queries in real Apache Web Server log files. Various measurements were taken for each application and query with
different parameters in order to extract safe conclusions about the performance of the two frameworks.
Keywords Log analysis, Cloud, Apache Hadoop, Apache Spark, Performance evaluation
I. Introduction
The log files are a rich source of information that can be
used for various purposes. However, the high produc-
tion rate and the diversity between the logs makes it
difficult to analyze. The log production rate can reach
to several TeraBytes (TB) or PetaBytes (PB) per day,
for example Facebook dealt with 130 TB of logs every
day [1] in 2010 and in 2014 they have stored 300 PB of
logs [2]. For these reasons conventional database solu-
tions can’t be used for the analysis, but cloud or even
interconnected cloud systems [3] required to achieve
scalability and elasticity. Many big companies like
Facebook, Amazon, ebay, etc. use cloud computing
to analyze logs. Also from academia there are many
papers which investigate cloud computing (mainly
Hadoop) to analyze logs [4] - [14].
Hadoop is the framework that has mainly been used
to store and analyze data. Hadoop was designed for
batch processing providing scalability and fault toler-
ance but not fast performance [15]. It enables applica-
tions to run in thousands of nodes with Petabytes of
data. Hadoop responds to the large amount of logs by
breaking up log files into blocks and distribute them
to the nodes of the Hadoop cluster. It follows a similar
strategy for computing by breaking jobs into a number
of smaller tasks that will be executed in nodes of the
cluster.
However, Hadoop’s performance is not suitable for
real-time applications [16] because it frequently writes
and reads data from the disk. Spark solves this prob-
lem by minimizing these data transfers from and to
disk by using effectively the main memory and per-
forming in-memory computations. Also it provides
a new set of high-level tools for SQL queries, stream
processing, machine learning and graph processing
[17].
Our work complements existing research by investi-
gating and comparing log file analysis in Hadoop and
Spark. The rest of the paper is organized as follows.
Section II provides an overview of related research.
Section III describes briefly what is log file and log file
analysis in cloud. Section IV outlines the two open
source computing frameworks Hadoop and Spark. Sec-
tion V describes the setting of our experiments. Section
VI presents the experimental results. Finally Section
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VII concludes this paper.
II. Related Work
There are many papers whose authors investigate and
propose the use of cloud computing to log file analysis.
Paper [4] discusses the differences between the tradi-
tional relational database and big data. The authors
claim that log files were produced in higher rate than
traditional systems can serve and show experimental
log file analysis through Hadoop cluster.
Paper [5] presents a weblog analysis system based
on the Hadoop HDFS, Hadoop MapReduce and Pig
Latin Language. The system aims to assist administra-
tor to quickly analyze data and take business decisions.
It provides an administrators monitoring system, prob-
lem identification and system’s future trend prediction.
Also in [6] the authors discuss a Hadoop based sys-
tem with Pig for web log applications. A web appli-
cation has been created to distributed store log files
on the Hadoop cluster, run MapReduce jobs and dis-
play results in graphical formats like bar charts. They
have conclude that by this way there is a significant
response time improvement and that MapReduce can
successfully and efficiently process large datasets.
In line with [5] and [6], paper [7] proposes a mass
log data processing and data mining method based on
Hadoop to achieve scalability and high performance.
To achieve scalability and reliability the log data are
stored in HDFS and it is used Hadoop’s MapReduce
for high performance. In this case also, the experi-
mental results show that the Hadoop based processing
improves the performance of querying.
The paper [8] presents a scalable platform named
Analysis Farm, for network log analysis, fast aggre-
gation and agile query. To achieve storage scale-out,
computation scale-out and agile query, OpenStack has
been used for resource provisioning, and MongoDB for
log storage and analysis. In experiments with Analysis
Farm prototype with 10 MongoDB servers, the system
managed to aggregate about 3 million log records in
a 10-minute interval time and effectively query more
than 400 million records per day.
A Hadoop based flow logs analyzing system has
been proposed in paper [9]. This system uses for log
analysis a new script language called Log-QL, which
is a SQL-like language. After experiments they con-
cluded that their distributed system is faster than the
centralized system.
Paper [10] presents a cloud platform for batch log
data analysis with Hadoop and Spark. The authors
propose a cloud platform with batch processing and in-
memory computing capabilities by combining Hadoop,
Spark and Hive/Shark. The proposed system manage
to analyze logs with higher stability, availability and
efficiency than standalone Hadoop-based log analysis
tools.
In paper [11] has been implemented a Hadoop
MapReduce-based framework to analyze logs for
anomaly detection. First they collect the system logs
from each node of the monitored cluster to the anal-
ysis cluster. Then, they apply the K-means clustering
algorithm to integrate the collected logs. After that,
they execute a MapReduce-Based algorithm to parse
these clustered log files. By this way, they can monitor
the distributed cluster status and detect its anomalies.
Log file analysis can also be used for system threats
and problem identification. Paper [12] presents a new
approach which uses a MapReduce algorithm for log
analysis to provide appropriate security alerts or warn-
ings. They achieve a significant improvement in re-
sponse time for large log file analysis and as a result
to a faster reaction by the administrator.
In [13] the authors describe an approach which uses
log file analysis for intrusion detection. The objective
of the paper is to enhance the throughput and scala-
bility by using Hadoop MapReduce and cloud com-
puting infrastructure. They describe the architecture
and implement performance analysis of an intrusion
detection system based on Cloud Computing. From
the experiments they conclude that the system fulfills
the scalability, fault tolerant and reliability expectations
which is designed for.
Finally [14] presents SAFAL, a Spatio-temporal An-
alyzer of FTP Access Logs collected by UNAVCO’s
data center. These logs contain massive amounts of
data like borehole seismic, strainmeter, meteorological,
and digital imagery data. The system was developed
using MapReduce/Hadoop in order to identify trends
in GPS data usage. They conducted several experi-
ments and found that SAFAL was able to analyze very
efficiently millions of lines of FTP access logs. Also
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the authors conclude that it could be possible to create
near real time maps by the analysis of the logs.
III. Log File Analysis
Log file analysis is the analysis of log data in order
to extract some useful information [17]. As the log
data come from many different systems in a variety of
forms, a proper analysis requires a good knowledge
of the system. It must be clear what is good and bad
for a specific system and what is suspicious or not.
Worth noting that a same value maybe is suspicious
for a system but completely normal for another one.
III.1 Log Files
Each working computer system collects information
about various operations. This information is stored in
specific files which called log files [19]. Log files consist
of log messages or simply log(s). A log message is what
a computer system, device, software, etc. generates in
response to some sort of stimuli [18]. The information
that pulled out of a log message and declares why the
log message generated is called log data [18].
A common log message includes the timestamp, the
source, and the data. The timestamp indicates the time
at which the log message was created. The source is
the system that created the log message and the data
is the essence of the log message. Unfortunately this
format is not a standard and so the log message can
be significantly different from system to system.
Figure 1: Apache web access log.
One of the most widespread types of log files in the
web is the log files that were produced by the Apache
HTTP Server [20]. Figure 1 shows the first three lines
of a real Apache web access log file.
As shown in Figure 1, the first element of every row
is the ip address of the client (e.g. 192.168.100.252) or
may be the name of the node which made the request
to the server. Then there are two dashes (- -) which
means that there is no value for this two fields [20]. The
first dash stands for the identity of the client specified
in RFC 1413 [21], and the second dash represents the
user id of the person requesting the server. The fourth
element in each of these log messages indicates the
date and time that the client’s request had been served
by the server and in the same brackets there is the
server’s time zone (e.g. +0700). Next in double quotes
is the request line from the client. The request line first
contains the method that has been used by the client
(e.g. GET), then there is the requested source (e.g./p4p/
report_detail_edit.php?name_t=3) and finally the
used protocol (e.g. HTTP/1.1). At the end of each
row there are two numbers that follows the request
line.The first number is the status code that the server
returns to the client (e.g. 200) and the last number
indicates the size of the object returned to the client
and is usually expressed in bytes (e.g. 8013).
III.2 Log Analysis in the Cloud
The rise of cloud computing and the growing require-
ment for processing and storing capabilities for log
analysis, resulted in the combination of cloud com-
puting and log analysis. It has emerged a new term,
the Logging as a Service (LaaS). There are some cloud
service providers that undertake to analyze the logs
for one of their clients [22]. Users of such services
can collect logs from various devices and software and
submit them to the cloud for processing, as shown in
Figure 2. The LaaS is a quite new cloud service but
there are already providers like [23] and [24] that offer
different service products. There are some features
and capabilities common to all and some others that
vary from provider to provider.
The main elements that LaaS has is the file uploading
from the user to the cloud, indexing of data (for fast
search, etc.), long-term storage and a user interface to
search and review the data [18]. Most providers also
supports various types of log formats and have their
own API [23] [24]. Moreover, the majority of providers
charge their services with the model "pay as you go",
where the user is charged depending on the use of
services has made.
On the other hand, there are differences in the
way that each provider has developed its system [18].
Some providers have built their services to another
3
Ilias Mavridis,Eleni Karatza 53
Second NESUS Workshop • September 2015 • Vol. I, No. 1
Figure 2: Logging as a Service (LaaS).
provider’s cloud, while others in their own cloud in-
frastructure. Also, although all LaaS providers offer
the possibility of long-term storage of data, the charges
are not the same and the highest possible storage time
differs also. Furthermore as it’s expected the charges
vary from provider to provider.
IV. The Computational Frameworks
The cloud computing frameworks that have been re-
viewed are the Hadoop and Spark. Hadoop is a well-
established framework that has been used for storing,
managing and processing large data volumes for many
years by companies like Facebook, Yahoo, Adobe, Twit-
ter, ebay, IBM, Linkedin and Spotify [25]. Hadoop is
based on MapReduce programming model which is
developed for batch processing. However the need for
real-time data analysis leads to a new general engine
for large-scale data processing, Spark. Spark was de-
veloped by AMPLab [26] of UC Berkeley and unlike
the Hadoop’s MapReduce, it uses the main memory,
achieving up to 100 times higher performance for cer-
tain applications compared to Hadoop MapReduce
[27].
IV.1 Apache Hadoop
Hadoop [28] is a framework for running applications
on large clusters built of commodity hardware. It
comes from Apache Nutch [29], which is an open
source search engine. Key element to develop Hadoop
were two Google papers, the first one was published
in 2003 and describes the Google Distributed Filesys-
tem -GFS [30] and the second one was published in
2004, and describes the MapReduce [31]. In February
2006 a part of Nutch became independent and created
Hadoop. In 2010 a team from Yahoo began to design
the next generation of Hadoop, the Hadoop YARN (Yet
Another Resource Negotiator) or MapReduce2 [32].
The YARN changed the resource management to
overcome the problems that had arisen, and also made
the Hadoop capable of supporting a wide range of
new applications with new features. The YARN is
more general than the MapReduce (Figure 3), in fact
the MapReduce is a YARN application. There are
other YARN applications like Spark [33], which can run
parallel to the MapReduce, under the same resource
manager.
Figure 3: Hadoop 1.0 to Hadoop 2.0 [33].
Hadoop at its core lies at the HDFS [34] and
the MapReduce computational model. However the
term is also used for a set of related programs that
used for distributed processing and processing of
large-scale data, such as HiveTM [35], MahoutTM [36],
ZookeeperTM [37] and others.
IV.1.1 Hadoop Distributed File System
The Hadoop distributed file system (HDFS) is created
as a file system with blocks. As shown in Figure 4, the
files are separated into blocks of a fixed size and stored
at different nodes of Hadoop cluster [34]. Because
the files are divided into smaller blocks, HDFS can
store files much bigger than the disk capacity of each
node. The stored files follows the write-once, read-
many approach and can not be modified. On the other
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hand there are the metadata files that describe the
system and are changeable. There is a dedicated node
called NameNode that stores all system’s metadata
and ensures that is always up to date.
Figure 4: HDFS architecture.
The HDFS is implemented with the master/slave
model. The NameNode is the master that manages
the file system namespace and determines the client’s
access to the files. The slaves are called DataNodes and
are responsible for storing the data and do anything
that NameNode dictates them.
For fault-tolerance, HDFS replicates each block of
a DataNode to other nodes [38]. To prevent disaster
from Namenode failure, there is a secondary NameN-
ode and replicas of the NameNode’s metadata. Also
worth noting that HDFS tries to respond to a read
request with the closer copy to the reader (Rack Aware-
ness) [34] in order to minimize the total bandwidth
utilization and the reading time.
IV.1.2 MapReduce
MapReduce is a batch-based, distributed comput-
ing framework presented by Google’s paper [31]. A
MapReduce program consist of the Map Phase and the
Reduce Phase [39]. Initially the data are processed by
the map function and produce an intermediate result
in the form of <Key, Value>. There can be many val-
ues with the same key. After that follows the reduce
function. The reduce function performs a summary
operation that process the intermediate results and
generates the final result.
In the original version of the Hadoop MapReduce
there are two types of nodes, the JobTracker (master)
and TaskTrackers (slaves). In each MapReduce cluster
there is a JobTracker that is responsible for resource
management, job scheduling and monitoring [40]. The
TaskTrackers run processes that were assigned to them
by the JobTracker.
With Hadoop Yarn the execution model became
more scalable and generic than the earlier version. The
new Hadoop Yarn can run applications that do not
follow the MapReduce model. With YARN, there is no
longer a single JobTracker that does all the resource
management, instead the ResourceManager and the
NodeManager manage the applications. The Resource-
Manager is allocating resources to the different applica-
tions of the cluster. The ApplicationMaster negotiates
resources from the ResourceManager and works with
the NodeManager(s) to execute and monitor the com-
ponent tasks [32].
IV.2 Apache Spark
Spark was developed in 2009 by AMPLab of UC Berke-
ley, and became an open source project in 2010 [41].
In 2013, the program was donated to the Apache soft-
ware foundation and in February 2014 the Spark was
a high-level program in the same foundation [42]. In
November 2014, the engineering team at Databricks set
a new record in large-scale sorting using Spark [43].
Spark extends the popular MapReduce model, sup-
ports more types of data processing and the combina-
tion of them, such as SQL-type queries and data flow
processing. For ease of use, Spark has Python, Java,
Scala and SQL APIs, and many embedded libraries.
One of the main features of Spark is the exploitation
of main memory [44]. It may accelerate an application
to one hundred times using memory and ten times
using only the disc compared to Hadoop MapReduce
cluster [41].
IV.2.1 Spark Ecosystem
Spark is a general purpose engine that supports higher-
level items specialized to a particular kind of process-
ing [41]. These components are designed to operate
close to the core, and can be used as libraries during
the development of a program.
The components of the Spark ecosystem are [41]:
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Figure 5: Spark ecosystem.
• Spark Core: Is the general execution engine for
the Spark platform and every other functionality
is built on top of it.
• Spark SQL: Is a Spark module for structured data
processing. It can act as a distributed SQL query
engine.
• Spark Streaming: Enables interactive and analyti-
cal applications across both streaming and histori-
cal data.
• MLlib: Is a scalable machine learning library.
• GraphX: Is a graph computation engine that en-
ables users to manipulate and perform parallel
processing in graphs.
IV.2.2 Resilient Distributed Dataset
Spark uses a new parallel and fault-tolerant data struc-
ture called Resilient Distributed Dataset (RDD) [45].
Spark automatically distributes the RDD data in the
cluster and performs parallel processing on them. The
RDDs can contain any object or class of Python, Java
or Scala.
The RDDs supports two types of operations, transfor-
mations which generate a new dataset from an existing
one, and actions which return a value after running a
computation on a dataset [46]. For example, map is a
transformation that passes each element of a RDD to a
function and results to a new RDD with the computed
values. On the contrary, reduce is an action that passes
each element of a RDD to a function and returns a
single value as a result.
To achieve efficiency Spark’s transformations are
"lazy" [47], which means that the computation of a new
RDD is not executed immediately after the command
is given. Instead, the transformations run only when
an action needs the transformation result. On the other
hand actions run immediately.
One of the most important capabilities of Spark is
persisting or caching a dataset in main memory [47].
By maintaining a RDD in main memory, each node
can perform much faster future computations in this
dataset, often more than ten times faster. Also the
cached RDD is fault-tolerant, which means that if a
partition of RDD is damaged, then it will automatically
recalculated with the proper transformations and will
be replaced.
V. Experimental Setup
We have conducted a series of tests to experimentally
evaluate the performance of the two frameworks. For
this purpose has been developed a cluster with virtu-
alized computing resources of Okeanos [48]. Okeanos
is an IaaS (Infrastructure as a Service) Service, devel-
oped by the Greek Research and Technology Network
[49]. It is offered to the Greek Research and Academic
community and provides access to Virtual Machines,
Virtual Ethernets, Virtual Disks, and Virtual Firewalls,
over a web-based UI.
In these experiments have been used 5 nodes, 4
slaves and 1 master. The slaves have configured with
2 cpu units, 6GB memory, 40GB disk space and the
master with 8 cpu units, 8GB memory and 40GB disk
space.
The log file that has been used to testing is a real
world log file. This file is an Apache HTTP Server log
which is accessible through internet and was found
after a relevant search. The log messages of this file
have the form shown in Figure 1. To perform the
experiments the two frameworks were installed to the
cluster in the same nodes. The programs were devel-
oped in the same language (java) for both frameworks
and the log files were saved in HDFS.
VI. Experimental Results
For each program, measurements were taken related
to the execution time and the number of active slave
nodes, the size of the input file and the type of pro-
gram.
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VI.1 Hadoop Expirements
We conducted different tests with different input file
sizes, number of active nodes and programs. As shown
in Figure 6 and Figure 7 the increment of the input file
size results in the increment of the program’s execution
time. We also observe an increment in execution time
when the number of active nodes is reduced, with a
particularly big increment when remains only one slave
node. These observations is completely reasonable
because by these ways the processing volume for each
node has been increased and as a result the processing
time.
Figure 6: Execution times of Hadoop programs with 1.1GB
input file.
Furthermore we see that the first program (blue)
takes considerably more time to run. This is due to
the nature of the program, because its Reduce phase
requires much more processing work than the Reduce
phase of the other two programs. And while Map
processes have almost the same execution times, the
big difference in Reduce process makes a difference in
the end.
Moreover we observe that there is a slight difference
in execution times between two or four nodes for the
smaller file. This makes sense because the file is rel-
atively small and two nodes have enough computing
power to execute the required processes. On the other
hand for the same reason we see that for the largest file
each additional node makes a difference in execution
time.
Figure 7: Execution times of Hadoop programs with 11GB
input file.
Finally in Figure 7 all four nodes were better ex-
ploited due to the large input file. At this case the
doubling of the active nodes leads to almost halve of
the execution time (differs for program to program).
VI.2 Spark Expirements
In correspondence to Hadoop’s experiments, relevant
experiments carried out in Spark. Spark programs can
run as a standalone Spark applications or executed
on YARN. For the following tests the programs run
as standalone Spark applications (both are supported
from the developed system).
Figure 8: Execution times of Spark programs with 1.1GB
input file.
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Figure 9: Execution times of Spark programs with 11GB
input file.
In these tests we generally observed that Spark’s
behavior is same as Hadoop. The increment of the size
of the input file or the reduce of active slaves increase
the program execution time especially when reamains
active only one node. This is reasonable because -as
explained previously- with these two ways the pro-
cessing volume for each node has been increased and
hence the processing time.
Furthermore in Figure 8 and Figure 9 we see that
the three programs that were tested have different exe-
cution times, and even maintain the finish order. The
third program (gray) has the less execution time, fol-
lows the first (blue) and finally the second (orange).
This is because the programs require a different num-
ber and type of calculations, so the simpler program
finishes first.
Also we observe that for input file of 1.1 GB there
is a small difference in execution time with two to
four nodes, because the file is relatively small and the
process required can be carried out with two nodes.
Same as Hadoop, for large file of 11 GB, each addi-
tional node makes a difference by contributing to the
execution process.
In addition these programs are executed with the
same input file in the same cluster but in a different
way. Figure 10 shows the difference in the execution
time according to whether the programs run on YARN
or standalone. The execution of Spark programs on
YARN offers additional features such as monitoring,
dynamic resource management of the cluster, security
through Kerberos protocol, possibility of parallel ex-
Figure 10: Spark on yarn and Spark standalone.
ecution of various programs (e.g. MapReduce, Hive)
and other features that are not supported by the stan-
dalone mode. However, as shown in Figure 10 the
execution of programs on YARN is quite slower than
standalone, that is because YARN has a quite complex
resource management and scheduling compared to the
Spark standalone and as a result there is a difference
in execution time.
As shown in Figure 10, there are two types of yarn
modes. In cluster-mode the driver runs in a process
of the master who manages YARN. On the contrary in
client-mode driver runs on client’s process [50].
VI.3 SQL-type Queries Experiments
Figure 11 presents the performance comparison of
Hadoop Hive and Spark SQL which are used for sql-
type queries. For the experiments that we have con-
tacted the Spark SQL runs in standalone mode and the
executed queries are about error counting. The execu-
tion time of Spark SQL improved significantly when
the table saved in main memory with the command
CACHE TABLE tableName. As shown in Figure 11
the performance of Spark SQL is better than Hive. This
happens because Spark SQL has a set of techniques to
prevent reads and writes to disk storage, caching of
tables in memory and optimizing efficiency.
VI.4 Overall Results
Various measurements have shown how systems react
to changes in the size of the input file, the type of
8
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Figure 11: Execution times of SQL-type queries.
executed program and available nodes in the cluster.
The two frameworks are highly configurable and their
performance may vary depending on their settings.
However by mainly maintaining presets and executing
the same program with the same input data we can
draw a conclusion.
To directly compare the two frameworks were exe-
cuted on both the same programs. The first program
is about error counting and the second is about er-
rors finding. Figure 12 shows the performance of
the frameworks for the first program, for input files
of 1.1 GB and of 11 GB. The Spark presents the best
performance, follows the Spark SQL, and then Hadoop
MapReduce and Hadoop Hive with big difference in
execution times. These results are in complete agree-
ment with what has been previously described and
confirm that the performance of Spark in most cases
is better than Hadoop. The same conclusion comes
from Figure 13 showing the performance of the second
program for both frameworks.
Figure 12: Execution times of count errors programs and
SQL-type queries.
Figure 13: Execution times of find errors programs and
SQL-type queries.
VII. Conclusions
This work aims to investigate the analysis of log files
with the two most widespread computing frameworks
in cloud computing, the well-established Hadoop and
rising Spark. In the two frameworks have developed,
executed and evaluated realistic programs for analyz-
ing logs.
The two frameworks have the common goal of par-
allel processes execution on distributed files or other
input files. The Hadoop is one of the first frameworks
for cloud computing, is widely used and is one of the
most active projects of the Apache foundation. Over
the years Hadoop evolved and improved in order to
meet the new era needs. These new needs led also to
the creation of Spark.
Spark is different from Hadoop’s MapReduce to two
key points, which give Spark better performance and
flexibility. The first is that Spark saves intermediate
results in memory instead of the disk, thus it dramat-
ically reduces the execution time. Secondly, Spark
except of MapReduce functions, supports a wide range
of new capabilities that can be combined to generate
new powerful programs.
The various experiments that have been carried out
show Spark’s best performance. However, the pro-
grams were implemented in such a way to make pos-
sible the comparison between the two frameworks.
As future work could be implemented programs that
make full use of Spark capabilities in order to evaluate
the performance of the framework for more complex
9
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log analysis programs.
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