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    Abstract--The coronavirus disease 2019 (COVID-
19) caused a pandemic outbreak with affecting 213 
nations worldwide. Global policymakers are imposing 
many measures to slow and reduce the rapid growth of 
the infections. On the other hand, the healthcare system 
is encountering significant challenges for a massive 
number of COVID-19 confirmed or suspected 
individuals seeking treatment. Therefore, estimating the 
number of confirmed cases is necessary to provide 
valuable insights into the growth of the outbreak and 
facilitate policy making process. In this study, we apply 
ARIMA models as well as LSTM-based recurrent neural 
network to forecast the daily cumulative confirmed 
cases. The LSTM architecture generates more precise 
forecasting by leveraging both short- and long-term 
temporal dependencies from the pandemic time series 
data. Due to the stochastic nature in optimization and 
random initialization of weights in neural network, the 
LSTM based model produce less reproducible outcome. 
In this paper, we propose a reproducible-LSTM (r-
LSTM) framework that produces a reproducible and 
robust results leveraging z-score outlier detection 
method. We performed five round of nested cross 
validation to show the consistency in evaluating model 
performance. The experimental results demonstrate that 
r-LSTM outperformed the ARIMA model producing 
minimum MAPE, RMSE, and MAE.   
Keywords--ARIMA Model, LSTM, Time Series 
Forecasting, COVID-19 pandemic, coronavirus 
I. INTRODUCTION 
The ongoing 2019 novel coronavirus (2019-
nCoV), named as COVID-19, epidemic was first 
identified amid an outbreak of respiratory illness cases 
in Wuhan, China and later rapidly spread throughout 
around the globe [7]. It affects respiratory distress (like 
influenza) with symptoms such as cold, cough, fever, 
and breathing issue in gradually severe cases [12]. The 
novel coronavirus outbreak declared as a global 
pandemic on 11 March 2020 by the WHO due to the 
growth rate and scale of transmission of the virus [4] 
The US also declared the epidemic as a public health 
emergency on 01 February 2020 [5]. The COVID-19 
has spread to more than 200 nations worldwide. As of 
05 June 2020, the epidemic has resulted in 6,844,797 
confirmed cases with 398,146 reported deaths globally 
[6]. One of the most affected countries is the US where 
1,902,632 confirmed cases with 109,359 confirmed 
deaths reported as of June 05, 2020. Eventually, the 
virus posed a great danger to the health and safety of 
people across the world. Global policymakers are 
imposing many measures to slow and reduce the rapid 
growth of infections. On the other hand, the healthcare 
system is encountering significant challenges like 
testing and caring for a massive number of confirmed 
or COVID-19 suspected individuals seeking 
treatment. Additionally, with the exponential growth 
of COVID-19 patients, the hospitals are facing 
difficulties in ensuring essential supplies like 
ventilators, personal protective equipment, and test 
kits. Therefore, estimating the number of confirmed 
cases provides valuable insights into the growth of the 
outbreak and facilitates policy making process. In this 
study, we applied ARIMA models as well as LSTM-
based recurrent neural networks to forecast the daily 
cumulative confirmed cases in the US.   
Time series forecasting is a well-known challenge 
for infectious disease. Many researchers have already 
attempted for COVID-19 pandemic time series 
forecasting where most of the studies have applied 
statistical or machine learning methods [8, 9, 10, 11].  
ARIMA along with other methods like single 
exponential, double exponential, moving average, and 
S-curve models were employed for forecasting daily 
new cases of COVID-19 in India by using data from 
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22 January 2020 to 13 April 2020 [8]. Experimental 
results of the study showed that ARIMA (2,2,2) 
outperformed other methods with a minimum mean 
squared percentage error (MAPE) of 4.1. Exponential 
smoothing models were implemented to capture a 
variety of trend and seasonal forecasting patterns with 
limited number of training data [9]. The research 
emphasized on real time cumulative daily cases (from 
January 22, 2020 until March 11, 2020) in the US and 
produced ten-days-ahead forecasts along with 
updating forecasts for every ten days. Another 
analysis, focusing on 10 Brazilian states COVID-19 
daily cumulative cases,  utilized several models like 
ARIMA, cubist regression (CUBIST), random forest 
(RF), support vector machine (SVR), and stacking-
ensemble learning for short term forecasting like one-
, three-, and six-days ahead forecasting [10]. The study 
showed that the SVR ranked best by evaluating the 
models’ performance with mean absolute error (MAE) 
and symmetric MAPE. Autoregressive time series 
models based on the two–piece scale mixture normal 
distribution that can avoid assumption of symmetric 
distribution of the error terms was applied to 
cumulative confirmed and recovered cases in the 
world utilizing data from February 02, 2002 to April 
30, 2020 [11]. Moving average, weighted moving 
average, and single exponential smoothing methods 
were applied to several countries COVID-19 
confirmed, death, and recovered time series data. [13]. 
There is limited number of published research articles 
that forecast the COVID-19 confirmed cases in the 
US.  
The rest of the paper is organized as follows: 
Section 2 describes the methodologies (ARIMA and 
proposed r-LSTM) that are implemented in this paper. 
The experimental setting and results are explained in 
Section 3. Finally, Section 4 concludes the paper. 
II. METHODOLOGY 
We applied ARIMA model and LSTM based 
framework to COVID-19 pandemic cumulative daily 
time series data for forecasting. The ARIMA is well-
known statistical method for time series analysis while 
LSTM, a special variant of RNN, is a state-of-the-art 
technique that has been successfully applied on time 
series analysis [15].  
LSTM is an extended version of recurrent neural 
network (RNN) architecture that can learn long term 
dependencies. The building block of LSTM 
architecture is memory block that consists of memory 
cell to preserve information of preceding time step 
with self-recurrent connections. Fig. 1 displays an 
internal architecture of a memory cell. The cell 
consists of three controlling gates: input gate, forget 
gate, and output gate [17]. The forget gate decides 
what information should be preserve or removed from 
the memory cell using a sigmoid layer, while update 
of values is controlled by the input gates that leverages 
a tanh  layer and a sigmoid layer [19]. The sigmoid 
function determines which value should be updated 
and the tanh layer generates potential values that can 
be added to the memory cell. The output gate utilizes 
sigmoid function to decide memory contribution to the 
cell output and then a tanh activation is applied to 
capture non-linearities of the values. Finally, the 
output value is multiplied with the output of a sigmoid 
layer. Equations (1-5) describes the full mechanisms 
of a LSTM model for an input 𝑥𝑡 at time t where 𝑓𝑡 , 𝑖𝑡 , 
𝑜𝑡, and 𝑐𝑡are the forget, input, output gates, and 
internal memory cell state at time 𝑡, respectively. ℎ𝑡, 
and ℎ𝑡−1are the values of hidden layer of the LSTM 
memory cell at time step 𝑡, and 𝑡 − 1, 
correspondingly. ⊗, and 𝜎 denote elementwise 
multiplication, and sigmoid activation function, 
respectively. 
 
Figure 1: Internal architecture of a memory cell of LSTM 
𝑓𝑡 = 𝜎 (𝑊𝑓ℎ [ℎ𝑡−1], 𝑊𝑓𝑥[𝑥𝑡], 𝑏𝑓) (1) 
𝑖𝑡 = 𝜎 (𝑊𝑖ℎ[ℎ𝑡−1], 𝑊𝑖𝑥[𝑥𝑡], 𝑏𝑖) (2) 
𝑐𝑡 = 𝑓𝑡 × 𝑐𝑡−1 + 𝑖𝑡 ⊗  𝑡𝑎𝑛ℎ(𝑊𝑐ℎ[ℎ𝑡−1], 𝑊𝑐𝑥[𝑥𝑡], 𝑏𝑐) (3) 
𝑜𝑡 = 𝜎 (𝑊𝑜ℎ[ℎ𝑡−1], 𝑊𝑜𝑥[𝑥𝑡], 𝑏𝑜) (4) 
ℎ𝑡 = 𝑜𝑡 ⊗ 𝑡𝑎𝑛ℎ(𝑐𝑡) (5) 
LSTM architecture extensively takes advantage of 
the gates that sophisticatedly adjust the values of 
memory cells and provide an internal dynamic in a 
cooperative way [21].  Considering this property of 
LSTM, in general, it shows a superior ability to learn 
nonlinear statistical and temporal dependencies of 
real-world time series data [19]. 
The output of neural networks varies due to the 
stochastic nature in optimization and random 
initialization of weights. Hence, to generate more 
 
 
reproducible and robust results, we propose a simple 
but effective framework, named r-LSTM, that 
generate reproducible results. For reproducible results, 
the r-LSTM initially executes experiments n number 
of times and subsequently utilizes the summary 
statistics of repetitions. We assumed that there are 
outliers in the distribution of n repetitions. A z-score 
method to detect outliers in the distribution and 
remove any output outside of two standard deviations 
from the mean. Finally, the mean is calculated for each 
unit of the forecasts. Fig. 2 shows the architecture of 
r-LSTM framework.  
 
Figure 2: Architecture of the r-LSTM framework 
III. EXPERIMENTS AND RESULTS 
A. Dataset specification 
The daily cumulative confirmed cases of the 
COVID-19 pandemic in the USA. from 22nd January 
to 25th May were collected from the official website of 
John Hopkins University [22]. Fig. 3 shows the 
patterns of daily cumulative confirmed cases from 
COVID-19, where the first confirmed case was 
reported on 22nd January and 1,662,302 number of 
cumulative confirmed cases were reported on 25th 
May.  
 
Figure 3: COVID-19 daily cumulative confirmed cases in the US 
from 22nd January to 25th May  
The conventional cross-validation (CV) technique, 
widely used in applied machine learning, does not 
consider temporal dependency between observations, 
and subsequently utilizes values from the future to 
forecast the past. Hence, the traditional CV is not 
appropriate for time series data. In this study, we 
applied a 5-fold nested CV that preserves the order of 
the observations. Fig. 4 exhibits the nested five rounds 
of datasets where the blue, green, and red boxes 
include the number of forecast rounds, training, and 
test data, respectively. The training data are used to 
construct models, while test data used for forecasting. 
For instance, for the first round of forecast: models are 
constructed on data from Jan 22 to Apr 05 and then 
forecast subsequent 10 days (from Apr 06 to Apr 15). 
Maintaining consistency of results, we performed 
forecasts for 10 days ahead of the last day of training 
data for all five rounds. Analysis of forecasting 
process and experimental results for each of the five-
round forecasts are comprehensively discussed in later 
sections.  
The COVID-19 pandemic dataset does not contain 
any information of patients. Thus, no formal ethical 
review or prior informed consent was required.  
 
Figure 4: Nested five rounds of COVID-19 time series data 
B. Evaluation metrics 
Mean Absolute Percentage Error (MAPE), Root 
Mean Squared Error (RMSE), and Mean Absolute 
Error (MAE) are widely used metrics when comparing 
different forecasting methods applied to a single time 
series data. Equations (6), (7), and (8) are the 
mathematical definitions of MAPE, RMSE, and MAE, 
respectively where 𝑦𝑖 and ?̂?𝑖 are the 𝑖-th observed 
value and forecasted value respectively and 𝑁 is the 




































C. ARIMA experimental setting  
Table 1 demonstrates a summary of the developing 
procedure of the final ARIMA model for each round 
of the forecasts.  The column ‘Transformation’ shows 
 
 
the required power transformation, and the 
“Differencing” column shows required differencing of 
the original series for transforming the data into a 
stationary process. For instance, the series for the first 
round was converted into a stationary process by 
transforming (𝑥𝑖ˊ = 𝑥𝑖
1
3) at first and then carrying out 
both the first and second differences of the series. The 
Augmented-Dickey Fuller test was performed on the 
transformed series to validate stationarity. The test 
provides significant p-values (less than 0.001) for each 
round of the process, confirming that the series finally 
transformed into stationarity process. Once 
stationarity is achieved, then different potential 
models are applied, and eventually, the best model, 
that produced minimum MAPE, is selected for each of 
the rounds.  
Table 1:The process of conversion of stationarity for each round 





1st & 2nd  



















1st & 2nd  
D. r-LSTM experimental setting  
We applied the min-max normalization technique 
to the time series data to scale the original data to a 
fixed range of 0 and 1. We applied the r-LSTM 
network on each of the five-round of normalized 
datasets with default Keras initialization weights 
where “glorot uniform” is the initializer for kernel 
weights matrix and orthogonal initializer is used as the 
recurrent initializer. The bias vector is initialized with 
all zeros. “Sigmoid” activation function is used in the 
recurrent step.  We used ‘ReLu’ activation function in 
the hidden layer. Adam optimization algorithm and 
mean squared error were used as optimizer and loss 
function, respectively. 150 LSTM units were used in 
the hidden layer. The learning rate remains fixed at 
0.001. All the discussed hyper-parameters were 
optimized using a grid search procedure. All the 
experiments were performed with the identical setup 
to maintain consistency in the model evaluation 
process.  
In the process of r-LSTM, we ran all experiments 
30 times since it follows the central limit theorem of 
the sampling distribution. Consequently, we 
performed a z-score method to detect and remove 
outliers from the forecasting list. Finally, mean of the 
remaining experiments was calculated for each day of 
forecasts.  
The r-LSTM network with optimized hyper-
parameters was applied to each of the five-round of 
forecasts with time series generator class in Keras. In 
the training phase, the generator uses n number of lag 
observations as input with a fixed batch size of 1 as 
output that allows generating a 1-step ahead forecast 
after the last available date in the training set. We 
opted to employ recursive multi-step time series 
forecasting criteria that involve recursively applying 
the model for one step ahead forecasts until reaching 
the desired n-step forecast horizon. In this process, the 
prior time step forecast was fed to the model as an 
input to forecast the sequential time step. 
The experiments are carried out on a Windows 10 
Intel(R) Core (TM) i7-8565U CPU 1.80 GHz with 
16.0 GB RAM and NVIDIA GeForce MX250 2GB 
GDDR5. We implemented our experiment on Keras 
framework in Python 3.7 version.  
E. Results 
We applied ARIMA on the stationary process for 
each of the rounds of forecasts. The diagnostics of 
residual correlation of the best-fitted model are 
presented in the fig.5. The figures represent ACF, 
PACF, IACF, white noise probability of the residual 
correlation.  
 




Table 2: Forecasting accuracy using ARIMA method for each 
round 




1st  ARIMA (2,3) 14.1 10.2 7.98 
2nd  ARIMA (2,2) 3.36 3.93 2.93 
3rd  ARIMA (0,5) 0.57 0.70 0.61 
4th   ARIMA (0,5) 0.51 0.70 0.71 
5th  ARIMA (0,5) 0.81 1.62 1.30 
The best models, for each round of forecasts, satisfy 
all diagnostics criteria. As an illustration, the ACF and 
PACF for first-round forecast show that there is no 
significant correlation of residuals series. The IACF 
does not reveal any instability and the white noise 
probability shows significance. Table 2 displays the 
selected best ARIMA model, and forecasting accuracy 
for each of the rounds. For example, for the 1st round 
of forecasts, the ARIMA (2,3) model was selected as 
the best model based on the lowest MAPE. 
We applied the r-LSTM framework with n number 
of lag observations time steps from 1 to 15 for each 
round of forecasts and then selected the time steps that 
produce minimum MAPE. Hence, in total, we 
performed 15 × 5 × 30 = 2250 experiments. Table 3 
displays the optimal lag observations and forecasting 
accuracy using r-LSTM method for all five rounds. 
The minimum MAPE, RMSE, and MAE for 1st-, 2nd-, 
3rd-, 4th-, and 5th- round of forecasts were attained by 
observing 2, 3, 2, 9, and 14 of lag days, respectively. 
Best forecasting accuracy (MAPE score: 0.12; RMSE: 
0.23 × 104, MAE: 0.19 × 104) was achieved for 5th 
round of forecast where the number of training data 
was maximum comparing to other rounds. On the 
other hand, with less training size, the first round 
performed poorly comparing to other forecasts.  








1st round 2 5.04 5.23 3.40 
2nd round 3 2.12 2.57 1.84 
3rd round 2 0.45 0.58 0.49 
4th round  9 1.08 2.01 1.50 
5th round 14 0.12 0.23 0.19 
Fig. 6 shows the trend of actual values (blue), 
ARIMA forecasted values (green) and r-LSTM 
forecasted values (red color). For first round: it shows 
that the r-LSTM framework forecasts are initial 5 days 
and then the difference between actual confirmed 
cases and forecasted cases starts increasing. On the 
other hand, the ARIMA model shows comparative 
poor forecasts from the day four. The second round of  
 
Figure 6: Comparative analysis for ARIMA and r-LSTM models' 
performance 
Table 4:Average performance of ARIMA and r-LSTM models 




ARIMA 3.87±5.2 3.42±3.5 2.70±2.7 
r-LSTM 1.76±1.7 2.12±1.7 1.48±1.1 
 
Figure 7: Forecasting accuracies of ARIMA & LSTM against 
different rounds  
forecast follows similar pattern as of first rounds. Both 
r-LSTM and ARIMA model perform well with less 
forecasting error and follow similar pattern for 3rd 
round. For fourth round: the forecasts of r-LSTM show 
an approximately linear pattern and starts over 
forecasting after fifth day, while the ARIMA provides 
approximately accurate forecasts until day eight and 
then under forecasts for 9th, and 10th days. The r-LSTM 
produces nearly identical forecasts for all ten days of 
the fifth round, while the ARIMA starts under 
forecasts of daily cumulative confirmed cases after 5th 
day.  
From Table 2 & 3, r-LSTM outperformed ARIMA 
model for 1st-, 2nd -, 3rd -, and 5th – round of forecasts 
while ARIMA surpass forecast accuracy for 4th round 
in terms of MAPE, RMSE, and MAE scores. The 
LSTM framework shows significantly improved 
 
 
accuracy (MAPE score: 5.04) for 1st-round of 
forecasting, while ARIMA generates 14.1 MAPE 
score. Forecasting accuracy shows upward trend (by 
minimizing MAPE, RMSE, and MAE) of 
improvement with more training data for both ARIMA 
and LSTM models as shown in Fig. 7.  The r-LSTM 
outperformed the ARIMA models on average of five 
rounds of forecast.  Table 4 shows the average 
performance of ARIMA and LSTM models. The mean 
of LSTM scores for MAPE, RMSE, and MAE are 
lower than the ARIMA models’ and at the same time, 
the standard deviations for ARIMA model much 
higher than the LSTM models.   
IV. CONCLUSION  
The novel coronavirus epidemic was first 
identified amid an outbreak of respiratory illness cases 
in Wuhan, China and later rapidly spread around the 
globe. The infectious disease has caused 6,844,797 
confirmed cases and 398,146 confirmed deaths by 
June 05, 2020, fundamentally affecting the USA along 
with other countries. Due to the exponential spread 
and transmission rate, the virus poses a great danger to 
the health and safety of people across the globe. 
Therefore, development of accurate forecasting 
models is necessary to provide valuable insights into 
the growth of the outbreak and facilitate policy making 
process. In this study, we present a reproducible r-
LSTM framework to forecast daily cumulative 
confirmed cases in the US. Nested five round 
forecasting method was applied to demonstrate the 
consistency of the models’ performance. The 
experimental results suggest the superiority of r-
LSTM over ARIMA model. 
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