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Detecting and quantifying non-equilibrium activity is essential for studying internally driven as-
semblies, including synthetic active matter and complex living systems such as cells or tissue. We
discuss a non-invasive approach of measuring non-equilibrium behavior based on the breaking of
detailed balance. We focus on “cycling frequencies” - the average frequency with which the trajec-
tories of pairs of degrees of freedom revolve in phase space, and explain their connection with other
non-equilibrium measures, including the area enclosing rate and the entropy production rate. We
test our approach on simple toy-models comprised of elastic networks immersed in a viscous fluid
with site-dependent internal driving. We prove both numerically and analytically that the cycling
frequencies obey a power-law as a function of distance between the tracked degrees of freedom. Im-
portantly, the behavior of the cycling frequencies contains information about the dimensionality of
the system and the amplitude of active noise. The mapping we use in our analytical approach thus
offers a convenient framework for predicting the behavior of two-point non-equilibrium measures for
a given activity distribution in the network.
I. INTRODUCTION
The field of active matter has developed over the
last decades to provide a physical description of clas-
sical many-body systems operating far from thermody-
namic equilibrium [1–3]. A prominent class of such ac-
tive matter are living systems: Schools of fishes [4],
flocks of birds [5], and colonies of bacteria [6, 7] can
all exhibit collective dynamics that are manifestly out
of equilibrium. However, the non-equilibrium activity
of biological assemblies at smaller subcelluar scales is
not always straightforward to discern [8, 9]. Examples
include the stochastic fluctuations of biological assem-
blies such as chromosomes [10], the cytoskeleton [2, 11–
14], and cellular membranes [15–17]. Indeed, while
these fluctuations can at first sight appear indistinguish-
able from thermal Brownian motion, they are in many
cases driven by energy-consuming processes at molecu-
lar scales [1, 2, 8, 9, 18, 19]. This molecular scale ac-
tivity can propagate to mesoscopic scales, giving rise
to non-equilibrium dynamics that breaks detailed bal-
ance [9, 20–25] or that violates the fluctuation dissipation
theorem [12, 15, 16, 26–28]. Soft driven assemblies can
also be realized in synthetic systems, including chem-
ical fueled synthetic fibers [29] and crystals of active
colloidal particles [30]. Numerous experimental studies
showed how molecular non-equilibrium processes affect
the mesoscopic mechanical properties of in vivo biologi-
cal assemblies [2, 11–13], in vitro reconstituted cytoskele-
tal networks [31–33] and synthetic materials [34]. It still
remains unclear, however, how to characterize the non-
equilibrium fluctuations of soft driven assemblies.
To make further progress on characterizing active sys-
tems, various candidates for a reliable and informative
∗ C.broedersz@lmu.de
non-equilibrium measure have been proposed. A natural
and commonly used measure of the time-irreversibility of
a process is the entropy production rate. In some cases,
this measure is related to the energy dissipation in a sys-
tem [35]. Recent studies made significant progress in in-
ferring the entropy production rate from the observed
trajectories [25, 36, 37]. In general, for complex sys-
tems it is unclear how to interpret measures of the partial
entropy production rate or how to relate the measured
quantities to the real entropy production rate of the full
system. It is possible, however, to set a lower bound to
the total entropy production from the observation of a
few mesoscopic degrees of freedom [23, 38–41]. An al-
ternative approach of using area enclosing rates (AER)
of stochastic trajectories in phase space as a metric for
the breaking of detailed balance was presented in [42]
and [43]. A closely related concept—the cycling frequen-
cies of the stochastic trajectory—was used to analyse
the non-equilibrium behavior emerging in the mode-space
trajectories of a probe filament in an active gel [21, 22] or
the dynamics of a driven disordered elastic network near
its isostatic point [24].
Despite the multitude of available non-equilibrium
measures, it is still unclear how to use them to extract
useful information about the nature of active driving in
a system. The cycling frequencies can be used to investi-
gate the non-equilibrium dynamics emerging on different
lengthscales in driven elastic networks [23]. In particu-
lar, the cycling frequencies measured from trajectories of
two probe particles in an internally driven elastic network
display a power-law behavior as function of the distance
between the particles, with an exponent that depends on
the dimensionality of the system; the prefactor of this
scaling law depends on the statistical properties of the
internal driving. Thus these experimentally accessible
cycling frequencies and their associated scaling behav-
ior provide a promising candidate for a non-equilibrium
measure that may give provide access to properties of the
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2FIG. 1. A) 1-dimensional elastic chain of beads at temper-
ature T with spatially varying white-noise driving intensity
αi, and the corresponding diffusion matrix D. The tracked
pair of beads is indicated in green. B) 2-dimensional and C)
3-dimensional elastic networks investigated in Sec. V A.
internal driving.
In this work we present a detailed derivation of the
scaling behavior of cycling frequencies for d-dimensional
elastic networks with internal driving. Thus, we derive a
theoretical framework that allows us to relate the cycling
frequency to the lengthscale of the observation and to
the properties of the network and of the active noise.
Furthermore, we clarify the relation between the cycling
frequencies and other non-equilibrium measures such as
the area enclosing rate and the entropy production rate.
II. DRIVEN ELASTIC NETWORKS
We use overdamped networks of elastically coupled
beads suspended in a viscous fluid as a simple model
for soft subcellular assemblies [44–47]. For simplicity
we choose units in which the elastic spring constant, the
damping coefficient of the beads and the Boltzmann con-
stant kB equal 1. The fluid is assumed to be at thermal
equilibrium and the resulting thermal fluctuations in the
system are thus modelled as Gaussian white noise pro-
cesses acting independently on all the beads with the
same amplitude T . Additional active force fluctuations
drive the system out of thermal equilibrium, and are im-
plemented as independent Gaussian white noise processes
with spatially varying amplitudes αi.
By modelling the active forces as “white”, we essen-
tially restrict our model to systems in which the corre-
lation times of the active driving are shorter than the
intrinsic relaxation times of the network. This model
is mathematically equivalent to embedding the beads in
local thermal baths at temperatures T + αi [48].
This simplified description allows us to study the dy-
namics of the system using a Fokker-Planck equation:
∂tp(x, t) = −∇ · (Ax−D∇)p(x, t) := −∇ · j(x, t), (1)
Here x represents the displacements of the beads relative
to their equilibrium positions, p(x, t) is the probability
distribution of x at time t. We also assume that the
forces are linear in x, i.e. f(x) = Ax with a symmetric
matrix A, and D = diag{T + α1, . . . , T + αN} is the
diffusion matrix. The right hand side of the Eq. (1) can
be interpreted as the divergence of the probability current
density j(x, t) = (Ax−D∇)p(x, t). At steady-state, the
non-vanishing dissipative probability currents constitute
a measure for non-equilibrium in a system and thus play
the key role in our approach.
III. CYCLING FREQUENCIES & PHASE
SPACE TORQUE
The steady-state probability currents, j(x), are math-
ematical objects that capture the presence of non-
equilibrium activity by revealing time-irreversibility of
the dynamics at the level of the Fokker-Planck equa-
tion. This time-irreversibility manifests through the
emergence of a mean velocity field v(x) in the coordinate
space, which is related to the probability current through
j(x) = v(x)p(x) [49]. Therefore, from an experimental
perspective, an ideal way to quantify the non-equilibrium
dynamics of a system would be to measure such a velocity
field v(x). However, inferring the full v(x) field is a chal-
lenge on its own. The most straightforward approaches
require a discretisation of the phase space. Such a mea-
surement would require tracking many degrees of freedom
for long time periods, which is difficult in practice.
Instead of inferring v(x) in full detail, one can al-
ternatively measure some coarse-grained quantities re-
lated to v(x), which still retain key information about
the non-equilibrium dynamics of the system. For in-
stance, we could track a pair of degrees of freedom
xr = {xi, xj} and measure the average angular veloc-
ity 〈β˙ij〉, or equivalently, the rate at which the trajectory
revolves around the origin in this reduced 2-dimensional
subspace (Fig. 2). This simple measurement does not
require any discretisation of phase space or inference of
the force field. We shall refer to 〈β˙ij〉 as the cycling fre-
quency.
In general, 〈β˙ij〉 may contain only limited information
about v(x). For linear systems, however, the mean phase
space velocity can be written as [50]
v(x) = Ωx, Ω = A + DC−1 (2)
where C = 〈x⊗ x〉 is the steady-state covariance matrix
obeying the Lyapunov equation
AC + CAT = −2D. (3)
Equation (2) sets strong constraints on the structure of
v(x): for dynamics projected on any 2-dimensional sub-
space {xi, xj} the probability currents have an elliptical
structure. The remaining information about the ampli-
tude of the currents is set by the cycling frequencies 〈β˙ij〉.
3To show this, we denote the velocity of the system
in the reduced ij-subspace by vr(x) = {vi(x), vj(x)}.
Note, what we observe while looking at the xr-subspace
only is a conditional mean 〈vr(x)|xr〉. Similarly to
Eq. (2), we find that 〈vr(x)|xr〉 = Ωrxr, with Ωr =
Aeff + D[r,r]C
−1
[r,r] [23]. Here Aeff is a matrix such that
〈fr(x)|xr〉 = 〈{fi(x), fj(x)}|xr〉 = Aeffxr; note, C[r,r]
and D[r,r] are matrices of size [2 × 2], given by C[r,r] =
{{cii, cij}, {cji, cjj}} and D[r,r] = {{dii, dij}, {dji, djj}}.
Next, we show that the eigenvalues of Ωr coincide with
the cycling frequencies 〈β˙ij〉. First, note that 〈β˙ij〉 is in-
variant under orientation preserving linear transforma-
tions of the reduced subspace. We can therefore work in
covariance identity coordinates, yr, such that C[r,r] = I.
In this basis, Ωr takes a particularly simple form [50]
Ωr =
(
0 ωij
−ωij 0
)
, (4)
with the imaginary parts of its eigenvalues on the antidi-
agonal. This form of Ωr implies that for C[r,r] = I, the
probability current field has a circular structure. Using
Eq. (4), we find that
〈β˙ij |yr〉 =
〈
yr × y˙r
|yr|2
∣∣∣∣yr〉 = y2 〈y˙1|yr〉 − y1 〈y˙2|yr〉y21 + y22
=
y2 〈v1(y)|yr〉 − y1 〈v2(y)|yr〉
y21 + y
2
2
= ωij . (5)
This means that the conditional average of the angular
velocity 〈β˙ij |yr〉 is yr-independent and equals ωij at all
points in the reduced phase space. Hence averaging over
yr leads to 〈β˙ij〉 = ωij , with ω2ij = det Ωr.
Recently, new approaches have been developed to infer
current fields in nonlinear systems by considering an ex-
pansion of the inferred force field [36]. Up to first order
these methods reduce to calculating area enclosing rates,
which are indeed closely related to the cycling frequen-
cies, as we discuss further below.
One of our central objectives is to derive a relation
between the observed currents and the properties of the
system and the active driving. Given that the cycling fre-
quencies are set by ωij—the imaginary parts of the eigen-
values of Ωr—we can make further progress by showing
that for a general linear system [23]
ωij =
1
2
〈xr × fr(x)〉√
det Cr
, (6)
where 〈xr × fr(x)〉 = 〈xifj(x) − xjfi(x)〉 = (CAT −
AC)ij is the mean phase space torque (Fig. 2). Intu-
itively, Eq. (6) implies that for an overdamped linear
system the mean phase space angular velocity is propor-
tional to the mean phase space torque. A detailed deriva-
tion is presented in [23]. Moreover, in covariance identity
coordinates Eq. (6) reduces to ωij =
1
2 (A
T −A)ij = Ωij ,
in accord with previous studies [21, 22, 50]. One can
equivalently identify (CAT −AC)ij with mean area en-
closing rates in the ij-subspace, as considered in [42].
FIG. 2. Schematic trajectory in the coordinate space [xi, xj ]
of two tracer beads. The light blue area enclosed in the trian-
gle represents xr × fr(x)/2 appearing in Eq. (6), which gives
the area enclosing rate upon averaging over phase space.
Here, we focus on the cycling frequencies, since they are
more directly related to the probability currents, which
constitute the basis of our work. In some instances, how-
ever, the area enclosing rates turn out to be particularly
advantageous to work with. In these cases we shall briefly
discuss how switching to the area enclosing rates simpli-
fies the analysis (See Sec. IV).
Since the cycling frequencies contain information
about the amplitudes of the phase space probability
currents, they can be related to the entropy produc-
tion rate. For linear systems, in covariance identity co-
ordinates, the full entropy production rate can be ex-
pressed as a weighted sum of the cycling frequencies
squared: Π =
∑n
i−odd ω
2
i,i+1[(D
−1)i,i + (D−1)i+1,i+1].
However, in many experimental contexts it is typically
impossible to track all the degrees of freedom or to re-
solve all steps of a process. This practical limitation
motivated the introduction of various measures of re-
duced/apparent entropy production rate [23, 38–41]. For
the case of a two-point measurement, as the ones dis-
cussed in this paper, one can consider a reduced entropy
production rate directly related to the cycling frequency:
Π
(2)
r = ω2ijTr(C[r,r]D
−1
[r,r]), which gives a lower bound on
the full contribution to the total entropy production rate
from the observed pair of degrees of freedom [23].
IV. ONE-DIMENSIONAL CHAIN AND
DIFFUSION EQUATION
While Eq. (6) sets a relation between the cycling fre-
quencies observable in an experiment and the properties
of both the network and the active noise distribution, it is
not straightforward to explicitly derive these properties
from the cycling frequencies. In the following sections,
4we use Eq. (6) to build a framework for extracting spe-
cific information about the system from the behavior of
the cycling frequencies ωij .
We first consider the simplest case of a 1-dimensional
chain of 2N−1 beads coupled by harmonic springs. This
example will help us build intuition for more complex
lattices. To obtain insight into how non-equilibrium be-
havior manifests at different length scales, we consider
a two-point non-equilibrium measure. Specifically, we
study how the cycling frequency in the subspace of dis-
placements of two chosen beads {xi, xi+r} depends on
the distance r between these beads. We do this for two
scenarios:
i) Active noise present only at single site
ii) Random spatial distribution of activities {αi}
In case i) we plot the cycling frequency, ωsingle(r), be-
tween the active bead and another bead at distance r.
In case ii) we consider an ensemble of active noise distri-
butions {αi}, in which the amplitude of the active noise
at each site is drawn randomly from a probability distri-
bution pα, with mean α¯ and variance σ
2
α. The amplitudes
αi are spatially uncorrelated. We then calculate 〈ω2(r)〉 -
the squared cycling frequency between two beads at dis-
tance r averaged over the activity distributions αi. The
first observation is that in both scenarios the cycling fre-
quencies follow a power-law as a function of distance, as
shown in Fig. 3. The exponent in the random distribu-
tion scenario is independent of the probability distribu-
tion pα of the intensities, but different from the single
activity case.
To understand the origin of the power-law behavior
and to calculate the exponents, we use Eq. (6) to derive
analytical expressions for ωsingle(r) and 〈ω(r)2〉. In the
case of a 1-dimensional chain with spatially uncorrelated
noise, the expression for the cycling frequency (Eq. (6))
reduces to:
ωij =
∂˜22cij√
det C[r,r]
, (7)
where cij indicates the elements of the covariance matrix,
and ∂˜22cij denotes the discrete second derivative across
rows: ∂˜22cij = ci,j+1 − 2ci,j + ci,j−1. Thus, this result
reduces the problem of calculating ωij to finding the co-
variance matrix C.
Motivated by the structure of D, we decompose C =
TC+α¯C∗ into equilibrium (C) and non-equilibrium (C∗)
parts (Fig.4A). For the 1-dimensional chain, the Lya-
punov equation (see Eq. (3)) is equivalent to:
∂˜21cij + ∂˜
2
2cij = −2δij (8)
∂˜21c
∗
ij + ∂˜
2
2c
∗
ij = −2δij
αi
α¯
, (9)
At equilibrium detailed balance is preserved, which im-
plies ∂˜22cij = 0 ∀i 6=j (see Eq. (7)). We can therefore re-
place ∂˜22cij with ∂˜
2
2c
∗
ij in Eq. (7). Then, expanding the
FIG. 3. A) Scaling behavior of the cycling frequencies as a
fuction of distance between the beads, obtained for a 1D chain
and different types of activity distributions, as indicated in the
legend. B) Comparison between the cycling frequencies and
the Area Enclosing Rates (AER) above the weak noise limit
(α¯/T = 4). All data points correspond to results obtained by
numerically solving Lyapunov equation.
expression for the cycling frequency in powers of (α¯/T ),
we get:
ωij =
α¯
T
∂˜22c
∗
ij√
det C[r,r]
+O
(
α¯2
T 2
)
(10)
Up to linear order in (α¯/T ) the contributions from C and
C∗ separate; consequently ωij becomes linear in {αi}.
This linearity appearing in the limit of weak activity will
later allow us to calculate cycling frequencies averaged
over different realizations of the activity {αi}. Note,
if instead of ωij , we consider the area enclosing rates
(AER = α¯∂˜22c
∗
ij), the factor
√
det C[r,r] does not enter,
implying that the expression for the area enclosing rates
is linear in {αi} irrespective of the magnitude of α¯.
5A. Activity at a single site
To obtain insight into what determines the cycling fre-
quencies in a concrete example, we first find the solution
to Eq. (9) for the case of activity appearing only at a
single site in the center of the chain. Later, we will use
this solution to construct C∗ for a more general case. For
now, let us assume that αi = αδiN and α¯ = α.
We can think of Eq. (9) as a discretized stationary dif-
fusion equation with a single source with a divergence
of 2 in the middle of the C∗ matrix, and with absorb-
ing boundary conditions at the edges. The absorbing
boundaries in the diffusion equation reflect the fixed
boundary conditions for the elastic chain. We denote by
r =
√
(i−N)2 + (j −N)2 the distance from the center
of C∗. If we consider a continuous analogue of our dis-
crete problem and neglect the boundary conditions, we
can assume a rotational symmetry of the solution c∗(r).
The corresponding continuous diffusion equation takes
the form: 1r∂rr∂rc
∗(r) = 0. Consequently, r∂rc∗(r) = −a
and c∗(r) = −a ln(r) + b.
One could also argue for ∂rc
∗(r) ∼ 1/r scaling of the
“covariance current”, by demanding that the total “co-
variance flux” through a circle of radius r, centred at 0
is independent of r and equals 2—the divergence of the
source. This also allows us to identify a = 1/pi. The
integration constant b is system-size dependent and has
to be set such that the covariance vanishes at the edge of
the covariance matrix.
The functional form that we obtain from this approx-
imate analysis accurately describes the actual numeri-
cally obtained values of c∗ij far from the boundaries (see
Fig. 4B). Note, the deviations that appear close to the
boundaries are due to neglecting the absorbing boundary
conditions and not due to the discrete nature of the prob-
lem. We can also consider a continuous limit of the prob-
lem, in which the chain is replaced by a string, by taking
the limit N → ∞, k → ∞, while keeping k/N = const.
In this limit the discrete diffusion equation is replaced
by a continuous one, but the boundary effects still play
the same role. We shall return to the continuous limit in
Sec. V B, where we discuss more complex networks.
We can use the approximate form of c∗(r) together
with Eq.(10) to calculate ωsingle(r). For large N , we can
replace ∂˜22c
∗
N,N+r with ∂
2
r c
∗(r), to arrive at:
ωsingle(r) =
α
T
1
pir2
1√
det C[r,r](r)
+O
(
α2
T 2
)
(11)
Interestingly, it turns out that b, which is in general un-
known, does not enter the equation for ω(r).
To find the equilibrium part C, we make the following
observation. At equilibrium all cycling frequencies ωij
must vanish, which combined with Eq. (7) gives: ∂˜22cij =
0 ∀i6=j . Using Eq. (8) at point (i, i) and the symmetry
of C we find ∂˜22cii = −1. In general, we can therefore
write the equation for C as ∂˜22cij = −δij . Note that this
FIG. 4. A) Profiles of the matrices C and C∗ in the sin-
gle activity case. For visual purposes, the discrete data
points have been interpolated to a 2D-surface. cij is linear
in both indices, resulting in ωij = 0 for αi = 0. B) Val-
ues of c∗ij versus the distance from the center of the matrix
r =
√
(i−N)2 + (j −N)2. Orange points correspond to the
entries at positions (i,N). The inset depicts the same plot in
log-linear scale.
condition is equivalent to a discrete stationary diffusion
equation in 1 dimension, with a single source at site i
and with absorbing boundary conditions. This implies
that cij is linear in both indices and one can easily verify
that cij = min(i, j) − ij/(2N) satisfies Eq. (8). Using
this solution, we find that (det C[r,r](r))
− 12 = ( 12r(N −
r))−
1
2 ∼ r− 12 for r  N . Therefore, ωsingle(r) ∼ r− 52 , as
shown together with the numerical results in Fig. 5. The
good agreement between the numerical and analytical
results allows us to conclude that the scaling exponent
is determined by the ln(r)-like profile of C∗, which in
turn is set by the dimensionality of the system. One
could in principle find an analytical solution for c∗(r)
that accounts for the boundary conditions, but the ln(r)
scaling captures the essential features.
B. Spatially varying activity
Equipped with the results from the previous section,
we now consider a system with spatially varying activ-
ity. First, we will further clarify the connection between
calculating cycling frequencies and solving a discretized
steady-state diffusion equation for the covariance func-
tion. To this end, we consider a generic activity distribu-
tion {αi} and plot the corresponding active part of the
covariance matrix C∗ obtained by solving Eq. (9) (see
Fig. 6). From the form of Eq. (7), we see that the cycling
6FIG. 5. A) Scaling behavior of ωsingle(r) as a function of the
distance between the beads and comparison with the analyti-
cal prediction (dashed line) in Eq. (11). Below, the behaviour
of the B) equilibrium and C) non-equilibrium contributions
to ωsingle(r). The contribution presented in C) coincides with
the area enclosing rates. All data points correspond to results
obtained by numerically solving Lyapunov equation.
FIG. 6. Profile of C∗ in the case of spatially corre-
lated amplitudes of the active noise, together with the lines
{(i, j, c∗ij)}j=i,...,2N−1 for i = 10, 17, 23. The color of a line
indicates the sign of its curvature. The red (blue) points in
the plots of |ωi,j | correspond to positive (negative) cycling
frequencies. Here, the profile of C∗ is presented for activi-
ties {αi − α¯}. This transformation of activities is justified in
App. A.
frequencies {ωij}j=1,...,2N−1 are proportional to the cur-
vature of the line {(i, j, c∗ij)}j=1,...,2N−1, as illustrated by
the plots in Fig. 6. The connection with the steady-state
diffusion equation (see Eq. (9)) allows us to understand
how a given distribution of activities translates to a par-
ticular profile of the C∗ matrix and how this in turn
determines the behavior of the cycling frequencies.
In general the amplitudes of the active noise may be
spatially correlated. Here, however, we restrict ourselves
exclusively to the case of spatially uncorrelated activi-
ties, which is valid in the limit of distances larger than
the correlation length of the amplitudes. To the “ith”
bead we assign a randomly sampled amplitude αi. We
assume all αi to be pairwise independent and identically
distributed with distribution p(α). For simplicity we in-
dex the beads so that the bead in the center of the system
has index 0. To calculate ω(2r) = ω−r,r, we need to de-
termine ∂˜22c
∗
−r,r. For a given activity distribution {αi}
we can exploit the linearity of Eq. (9) to obtain the cor-
responding C∗({αi}) as a superposition of single-source
solutions. Thus, we can write:
∂˜22c
∗
−r,r({αi}) =
∑
z
∂˜22c
∗
−r,r({αiδiz}) (12)
For beads far enough from the boundary, we approximate
C∗({αiδij}) by a logarithmic decay centred at (j, j) to
obtain:
∂˜22c
∗
−r,r({αiδiz}) =
1
pi
αz
α¯
(r + z)2 − (r − z)2
((r + z)2 + (r − z)2)2
=
1
pi
αz
α¯
rz
(r2 + z2)2
(13)
Combining Eqs. (12) and (13), we calculate
〈(∂˜22c∗−r,r({αi}))2〉, which is the main factor in the
expression for 〈ω2(2r)〉.
(piα¯)2〈(∂˜22c∗−r,r({αi}))2〉 =
〈(∑
z
rzαz
(r2 + z2)2
)(∑
z′
rz′αz′
(r2 + z′2)2
)〉
=
∑
z
r2z2〈α2z〉
(r2 + z2)4
+
∑
z
rz 〈αz〉
(r2 + z2)2
∑
z′ 6=z
rz′ 〈αz′〉
(r2 + z′2)2
=
∑
z
r2z2(〈α2z〉 − 〈αz〉2)
(r2 + z2)4
≈ σ2α
∫ ∞
−∞
r2z2dz
(r2 + z2)4
=
piσ2α
16r3
(14)
In the second line of this result, we used that
∑
z′ 6=z
rz′
(r2+z′2)2 = − rz(r2+z2)2 and approximated the sum
7FIG. 7. Scaling behavior of the cycling frequencies as function
of the distance between the beads. The results are obtained
for different lattices and a folded Gaussian activity distribu-
tion [23]. Triangular and square markers represent triangular
and square or cubic lattices, respectively. Light (dark) blue
represent triangular networks with zero (finite) rest length
springs. In all cases we used α¯
T
= 0.15. For computational
convenience we determined the ensemble average by perform-
ing a spatial average. All data points correspond to results
obtained by numerically solving Lyapunov equation.
by an integral. Evaluating the integral and rescaling
2r → r, we arrive at the final result:
〈ω2(r)〉α = σ
2
α
T 2
1
2pir3
1
det C[r,r](r)
. (15)
Given the asymptotic behavior 1/ det C[r,r](r) ∼ r−1 for
r  N we conclude that in the limit of weak activity√〈ω2(r)〉 ∼ r−2 (See Fig. 3). Importantly, apart from
reproducing the observed exponent of the power-law, our
result gives a correct prediction for the prefactor, which
contains information about the variance of the active
forces.
V. d-DIMENSIONAL LATTICES
A. Cubic lattice
To explain the origin of the scaling behavior of ω(r) for
multidimensional networks we now focus on the simplest
possible case of a d-dimensional cubic lattice. Impor-
tantly, the calculation presented for this case also pro-
vides us with intuition for more complex lattices. Let us
denote the bead indices corresponding to d independent
directions with n1, . . . , nd. We will denote the elements
of the covariance matrix C as cn1,...,nd;n¯1,...,n¯d := cn,n¯.
We assume zero-restlength for the springs, so that the
degrees of freedom corresponding to different directions
decouple. Therefore, by C we actually mean the covari-
ance matrix of only these degrees of freedom that corre-
spond to a single chosen direction, for instance the one
corresponding to the index n1.
For this particular network, the Lyapunov equation is
equivalent to:(
d∑
i=1
∂˜2ni +
d∑
i=1
∂˜2n¯i
)
cn,n¯ = −2dn,n¯ (16)
Similarly to the 1-dimensional case, here we recognise
a discretized stationary diffusion equation in 2d dimen-
sions, with the divergence of the sources given by the
elements of D. For convenience we index the beads such
that the one in the middle of the lattice is (0, . . . , 0).
Our goal is to calculate the cycling frequency
ωr,...,r;−r,...,−r = ω(2
√
dr). Here we consider a partic-
ular case of relative position of the beads with respect to
the principal directions of the lattice. It turns out, how-
ever, that the final result depends only on the distance
between the beads. From Eq. (6), we find that:
ωr,...,r;−r,...,−r ≈ (α¯/T )√
det C[r,r]
d∑
i=1
∂˜2nic
∗
n,n¯
∣∣∣
r,...,r;−r,...,−r
(17)
Following the procedure used for the 1-dimensional chain,
we begin with finding the solution to a single source prob-
lem with one active bead at site (0, . . . , 0). As before, we
will then use this solution as a Green’s function for our
diffusion problem with a generic activity distribution.
Taking a continuous limit of the diffusion equation
and neglecting the boundary conditions, we expect that
∂rc(r) ∼ 1/r2d−1 and consequently c(r) ∼ 1/r2d−2,
where r is the distance from the center of the 2d-
dimensional covariance matrix. Therefore, for a single
active bead at site (0, . . . , 0), we obtain:
c∗n,n¯ = ad
(
d∑
i=1
n2i +
d∑
i=1
n¯2i
)−(d−1)
= ad
(
n2 + n¯2
)−(d−1)
(18)
The constant ad = (d − 2)!/(2pid) can be obtained from
the divergence theorem, as we did in the 1-dimensional
case.
The contribution to ωn,n¯ from a single activity at site
(0, . . . , 0) is then given by (App. A):
d∑
i=1
∂2nic
∗
n,n¯ = 2d(d− 1)ad
n2 − n¯2
(n2 + n¯2)d+1
(19)
Performing calculations analogous to those for the 1 -
dimensional chain, we arrive at (App. A)〈
ω2d=2(r)
〉
α
=
σ2α
T 2
8
5pi3r6
1
det C[r,r]
(20)
〈
ω2d=3(r)
〉
α
=
σ2α
T 2
27
8pi4r9
1
det C[r,r]
(21)
8Importantly, we obtain exactly the same results when
considering different directions across the lattice, such as
ω(r,0,...,0),(−r,0,...,0). In general, for a d-dimensional lattice
we expect:
∂2r c(r) ∼ r−2d (22)
ω2single,d(r) ∼ r−4d/det C[r,r](r) (23)
〈ω2d(r)〉α ∼ r−3d/det C[r,r](r) (24)
For completeness we investigate the behavior of
det C[r,r](r) for different dimensions. At equilibrium all
cycling frequencies vanish, leading to:
d∑
i=1
∂˜2nicn,n¯ = 0 ∀n6=n¯ (25)
For all points on the diagonal of the covariance matrix
(n,n) = (n1, . . . , nd;n1, . . . , nd) the diffusion equation
(see Eq. (16)) reads
d∑
i=1
∂˜2nicn,n +
d∑
i=1
∂˜2n¯icn,n = −2 (26)
Using the symmetry of the system, we conclude that
the two sums in Eq. (26) are equal, which together with
Eq. (25) imply that
(
d∑
i=1
∂˜2ni)cn,n¯ = −δn,n¯ (27)
for all points (n, n¯). This result can be interpreted in the
following way: for a given (n¯1, . . . , n¯d), cn,n¯ as a function
of (n1, . . . , nd) is a solution to a d-dimensional discre-
tised stationary diffusion equation with a single source
at position (n¯1, . . . , n¯d), and with absorbing boundary
conditions. Note, there is an interesting symmetry of the
diffusion equation implied by the symmetry cn,n¯ = cn¯,n:
the solution at point n from a source at point n¯ is equal
to the solution at point n¯ from a source at point n. While
this property of the diffusion equation would be obvious
in an infinite space, it surprisingly holds also in the pres-
ence of absorbing boundaries.
It can further be shown that
cn,n¯ ∼ ln[(n1 − n¯1)2 + (n2 − n¯2)2] for d = 2
cn,n¯ ∼
(
d∑
i=1
(ni − n¯i)2
)−( d−22 )
for d > 2 (28)
This result can also be understood using a simple di-
mensionality argument: a diffusion problem in d dimen-
sions with a source forming a ds-dimensional plane can
be mapped to a (d − ds)-dimensional diffusion problem
with a point source. In our case we are dealing with a
diffusion problem in a 2d-dimensional space, with a d-
dimensional source. Reducing the 2d-dimensional prob-
lem to a point source problem in d dimensions, we ar-
rive exactly at Eq. (28). From this equation we conclude
that for dimensions d ≥ 2, the diagonal terms of C[r,r](r)
strongly dominate over the off-diagonal ones. In fact one
can verify that for dimensions d ≥ 2 and for systems
large enough det C[r,r](r) depends on r only weakly and
does not influence the scaling behavior of ω2(r) anymore
(See Fig. 7). This is a consequence of the shorter range
of elastic interactions in higher dimensions.
It is important to note here that, as discussed after
introducing Eq. (10), the area enclosing rates do not de-
pend on det C[r,r]. This allows us to perform calculations
analogous to the ones presented in this section, without
assuming the limit of weak activities. As a result we pre-
dict a scaling σαr
−3d/2 for the area enclosing rates even
for high amplitudes of the active noise.
B. Generic lattices
In Sec. V A we investigated the simplest possible case
of a d-dimensional zero-rest length cubic lattice Ld. For
such systems the Lyapunov equation for the covariance
matrix could be viewed as a discretized steady state dif-
fusion equation defined on a space Ld × Ld ∼ L2d.
For instance, for a 2-dimensional square lattice we had to
solve a diffusion equation in a 4-dimensional cube. A nat-
ural question is how general the connection is between the
Lyapunov equation and diffusion equations. It turns out
that for many zero-rest length lattices there is simple pro-
cedure for translating a particular lattice structure to a
corresponding diffusion equation for the covariance. The
condition which allows us to identify the terms appearing
in the Lyapunov equation with second derivatives, as in
Eq. (9), is that at all sites of the lattice a spring pointing
in one direction is accompanied by a spring pointing in
the opposite direction. If this is the case we can directly
read out the diffusion equation from the structure of the
lattice, as illustrated in Fig. 8. Each such pair of springs
gives rise to diffusive terms in the corresponding direc-
tions, with diffusion constant proportional to the spring
constant.
In the case of finite rest length elastic networks with
linearized forces, the same condition allows us to write
the Lyapunov equation as a discretized second order par-
tial differential equation for the covariance. Importantly,
the displacements in x- and y-directions are no longer
decoupled and one has to solve a differential equation for
three different covariances: cxx, cxy, cyy. An example of
such an equation for a 2-dimensional triangular lattice
is included in App. B. Importantly, the structure of the
network determines not only the equation for the covari-
ance matrix but also the cycling frequencies according to
Eq. (6).
For a wide range of networks, including randomly di-
luted networks [24], the condition given above is not sat-
isfied and there is no straightforward way of translat-
ing the Lyapunov equation to a continuous diffusion-like
equation for the covariance. Nevertheless, for a given net-
work G, which can be thought of as a graph, we can still
9FIG. 8. An exemplary lattice for which the Lyaunov equation
can be interpreted as a diffusion equation with non-isotropic
diffusion. The presented lattice is equivalent to the triangular
lattice, if we consider them in the zero-rest length case.
interpret the Lyapunov equation as a Poisson equation
on a graph G × G and relate the cycling frequency be-
tween a pair of degrees of freedom to the covariance flux
through a corresponding vertex of G × G. The theory of
graph Laplacians, introduced by Kirchhoff in his study
of the properties of resistor networks, has found appli-
cations in elasticity theory, graph theory, and computer
science [51–54].
Our numerical calculations reveal that the exponents
of the power-laws for the cycling frequencies observed
for various lattices are set by the dimensionality of the
system and are independent of the detailed structure of
the lattice [23]. Heuristically, this can be understood as
follows: any d-dimensional rigid network, with a given
average coordination number can be seen as an approx-
imation to a continuous d-dimensional elastic medium.
For such an elastic medium, a continuous diffusion equa-
tion, as the one we used to study d-dimensional cubic
lattices, would be an exact equation for the covariance
field, and we conjecture that the cycling frequencies for a
continuous medium can be obtained by taking appropri-
ate limits of our results for a discrete system. Note that
a study of the cycling frequencies directly at the level of a
continuous system would require introducing the Fokker-
Planck equation for fields and make the analysis consid-
erably more difficult. Since our results presented for the
d-dimensional cubic lattice should coincide with the re-
sults for a d-dimensional continuous medium, we argue
that our analytical calculation captures the essential ori-
gins of the power-law phenomenon for all lattices that
approximate a continuous medium well.
VI. CONCLUSIONS
Here we considered a simple model of an internally
driven elastic assembly. Using this model, we investi-
gated the properties of cycling frequencies - a two-point
measure of non-equilibrium dynamics, which can be used
in experimental and theoretical studies of active sys-
tems. We discussed how to relate the cycling frequencies
to other commonly used non-equilibrium measures, such
as the area enclosing rates or the reduced entropy pro-
duction rate. Furthermore, based on our analytical ap-
proach, reinforced with numerical results, we predict that
the cycling frequencies follow a power-law as a function
of distance between the two probes in an elastic network.
The exponent of the power-law depends on the dimen-
sionality of the system, but not on the detailed structure
of the network. In the case of a random spatial distri-
bution of activities, we showed that the mean cycling
frequencies
√〈ω2(r)〉 are proportional to the standard
deviation of the intensities of the active noise σα. Inter-
estingly, the case of a single-site activity gives a different
exponent than the one with randomly distributed activ-
ities.
For more complex activity distributions, the connec-
tion between the Lyapunov equation and a diffusion
equation, that we presented in sections IV and V, pro-
vides some intuition for how the cycling frequencies in a
system depend on the structure of the active noise. Since
the diffusive terms in the Lyapunov equation originate
solely from the structure of the lattice, we expect that a
similar framework can be used to study the behavior of
the cycling frequencies for more complex distributions of
the active noise, which include spatial correlations [55].
The analytical approach we developed aims at find-
ing a mapping between the properties of the active
noise and two-point non-equilibrium measures. Based
on the results we obtained and their robustness to the
detailed structure of a network, we argue that the cy-
cling frequencies and the area enclosing rates are promis-
ing tools for studying the nature of the stochastic driv-
ing in an active elastic assembly. Our approach can be
tested on reconstituted acto-myosin networks [31–33] and
other noise-driven biological [10, 15, 16] or synthetic sys-
tems [29, 30, 34], which can be well approximated by an
elastic assembly at steady-state. Such experiments could
be performed in chromosomes, membranes or tissues, us-
ing embedded colloidal particles, or fluorescently tagged
cellular organelles.
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Appendices
A. CALCULATION FOR A D-DIMENSIONAL ZERO-RESTLENGTH CUBIC LATTICE
First we find the profile of the C∗ matrix for the case of a single activity at site (0, . . . , 0). Neglecting the boundary
conditions and assuming a rotational symmetry of the solution we find:
c∗n,n¯ = ad
(
d∑
i=1
n2i +
d∑
i=1
n¯2i
)−(d−1)
with ad =
(d− 2)!
2pid
(29)
∂nic
∗
n,n¯ = −(d− 1)ad
2ni
(n21 + . . .+ n¯
2
d)
d
(30)
∂2nic
∗
n,n¯ = d(d− 1)ad
4n2i
(n21 + . . .+ n¯
2
d)
d+1
− (d− 1)ad 2
(n21 + . . .+ n¯
2
d)
d
= (31)
=
2(d− 1)ad
(n21 + . . .+ n¯
2
d)
d+1
[
2dn2i − (n21 + . . .+ n¯2d)
]
(32)
Adding contributions from the all the second derivatives appearing in Eq. (17) we get:
d∑
i=1
∂2nic
∗
n,n¯ = 2d(d− 1)ad
[(n21 + . . .+ n
2
d)− (n¯21 + . . .+ n¯2d)]
(n21 + . . .+ n¯
2
d)
d+1
= 2d(d− 1)ad n
2 − n¯2
(n2 + n¯2)d+1
(33)
In order to get an expression for
∑d
i=1 ∂
2
xic in the case of one active bead at site (z1, . . . , zd), one simply has to
substitute ni → (ni − zi), n¯i → (n¯i − zi) in Eq. (33). Therefore, the contribution to ω from an activity αz1,...,zd at
site (z1, . . . , zd) reads:
d∑
i=1
∂2nicr,...,r;−r,...,−r = 2d(d− 1)ad
∑d
i=1(r − zi)2 −
∑d
i=1(−r − zi)2(∑d
i=1(r − zi)2 +
∑d
i=1(−r − zi)2
)d+1αz1,...,zd = (34)
= 2d(d− 1)ad
∑d
i=1(−4rzi)(
2r2d+ 2
∑d
i=1 z
2
i
)d+1αz1,...,zd = (35)
= −d(d− 1)ad
2d−2
∑d
i=1 rzi(
r2d+
∑d
i=1 z
2
i
)d+1αz1,...,zd (36)
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Finally, we can proceed to calculating
〈
ω2(2
√
d r)
〉
.
〈 ∑
z1,...,zd
(
∑d
i=1 rzi)αz1,...,zd(
r2d+
∑d
i=1 z
2
i
)d+1

 ∑
z˜1,...,z˜d
(
∑d
i=1 rz˜i)αz˜1,...,z˜d(
r2d+
∑d
i=1 z˜
2
i
)d+1
〉 = (37)
(1)
=
∑
z1,...,zd
(
∑d
i=1 rzi)
2σ2α(
r2d+
∑d
i=1 z
2
i
)2d+2 (2)= ∑
z1,...,zd
∑d
i=1 r
2z2i σ
2
α(
r2d+
∑d
i=1 z
2
i
)2d+2 ≈ (38)
cont.≈
∫
z1,...,zd
∑d
i=1 r
2z2i σ
2
α(
r2d+
∑d
i=1 z
2
i
)2d+2 (39)
Step (1) follows from 〈αz1,...,zdαz˜1,...,z˜d〉 = σ2αδz1,z˜1 · · · δzd,z˜d . Thereby we have assumed that α¯ = 0. This can be
achieved by replacing the noise amplitudes αi with αi − α¯. This transformation is justified, because any shift of the
active noise amplitudes by a constant value does not affect ∂˜2c∗ij (compare with ∂˜
2cij = 0 ∀i 6=j). Note that αi− α¯ are
introduced just for convenience and one should not think of them as of any noise amplitudes. Step (2) results from
the fact that the terms odd in zi sum up to 0. In the last step we approximated the sum by an integral.
B. CALCULATION FOR FINITE RESTLENGTH TRIANGULAR LATTICE
Here we derive equation for the covariance matrix for the case of a finite restlength triangular lattice. We index
the beads in the lattice as shown in Fig. 9
FIG. 9. Triangular lattice and indexing of beads.
Let us denote by fxij and f
y
ij the x- and y-components of the force acting on bead (i, j), and by xij , yij the x- and
y-displacements of bead (i, j). Expanding the force up to linear order in displacements we find:
fxij =α(xi−1,j−1 + xi+1,j+1 − 2xi,j + xi−1,j + xi+1,j − 2xi,j) + (xi,j−1 + xi,j+1 − 2xi,j)
− β(yi−1,j−1 + yi+1,j+1 − 2yi,j) + β(yi−1,j + yi+1,j − 2yi,j)
fyij =γ(yi−1,j−1 + yi+1,j+1 − 2yi,j + yi−1,j + yi+1,j − 2yi,j)
− δ(xi−1,j−1 + xi+1,j+1 − 2xi,j) + δ(xi−1,j + xi+1,j − 2xi,j)
with α = 1/4, β =
√
3/4, γ = 3/4, δ =
√
3/4. It is convenient to rewrite the Lyapunov equation in the following way:
− 2D = AC + CA = 〈AxxT + x(Ax)T 〉 = 〈fxT + xfT 〉 (40)
Let us denote the elements of the covariance matrix by: 〈xijxkl〉 = cxxij;kl, 〈xijykl〉 = cxyij;kl, 〈yijykl〉 = cyyij;kl and
introduce the discrete derivative operators:
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∂˜21cij;kl = ci−1,j;k,l − 2ci,j;k,l + ci+1,j;k,l
∂˜22cij;kl = ci,j−1;k,l − 2ci,j;k,l + ci,j+1;k,l
∂˜23cij;kl = ci−1,j−1;k,l − 2ci,j;k,l + ci+1,j+1;k,l
∂˜21¯cij;kl = ci,j;k−1,l − 2ci,j;k,l + ci,j;k+1,l
∂˜22¯cij;kl = ci,j;k,l−1 − 2ci,j;k,l + ci,j;k,l+1
∂˜23¯cij;kl = ci,j;k−1,l−1 − 2ci,j;k,l + ci,j;k+1,l+1
Then, the Lyapunov equation translates to:〈
fxijxkl + xijf
x
kl
〉
=[α(∂˜23 + ∂˜
2
1) + ∂˜
2
2 ]c
xx
ij;kl − β(∂˜23 − ∂˜21)cyxij;kl (41)
+[α(∂˜23¯ + ∂˜
2
1¯) + ∂˜
2
2¯ ]c
xx
ij;kl − β(∂˜23¯ − ∂˜21¯)cxyij;kl = −2δ(ij),(kl)dij
〈
fxijykl + xijf
y
kl
〉
=[α(∂˜23 + ∂˜
2
1) + ∂˜
2
2 ]c
xy
ij;kl − β(∂˜23 − ∂˜21)cyyij;kl (42)
+γ(∂˜23¯ + ∂˜
2
1¯)c
xy
ij;kl − δ(∂˜23¯ − ∂˜21¯)cxxij;kl = 0
〈
fxijykl + xijf
y
kl
〉
=[α(∂˜23¯ + ∂˜
2
1¯) + ∂˜
2
2¯ ]c
yx
ij;kl − β(∂˜23¯ − ∂˜21¯)cyyij;kl (43)
+γ(∂˜23 + ∂˜
2
1)c
yx
ij;kl − δ(∂˜23 − ∂˜21)cxxij;kl = 0
〈
fyijykl + yijf
y
kl
〉
=γ(∂˜23 + ∂˜
2
1)c
yy
ij;kl − δ(∂˜23 − ∂˜21)cxyij;kl (44)
+γ(∂˜23¯ + ∂˜
2
1¯)c
yy
ij;kl − δ(∂˜23¯ − ∂˜21¯)cyxij;kl = −2δ(ij),(kl)dij
If we want to move to a continuous picture, we replace ∂˜21 → ∂21 , ∂˜22 → ∂22 , ∂˜23 → (∂1 + ∂2)2. In this picture cxx, cxy,
cyx, cyy should be seen as functions on a 4-dimensional cube.
One can also write down equations for the cycling frequencies using:
ωxij ,ykl =
〈
fxijykl − xijfykl
〉
2
√
det C[r,r]
D−diag.
=
〈
fxijykl
〉√
det C[r,r]
(45)
In the last step we used the Lyapunov equation together with the fact that D is a diagonal matrix.
