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NOTATIONS
Raies d’émission du plasma coronal
X un élément atomique
X+m l’élément X ionisé m fois
X+mj ion X+m dans l’état d’excitation i
f état fondamental
γ photon
A j f coefficient d’émission spontanée d’Einstein de j vers f
n(X) densité volumique de l’élément X
n(X+m) densité volumique de l’ion X+m
n j(X+m) densité volumique de l’ion X+m dans l’état d’excitation j
ne densité électronique
Cef j taux d’excitation par collision électronique
Te température électronique
h constante de Planck
c vitesse de la lumière
λ j f longueur d’onde d’émission lumineuse pour la transition de j vers f
G(Te,λ ) fonction de contribution
Diffusion Thomson
It coefficient d’émission transverse
Ir coefficient d’émission radiale
σ section efficace de diffusion Thomson
q charge d’une particule
m masse d’une particule
ε0 permittivité du vide
ε angle entre l’onde incidente et l’observateur
O centre du Soleil
M point courant de la couronne
S point courant de la surface du Soleil
T tangente à la surface du Soleil passant par P
D position du détecteur
C[1,2,3,4] paramètres de la diffusion Thomson dans la couronne
u paramètre du lobe d’émission de la surface solaire
ψ angle ÔSM
Ω angle ÔMT
χ angle entre (OM) et la ligne de visée
r distance du point courant au centre du Soleil
R⊙ rayon du Soleil
B intensité totale
pB intensité polarisée
Problème direct
u(k) vecteur directeur de la ligne de visée (k)
a(k) paramètre de la ligne de visée (k)
V(k) volume intégré par un pixel (k)
L(k) ligne de visée (k)
nθ ,k numéro de ligne du pixel du détecteur
nφ ,k numéro de colonne du pixel du détecteur
sθ numéro de ligne du pixel du centre du Soleil (non entier)
sφ numéro de colonne du pixel du centre du Soleil (non entier)
pθ pas angulaire selon les lignes
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RÉSUMÉ
Les influences du Soleil sur la Terre sont l’objet de récents développements en astrophysique re-
groupés sous le terme de météorologie de l’espace. Le vent solaire est une composante importante des
interactions entre le Soleil et la Terre, et notamment le vent rapide issu des pôles. Puisqu’il est issu
des régions polaires de la couronne, on comprend l’importance d’étudier ces régions. Dans cette thèse,
on s’intéressera particulièrement à l’étude de ces régions polaires où se situent les plumes soupçonnées
d’être à l’origine du vent solaire rapide. Les méthodes ainsi mises en œuvre s’appliquent d’ailleurs tout
aussi bien aux Éjections de Masse Coronale (CME).
Pour ce faire, nous utilisons les données récoltées par les missions spatiales SoHO et STEREO. Ces
missions fournissent des mesures de l’émission lumineuse du Soleil dans l’extrême ultra-violet (EUV) et
des données coronographiques dans le visible. Il est important pour les reconstructions volumiques de la
couronne de noter la présence de deux satellites identiques pour STEREO, semblables à SoHO. Ce qui
nous permet d’avoir trois points de vue simultanés. Nous avons développé une méthode permettant à la
fois de reconstruire l’émission de la couronne en trois dimensions mais également de prendre en compte
l’évolution temporelle des plumes et de l’estimer, tout en tirant parti de la simultanéité des mesures selon
différents points de vue. Cette avancée a été possible grâce au développement d’un modèle d’évolution
des plumes polaires. Dans ce modèle, on suppose les plumes immobiles mais variant en intensité. En dé-
finissant par avance la localisation des plumes, on aboutit à un problème bilinéaire selon une composante
statique et une composante temporelle.
L’outil ainsi développé a été appliqué aux données EUV mesurées par SoHO et par STEREO ainsi que
sur simulations. Les simulations ont révélé l’importance de prendre en compte les différents paramètres
géométriques de ces missions spatiales. Le développement d’un code de projection et de rétroprojection
adapté (et adaptable) ainsi qu’une étude minutieuse nous ont permis de définir les paramètres minimisant
les artefacts géométriques de reconstruction.
Enfin, la disponibilité de trois canaux de longueurs d’onde pour ces données EUV nous a permis
d’effectuer une analyse spectrale des reconstructions en s’affranchissant de l’intégration sur la ligne de
visée. En utilisant un modèle liant la répartition spectrale d’émission lumineuse et les paramètres du
plasma tels que la densité et la température électronique, nous avons pu estimer ces deux grandeurs
physiques pour chaque voxel des cartes tridimensionnelles de la couronne.
En conclusion, la disponibilité prochaine de données de la mission SDO nous permettra d’affiner cette
étude grâce à 8 canaux de longueurs d’onde EUV. Des développements dans l’estimation automatique
des zones d’évolution temporelle et dans la reconstruction de CME sont également envisagés.
ABSTRACT
The influences of the Sun on Earth is the source of new developments in astrophysics regrouped under
the name of space weather. The solar wind takes an important part in these interactions, especially the
fast solar wind which comes from the solar poles. Thus, we underdstand the importance of the study of
the Sun polar regions. In this thesis, we will analyse the plumes located at the poles which may be the
source of the fast solar wind. The method we will use could be used to study the Coronal Mass Ejections
too.
We will use the data acquired by the space missions SoHO and STEREO. Those missions give away
measurments of the solar light emission in the extreme ultraviolet (EUV) and coronographic data in
visible light. For volumic reconstructions of the corona it is important that the two STEREO spacecraft
have almost identical instruments. And they are very similar to the SoHO spacecraft. Thus, we have
three simultaneous viewpoints. We developed a method which can at the same time perform a three-
dimensional reconstruction of the emission and estimate the temporal evolution of plumes while making
use of the simultaneous viewpoints. This is possible thanks to the development of a model of evolution
of the polar plumes. In this model, we assume that the plumes do not move but have a varying intensity.
By first defining the positions of the plumes, we obtain a bilinear problem with a static emission set and
a temporal set of unknowns.
We applied this method to simulated data and to EUV data as measured by SoHO and STEREO.
The simulations showed us the importance to take into account all the geometric parameters of the space
missions. We developed a projector backprojector code which takes into account all these parameters.
Thanks to a study on simulations we defined the parameters which minimize the artifacts of reconstruc-
tion.
Finally, thanks to the three bandwidth of EUV data, we can perform a spectral study of the recon-
struction, avoiding the line of sight integration. Using a model that link the plasma parameters and the
spectral variation of the emission we can estimate the density and the electronic temperature for each
voxel of the three-dimensional maps of the corona.
To conclude, the future availabilty of data from the SDO mission will allow us to improve the spec-
tral reconstructions thanks to the presence of eight bandwidth in the EUV. We will investigate future
developments in the automatic estimation of the temporal evolution areas and in the reconstruction of
CME.
CHAPITRE 1
PRÉSENTATION DU PROBLÈME
1.1 Physique de l’atmosphère solaire
Parce que c’est l’étoile la plus proche de nous, le Soleil est une source majeure de connaissance pour
la physique stellaire. Les progrès dans la compréhension des mécanismes du Soleil peuvent se transposer
en physique stellaire. Mais de nombreux mécanismes physiques fondamentaux du Soleil restent encore
mal compris. On peut penser au problème dit du chauffage de la couronne (1.1.2). Comment la couronne
solaire peut-elle atteindre des températures de plusieurs millions de kelvins alors que la surface n’est
qu’à 5800 K ? On peut également citer en exemple, les mécanismes à l’origine du vent solaire (1.1.3),
ce flot constant de particules énergétiques qui émane du Soleil. Le vent solaire est un des objets d’étude
de la météorologie de l’espace (1.1.1). Ce domaine émergent englobe la géophysique, la physique de la
magnétosphère et la physique solaire et se propose de décrire le caractère changeant de l’environnement
spatial jusqu’au voisinage de la Terre (section 1.1.1). On espère prévoir l’apparition de phénomènes qui
peuvent se révéler dangeureux (CME pour Coronal Mass Ejections en anglais ; voir section 6.2.2).
L’étude du Soleil nous apporte également un point de vue unique sur la physique des plasmas et des
champs électromagnétiques de par les conditions extrêmes qui y règnent. Par exemple, les observations
du Soleil ont poussé les chercheurs à étudier les ondes magnéto-acoustiques et les ondes d’Alfvén comme
sources potentielles du chauffage de la couronne [2, 14]. C’est également le cas de la théorie de la re-
connexion magnétique qui analyse les processus de réarrangements topologiques des lignes de champ
magnétique et la libération d’énergie qui en découle [45].
1.1.1 La météorologie de l’espace
La météorologie de l’espace est une science naissante qui s’attache à comprendre et à prévoir les
conditions physiques de l’environnement spatial. On comprend que le Soleil y occupe une place im-
portante car il est notamment à l’origine du vent solaire et des éjections de masse coronale (CME pour
Coronal Mass Ejection en anglais, voir section 6.2.2). Mais le champ magnétique terrestre y est égale-
ment prépondérant de par son interaction avec les particules chargées du vent solaire et des CME. Elle se
situe donc à l’interface de différentes communautés en astrophysique et en géophysique. Un de ses buts
est la prévision de phénomènes tels que les CME, dans l’espoir de pouvoir éviter ou au moins anticiper
les dégâts qu’elles peuvent causer sur Terre. Seule une petite fraction des CME vient frapper la Terre.
Mais lorsque cela arrive, il peut en résulter des effets importants tels que la perturbation des réseaux
de distribution électrique par induction, ou encore l’endommagement de l’électronique des satellites et
une perturbation de leur trajectoire. Enfin, les particules chargées peuvent s’avérer dangereuses pour les
astronautes [5].
On voit sur la figure 1.1 un montage illustrant le lien entre le Soleil et la Terre avec notamment les
aurores. Pour comprendre ce phénomène naturel, il faut rassembler les observations depuis la Terre, des
satellites d’observation de la Terre et des satellites d’observation du Soleil.
Figure 1.1 – Montage illustrant le lien entre Soleil et aurores
On peut également se poser la question de l’influence de l’activité solaire sur le climat de la Terre.
On sait depuis longtemps que le Soleil présente une activité variable avec une période de 11 ans dont on
ignore l’origine exacte. Elle se manifeste notamment sous la forme d’une variation périodique du nombre
de taches solaires observables. C’est par cette méthode que le cycle solaire a été observé pour la première
fois. On observe également une variation de la quantité de matière émise ainsi que du rayonnement lumi-
neux. Le champ magnétique s’inverse, lui tous les 22 ans. Comme les variations climatiques dépendent
de nombreuses autres variables, il peut être difficile d’estimer le rôle du Soleil. Il semble néanmoins établi
que le Soleil ne peut expliquer les variations récentes du climat.
1.1.2 Le chauffage de la couronne
Le chauffage de la couronne fait partie des problèmes non résolus de la physique. Si on s’en tient
à la deuxième loi de la thermodynamique, on ne peut pas expliquer que la couronne solaire ait une
température de l’ordre du million de kelvins alors que la surface du Soleil vaut 5800 K. Pour justifier
ce phénomène, il faut comprendre comment l’énergie est transportée du Soleil à la couronne par des
mécanismes autres que thermiques. Il existe deux grandes classes de théories tentant de l’expliquer. La
couronne étant un plasma en partie modelé par son champ magnétique, on peut imaginer que l’énergie
soit transportée par des ondes magnéto-hydrodynamiques (par exemple les ondes d’Alfvén [1]). Un effort
considérable de modélisation de ces ondes est effectué par la communauté afin de mieux les comprendre
et de trouver des indices expérimentaux de leur présence. Certains auteurs ont détecté la présence d’ondes
d’Alfvén dans le Soleil et considèrent que l’énergie qu’elles transportent suffirait à expliquer le chauffage
de la couronne et l’accélération du vent solaire [13].
On peut également justifier ce transport d’énergie vers la couronne grâce à la reconnexion magnétique
[9]. Il s’agit du transfert de l’énergie stockée dans le champ magnétique solaire via génération de courant
par induction. L’énergie est relâchée sous forme d’ondes et de chaleur. Cette hypothèse fait également
l’objet d’intenses travaux de modélisation, en particulier les travaux sur les nanoflares [43].
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1.1.3 Le vent solaire
Figure 1.2 – Mesures du vent solaire par la sonde Ulysse. La vitesse des particules au niveau de la sonde
en fonction de la latitude est superposée à deux images du Soleil. En bas, le nombre de taches solaires
indique que l’on passe du minimum au maximum d’activité solaire. Le minimum correspond à l’image
de gauche et le maximum à l’image de droite
Le vent solaire est un flux constant de particules chargées qui émanent du Soleil. En période de
minimum solaire, il est constitué de deux composantes : le vent solaire lent (typiquement 400 km.s−1)
issu des régions équatoriales, et le vent solaire rapide (750 km.s−1) issu des pôles [22]. En période de
maximum, la distinction entre ces deux composantes est moins claire. Cette évolution du vent en fonction
de la latitude a été mesurée par la sonde Ulysse tout au long d’un cycle solaire. La figure 1.2 illustre bien
le changement de comportement du vent solaire entre les périodes de maximum et de minimum. Les
mesures de vitesse du vent solaire sont superposées à une image du Soleil illustrant son apparence. À
gauche la période de minimum et à droite la période de maximum. La courbe du dessous caractérise
ces périodes à partir du comptage du nombre de taches solaires en fonction du temps. Une des énigmes
de la physique solaire est que l’on ignore le processus d’accélération qui permet au vent solaire rapide
d’atteindre de telles vitesses. Pour atteindre ces vitesses avec les hypothèses des modèles standards, il
faudrait une température des trous coronaux bien plus élevée qu’elle ne l’est en réalité [32].
Comme il est établi que le vent solaire rapide est issu des trous coronaux, il est nécessaire de s’inté-
resser aux conditions dans ces régions pour tenter de comprendre ce problème. C’est pourquoi il existe
une activité scientifique importante à propos des plumes polaires, situées dans les trous coronaux.
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1.1.4 Émissions lumineuses du plasma solaire
L’information dont nous disposons sur la couronne solaire vient en majeure partie de la lumière
qu’elle émet. Il est donc important de bien comprendre de quels mécanismes provient cette lumière. C’est
ainsi que l’on pourra tirer le meilleur parti des images à notre disposition. Il existe différents processus
qui permettent l’émission de lumière observable sur Terre dans le plasma coronal. Le processus dominant
dépend de la longueur d’onde d’observation. On sépare en général la couronne en trois composantes en
fonction des mécanismes physiques à l’origine de l’émission observée.
La couronne K (Kontinuierlich ou continuum) vient de la diffusion Thomson. C’est la diffusion de
la lumière émise à la surface du Soleil par les électrons libres de la couronne. La lumière diffusée en
un point de la couronne est proportionnelle à la densité électronique en ce point. Elle peut donc nous
apporter une information sur la répartition du plasma dans la couronne. Mais elle dépend également de
la distance au Soleil et de l’émission de la surface du Soleil (voir section 2.1.2).
La couronne F (Fraunhofer) résulte de la diffusion de la lumière solaire par les poussières interplané-
taires situées entre le Soleil et la Terre. Elle n’est donc pas directement liée à l’atmosphère solaire et ne
nous intéresse pas pour notre étude. Sa contribution est importante et elle peut être gênante pour l’obser-
vation de la couronne K. Pour observer la couronne K, on tente donc souvent de soustraire la partie de la
lumière émise par la couronne F par des méthodes numériques (Figure 1.3).
Figure 1.3 – Comparaison d’une image LASCO C3 brute et de la même image après soustraction de la
couronne F. L’image corrigée est mieux contrastée et on peut observer une CME.
La couronne E (Emission) correspond à la lumière émise par les ions de la couronne par désexcitation
radiative. La couronne étant un plasma fortement ionisé, la couronne E comporte de nombreuses raies
spectrales réparties dans tout le spectre électromagnétique. L’intégration sur tout le spectre de l’émission
de la couronne E est plus faible que celle des couronnes F et K. Par contre, si on filtre la lumière autour
des raies émises par la couronne E, les couronnes F et K peuvent devenir négligeables, surtout si on
observe dans l’ultraviolet (UV), voire l’extrême-ultraviolet (EUV) où la couronne E est plus intense.
Ces deux remarques conduisent à différents types d’instruments suivant ce que l’on cherche à mesurer.
La lumière de la couronne E dépend des caractéristiques du plasma : de la densité et de la température
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électronique, mais également des abondances respectives des ions qui la composent. Elle renferme donc
une information très riche mais pas toujours facile à interpréter. Pour tirer le meilleur parti de cette
information, il est essentiel de bien comprendre la physique atomique qui régit l’émission du plasma. La
base de données CHIANTI [21] [37] est un pas important dans ce sens. Elle regroupe l’essentiel de nos
connaissances sur les processus d’émission d’un plasma, ainsi que des modèles de plasma de la couronne.
On verra plus en détail ces processus d’émission lumineuse ainsi que leur modélisation dans le prochain
chapitre (2.1.1).
1.2 Phénomènes observés dans la couronne
1.2.1 Les plumes polaires
Les plumes polaires sont des structures fines (environ 7000 km de large) et lumineuses de la couronne
solaire, situées au-dessus des trous coronaux polaires, à des latitudes supérieures à 70 degrés. Il est en
général admis que les plumes suivent les lignes de champ magnétique. On peut établir qu’elles s’étendent
de manière super-radiale, c’est-à-dire qu’elles suivent des lignes issues d’un foyer géométrique situé
au-dessus du centre du Soleil [39]. Comme les trous coronaux polaires, elles sont visibles pendant les
périodes de minimum de l’activité solaire. On peut parfois également observer des plumes dans les trous
coronaux équatoriaux.
Figure 1.4 – Image EIT à 17,1 nm d’un pôle solaire et des plumes polaires en période de minimum
Les plumes semblent s’étendre au moins jusqu’à des altitudes de 30 rayons solaires [17]. Il est pos-
sible qu’elles s’étendent même plus loin, jusque dans le milieu interplanétaire. Pour les observer dans
leur ensemble, il faut donc utiliser à la fois des imageurs du disque solaire (voir sections 1.3.1.1,1.3.2.1)
et des coronographes (voir sections 1.3.1.2 1.3.2.2) ayant un champ de vue plus grand. Certains auteurs
ont remis en cause le fait que les structures observées à l’aide des coronographes et à l’aide d’imageurs
du disque solaire soient les mêmes structures. Il peut en effet être délicat de corréler ces deux types de
mesures. D’une part car les phénomènes physiques à l’origine des émissions de lumière observées ne
sont pas les mêmes. D’autre part parce que les images ne sont pas toujours prises au même moment. Il
semble maintenant établi qu’il s’agit bien des mêmes structures, au moins dans un certain nombre de cas.
On peut parfois associer les plumes à des zones ponctuelles d’émission intense situées dans les trous
coronaux. Ces points correspondent à des zones de concentration du flux magnétique, et peut-être des
zones de reconnexion magnétique [48]. On peut donc se demander si les plumes sont la source du vent
solaire rapide.
On sait encore peu de choses sur les plumes polaires, en particulier, sur leur géométrie. Certains
auteurs pensent qu’il existe en réalité deux sortes de plumes : les plumes de type rideau et les plumes
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tubulaires [28]. Les premières ne seraient que le résultat d’une intégration sur la ligne de visée de zones
de sur-densité co-alignées avec l’observateur. Ces plumes seraient liées aux frontières des cellules du
réseau de supergranulation. Les secondes seraient des zones tubulaires de sur-densité associées aux points
brillants de la surface. Ces dernières correspondent plus à ce que l’on imagine intuitivement comme étant
des plumes.
L’hypothèse de plumes en rideau peut recouvrir une superposition de nombreux types de structures,
dont les structures fractales [39]. Cette hypothèse reste difficile à vérifier car les fractales sont par nature
des fonctions non continues et les données dont nous disposons ont une résolution finie. De plus, il
est difficile mathématiquement d’établir des résultats sur la nature ou les propriétés statistiques de la
projection d’un objet fractal. Il est néanmoins possible de réaliser des comparaisons entre données réelles
et données simulées à partir d’un modèle fractal et d’en tirer des conclusions sur des propriétés statistiques
fractales compatibles avec les observations.
On suppose en général que les plumes sont des structures clairement identifiables de forme tubulaire,
ignorant la possibilité d’un effet de superposition sur la ligne de visée. Pour savoir si les plumes pourraient
être une source du vent solaire rapide, il faut s’attacher à mieux identifier leurs caractéristiques et celles du
milieu qui les entoure, appelé milieu interplumes. Il est nécessaire de connaître leur densité électronique,
leur température, le volume qu’elles occupent par rapport au trou coronal (appelé facteur de remplissage)
ou encore la vitesse du plasma qui les constitue [12]. De nombreuses études ont été menées pour tenter de
déterminer ces paramètres [18, 47]. Pour ce faire, il faut une information de type spectroscopique. Nous
verrons plus en détail pourquoi en section 1.1.4.
temps
Figure 1.5 – Schéma de réalisation d’un sinogramme. On réalise une coupe à altitude constante d’un
empilement d’images prises à des instants différents.
Un autre aspect important des plumes est leur évolution temporelle. Les plumes semblent apparaître
et disparaître en un ou deux jours. Par contre, elles réapparaissent plusieurs fois au même endroit pendant
des périodes allant jusqu’à trois semaines [16, 48]. Ces conclusions ont été tirées à partir de campagnes
d’acquisition de données à des cadences élevées, permettant une bonne résolution temporelle.
Le suivi des plumes peut se faire selon une technique visuelle, en observant une coupe à altitude
constante d’un empilement d’images : un sinogramme. Les plumes apparaissent alors comme étant des
sections de sinusoïdes centrées sur l’axe de rotation du Soleil (Figures 1.6 et 1.5). Cette méthode a
l’avantage de rassembler sur une image une partie de l’information spatiale et l’information temporelle
présente dans les données.
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Figure 1.6 – Sinogramme réalisé avec des données EIT à 17,1 nm pour une altitude de 1,1 R⊙ du premier
au 20 novembre 1996. Le contraste est ajusté afin de bien voir les plumes apparaissant dans le trou
coronal. On peut distinguer des plumes apparaissant et disparaissant sur une même sinusoïde.
1.2.2 Les éjections de masse coronale
Les CME sont des éjections de matière se propageant dans la couronne solaire. L’hypothèse de leur
existence a été émise pour la première fois en 1931 [10] afin de tenter d’expliquer le lien entre l’activité
solaire et les phénomènes terrestres tels que les aurores. Des indices expérimentaux de leur existence ont
ensuite été trouvés en 1973 par DeMastus et al. à l’aide des données du coronographe de l’observatoire
de Sacramento Peak [20]. Tousey en 1973 apporte la preuve définitive de leur existence, avec le satellite
OSO-7 [32].
Le nombre de CME varie de une par jour en période de minimum à cinq ou six par jour environ
pendant les périodes de forte activité. Seule une petite fraction de ce nombre vient frapper la Terre. Les
CME sont typiquement constituées d’un front lumineux suivi d’une région sombre, moins dense dans
laquelle se trouve une région plus dense. Néanmoins ces différentes régions n’apparaissent pas dans
toutes les CME.
Jusqu’à présent tous les instruments d’observation du Soleil et des CME se trouvaient au voisinage
de la Terre. Les CME qui se dirigent vers la Terre sont donc très souvent noyées par le très fort signal issu
de la surface du Soleil. Mais il y a aussi un effet de sélection de la sphère céleste car le signal observé
résulte de la diffusion Thomson. Or l’émission est plus forte vers la Terre quand la diffusion a lieu sur
la sphère céleste (voir section 1.1.4). La plupart des CME est donc vue de manière transverse et non pas
frontale. Il est donc difficile de déduire la structure tridimensionnelle réelle des CME. Or la connaissance
de cette structure est fondamentale pour discriminer les modèles magnéto-hydrodynamiques (MHD) des
CME correspondant le mieux aux observations, et ainsi mieux comprendre les phénomènes physiques
qui gouvernent le fonctionnement des CME. C’est un des objectifs de la mission STEREO (voir 1.3.2).
La figure 1.7 montre une CME, prise par le coronographe COR1 de STEREO B, au moment de sa
formation au voisinage du disque solaire.
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Figure 1.7 – Image de CME prise par COR1 sur STEREO B
1.3 Instruments d’observation de la couronne
1.3.1 La mission SoHO
SoHO (Solar and Heliospheric Observatory en anglais) est une mission d’observation du Soleil menée
conjointement par la NASA et l’ESA. Le satellite a été lancé le 2 décembre 1995 et est toujours en
opération après plus de 12 ans, bien au-delà de la durée initialement prévue.
Le satellite SoHO est situé au point de Lagrange L1, lieu d’équilibre gravitationnel entre la Terre et le
Soleil, situé à 0,01 unité astronomique (UA) de la Terre et 0,99 UA du Soleil sur la ligne Terre-Soleil. Il
suit donc presque la même trajectoire que la Terre et en particulier, voit le Soleil selon la même direction
que les observatoires terrestres.
La mission SoHO embarque des instruments pour l’observation in situ du vent solaire (CELIAS,
COSTEP, ERNE), des instruments pour sonder la structure interne du Soleil grâce à l’héliosismologie
(GOLF, MDI, VIRGO) et enfin des instruments d’observation de la chromosphère, de la région de tran-
sition et de la couronne solaire (CDS, EIT, LASCO, SUMER, SWAN, UVCS).
Pour les applications de reconstruction tomographique, on utilisera essentiellement les instruments
EIT et LASCO.
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Figure 1.8 – Schéma du satellite SoHO avec la position des différents instruments
1.3.1.1 Le télescope EIT
Le télescope EIT (Extreme ultraviolet Imaging Telescope, voir Figure 1.9) observe le disque solaire
dans 4 bandes de longueur d’onde situées respectivement autour de 17,1 nm, 19,5 nm, 28,4 nm et 30,4 nm
(Figure 1.10) [19].
Comme on le voit sur le schéma 1.9, il s’agit d’un télescope classique à deux miroirs de type Ritchey-
Chrétien. Des filtres d’entrée et de sortie en aluminium permettent de s’affranchir au mieux de la lumière
parasite. Le filtre d’entrée rejette la lumière infrarouge et la lumière visible. Le second filtre est une
redondance pour le rejet de la lumière visible. Le masque sélecteur est un disque opaque avec un quadrant
ouvert, ne laissant passer la lumière que sur un quart de sa surface. Il permet de sélectionner un des quatre
quadrants des miroirs correspondant chacun à une des quatre longueurs d’onde. Les miroirs sont en effet
séparés en quatre quadrants ayant chacun un dépôt de couche mince de réflectance différente. Ces dépôts
de couches minces peuvent être vus comme des filtres interférentiels. On peut se reporter aux thèses de
Jean-Marc Defise et Frédéric Auchère pour une étude détaillée des performances de EIT [4, 15].
Sa focale effective est de 1,65 m et le diamètre du miroir primaire vaut 12 cm. Les images sont
obtenues successivement à intervalles rapides d’environ 12 minutes pour la bande à 19,5 nm et de 6
heures pour chaque autre bande. Le champ de vue est centré sur le centre du disque solaire et fait 1,3
rayon solaire (R⊙) de large.
Un des avantages de l’instrument EIT est donc qu’il permet d’avoir une information spectrale de tout
le disque solaire et de la couronne proche. Cette information nous donne des indices sur les paramètres du
plasma comme nous l’avons vu en section 1.1.4 et comme nous le verrons plus en détail en section 2.1.1
. EIT est conçu pour que chaque bande passante corresponde à la raie d’émission d’une désexcitation
radiative particulière par un ion particulier. Ces transitions ayant lieu majoritairement autour d’une tem-
pérature électronique donnée, on peut associer une température caractéristique aux observations. C’est
9
Figure 1.9 – Photo du télescope EIT suivi d’un schéma de l’instrument.
pourquoi on associe classiquement un ion et une température à chaque bande passante de EIT (1.10).
Cependant, l’interprétation n’est pas toujours aussi aisée car les bandes passantes de EIT recouvrent plu-
sieurs raies d’émission de la couronne, caractéristiques de températures différentes. Même si une seule
transition prédomine, la contribution cumulée des autres transitions peut difficilement être négligée.
1.3.1.2 Les coronographes de LASCO
Le télescope LASCO (Large Angle and Spectrometric Coronagraph Experiment) est un ensemble de
trois coronographes (C1, C2 et C3) qui observent la couronne solaire de 1,1 jusqu’à 32 rayons solaires
(Figure 1.11). Un coronographe est un instrument d’observation solaire muni d’un disque opaque oc-
cultant le disque solaire et conçu pour minimiser la lumière diffusée. Le télescope LASCO permet de
sélectionner différentes polarisations rectilignes. Les bandes passantes des différents coronographes vont
du bleu au proche infra-rouge, contrairement à EIT qui observe l’EUV. La lumière observée vient donc
essentiellement des couronnes K et F. La plupart du temps, on cherche à s’affranchir de la couronne F
(section 1.1.4). Pour ce faire, on les différencie grâce à leur polarisation ou en utilisant des modèles de
distribution de poussières.
1.3.2 La mission STEREO
La mission STEREO est une mission de la NASA d’observation du Soleil et du milieu interplanétaire.
Elle est unique car elle comporte deux satellites quasiment identiques qui suivent des trajectoires les
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(a) 17,1 nm, Fe IX/X, Te = 1 MK (b) 19,5 nm, Fe XII, Te = 1,6 MK
(c) 28,4 nm, Fe XV, Te = 2 MK (d) 30,4 nm, He II, Te = 80 kK
Figure 1.10 – Exemples d’images fournies par EIT dans les quatre bandes de longueur d’onde. On peut
considérer que chaque bande correspond à l’émission d’un élément à une température donnée.
éloignant de la Terre dans des directions opposées sur des orbites à environ une unité astronomique (U.A.)
du Soleil. Elle permet donc pour la première fois d’observer le Soleil de deux points de vue différents,
voire trois avec la Terre et SoHO. Les deux satellites s’éloignent de la Terre à une vitesse moyenne de
22˚ par an (figure 1.13). Cette vitesse n’est pas constante en raison de l’ellipticité des trajectoires.
Certains instruments à bord des satellites permettent de faire des mesures in situ : IMPACT, PLAS-
TIC. STEREO dispose également de mesures d’ondes radio avec S/WAVES. Les imageurs sont rassem-
blés dans SECCHI (Sun Earth Connection Coronal and Heliospheric Investigation). Il y a, en particulier,
les EUVI qui sont des imageurs du disque similaires à EIT. STEREO possède aussi deux coronographes
COR1 et COR2 proches des coronographes de SoHO. Une nouveauté par rapport à SoHO est la présence
d’imageurs grand champ HI1 et HI2 (Heliospheric Imager) qui observent l’espace entre la Terre et le
Soleil.
La mission STEREO est donc une mission extrêmement importante car elle recouvre une grande
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Figure 1.11 – Exemples d’images fournies par LASCO C2 (à gauche) et C3 (à droite)
variété et une grande quantité d’observations. La présence de deux satellites à des positions différentes
en fait une mission unique. Cela permet d’envisager des reconstructions stéréoscopiques de certaines
structures du Soleil et facilite les reconstructions tomographiques. Les HI sont également les premiers
instruments de ce type. En dehors de la possibilité de suivre les CME du Soleil jusqu’à la Terre, ils
permettent d’observer une grande portion du ciel en permanence. Cela en fait un outil idéal pour l’obser-
vation des comètes, par exemple. On a pu ainsi observer des queues de comètes être emportées par une
CME.
1.3.2.1 Les télescopes EUVI
EUVI est un imageur du disque solaire similaire à EIT pour SoHO. Il observe le disque et la couronne
proche jusqu’à 1,5 rayon solaire dans les mêmes bandes passantes que EIT même si les filtres ont des
réponses spectrales légèrement différentes. L’interprétation des données des EUVI est donc semblable à
celle de EIT, ce qui permet de profiter de l’expérience accumulée jusqu’à présent au cours de la mission
SoHO. Puisque les EUVI et EIT observent les mêmes bandes spectrales, les images EUVI présentent
les mêmes difficultés que les images EIT en ce qui concerne les diagnostics en température du plasma
coronal.
1.3.2.2 Les coronographes COR1 et COR2
Les deux coronographes COR1 et COR2 permettent d’observer la couronne solaire dans le visible
entre 1,3 et 15 rayons solaires. Un intérêt important de ces instruments est qu’il y a recoupement entre
les champs de vue des EUVI et des coronographes. Cela nous permet de suivre une même structure sur
une très grande distance.
12
Figure 1.12 – Schéma d’un des satellites STEREO avec la position des différents instruments
1.4 Problématique
Nous avons vu précédemment quel était l’état de nos connaissances sur la physique de la couronne
solaire et quelques-uns des problèmes qu’il reste à résoudre. L’existence du vent solaire est mal comprise
et les mécanismes du chauffage de la couronne restent incertains. Il nous faut donc mieux connaître la
couronne pour tenter de résoudre ces problèmes.
Dans le cadre de cette thèse nous nous attacherons à reconstruire à partir des données les structures
tridimensionnelles de la couronne solaire et en particulier les plumes polaires. Il est intéressant de dé-
terminer la température et la densité électronique en chaque point de la couronne car ils déterminent
en grande partie le comportement du plasma coronal. Pour ce faire, nous allons voir qu’il existe des
méthodes permettant, à l’aide d’un certain nombre d’images de la couronne, d’obtenir une carte tridi-
mensionnelle de l’émission lumineuse dans la couronne. Ce sont les méthodes de la tomographie. La
tomographie appliquée au Soleil (tomographie solaire) a déjà une histoire vieille de presque 60 ans [54].
Nous avons maintenant à notre disposition une quantité de données beaucoup plus importante, ainsi que
de bien meilleures capacités de traitement de ces données. Cela nous permet d’envisager des méthodes
de reconstruction plus efficaces et plus complètes. De plus, ces méthodes n’ont jamais été appliquées aux
images EUV qui apportent un type d’information complémentaire des images coronographiques dans le
visible.
Il n’a jamais été possible de s’affranchir du fait que les structures reconstruites changent au cours de
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Figure 1.13 – Trajectoires des satellites STEREO A et B par rapport à la Terre et au Soleil. Les satellites
suivent des trajectoires voisines de celles de la Terre, A avec une légère avance, B avec un léger retard.
En conséquence, ils s’éloignent de la Terre dans des directions opposées avec une vitesse moyenne de
22 degrés par an. Ils passent chaque année par des points où leur vitesse par rapport à la Terre diminue
fortement jusqu’à s’inverser.
l’acquisition des données. Ce problème d’évolution temporelle est souvent négligé. Ce n’est pas rhédi-
bitoire dans le cas où les structures n’évoluent pas trop rapidement (la couronne lointaine). Par contre,
c’est beaucoup plus problématique dans le cas des plumes polaires. Or les plumes polaires sont suppo-
sées avoir un lien important avec le vent solaire. Nous tenterons d’apporter une nouvelle modélisation du
problème dans le cas des plumes polaires et de la mettre en œuvre pour obtenir des reconstructions avec
estimation de l’évolution temporelle.
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Figure 1.14 – Premières images prises par EUVI sur STEREO A dans les quatre bandes passantes 17,1
nm, 19,5 nm, 28,4 nm et 30,4 nm
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CHAPITRE 2
MODÉLISATION
2.1 Émissions lumineuses
Afin de bien comprendre les observations des satellites SoHO et STEREO, il est important d’ana-
lyser les mécanismes de formation de la lumière reçue. Selon qu’il s’agisse des coronographes dans le
visible ou des imageurs du disque solaire dans l’EUV, ces mécanismes ne sont pas les mêmes. Dans le
premier cas, la lumière reçue est issue de la diffusion de la lumière émise à la surface du Soleil par les
électrons dans la couronne, c’est la diffusion Thomson. Dans le second cas, la lumière est émise lors
de désexcitations radiatives des ions de la couronne. Les informations que l’on peut tirer de ces deux
types d’observations ne sont pas exactement les mêmes. Les traitements qu’il faut leur appliquer non
plus. Même si nous décrirons le fonctionnement de la diffusion Thomson (2.1.2), nous nous attacherons
plus longuement à décrire le fonctionnement des imageurs EUV sur lesquels nous nous sommes le plus
attardés durant la thèse (2.3).
2.1.1 Raies d’émission d’un plasma
La couronne solaire est constituée d’un plasma très peu dense (10−11 kg.m−3 à 1.05R⊙) et très chaud
(106 Kelvins). Elle est constituée d’une variété d’atomes allant de l’Hydrogène au Nickel. Ces atomes
sont très fortement ionisés en raison de la température élevée du plasma. Il en résulte un spectre d’émis-
sion particulier dont l’interprétation nécessite la connaissance de l’interaction entre ces ions et les ondes
électromagnétiques.
Décrivons le processus d’émission d’une onde électromagnétique par la couronne, qui est un cas de
plasma chaud de faible densité. Le passage pour un élément X ionisé m fois, X+m d’un état excité j à son
état fondamental f peut s’écrire comme suit :
X+mj → X
+m
f + γ (2.1)
où X+mj est l’ion X+m dans son état j et γ , un photon. L’énergie du photon émis vaut hcλ j f , avec h la
constante de Planck, c la vitesse de la lumière et λ j f la longueur d’onde du photon émise par la transition
de j vers f . La puissance lumineuse volumique émise par cette transition dépend de la densité volumique
n j (X+m) de cet ion dans son état excité j, du coefficient d’émission spontanée d’Einstein A j f et de
l’énergie d’un photon comme suit :
Pj f = n j
(
X+m
)
A j f
hc
λ j f
(2.2)
Estimer la densité d’un ion n’est pas immédiat. On effectue, en général, une série d’étapes intermédiaires
en calculant le rapport de la densité de l’ion dans l’état excité sur la densité de l’ion dans l’état fondamen-
tal, le rapport de la densité de l’ion dans l’état fondamental sur la densité de l’ion ionisé m fois, le rapport
de la densité de l’ion ionisé m fois sur la densité de l’élément, le rapport de la densité de l’élément sur la
densité de l’hydrogène et enfin le rapport de la densité de l’hydrogène sur la densité électronique. Tout
ceci est résumé par l’équation suivante :
n j
(
X+m
)
=
n j (X+m)
n f (X+m)
n f (X+m)
n(X+m)
n(X+m)
n(X)
n(X)
n(H)
n(H)
ne
ne (2.3)
où n(X) est la densité volumique de l’élément X , n(X+m) est la densité volumique de l’ion X+m, H est
l’hydrogène, et ne est la densité volumique de l’électron (densité électronique). On note AX l’abondance
de l’élément X par rapport à l’hydrogène H. En connaissant les abondances des différents éléments
et en supposant un plasma totalement ionisé en première approximation, on peut donner le rapport de
l’abondance de l’hydrogène par rapport à la densité électronique : il vaut 0,8. L’approximation coronale
consiste à dire que le niveau excité j n’est peuplé qu’à partir du niveau fondamental f . De plus, le
niveau j n’est dépeuplé que par désexcitation radiative vers des niveaux inférieurs. En conséquence, on a
n f (X+m)≈ n(X+m). De l’approximation coronale, on déduit l’équilibre entre excitation et désexcitation
pour le niveau j de l’ion X+m.
n f
(
X+m
)
neCef j = n j
(
X+m
)∑
k< j
A jk (2.4)
où Cef j est le taux d’excitation par collision électronique qui dépend du modèle de distribution en tempé-
rature du plasma. En récapitulant, on a l’équation suivante :
n(X)
n(H)
= AX ;
n(H)
ne
= 0,8 ;
n f (X+m)
n(X+m)
≈ 1 ;
n j (X+m)
n f (X+m)
=
Cef jne
∑k< j A jk
(2.5)
En reportant dans 2.2, on trouve finalement :
Pj f = 0,8AX G
(
T,λ j f
) hc
λ j f
n2e (2.6)
où les termes dépendant de la température forment la fonction de contribution G
(
T,λ j f
)
.
G
(
T,λ j f
)
= Cef j
n(X+m)
n(X)
A j f
∑k< j A jk
(2.7)
2.1.2 Diffusion Thomson
La diffusion Thomson est la diffusion d’un photon par une particule chargée de faible énergie. Dans
la couronne solaire, il s’agit d’électrons. La diffusion Thomson change la polarité de la lumière inci-
dente. Dans le cas d’une onde plane incidente non polarisée, on a des coefficients d’émission pour les
composantes radiale et transverse qui valent :
It = piσ2 Ine
Ir = piσ2 Ine cos
2 ε
(2.8)
où I est l’intensité lumineuse incidente et ε est l’angle entre l’onde incidente et la direction d’observation
(DM). La diffusion Thomson n’est donc pas isotrope. σ est la section efficace de diffusion Thomson et
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vaut :
σ =
(
q2
4piε0mc2
)2
(2.9)
où q est la charge et m la masse de la particule diffusante. ε0 est la permittivité du vide. On a σ =
7,95.10−30 m2.sr−1 pour l’électron.
Dans le cas de la couronne, la lumière est émise depuis une moitié du disque solaire. Il faut donc
intégrer les équations 2.8 sur la somme des sources ponctuelles situées à la surface. On fait en général
dans ce cas l’hypothèse que tous les points de la surface émettent de la même façon. Par contre, en chaque
point, l’émission n’est pas identique selon toutes les directions. C’est ce que l’on appelle la “variation
centre-bord” Ceci est dû à un effet d’absorption par la zone de transition. On a alors un problème à
symétrie sphérique. La lumière diffusée ne dépend donc que de la distance r du point courant M au centre
du Soleil O et de la direction d’observation χ qui peut être entièrement caractérisée par son paramètre
d’impact ρ (figure 2.1).
On modélise la luminance à la surface du Soleil comme suit :
I = I0 (1−u+ucosψ) (2.10)
où u est une fonction empirique de la longueur d’onde et ψ est l’angle à la normale à la surface du Soleil
au point d’émission S (figure 2.1). Les coefficients d’émission radiale et transverse s’en déduisent :
It = piσ2
I0
r2
ne [(1−u)C3 +uC4]
It − Ir = piσ2
I0
r2
ne
ρ2
r2
[(1−u)C1 +uC2]
(2.11)
avec ρ le paramètre d’impact de la ligne de visée. C[1,2,3,4] sont des fonctions d’un angle Ω qui est l’angle
entre la tangente (T M) à la surface du Soleil et la droite (OM) passant par le centre du Soleil (figure 2.1).
M est le point courant de la couronne où se produit la diffusion Thomson. Les valeurs de C[1,2,3,4] sont
calculées par intégration sur la surface du Soleil [8] (équation 2.12).
C1 = cosΩsin2 Ω
C2 = −18
[
1−3sin2 Ω− cos2 ΩsinΩ (1+3sin
2 Ω) ln
(1+sinΩ
cosΩ
)]
C3 = 43 − cosΩ−
cos3 Ω
3
C4 = −18
[
5+ sin2 Ω− cos2 ΩsinΩ (5− sin
2 Ω) ln
(1+sinΩ
cosΩ
)] (2.12)
Ces valeurs peuvent être tabulées en fonction de Ω (voir figure 2.1), ou à la distance au centre du
Soleil r grâce à la relation : r sinΩ = R⊙. Connaissant u par ailleurs, on peut en déduire les coefficients
d’émission pour une ligne de visée particulière.
On réécrit usuellement l’équation 2.11 en exprimant l’intensité totale B et l’intensité polarisée pB :
B = It + Ir = piσ2 I0
{
[(1−u)C3 +uC4] 2r2 − [(1−u)C1 +uC2]
ρ2
r4
}
ne
pB = It − Ir = piσ2 I0
ρ2
r4
[(1−u)C1 +uC2]ne
(2.13)
L’intensité totale est mesurée par LASCO directement. Dans le cas des coronographes de SECCHI,
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Figure 2.1 – Géométrie de la diffusion Thomson dans le cas de la couronne
les images sont toujours prises avec un polariseur. La somme des images prises dans toutes les directions
de polarisation donne l’intensité totale. pB est calculé à partir des trois images correspondant à des
directions différentes du polariseur.
2.1.3 Comparaison
L’émission lumineuse EUV émise par désexcitation radiative dépend de manière quadratique de la
densité électronique (équation 2.6), contrairement au cas de la diffusion Thomson où la dépendance est
linéaire (équation 2.11). Il en résulte un contraste plus important dans les imageurs EUV que dans les
coronographes, dans le visible. De plus, l’émission du plasma dépend de la température électronique
contrairement à la diffusion Thomson.
Les mesures de la lumière EUV nous permettent d’estimer la température électronique en plus de
la densité électronique, chose qui n’est pas possible avec les coronographes de SOHO et de STEREO.
Pour ce faire, il nous faut connaître les abondances des différents éléments présents dans la couronne. Il
nous faut également un modèle précisant les longueurs d’ondes et les coefficients d’émission de chaque
transition observée. Il existe une base de données regroupant l’ensemble de ces informations sur la spec-
troscopie des plasmas astrophysiques. C’est la base de données CHIANTI [21, 37] qui représente l’état
de l’art dans ce domaine.
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Grâce à l’équation 2.11, on comprend que l’émission du plasma situé dans le plan du ciel soit plus
intense (effet de sélection dans le plan du ciel) lorsqu’on observe depuis la Terre. En effet, dans le plan du
ciel, on a χ = pi2 , ce qui maximise Ir. C’est une des raisons pour lesquelles il est difficile d’observer des
CME se dirigeant vers la Terre (dans ce cas χ = 0) depuis SoHO. Une autre raison étant que la lumière
émise par ces CME se superpose à celle émise par le disque solaire. Cette dernière raison est également
valable pour l’émission EUV. La mission STEREO nous permet de pallier ce problème car les satellites
ne sont pas situés au voisinage de la Terre. La zone la mieux observée avec la diffusion Thomson, n’est
donc plus la même sphère.
2.2 Formation des images
2.2.1 Cas générique
Les imageurs et les coronographes de SoHO et de STEREO sont des télescopes aux foyers desquels
se trouvent des matrices CCD. On peut écrire l’intensité i reçue selon une ligne de visée L en fonction de
l’émission e le long de cette ligne. Dans le cas où on peut négliger l’absorption, il s’agit simplement d’une
intégration. C’est la plupart du temps le cas pour les observations de la couronne. Cette approximation
peut s’avérer invalide dans le cas où la densité du plasma devient trop importante.
i(u) =
∫
M∈L
e(M)dM =
∫
∞
0
e(D+au)da (2.14)
où u est le vecteur directeur d’une ligne de visée L , a le paramètre de la droite, et D est la position
du détecteur. u parcourt le champ du détecteur. Pour un détecteur, l’intensité mesurée par chaque pixel
ik résulte de l’intégration de l’émission lumineuse e sur un volume semi-infini Vk. Pour le pixel k, on a
l’équation :
ik =
∫∫∫
M∈Vk
e(M)dM (2.15)
Ces volumes sont des pyramides tronquées. On voit que le problème est intrinsèquement discret en raison
de la pixelisation des images mais continu par rapport à l’émission.
Pour des raisons de coût de calcul, on fait l’approximation que l’intégration pour chaque pixel se fait
selon une ligne de visée et non un volume Vk. On prend la droite Lk passant par le centre de la pyramide
Vk :
ik =
∫
M∈Lk
e(M)dM =
∫
∞
0
e(D+auk)da (2.16)
On remarque en particulier que les ik sont linéaires en e. Sur les imageurs EUV, le pas angulaire entre
deux pixels est constant et toutes les lignes de visée convergent en D car les champs de vue sont faibles.
Sur les coronographes, il y a de la distorsion en raison des plus grands champs observés. Cette distorsion
a été calibrée et est bien connue. Dans les deux cas les instruments sont dans une configuration conique
car toutes les lignes de visée sont issues d’un même point.
En coordonnées sphériques, dans le repère lié au télescope et centré sur le centre du Soleil (héliocen-
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trique), les uk sont donc donnés comme suit (voir aussi figure 2.2) :
uk = u[nθ ,k,nφ ,k] =
 r = 1θ = (nθ ,k− sθ )pθ
φ = (nφ ,k− sφ )pφ
 (2.17)
où nθ ,k, est le numéro de ligne du pixel k et nφ ,k son numéro de colonne. De même, sθ et sφ repèrent le
centre du Soleil. pθ et pφ sont les pas angulaires d’un pixel à l’autre selon les deux directions.
D
d
f θk
θk
uk
f
Figure 2.2 – Schéma de la géométrie d’un télescope illustrant la correspondance entre pixel et direction
d’observation
On choisit de discrétiser e en voxels e j cubiques. On peut alors réécrire l’équation 2.16 en l’équation
suivante :
ik = ∑
j
h jke j (2.18)
où h jk est la longueur du segment de la ligne de visée Lk incluse dans le voxel j (figure 2.3). En raison
de la linéarité de la relation entre i et e, on peut donc représenter le problème sous forme matricielle :
i = He (2.19)
avec H la matrice de projection.
Il n’est pas facile de se ramener à des sous-problèmes à deux dimensions comme dans le cas parallèle,
la matrice H est donc de très grande dimension. Il n’est alors pas possible de l’inverser directement, voire
même de la stocker en mémoire vive. C’est pourquoi nous avons développé un algorithme permettant
d’effectuer rapidement les opérations He et H ti. Pour ce faire nous avons implémenté l’algorithme de
Siddon [51] en C. Les formules permettant d’utiliser l’algorithme de Siddon en prenant en compte la
géométrie complète des télescopes sont détaillées dans l’annexe I.
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Figure 2.3 – Schéma de l’intersection entre les voxels et une ligne de visée
2.2.2 Cas de la diffusion Thomson
Dans le cas de la diffusion Thomson, l’intensité observée est proportionnelle à la densité électronique
au point courant mais dépend également de la distance de ce point à la surface du Soleil et de la direction
d’observation (section 2.1.2). En raison de la proportionnalité entre l’émission et la densité électronique,
on peut remonter directement à la densité électronique :
i = Zne (2.20)
où le vecteur i représente soit l’intensité polarisée pB soit l’intensité totale B pour chaque pixel d’un
coronographe. La matrice Z ne s’exprime pas de la même manière suivant que l’on considère B ou pB
(voir section 2.1.2. Par exemple, dans le cas de pB, on a l’équation suivante :
Z = OHM (2.21)
où O et M sont des matrices diagonales qui dépendent respectivement du paramètre d’impact ρ et de la
position du point courant M dans le plasma via Ω et r :
ok = ρ2k
m j =
(1−u)C1(r j)+C2(r j)
r4j
(2.22)
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que l’on obtient en exprimant l’équation 2.13 pour un voxel j du cube de reconstruction et un pixel k de
l’image :
pBk =
piσ
2
I0
ρ2k
r4j
[
(1−u)C1(r j)+uC2(r j)
]
ne, j (2.23)
Commes les matrices O et M sont inversibles, on peut aisément se ramener à une simple intégration sur
la ligne de visée en redéfinissant les données et les inconnues :
i′ = O−1i
n′e = M
−1ne
i′ = Hn′e
(2.24)
On peut donc utiliser l’algorithme de Siddon en prenant la précaution d’appliquer les transformations
2.24 aux images et aux volumes reconstruits. Les matrices O et M sont même diagonales, on est donc
simplement ramené à une pondération des pixels des données et des voxels du cube de reconstruction.
Dans le cas de l’intensité totale B, on a :
Bk =
piσ
2
I0
{
−
ρ2k
r4j
[
(1−u)C1(r j)+uC2(r j)
]
+2
1
r2j
[
(1−u)C3(r j)+uC4(r j)
]}
ne, j (2.25)
On retrouve un terme proportionnel à pBk et un terme indépendant de la ligne de visée. On en déduit
que :
Z =−OHM +HM ′ =
(
−O I
)( H 0
0 H
)(
M
M ′
)
(2.26)
On voit que dans ce cas, il faut effectuer deux projections. Si on dispose à la fois de B et pB, il est
préférable d’utiliser les deux sources d’informations. Dans le cas où l’on ne dispose que de B, on est
contraint d’effectuer deux projections au lieu d’une sans aucun avantage supplémentaire.
2.3 Particularités des imageurs EIT et EUVI
SoHO a été lancé il y a maintenant plus de 12 ans. S’il en résulte une détérioration des instruments,
de nombreux progrès ont été faits dans la calibration des données pour tenir compte des différents effets
instrumentaux, comme nous allons le voir dans cette partie pour EIT. Les instruments EUVI de STEREO,
très similaires à EIT, ont largement bénéficié de l’expérience de EIT. Nous allons voir dans cette section
différents effets instrumentaux, ainsi que la manière dont ils sont mesurés et modélisés.
2.3.1 Réponse spectrale
La figure 2.4a nous montre la réponse spectrale de EIT en tenant compte de tout l’instrument : roue à
filtres, filtres d’entrée, filtres de sortie, miroirs et matrice CCD.
On dispose également pour EUVI A et B d’une calibration au sol de la réponse spectrale globale des
instruments comme présenté figure 2.4. On voit que EIT et les EUVI sont très similaires. Il y a une très
légère différence entre EUVI A et B qui est due à la précision de réalisation des couches minces sur les
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Figure 2.4 – Réponses spectrales dans les quatre bandes passantes des différents imageurs en tenant
compte des deux filtres, des deux miroirs et de l’efficacité quantique du détecteur. (a) EIT, (b) EUVI A,
(c) EUVI B
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miroirs.
La connaissance précise de ces spectres nous permet de savoir grâce au modèle d’émission développé
en 2.1.1 quelle est la lumière reçue connaissant la température et la densité du plasma observé.
2.3.2 Réponse impulsionnelle
(a) (b)
(c) (d)
Figure 2.5 – PSF de EIT dans l’EUV déduites des mesures interférometriques dans le visible. Ces PSF
résultent de la forme des miroirs, de l’alignement des optiques, et pour une faible part de la diffraction.
[15]
La réponse impulsionnelle (PSF pour Point Spread Function) due à la diffraction est très faible pour
les imageurs EUV. En effet, la tache d’Airy est proportionnelle à la longueur d’onde. Par contre, il est très
difficile de réaliser des miroirs sans défauts à ces longueurs d’onde. Les défauts de forme des miroirs,
ainsi que les défauts d’alignement des optiques contribuent également à l’élargissement de la PSF.
Dans le cas de EIT, la largeur à mi-hauteur de la PSF est environ d’un quart de pixel (Figure 2.5).
On peut donc considérer que le cœur de la PSF n’altère pas les données et négliger son influence dans la
modélisation.
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Dans le cas des imageurs EUV comme des coronographes, la diffusion dans l’instrument est un pro-
blème important. Cette lumière diffusée résulte à la fois de la rugosité des miroirs (difficiles à réaliser aux
niveaux de précision de l’EUV), et de la diffraction par les supports des filtres d’entrée en aluminium.
On a mesuré que la rugosité des miroirs de EIT est de 7 Å. Pour EUVI, elle est de 2 Å (moyenne qua-
dratique). Pour EIT, il a été possible d’évaluer l’effet de la diffusion en vol et d’estimer la composante
de la réponse impulsionnelle qui correspond à cet effet. On peut quantifier le niveau de lumière diffusée
grâce à des transits planétaires (Mercure, Vénus) devant le Soleil. Les planètes formant un disque noir
dans l’EUV, toute la lumière qui y est observée résulte de la diffusion. Il a ainsi été trouvé pour EIT des
valeurs de lumière diffusée à 1.4R⊙ allant de 50% de l’énergie du signal observé à 28,4 nm, jusqu’à 90%
à 17,1 nm [3].
Figure 2.6 – PSF à 19,5 nm de EIT tenant compte de la diffusion obtenue par l’analyse d’une image
d’éruption [4]
On peut modéliser cette diffusion par une convolution. Connaître la diffusion instrumentale revient
alors à estimer sa PSF. Il est possible d’évaluer les ailes de la réponse impulsionnelle en utilisant les
images contenant des éruptions (flares). Ce sont des événements ponctuels très intenses qui saturent la
matrice CCD. Il est donc impossible par ce biais d’obtenir le centre de la réponse impulsionnelle. La
figure 2.6 correspond à cette réponse impulsionnelle. La déconvolution se fait par une estimation radiale
des paramètres d’un modèle de diffusion instrumentale. Même si cette diffusion semble faible au bord
de la réponse impulsionnelle, la convolution se fait avec le disque solaire, dont la lumière est intense, et
peut diminuer fortement le contraste au bord du champ.
En utilisant la PSF estimée par [4], il est possible de tenir compte de la diffusion dans les images EIT.
La convolution étant linéaire, on peut modifier l’équation 2.19 en ajoutant la matrice de la convolution
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par cette PSF préalablement estimée :
i = CHe (2.27)
On peut également déconvoluer les images avant d’utiliser les méthodes tomographiques. En général,
ce ne sera pas fait dans les reconstructions de cette thèse. Cet effet est négligeable dans les données
STEREO.
2.3.3 Champ plat
On dispose de mesures au sol de la correction de champ plat de EIT, c’est-à-dire la réponse de l’instru-
ment à une source uniforme. Malheureusement ce n’est pas suffisant en raison de la détérioration continue
de la matrice CCD, fonction de son exposition. Cependant, il est possible d’estimer en vol l’évolution du
champ plat grâce à la méthode de Kuhn [36]. Il s’agit d’utiliser les images après avoir dépointé l’instru-
ment dans différentes directions. On obtient ainsi une décorrélation entre l’objet observé et la carte de
champ plat qui permet de connaître cette carte. Par contre, cette carte ne peut être connue qu’à un facteur
multiplicatif près par cette méthode.
(a) (b)
Figure 2.7 – Carte de champ plat au sol (a), et estimée en vol (b) de EIT [4]
La comparaison des images de la figure 2.7 montre l’importance de la détérioration par la lumière
du disque solaire. Dans l’image (b) de la figure 2.7, on voit clairement l’image négative du Soleil avec
un flou au bord dû à la variation du diamètre du disque apparent sur la trajectoire du satellite. On voit
également dans cette image l’effet de la pénombre due à la grille qui supporte le filtre aluminium proche
de la matrice CCD.
Le gain est corrigé lors des prétraitements automatiques des images EIT. Il en résulte dans ces images
un bruit amplifié dans les pixels du disque et de son bord par rapport aux pixels externes. On peut tenir
compte de cette différence en attribuant aux images une matrice de covariance qui dépend de la carte de
gain du détecteur.
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2.3.4 Orientation des satellites
L’orientation du satellite par rapport au Soleil est mesurée par une méthode numérique, l’estimation
des paramètres d’un cercle correspondant à l’image du limbe solaire sur le détecteur. Cette méthode
permet de connaître l’orientation avec une précision de l’ordre du dixième de pixel. Le roulis est, quant
à lui, connu à 2 arcmin près. Cette mesure est faite à l’aide des senseurs stellaires.
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Figure 2.8 – Évolution de la position du centre du Soleil dans le champ de EIT
La figure 2.8 montre que l’on a pu mesurer le pointage avec une grande précision tout au long de la
mission. Il y a une légère dérive de l’orientation du satellite de l’ordre de quelques pixels en 10 ans mais
la précision de la mesure est bien inférieure au pixel. Ceci est capital pour les reconstructions tomogra-
phiques du Soleil car c’est un paramètre qui détermine la position des lignes de visée par rapport à l’axe
de rotation du Soleil. Une légère erreur de ce paramètre pourrait conduire à une matrice de projection
erronée.
2.3.5 Perturbations des mesures
Différentes sources de bruit viennent affecter les données EIT et EUVI. Le bruit thermique est très
faible car le CCD de EIT est refroidi passivement typiquement à -67 ˚C. Le bruit de numérisation est
négligeable car les données sont codées sur 16 bits et les temps de pose sont adaptés. Les pixels sont
régulièrement frappés par des particules chargées qui augmentent voire saturent leur signal (figure 1.10c).
Cet effet peut être détecté automatiquement, car les pixels touchés ont des valeurs éloignées des pixels
voisins et de leurs valeurs dans les images précédentes et suivantes.
Si on applique la correction de gain sur les images EIT (section 2.3.3), le bruit de lecture et le bruit
de quantification ne sont pas uniformes dans l’image en raison de la détérioration du détecteur qui induit
des gains très variables d’un pixel à l’autre. Il peut en effet y avoir une différence de gain de 90 % d’un
pixel à l’autre comme nous l’avons vu en section 2.3.3.
Sur EUVI, il peut également y avoir un bruit lié à la compression des données. Il existe différents
modes de compression qui permettent d’avoir une importante fréquence d’acquisition des images tout en
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conservant un certain nombre d’images faiblement compressées. L’algorithme de compression utilise la
décomposition en ondelettes qui permet d’avoir un bon aspect visuel des images avec de forts taux de
compression. En contrepartie, les zones ayant un signal de faible valeur sont fortement altérées.
Un argument pour justifier cette compression des données dans EUVI est que le bruit lié à la com-
pression est inférieur au bruit de photon dans chaque pixel. Cependant, en raison de la troncature des
coefficients de la décomposition en ondelettes, la compression introduit un biais sur des zones couvrant
plusieurs pixels. Comprendre l’influence de cet effet sur les performances des techniques d’inversion
n’est pas immédiat.
2.3.6 Conclusion
Nous avons vu dans ce chapitre quels sont les mécanismes physiques à la source de la lumière obser-
vée par les missions SoHO et STEREO. Nous avons décrit un modèle permettant d’exprimer l’intégration
sur une ligne de visée. Enfin, nous avons étudié les différents artefacts d’observation se produisant dans
les imageurs EIT et EUVI. L’ensemble de cette analyse permet de construire un modèle direct de forma-
tion des données, connaissant les paramètres de la couronne.
Dans la suite, nous utiliserons cette description pour confronter l’état de l’art des problèmes de re-
construction de la couronne solaire (section 3.4) et pour développer notre propre méthode (chapitres 4 et
5).
29
CHAPITRE 3
OUTILS, MÉTHODES ET ÉTAT DE L’ART
Nous avons vu jusqu’à présent quels étaient le contexte et la problématique scientifique, et de quel
type de données nous disposions. Afin de tirer le meilleur parti des mesures, il nous est maintenant né-
cessaire de nous attacher aux méthodes de traitement de ces données. Nous commencerons ce chapitre
par une présentation des statistiques bayésiennes. Puis nous présenterons différentes méthodes numé-
riques d’optimisation ainsi que les méthodes de tomographie. Enfin, nous présenterons un état de l’art
des méthodes de reconstruction de la couronne solaire.
3.1 Problèmes inverses
Nous avons vu au chapitre précédent que nous pouvons modéliser notre processus de formation des
images sous la forme d’un produit matriciel en raison de sa linéarité (équations 2.19, 2.20). L’obtention
des mesures, connaissant l’émission lumineuse est ce qu’on appelle le problème direct. Le problème
inverse consiste quant à lui à trouver l’émission lumineuse (ou la densité électronique dans le cas de la
diffusion Thomson) en connaissant les images. Dans un cadre plus général, un problème inverse consiste
à remonter à des paramètres d’intérêt à l’aide de mesures, sachant que mesures et paramètres d’intérêt
sont liés par un modèle. Ce modèle peut être issu de la physique, mais également d’autres disciplines
telles que la biologie, la finance, ou la sociologie. C’est donc une formulation très générale.
3.1.1 Définitions
Lorsque l’on cherche à déterminer des paramètres à l’aide de mesures, il faut connaître le mécanisme
liant les données aux inconnues que l’on cherche (problème direct).
y = A(x)⊗n (3.1)
où y sont les données, x sont les paramètres inconnus, A est un opérateur déduit des hypothèses H
définissant le lien entre les données et les paramètres. n est un vecteur dit de bruit qui permet de tenir
compte de l’écart entre le modèle et la réalité qui contient toujours des effets non pris en compte. On écrit
⊗ pour laisser libre le choix de l’opérateur liant le bruit et les données. Le problème inverse correspondant
consiste à estimer x connaissant y sous les hypothèses H . On note xˆ une estimation de la solution du
problème inverse.
A
x
y
n
Figure 3.1 – Schéma général représentant un problème inverse
Dans notre cas l’opérateur A est linéaire. De plus l’imperfection du modèle est modélisée par un
bruit additif, centré. On retrouve alors une classe extrêmement courante de problèmes inverses, dont font
partie les problèmes de tomographie :
y = Ax+n (3.2)
3.1.2 Approche bayésienne
L’approche bayésienne consiste à probabiliser l’ensemble des quantités en jeu y, x et b. En supposant
que les quantités soient continues et que leur fonction de répartition soient dérivables, on peut leur faire
correspondre des densités de probabilité f (x|H ) et f (b|H ). On peut en déduire toutes les autres densi-
tés de probabilité introduites ici connaissant l’équation du modèle direct (équation 3.1). En effet, sachant
la densité de probabilité du bruit, on peut déduire la probabilité conditionnelle des données connaissant
les paramètres f (y|x), appelée vraisemblance (3.1). En supposant également connue la densité de pro-
babilité des paramètres f (x|H ), appelée densité de probabilité a priori, la règle de Bayes nous donne la
densité de probabilité conditionnelle des paramètres connaissant les données f (x|y,H ), appelée densité
de probabilité a posteriori :
f (x|y,H ) = f (y|x,H ) f (x|H )∫
x f (y|x,H ) f (x|H )dx
(3.3)
L’équation 3.3 de la règle de Bayes permet de rassembler toute la connaissance que l’on a du pro-
blème d’inversion sous la forme d’une densité de probabilité. C’est ainsi que l’on introduit dans le modèle
l’information que nous avons sur la solution avant toute mesure. Cela permet de s’affranchir de nombreux
obstacles typiques de la résolution des problèmes inverses, tels que la non unicité de la solution, ou le ca-
ractère mal posé du problème. Un problème mal posé est un problème dans lequel une faible perturbation
des données entraîne une forte variation de la solution.
3.1.3 Choix d’estimateur
La densité de probabilité a posteriori contient toute l’information sur la solution du problème inverse.
Dans la plupart des applications, on cherche à déterminer une valeur étant la solution du problème et
non pas une densité de probabilité. Par exemple, dans les problèmes de déconvolution, on cherche à
déterminer une unique image déconvoluée à partir de l’image initiale, et non pas une probabilité associée
à toutes les images possibles. Dans les problèmes de décision, où l’on doit par exemple déterminer la
présence ou non d’un objet dans le champ d’une image, c’est même une nécessité, la solution étant
binaire : présence ou absence de l’objet. De plus, les contraintes des capacités de calculs nous empêchent
souvent de déterminer la densité de probabilité a posteriori de manière complète. Si les calculs ne peuvent
pas être menés jusqu’au bout de manière analytique, comme c’est le cas dans la grande majorité des
applications courantes, il serait extrêmement coûteux de calculer numériquement la densité de probabilité
a posteriori. Pour toutes ces raisons, on choisit un estimateur, c’est-à-dire, l’ensemble des paramètres qui
définissent la solution du problème inverse. Des estimateurs typiques sont l’estimateur du maximum a
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posteriori (MAP) ou de l’espérance a posteriori (EAP) :
xˆMAP = argmax
x
f (x|y,H ) (3.4)
où argmax est l’argument du maximum de la fonction.
xˆEAP =
∫
x
x f (x|y,H )dx (3.5)
Le choix de l’estimateur du MAP est naturel, puisqu’il correspond à la valeur la plus probable de l’a
posteriori. Le choix de l’EAP se fait souvent conjointement à l’estimation de la variance a posteriori. Ce
sont en effet les deux premiers termes de la décomposition d’une loi de probabilité selon ses cumulants.
3.1.4 Cas linéaire gaussien
Dans les cas où le modèle direct est linéaire ou peut être considéré comme tel, il est utile de choisir des
densités de probabilité gaussiennes (équation 3.6). En effet, dans ce cas, les calculs peuvent être menés
jusqu’au bout. Nous avons vu que dans notre cas le modèle direct est linéaire (voir section 2.2).
f (y|x,Σn,H ) = NΣn,Ax (y)
f (x|Σx,H ) = NΣx,0 (x)
(3.6)
où Σx et Σn sont les matrices de covariance de l’a priori et du bruit. NΣ,µ est la loi multinormale de
matrice de covariance Σ et de moyenne µ .
NΣ,µ (x) =
1
(2pi)N2 det 12 Σ
e−
1
2 (x−µ)
T Σ−1(x−µ) (3.7)
On choisit par exemple :
Σx = σ2x(DT D +η ′I)−1 (3.8)
où D est un opérateur linéaire définissant notre a priori. Dans notre cas, D peut être un opérateur de
différence finies. Dans ce cas, on dit qu’on a un a priori de douceur, car les grandes différences de
valeurs entre voxels voisins sont pénalisées. I est la matrice identité et σx est l’écart-type. Remarquons
que l’on a ajouté la matrice identité afin de garantir l’inversibilité de la matrice. En effet, ce n’est pas
nécessairement le cas si la matrice D n’est pas de rang plein. Or dans le cas d’un a priori de douceur
la matrice D n’est pas de rang plein. Elle ne définit aucune condition sur la moyenne de l’image. En
pratique, on peut très souvent choisir η ′ très faible, voire nul.
Si l’on n’a pas d’information sur les liens entre les différentes mesures, on peut considérer que les
matrices de covariance sont proportionnelles à la matrice identité : c’est l’hypothèse de densité gaussienne
indépendante, identiquement distribuée (IID). On peut alors choisir :
Σn = σ2nI (3.9)
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Des équations 3.3 et 3.6, on déduit l’a posteriori dans le cas linéaire gaussien :
f (x|y,σn,σx,η ′,H ) =
exp
(
−‖y−Ax‖
2
2σ2n
− ‖Dx‖
2+η ′‖x‖2
2σ2x
)
∫
exp
(
−
‖y−Ax‖2
2σ2n
−
‖Dx‖2 +η ′ ‖x‖2
2σ2x
)
dx
(3.10)
où σx et σn sont les variances de l’a priori et du bruit. Dans le cas où on suppose σ2x et σ2n connus,
le dénominateur de l’équation 3.10 ne dépend pas des paramètres à estimer et peut donc être considéré
comme une constante. Dans le cas gaussien, les estimateurs du MAP et de l’EAP sont identiques. Dans
ce cas, en prenant l’opposé du log-a posteriori dans l’équation 3.10, on trouve qu’il faut minimiser une
norme euclidienne. L’estimateur xˆ s’écrit :
xˆ = argmin
x
[
− log f (x|y,σn,σx,η ′,H )]= argmin
x
‖y−Ax‖2 +θ ‖Dx‖2 +η ‖x‖2 (3.11)
où θ = σ
2
n
σ2x
et η = θη ′. C’est la méthode des moindres carrés régularisés.
La matrice AT A + θDT D + ηI étant symétrique, elle est inversible si l’on choisit l’a priori de
sorte qu’elle soit également de rang plein. Dans le cas contraire, il n’y a pas unicité de la solution. On
voit ici l’importance de l’information a priori qui, si elle est bien choisie, garantit l’existence et l’unicité
d’une solution au problème inverse. Le problème peut rester malgré tout mal posé, et on peut avoir une
amplification des effets du bruit dans la reconstruction si on ne choisit pas judicieusement θ et η . On
peut alors écrire la solution analytique de l’équation 3.11 :
xˆ =
(
AT A+θDT D +ηI
)−1
AT y (3.12)
L’équation 3.12 peut cacher en réalité plusieurs difficultés. La première réside dans le choix du para-
mètre θ , appelé hyperparamètre, qui n’est pas nécessairement connu (section 3.1.6). La seconde apparaît
dans le cas de problèmes de grande taille, où l’inversion de la matrice s’avère impossible de manière
directe. Dans ce cas, on fait appel aux méthodes numériques d’optimisation (voir section 3.2).
Dans les cas où les données contiennent suffisamment d’informations sur la moyenne de la solution,
la loi a posteriori est bien définie alors que l’a priori ne l’est pas. Dans ce cas, on peut annuler η , c’est-
à-dire ne pas ajouter la matrice identité dans l’expression de l’a priori. C’est ce que l’on fera par la
suite.
3.1.5 Cas non quadratique
Notre modélisation du bruit et de l’a priori gaussien conduit à un critère quadratique. Ce n’est pas
nécessaire et on peut choisir beaucoup de types de fonctions. Un critère souvent retenu pour de telles
fonctions définissant des critères à minimiser est la convexité de la co-log-vraisemblance. C’est-à-dire
que l’a posteriori peut s’écrire sous la forme suivante :
f (x|y,σ2n,σ2x,H )= e− 12 J(x) (3.13)
33
avec J(x) un critère convexe. La convexité garantit l’existence (et l’unicité si la fonction est strictement
convexe) de la solution recherchée. Le critère peut alors s’écrire :
J(x) = Φ(y−Ax)+θΦ(Dx) (3.14)
Pour des raisons de simplicité, on a choisi la même fonction convexe pour la vraisemblance et l’a priori,
de même que pour chaque élément des vecteurs correspondants. Il est immédiat de généraliser.
Un exemple de telles fonctions convexes est la fonction de Huber :
Φδ (t) = ∑
j
φδ j(t j)
φδ (t) = 12t
2
, si t < δ (3.15)
φδ (t) = δ t− 12δ
2
, si t ≥ δ
où δ est un hyperparmètre. En général, on peut associer un δ à chaque dimension. Cette fonction corres-
pond à une norme dite L2L1 car elle mélange les termes linéaires et quadratiques. La fonction de Huber
est continue et dérivable à dérivée continue (C1).
t
t2
2
φδ (t)
δ
Figure 3.2 – Comparaison de la fonction de Huber et de la norme quadratique
On voit qu’avec la fonction de Huber les grandes valeurs sont moins pénalisées que dans le cas
quadratique. Cette modélisation a l’avantage dans le cas de l’a priori d’autoriser les écarts de valeurs
plus importants qui peuvent survenir aux frontières de deux zones par exemple. Dans le cas de la vrai-
semblance, cela permet d’éviter que les données aberrantes, résultant par exemple de la collision d’une
particule énergétique sur le détecteur, ne vienne affecter d’une manière trop importante la reconstruction.
Le critère est dérivable, on peut donc appliquer les techniques de descente de gradient (section 3.2.1).
Par contre, on ne sait en général pas calculer de manière explicite le pas optimal. On doit alors utiliser
des techniques numériques d’estimation du pas optimal ou utiliser un pas fixe.
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On utilise rarement la norme L1 car elle n’est pas dérivable en zéro. On peut utiliser toutes les normes
Lp avec p > 1. Dans les cas où l’on cherche à utiliser une propriété de parcimonie, on utilise souvent des
normes Lp avec p < 1, bien que dans ce cas, il ne s’agisse pas de normes à proprement parler (la propriété
de sous-additivité n’est pas vérifiée). En effet, dans ce cas, les grandes valeurs d’une coordonnée sont
favorisées par rapport aux valeurs réparties sur plusieurs coordonnées de l’espace des solutions.
L’intérêt de l’utilisation des fonctions convexes non quadratiques peut être tempéré par le fait que
la minimisation du critère correspondant n’est pas toujours aisée ou suffisamment rapide. Une solution
pour pallier ce problème est l’augmentation de ce critère par un jeu de variables supplémentaires afin
d’obtenir un critère semi-quadratique. Le critère est quadratique selon un jeu de variables et séparable
suivant l’autre jeu. On peut alors utiliser des algorithmes de minimisation alternée, chaque étape étant
plus efficace [34].
3.1.6 Estimation des hyperparamètres
Comme nous l’avons vu, on fait parfois la distinction entre paramètres et hyperparamètres. Mais
d’un point de vue mathématique, il n’y a pas de raison de les traiter de manière différente. Il existe des
méthodes probabilisant également les hyperparamètres et les estimant tout comme les autres paramètres.
On qualifie ces méthodes de non-supervisées.
3.1.6.1 Approche bayésienne complète
Dans un cadre bayésien, il est naturel de vouloir probabiliser les hyperparamètres. Si la valeur des
hyperparamètres nous intéresse, on peut ainsi les estimer :
f (x,θ |y,H ) = f (y|x,θ ,H ) f (x|θ ,H ) f (θ |H )f (y|H ) (3.16)
On peut également considérer qu’il s’agit de paramètres dont la valeur ne nous intéresse pas, c’est-à-dire
des paramètres de nuisance. Dans ce cas, il est commode de marginaliser l’a posteriori par rapport aux
hyperparamètres :
f (x|y,H ) =
∫
θ
f (y|x,θ ,H ) f (x|θ ,H ) f (θ |H )
f (y|H ) dθ (3.17)
Par exemple, Giovannelli a récemment proposé une méthode de ce type dans un cadre bayésien, appliquée
à la déconvolution L2L1 d’une image en incluant l’estimation du paramètre δ de Huber [30].
3.1.6.2 Maximum de vraisemblance généralisée
En pratique, le calcul des hyperparamètres θ à l’aide de la distribution a posteriori peut s’avérer
difficile. Il n’est pas toujours possible de calculer l’intégrale de la marginalisation :
f (y|θ ,M ) =
∫
f (y|x,θ ,M ) f (x|θ)dx (3.18)
C’est pourquoi, il peut s’avérer utile de calculer θ en utilisant la vraisemblance généralisée (distribu-
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tion conjointe selon x et y) :
f (y,x|θ ,M ) = f (x|y,θ ,M ) f (y|θ ,M ) = f (y|x,θ ,M ) f (x|θ ,M ) (3.19)
On peut envisager une minimisation alternée sur x et θ de la vraisemblance généralisée. Dans ce cas, il
faut prendre garde au fait que le maximum de vraisemblance généralisée n’existe pas toujours.
3.1.6.3 Validation croisée
On peut utiliser la méthode de validation croisée dans le cas où on ne cherche à estimer que l’hy-
perparamètre de régularisation θ et où le terme de régularisation est quadratique. Dans cette méthode,
on cherche à trouver l’hyperparamètre qui minimise la distance entre l’objet réel et l’objet estimé, en
moyenne :
EQM(θ ,x) =
∫
‖x− xˆ(θ ,y)‖2 f (y|x)dy (3.20)
C’est l’erreur quadratique moyenne d’estimation (EQM). Malheureusement, elle dépend de l’objet réel,
inconnu. Il en va de même de l’erreur quadratique moyenne de prédiction (EQMP) :
EQMP(θ ,x) =
∫
‖Ax−Axˆ(θ ,y)‖2 f (y|x)dy (3.21)
Par contre dans le cas de l’EQMP, on peut s’affranchir de ce problème en estimant l’objet à partir de
toutes les données sauf une. On trouve xˆ(θ ,y[−k]) minimum du critère :
J[−k](x) = ∑
n6=k
|yn− (Ax)n|2 +θ‖Dx‖2 (3.22)
On cherche alors à minimiser une énergie pondérée par des coefficients wk de l’erreur de prédiction en
fonction de θ .
V (θ) = 1
N
N
∑
k=1
w2k(θ)
(
yk−
[
Axˆ
(
θ ,y[−k]
)]
k
)2
(3.23)
avec N le nombre de données. Dans le cas d’un problème linéaire quadratique, on peut montrer que cette
méthode revient à choisir θ comme le minimum de :
v(θ) = N‖(I−B(θ))y‖
2
(trace(I−B(θ)))2
(3.24)
avec B = A
(
AAT +θDDT
)−1
AT (voir [31, 34]).
3.1.6.4 Courbe en L
Dans le cas de problèmes inverses linéaires avec un critère quadratique, on peut utiliser la méthode
de la courbe en L. Il s’agit de tracer en échelle log-log le terme de régularisation en fonction du terme
de vraisemblance quadratique (ou critère des moindres carrés), en faisant varier l’hyperparamètre. La
courbe ainsi tracée a une forme de L. On choisit la valeur de l’hyperparamètre correspondant à l’angle
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de ce L. Les deux parties de la courbe correspondent aux cas où soit le terme de régularisation soit le
terme d’attache aux données est le plus sensible aux variations de l’hyperparamètre θ . L’intersection de
ces deux parties de courbe correspond donc à un bon compromis entre les deux termes du critère (voir
[33, 35]).
θ
‖y−Axˆ(θ)‖2
Φ(Dxˆ(θ))
Figure 3.3 – Illustration schématique de la méthode de la courbe en L
3.2 Méthodes d’optimisation
3.2.1 Méthodes itératives
On a vu dans le cas linéaire gaussien, section 3.1.4, que l’on pouvait définir la solution d’un problème
inverse comme étant le minimum d’une fonction des paramètres que l’on appelle le critère. Dans certains
cas, ce minimum peut être trouvé de manière analytique. Pour des problèmes de taille plus importante,
on doit se contenter d’en chercher une approximation. Dans ce cas, on peut utiliser des méthodes de
gradient. On peut également utiliser l’algorithme EM.
3.2.1.1 Méthodes de gradient
Les méthodes du gradient sont des méthodes de descente du critère selon une direction privilégiée. Le
principe de ces méthodes est de diminuer le critère à chaque itération en descendant selon une direction
privilégiée. Dans le cas le plus simple, on descend selon la plus grande pente au point courant. Dans
d’autres cas, on combine le gradient au point courant et la direction de descente à l’itération précédente.
En particulier, la méthode des gradients conjugués définit une suite de directions de descente qui garantit
l’obtention du minimum au bout d’un nombre fini d’itérations dans le cas quadratique. Sous sa forme
exacte, elle nécessite d’avoir accès au hessien du critère, ce qui est très coûteux. C’est pourquoi il existe
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des approximations de cette méthode qui ne nécessitent pas l’accès au hessien. En plus de la direction
de descente, il faut choisir le pas de descente selon cette direction. On est alors ramené à un problème
d’optimisation selon une seule variable. Dans les cas convexes, il existe un pas optimal qui minimise le
critère restreint à la direction de descente. Mais ce n’est facilement calculable que dans le cas quadratique.
Pour traiter les problèmes linéaires que nous avons à résoudre, nous utilisons une approximation de
la méthode des gradients conjugués que nous allons détailler en annexe II. D’après l’équation 3.11, le
critère s’écrit comme suit :
J(x) = Φ(y−Ax)+θΦ(Dx) (3.25)
Le gradient du critère J s’en déduit simplement :
∂J
∂x
∣∣∣∣
x
=−AT
∂Φ
∂x
∣∣∣∣
y−Ax
+θDT ∂Φ∂x
∣∣∣∣
Dx
(3.26)
Au passage, on peut démontrer ainsi l’équation 3.12 en annulant le gradient de J selon x et en exprimant
x en fonction de y.
Soit x0 le point de départ, xn le point courant et dn la direction de descente à la nie`me itération. La
mise à jour s’écrit :
xn+1 = xn + pndn (3.27)
Il existe différents choix de directions de descente comme décrit en annexe II. Le calcul du pas optimal
pOPT s’y trouve également.
Les méthodes du gradient ne sont pas limitées aux problèmes linéaires. Par contre, on ne peut ga-
rantir la convergence vers le minimum global que dans les cas où le critère est une fonction convexe. Il
n’est même pas forcément nécessaire de connaître le gradient de manière analytique. On peut parfois se
contenter d’approximations numériques du gradient.
3.2.1.2 Algorithme EM
L’algorithme EM pour Espérance Maximisation (Expectation Maximization en anglais) est un algo-
rithme itératif alternant comme son nom l’indique une étape de calcul d’espérance et la maximisation
d’un critère. Le principe de la méthode est de remplacer l’estimation du maximum de vraisemblance
original en étendant la vraisemblance par l’introduction d’une nouvelle variable z. À l’étape k, on définit
les quantités suivantes :
Q(x,xk,y) =
∫
f (z|y,xk) ln f (y,z,x)dz (3.28)
D(x‖xk) =
∫
f (z[y,xk) ln f (z|y,x
k)
f (z|y,x) dz (3.29)
Q(x,xk,y) est l’espérance de ln f (y,z,x) sachant y et xk. D(x‖xk) est la pseudo-distance de
Kullback entre les densités de probabilités f (z|y,xk) et f (z|y,x). On peut montrer que maximiser
Q(x,xk,y) revient à maximiser la vraisemblance. On est donc bien ramené au calcul de l’espérance
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Q(x,xk,y) puis à sa maximisation.
Q(x,xk,y) = E
(
ln f (y,z,x)|y,xk
)
(3.30)
xk+1 = argmax
x
Q(x,xk,y) (3.31)
L’intérêt de cette méthode apparaît dans les cas où il est plus aisé numériquement de calculer ces deux
étapes que de calculer directement le maximum de vraisemblance. Par exemple, on peut être amené à
calculer des hyperparamètres à l’aide de cette méthode.
3.2.2 Échantillonnage
D’autres types de méthodes d’estimation se fondent sur la possibilité d’échantillonner suivant les
distributions de probabilités a priori ou a posteriori. Cela permet de ne pas se limiter à des lois de la
forme e−Φ(x) avec Φ convexe. Si on sait tirer des valeurs de x sous sa loi a posteriori, on peut estimer la
moyenne a posteriori en tirant N échantillons sous cette loi :
xˆ =
∫
x
f (x|y,H )xdx (3.32)
≈
1
N
j=N
∑
j=1
x j (3.33)
avec les x j tirés sous la loi f (x|y,H ).
La difficulté vient du fait que très souvent, on ne sait pas échantillonner directement sous la loi a
posteriori.
C’est pour résoudre ce type de problèmes d’échantillonnage que sont apparues les méthodes dites
de Monte Carlo à Chaîne de Markov (MCMC). Il s’agit de construire une chaîne de Markov dont la
distribution d’équilibre est la distribution souhaitée [41]. Une fois la distribution d’équilibre atteinte, on
utilise les échantillons de la chaîne de Markov afin d’estimer la moyenne a posteriori selon la formule
3.33. Le problème crucial de ce genre de méthode est de déterminer ce qu’on appelle le temps de mélange,
à savoir le temps nécessaire pour avoir une bonne approximation de la distribution a posteriori. En
général, bien que cela dépende de la nature du problème, et en particulier de son caractère non-linéaire,
voire non convexe, il est d’autant plus difficile d’atteindre la distribution d’équilibre que le nombre de
paramètres à estimer est élevé.
Les deux algorithmes de MCMC les plus connus sont l’algorithme de Metropolis-Hastings et l’algo-
rithme de Gibbs qui est un cas particulier du précédent.
3.2.2.1 Algorithme de Hastings-Metropolis
L’algorithme de Hastings-Metropolis est un algorithme de type acceptation-rejet qui permet de construire
une chaîne de Markov tendant vers la distribution f (x) à la seule condition que l’on puisse calculer f (x)
à une constante multiplicatrice près. Pour ce faire, on choisit une fonction de proposition g(xn+1|xn)
que l’on sait échantillonner. À l’étape n, on tire un échantillon proposé xp selon la loi g(xp|xn). On tire
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également un nombre c sur [0,1] suivant une loi uniforme. L’échantillon proposé est retenu si l’inégalité
de l’équation 3.34 est vérifiée.
c <
f (xp)g(xn|xp)
f (xn)g(xp|xn) (3.34)
On voit que seuls des rapports de lois de probabilités interviennent. Cela permet de s’affranchir des
problèmes de calcul des constantes de normalisation qui sont fréquents dans l’approche bayésienne.
Le choix de la fonction de proposition est critique dans l’algorithme de Metropolis-Hastings. En
effet, le temps de calcul est proportionnel à la proportion de rejet. Idéalement, on utilisera une fonction
de proposition dont la forme est la plus proche possible de la fonction que l’on cherche à échantillonner.
Ce problème est d’autant plus important que la dimension de l’espace des solutions est grand.
3.2.2.2 Algorithme de Gibbs
L’algorithme d’échantillonnage de Gibbs se fonde sur la constatation qu’il est souvent plus simple
d’échantillonner sous une loi conditionnelle que sous une loi jointe. Par exemple dans des cas d’estima-
tion des hyperparamètres, il peut être intéressant d’échantillonner alternativement sous les paramètres,
conditionnellement aux hyperparamètres : ( f (x|θ ,y,M )) puis inversement : ( f (θ |x,y,M )) plutôt que
d’échantillonner directement sous la loi jointe f (x,θ |y,M ).
On suppose que l’on peut tirer sous les lois conditionnelles de chaque variable. On peut alors montrer
qu’en répétant les étapes suivantes, on obtient bien une chaîne de Markov de loi invariante f (x) (voir
[49] et [29]) :
– On choisit l’indice i du sous-ensemble de paramètres à échantillonner
– On tire une nouvelle valeur de xi sous la loi f (xi|x1, ...,xi−1,xi+1, ...,xn).
Le choix de i peut se faire de manière cyclique ou aléatoire à la condition que tous les indices soient
parcourus. On voit qu’il n’est pas nécessaire de connaître la loi jointe pour pouvoir appliquer l’algorithme
de Gibbs.
3.2.2.3 Échantillonnage de lois multinormales
Même pour une loi normale Nµ,Σ, il peut s’avérer problématique d’obtenir des échantillons dans le
cas de problèmes de très grande taille. Selon la méthode classique, on cherche à décomposer la matrice
de covariance Σ selon la décomposition de Cholesky.
Σ = CT C =
(
MT M +θDT D
)−1 (3.35)
On sait par ailleurs échantillonner un vecteur x sous une loi normale indépendante centrée de variance
unitaire. On peut obtenir un vecteur y sous la loi normale Nµ,Σ simplement en calculant :
y = CT x+ µ (3.36)
La décomposition de Cholesky, associée à l’inversion de la matrice, a un coût calculatoire typique de n33 ,
avec n la taille de la matrice de covariance. C’est rhédibitoire dans le cas de matrices de grande taille.
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Il existe une autre méthode pour échantillonner sous une loi multinormale. On a vu que l’on sait
obtenir la moyenne d’une loi multinormale par minimisation itérative d’un critère quadratique. On peut
montrer qu’en perturbant ce critère par l’ajout d’une variable échantillonnée sous une loi multinormale
bien choisie, le minimum du nouveau critère ainsi réalisé est un échantillon de notre loi Nµ,Σ initiale
(voir [23]). L’intérêt vient du fait que la loi multinormale de la perturbation peut être beaucoup plus
simplement échantillonnée dans les cas pratiques.
3.3 Méthodes de tomographie
La tomographie est un problème inverse dans lequel on cherche à reconstruire un objet à partir de
mesures issues de l’intégration de cet objet selon une dimension. Dans le cas de la tomographie solaire,
on cherche ainsi à reconstruire une carte d’émission ou de densité électronique à partir des mesures
d’intensité lumineuse. En raison de la linéarité de l’intégration, ce problème est un problème linéaire
(à condition de négliger certains effets physiques tels que le caractère optiquement épais de certaines
structures par exemple). On est alors ramené à un problème d’inversion linéaire. Si on choisit un modèle
de bruit gaussien, on peut donc immédiatement appliquer les résultats vus précédemment section 3.1.4.
Historiquement, cependant, c’est plutôt une approche analytique qui a prédominé. Dans ces ap-
proches, on considère le problème de manière continue et on cherche à inverser l’opérateur de projection
de manière analytique. Ces méthodes ont le grand avantage d’être moins coûteuses en temps de calcul.
Par contre, elles sont moins facilement adaptables à des configurations diverses. Dans cette partie, nous
allons voir les méthodes de rétroprojection filtrée appliquées à des géométries parallèles et divergentes.
3.3.1 Rétroprojection filtrée
Dans le cas d’une géométrie parallèle, il existe des formules analytiques qui permettent de trouver
x(M) connaissant y de manière continue ; en particulier l’inversion de la transformée de Radon [40, 46]
ou la transformée en rayons X pour le cas tridimensionnel. Comme il est impossible d’avoir un nombre
infini de mesures, on discrétise en général ces transformées. On peut également discrétiser l’équation
2.14 et inverser les transformées de Radon ou en rayons X de manière discrète. De plus, dans ce cas, on
peut se ramener facilement à des sous-problèmes à deux dimensions car les pixels ne traversent qu’une
seule couche de voxels.
Considérons le cas à deux dimensions en géométrie parallèle. Il faut reprendre l’équation 2.16. Les
pixels de l’image ne sont pas à pas angulaire constant mais à pas constant en longueur. On peut caracté-
riser chaque ligne de visée par son paramètre d’impact ρ et la longitude du détecteur α . Si on note u0 le
vecteur normé (cosα,sinα) et u0,⊥ le vecteur orthonormal à u0, on a :
y(ρ,α) = R(x(r)) (3.37)
y(ρ,α) =
∫
a
x(asinα +ρ cosα,−acosα +ρ sinα)da
=
∫
a
x
(
ρu0 +au0,⊥
)
da (3.38)
y est alors la transformée de Radon à deux dimensions de x. L’opérateur adjoint de la transformée de
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Radon (la rétroprojection) s’écrit :
x(r) = R♯ (y(α,ρ)) (3.39)
x(r) =
∫
α
y
(
α,u0,⊥.r
)
dα (3.40)
où r est le vecteur du point courant de l’espace. Remarquons que, contrairement au cas de la transformée
de Fourier, x n’est pas égale à x, car l’opérateur adjoint de la transformée de Radon R♯ n’est pas l’inverse
de la transformée de Radon R−1.
Si F est un filtre rampe (c’est-à-dire que la transformée de Fourier de F est la valeur absolue de la
fréquence spatiale), on peut montrer que l’on a (voir [40]) :
x =
1
4pi
R♯Fy =
1
4pi
R♯FRx (3.41)
avec
Fy =
∫
R
y˜(α,νρ)|νρ |e2ipiνρ dνρ (3.42)
où y˜ est la transformée de Fourier de y selon la dimension spatiale. On a ainsi une formule analytique de
la transformée de Radon.
Il s’agit d’une rétroprojection filtrée car on applique le filtre F et l’opérateur adjoint R♯, qui est une
rétroprojection. La démonstration de l’équation 3.41 se fait dans le domaine de Fourier. Il s’agit d’ap-
pliquer un changement de variable et d’appliquer le théorème coupe-projection. Ce théorème établit
l’égalité entre la transformée de Fourier de la transformée de Radon de x selon l’angle α et la coupe de
la transformée de Fourier de x selon la droite définie par α .
3.3.2 Cas divergent
Il existe différentes configurations divergentes possibles en fonction de la géométrie du champ de vue.
Par exemple, dans un cas tridimensionnel, on peut avoir une géométrie divergente à pas angulaire constant
selon une dimension et parallèle selon l’autre dimension. Dans le cas des imageurs EIT et EUVI, on a
une configuration conique où le pas angulaire entre les pixels est constant suivant les deux dimensions de
l’image. Le cas des coronographes est compliqué par la présence de l’occulteur au centre du champ mais
surtout par la présence de distorsion en bord de champ. Dans ce dernier cas, il est plus délicat d’obtenir
une inversion analytique, puisque la discrétisation de la formule continue se fait selon un pas constant. Par
contre dans un cas tridimensionnel conique tel que celui de EIT, on peut avoir une formule d’inversion.
De plus, on obtient des conditions nécessaires sur la trajectoire du satellite pour pouvoir reconstruire.
3.3.3 Discussion
En géométrie parallèle, l’inversion dans le cas d’un problème à trois dimensions peut se ramener à
la résolution d’un empilement de problèmes à deux dimensions. Dans le cas de la tomographie solaire,
ce n’est pas nécessairement le cas car les satellites d’observation ne sont pas toujours dans un plan
perpendiculaire à l’axe de rotation du Soleil.
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Il est à noter que lorsque l’on discrétise la formule 3.41, on le fait généralement avec un pas angulaire
constant en longitude. En particulier, si on cherche à utiliser les données SoHO pour reconstruire la
couronne par tomographie rotationnelle, il faut faire attention à bien choisir les données de sorte qu’elles
soient réparties de manière uniforme en longitude. On peut également tenir compte de la répartition non
uniforme en pondérant les différentes images en fonction de leur écart.
L’approche analytique permet d’établir un certain nombre de conditions sur les données afin d’obtenir
une bonne reconstruction. On sait ainsi qu’en géométrie parallèle, il faut au moins une demi-rotation au-
tour de l’objet pour avoir toutes les données nécessaires. On peut montrer que dans le cas d’une géométrie
conique, il faut parcourir un angle supplémentaire, correspondant à la conicité du champ.
3.4 Tomographie solaire
Les premières méthodes de reconstruction tomographique de la couronne solaire utilisaient une mo-
délisation paramétrique simple de la couronne, mettant l’accent sur l’analyse physique des phénomènes
(section 3.4.1). Sont apparues par la suite des méthodes de traitement du signal plus sophistiquées per-
mettant de reconstruire un ensemble de voxels de la couronne en imposant la positivité, et en introduisant
des a priori non linéaires afin de modéliser finement les données aberrantes (section 3.4.2). D’autres ont
développé des approches permettant de prendre en compte des mesures du champ magnétique dans les
reconstructions (section 3.4.3). Plus récemment sont apparues des tentatives d’affiner les méthodes pour
la reconstruction d’objets spécifiques de la couronne, revenant à une approche paramétrée du problème
(section 3.4.4).
3.4.1 Reconstructions via paramétrisation
Van de Hulst a publié dès 1950 une méthode permettant une reconstruction de la couronne solaire
à l’aide d’images au sol prises durant des éclipses totales du Soleil [54]. Il ne dispose donc que de très
peu de points de vue sur la couronne et à différents moments du cycle d’activité solaire. Le manque de
données qui en découle impose de faire une hypothèse très forte de symétrie, du type symétrie sphérique.
Cela permet également de mener tous les calculs de manière analytique. Il choisit de faire l’hypothèse de
symétrie sphérique en distinguant toutefois les pôles des régions équatoriales.
Les observations sont d’abord réduites à une expression de la forme :
i(d) = ∑
j
a jds( j) (3.43)
avec seulement trois termes s( j) ∈ {17;7;2,5}. d est le rayon d’un cercle d’une image d’éclipse. Les
a j sont ajustés à l’aide des données. En effet, la symétrie sphérique implique une symétrie circulaire
des données. Cette symétrie circulaire étant également paramétrée en une loi de puissance, on réduit
finalement une image à seulement trois valeurs. Puisque il s’agit d’images dans le visible, il faut une
méthode de séparation de la couronne F et de la couronne K. Elle est longuement développée dans
l’article [54]. Il y a une expression de ce type pour les zones équatoriales en période de maximum et de
minimum, les pôles et la couronne F. Après avoir dérivé de manière analytique la densité électronique, il
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donne les résultats correspondant à ses mesures pour 12 valeurs de ne(r), avec r la distance au centre du
Soleil en période de minimum et en période de maximum, à l’équateur et aux pôles.
Discussion
Il est évident qu’à l’époque de cet article, on ne disposait pas des moyens informatiques permet-
tant de traiter un grand nombre de données. C’est ce qui conduit l’auteur à se tourner vers un modèle
paramétrique et à réduire les données à quelques paramètres. Malgré tout, il apporte une analyse de la
séparation du signal entre deux types de couronnes, encore utilisée aujourd’hui. De plus, comme nous
le verrons par la suite l’emploi de modèles paramétriques a toujours sa pertinence actuellement dans les
cas où l’on dispose de très peu de données. On peut vouloir contraindre de manière forte les solutions de
reconstructions possibles. Les méthodes paramétriques nous apportent cette possibilité.
Van de Hulst mène tous les calculs de manière analytique. Mais ce n’est possible qu’en raison de
la simplicité de son modèle. En particulier les hypothèses de symétrie ne sont pas réalistes. Si on veut
s’affranchir de ces hypothèses, il faut utiliser des méthodes informatiques. Mais il reste toujours vrai que
plus il est possible de mener loin les calculs analytiques, plus le coût calculatoire sera réduit par la suite.
3.4.2 Reconstruction positive, robuste et régularisée
Frazin a développé une méthode de reconstruction tridimensionnelle de la couronne solaire en discré-
tisant le volume reconstruit par des voxels [24, 26]. Les données utilisées sont des images LASCO C2 en
lumière polarisée. On dispose d’une image par jour soit environ 13 images pour une demi-rotation. L’es-
pace reconstruit est discrétisé en voxels à pas constant en coordonnées cylindriques. Toute la couronne
est incluse dans un cylindre découpé en 64 zones radialement, 30 angulairement et 130 selon l’axe. On
a un modèle direct linéaire du type de l’équation 2.20 : i = Zne. Frazin choisit de remplacer la modéli-
sation du bruit et de l’a priori gaussien, par une norme L2L1 (section 3.1.5). Le modèle est défini tel que
la solution doit être nécessairement positive en tous points. Le modèle de Frazin est résumé dans cette
équation :
n̂e = argmin
ne>0
Φ(i−Zne)+θΦ(Dne) (3.44)
où la matrice D est une matrice favorisant un a priori de douceur, séparée en trois composantes selon
des coordonnées sphériques.
Contrairement à notre approche, ce n’est pas l’opération de projection qui est calculée mais la matrice
est stockée pendant l’optimisation en utilisant sa propriété de parcimonie (peu d’éléments non nuls). Cela
limite la taille des problèmes traités. Afin de pouvoir imposer la positivité de manière simple, l’algorithme
de minimisation utilisé est un algorithme de descente de manière cyclique sur les variables. Les valeurs
négatives sont remplacées par des zéros à chaque itération.
L’hyperparamètre θ est estimé par validation croisée. Par contre les δ des fonctions de Huber ne sont
pas estimés automatiquement. La figure 3.4 illustre un résultat obtenu par cette méthode.
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Figure 3.4 – Reconstruction par la méthode de Frazin [26]. Il s’agit de deux coupes du cylindre reconstruit
à rayon constant. Il est intéressant de voir de larges régions de densité nulle à côté des régions les plus
intenses.
Discussion
Frazin présente pour la première fois en tomographie solaire une méthode qui permet de tenir compte
de la présence de données aberrantes dans les données. En effet, on a vu que les imageurs pouvaient être
frappés par des particules chargées qui induisent des valeurs beaucoup trop grandes sur le CCD. Il arrive
à ce résultat grâce à l’introduction d’une norme non quadratique sur la vraisemblance.
L’utilisation de cette même norme sur l’a priori favorise les solutions douces par morceaux. En effet,
le fait d’avoir une norme L1 sur les grandes valeurs fait qu’elles sont moins fortement pénalisées. Notons
que les paramètres des normes L2L1 ne sont pas estimés.
Il est intéressant de recourir à une contrainte de positivité mais doit-on s’en contenter ? Ce problème
est lié à un problème de cohérence des données. Dans des cas de tomographie classique, on sait en
général que la somme des intensités de chaque pixel est constante d’une projection à l’autre. Cela est
vrai à la condition que l’objet n’ait pas varié d’une projection à l’autre et que tout l’objet soit compris
dans le champ de vue. Or on peut facilement observer que ce n’est pas le cas dans les images de la
couronne. On observe également ce phénomène pour les plumes polaires qui, elles, sont situées au-
dessus du disque. Dans ce cas, cet effet vient nécessairement d’une modification de l’objet. C’est un
moyen de savoir qu’il y a évolution temporelle des plumes polaires durant le temps d’acquisition des
données. Pour ce qui est des reconstructions tomographiques, cette évolution temporelle peut avoir des
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effets importants. Si on n’en tient pas compte, l’apparition et la disparition de structures intenses dans le
champ ne peut s’expliquer que par la présence de valeurs négatives dans la carte reconstruite. Ce n’est
pas physiquement plausible. Mais imposer des valeurs positives sur la carte reconstruite ne résout pas ce
problème fondamental d’incohérence entre les données et le modèle. Il est plus satifaisant de chercher
à modéliser l’évolution temporelle des structures. Ainsi, il est envisageable que les grandes zones à
zéro présentées dans les reconstructions de l’article [26] soient des artefacts de reconstruction. Il est
à noter que la contribution de cet article est essentiellement d’ordre méthodologique. Une reconstruction
tridimensionnelle de la couronne solaire à l’aide de données coronographiques a déjà été développée par
Zidowitz [56] en 1997.
3.4.3 Reconstruction du champ magnétique
Figure 3.5 – Exemple de reconstruction de la couronne solaire avec un terme de régularisation défini
par un modèle de champ magnétique. Les structures de densité visibles dans la reconstruction sont des
empreintes du champ magnétique dipolaire supposé. Cette figure illustre uniquement l’apport de l’infor-
mation issue du champ magnétique, aucune donnée n’étant utilisée pour l’étape de tomographie. [55]
Une autre approche développée par Wiegelmann et Inhester est de reconstruire de manière conjointe
le champ magnétique et la densité électronique de la couronne [55]. Pour cela, il faut faire appel à des
mesures du champ magnétique en plus des mesures de la densité par les coronographes. Il faut égale-
ment un modèle physique liant le champ magnétique et la densité électronique, par exemple la magnéto-
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hydrostatique (MHS) :
~j ∧~b− ~grad p−n ~grad v = ~0 (3.45)
~rot~b = µ0~j (3.46)
div~b = 0 (3.47)
où b est le champ magnétique, j est la densité de courant, v est le potentiel gravitationnel du Soleil, n
est la densité du plasma, p est la pression du plasma, et µ0 est la perméabilité magnétique du vide. ∧ est
le produit vectoriel, ~grad est le gradient, ~rot est le rotationnel et div est la divergence.
Si l’équation 3.47 est vérifiée, on doit avoir l’annulation du critère suivant qui vient en remplaçant le
courant dans la première équation à l’aide de la deuxième :
J(~b) =
∥∥∥( ~rot~b)∧~b−µ0 ~grad p−µ0n ~grad v∥∥∥2 +θ ∥∥∥div~b∥∥∥2 (3.48)
Le champ magnétique est mesuré à la surface de la photosphère. Par contre c’est un paramètre in-
connu dans la couronne. En ce sens, il s’agit d’un problème d’extrapolation dans tout le volume à partir
de mesures de surface. Même si on suppose connues la pression et la densité du plasma, on a affaire à un
modèle non-linéaire difficile à résoudre. Si on ajoute les mesures des coronographes, on a une informa-
tion qui nous permet de reconstruire la densité du plasma. On peut également connaître la pression via
l’équation des gaz parfaits si on suppose un modèle de température de la couronne car on s’est placé dans
un modèle hydrostatique.
n = kne (3.49)
p = k′tne (3.50)
où k et k′ sont des constantes et t est la température. On fait le produit terme à terme des vecteurs de
température et de densité. Le critère défini dans l’équation 3.48 devient :
J(~b,ne) =
∥∥∥( ~rot~b)∧~b−µ0k′ ~grad tne−µ0kne ~grad v∥∥∥2 +θ1∥∥∥div~b∥∥∥2 +θ2 ‖i−Zne‖2 (3.51)
où cette fois on cherche également ne. D’un point de vue bayésien, le dernier terme de ce critère est
issu de la vraisemblance de ne sachant~b ( − log f (ne|~b,i,H ) = ‖i−Zne‖
2
2σ2n
). Le critère global est non
linéaire. Si on suppose~b connu, on retombe sur un problème de reconstruction de la densité électronique
avec un a priori particulier issu du modèle physique de la MHS (équation 3.47). De plus, le critère
correspond encore à un modèle linéaire gaussien selon ne. C’est pourquoi on peut envisager d’opérer
une minimisation alternée entre~b et ne sur le critère défini à l’équation 3.51. Une telle minimisation est
suggérée dans [55] sans être effectivement mise en œuvre.
La figure 3.5 présente un exemple de reconstruction tomographique de la couronne solaire dans le
cas où l’on choisit un terme de régularisation en fonction d’un modèle de champ magnétique. Dans ce
cas, les structures de densité ont tendance à suivre les lignes de champ magnétique. Cette figure illustre
uniquement le terme lié au champ magnétique, du bruit ayant été utilisé pour remplacer les données de
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type coronographique dans l’étape de tomographie.
Discussion
Cet article présente une démarche intéressante incluant à la fois un modèle physique contraignant
et une inversion à l’aide de différents types de données afin de tenter de reconstruire à la fois le champ
magnétique et la densité électronique du plasma. Cette démarche est très ambitieuse et très prometteuse.
En effet, étant confronté, en raison de l’évolution temporelle, à un manque de données pour les recons-
tructions tomographiques, on peut imaginer qu’utiliser d’autres sources de données pourra améliorer les
résultats. De même, devant la difficulté de mesurer le champ magnétique dans la couronne, on espère que
la connaissance de la structure du plasma facilite l’extrapolation du champ magnétique. Le lien entre ces
quantités se fait nécessairement à l’aide d’un modèle physique que l’on espère le plus réaliste possible.
Il s’agit ensuite d’un compromis entre réalisme et coût calculatoire.
On peut s’étonner du choix de la MHS comme modèle physique. On sait que la couronne ne suit pas
ce modèle. Ce choix a problablement été dicté par la nécessité de simplifier au maximum les équations. Il
évacue l’évolution temporelle des variables d’intérêt. C’est dommage car il s’agit sans doute de la source
principale de problèmes dans les reconstructions tomographiques.
Un autre problème est le faible nombre de données pour l’extrapolation du champ magnétique dans
tout le volume. On peut se demander s’il n’y a pas propagation des erreurs de mesure. Dans ce cas, il
serait intéressant d’introduire également un a priori sur le champ magnétique.
La présence d’un terme de température dans l’équation 3.51 implique qu’il faille choisir un modèle de
température dans la couronne ou tenter de l’estimer conjointement. Dans le premier cas, celui considéré
dans l’article, on est confronté au fait qu’un modèle de température n’est probablement pas très réaliste
car la répartition de température est mal connue. Dans le second cas, on introduit des variables supplé-
mentaires. On est encore en présence d’un déficit de données par rapport à la quantité d’inconnues. Pour
pouvoir estimer également la température, il faudrait disposer d’une information spectroscopique sur le
plasma. Ce n’est pas possible avec les images des coronographes, par contre c’est envisageable avec les
données de type EIT ou avec des spectrocoronographes.
Les auteurs suggèrent que l’on puisse minimiser de manière alternée le critère joint sur le champ
magnétique et la densité électronique. Le coût calculatoire de cette démarche est peut-être encore trop
grand pour les capacités actuelles.
3.4.4 Reconstruction de CME
Il est également envisageable de s’orienter vers la spécialisation des méthodes pour la reconstruction
d’un type particulier de structure observable dans la couronne. Par exemple, Thernisien et al. se sont
attachés à reconstruire des CME selon un modèle particulier à l’aide de seulement une ou deux images
de coronographes SoHO ou STEREO [52, 53].
Différents modèles sont possibles pour les CME. Les auteurs choisissent un modèle en tube de flux.
Le tube a une forme de croissant évidé, le plasma étant concentré à la surface. Ce modèle est paramétré
par une douzaine de variables. La méthode d’estimation est semi-automatique, laissant à l’utilisateur pour
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Figure 3.6 – Exemples de reconstructions de CME à l’aide de données LASCO selon la méthode pa-
ramétrant un modèle de tubes de flux. [53] Il n’y a qu’une image de données par reconstruction. Les
reconstructions obtenues sont projetées selon la même direction que les données afin de les comparer.
certains paramètres le choix d’un point de départ d’un algorithme itératif de type Powell. Le gradient est
approché de manière numérique.
La figure 3.6 présente des exemples de reconstruction de différentes CME vues par LASCO. Malgré
le peu de données disponibles, les reconstructions semblent bien correspondre aux données.
Discussion
Les CME étant des structures évoluant très rapidement, on dispose de très peu d’images pour chaque
CME. Dans le cas de LASCO, on ne dispose que d’une image à un instant donné, deux dans le cas
des coronographes de STEREO. Il faut donc soit tenir compte d’une évolution temporelle forte, soit se
contenter de un, deux ou trois points de vue. Si l’on se contente de ces quelques points de vue, il faut
une contrainte forte dans le modèle permettant de reconstruire malgré le peu de données. Une manière
d’introduire cette contrainte est de paramétrer la solution. C’est l’approche de Thernissien et al..
L’article fait la preuve que dans de nombreux cas, on peut avoir une reconstruction satisfaisante des
CME à l’aide d’un modèle avec un nombre de paramètres assez faible. Il montre également les limites de
cette paramétrisation, par exemple lorsque la CME interagit avec d’autres objets de la couronne.
L’article ne met pas l’accent sur la méthode d’optimisation. On pourrait tout à fait envisager de rendre
la méthode plus automatique en estimant tous les paramètres. En raison du caractère fortement non li-
néaire du problème, il faut considérer des algorithmes d’échantillonage de type MCMC. L’échantillon-
nage d’une densité de probabilité de dimension douze est envisageable.
Malheureusement, cette méthode ne peut pas exclure l’hypothèse que d’autres modèles de CME
pourraient tout aussi bien correspondre aux données disponibles. On pourrait envisager de mettre en
concurrence différents modèles paramétriques, voire même de construire un algorithme déterminant de
manière automatique le modèle adéquat pour chaque jeu de données.
Une autre question est la détection algorithmique de la présence ou de l’absence de CME dans le
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champ d’une image. Cette question n’est pas abordée dans l’article. On peut envisager de tester la pré-
sence d’une CME indépendamment à l’aide par exemple de différences d’images. Une méthode plus
robuste serait peut-être de développer un algorithme de choix de modèle dans lequel l’absence de CME
serait un modèle possible.
3.5 Conclusion
Cette étude de l’état de l’art nous montre que la reconstruction de la couronne est un problème com-
plexe. Des approches variées sont mises en œuvre pour chercher à le résoudre. Ces approches utilisent
des méthodes parfois sophistiquées de traitement du signal, parfois des méthodes plus simples.
Mais très peu d’études se sont attachées à la résolution du problème fondamental de l’évolution
temporelle. Frazin propose une méthode fondée sur la douceur temporelle en se limitant à des tests sur
simulations [25].
Aucune étude n’a non plus été réalisée sur l’utilisation de données d’imageurs EUV pour la tomo-
graphie solaire. L’étude des images de coronographes est privilégiée. En effet, l’utilisation de données de
coronographes est plus simple par différents aspects. L’évolution temporelle est moindre et les données
dépendent linéairement de la densité électronique. En revanche, ces données ne donnent pas accès aux
structures proches de la photosphère. Elles ne permettent pas non plus de remonter à une information sur
la température du plasma à moins de faire l’hypothèse que la couronne se comporte comme un plasma
magnéto-hydrostatique. Au altitudes mesurées par les coronographes, l’approximation statique peut s’en-
visager. Dans ce cas, on peut remonter à la température sachant la densité en fonction de l’altitude.
Désormais, les données de STEREO sont disponibles. Il est donc intéressant d’essayer de tirer parti de
cette information supplémentaire. Notamment, la présence de trois points de vue simultanés est cruciale
dans les reconstructions avec évolution temporelle. Or jusqu’à présent aucune étude ne prenait en compte
à la fois la présence de ces trois points de vue et l’évolution temporelle. Les études avec STEREO ([52,
53]) utilisent une approche paramétrée avec seulement les deux prises de vue instantanées de STEREO ;
ou une approche par stéréoscopie.
L’utilisation de données satellitaires pour la reconstruction tomographique présente des spécificités
qui sont très peu étudiées. En particulier, la trajectoire des satellites n’est pas optimisée pour ce type de
reconstruction.
Toutes ces remarques montrent qu’il est important de réaliser une étude précise de la modélisation
du problème de la tomographie de la couronne. C’est pourquoi nous avons voulu étudier les paramètres
géométriques de la couronne solaire et les effets instrumentaux pouvant éventuellement altérer les re-
constructions. Cette étude nous permettra de ne pas nous limiter à une étude théorique sur des données
simulées mais d’ utiliser les données mesurées au cours des missions SOHO et STEREO. L’étude sur
simulation est un outil nous permettant de nous confronter aux données mesurées.
Une autre direction de ce travail a été de prendre en compte, de manière simple, un modèle des objets
reconstruits. Nous nous sommes particulièrement intéressés aux plumes polaires. La modélisation de
leur évolution temporelle permet d’améliorer les reconstructions de la couronne aux pôles de manière
significative mais aussi d’avoir une estimation de l’évolution temporelle des plumes.
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CHAPITRE 4
ANALYSE DU PROBLÈME SUPPOSÉ STATIQUE
Une des particularités de la tomographie solaire est que la configuration géométrique d’acquisition
des données ne correspond pas à une configuration optimale pour une reconstruction tomographique.
La trajectoire des satellites est déterminée par les contraintes des vols spatiaux. On dispose de très peu
d’études sur l’influence que peut avoir cette configuration géométrique sur la qualité des résultats recons-
truits. La seule étude en tomographie solaire a été réalisée par Frazin [27]. Elle porte uniquement sur le
nombre optimal d’images nécessaires à la reconstruction. Mais il existe d’autres paramètres à prendre en
compte.
En raison de la trajectoire des satellites, la direction d’observation n’est en général pas orthogonale à
l’axe de rotation du Soleil (angle B0). Les axes de la projection ne sont pas nécessairement orientés selon
l’axe de rotation du Soleil. Les données mesurées ne le sont pas nécessairement à intervalles de temps
égaux. Il y a aussi des effets instrumentaux, comme la présence de lumière diffusée dans EIT. Pour tester
l’influence des paramètres géométriques et instrumentaux sur la reconstruction, nous avons réalisé des
données simuléees de manière réaliste (section 4.2.3).
Dans cette étude, nous avons mis l’accent sur les reconstructions aux pôles car c’est dans ces zone
que l’on peut observer les plumes (section 6.1.3). L’effet de certains paramètres peut y être plus grand,
notamment l’effet dû à l’angle B0. Les données employées sont des données EUV (section 2.1.1) ou des
données simulées imitant les données EUV.
Pour les reconstructions, nous avons employé un algorithme de reconstruction que nous décrivons
dans la section 4.1. L’emploi de l’algorithme de Siddon, conjointement au fait que la matrice de projection
n’est jamais stockée, nous permet de reconstruire des cubes plus grands ou avec une meilleure résolution
que dans le cas où la matrice de projection est stockée en mémoire. Cet algorithme peut servir à la
reconstruction à l’aide de données EUV ou de lumière visible. Nous présentons dans la section 4.3 des
exemples de telles reconstructions.
4.1 Méthode de reconstruction
Nous avons décrit le modèle direct des imageurs EUV de manière linéaire (section 2.2), si bien que
l’on peut écrire :
i = He (4.1)
On utilise, de manière classique, une modélisation gaussienne du bruit et un a priori de douceur gaussien.
On choisit l’a priori de douceur comme étant la matrice de différence finie selon chaque axe d’un repère
cartésien. On est alors ramené à la minimisation d’un critère quadratique (voir section 3.1.4).
eˆ = argmin
e
J(e) = argmin
e
‖i−He‖2 +θex‖Dexe‖2 +θey‖Deye‖2 +θez‖Deze‖2 (4.2)
où l’on distingue un hyperparamètre θe pour chaque dimension spatiale du cube reconstruit. Dex , Dey et
Dez sont les matrices de différences finies du premier ordre selon chaque dimension. La distinction entre
ces directions spatiales est faite essentiellement pour la raison pratique que la taille des voxels peut ne
pas être la même selon chaque dimension. On ajuste donc les hyperparamètres par rapport à la taille des
pixels. On peut également vouloir imposer une douceur légèrement plus forte selon la direction z afin de
tenir compte du fait que les plumes ont une forme allongée.
On a vu section 3.1.4 que les méthodes de gradient sont appropriées pour la résolution de ce type
de problème. Tous les résultats présentés dans ce chapitre ont été obtenus en utilisant la méthode de
Polak-Ribière, une approximation du gradient conjugué dans le cas quadratique (voir annexe II).
L’arrêt des itérations se fait à convergence en utilisant un seuil sur le rapport entre la moyenne des
valeurs absolues des éléments du gradient. Le seuil S0 est normalisé de sorte qu’il soit indépendant
du problème. Notamment, un sous-échantillonnage des données, un changement de taille du cube de
reconstruction ou la variation des données à un facteur multiplicatif global près ne change pas le seuil.
S = S0
pθ pφ d
(xmax− xmin)(ymax− ymin)(zmax− zmin) ∑j i j (4.3)
où pθ et pφ donnent la taille d’un pixel des données, d est la distance entre le satellite et le centre du
Soleil, xmin, xmax, ymin, ymax, zmin et zmax définissent la taille et la position du cube reconstruit. On somme
sur tous les pixels j d’une projection it .
On arrête les itérations lorsque :
1
3
k+2
∑
j=k
pOPTj
∥∥∇J j∥∥< S (4.4)
Le fait de prendre la moyenne sur trois itérations successives permet d’amoindrir les phénomèmes d’os-
cillation de la valeur du gradient qui peuvent se produire dans ce genre d’algorithme.
L’algorithme implémenté est donc la succession des étapes suivantes :
e0 = 0
Tant que 13
k+2
∑
j=k
pOPTj
∥∥∇J j∥∥> S
∇Jk+1 =−2HT (i−Hek)+2θexDTexDexek +2θeyDTeyDeyek +2θezDTezDezek
Si k = 0
dk+1 = ∇Jk+1
Sinon
bk+1 =
∇JTk+1∇Jk
‖∇Jk‖2
dk+1 = dk +bk+1∇Jk+1
Fin
pOPTk+1 =−
1
2
dTk+1∇Jk
‖Hdk+1‖2+θx‖Dxdk+1‖2+θy‖Dydk+1‖2+θz‖Dzdk+1‖2
ek+1 = ek + pOPTk+1dk+1
Fin
avec gk la valeur du gradient à l’étape k et dk les direction de descente approchant les directions de
descente conjuguées. En particulier, on voit qu’il faut faire une projection H et une rétroprojection HT
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à chaque itération. Si on veut également connaître la valeure du critère, on doit effectuer une projection
supplémentaire. Ces opérations sont les plus coûteuses de l’algorithme et déterminent le temps de calcul.
Les hyperparamètres sont choisis de manière empirique. Nous avons effectué des tests sur simula-
tions avec différents hyperparamètres dans les conditions géométriques usuelles et un niveau de bruit
semblable à celui des données mesurées. On a ainsi pu comparer les résultats obtenus avec l’objet simulé
et choisir le jeu d’hyperparamètres le mieux adapté. Cela nous a permis d’avoir un jeu d’hyperparamètres
adapté sans avoir à utiliser une méthode plus lourde de reconstruction prenant en compte l’estimation des
hyperparamètres parmi les méthodes existantes (voir section 3.1.6)
4.2 Configuration d’acquisition des données
Cette section présente une étude sur simulation à l’aide de données réalistes de l’influence de diffé-
rents paramètres (géométriques ou physiques) d’acquisition des données sur la qualité des résultats de
reconstruction tomographique. Nous présentons tout d’abord les paramètres les plus importants venant
affecter la reconstruction tomographique de la couronne. Nous verrons ensuite comment nous avons si-
mulé les données servant à réaliser cette étude. Puis nous présenterons les résultats obtenus en faisant
varier chaque paramètre.
4.2.1 Taille du problème
L’analyse des paramètres pouvant influer sur la qualité des reconstructions a été faite sur des cubes de
reconstruction de grande taille comme présenté dans le tableau 4.1. Dans ce cas, on reconstruit des cubes
de 3 millions de voxels à l’aide de données issues de 60 images comportant en tout environ 10 millions
de pixels. On limite le nombre de pixels des données en tronquant les images pour ne garder que la partie
utile ; c’est-à-dire les pixels dont les lignes de visée traversent effectivement le cube. Malgré cela, le
premier reste de très grande dimension. La taille de la matrice H est le produit de la taille des données
et de la taille du cube de reconstruction. Cela revient dans cet exemple à environ 1 Po de données. Si
l’on tient compte du caractère creux de la matrice, on peut ramener la quantité de mémoire nécessaire à
plus de 100 Go de données. Cela est encore trop grand pour pouvoir être mis en œuvre sur les machines
courantes actuelles. La solution consiste à ne jamais garder en mémoire la matrice H du problème direct
mais à n’utiliser que le résultat du produit de cette matrice par le cube objet. Inversement, dans le cas
de la rétroprojection, on ne garde que le résultat du produit par la matrice HT . Dans ce cas, la mémoire
requise est typiquement ramenée à 100 Mo. On a pu reconstruire des cubes 128×128×128 à l’aide de 80
images 1024×1024. Il faut alors environ 800 Mo de mémoire vive disponible.
dx dy dz nx ny nz xmin ymin zmin
3 3 0.9 256 256 48 -1.5 -1.5 -1.6
Tableau 4.1 – Géométrie des cubes de reconstruction servant à tester les différents paramètres d’acquis-
tion des données où dx, dy, dz sont les longueurs des côtés du cube, nx, ny, nz sont le nombre de voxels
selon chaque dimension, et xmin, ymin, zmin sont les positions du premier voxel du cube dans le référen-
tiel de Carrington lié au Soleil.
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4.2.2 Paramètres importants
Les missions SoHO et STEREO sont contraintes pour des raisons pratiques à rester sur des orbites
proches de celle de la Terre. Or ces orbites ne sont pas dans un plan orthogonal à l’axe de rotation du
Soleil. Il en résulte un angle, que l’on appelle l’angle B0, variant au cours de l’année. Cet angle correspond
à la latitude du satellite dans le repère Carrington. Pour la mission SoHO, cet angle s’annule deux fois
dans l’année, le 10 décembre et le 10 juin. Pour ce qui est de STEREO, il n’y a aucun moment où les deux
satellites ont en même temps un angle B0 nul. À la date du 10 décembre 2007, STEREOA et STEREOB
ont un angle B0 de respectivement -2 et +2 degrés environ en raison de leur décalage sur l’orbite. Nous
verrons que la prise en compte de cet angle est primordiale. Son effet est d’autant plus important que les
structures sont situées près du pôle. Une étude des effets de cet angle est réalisée dans la section 4.2.4
Comme nous l’avons vu, les données EIT présentent une composante issue de la lumière diffusée
dans l’instrument, que l’on peut modéliser par une convolution à noyau très large (section 2.3.2). Cet
effet peut être pris en compte par une déconvolution des données. Mais, il pourrait en résulter un biais
supplémentaire en raison de la mesure délicate de la PSF. C’est pourquoi il est également intéressant
d’évaluer l’effet de la présence de lumière diffusée sur les reconstructions (section 4.2.5).
Au début de la mission SoHO, les données n’étaient pas toujours prises à intervalle régulier. Dans ce
cas, il faut évaluer les problèmes liés à la mauvaise répartition des données. Nous avons réalisé une étude
pour la période de novembre 1996 (section 4.2.6).
Le nombre d’images est également important. On peut montrer, à l’aide de la transformée de Ra-
don, qu’il existe un rapport à respecter entre l’échantillonnage angulaire et l’échantillonnage de l’objet
reconstruit (voir section 4.2.7).
4.2.3 Données simulées
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Figure 4.1 – Exemple de données EIT simulées. Les données présentent 5 plumes et les bords du trou
coronal avec un contraste réaliste. Aucun bruit n’est ajouté dans cet exemple.
L’objet à reconstruire est constitué de la couronne, d’un trou coronal et de 5 plumes ayant un contraste
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réaliste en accord avec les données. Les plumes sont réparties dans les trous coronaux jusqu’à une latitude
d’environ 30 degrés. Le contraste entre les plumes et le disque, ainsi que leur position, ont été estimés à
partir d’une analyse sur données réelles dans les conditions du minimum solaire.
On simule les données à partir d’un modèle physique de la couronne et d’un modèle de l’instrument.
Le modèle physique paramétrise la densité et la température électronique ne et Te. On en déduit les
intensités de chaque raie d’émission à l’aide d’un code de physique atomique (CHIANTI) (voir section
2.1.1). On obtient l’intensité observée en intégrant l’intensité des raies sur les bandes passantes des ins-
truments (EIT ou EUVI) (voir section 4.4). On prend également en compte la diffraction et la diffusion
en convoluant par la PSF de l’instrument. On ajoute enfin successivement le bruit de photon, le champ
plat et le bruit de lecture.
Les données simulées sont réalisées dans des conditions géométriques typiques ; c’est-à-dire, en cal-
culant, pour une période donnée, les données simulées correspondant aux prises de vues réelles. Les
images sont stockées dans des fichiers FITS dont les en-têtes, contenant les informations décrivant les
conditions d’acquisition, sont identiques aux données réelles. La figure 4.1 donne un exemple d’une telle
image simulée.
Les équations utilisées pour modéliser le trou coronal et les plumes sont dérivées de celles présentées
par Cranmer et al. [11]. Le trou coronal est supposé à symétrie de révolution. On peut donc se contenter de
décrire la densité et la température dans un plan passant par l’axe de rotation du Soleil. On les paramètre
en fonction de la distance au centre du Soleil r et de la colatitude α :
nce(r,α) = (A1rs1 +A2rs2)
1+(Sn−1)e− 12σ2
(
pi
2 −α
pi
2 −α0(r)
)2
Te(r,α) = (A3rs3 +A4rs4)−1
1+(ST −1)e− 12σ2
(
pi
2 −α
pi
2 −α0(r)
)2
avec cosα0(r) = (1− fmax) 1−e
1−r
λ
1−e
R−r
λ
(4.5)
Les paramètres utilisés dans les simulations sont donnés dans le tableau suivant :
Sn λ R fmax A1(m−3) A2(m−3) s1 s2 σ
6 0,6 1,5 6,5 3890.1011 8,69.1011 −10,5 −2,57 0,726
ST A3 A4 s3 s4
1,8 1,18.10−6 0,25.10−6 0,2 −6,6
Tableau 4.2 – Paramètres utilisés pour le modèle de trou coronal
Les plumes sont considérées comme une modulation en densité de ce modèle. La température ne
change pas. Elles ne sont pas à symétrie de révolution :
npe (x,y,z) = n
c
e(r,α)
[
1+biexp
(
(x+ xiz
2)2 +(y+ yiz2)2
σ2i
)]
(4.6)
Le tableau 4.3 présente les paramètres utilisés pour les différentes plumes.
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1 2 3 4 5
xi −0,30 0,35 0,18 −0,12 0,05
yi 0,25 −0,15 0,27 −0,16 0,10
bi 4,5 3,0 2,5 4,0 3,5
σi 0,0,19 0,018 0,016 0,020 0,015
Tableau 4.3 – Paramètres du modèle des plumes numérotées de 1 à 5
4.2.4 Angle B0
ex
ez
O
D
B0
Figure 4.2 – Traversée des rayons avec un angle B0 important dans le référentiel Carrington (0,ex,ey,ez),
vers le détecteur D. Selon les directions d’observation les mêmes zones du cube de reconstruction ne sont
pas nécessairement observées en raison de l’angle B0 et de l’opacité de la photosphère
Nous étudions ici l’influence de l’angle B0 (voir 4.2) sur les reconstructions à l’aide de simulations.
La figure 4.3 permet de comparer les données avec B0 nul ou non. Comme on le voit sur le schéma
4.2, les rayons proches du disque qui traversent le cube par z = zmin (ou z = zmax selon la position du
cube) peuvent passer par des zones de forte émission n’appartenant pas au cube. Il s’agit du bord du trou
coronal dont l’intensité peut dominer celle des plumes. Il en résulte un biais important qui peut altérer
fortement les reconstructions. C’est ce qu’on appelle un problème de tomographie locale, car seule une
partie de l’objet est reconstruite. On peut pallier ce problème en reconstruisant la totalité du Soleil. Dans
ce cas, le coût de calcul est beaucoup plus grand. Si un seul point de vue est utilisé, n peut choisir des
périodes où B0 est faible .
On voitsur le schéma qu’ une zone du cube qui est masquée par la photospère. Cette zone ne pourra
pas être vue selon toutes les directions. La résolution ne sera donc pas la même dans toutes les directions.
On peut voir sur les données que les plumes sont moins contrastées dans le cas d’un B0 non nul.
Ceci est dû à la présence d’une structure de forte émission située au bord du trou coronal. Elle apparaît
superposée aux plumes dans le cas où B0 n’est pas nul. Ce problème complique encore les reconstructions
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Figure 4.3 – Sinogrammes des données simulées avec B0 = 0˚ et B0 = 7˚. Les sinogrammes sont réalisés
à une altitude constante de 1,05R⊙.
à B0 non nul.
On peut comparer sur la figure 4.4 la différence entre deux reconstructions avec un B0 nul ou non
nul. La plupart des figures de reconstruction de ce chapitre sont des coupes à z constant du cube de
reconstruction. C’est pourquoi l’émission est plus importante au centre qu’aux bords de l’image en raison
de la variation d’altitude. On constate que la reconstruction avec B0 comporte un artefact de valeur très
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Figure 4.4 – Comparaison des reconstructions avec B0 = 0˚ et B0 = 7˚
importante au bord du cube. Cet artefact domine certaines plumes. Il est dû au fait que la lumière émise
par les bords du trou coronal ne peut être prise en compte dans notre modèle qu’à l’intérieur du cube de
reconstruction. Pour justifier au mieux de la présence de cette émission, l’algorithme la reporte en bord
du cube.
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4.2.5 Diffusion
Une partie de la lumière reçue est diffusée par les miroirs et les grilles des filtres du télescope. On
peut modéliser ce phénomène avec une réponse impulsionnelle en loi de puissance. L’émission sur le
disque étant bien plus intense que celle du reste de l’atmosphère, il en résulte une diminution significative
du contraste sur les structures qui nous intéressent. Étudions l’importance de cet effet dans le cas de
reconstructions tomographiques.
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(a) Données convoluées par la PSF de EIT (b) Données sans diffusion
Figure 4.5 – Comparaison de reconstructions (a) avec diffusion et (b) sans diffusion. Les paramètres sont
ceux de novembre 1996. Les échelles des coupes de reconstructions ne sont pas les mêmes.
On note un écart entre les reconstructions avec et sans diffusion, qui vient du fait que l’énergie émise
par les structures est étalée par la convolution à large PSF de la diffusion. La figure 4.6 montre également
que la diffusion réduit légèrement le contraste des plumes comme on pouvait s’y attendre.
4.2.6 Répartition longitudinale des images
La répartition en longitude des images joue un rôle important dans la qualité de la reconstruction. Il
est préférable d’avoir des images uniformément réparties. Cela permet de maximiser la diversité d’infor-
mation pour un nombre de projections donné.
Nous avons choisi une période en 1996 correspondant au minimum solaire, afin d’avoir un Soleil
calme (des structures qui évoluent lentement) et des plumes bien développées. À cette période, le pro-
gramme d’observation de EIT n’était pas encore stabilisé, et de ce fait, la répartition temporelle (et donc
longitudinale) des images n’était pas encore uniforme. Il peut en résulter des artefacts importants. Pour
l’illustrer, nous avons réalisé une simulation dans les mêmes conditions géométriques qu’entre le 1er et
le 15 novembre 1996. Les en-têtes des données utilisées pour la simulation sont les mêmes que ceux des
données mesurées.
On observe sur la figure 4.6c qu’il y a plusieurs intervalles de longitude sans données suivis de pé-
riodes où le nombre de données est plus important. Comme on peut le voir sur la figure 4.6d, les artefacts
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(c) Répartition des images en longitude (d) Données dans la configuration
de novembre 1996 sans B0
Figure 4.6 – Comparaison des reconstructions partant d’images réparties uniformément et dans les condi-
tions de novembre 1996
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sont importants. D’autant plus dans la configuration réelle où les effets de l’angle B0 sont combinés à
ceux de la répartition longitudinale.
On observe en particulier des lignes plus intenses dans trois directions privilégiées. Ces directions
correspondent aux directions où plus de données sont présentes. En théorie, la non uniformité de la
répartition des projections devrait être compensée algorithmiquement dans le cas d’une reconstruction par
descente de gradient. Mais la non consistance des données empêche ce comportement. L’intensité variant
à chaque instant, le fait d’avoir des projections rapprochées à un moment donné favorise ce moment par
rapport aux autres.
4.2.7 Nombre d’images
Examinons maintenant le rôle du nombre d’images utilisées. Dans le cas d’une géométrie parallèle,
il existe un résultat fondamental qui spécifie le nombre d’images nécessaires pour éviter le repliement du
spectre en fonction de la taille de la zone à reconstruire et de la taille minimale des structures reconstruites
[40, 50]. Si l’on suppose que l’objet est contenu dans un cube de côté discrétisé en N éléments, il faut
utiliser Nα avec Nα = pi2 N. C’est l’expression du critère de Shannon. Ce résultat peut se transposer en
géométrie conique. Cependant, ce résultat ne tient pas compte de la présence de bruit dans les données.
En principe, en présence de bruit, plus on a de données, plus les résultats seront de qualité. Il s’agit alors
de faire un compromis avec le temps de calcul qui augmente linéairement avec le nombre de données.
Frazin a également réalisé une étude sur ce paramètre dans le contexte d’inversions à l’aide de don-
nées de coronographes [27]. Cet article propose une démarche sur données obtenues par LASCO-C2
durant une campagne de mesure à haute cadence. Des reconstructions sont faites avec plus ou moins de
directions d’observation. Cet article conclut que, dans ce cas, quatre directions par jour sont suffisantes
pour reconstruire toutes les structures. L’hypothèse émise est qu’au-delà de ce nombre, les effets dus à
l’évolution temporelle empêchent d’obtenir une meilleure résolution spatiale.
Sur la figure 4.7, on peut voir la comparaison des reconstructions avec 61 et 100 images. Les diffé-
rences sont minimes. On peut observer que la qualité de la reconstruction augmente légèrement avec le
nombre d’images, avec une baisse du niveau de bruit. Si on néglige la conicité du champ de vue, le critère
de Shannon appliqué à la tomographie parallèle nous indique qu’il faudrait idéalement 200 images. En
pratique, on voit que ce n’est pas absolument nécessaire.
4.3 Reconstructions avec données mesurées
Nous avons réalisé des reconstructions à l’aide de données réelles en utilisant l’algorithme présenté
dans la section 4.1. Nous avons choisi les données de sorte que les problèmes soulevés dans la section
4.2 soient évités au mieux. Afin de nous placer pendant une période de minimum solaire et de minimiser
l’angle B0, nous avons choisi la période du 1er au 15 décembre 2007. Les données EIT sont prises à inter-
valle de temps régulier. Pour les données EUVI, nous avons choisi des données espacées régulièrement
(quatre par jour) car la cadence de mesure est beaucoup plus grande que pour EIT : environ une image
par minute. Il faut cependant sélectionner uniquement les données faiblement compressées qui ne sont
pas aussi fréquentes. Si on veut n’utiliser que les données compressées sans perte, il n’y a qu’une image
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Figure 4.7 – Comparaison des reconstructions partant d’images réparties uniformément avec 61 images
ou 100 images
par jour et par bande passante. Nous avons choisi des images compressées avec de faibles pertes.
4.3.1 Données EIT
Nous pouvons comparer les reconstructions sur données simulées précédentes réalisées avec les en-
têtes de EIT à la reconstruction avec les données mesurées de la figure 4.8. On constate également la
présence d’artefacts selon les mêmes directions bien qu’ils soient très atténués. Cette atténuation est pro-
bablement due à la présence d’autres sources d’erreurs dans le modèle, notamment l’absence d’évolution
temporelle et aussi à la différence de contraste.
On peut voir un autre exemple de reconstruction à l’aide des données EIT à la période de décembre
2007 (figure 4.9) qui correspond à une période où l’on dispose à la fois de données réparties uniformé-
ment et où l’angle B0 est le plus faible. Si l’on compare les reconstructions avec EIT à 17,1 nm aux deux
périodes, figures 4.8a et 4.9, on constate la disparition de la disymétrie due à l’angle B0 ainsi que des arte-
facts résultant de la distribution non uniforme longitudinalement. Ces artefacts sont moins spectaculaires
sur les données EIT que sur les données simulées. Cela peut être dû à la simplicité du modèle utilisé dans
les simulations qui ne contient que quelques plumes. Dans le cas réel, les artefacts sont partiellement
masqués par les structures de l’objet reconstruit. Néanmoins, il est utile de choisir un jeu de données en
tenant compte des conclusions de l’étude sur simulations.
En comparant les reconstructions aux différentes longueurs d’onde, on observe des similitudes et de
légères différences. Morphologiquement, les reconstructions sont semblables. La plupart des plumes se
retrouvent sur les trois reconstructions aux mêmes endroits.
Sur la reconstruction à 28,4 nm, le signal est plus faible. Seules les plumes les plus intenses sont
visibles. Une autre conséquence de la faiblesse du signal est le nombre plus grand de données aberrantes.
On retrouve donc des lignes très fines et intenses dans la reconstruction. Pour s’affranchir de ce problème,
on peut appliquer un filtre, seuillant ces données. L’inconvénient est qu’il faut ajuster les paramètres de
61
Émission (DN.pixel−1.m−1.s−1)
-1 -0.5 0 0.5 1
Distance au centre du Soleil (R⊙)
-1
-0.5
0
0.5
1
-1e-05
-8e-06
-6e-06
-4e-06
-2e-06
0
2e-06
4e-06
6e-06
Émission (DN.pixel−1.m−1.s−1)
-1 -0.5 0 0.5 1
Distance au centre du Soleil (R⊙)
-1
-0.5
0
0.5
1
-2e-07
0
2e-07
4e-07
6e-07
8e-07
1e-06
(a) Simulation avec les mêmes en-têtes (b) Données EIT
Figure 4.8 – Reconstructions à l’aide (a) de données simulées et (b) des données EIT à 17,1 nm de
novembre 1996. Les artefacts sont comparables bien que l’objet à reconstruire ne soit pas le même.
ce filtre en fonction des caractéristiques des données. Une autre méthode est d’utiliser une norme non
quadratique pour la vraisemblance.
La présence simultanée de valeurs négatives sur les trois reconstructions nous montre que l’évolu-
tion temporelle est semblable dans les trois bandes passantes. Les différences de niveau viennent de la
différence de réponse spectrale des bandes passantes de EIT.
On peut envisager d’utiliser ces trois reconstructions pour remonter à la densité et à la température
électronique comme nous le verrons dans la section 4.4.
La figure 4.10 nous montre un des avantages des reconstructions tridimensionnelles de la couronne.
On peut obtenir des coupes de la reconstruction selon n’importe quel plan. Dans cette figure, nous mon-
trons une coupe d’une reconstruction à 17,1 nm selon le plan y = 0. Seule une partie du plan est montrée
pour bien voir le profil des plumes. On peut utiliser ce type de coupes pour vérifier la géométrie des
plumes.
4.3.2 Données EUVI
L’utilisation des données EUVI présente différents avantages. Le principal est la possibilité de dispo-
ser de trois points de vue simultanés à un instant donné, en utilisant également EIT. L’instrument EUVI a
été conçu pour être le plus proche possible de EIT dans ce but. Reconstruire avec EIT ou EUVI est donc
très semblable.
Il existe toutefois quelques différences. Si l’on veut utiliser simultanément les différents points de
vue, on a nécessairement un angle B0 non nul. Au début de la mission, les satellites n’étaient pas orientés
de sorte que l’axe de rotation du Soleil se trouve aligné avec la verticale de l’image. Ce roulis résiduel
présente une difficulté mineure pour les reconstructions. Dans notre implémentation du projecteur, nous
sélectionnons la partie des données qui correspond au cube reconstruit. Dans le cas d’un roulis non
négligeable, la projection du cube est tournée par rapport à l’image. On doit donc sélectionner une plus
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Figure 4.9 – Reconstructions à l’aide des données EIT de décembre 2007. On peut comparer les recons-
tructions à (a) 17,1 nm, (b) 19,5 nm et (c) 28,4 nm. Toutes les reconstructions ont été effectuées dans les
mêmes conditions, avec les mêmes paramètres.
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Figure 4.10 – Reconstruction à l’aide des données à 17,1 nm EIT de décembre 2007. Coupe du cube de
reconstruction à y = 0. Les reconstructions volumiques nous permettent d’obtenir un profil des plumes
en fonction de l’altitude.
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grande portion de l’image. Le coût calculatoire est alors augmenté.
Un autre problème est que la plupart des données fournies par les satellites STEREO sont compressées
avec pertes en raison des contraintes de bande passante de la mission et du fort volume de données. Cette
compression se fait en utilisant un algorithme appelé ICER fondé sur la décomposition en ondelettes. Les
taux de compression fixés pour la mission sont conçus de sorte que l’information perdue sur un pixel à
cause de la compression soit inférieure ou égale au niveau du bruit de photon. L’inconvénient de cette
idée est qu’elle ne tient pas compte de la possibilité de sommer les pixels voisins, ou plus généralement
de la possibilité que cette méthode de compression introduise un biais sur plusieurs pixels voisins. Or
c’est ce qui se produit pour les forts taux de compression dans les zones de l’image les moins intenses. En
utilisant des images fortement compressées, on a des résultats de reconstruction tomographique nettement
dégradés.
Émission (DN.pixel−1.m−1.s−1)
-1 -0.5 0 0.5 1
Distance au centre du Soleil (R⊙)
-1
-0.5
0
0.5
1
-2e-06
0
2e-06
4e-06
6e-06
8e-06
1e-05
1.2e-05
1.4e-05
1.6e-05
1.8e-05
Émission (DN.pixel−1.m−1.s−1)
-1 -0.5 0 0.5 1
Distance au centre du Soleil (R⊙)
-1
-0.5
0
0.5
1
-2e-06
0
2e-06
4e-06
6e-06
8e-06
1e-05
1.2e-05
EIT EUVI A
Figure 4.11 – Reconstructions à l’aide des données EIT et EUVI à 17,1 nm de décembre 2007. Le
contraste n’est pas le même dans les deux images en raison de la différence entre les deux instruments
En dehors de ces précautions supplémentaires sur le choix des données, on peut appliquer notre
méthode de reconstruction de la même manière avec les données EIT et EUVI. La figure 4.11 compare les
résultats obtenus à 17,1 nm à l’aide de données EIT et EUVI. On observe que l’on obtient une meilleure
résolution à l’aide des données EUVI. La sensibilité de EUVI est plus grande que celle de EIT, donc
l’émission reconstruite apparaît plus importante.
On note également que beaucoup des structures observées se retrouvent au même endroit. Par contre,
on observe que les artefacts linéaires présents dans les cartes reconstruites ne sont pas orientés de manière
identique. Leur angle correspond à l’angle entre les deux satellites. On peut en conclure qu’il s’agit bien
d’artefacts qui correspondent à un pic d’émission d’une des plumes à un moment donné. Notre algorithme
statique interprète cette hausse d’émission comme correspondant à une superposition de zones de forte
émission dans la direction d’observation et produit une carte présentant une ligne intense dans cette
direction. Mais les données ne présentent pas de structures aussi intenses dans les autres directions. C’est
pourquoi on trouve des zones d’émission négative venant annuler l’effet des zones où l’émission est
surévaluée. Pour pouvoir s’affranchir de ces types d’artefacts, il faut impérativement tenir compte de la
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présence d’une évolution temporelle dans les données. C’est l’étude que nous ferons dans le chapitre
suivant (chapitre 5).
Un autre indice de la présence d’évolution temporelle est ce que l’on appelle l’incohérence des don-
nées. Les différents points de vue ne donnent pas des données compatibles entre elles d’après le modèle
utilisé. Un exemple de cette incohérence est que la somme de l’intensité des données observées devrait
être constante au cours du temps car c’est aussi la somme de l’émission de l’objet dans tout le volume.
Or ce n’est pas le cas. C’est donc qu’il y a une variation d’émission d’un instant à l’autre quelle qu’en
soit la raison. Cela peut être dû à l’occultation d’une structure intense par la photosphère ou à la variation
d’intensité des plumes ou d’une autre structure.
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Figure 4.12 – Incohérence des données EIT à 17,1 nm, décembre 2007. On voit que l’intensité totale
varie beaucoup au cours de l’ensemble des données nécessaires à une reconstruction. Dans le cas de
l’intensité totale, cela peut être dû à l’opacité de la photosphère. Pour le cube situé au-dessus du pôle,
seule l’évolution temporelle peut causer cette incohérence.
4.4 Estimation des paramètres du plasma
Nous avons vu dans la section 2.1.1 que l’émission propre du plasma peut être donnée par l’équation
2.6 :
Pj f = 0,8 AX G(Te,λ )
hc
λ n
2
e
Cette équation peut être intégrée selon les bandes passantes des instruments. On obtient alors l’émission
du plasma qui est reconstruite par les méthodes tomographiques :
el(ne,Te) = 0,8 AX n2e
∫
λ
BPl(λ )G(Te,λ )
hc
λ dλ (4.7)
où BPl(λ ) est la réponse spectrale de la bande passante l de l’instrument. Remarquons que la dépendance
quadratique de l’émission en fonction de la densité électronique est indépendante de la bande passante.
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En réalité, la fonction de contribution G cache une légère dépendance en ne qui peut être négligée en
première approximation. Nous tiendrons compte de cette dépendance. Le problème direct devient alors :
el(ne,Te) = 0,8 AX n2e
∫
λ
BPl(λ )G(ne,Te,λ )
hc
λ dλ (4.8)
Par ailleurs, l’émission est fortement non-linéaire en fonction de la température. En réalité, la réponse
en température de l’émission est piquée autour d’une température correspondant à la raie la plus impor-
tante de la bande passante. Cette dépendence peut être traçée dans le cas de EIT comme présenté dans la
figure 4.13. On voit que la réponse de l’instrument est très large en fonction de la température, la largeur
étant de 5.105 K environ. Cette largeur est en grande partie due à la largeur des raies d’émission en fonc-
tion de la température mais vient également de l’intégration de plusieurs raies d’émission dans chaque
bande passante. Néanmoins, les trois bandes passantes n’ont pas la même réponse en température, ce qui
nous indique qu’il y a bien dans les données une information sur la température du plasma. On peut donc
envisager de faire une reconstruction de la température du plasma conjointement à la densité du plasma
même si la résolution en température peut se révéler assez faible.
Les reconstructions tomographiques nous fournissent une carte d’émission pour chaque bande pas-
sante. Pour EIT, on dispose de trois bandes passantes, donc de trois valeurs d’émission pour chaque voxel
de la carte reconstruite. En effet, il faut exclure la bande passante à 30,4 nm, car la lumière émise à cette
longueur d’onde ne suit pas le même modèle d’émission que les autres raies de EIT. Il s’agit de diffusion
résonante. On peut envisager d’estimer les deux paramètres du plasma ne et Te à l’aide de ces trois valeurs
d’émission. On peut modéliser le problème comme suit :
e = W (ne,Te)n2e = W ′(ne,Te) (4.9)
Puisque l’on considère le problème comme indépendant d’un voxel à l’autre, chaque sous-problème peut
se résoudre indépendamment :
(e1,e2,e3) = W (ne,Te)
On a donc des problèmes à deux inconnues et trois données, les données étant en réalité les valeurs
estimées lors de l’inversion du problème de tomographie.
Le problème direct est fortement non-linéaire. De plus, on ne dispose pas d’une expression analy-
tique de la dépendance de l’émission en fonction de la température. On peut néanmoins calculer cette
dépendance pour un nombre fini de températures à l’aide de la base de donnée CHIANTI. Malheureu-
sement, les informations fournies par CHIANTI le sont pour un nombre limité de températures. Au vu
de cette contrainte, et du faible nombre de paramètres du problème pour chaque voxel, il semble raison-
nable d’envisager une méthode très simple d’inversion par balayage de l’espace des paramètres. On peut
par exemple tester chaque couple de paramètres (ne,Te) et choisir le couple qui minimise le critère des
moindres carrés :
(nˆe, ˆTe) = argmin
(ne,Te)
‖e−W ′(ne,Te)‖2 (4.10)
Ici, la norme porte sur des vecteurs à trois dimensions correspondant aux trois bandes passantes considé-
rées. On peut répéter l’opération indépendamment pour chaque voxel. La figure 4.14 présente un exemple
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Figure 4.13 – Réponse thermique de EIT dans les bandes passantes autour de 17,1 nm, 19,5 nm et 28,4
nm
de critère pour ce problème d’inversion spectrale.
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Figure 4.14 – Exemple de traçé d’un critère en fonction de la température et de la densité pour un pro-
blème typique d’inversion spectrale
En utilisant cette méthode sur des reconstructions à l’aide de données EIT dans les trois bandes
passantes, nous avons obtenu les résultats présentés dans la figure 4.15. La méthode et des résultats
similaires ont été publiés dans les actes de SoHO 17 [6]. La méthode utilisée y est également détaillée.
Le fait que l’on reconstruise tout le cube nous permet d’obtenir des coupes à altitude constante. Dans
ce cas, cela permet d’illustrer le constraste entre le bord du trou coronal et les plumes et de comparer les
densités dans les différentes zones sans introduire un facteur lié à l’altitude. La densité varie significative-
ment entre plumes et interplumes. Les plumes observées dans l’EUV sont des structures de densité. C’est
donc probablement le prolongement des structures observées en lumière blanche. Plumes et interplumes
ont une température d’environ 1.106 K. La densité varie de 3.1014 m−3 dans les plumes à 1,5.1014 m−3
dans les interplumes.
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Il est intéressant de noter que la carte de température présente des valeurs relativement uniformes
dans la zone des plumes alors que la carte de densité varie de manière importante. De manière générale,
les contrastes en densité et en température ne sont pas les mêmes. On a donc bien séparé l’information
sur la densité et la température à l’origine mêlées dans les données.
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Figure 4.15 – Estimation de la température et de la densité éléctronique à partir de cartes d’émission
reconstruites par tomographie. Les données nécessaires à la tomographie sont des données fournies par
EIT dans les bandes passantes à (a) 17,1 , (b) 19,5 et (c) 28,4. Les cartes reconstruites sont (d) la densité ne
et (e) la température Te. Les coupes du cube de reconstruction sont des calottes sphériques à une altitude
constante de 1,05 R⊙. 69
CHAPITRE 5
RECONSTRUCTIONS AVEC ÉVOLUTION TEMPORELLE
Nous avons vu dans le chapitre précédent que le plus grand problème dans la reconstruction tomo-
graphique de la couronne est la prise en compte de l’évolution temporelle. Afin de tenter de résoudre ce
problème nous avons mis en place un algorithme incluant la possibilité d’une évolution temporelle dans
le cas des plumes. L’essentiel du problème est de trouver un compromis entre la nécessité d’augmenter
le nombre de variables pour considérer cette nouvelle dimension des paramètres et le faible nombre de
données en comparaison. En effet, si on reconstruit un cube 128× 128× 8 à 60 instants, en utilisant
les données d’un seul point de vue à chaque instant, soit typiquement 128× 8× 60, on a 128 fois plus
d’inconnues que de données.
Il faut donc se restreindre à un type particulier d’évolution temporelle, c’est-à-dire qu’il faut apporter
une information a priori sur cette évolution. Malheureusement, les structures observées évoluent trop
rapidement dans le temps pour pouvoir appliquer simplement un a priori de douceur gaussien. Nous
avons préféré choisir un modèle correspondant à une évolution des plumes considérées comme des tubes
de champ magnétique contenant plus ou moins de plasma. La forme des tubes n’est pas imposée et peut
être quelconque. En particulier, il n’y a pas de raison que les plumes soient cylindriques. Ce modèle
d’évolution peut se justifier physiquement [16, 48].
Dans un premier temps, nous décrivons la nouvelle paramétrisation induite par la prise en compte de
l’évolution temporelle. Puis, nous montrons comment nous restreignons les solutions possibles à l’aide de
notre modèle d’évolution des plumes et l’utilisation d’a priori sur les inconnues. Nous décrivons ensuite
la méthode d’optimisation utilisée pour inverser le nouveau problème obtenu. Des tests sont par la suite
effectués sur simulation afin de valider la méthode. Enfin, nous présentons les résultats à l’aide de données
SoHO. La méthode et certains résultats présentés dans ce chapitre ont fait l’objet d’une publication dans
une revue internationale à comité de lecture [7].
5.1 Reformulation du problème
Notre méthode fait l’hypothèse que les plumes sont des structures fixes, dont la morphologie ne varie
pas. Seule l’intensité totale de la plume est autorisée à varier. Pour ce faire, on introduit des gains variables
dans le temps associés à des zones de l’espace de reconstruction dont chacune correspond à une plume.
On aboutit à un problème inverse bilinéaire sur l’émission et les gains comme nous allons le voir. Suivant
la démarche bayésienne, on peut introduire un a priori pour chaque groupe de variables.
5.1.1 Nouveau modèle direct
Afin de pouvoir tenir compte de l’évolution temporelle, il nous faut redéfinir le problème de manière à
restreindre le nombre de solutions possibles. Nous décrivons l’émission comme le produit de deux termes
dont un seul dépend du temps :
it = Ht(e◦gt)+nt (5.1)
avec ◦ la multiplication terme à terme de deux vecteurs. e peut-être vue comme une émission moyenne
au cours du temps pour le cube de reconstruction. Elle est multipliée par un gain gt dépendant du temps
et de la position. nt est le bruit. Cette écriture du problème ne restreint pas les solutions possibles. gt est
même suffisant pour décrire toutes les variations spatio-temporelles possibles. Mais cette écriture nous
permettra par la suite d’introduire une distinction entre les contraintes spatiales et temporelles.
Ce problème n’est plus linéaire mais bilinéaire. Cette bilinéarité a l’avantage de préserver la linéarité
selon chaque groupe d’inconnues. On peut donc calculer simplement e connaissant gt et inversement. Par
contre, le problème global n’est plus linéaire. Cela impose d’être prudent lors de l’optimisation comme
nous le verrons dans la section 5.2.
5.1.2 Nouvelle paramétrisation
Le nombre d’inconnues du problème est important par rapport au nombre de données. Nous réduisons
ce nombre par une modification du modèle direct qui limite davantage le nombre de solutions possibles.
Pour ce faire, nous supposons que les plumes ne se déplacent pas mais varient en intensité. Cette modéli-
sation de l’évolution des plumes vient de la supposition que les plumes sont des objets tubulaires suivant
les lignes de champ magnétique du Soleil. Les variations d’émission des plumes seraient alors dues aux
variations de densité ou de température dans les plumes. Cette idée de plumes stationnaires mais variant
en intensité est proposée dans [38] et [16]. La figure 5.1 illustre ce propos. On y observe non seulement
la concordance de la présence de plumes à différentes altitudes mais on observe aussi l’apparition et la
disparition d’une même plume (sur la même sinusoïde).
Suivant cette modélisation des plumes, on écrit :
gt = Lγ t (5.2)
La matrice L définit les régions où l’évolution temporelle est identique. Chaque colonne de L est don-
née par la fonction support d’une zone homogène temporellement. On peut voir un exemple de L sur
simulation dans la figure 5.2d et un exemple de gains γ figure 5.2e.
En combinant les équations (5.1) et (5.2) on obtient le problème bilinéaire suivant :
i = Veγ +n (5.3)
avec :
Ve =
 H1diag(e)L 0. . .
0 HT diag(e)L
= HIEL
où E = diag(e) est la matrice diagonale de coefficients e et :
i =
 i1...
iT
 , γ =
 γ1...
γT
 , n =
 n1...
nT
 , H =
 H1 . . .
HT
 , I =
 Id...
Id

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Figure 5.1 – Sinogrammes réalisés par DeForest et al. [16]. Ces sinogrammes sont réalisés à partir de
données EIT, LASCO-C1 et LASCO-C2. Ils comparent différentes altitudes à la même période. Les
plumes observées se retrouvent aux différentes altitudes. De plus, on observe des plumes apparaissant et
disparaissant sur la même sinusoïde (entourées en pointillés sur la figure).
où Id est la matrice identité. Remarquons en effet que e◦gt = diag(e)g. De même,
i = Vγe+n (5.4)
avec,
Vγ =
 H1diag(Lγ1) 0. . .
0 HT diag(LγT )

 Id...
Id
= HΓI
et
Γ =
 diag(Lγ1) ¨
diag(LγT )
 (5.5)
Les matrices identité présentes dans l’expression de Vγ permettent la réplication de la carte d’émission
pour chaque bloc correspondant à chaque zone d’évolution. Si on choisit un nombre de zones d’évolution
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relativement faible, la matrice L est très rectangulaire. Autrement dit, la taille de γ est très inférieure à la
taille de g. Typiquement, g étant de la taille du cube de reconstruction, a environ 130000 éléments pour un
cube de 128×128×8. Quant à γ , il a autant d’éléments que de zones, multiplié par le nombre d’instants
pris en compte, soit typiquement 60× 6 = 360. Cela fait un facteur 364 de réduction. On a restreint le
nombre de solutions possibles de manière importante. On apporte de l’information par paramétrisation.
5.1.3 Nouvel a priori introduit
Dans le formalisme bayésien, on décrit le problème comme l’obtention d’un estimateur a posteriori
selon la même démarche développée dans la section 4.1 décrivant le cas statique. Faisons le choix d’une
vraisemblance et d’a priori gaussiens. La vraisemblance s’écrit :
f (i|e,γ,σn,H ) = K1 exp
(
−
‖i−Veγ‖2
2σ2n
)
(5.6)
Introduisons un a priori de douceur spatiale selon e identique à celui utilisé dans le cas statique (équation
4.2).
f (e|σex ,σey,σez,H ) = K2 exp
(
−
‖Dexe‖
2
2σ2ex
−
‖Deye‖
2
2σ2ey
−
‖Deze‖
2
2σ2ez
)
(5.7)
De même, on peut également imposer une douceur selon la dimension temporelle. Pour cela, on pénalise
γ selon la dimension temporelle en utilisant une matrice de différences finies Dt :
f (γ |σt,σ1,H ) = K3 exp
(
−
‖Dtγ‖2
2σ2t
−
‖γ −1‖2
2σ21
)
(5.8)
Le second terme de l’a priori est un terme favorisant les valeurs de γ proches de 1 (rappel à 1). Il permet
de fixer l’indétermination sur e et γ liée à la bilinéarité. En effet, en l’absence d’a priori, les couples
(e,γ) et (αe, γα ) donnent la même valeur au critère. La solution n’est pas unique. Les termes de douceur
spatiale et temporelle ne permettent pas à eux seuls de lever complètement cette indétermination.
La règle de Bayes peut alors nous fournir l’a posteriori pour l’ensemble des paramètres (e,γ) :
f (e,γ|i,H ) = f (i|e,γ,σn,H ) f (e|σex ,σey,σez,H ) f (γ |σt,σ1,H )f (i|σn,σex ,σey,σez,σt,σ1,H )
(5.9)
Si l’on choisit l’estimateur du maximum a posteriori, cela nous conduit à minimiser le critère suivant :
(eˆ, γˆ) = argmin
(e,γ)
J(e,γ) = argmin
(e,γ)
‖i−Vγe‖
2+
θex‖Dexe‖2 +θey‖Deye‖2 +θez‖Deze‖2 +θet‖Detγ‖2 +θe1‖De1γ‖2 (5.10)
5.2 Méthode d’optimisation
Deux méthodes d’optimisation ont été envisagées pour résoudre la difficulté liée à la bilinéarité du
modèle. La première méthode développée consiste à utiliser un algorithme de gradient conjoint sur l’en-
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semble des deux groupes de paramètres. Pour ce faire, nous avons dérivé le pas optimal dans le cas bili-
néaire. Une autre méthode est d’optimiser de manière alternée entre e et γ . L’avantage est qu’à chaque
étape, on est ramené à un problème linéaire. De plus, le problème d’estimation de γ sachant e a un nombre
relativement faible de paramètres. On peut dans ce cas inverser la matrice Ve de ce sous-problème et ainsi
obtenir directement sa solution. On évite à cette étape toutes les difficultés liées aux méthodes de gra-
dient.
5.2.1 Méthode globale
Calculons le gradient du critère selon e et γ .
∂J
∂ (e,γ) =
( ∂J
∂e
∂J
∂γ
)
=
(
2V Tγ (Vγe− i)+2θrDTr Dre
2V Te (Veγ − i)+2θtDTt Dtγ
)
(5.11)
Pour simplifier, on a supposé un seul terme d’a priori sur chaque jeu de paramètres. Cela ne nuit pas à la
généralité du calcul.
Le choix du pas de descente est décrit dans l’annexe II. À cause de la bilinéarité du modèle, le critère
est bi-quadratique (voir équation 5.10), et donc la dérivée par rapport au pas est de degré trois selon
le pas. Le calcul du pas optimal passe donc par la résolution d’un polynôme de degré trois dont les
paramètres sont déterminés par le modèle et le point courant. S’il existe plusieurs racines, on choisit le
pas optimal comme étant la racine la plus proche du point courant. Notons qu’une des racines correspond
à un maximum et que la dernière racine correspond à une zone convexe du critère. Connaissant le gradient
et le pas optimal, on peut utiliser la même méthode que dans le cas statique (section 4.1). La difficulté
réside dans le fait que le problème n’est pas convexe. Il n’y a donc pas de garantie de convergence. De
plus, le problème conjoint est assez mal conditionné car γ et e sont de natures très différentes. Il en
résulte une descente se faisant essentiellement sur les gains, la carte d’émission e évoluant très lentement
au cours des itérations. C’est pourquoi nous avons utilisé la méthode décrite dans la suite, minimisant de
manière alternée le critère.
5.2.2 Méthode alternée
L’intérêt de cette méthode est de tenir compte d’une particularité de notre modèle : le faible nombre
de variables temporelles. Il en résulte que la matrice V Te Ve est de petite taille. Sachant e, on peut donc
calculer γ en utilisant l’expression analytique de l’estimateur :
γ =
(
V Te Ve +θtDTt Dt
)−1
V Te i (5.12)
On peut en théorie utiliser cette expression pour tout problème linéaire, cependant en général, l’inversion
matricielle est beaucoup trop longue à calculer. En raison du faible nombre de gains γ , on peut réaliser
l’inversion sans problème dans ce cas. La matrice et son inversion ne sont pas coûteuses en mémoire ni
en temps de calcul. Par contre, le calcul de la matrice Ve au point courant e nécessite le calcul d’autant de
projections qu’il y a de zones d’évolution temporelle. C’est ce qui détermine le coût de calcul. En effet,
74
Ve = HIEL. Or on ne peut calculer que le produit de H par un vecteur. On obtient Ve en calculant le
produit pour chaque colonne de L.
Sachant le vecteur des gains γ , on peut calculer e de manière semblable à la méthode statique. La seule
différence réside dans l’expression du modèle direct. À chaque instant t, avant de calculer la projection
correspondante Ht , il faut appliquer à la carte d’émission courante le gain Lγ t .
Au final, on a un algorithme itératif que l’on peut résumer comme suit :
initialisation : γ = 1 et e = 0
tant que 13
m=n
∑
m=n−2
∥∥(em,γm)− (em−1,γm−1)∥∥2 < SG
calcul de en
en = argmin
e
[
− ln f (e|γn−1,i,θr,θt ,H )
]
méthode du gradient selon e (voir 4.1) :
tant que 13
k+2
∑
j=k
pOPTj
∥∥∇J j∥∥> S
∂J
∂e = 2V
T
γn−1(Vγn−1e
k
n− i)+2θrDTr Drekn
ek+1n = e
k
n + pOPTk+1dk+1
fin
calcul de γn
γn = argmin
γ
[− ln f (γ |en,i,θr,θt ,H )]
méthode directe :
γn =
(
V TenVen +θtD
T
t Dt
)−1
V Teni
fin
Cet algorithme requiert l’utilisation d’une condition d’arrêt. Nous avons choisi de fixer un seuil SG en
fonction de la différence quadratique entre deux points courants moyennés sur trois itérations. On évite
ainsi de fixer un seuil sur le gradient contrairement au cas statique. Cet algorithme est sensiblement plus
long que l’algorithme statique car l’étape de calcul du prochain en est aussi longue que le calcul complet
du cas statique.
5.2.3 Condition de convexité
L’étude de la convexité du critère est importante afin de pouvoir déterminer si les méthodes de gra-
dient convergent vers un minimum. La stricte convexité garantit l’unicité de la solution. Dans le cas d’un
modèle bilinéaire, l’unicité ne peut être atteinte sans l’ajout d’un a priori.
L’annexe III présente l’étude de la convexité d’un critère biquadratique dans le cas général. Si on se
ramène à notre cas, on obtient la matrice Hessienne suivante :
∂ 2J
∂ (e,γ)2 =
2
(
V Tγ Vγ +θrDTr Dr diag
[
HT (Vγe− i)
]
L+V Tγ Ve
LT diag
[
HT (Veγ − i)
]
+V Te Vγ V
T
e Ve +θtDTt Dt
)
(5.13)
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Rappelons que la matrice Hessienne de J, fonction de Rn dans R est la matrice ayant pour coefficients
les dérivées secondes partielles de J selon chaque dimension. Le critère de convexité au point (e0,γ0)
s’écrit :
(e,γ)T ∂
2J
∂ (e,γ)2
∣∣∣∣
(e0,γ0)
(e,γ)
= 2‖Vγ0e+Ve0γ‖
2 +2θr‖Dre‖2 +2θt‖Dtγ‖2 +4γT LT diag
[
HT (Ve0γ0−y)
]
e
≥ 0 , ∀(e,γ) ∈ R∗2 (5.14)
L’étude présentée dans l’annexe III nous montre qu’il existe une zone convexe autour de la solution.
De plus, l’a priori étend cette zone de convexité et peut garantir l’unicité de la solution.
5.3 Résultats
Nous avons dans un premier temps testé la validité de cette nouvelle approche à l’aide de simulations
simples de plumes. Nous avons ensuite utilisé cet algorithme de reconstruction sur des données obtenues
par SoHO.
Dans la section précédente, nous avons présenté deux algorithmes différents, l’un utilisant une mé-
thode de gradient globale, l’autre alternant entre les deux groupes de paramètres. D’une manière pratique,
nous avons trouvé qu’il était plus efficace d’utiliser la méthode alternée. Cette méthode semble converger
de manière plus rapide sur les simulations que nous avons effectuées. C’est pourquoi nous utiliserons
toujours cette méthode dans les résultats présentés ici.
5.3.1 Simulations
Afin de tester ce nouvel algorithme indépendamment des contraintes instrumentales, nous avons réa-
lisé des simulations simples de plumes évoluant durant la période d’acquisition. Nous avons généré trois
plumes avec le profil gaussien suivant :
Ep(r) = Aexp
−1
2
[
(r−r0)uφ )
a
]2
−
1
2
[
(r−r0)uφ+ pi2
b
]2 (5.15)
A est l’amplitude de la plume. Il y a un paramètre pour chaque direction uφ et uφ+ pi2 où φ est l’angle
par rapport à l’axe ex du cube de reconstruction. a et b sont les paramètres des profils gaussiens suivant
chaque direction. Le profil est invariant selon ez.
Pour la simulation présentée ici, le tableau 5.1 présente les paramètres des différentes plumes.
Le tableau 5.2 présente les paramètres des données simulées (cube et projections).
Enfin, le tableau 5.3 présente les paramètres utilisés pour la reconstruction. On utilise le même hyper-
paramètre de douceur selon chaque direction spatiale θr. On impose également une douceur temporelle
θt . Par contre, il n’y a pas de terme a priori de rappel à 1 pour γ . Se est le seuil d’arrêt de l’estimation de
e et SG est le seuil d’arrêt global.
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numéro de demi-grand demi-petit φ x0 y0 intensité
plume axe a axe b A
1 4.8 4.2 1.2 29 29 329
2 5.6 3.3 1.1 23 33 430
3 5.2 4.8 0.1 40 42 723
Tableau 5.1 – Paramètres des plumes simulées
taille du nombre de taille des nombre de pixels rapport signal
cube (R⊙) voxels du cube pixels (radians) des projections sur bruit
1×1×0.05 64×64×4 5×10−5×5×10−5 128×8 5
Tableau 5.2 – Paramètres géométriques des données.
θr θt Se SG
2×10−2 100 2×10−2 1×10−2
Tableau 5.3 – Paramètres de l’algorithme de reconstruction
La figure 5.2 présente une comparaison de l’objet simulé initial et de l’objet reconstruit par la méthode
statique et par notre méthode avec estimation de l’évolution temporelle. Le choix des zones d’évolution
est le même pour la simulation et pour la reconstruction. Dans ce cas, où il n’y a pas de problèmes
géométriques, il est à peu près équivalent d’utiliser une reconstruction par rétroprojection filtrée (FBP)
ou par la méthode statique de descente de gradient exposée précédemment. C’est pourquoi nous avons
choisi de montrer une reconstruction par FBP moins coûteuse en temps de calcul. On voit sur cette
simulation que notre méthode présente un avantage certain. Non seulement parce que la qualité de la
carte d’émission est meilleure mais également parce que l’on parvient à estimer l’évolution temporelle.
La reconstruction à l’aide de FBP présente des artefacts dus à l’évolution temporelle. Ils sont caractérisés
par la présence de valeurs négatives au voisinage des plumes. Ces valeurs négatives sont réparties autour
des plumes dans les directions correspondant aux moments où l’intensité est la moins élevée pour cette
plume. L’estimation de l’évolution temporelle permet de prendre en compte ce changement d’intensité
d’une direction à l’autre et ainsi de s’affranchir de ces artefacts.
Si on compare le gain réel de la simulation (figure 5.2e) et le gain reconstruit (figure 5.2f), on observe
que la forme des courbes est très proche. L’estimation de γ est donc correcte. Par contre, on observe deux
différences notables. La première est que l’estimation du gain de chaque zone diffère du gain simulé à un
facteur multiplicatif près. Cela vient du fait que l’on n’a pas contraint le gain à être proche de 1. Il existe
donc un degré de liberté supplémentaire qui n’est pas contraint par les données. En raison de la présence
d’un a priori de douceur sur les plumes, l’écart entre les plumes et le fond est expliqué par ce facteur
multiplicatif sur le gain.
L’autre différence est la sous estimation du gain de la plume 1, et la surestimation du gain de la plume
2 autour du troisième jour. Cela correspond au moment où ces deux plumes sont alignées. Les données
ne permettent donc pas de discriminer l’émission issue de la plume 1 de celle de la plume 2, en raison du
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(a) e reconstruit par FBP (b) e simulé
(c) e reconstruit avecévolution temporelle (d) Zones d’évolution L
(e) gain γ simulé (f) gain γ reconstruit
Figure 5.2 – Comparaison de la méthode de rétroprojection filtrée (FBP) et de notre méthode, en utili-
sant des données simulées avec évolution temporelle. La simulation est faite sans prise en compte des
contraintes réelles d’acquisition des données. Le temps est donné en jours. Une demi-rotation corres-
pond à 14 jours. (a) objet reconstruit par FBP, (b) objet simulé, (c) objet reconstruit avec estimation de
l’évolution temporelle, (d) zones d’évolution temporelle, (e) évolution temporelle γ simulée, (f) évolution
temporelle γ reconstruite.
degré de liberté supplémentaire introduit par notre modèle d’évolution temporelle. La présence de deux
points de vue permettrait de s’affranchir de ce problème car les deux plumes ne seraient pas alignés dans
les deux points de vue. C’est un atout majeur de la mission STEREO dans le cadre de cette application.
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La figure 5.3 présente les cartes d’émission simulées et estimées à différents instants. Cela permet de
visualiser la variation d’intensité des plumes tout au long de la mesure.
(a) simulation à 10∆T (b) simulation à 30∆T (c) simulation à 50∆T
(d) estimation à 10∆T (e) estimation à 30∆T (f) estimation à 50∆T
Figure 5.3 – Comparaison des cartes diag(e)Lγ simulées et estimées à différents instants. ∆T représente
le temps entre deux images, soit 5,6 heures. Les distances sont en rayons solaires (R⊙). Les images
sont des coupes du cube de reconstruction de l’émission. La première ligne présente l’objet simulé et
la deuxième ligne l’objet reconstruit. En colonne, les différents instants présentés sont 10∆T , 30∆T et
50∆T
Dans cette étude, nous avons supposé connues les zones d’évolution temporelle. Or, sur les données
réelles, il n’est pas évident de les déterminer. On peut supposer qu’elles correspondent aux zones des
reconstructions statiques présentant la plus forte émission reconstruite. Cela est vrai si on considère la
carte reconstruite par la méthode statique comme étant une carte d’émission en moyenne sur le temps
d’acquisition, ce qui n’est pas exact. En particulier, des pics d’émission pourraient résulter d’artefacts.
Toutefois, il est probable que les zones d’émissions les plus intenses correspondent bien à des plumes
car ce sont des structures denses. Un indice important est la présence de valeurs négatives autour de ces
zones intenses.
La comparaison entre deux cartes reconstruites par EIT et EUVI A montre bien que les structures les
plus intenses se retrouvent aux mêmes endroits. Par contre, la détermination du diamètre de ces zones
n’est pas évidente. La figure 5.4 présente une reconstruction sur simulation dans laquelle les zones d’évo-
lution temporelle servant à la reconstruction ont été volontairement choisies trop petites. On voit que la
carte ainsi reconstruite est toujours de meilleure qualité que la carte reconstruite sans tenir compte de
l’évolution temporelle. Par contre, elle est de moins bonne qualité que la carte reconstruite avec les zones
choisies de manière exacte 5.3. On observe que les plumes dans e sont légèrement élargies. De plus,
l’estimation de γ est également légèrement moins bonne. Toutefois la forme de l’évolution temporelle
reste correctement estimée. Cette étude indique que le choix des zones d’évolution temporelle n’est pas
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(a) Zones d’évolution (b) e estimé
(c) γ estimé
Figure 5.4 – Reconstruction à partir de données simulées. Les zones d’évolution temporelle sont volon-
tairement trop petites. (a) zones d’évolution temporelle L, (b) carte spatiale e reconstruite, (c) évolution
temporelle γ .
nécessairement critique pour obtenir une bonne reconstruction de l’émission et de son évolution tempo-
relle.
5.3.2 Données mesurées
Dans cette partie, nous présentons des reconstructions obtenues avec notre algorithme d’estimation
de l’évolution temporelle à l’aide de données EIT. Les données utilisées sont celles allant du premier au
14 novembre 1996 à 17,1 nm. Le tableau 5.4 présente les paramètres géométriques correspondant à cette
reconstruction. Le tableau 5.5 présente les paramètres de l’algorithme de reconstruction.
La figure 5.5 présente les résultats avec notre algorithme comparés aux résultats obtenus à l’aide de
l’algorithme de FBP et de l’algorithme statique. Le choix des zones d’évolution temporelle est illustré en
80
taille du nombre de taille des nombre de pixels
cube (R⊙) voxels du cube pixels (radians) des projections
3×3×0.15 256×256×8 2.55×10−5×2.55×10−5 512×38
Tableau 5.4 – Paramètres géométriques de la reconstruction à l’aide de données EIT
λ µ Sx SG
2×10−2 1×104 0.1 0.05
Tableau 5.5 – Paramètres de l’algorithme de reconstruction
(b). Il est tiré de la reconstruction avec l’algorithme statique. Les zones choisies sont les zones les plus
intenses et sont bordées de zones négatives.
Si l’on compare les deux méthodes statiques, on constate une nette amélioration de la qualité de
la reconstruction (voir 5.5 a et c). Cela se traduit par le faible nombre de pixels négatifs. On constate
également une diminution des artefacts linéaires. Cette amélioration est due à une prise en compte exacte
de la répartition non uniforme des données en longitude. Dans la reconstruction par FBP, 50 % des voxels
reconstruits sont négatifs. Dans la reconstruction du MAP statique, seulement 36 % le sont encore.
Si l’on considère la reconstruction du MAP avec évolution temporelle (5.5 d) , on constate que seule-
ment 25 % des voxels ont une valeur négative. De plus, la plupart de ces voxels sont situés au bord du
cube reconstruit. Enfin, la valeur moyenne des voxels négatifs passe de −120 pour la reconstruction par
FBP, à −52 pour la reconstruction statique par méthode de gradient et −19 pour la reconstruction avec
évolution temporelle.
La méthode nous permet également d’avoir une estimation de la variation d’intensité des plumes
au cours du temps. Comme sur les simulations, le gain prend des valeurs supérieures à 1 en raison du
degré de liberté non contraint par les données. Cet effet n’a aucune incidence sur les quantités physiques
estimées. On constate que les plumes évoluent de manière très importante au cours du temps, pouvant
aller jusqu’à l’extinction. Cette observation est cohérente avec les observations de plumes effectuées par
Llebaria et DeForest [16, 38].
On observe également que quelques valeurs de γ sont négatives, bien que faiblement. Cela peut être
dû au fait qu’il existe des plumes dont l’évolution temporelle n’est pas prise en compte. En effet, seules
quatre zones d’évolution temporelle sont définies mais il existe d’autres plumes plus éloignées de l’axe
de rotation dont la contribution aux intensités mesurées peut être importante.
La figure 5.6 présente le résultat obtenu avec l’algorithme prenant en compte l’évolution temporelle à
différents instants. On observe l’apparition et l’extinction des plumes sur une échelle de quelques jours.
5.4 Conclusion
Nous avons présenté une nouvelle méthode de reconstruction tomographique des plumes polaires
avec prise en compte de l’évolution temporelle. Cette méthode montre qu’il est possible de reconstruire
à la fois l’évolution temporelle et la carte d’émission de la couronne en n’utilisant que le faible nombre
de points de vue à notre disposition grâce à SoHO et STEREO.
Il est important de mettre l’accent sur la démarche mise en œuvre pour développer cette méthode. Les
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méthodes habituelles de reconstruction utilisent soit deux points de vue disponibles à un instant donné
soit négligent la possibilité d’une évolution temporelle. La prise en compte de l’évolution temporelle
contrainte uniquement par une douceur temporelle globale sur tout l’objet reconstruit paraît peu réaliste.
Partant de ce constat, il s’agit de reformuler le problème direct associé habituellement à la tomo-
graphie solaire afin d’intégrer au maximum les connaissances a priori que nous avons des plumes tout
en aboutissant à un problème d’inversion dont le calcul ne soit pas insurmontable. La modélisation des
plumes comme étant des zones spécifiques de la reconstruction, chaque zone évoluant temporellement de
manière indépendante, nous semble remplir ces conditions. Elle correspond à une modélisation physique
des plumes, vues comme des tubes de champ magnétique parcourus par le plasma. De plus, elle aboutit
à un problème direct bilinéaire dont l’inversion est réalisable avec des algorithmes connus.
Nous avons montré le succès de cette démarche, sur le principe, avec la validation sur simulations de
l’algorithme d’inversion de ce nouveau problème de reconstruction. Nous avons également montré qu’il
était réalisable avec des données obtenues à l’aide de l’instrument EIT. Et nous avons montré qu’il donnait
de meilleurs résultats de reconstruction que les méthodes existantes. Forts de ces succès, il nous semble
important de poursuivre l’effort de recherche dans cette direction. Nous exposons dans les perspectives
(chapitre 6) qu’il existe de nombreuses voies à explorer afin d’améliorer la méthode que nous avons
introduite et d’en tirer le meilleur parti.
82
(a) e avec FBP (b) Zones d’évolution temporelle L.
(c) e avec l’algorithme statique (d) e avec évolution temporelle
(e) gain évoluant temporellement γ
Figure 5.5 – Nous comparons trois méthodes de reconstruction sur données mesurées à 17,1 nm par EIT
entre le premier et le 14 Novembre 1996. (a) reconstruction par FBP, (b) choix des zones d’évolution
temporelle (c) reconstruction avec l’algorithme statique, (d) reconstruction avec évolution temporelle,
(e) évolution temporelle estimée.
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(a) Reconstruction à t25 (b) Reconstruction à t35 (c) Reconstruction à t45
(6 jours) (8,5 jours) (9,8 jours)
Figure 5.6 – Présentation de la reconstruction sur données réelles à différents instants. Les images pré-
sentées sont des coupes de diag(e)Lγ dans le cube reconstruit.
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CHAPITRE 6
PERSPECTIVES
Ce travail de thèse a été l’occasion d’aborder un domaine encore largement ouvert. La reconstruction
de la couronne solaire, compte tenu de sa dynamique et des contraintes instrumentales particulières reste
un défi. C’est aussi cette difficulté qui nous pousse à proposer de nombreuses voies d’exploration, dont
certaines n’aboutiront peut-être pas mais qui nous semblent néanmoins toutes prometteuses pour tendre
à la résolution de ce problème.
Dans ce chapitre, nous voulons montrer que loin de conclure sur le sujet, cette thèse se veut au
contraire une ouverture à de nouvelles réflexions sur les nombreuses possibilités qui s’offrent aux traiteurs
de signaux et aux astrophysiciens qui s’intéressent à la reconstruction de la couronne solaire. Différents
types de développement sont exposés dans ce chapitre, proposant des améliorations des méthodes sur
lesquelles nous avons travaillé : localisation des zones, modèles paramétriques de plumes, optimisation
par MCMC. Nous proposons également une diversification des objets d’étude, avec en particulier les
CME et les objets optiquement épais.
6.1 Développements méthodologiques
6.1.1 Optimisation de type MCMC
Nous avons vu dans la section 3.2.2 que l’on pouvait résoudre un problème inverse à l’aide de mé-
thodes d’échantillonnage. L’avantage de cette méthode est la possibilité de minimiser des critères non
convexes. De nombreux développements de notre approche peuvent se faire en utilisant ces méthodes
d’échantillonnage.
Par exemple, les méthodes d’échantillonnage permettent d’estimer non seulement la moyenne de la
densité de probabilité mais également ses moments d’ordres supérieurs. On pourrait utiliser une méthode
d’échantillonnage pour calculer une estimation de la variance a posteriori. Cela nous donnerait une idée
précise de l’incertitude sur la reconstruction effectuée pour chaque reconstruction.
Comme nous l’avons vu, nous pouvons également utiliser une méthode d’échantillonnage pour esti-
mer les hyperparamètres et rendre la méthode plus automatique.
Plus généralement, pour les méthodes utilisant une paramétrisation de l’objet, il peut être pertinent
d’utiliser une méthode d’échantillonnage. Dans ce cas, il faut garder à l’esprit que le coût calculatoire
augmente très rapidement avec le nombre de paramètres pris en compte.
6.1.2 Localisation des zones
Nous avons vu que la localisation des zones d’évolution temporelle est nécessaire préalablement
à notre méthode de reconstruction avec évolution temporelle. On peut envisager différentes approches
pour parvenir à localiser ces zones. On peut chercher à déterminer les zones de manière automatique en
modifiant notre algorithme pour estimer les zones. On peut aussi utiliser des informations disponibles par
ailleurs, par exemple d’autres données (voir section 6.1.2.1).
La méthode que nous avons utilisée dans le chapitre 5 consiste à effectuer une reconstruction sans
évolution temporelle et à supposer que les zones les plus intenses correspondent à des plumes. Il existe
également des méthodes utilisant la disponibilité de deux points de vue avec STEREO pour localiser
les structures par trigonométrie. Cette méthode est en règle générale valide pour des objets opaques. Sa
généralisation à des objets optiquement minces n’est pas triviale. Les méthodes tomographiques font
l’hypothèse inverse d’objets optiquement minces. Leur usage apparait donc plus naturel dans le cas des
plumes.
6.1.2.1 Relation entre plumes et points brillants
Pour cette dernière approche, on peut en particulier penser à identifier la position des plumes avec les
points brillants présents à la surface de la chromosphère. Ces points brillants sont probablement un lieu
de où se produisent des reconnexions de lignes de champ magnétique. Il se peut qu’ils soient associés à
l’éjection de plasma aux pôles et donc à la présence des plumes polaires. Pour tester la validité de cette
hypothèse, on pourrait comparer les cartes reconstruites avec les méthodes actuelles et des cartes de la
surface obtenues par exemple à l’aide d’images de EIT ou EUVI à 30,4 nm.
6.1.2.2 Paramétrisation des zones
Une approche purement algorithmique consisterait à considérer la matrice L introduite dans notre
modèle d’évolution temporelle comme un paramètre à estimer. Pour ce faire, il faut paramétrer cette
matrice. Les zones d’évolution temporelle pourraient par exemple être paramétrées comme suivant des
lignes super-radiales et ayant un disque pour section. Chaque zone serait ainsi définie par quelques pa-
ramètres dont on pourrait envisager l’estimation par des méthodes d’échantillonnage. On s’affranchirait
ainsi de la nécessité de définir avant la reconstruction la position des zones d’évolution temporelle.
6.1.3 Modèles de plumes
De la même manière que l’on peut envisager de paramétrer la matrice L de localisation des zones
d’évolution temporelle, on peut envisager de paramétrer directement la répartition de l’émission ou même
de la température et de la densité électronique. Dans le cas de la diffusion Thomson, seule la densité peut
être paramétrée.
On est alors dans un cas très similaire aux reconstructions effectuées par Thernissien pour les CME
[52]. Dans le cas le plus simple, on peut effectuer cette inversion en utilisant un couple d’images STE-
REO. Une telle reconstruction répétée sur des doublets d’images consécutives pourrait permettre de tester
notre hypothèse de plumes immobiles dont l’émission varie.
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6.1.3.1 Cas de la diffusion Thomson
Si nous reprenons le modèle de plumes présenté section 4.2.3 :
nce(θ ,r,α) = (A1rs1 +A2rs2)
1+(Sn−1)e− 12σ2
(
pi
2 −α
pi
2 −α0(r)
)2
Te(θ ,r,α) = (A3rs3 +A4rs4)−1
1+(ST −1)e− 12σ2
(
pi
2 −α
pi
2 −α0(r)
)2
avec cosα0(r) = (1− fmax) 1−e
1−r
λ
1−e
R−r
λ
(6.1)
npe (θ ,M) = nce(r,α)
[
1+biexp
(
(x+ xiz
2)2 +(y+ yiz2)2
σ2i
)]
(6.2)
Dans ce cas, le trou coronal est paramétré par 8 variables et chaque plume est déterminée par 4 va-
riables. Si on choisit de ne reconstruire que les 5 plumes les plus imporantes, il nous faut alors estimer
28 variables.
Dans un formalisme bayésien, la densité a posteriori peut donc s’écrire dans le cas d’observations de
la diffusion Thomson :
− ln f (θ |i,H ) =
∥∥∥∥i−∫M∈L t(L ,M)ne(θ ,M)dM
∥∥∥∥2−ν ln f (θ |H ) (6.3)
où t(L ,M) est la dépendance du coefficient de diffusion Thomson à la distance au centre du Soleil et à
la ligne de visée. θ regroupe tous les paramètres du modèle :
θ = {A1,A2,s1,s2,Sn,σ , fmax,λ ,b,x,y,σ}
où b, x, y et σ sont les vecteurs des paramètres décrivant les plumes. Ils sont de taille égale au nombre de
plumes. Le terme d’a priori peut permettre de contraindre les paramètres utilisés à rester dans une gamme
de valeurs plausibles. Dans ce cas, on peut choisir des a priori uniformes entre les valeurs extrêmes
autorisées.
On peut discrétiser ne(θ ,M) sur l’espace de reconstruction et utiliser notre algorithme de projec-
tion/rétroprojection de Siddon. Mais il serait plus efficace d’arriver à calculer de manière analytique le
résultat de l’intégration sur une ligne de visée quelconque du modèle de densité. Ce n’est malheureuse-
ment pas simple dans le cas de ce modèle. Si on discrétise la densité, on obtient la densité a posteriori
suivante :
− ln f (θ |i,H ) = ‖i−Zne(θ)‖2−ν ln f (θ |H ) (6.4)
Le problème décrit par cette densité est fortement non linéaire. Il nécessite l’utilisation de méthodes
d’échantillonnage.
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6.1.3.2 Cas de l’émission EUV
Dans ce cas, il faut modéliser à la fois la température et la densité. Reprenant encore le modèle utilisé
en 4.2.3 :
Te(θ ,r,α) = (A3rs3 +A4rs4)−1
1+(ST −1)e− 12σ2
(
pi
2 −α
pi
2 −α0(r)
)2 (6.5)
Dans ce cas, on a 13 paramètres pour le trou coronal et toujours 4 paramètres par plume. θ vaut :
θ = {A1,A2,A3,A4,s1,s2,s3,s4,Sn,ST ,σ , fmax,λ ,b,x,y,σ}
Comme les valeurs mesurées sont une intégration sur la ligne de visée de l’émission, il faut passer du
modèle de température et densité électronique à une expression de l’émission comme nous l’avons fait
dans la section 4.4 :
e = W ′(ne(θ),te(θ)) (6.6)
où t est la température électronique discrétisée. On a donc la densité de probabilité a posteriori suivante :
− ln f (θ |i,H ) = ∥∥i−HW ′ [ne(θ),te(θ)]∥∥2−ν ln f (θ |H ) (6.7)
Le vecteur des mesures i regroupe les images aux différentes bandes passantes disponibles. EIT et EUVI
permettent d’utiliser trois bandes pour la couronne. La future mission Solar Dynamics Observatory
(SDO) embarquant l’instrument Atmospheric Imaging Assembly (AIA) permettra d’utiliser jusqu’à 6
bandes passantes EUV correspondant à des structures de la couronne. Il en résultera potentiellement une
bien meilleure résolution en température.
6.2 Diversification des objets d’étude
6.2.1 Reconstruction de données de coronographes
Comme nous l’avons vu, les reconstructions à l’aide de données coronographiques sont très proches
des reconstructions à l’aide de données EUV. Les différences principales résident dans la prise en compte
du facteur dû à la diffusion Thomson et la reconstruction directe de la densité électronique. Les algo-
rithmes développés pour un type d’observation peuvent donc facilement être adaptés pour l’autre.
Un des intérêts de reconstruire avec le même algorithme les deux types de données est la possibilité
de comparer les cartes de reconstruction à différentes altitudes. Par exemple, pour les plumes, il y a une
controverse sur le fait que celles observées en lumière blanche et celles observées en EUV sont bien le
prolongement les unes des autres. Une étude comparative des plumes à différentes altitudes permettrait
de déterminer si les plumes sont bien la source du vent solaire rapide.
STEREO embarque également les instruments HI qui sont des instruments “grand champ” en lumière
blanche. Ils permettent de suivre les CME jusqu’à la Terre. Loin de la surface du Soleil, la lumière
observée est dominée par la diffusion des poussières du milieu interplanétaire. On pourrait envisager
d’effectuer une reconstruction tomographique de ce milieu. Le milieu interplanétaire est beaucoup plus
stable temporellement que la couronne solaire. Les hypothèses de stationnarité sont donc potentiellement
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plus valides dans ce cas de reconstruction. Il faut toutefois réussir à s’affranchir de toutes les autres
sources observées telles que les CME. Les étoiles contribuent aussi à une grande partie de l’intensité
lumineuse observée et doivent être prises en compte. Cela pourrait être fait en utilisant une carte stellaire
projetée pour correspondre au point de vue des imageurs grand champ. La prise en compte de la distorsion
importante de ces imageurs est également essentielle.
6.2.2 Reconstruction de CME
La reconstruction de CME est jusqu’à présent contrainte à n’utiliser qu’une paire d’images STEREO
en raison de la très grande vitesse d’évolution de ces structures. On est dans ce cas dans une configuration
très proche de celle proposée pour la reconstruction paramétrée des plumes dans la section 6.1.3.
En utilisant un modèle d’évolution temporelle des CME de manière similaire à notre méthode du
chapitre 5, on pourrait reconstruire les CME en utilisant plus de points de vue, donc de manière plus
précise. On peut par exemple envisager de paramétrer les CME et de considérer qu’elles sont déformées
de manière affine d’un instant à l’autre.
89
CONCLUSION
Dans cette thèse, nous avons analysé les méthodes de reconstruction de la couronne solaire et proposé
un cadre théorique de travail, ainsi qu’une nouvelle méthode de reconstruction avec prise en compte de
l’évolution temporelle.
Pour ce faire, nous avons suivi une approche consistant à affiner au mieux notre compréhension de
la formation des données obtenues par les satellites spatiaux observant le Soleil ; c’est-à-dire que, nous
n’avons pas seulement pris en compte les effets instrumentaux tels que la diffusion de EIT ou la trajectoire
des satellites par rapport au Soleil. Nous avons également déterminé les liens entre l’émission lumineuse
produite et les paramètres du plasma qui constitue la couronne. Enfin, nous avons considéré la manière
dont évoluent les objets de la couronne que nous voulions reconstruire. Cette analyse nous a fourni le
socle nécessaire à une bonne maîtrise des phénomènes, et par conséquence la possibilité d’envisager de
nombreux développements aux travaux présentés dans ce manuscrit.
Ce travail se concentre particulièrement sur les plumes polaires, l’objectif visé étant de mieux com-
prendre le lien entre ces structures et le vent solaire rapide. Nous avons développé un modèle très simple
d’évolution des plumes au cours du temps d’acquisition des données nécessaires à la reconstruction to-
mographique. Ce modèle nous a permis de redéfinir le problème usuel de reconstruction de la couronne
de manière à tenir compte du temps. Nous avons pu non seulement d’estimer l’évolution temporelle des
structures observées mais aussi améliorer la reconstruction de la carte d’émission.
Ce travail s’est concentré sur l’utilisation des données des imageurs ultra-violets contrairement à la
plupart des reconstructions de la couronne par tomographie. Cela ne permet pas seulement de recons-
truire des zones plus proches de la région de transition, qui est une région encore mal connue du Soleil,
mais aussid’avoir une information d’une autre nature sur le plasma constituant la couronne. Nous avons
ainsi pu développer une méthode utilisant les trois longueurs d’onde de EIT afin d’estimer à la fois la
température et la densité électronique en tout point de la couronne. Il a fallu pour cela coupler méthode
de reconstruction tomographique et modélisation du plasma solaire. Dans l’approche que nous avons
adoptée ici, la reconstruction tomographique permet d’éliminer les effets dus à l’intégration sur la ligne
de visée contrairement aux analyses spectrales habituelles du plasma, comme l’analyse par DEM.
Annexe I
Algorithme de Siddon
On utilise les paramètres fournis dans les en-têtes des données afin de définir les lignes de visée
associées à chaque image. L’algorithme de Siddon permet ensuite de calculer l’intersection entre chaque
ligne de visée et chaque voxel, c’est-à-dire définir l’opérateur de projection R ou de rétroprojection Rt .
Cet algorithme permet en outre de tenir compte de toutes les particularités géométriques de l’acquisition
des données : position, orientation des satellites et conicité du champs de vue.
Définition des lignes de visée
Soit R le référentiel de Carrington lié au Soleil et dans lequel le Soleil est immobile (si on néglige
la rotation différentielle). O est le centre du Soleil. On veut définir les lignes de visée d’une image prise
par un satellite situé en D. On définit le repère R(3) = (D,e(3)x ,e(3)y ,e(3z )) lié à l’image comme suit
(Figure I.1) : e(3)x est le vecteur directeur de la droite (DO), e(3)y et e(3)z sont les vecteurs directeurs,
respectivement, des lignes et des colonnes du détecteur. On peut passer de R à R(3) en effectuant trois
rotations et une symétrie :
ρ(ez,α) : R → R(1)
ρ(e(1)y ,β ) : R(1) → R(2)
ρ(O,e(2)y e(2)z ).ρ(e(2)x ,γ) : R(2) → R(3)
(I.1)
On peut définir une ligne de visée par son vecteur directeur dans le repère lié à l’image, connaissant
les coordonnées du pixel (nθ ,nφ ), le pas angulaire entre pixels (pθ ,pφ ) et la position du centre du Soleil
en pixels (sθ ,sφ ) :
u[nθ ,nφ ] =
 r = 1θ = (nθ − sθ )pθ
φ = (nφ − sφ )pφ

sphe´rique
(I.2)
On veut exprimer ce vecteur directeur dans le repère lié au Soleil R. Cela revient à lui appliquer la
transformation τ
τ = ρ−1(ez,α)ρ−1(e(1)y ,β )ρ−1(e(2)z ,pi)ρ−1(e(2)x ,γ)
τ = ρ(ez,−α)ρ(e(1)y ,−β )ρ(O,e(2)y ,e(2)z )ρ(e(2)x ,−γ)
(I.3)
On peut donc appliquer la transformation matricielle suivante :
U =
 cosα −sinα 0sinα cosα 0
0 0 1

 cosβ 0 −sinβ0 1 0
sinβ 0 cosβ

 −1 0 00 1 0
0 0 1

 1 0 00 cosγ −sinγ
0 sinγ cosγ

(I.4)
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Figure I.1 – Repères liés au Soleil R et à l’image R(3), ainsi que les repères intermédiaires. u est le
vecteur directeur d’une ligne de visée.
U =
 −cosα cosβ −sinα cosγ−cosα sinβ sinγ sinα sinγ−cosα sinβ cosγ−sinα cosβ cosα cosγ−sinα sinβ sinγ −cosα sinγ−sinα sinβ cosγ
−sinβ cosβ sinγ cosβ cosγ
 (I.5)
De la définition paramétrique à la définition cartésienne de la ligne de visée
Par la suite, on ne considère qu’un pixel de l’image et le vecteur directeur u correspondant. La ligne
de visée L est alors modélisée par la droite paramétrisée par a :
∀M ∈L ,∃a ∈ R | M = D+au (I.6)
où D est la position du détecteur. On peut en déduire les coordonnées cartésiennes des points de la
droite grâce aux formules de passage suivantes :
x = xD +aux
y = yD +auy
z = zD +auz
(I.7)
où x, y, z sont les coordonnées de M. Inversement, connaissant l’une quelconque des coordonnées carté-
siennes, on trouve le paramètre du point de la droite correspondant :
xix
ax(x) =
x−xD
ux
si ux 6= 0
ay(y) = y−yDuy si uy 6= 0
az(z) =
z−zD
uz
si uz 6= 0
(I.8)
Dans le cas où l’une des coordonnées de u est nulle, on est ramené à un cas à deux dimensions. Dans
l’implémentation, il faut soit introduire un test permettant de s’affranchir de la dimension inutile, soit
prendre a = ∞.
Coordonnées du point d’entrée
xmin xmax
ymin
ymax
E
amin = axmin
S
amax = aymax
D
aymin
axmax
Figure I.2 – Recherche du point d’entrée et du point de sortie
Il faut, en premier lieu, trouver la face d’entrée dans le cube. On cherche pour chaque paire de faces
(xmin,xmax), (ymin,ymax), (zmin,zmax), quelle face est la plus proche du détecteur. Pour ce faire, on compare
les paramètres de la droite correspondant à chaque face (voir figure I.2) :
axmin = min(ax(xmin),ax(xmax))
aymin = min(ay(ymin),ay(ymax))
azmin = min(az(zmin),az(zmax))
(I.9)
axmax = max(ax(xmin),ax(xmax))
aymax = max(ay(ymin),ay(ymax))
azmax = max(az(zmin),az(zmax))
(I.10)
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Calculons ensuite :
amin = max(axmin ,aymin,azmin) (I.11)
amax = min(axmax ,aymax ,azmax) (I.12)
Si amin > amax, la ligne de visée ne traverse pas le cube. Dans le cas contraire, amin est le paramètre du
point d’entrée et amax est le paramètre du point de sortie.
xmin
ymin
xmax
ymax
x
y
px
py
D
E
S
amin
dx
dy
Figure I.3 – Passage d’une ligne de visée à travers l’objet
On en déduit alors aisément les coordonnées cartésiennes du point d’entrée grâce à la formule I.7.
xE = xD +aminux
yE = yD +aminuy
zE = zD +aminuz
(I.13)
On s’intéresse maintenant aux intersections entre la ligne de visée et les plans délimitant les voxels. x j,
xxi
yk et zl définissent les plans délimitant les voxels selon chaque axe du référentiel R et sont donnés par :
x j = jpx + xmin
yk = kpy + ymin
zl = l pz + zmin
(I.14)
En appliquant l’équation I.14 aux coordonnées du voxel d’entrée données par I.13, on trouve les indices
du voxel d’entrée I.15.
jE = ⌊ xE−xminpx ⌋−⌊
xE−xmin
xmax−xmin
⌋
kE = ⌊ yE−yminpy ⌋−⌊
yE−ymin
ymax−ymin ⌋
lE = ⌊ zE−zminpz ⌋−⌊
zE−zmin
zmax−zmin
⌋
(I.15)
où ⌊.⌋ désigne l’entier inférieur le plus proche. xmin, ymin et zmin sont les coordonnées des premiers
plans, xmax, ymax et zmax les coordonnées des derniers plans, et px, py et pz donnent les dimensions d’un
voxel (Figure I.3).
Les seconds termes de I.15 permettent de tenir compte du fait que les derniers plans du cube (du type
x = xmax) appartiennent encore au cube. Donc si xE = xmax, on veut jE = nx−1. Remarquons que nous
utilisons une convention de type C (on compte à partir de zéro).
Initialisation de la boucle parcourant les voxels
L’algorithme de Siddon utilise une boucle parcourant tous les voxels traversés par la ligne de visée.
L’algorithme distingue trois types d’intersections entre la droite et les plans délimitant les voxels suivant
que le plan intersecté est du type x = constante, y = constante ou z = constante. Une intersection du
même type se retrouve périodiquement le long de la droite avec les périodes suivantes :
dx =
{
px
ux
, si ux 6= 0
∞ sinon.
dy =
{ py
uy
, si uy 6= 0
∞ sinon.
dz =
{
pz
uz
, si uz 6= 0
∞ sinon.
(I.16)
Ces périodes peuvent être négatives dans le cas où u est négatif selon l’une des directions. Il suffit
donc de connaître les distances initiales par rapport à chaque type d’intersection pour pouvoir trouver
toutes les intersections. On peut calculer ces valeurs de la manière suivante. On connait les indices du
voxel d’entrée. La direction de la droite nous donne la manière dont ils sont mis à jour à chaque itération :
∆ j = signe(ux)
∆k = signe(uy)
∆l = signe(uz)
(I.17)
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où ;
signe(x) =

1 , si x > 0
0 , si x = 0
−1 , si x < 0
(I.18)
On en déduit l’indice du plan de chaque type s’intersectant avec la ligne de visée juste après l’entrée dans
le cube :
jsuivant =

jE +1 si ∆ j = 1
jE si ∆ j =−1
∞ si ∆ j = 0
ksuivant =

kE +1 si ∆k = 1
kE si ∆k =−1
∞ si ∆k = 0
lsuivant =

lE +1 si ∆l = 1
lE si ∆l =−1
∞ si ∆l = 0
(I.19)
Les distances courantes à chaque type d’intersection s’en déduisent facilement :
xD = a(x( jsuivant))−amin
yD = a(y(ksuivant))−amin
zD = a(z(lsuivant))−amin
(I.20)
Condition d’arrêt
Pour optimiser le code, on peut constater qu’il n’est pas nécessaire de tester systématiquement si le
voxel courant appartient au cube de reconstruction. La connaissance du point d’entrée et du point de
sortie nous suffit pour trouver le nombre de segments calculés.
Le nombre de segments de droite est égal au nombre de points d’intersections entre la ligne de visée
et les différents plans moins un :
N = Nx +Ny +Nz−1 (I.21)
On peut trouver le nombre d’intersections selon chaque ensemble de plans à l’aide de la formule I.14 et
les conditions d’appartenance au cube. Pour les intersections de type x, on a :
x0 = min(xE ,xs)
x∞ = max(xE ,xs)
x0 < jpx + xmin < x∞
(I.22)
où xs est l’abscisse du point de sortie calculée de la même manière que xE . Ce qui nous donne les indices
des premiers et derniers plans intersectés :
jmin = ⌈x0− xminpx ⌉ , jmax = ⌈
x∞− xmin
px
⌉ (I.23)
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Enfin le nombre de points d’intersection de type x vaut :
Nx = jmax− jmin +1 (I.24)
En rassemblant I.24 et I.21, on trouve :
N = xmax− xmin + ymax− ymin + zmax− zmin +2 (I.25)
Corps de la boucle
• Calcul de :
D = min(xD,yD,zD)
• Test si D = xD ou D = yD ou D = zD
Dans la suite, on suppose une intersection du type x.
• Calcul de la longueur d’intersection entre la droite et le voxel :
r = xD
• Mise à jour de la valeur du pixel dans le cas du projecteur :
inθ ,nφ = inθ ,nφ + re j,k,l
• Mise à jour de la valeur du voxel dans le cas du rétroprojecteur :
e j,k,l = e j,k,l + rinθ ,nφ
• Mise à jour des distances aux prochains points d’intersection :
xD = dx, yD = yD− r, zD = zD− r
• Calcul de l’indice du prochain voxel :
j = j +∆ j, k = k, l = l
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Annexe II
Méthodes itératives
Nous présentons ici différents choix possibles de directions de descente dans les méthodes itératives
du type gradient. On présente également le calcul du pas optimal. Ce calcul est valable quelle que soit la
direction de descente.
Directions de descente
Dans le cas le plus simple, on descend simplement selon l’opposé du gradient gn au point courant.
Soit dn la direction de descente au pas n :
dn =−gn (II.1)
Malheureusement, il peut en résulter des effets d’oscillations d’une itération à l’autre et donc une vitesse
de convergence faible. C’est pourquoi, on choisit souvent de tenir compte de la direction de descente
à l’étape précédente. Les différentes possibilités résident alors dans la manière dont sont pondérés le
gradient et la direction précédente.
On peut simplement choisir la moyenne entre les deux directions :
d1 = −g1
dn+1 = −
1
2 (dn−gn+1)
(II.2)
On peut également choisir la bissectrice entre les deux directions. L’algorithme de Polak et Ribière [42,
44] définit la direction de descente comme suit :
d1 = −g1
dn+1 = −gn +bndn
bn = −g
T
n (gn−gn−1)
‖gn−1‖
2
(II.3)
Cette direction est une approximation des directions conjugées qui ne nécessite pas de calculer le hessien
du critère, calcul très coûteux pour les problèmes de grande taille.
Gradient conjugué
Cette méthode n’est valable que dans le cas d’un critère quadratique. Dans cette méthode, il s’agit
de choisir des directions de descente de manière conjuguée, c’est-à-dire orthogonales entre elles selon
le produit scalaire défini par la matrice symétrique définie positive AT A. On peut alors montrer que l’on
peut trouver la solution exacte du problème en, au plus, N itérations, avec N la taille de x. En effet,
parce qu’ils sont conjugués les N vecteurs dn forment une base de l’espace de la solution. On peut donc
développer la solution xˆ sur cette base :
xˆ =
n=N
∑
n=1
αndn (II.4)
En multipliant par AT A, on obtient :
AT Axˆ =
n=N
∑
n=1
αnA
T Adn = A
T y (II.5)
En appliquant maintenant la propriété de conjugaison au vecteur dn, on a :
dTn A
T Axˆ =
k=N
∑
k=1
αkd
T
n A
T Adk = αnd
T
n A
T Adn = A
T dTn y (II.6)
Ce qui nous donne le coefficient αn :
αn =
AT dTn y
dTn A
T Adn
(II.7)
On peut montrer que les directions de descente suivantes, définies de manières itératives, sont conjuguées
(orthogonalisation de Gramm-Schmidt) :
dn+1 = gn−
dTn A
T Agn
dTn A
T Adn
dn (II.8)
En effet, en multipliant l’expression précédente par dTn AT A, on a :
dTn A
T Adn+1 = d
T
n A
T Agn−
dTn A
T Agn
dTn A
T Adn
dTn A
T Adn = 0 (II.9)
Ce qui prouve la conjugaison entre les dn par récurrence.
Pas optimal dans le cas quadratique
Dans le cas d’un critère quadratique, on peut expliciter le pas optimal. On le fait en minimisant le
critère selon dn+1 :
J (xn + pdn+1) = ‖y−Axn− pAdn+1‖2 (II.10)
Le gradient de ce critère selon le pas p vaut :
∂J
∂ p = 2d
T
n+1A
T (Axn−y)+2pdTn+1AT Adn+1 (II.11)
L’annulation du gradient nous donne le pas optimal :
pOPT =−
1
2
dTn+1gn
‖Adn+1‖2
(II.12)
Pas optimal dans le cas biquadratique
Le critère d’un modèle bilinéaire peut s’écrire comme suit :
J(x,z) = ‖y−Vxz‖2 = ‖y−Vzx‖2 (II.13)
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avec Vx = Udiag(Ax)B et Vz = Udiag(Bz)A. Pour simplifier, nous menons les calculs sans le terme
d’a priori. Nous cherchons donc à minimiser la fonction Φ(p) suivante :
Φ(p) = J(x+ pdx,z + pdz) (II.14)
Sa dérivée par rapport au pas p vaut :
∂Φ
∂ p = d
T
x
∂J
∂x
(
x+ pdx
z + pdz
)
+dTz
∂J
∂z
(
x+ pdx
z + pdz
)
(II.15)
Calculons le premier terme de cette somme ; le second s’en déduit par permutation de x et z.
dTx
∂J
∂x = 2d
T
xV
T
z+pdz
[
Vz+pdz (x+ pdx)−y
] (II.16)
On peut développer en raison de la linéarité de Vx par rapport à x.
dTx
∂J
∂x = 2d
T
x
(
V Tz + pV
T
dz
)
[Vz + pVdz (x+ pdx)−y] (II.17)
En regroupant les termes selon leur puissance de p, on trouve :
dTx
∂J
∂x = 2d
T
xV
T
z (Vzx−y)+2pdTx
[
V Tz (Vdzx+Vzdx)+V
T
dz
(Vzx−y)
]
+2p2dTx
[
V Tz Vdzdx +V
T
dx
(Vdzx+Vzdx)
]
+2p3dTxV TdzVdzdx (II.18)
Par symétrie, le second terme vaut :
dTz
∂J
∂z = 2d
T
zV
T
x (Vxz−y)+2pdTz
[
V Tx (Vdxz +Vxdz)+V
T
dx
(Vxz−y)
]
+2p2dTz
[
V Tx Vdxdz +V
T
dz
(Vdxz +Vxdz)
]
+2p3dTzV TdxVdxdz (II.19)
Les propriétés suivantes nous permettent de simplifier la dérivée de Φ(p) :
u1 = Vzx = Vxz (II.20)
u2 = Vzdx = Vdxz (II.21)
u3 = Vdzx = Vxdz (II.22)
u4 = Vdzdx = Vdxdz (II.23)
V Tx Vdx = V
T
dx
Vx (II.24)
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d’où :
∂Φ
∂ p = Ap
3 +Bp2 +Cp+D avec : (II.25)
A = 4‖u4‖2
B = 6uT4 (u2 +u3)
C = 2‖u2 +u3‖2 +4uT4 (u1−y)
D = 2(u2 +u3)T (u1−y)
Le pas optimal pOPT est racine du polynôme de degré trois ainsi défini. Si ce polynôme a plusieurs racines,
on compare les valeurs du critère obtenu pour ces racines.
Notons que seuls trois vecteurs apparaissent dans les coefficients de ce polynôme : u1−y = Vzx−y
qui représente l’écart aux données au point courant, u2 + u3 et u4. Dans le cas où U représente la
matrice de projection, une conséquence pratique de cette constatation est qu’il ne faut calculer que trois
projections pour obtenir le pas optimal et non quatre comme on aurait pu s’y attendre.
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Annexe III
Étude de convexité d’un modèle bilinéaire
Calcul de la matrice hessienne
Reprenons les notations précédentes (voir II) et calculons la matrice hessienne par bloc. Rappelons
que le gradient vaut :
∂J
∂x = V
T
z (Vzx−y)
∂J
∂z = V
T
x (Vxz−y) (III.1)
Les coefficients de la matrice hessienne s’obtiennent par dérivation du gradient.
∂ 2J
∂ (x,z)2 =
(
∂ 2J
∂x2
∂ 2J
∂x∂z
∂ 2J
∂z∂x
∂ 2J
∂z2
)
=
(
V Tz Vz A
T diag
[
UT (Vzx−y)
]
B +V Tz Vx
BT diag
[
UT (Vxz−y)
]
A+V Tx Vz V
T
x Vx
)
(III.2)
Détaillons le calcul pour les termes croisés :
∂ 2J
∂x∂z =
∂V Tz (Vzx−y)
∂z
=
∂
∂z
[
AT diag(Bz)UT Udiag(Bz)Ax−AT diag(Bz)UT y
]
= AT
∂
∂z [diag(Bz)]U
T Udiag(Bz)Ax
+AT diag(Bz)UT U ∂∂z [diag(Bz)]Ax−A
T ∂
∂z
[
diag(UT y)Bz
]
= AT diag
[
UT Udiag(Ax)Bz
]
B
+AT diag(Bz)UT Udiag(Ax)B−AT diag(UT y)B
= AT diag
[
UT (Vzx−y)
]
B +V Tz Vx
En effet, on a :
∂diag(Bz)
∂z v =
∂diag(Bz)v
∂z
=
∂diag(v)Bz
∂z
= diag(v)B
Rajoutons un terme d’a priori sur chaque variable. Le critère devient :
J = ‖y−Vxz‖2 +θx‖Dxx‖2 +θz‖Dzz‖2 (III.3)
On obtient la matrice hessienne suivante :
∂ 2J
∂ (x,z)2 =
(
∂ 2J
∂x2
∂ 2J
∂x∂z
∂ 2J
∂z∂x
∂ 2J
∂z2
)
=
(
V Tz Vz +θxDTx Dx AT diag
[
UT (Vzx−y)
]
B +V Tz Vx
BT diag
[
UT (Vxz−y)
]
A+V Tx Vz V
T
x Vx +θzDTz Dz
)
(III.4)
Condition de convexité
Pour étudier la convexité d’une fonction de plusieurs variables, on peut considérer la matrice hes-
sienne de cette fonction. La matrice hessienne d’une fonction deux fois dérivable est symétrique. Si de
plus, elle est définie positive en tous points, la fonction est convexe. Si elle est définie positive en un
extremum de la fonction, cette fonction est un minimum. Inversement, si elle est définie positive en un
extremum, c’est un maximum. Sinon, il s’agit d’un point selle.
Pour tester la convexité au point (x0,z0), on peut vérifier que pour tout vecteur (x,z) non nul, on a :
(x,z)T
∂ 2J
∂ (x,z)2
]
(x0,z0)
(x,z) > 0 (III.5)
Grâce à l’expression de la matrice hessienne calculée précédemment, on peut exprimer cette valeur.
(x,z)T
∂ 2J
∂ (x,z)2
]
(x0,z0)
(x,z)
= ‖Vz0x‖
2 +‖Vx0z‖
2 +2zT V Tx0Vz0x + 2z
T BT diag
[
UT (Vx0z0−y)
]
Ax
= ‖Vz0x+Vx0z‖
2 + 2zT BT diag
[
UT (Vx0z0−y)
]
Ax
(III.6)
On voit que s’il existe une solution exacte du problème inverse (xˆ, zˆ) telle que y = Vzˆxˆ, alors, en ce
point, le critère est convexe car la matrice hessienne est semi-définie positive :
(x,z)T
∂ 2J
∂ (x,z)2
]
(xˆ,zˆ)
(x,z) = ‖Vzˆx+Vxˆz‖
2 ≥ 0 , ∀x,z 6= 0 (III.7)
Par contre, on voit que en prenant x = xˆ et z = −zˆ, on obtient l’annulation. La matrice hessienne
n’est donc pas définie positive ; le critère n’est pas strictement convexe. On sait en effet par ailleurs que
cela ne peut pas être le cas car ∀a ∈ R,(axˆ, zˆ
a
) est solution.
Si on ajoute un a priori, on obtient :
(x,z)T
∂ 2J
∂ (x,z)2
]
(x0,z0)
(x,z)
= ‖Vz0x+Vx0z‖
2 +θx‖Dxx‖2 +θz‖Dzz‖2 +2zT BT diag
[
UT (Vx0z0−y)
]
Ax (III.8)
Suivant le poids de l’a priori, la zone convexe sera plus ou moins grande autour de la solution. À la limite
où les termes a priori dominent devant le terme de vraisemblance, on a un critère quadratique selon les
xxx
deux groupes de variables.
Exemple en dimension 2
Il est utile de considérer le cas où x et z sont des réels. On a alors :
J = (xz− y)2 (III.9)
Tous les couples (x, y
x
), ∀x ∈ R∗ sont solutions. Le critère n’est pas strictement convexe car il existe
une infinité de solutions. Par contre, il existe une zone sur laquelle le critère est convexe. La figure III.1
présente le tracé du critère dans ce cas. L’ajout d’un a priori peut permettre l’unicité de la solution. Par
exemple, on peut vouloir a priori un gain proche de 1. Dans ce cas, la solution est unique et vaut (y,1).
J = (xg− y)2
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Figure III.1 – Critère biquadratique en dimension deux avec et sans a priori
D’après la section précédente, le critère est convexe au point (x0,z0) si on a :
x20x
2 + z20z
2 +2(x0z0− y)xz > 0 , ∀(x,z) ∈ R2 (III.10)
On a un polynôme bivarié d’ordre deux. On peut réécrire la condition sous la forme d’une somme de
carrés : [
x0x+(z0−
y
x0
)z
]2
+
(
2
z0y
x0
−
y2
x20
)
z2 (III.11)
Donc le critère est convexe au point (x0,z0) à la condition que 2 z0yx0 −
y2
x20
soit positif. C’est-à-dire que
x0z0 >
y
2 et x0 est du même signe que y ou x0z0 <
y
2 et x0 et y sont de signe opposés. Tout le voisinage des
solutions est donc convexe.
L’ajout d’un a priori étend la zone de convexité autour de la solution. Le critère de convexité s’écrit :
x20x
2 +(z20 +θz)z2 +2(x0z0− y)xz > 0 , ∀(x,z) ∈ R2 (III.12)
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ou [
x0x+(z0−
y
x0
)z
]2
+
(
2
z0y
x0
−
y2
x20
+θz
)
z2 (III.13)
Le coefficient devant z est positif si θzx20 +2yz0x0− y2, polynôme de degré deux selon x0 est positif. Son
discriminant vaut : ∆′ = y2z20 +θzy2. Le critère est convexe si les conditions suivantes sont vérifiées :
x0 >
−yz0 + y
√
θz + z20
θz
(III.14)
ou
x0 <
−yz0− y
√
θz + z20
θz
(III.15)
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