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CONVEX HYPERSURFACES EXPANDING BY THE POWER GAUSS
CURVATURE IN A CONE
LI CHEN, NI XIANG
Abstract. We consider convex hypersurfaces with boundary which meet a strictly convex
cone perpendicularly. If those hypersurfaces expand inside this cone by the −α
n
-th power of the
Gauss curvature with 0 < α < 1, we prove that this evolution exists for all the time and the
evolving hypersurfaces converge smoothly to a piece of round sphere after rescaling.
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1. Introduction
During the past decades, geometric flows have been studied intensively. Following the ground
breaking work of Huisken [16], who showed the surfaces converge, after rescaling, to round
spheres for strictly convex initial surfaces moving by the mean curvature flow in Rn+1, several
authors started to investigate whether the same results hold true for surfaces moving by the
other curvature flow. One of the famous example is the closed, strictly convex initial surfaces
moving by the Gauss curvature flow in R3 is due to Andrews [1]. For the closed, strictly
convex initial surfaces moving by the α-Gauss curvature flow in Euclidean space with arbitrary
dimension n+1 with power α > 1
n+2 is recently solved by Brendle, Choi and Daskalopoulos [2].
Compared with the above inward flow, Gerhardt [12] and Urbas [42] independently considered
outward flows, or expanding curvature flows of star-shaped closed hypersurfaces in Rn+1. In
particular, they studied convex hypersurfaces moving outward in Rn+1 with speed K−
α
n ν. They
showed the flow existed for all time and converges to infinity. After a proper rescaling, the
rescaled flow would converge to a sphere for 0 < α ≤ 1.
It is interesting to pursue the Neumann analogue of the above results. The mean curvature
flow respectively Gauss curvature flow with boundary conditions were studied in the works of
Huisken [17], [21] and Schnurer and Schwetlick [40]. And inverse mean curvature flow with
Neumann boundary conditions was studies in the work of Marquardt [30]. Recently, inverse
Gauss curvature flow for the power α = 1 with Neumann boundary conditions were studied by
M. Sani [32]. We shall show the same results hold true for inverse Gauss curvature flow with
the power 0 < α < 1.
Let Sn be the sphere of radius one in Rn+1. Let Ω ⊂ Sn be a portion of Sn such that
Σn := {(rx ∈ Rn+1|r > 0, x ∈ ∂Ω} is the boundary of a smooth, strictly convex cone. We can
prove the following statement:
Theorem 1.1. Let 0 < α < 1 and M0 be a strictly convex hypersurface which meets Σ
n
orthogonally. That is
M0 ⊂ Σ
n, 〈µ, ν0〉|∂M0 = 0,
where ν0 is the outward unit normal to M0 and µ is the outward unit normal vector of Σ. And
assume that
M0 = graphSnu0|Ω
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for a positive map u0 : Ω→ R. Then
(i) there exists a family of convex hypersurfaces Mt given by the unique embedding
X(·, t) : Ω→ Rn+1
with X(∂Ω, t) ⊂ Σn for t > 0, satisfying the following system
(1.1)


d
∂t
X = K−
α
n ν in Ω× (0,∞)
〈µ(X), ν(X)〉 = 0 on ∂Ω× (0,∞)
X(·, 0) =M0 in Ω
where K is the Gauss curvature of Mt := X(Ω, t) and ν is the unit normal vector to Mt pointing
away from the center of the cone.
(ii) the leaves Mt are graphs over S
n,
Mt = graphSnu(·, t)|Ω
(iii)Moreover, the evolving hypersurfaces converge smoothly after rescaling, to a piece of round
sphere.
The motivation to study the behavior of inverse, or expanding curvature flows has mostly been
driven by their power to deduce geometric inequalities for hypersurfaces. The most prominent
example is the proof of the Riemannian Penrose inequality due to Huisken and Ilmanen [18, 19]
by using the inverse mean curvature flow. Another very interesting applications is the proof
of some Minkowski-type inequalities and Alexandrov- Fenchel-type inequalities in Space forms
and even some warped products by inverse curvature flows. For this application, see [4, 3, 5, 7,
8, 9, 10, 11, 23, 24, 25, 26, 29, 41, 34, 35, 36, 37, 38, 39, 43], etc.
The main technique employed in this paper was from the well-known paper written by Lions,
Trudinger and Urbas [28], who treated the elliptic Neumann boundary problem for the equation
of Monge-Ampe`re type. They made full use of the convexity of the domain in the second order
derivative estimates. Their result was extended to the parabolic Monge-Ampe`re type equation
with Neumann boundary problem in [41]. Their technique is also applied to the inverse Gauss
curvature flow with Neumann boundary by M. Sani [32].
2. The corresponding scalar equation with Neumann boundary
In this section, working with coordinates on the sphere, we equivalently formulate the problem
by the corresponding scalar equation with Neumann boundary. Since the initial hypersurface is
convex, there exists a scalar function u0 ∈ C
2,α(Ω) such that the X0 : Ω → R
n+1 has the form
x 7→ (u0(x), x). The hypersurface Mt given by the embedding
X(·, t) : Ω→ Rn+1
at time t may be represented as a graph over Ω ⊂ Sn ⊂ Rn+1, and then we can make ansatz
X(x, t) = (u(x, t), x)
for some function u : Ω× [0, T )→ R.
Lemma 2.1. Define p := X(x, t) and assume that a point on Ω is described by local coordinates
ξ1, . . . , ξn, that is, x = x(ξ1, . . . , ξn). Let ∂i be the corresponding coordinate fields on Ω ⊂ S
n and
σij = gSn(∂i, ∂j) be the metric on Ω ⊂ S
n. Let ui = Dui, uij = DjDiu, and uijk = DkDjDiu
denote the covariant derivatives of u with respect to the round metric gSn and let ∇ be the Levi-
Civita connection of Mt with respect to the metric g induced from the standard metric of R
n+1.
Then, the following formulas holds:
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(i) The tangential vector on Mt is
Xi = ∂i +Diu∂r
and the corresponding outward unit normal vector is given by
ν =
1
v
(
∂r −
1
u2
Dju∂j
)
,
where Dju = σijDiu, and v :=
√
1 + u−2|Du|2 with Du the gradient of u.
(ii) The induced metric g on Mt has the form
gij = u
2σij +DiuDju
and its inverse is given by
gij =
1
u2
(
σij −
DiuDju
v2
)
.
(iii) The second fundamental form of Mt is given by
hij =
1
v
(
−uij + uσij +
2
u
uiuj
)
.
Thus, the Gauss curvature takes the form
K =
det(hij)
det(gij)
=
1
(u2 + |Du|2)
n
2
det(u2σij − uuij + 2uiuj)
det(u2σij + uiuj)
,
Proof. This formulas can be verified by direct calculation. The details can be found in [4, 32]. ✷
Using techniques as in Ecker [6], see also [31, 30]. The problem (1.1) is reduced to solving
the following scalar equation with Neumann boundary

∂u
∂t
=
v
K
α
n
in Ω× (0,∞)
Dµu = 0 on ∂Ω × (0,∞)
u(·, 0) = u0 in Ω
Define a new function ϕ(x, t) = log u(x, t) and then the Gauss curvature can be rewritten as
K =
e−nϕ
(1 + |Dϕ|2)
n+2
2
det(σij − ϕij + ϕiϕj)
det(σij)
,
The evolution equation (2) can be rewrite as
∂
∂t
ϕ = e(α−1)ϕ(1 + |Dϕ|2)
β
n
det
α
n (σij)
det
α
n (σij − ϕij + ϕiϕj)
= Q(ϕ,Dϕ,D2ϕ),
where β = (α+1)n2 + α.
Remark 2.1. In particular, the power α = 1, the equation (1.1) is scale-invariant. In this case,
the functional Q in the right of the above scalar equation does not depend on ϕ. However, in
this paper, we consider the more complex case α 6= 1, it means that the equation (1.1) is non-
scale-invariant and the functional Q depends on ϕ.
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The convexity of the initial hypersurface M0 means the matrix
σij − ϕ0;ij + ϕ0;iϕ0;j
is positive definite up to the boundary ∂Ω. Thus, the problem (1.1) is again reduced to solving
the following scalar equation with Neumann boundary
(2.1)


∂ϕ
∂t
= Q(ϕ,Dϕ,D2ϕ) in Ω× (0, T )
Dνϕ = 0 on ∂Ω× (0, T )
ϕ(·, 0) = ϕ0 in Ω,
with the matrix
σij − ϕ0;ij + ϕ0;iϕ0;j
is positive definite up to the boundary ∂Ω. Based on the above facts and [31, 30], we can get
the following existence and uniqueness for the parabolic system (1.1).
Lemma 2.2. Let X0(Ω) = M0 be as in Theorem 1.1. Then there exist some T > 0, a unique
solution u ∈ C2+α,
1+α
2 (Ω × [0, T ],Rn+1) ∩ C∞(Ω × (0, T ],Rn+1), where ϕ(x, t) = log u(x, t), of
the parabolic system (2.1) with the matrix
σij − ϕij + ϕiϕj
is positive definite up to the boundary ∂Ω. Thus there exist a unique map ψ : Ω × [0, T ] → Ω
such that the map X̂ defined by
X̂ : Ω× [0, T )→ Rn+1 : (x, t) 7→ X(ψ(x, t), t)
has the same regularity as stated in Theorem 1.1 and is the unique solution to the parabolic
system (1.1).
Let T ∗ be the maximal time such that there exists some u ∈ C2+α,1+
α
2 (Ω, [0, T ∗))∩C∞(Ω, (0, T ∗))
which solves (2.1). In the following, we shall prove a priori estimates for those admissible solu-
tions on [0, T ] where T < T ∗.
3. C0 estimates
To obtain C0 estimates, the Comparison Theorem for parabolic equations must be needed.
Lemma 3.1. Let ϕ1 and ϕ2 be the two solutions of (2.1) with ϕ1(x, 0) ≤ ϕ2(x, 0) for all x ∈ Ω,
then we have for 0 < α < 1
ϕ1(x, t) ≤ ϕ2(x, t)
holds true for all (x, t) ∈ Ω× [0, T ].
Proof. Let ψ(x, t) = ϕ1(x, t) − ϕ2(x, t) and ϕs(x, t) = sϕ1(x, t) + (1 − s)ϕ2(x, t). The main
theorem of calculus implies
(3.1)
∂
∂t
ψ(x, t) =
∂
∂t
ϕ1(x, t)−
∂
∂t
ϕ2(x, t)
=
∫ 1
0
d
ds
Q(ϕs,Dϕs,D
2ϕs)ds
=
∫ 1
0
Qij(s)ds ψij +
∫ 1
0
Qk(s)ds ψk
+ (α− 1)
∫ 1
0
Q(ϕs,Dϕs,D
2ϕs)ds ψk,
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where Qij(s) = ∂Q
∂ϕij
(ϕs,Dϕs,D
2ϕs) and Q
k(s) = ∂Q
∂ϕk
(ϕs,Dϕs,D
2ϕs). Introducing the follow-
ing notation
aij(x, t) =
∫ 1
0
Qij(s)ds
and
bi(x, t) =
∫ 1
0
Qk(s)ds, c(x, t) = (α− 1)
∫ 1
0
Q(ϕs,Dϕs,D
2ϕs)ds.
It follows, in view of (3.1) and of the last computations,

∂ψ
∂t
= aij(x, t)ψij + b
k(x, t)ψk + c(x, t)ψ = 0 in Ω× (0, T )
Dµψ = 0 on ∂Ω × (0, T )
ψ(·, 0) ≤ 0 on Ω,
Since the set of positive definite matrices is convex, the matrix
aij(x, t)
is positive definite. Noticing that c(x, t) ≤ 0, using the parabolic maximum principle and
Hopf’lemma, we can hence conclude that ψ(x, t) has to be nonpositive for all t ∈ (0, T ). ✷
Applying the above Comparison Theorem, we can compare the solution of (2.1) with its
radical solution.
Lemma 3.2. Let ϕ be the solution of the parabolic system (2.1), then we have for 0 < α < 1
(3.2)
1
1− α
ln((1 − α)t+ e(1−α)ϕ1) ≤ ϕ(x, t) ≤
1
1− α
ln((1− α)t+ e(1−α)ϕ2)
where ϕ1 = infΩ ϕ(·, 0) and ϕ2 = supΩ ϕ(·, 0).
Proof. Let ϕ(x, t) = ϕ(t) (independent of x) be the solution of (2.1) with ϕ(0) = c. In this case,
the equation (2.1) reduced to an ODE
d
dt
ϕ = e(α−1)ϕ.
Therefore,
ϕ(t) =
1
1− α
ln((1 − α)t+ e(1−α)c) for 0 < α < 1(3.3)
and
ϕ(t) =
t
n
+ c for α = 1.
Using the above Comparison Theorem, we can obtain the results. ✷
Remark 3.1. From (3.3), we know that ϕ(t) →∞ in finite time if α > 1. Thus, if the initial
hypersurface is a sphere, the flow will blow up in finite time for α > 1. This is the reason why
we only need consider the case 0 < α < 1.
Corollary 3.3. If ϕ satisfies (2.1), then we have for 0 < α < 1
c1 ≤ u(x, t)Θ
−1(t, c) ≤ c2, ∀ x ∈ Ω, t ∈ [0, T ],
where Θ(c, t) = {(1 − α)t+ e(1−α)c}
1
1−α and ϕ1 ≤ c ≤ ϕ2. And the flow is compactly contained
in Rn for finite t.
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4. ϕ˙ estimates
In this section, We shall show that ϕ˙(x, t)Θ(t)1−α keep bounded during the flow.
Lemma 4.1. Let ϕ be a solution of (2.1), then
min{inf
Ω
ϕ˙(·, 0) ·Θ(0)1−α, 1} ≤ ϕ˙(x, t)Θ(t)1−α ≤ max{sup
Ω
ϕ˙(·, 0) ·Θ(0)1−α, 1}.
Proof. Set
M(x, t) = ϕ˙(x, t)Θ(t)1−α.
Differentiating both sides of the first evolution equation of (2.1), it is easy to get that ϕ˙ satisfies
(4.1)


∂M
∂t
= QijDijM +Q
kDkM + (1− α)Θ
α−1(1−M)M in Ω× (0, T )
DµM = 0 on ∂Ω× (0, T )
M(·, 0) = ϕ˙0 ·Θ(0)
1−α on Ω.
Then, we have
∂M
∂t
= QijDijM +Q
kDkM + (1− α)Θ
α−1(1−M)M.
If M(x, t) ≤ 1,
(1− α)Θα−1(1−M(x, t)) ≥ 0,
it follows by applying Hopf’s Lemma,
M(x, t) ≥ inf
Sn
ϕ˙(·, 0) ·Θ(0)1−α.
Then,
M(x, t) ≥ min{inf
Sn
ϕ˙(·, 0) ·Θ(0)1−α, 1}.
Similarly, we have
M(x, t) ≤ max{sup
Sn
ϕ˙(·, 0) ·Θ(0)1−α, 1}.
Therefore, we complete our proof. ✷
5. Gradient Estimates
Lemma 5.1. Let ϕ be a solution of (2.1), then we have for 0 < α < 1
(5.1) |Dϕ| ≤ sup
Ω
|Dϕ(·, 0)|.
Proof. Set ψ = |∇ϕ|
2
2 .By differentiating the ψ,we have
∂ψ
∂t
=
∂
∂t
DmϕD
mϕ
= Dmϕ˙D
mϕ
= DmQD
mϕ.
Then,
∂ψ
∂t
= QijDijmϕD
mϕ+QkDkmϕD
mϕ+ (α− 1)Q|Dϕ|2.
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Interchanging the covariant derivatives, we have
Dijψ = Dj(DmiϕD
mϕ)
= DmijϕD
mϕ+DmiϕD
m
j ϕ
= (Dijmϕ+R
l
imj)D
mϕ+DmiD
m
j ϕ.
Therefore, we can express DijmϕD
mϕ as
DijmϕD
mϕ = Dijψ −R
l
imjDlϕD
mϕ−DmiϕD
m
j ϕ.
Then, in view of the fact Rlimj = σlmσij − σljσim on S
n we have
(5.2)
∂ψ
∂t
=Qij∇ijψ +Q
kDkψ −Q
ij(σij |Dϕ|
2 −DiϕDjϕ)
−QijDmiϕD
m
j ϕ+ (α− 1)Q|Dϕ|
2.
Next, we shall consider the boundary condition. Choosing an orthonomal frame and e1, e2, · ·
·, en−1 ∈ TxΩ and en = µ. Using the Neumann boundary condition ∇µϕ = 0, we have
Dµψ = Denψ =
n∑
i=1
DinϕD
iϕ
= D2ϕ(ei, en)Deiϕ
=
n−1∑
i=1
(eienϕ−Deienϕ)Deiϕ
= −
n−1∑
i=1
(Deienϕ)Deiϕ
= −
n−1∑
i=1
〈Deien, ej〉DejϕDeiϕ
= −
n−1∑
i=1
h
∂M˜nt
ij DeiϕDejϕ
≤ 0.
where h∂Ωij is the second fundamental form of ∂Ω and it is a positive definite, since Ω is convex.
Since the matrix Qij is positive definite, the forth and fifth terms in the right of (6.28) are
non-positive. And noticing that the sixth term in the right of (6.28) is also non-positive if
0 < α < 1. So we got the equation about ψ as follows:

∂ψ
∂t
≤ QijDijψ +Q
kDkψ in Ω× (0,∞)
Dµψ ≤ 0 on ∂Ω× (0,∞)
ψ(,0) =
|Dϕ(,0)|2
2
in Ω.
Using the maximum principle and Hopf’lemma, we get the gradient estimates of ϕ. ✷
Combing the gradient estimates with ϕ˙ estimate, we obtain
Corollary 5.2. If ϕ satisfies (2.1), then we have
0 < c1 ≤ det(σij − ϕij + ϕiϕj) ≤ c2 < +∞,(5.3)
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where c1 and c2 are positive constants independing on ϕ.
6. C2 Estimates
In this section, we come to the a priori estimates of second order derivative of ϕ.
Theorem 6.1. Let ϕ be a solution of the flow (2.1) and 0 < α < 1. Then, there exists
C = C(n,M0) such that
|D2ϕ(x, t)| ≤ C(n,M0), ∀(x, t) ∈ Ω× [0, T
∗).
We remark that (5.3) together the C1-estimate (6.27), implies an upper bound on ϕij . We
hence only need to control the second covariant derivatives of ϕ from below. Our proof will be
divided into the following three cases.
6.1. Interior C2-estimate.
The main technique employed here was from M. Sani [32], but with great simplicity. For
convenience, set
wij = σij − ϕij + ϕiϕj ,
wij be the inverse of wij and U˙ =
∂U
∂t
. We consider the following operator
LU =U˙ −QijUij −Q
kUk
=U˙ −
α
n
ϕ˙wijUij −
2ϕ˙
n
(
β
1 + |Dϕ|2
σkl − αwkl
)
ϕkUl.
where in fact
Qij :=
∂Q
∂ϕij
=
α
n
ϕ˙wij
and
Qk :=
∂Q
∂ϕk
=
2ϕ˙
n
(
β
1 + |Dϕ|2
σkl − αwkl
)
ϕk.
First, we prove some equalities on Sn which will play an important role in later computations.
Lemma 6.2. The following equalities hold on Sn:
(6.1)
wklw11;kl − w
klwkl,11
=− 2trwklϕ11 + 2(trw
kl − n+ wklϕkϕl)
+ 2wkl(−ϕ1klϕ1 − ϕk11ϕl).
(6.2)
wkl(w11;kw11;l − w1k;1w1l;1)
=2wklw11;kϕlw11 − 2w11;1ϕ1 − (w11)
2wklϕkϕl + w11(ϕ1)
2.
Proof. Interchanging the covariant derivatives
ϕ11k = ϕk11 +R
p
11kϕp = ϕk11 + δ1kϕ1 − ϕk
in view of
Rijkl = σikσjl − σilσjk on S
n.
Rewriting it as
w11;k = −ϕk11 − δ1kϕ1 + ϕk + 2ϕ1ϕ1k.(6.3)
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Then, using the Ricci identities and the fact that the covariant derivatives of the curvature
tensor of unit sphere vanish, we have
ϕ11kl =ϕk11l +R
p
11kϕpl
=ϕk1l1 +R
p
11lϕkp +R
p
k1lϕp1 +R
p
11kϕpl
=(ϕkl1 +R
p
k1lϕp)1 +R
p
11lϕkp +R
p
k1lϕp1 +R
p
11kϕpl
=ϕkl11 +R
p
11lϕkp + 2R
p
k1lϕp1 +R
p
11kϕpl.
It follows that
wklw11;kl =w
kl(−ϕ11kl + (ϕ1ϕ1)kl)
=wklwkl,11 + w
kl(−2Rs k1lϕs1 − 2R
s
11lϕks + 2ϕ1klϕ1 − 2ϕk11ϕl)
=wklwkl,11 − 2trw
klϕ11 + 2w
klϕkl + 2w
kl(−ϕ1klϕ1 − ϕk11ϕl)
=wklwkl,11 − 2trw
klϕ11 + 2(trw
kl − n+ wklϕkϕl) + 2w
kl(−ϕ1klϕ1 − ϕk11ϕl).
So, the equality (6.1) is obtained.
Now, we pursue the second equality. We can rewrite (6.3) as
w1k;1 = w11;k − w11ϕk + w1kϕ1.(6.4)
Thus,
wkl(w11;kw11;l − w1k;1w1l;1)
=wklw11;kw11;l
− wkl(w11;k − w11ϕk + w1kϕ1)(w11;l − w11ϕl + w1lϕ1)
=− 2wklw11;k(−w11ϕk + w1kϕ1)
− wkl(−w11ϕk + w1kϕ1)(−w11ϕl + w1lϕ1)
=2wklw11;kϕlw11 − 2w11;1ϕ1 − (w11)
2wklϕkϕl + w11(ϕ1)
2.
✷
Remark 6.1. The equality (6.2) is also obtained in [32] with very long computations by (6.3),
but our calculation is of great simplicity by rewriting (6.3) as another form (6.4).
To make progress, we need the following evolution.
Lemma 6.3. Under the flow (2.1), the following evolution equations hold true
(6.5)
L(
1
2
|Dϕ|2) =−
αϕ˙
n
(
(1 + |Dϕ|2)wijσij + (1 + |Dϕ|
2)wijϕiϕj
−∆ϕ− |Dϕ|2 − n
)
+ (α− 1)ϕ˙|Dϕ|2.
(6.6)
Lw11 =−
(ϕ˙1)
2
ϕ˙
+
α
n
ϕ˙wkl;1wkl;1
+
4βϕ˙
n
1
(1 + |Dϕ|2)2
(σklϕkϕl1)
2 −
2βϕ˙
n
1
1 + |Dϕ|2
σklϕk1ϕl1
+
2ϕ˙
n
β
1 + |Dϕ|2
(
(ϕ1)
2 − |Dϕ|2
)
−
4α
n
ϕ˙wklσ1kϕ1ϕl
+
2α
n
ϕ˙trwij(−w11 + 2(ϕ1)
2 + n) + (1− α)ϕ˙(w11 − (ϕ1)
2 − 1).
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L(γiϕi) == Q
ij
(
σilϕjγ
l − σijϕlγ
l
)
−Qkϕlγ
l
,k + (α− 1)Qϕlγ
l.(6.7)
where γi : Ω→ R is a smooth function that does not depend on ϕ.
Proof. We begin to prove the first evolution equation. Clearly,
L(
1
2
|Dϕ|2) = σrsϕ˙rϕs −Q
ij(
1
2
|Dϕ|2)ij −Q
k(
1
2
|Dϕ|2)k.
Using the evolution equation (2.1), the first term on the right of the above equation becomes
σrsϕ˙rϕs = σ
rs(Qijϕijr +Q
kϕkr + (α− 1)ϕ˙ϕr)ϕs.
Interchanging covariant derivative and inserting the Riemannian curvature tensor of the sphere
Rmijr = δ
m
j σir − δ
m
r σij , we have
ϕijrϕ
r =ϕirjϕ
r +Rmijrϕmϕ
r = ϕrijϕ
r + (δmj σir − δ
m
r σij)ϕmϕ
r
=(
1
2
|Dϕ|2)ij − σ
rsϕriϕsj + ϕiϕj − |Dϕ|
2σij .
Thus, we obtain
L(
1
2
|Dϕ|2) = −Qijϕriϕsjσ
rs +Qij(ϕiϕj − |Dϕ|
2σij) + (α− 1)ϕ˙|Dϕ|
2.
It follows that
L(
1
2
|Dϕ|2) =−
αϕ˙
n
(
(1 + |Dϕ|2)wijσij + (1 + |Dϕ|
2)wijϕiϕj
−∆ϕ− |Dϕ|2 − n
)
+ (α− 1)ϕ˙|Dϕ|2
in view of
wijϕri = w
ij(σri − wri + ϕrϕi) = w
ijσri − δ
j
r + w
ijϕrϕi.
Now, we prove the second evolution equation. Clearly,
L(w11) = w˙11 −Q
ijw11;ij −Q
kw11;k.
Using the evolution equation (2.1), we have
w˙11 =− ϕ˙11 + 2ϕ˙1ϕ1
=−
(
−
αϕ˙
n
wklwkl;1 +
αϕ˙
n
β
1 + |Dϕ|2
σrsϕsϕr1 + (α− 1)ϕ˙ϕ1
)
1
+ 2ϕ˙1ϕ1
=−
(ϕ˙1)
2
ϕ˙
+
αϕ˙
n
wkl;1wkl;1 +
αϕ˙
n
wklwkl;11 +
4βϕ˙
n
1
(1 + |Dϕ|2)2
(σklϕkϕl1)
2
−
2βϕ˙
n
1
1 + |Dϕ|2
σkl(ϕk1ϕl1 + ϕkϕl11) + (α− 1)ϕ˙ϕ11 + 2ϕ˙1ϕ1.
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Inserting (6.1) into the above equality, we obtain
(6.8)
w˙11 =−
(ϕ˙1)
2
ϕ˙
+
α
n
ϕ˙wkl;1wkl;1 +
α
n
ϕ˙wklw11;kl
+
2α
n
ϕ˙trwijϕ11 −
2α
n
ϕ˙(trwij − n+ wijϕiϕj)
+
4βϕ˙
n
1
(1 + |Dϕ|2)2
(σklϕkϕl1)
2 −
2βϕ˙
n
1
1 + |Dϕ|2
σklϕk1ϕl1
−
2ϕ˙
n
(
β
1 + |Dϕ|2
σkl − αwkl)ϕlϕk11 + 2(ϕ˙1 −
α
n
ϕ˙wklϕ1kl)ϕ1 + (α− 1)ϕ˙ϕ11.
Since
−2wklϕ1klϕ1 =− 2w
kl(ϕkl1 + σk1ϕl − σk1ϕ1)ϕ1
=2wklwkl;1 − 2w
kl(ϕkϕl)1ϕ1 − 2w
klσk1ϕlϕ1 + 2w
klσk1(ϕ1)
2
=2wklwkl;1 − 4w
klϕkϕl1ϕ1 − 2w
klσk1ϕlϕ1 + 2w
klσkl(ϕ1)
2,
the second term in the last line of (6.8) can be rewritten as
2(ϕ˙1 −
α
n
ϕ˙wklϕ1kl)ϕ1 =2(−
αϕ˙
n
wklwkl;1 +
2ϕ˙
n
β
1 + |Dϕ|2
σklϕkϕl1 −
α
n
ϕ˙wklϕ1kl)ϕ1
=
4ϕ˙
n
β
1 + |Dϕ|2
σklϕkϕl1ϕ1
+
2α
n
ϕ˙wkl(−2ϕkϕl1ϕ1 − σk1ϕlϕ1 + σkl(ϕ1)
2).
And the first term in the last line of (6.8) can be rewritten as
−
2ϕ˙
n
(
β
1 + |Dϕ|2
σkl − αwkl)ϕlϕk11
=−
2ϕ˙
n
(
β
1 + |Dϕ|2
σkl − αwkl)ϕl(−w11;k − δ1kϕ1 + ϕk + 2ϕ1ϕ1k),
in view of (6.3), it follows that
−
2ϕ˙
n
(
β
1 + |Dϕ|2
σkl − αwkl)ϕlϕk11 −Q
kw11;k
=−
2ϕ˙
n
(
β
1 + |Dϕ|2
σkl − αwkl)ϕl(−δ1kϕ1 + ϕk + 2ϕ1ϕ1k).
Therefore,
Lw11 =−
(ϕ˙1)
2
ϕ˙
+
α
n
ϕ˙wkl;1wkl;1 +
2α
n
ϕ˙trwijϕ11 −
2α
n
ϕ˙(trwij − n+ wijϕiϕj)
+
4βϕ˙
n
1
(1 + |Dϕ|2)2
(σklϕkϕl1)
2 −
2βϕ˙
n
1
1 + |Dϕ|2
σklϕk1ϕl1
+
2ϕ˙
n
β
1 + |Dϕ|2
(
(ϕ1)
2 − |Dϕ|2
)
+
2α
n
ϕ˙wkl
(
− 2σ1kϕ1ϕl + σkl(ϕ1)
2 + ϕkϕl
)
+ (α− 1)ϕ˙ϕ11,
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which implies that
(6.9)
Lw11 =−
(ϕ˙1)
2
ϕ˙
+
α
n
ϕ˙wkl;1wkl;1
+
4βϕ˙
n
1
(1 + |Dϕ|2)2
(σklϕkϕl1)
2 −
2βϕ˙
n
1
1 + |Dϕ|2
σklϕk1ϕl1
+
2ϕ˙
n
β
1 + |Dϕ|2
(
(ϕ1)
2 − |Dϕ|2
)
−
4α
n
ϕ˙wklσ1kϕ1ϕl
+
2α
n
ϕ˙trwij(−w11 + 2(ϕ1)
2 + n) + (1 − α)ϕ˙(w11 − (ϕ1)
2 − 1).
Now, we only leave the third equality to prove. Derivativing the function γkϕk twice with x,
we have
(ϕkγ
k)i = ϕkiγ
k + ϕkγ
k
,i
and
(ϕkγ
k)ij = ϕkijγ
k + 2ϕkiγ
k
,j + ϕkγ
k
,ij.
Differentiating ϕkγ
k with t, we have
(ϕkγ
k)t =ϕkt · γ
k
=
(
Qijϕijl +Q
kϕkl + (α− 1)Qϕl
)
γl
=
(
Qijϕlij +Q
ijϕjσil −Q
ijϕlσij +Q
kϕkl + (α− 1)Qϕl
)
γl.
Therefore,
L(ϕkγ
k) =(ϕkγ
k)t −Q
ij(ϕkγ
k)ij −Q
k(ϕiγ
i)k
=Qij
(
σilϕjγ
l − σijϕlγ
l
)
−Qkϕlγ
l
,k
+ (α− 1)Qϕlγ
l.
✷
Let µ be a smooth extension of the outward unit normal to ∂Ω that vanishes outside a tubular
neighborhood of ∂Ω. We define for (x, ξ, t) ∈ Ω× Rn−1 ×Rn−1 × [0, T ]
w′(x, ξ1, ξ2, t) = −µ
i
jϕi(〈ξ1, µ〉ξ
′
2 + 〈ξ2, µ〉ξ
′
1),
where
ξ′i = ξi − 〈ξi, µ〉µ
indicate the tangential component of the vector ξi, with i = 1, 2 and where 〈, 〉 is the inner
product induced by σ. Moreover, let w′ij(x, t) : Ω× [0, T ]→ R
n, with 1 ≤ i, j ≤ n, represent the
component functions
w′ij(x, t) = −µ
q
pϕq[σkiµ
k(δpj − σljµ
lµp) + σkjµ
k(δpi − σliµ
lµp)],
of the symmetric 2-tensor filed w′.
Remark 6.2. w′(x, ξ1, ξ2, t) is not an important part in the following interior estimate, but will
paly a great role in later oblique (non-tangential and non-normal) boundary estimate.
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We define for (x, ξ, t) ∈ Ω× Rn × [0, T ] as done in [32]
W (x, ξ, t) = log
(
[wij(x, t) + w
′
ij(x, t)]ξ
iξj
σijξiξj
+ C
)
+
1
2
λ|Dϕ|2,
where C and λ are constants which will be chosen later.
Proposition 6.4. Let ϕ be a solution of the flow (2.1), assume W attains its maximum in
Ω× Sn−1 × [0, T ] for some fixed T < T ∗. Then, there exists C = C(n,M0) such that
C(n,M0) ≤ ϕijξ
iξj, ∀(x, ξ, t) ∈ Ω× Sn−1 × [0, T ].
Proof. Assume W (x, ξ, t) achieves its maximum at (x0, ξ0, t0) ∈ Ω × S
n−1 × [0, T ]. Choose
Riemannian normal coordinates at (x0, t0) such that at this point we have
σij(x0) = δij , ∂kσij(x0) = 0.
And we further rotate the coordinate system at (x0, t0) such that the matrix wij+w
′
ij is diagonal,
i.e.
wij + w
′
ij = (wii + w
′
ii)δij
with
wnn + w
′
nn ≤ · · · ≤ w22 + w
′
22 ≤ w11 + w
′
11.
Thus, at (x0, t0)
|wii| ≤ w11 + c and |wij | ≤ c for i 6= j(6.10)
in view of the C1-estimate (6.27). Set ξ1(x) = (1, 0, ..., 0) around a neighbor of x0. Clearly,
ξ1(x0) = ξ0 and there holds at (x0, t0)
w11 + w
′
11 = sup
ξ∈Sn
[wij(x, t) + w
′
ij(x, t)]ξ
iξj
σijξiξj
and in a neighborhood of (x0, t0)
w11 + w
′
11 ≤ sup
ξ∈Sn
[wij(x, t) + w
′
ij(x, t)]ξ
iξj
σijξiξj
.
Furthermore, it is easy to check that the covariant(at least up to the second order) and the first
time derivatives of
[wij(x, t) + w
′
ij(x, t)]ξ
i
1ξ
j
1
σijξ
i
1ξ
j
1
and
w11 + w
′
11
do coincide at (x0, t0)(in normal coordinate). Without loss of generality, we treat w11+ v
′
11 like
a scalar and pretend that W is defined by
W (x, t) = log(w11 + w
′
11 + C) +
1
2
λ|Dϕ|2,
which achieves its maximum at (x0, t0) ∈ Ω× [0, T ]. Here, noticing that we can choose C large
enough satisfying
0 ≤ w′11 + C,(6.11)
since w′11 is bounded by the C
1 estimate (6.27).
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In the following, we want to compute
LW =W˙ −QijWij −Q
kWk
=L(log(w11 + w
′
11 + C)) +
1
2
λL(|Dϕ|2).
First, after a simple calculation, we can rewrite the first term in the following form
L(log(w11 + w
′
11 + C)
=
Lw11
w11 + w′11 + C
+
Lw′11
w11 + w′11 + C
+
α
n
ϕ˙wij
(w11;i +w
′
11;i)(w11;j + w
′
11;j)
(w11 + w′11 + C)
2
.
Now, we begin to estimate Lw11 through the evolution (6.6). Using the Cauchy-Schwarz in-
equality, the second line of (6.6) takes the form
(6.12)
2βϕ˙
n
1
1 + |Dϕ|2
(
2
1 + |Dϕ|2
(σklϕkϕl1)
2 − σklϕk1ϕl1
)
≤
2βϕ˙
n
1
1 + |Dϕ|2
σklϕk1ϕl1.
On the other hand,
σklϕk1ϕl1 = σ
klwk1wl1 + σ11 − 2w11 + 2(ϕ1)
2 − 2ϕ1σ
klwk1ϕl + (ϕ1)
2|Dϕ|2.
Using (6.10), together with the C1-estimate (6.27), (6.12) becomes
(6.13)
2βϕ˙
n
1
1 + |Dϕ|2
(
2
1 + |Dϕ|2
(σklϕkϕl1)
2 − σklϕk1ϕl1
)
≤
2βϕ˙
n
1
1 + |Dϕ|2
(σklwk1wl1 + cw11 + c).
Inserting (6.13) into Lw11, abandoning the non-positive terms and using the C
1-estimate (6.27)
again, we obtain
Lw11 ≤
2βϕ˙
n
1
1 + |Dϕ|2
σklwk1wl1 + ϕ˙(trw
ij + cw11 + c) +
α
n
ϕ˙wkl;1wkl;1.(6.14)
Next, recalling (6.5)
λL(
1
2
|Dϕ|2) = −
αλϕ˙
n
(
wijσ
ij + (1 + |Dϕ|2)wijϕiϕj − 2|Dϕ|
2
)
(6.15)
−αλϕ˙trwij + cλϕ˙.
Then, it follows in view of (6.14) and (6.15)
LW ≤
1
w11 + w
′
11 + C
(
2βϕ˙
n
1
1 + |Dϕ|2
σklwk1wl1 + ϕ˙(trw
ij + cw11 + c) +
α
n
ϕ˙wkl;1wkl;1
)
+
Lw′11
w11 + w′11 + C
+
α
n
ϕ˙wij
(w11;i + w
′
11;i)(w11;j + w
′
11;j)
(w11 + w′11)
2
−
αλϕ˙
n
(
wijσ
ij + (1 + |Dϕ|2)wijϕiϕj − |Dϕ|
2
)
− αλϕ˙trwij + cλϕ˙.
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To make progress, we need to estimate
1
w11 + w
′
11 +C
2βϕ˙
n
1
1 + |Dϕ|2
σklwk1wl1 −
αλϕ˙
n
wijσ
ij
≤cϕ˙(
(w11)
2
w11 + w
′
11 + C
− λw11)
≤c(1− λ)ϕ˙w11
in view of (6.10) and (6.11). Now, we only leave the term Lw′11 to estimate. Clearly, w
′
11 can
be rewrite as
w′11 = γ
iϕi + C
with γi : Ω→ R that does not depend on ϕ. Recalling (6.7), we have
L(w′11) = Q
ij
(
σilϕjγ
l − σijϕlγ
l
)
−Qkϕlγ
l
,k + (α− 1)Qϕlγ
l.
In view of
wijϕlj = w
ijσlj − δ
i
l +w
ijϕjϕl,
we obtain by the C1-estimate (6.27)
Lw′11 ≤ cϕ˙( trw
ij + 1) +
2αϕ˙
n
wijϕiw
′
11;j .
Thus,
LW ≤
ϕ˙
w11 + w′11 + C
(
trwij + cw11 + c+
α
n
ϕ˙wkl;1wkl;1
)
+
ϕ˙
w11 + w
′
11 + C
(
c trwij + c+
2αϕ˙
n
wijϕiw
′
11;j
)
+
α
n
ϕ˙wij
(w11;i + w
′
11;i)(w11;j + w
′
11;j)
(w11 + w
′
11 + C)
2
−
αλϕ˙
n
(
(1 + |Dϕ|2)wijϕiϕj − |Dϕ|
2
)
− αλϕ˙trwij + cλϕ˙+ cϕ˙(
(w11)
2
w11 + w′11 + C
− λw11).
The last term which we have to estimate is
α
n
ϕ˙
(
1
w11 + w′11 + C
wkl;1wkl;1 + w
ij
(w11;i + w
′
11;i)(w11;j + w
′
11;j)
(w11 + w′11 + C)
2
)
.
For convenience later, we set V = w11 + w
′
11 + C. Then,
1
V
wkl;1wkl;1 + w
ij ViVj
V 2
=−
1
V
wpkwqlwpq;1wkl;1 + w
ij ViVj
V 2
≤−
1
V
1
w11
wklw1k;1w1l;1 + w
ij ViVj
V 2
=wij
ViVj
V w11
−
1
V
1
w11
wklw1k;1w1l;1 −
w′11 + C
V 2w11
wijViVj .
In view of (6.11), together with the fact that the matric wij is positive definite, we can say
−
w′11 + C
V 2w11
wijViVj ≤ 0.
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Thus,
1
V
wkl;1wkl;1 + w
ij V iVj
V 2
≤
1
V w11
(wijViVj − w
klw1k;1w1l;1).
Recalling that
wijViVj = w
ij(w11;kw11;l + 2w11;kw
′
11;l + w
′
11;kw
′
11;l).
It follows from the equality (6.2)
(6.16)
1
V
wkl;1wkl;1 +w
ij ViVj
V 2
≤
1
V w11
(2wklw11;kϕlw11 − 2w11;1ϕ1 − (w11)
2wklϕkϕl + w11(ϕ1)
2
+ 2wklw11;kw
′
11;l + w
klw′11;kw
′
11;l).
Since W (x, t) achieves its maximum at (x0, t0) ∈ Ω× [0, T ], so Wi = 0 implies
Wi =
Vi
V
+ λσklϕkiϕl = 0.
Therefore,
w11;1 = (−λV σ
klϕk1ϕl − w
′
11;1)(6.17)
and
wklw11;k =w
kl(−λV σpqϕpkϕq − w
′
11;k)
=− λV wklϕpkσ
pqϕq − w
klw′11;1
=− λV (wklσpk − δ
l
p + w
klϕpϕk)σ
pqϕq − w
klw′11;k
=− λV wklϕk(1 + |Dϕ|
2) + λV σlpϕp − w
klw′11;k.
Thus, we have by the C1-estimate (6.27)
1
V w11
(2wklw11;kϕlw11 + 2w
klw11;kw
′
11;l + w
klw′11;kw
′
11;l)
≤− 2λ(1 + |Dϕ|2)wklϕkϕl + cλ
1 + trwij
w11
+ cλ
−
2
V
wklϕlw
′
11;k −
1
V w11
wklw′11;kw
′
11;l
≤− 2λ(1 + |Dϕ|2)wklϕkϕl + 2λ|Dϕ|
2 + cλ−
2
V
wklϕlw
′
11;k
in view of
w′11;i = ϕkiγ
k + ϕkγ
k
,i.
Inserting the above equality and (6.17) into (6.16), we get at (x0, t0)
(6.18)
1
V
wkl;1wkl;1 + w
ij V iVj
V 2
≤− 2λ(1 + |Dϕ|2)wklϕkϕl + 2λ|Dϕ|
2 + cλ−
2
V
wklϕlw
′
11;k + cλ
1 + trwij
w11
+ c
1 +w11
V w11
.
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Thus,
LW ≤
ϕ˙
V
(
trwij + cw11 + c
)
+
ϕ˙
V
(
c trwij + c+
2αϕ˙
n
wijϕiw
′
11;j
)
−
αλϕ˙
n
(
(1 + |Dϕ|2)wijϕiϕj − 2|Dϕ|
2
)
− αλϕ˙trwij + cλϕ˙+ cϕ˙(1− λ)w11
αϕ˙
n
(
− 2λ(1 + |Dϕ|2)wklϕkϕl + cλ−
2
V
wklϕlw
′
11;k + cλ
1 + trwij
w11
+ c
1 + w11
V w11
)
≤
ϕ˙
V
(
trwij + cw11 + c
)
+
ϕ˙
V
(
c trwij + c
)
−
αλϕ˙
n
(
3(1 + |Dϕ|2)wijϕiϕj − 4|Dϕ|
2
)
− αλϕ˙trwij + cλϕ˙+ cϕ˙(1− λ)w11
αϕ˙
n
(cλ+ cλ
1 + trwij
w11
+ c
1 + w11
V w11
)
≤
ϕ˙
V
(
trwkl + cw11 + c
)
− αλϕ˙trwkl + cλϕ˙+ cϕ˙(1− λ)w11
+
αϕ˙
n
(cλ+ cλ
1 + trwkl
w11
+ c
1 + w11
V w11
)
≤ϕ˙trwkl(
c
w11
+ c− cλ) + cϕ˙
(
1 + λ+
1 + λ
w11
+
1
w211
+ (1− λ)w11
)
.
Assume w11 ≥ 1, otherwise w11 is upper bounded. Then, choosing λ > 2 and in view of LW ≥ 0,
we obtain
(λ− 1)w11 ≤ 1 + λ+
1 + λ
w11
+
1
w211
,
we conclude that w11 has upper bounded. Thus, the second covariant derivatives of ϕ is bounded
from below. ✷
6.2. Double normal C2 boundary estimates.
Let
L˜U =U˙ −QijUij −
2β
n
ϕ˙
1 + |Dϕ|2
ϕkUk
=U˙ −
α
n
ϕ˙wijUij −
2β
n
ϕ˙
1 + |Dϕ|2
ϕkUk
and
q(x) = −d(x) + ηd2(x),
where d denotes the distance to ∂Ω which is a smooth function in Ωδ = {x ∈ Ω : dist(x, ∂Ω) < δ}
for δ small enough and η denotes a constant to be chosen sufficiently large. Thus, q : Ωδ → R
is a smooth function.
To derive double normal C2 boundary estimates, we need the following lemma.
18 LI CHEN, NI XIANG
Lemma 6.5. For any solution ϕ of the flow (2.1), we can choose η so large and δ so small
such that
L˜q(x) ≤ −
c3
4
k0ϕ˙ tr(w
ij),
where
min
x∈Ω
ϕ˙(x,0)
n
= c3 > 0.
Proof. Derivative the function q twice with x,
qi(x) = −di(x) + 2ηd(x)di(x)(6.19)
and
qij(x) = −dij(x) + 2ηdi(x)dj(x) + 2ηd(x)dij(x).(6.20)
For any x0 ∈ ∂Ω, after a rotation of the first n−1 coordinates and remembering that µ(x0) = en,
we have
dij(x0) =


−κ1 0 · · · 0
· · · · · · · · · · · ·
0 0 · · · −κn−1
0 0 · · · 0

 ,
where there is a constant k0 = k0(∂Ω) > 0 such that κi ≥ k0 for all principle curvature
κi, i = 1, 2, ..., n − 1 of ∂Ω and for any x0 ∈ ∂Ω. Since the differential of the distance coincide
withe the inward normal vector −Dd(x0) = µ(x0) = en. Thus, it holds at x0
qij(x0) =


κ1(1− 2ηd) 0 · · · 0
· · · · · · · · · · · ·
0 0 · · · κn−1(1− 2ηd)
0 0 · · · 2η

 .
Choosing ηδ ≤ 14 , we have
wijqij ≥
1
2
k0(w
11 + w22 + ...+ wn−1 n−1) + 2ηwnn.
Again choosing η ≥ 14k0, we have
wijqij ≥
1
2
k0tr(w
ij).
Using the inequality of arithmetic and geometric, we obtain
wijqij ≥ c(n, k0)η
1
n
( n∏
i=1
wii
) 1
n
The Hadamard’inequality for positive definite matrices
det(wij) ≤
( n∏
i=1
wii
)
implies
wijqij ≥ c(n, k0)η
1
ndet(wij)
1
n
Recalling (5.3), there is a positive constant c2 such that
det(wij) = det−1(wij) ≥
1
c2
> 0,
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it follows that
wijqij ≥
1
c2
c(n, k0)η
1
n .(6.21)
Using the C1-estimate (6.27), we have∣∣∣∣2βn 11 + |Dϕ|2ϕkqk
∣∣∣∣ =
∣∣∣∣2βn 11 + |Dϕ|2ϕk(−dk + 2ηddk)
∣∣∣∣ ≤ c3(1 + ηδ),
for all (x, t) ∈ Ωδ × [0, T ]. Choose η so large and δ so small such that
1
2
1
c2
c(n, k0)η
1
n ≥ c3(1 + ηδ).
Thus,
L˜q(x) ≤ −
c3
4
k0ϕ˙tr(w
ij).
✷
Clearly, choosing 18 ≤ ηδ ≤
1
4 , from (6.20) and (6.21), we make sure that q satisfied the
following properties in Ωδ:
−δ + ηδ2 ≤ q(x) ≤ 0,
1
2
≤ |Dq| ≤ 1,(6.22)
k0
2
σij ≤ D
2q ≤ (k0 + η)σij(6.23)
and
|D3q| ≤ C(k0 + η).(6.24)
It is easy to see
Dq
|Dq|
= µ(6.25)
for unit outer normal µ on the boundary ∂Ω. We consider the following function
P (x, t) = Dϕ ·Dq +Aq(x),
where the constant A will be choose later.
Lemma 6.6. For any solution ϕ of the flow (2.1) in Ω× [0, T ] for some fixed T < T ∗, we have
L˜P (x, t) ≤ 0.
Proof. The calculation of L˜P (x, t) is similar to that of (6.7). We derivative this function P (x, t)
twice with x
Pi =
∑
l
ϕliql +
∑
l
ϕlqli +Aqi
and
Pij =
∑
l
ϕlijql + 2
∑
l
ϕliqlj +
∑
l
ϕlqlij +Aqij.
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Differentiating P (x, t) with t, we have
Pt =Dϕt ·Dq
=
∑
l
(
Qijϕijl +Q
kϕkl + (α− 1)Qϕl
)
ql
=
∑
l
(
Qijϕlij +Q
ijϕjσil −Q
ijϕlσij +Q
kϕkl + (α− 1)Qϕl
)
ql.
Therefore, we have
L˜P (x, t) =Pt −Q
ijPij − 2β
ϕ˙
1 + |Dϕ|2
ϕkPk
=− 2Qijϕliqlj +Q
ij
(
σilϕjql − σijϕlql
)
− 2Qijϕliqlj
−Qij
∑
l
ϕlqlij − 2β
ϕ˙
1 + |Dϕ|2
ϕkϕlqlk
− 2Qklϕlϕkmqm + (α− 1)Qϕlql +ALq(x).
Since
wijϕlj = w
ijσlj − δ
i
l +w
ijϕjϕl,
we obtain by using the C1-estimate (6.27) and (6.22), (6.23), (6.24)
L˜P (x, t) ≤ C(1 + η)trQij + C(1 + η)ϕ˙ +ALq(x).
Using Lemma 6.5, we get
L˜P (x, t) ≤ Cϕ˙
(
(1 + η −A)trwij + (1 + η)
)
.
Recalling (5.3), (
tr(wij)
n
)n
= det(wij) = det−1(wij) ≥
1
c2
> 0.
Choosing A ≥
c
1
n
2
n
(1 + η) + η + 1, we get
L˜P (x, t) ≤ 0.
✷
Proposition 6.7. For ϕ be a solution of the flow (2.1) in Ω × [0, T ] for some fixed T < T ∗,
ϕµµ is uniformly bounded from below, i.e., there exists C = C(n,M0) such that
−ϕµµ ≤ C(n,M0), ∀(x, t) on ∂Ω× [0, T ].
Proof. It is easy to see from the boundary condition in the flow (2.1)
P = 0 on ∂Ω× [0, T ].
On the ∂Ωδ \ ∂Ω× [0, T ], we have
P ≤ C −Aδ ≤ 0,
provided A ≥ C
δ
. Applying the maximum principle, it follows that
P ≤ 0 in Ωδ × [0, T ].
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Assume (x0, t0) ∈ ∂Ω× [0, T ] is the minimum point of ϕµµ on ∂Ω× [0, T ], using the C
1-estimate
(6.27), we have by noticing (6.25)
0 ≤ Pµ(x0, t0) = ϕiµqi + ϕiqiµ +Aqµ ≤ ϕµµ + C +A.
Therefore,
−ϕµµ ≤ C +A.
✷
6.3. Remaining C2 boundary estimates.
We have obtained the interior estimates and the double normal boundary estimates. It is
easy to get the second tangential-normal derivative estimates on the boundary. We shall follow
the same discussion as in Lions-Trudinger-Urbas in [28].
Proposition 6.8. Let ϕ be a solution of the flow (2.1) in Ω × [0, T ] for some fixed T < T ∗,
assume W attains its maximum on the boundary of Ω × Sn−1 × [0, T ]. Then, there exists
C = C(n,M0) such that
C(n,M0) ≤ ϕij(x, t)ξ
iξj, ∀(x, ξ, t) ∈ Ω× Sn−1 × [0, T ].
Proof. Assume W attains its maximum at a point (x0, ξ0, t0) ∈ ∂Ω × S
n−1 × [0, T ]. From
Proposition 6.7,we know
C(n,M0) ≤ ϕµµ, ∀(x, t) ∈ ∂Ω× [0, T
∗).
Thus, the remaining case is ξ0 6= µ. Without loss of generality that W attains its maximum at
a point (x0, ξ0, t0) ∈ ∂Ω×S
n−1× [0, T ] with ξ0 6= µ. We represent ∂Ω locally as graph f over its
tangent plane at a fixed point x0 ∈ ∂Ω such that Ω = {(x
n, x̂) : xn > f(x̂)} and we distinguish
two cases.
(i) ξ0 is tangential: if ξ0 is tangential to ∂Ω, we differentiate the boundary condition
µiϕi = 0
with respect to tangential directions ξ
µiξϕi + µ
iϕiξ + µ
iϕinfξ = 0,
then at x0
µiξϕi + µ
iϕiξ = 0
in view of Df(x̂0) = 0, which implies
|µiϕiξ| ≤ c.
We differentiate the boundary condition again and we get in view of Df(x̂0) = 0
µiξξϕi + 2µ
i
ξϕiξ + µ
iϕiξξ + µ
iϕinfξξ = 0.
The C1-estimate and the double normal estimate provide at x0
µiξξϕi ≤ c
and
µiϕinfξξ ≤ c
in view of D2f(x̂0) > 0. So we obtain
ϕµξ0ξ0 ≥ −2µ
i
ξ0
ϕiξ0 − c ≥ 2µ
i
ξ0
(1 + ϕiϕξ0 − ϕiξ0)− c ≥ 2wij(x0, t0)ξ
i
0ξ
j
0 − c,
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as ∂Ω is strictly convex. On the other hand the maximality of W at x0 gives 0 ≤Wµ,
0 ≤
wξ0ξ0;µ + w
′
ξ0ξ0;µ
V
+ λϕiϕiµ.
Since ∂Ω is strictly convex, so
λϕiϕiµ = −λϕ
iµ
j
iϕj ≤ −cλ|Dϕ|
2 ≤ 0,
which implies that
0 ≤ −ϕξ0ξ0µ + c,
together with
−ϕξξν = −ϕνξξ +Rνξξiϕ
i,
imply
W (x0, ξ0, t0) ≤ c.
So we obtain the desired estimate
C(n,Σ0) ≤ ϕij(x, t)ξ
iξj, ∀(x, ξ, t) ∈ Ω× Sn−1 × [0, T ].
(ii) ξ0 is non-tangential: if ξ0 is neither tangential nor normal we need the tricky choice of
[28]. We find 0 < ϑ < 1 and a tangential direction τ such that
ξ0 = ϑτ +
√
1− ϑ2µ.
Thus,
ϕξ0ξ0 = ϑ
2ϕττ + (1− ϑ
2)ϕµµ + 2ϑ
√
1− ϑ2ϕτµ.
Differential the boundary condition at a point on the boundary, we have
µijϕi = −µ
iϕij .
Therefore, at the boundary point
w′(x, ξ0, ξ0, t) = −2µ
i
jϕi〈ξ0, µ〉ξ
′
0 = 2ϑ
√
1− ϑ2wτµ,
and consequently,
ϕξ0ξ0 = ϑ
2ϕττ + (1− ϑ
2)ϕµµ − w
′
ξ0ξ0
.
Thus, in view of the Neumann boundary condition,
wξ0ξ0 +w
′
ξ0ξ0
= 1 + ϑ2ϕτϕτ − (ϑ
2ϕττ + (1− ϑ
2)ϕµµ),
which means we can rewrite exp(W − 12λ|Dϕ|
2)− C as
1 + ϑ2ϕτϕτ − (ϑ
2ϕττ + (1− ϑ
2)ϕµµ),
so we obtain in view of the maximality of W and the fact that exp(W − 12λ|Dϕ|
2) − C is
independent of ξ
1 + ϕτϕτ − ϕττ ≤ 1 + ϑ
2ϕτϕτ − (ϑ
2ϕττ + (1− ϑ
2)ϕµµ),
which implies
−ϕττ ≤ −ϕµµ.
Therefore,
Wττ ≤Wµµ + c.
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So
Wξ0ξ0 ≤ c
in view of (6.7). Thus, we obtain the desired estimate
C(n,Σ0) ≤ ϕij(x, t)ξ
iξj, ∀(x, ξ, t) ∈ Ω× Sn−1 × [0, T ].
✷
Theorem 6.9. Under the hypothesis of Theorem 1.1, we conclude
T ∗ = +∞.
Proof. Recalling that ϕ satisfies the equation (2.1)
∂ϕ
∂t
= Q(x, ϕ,Dϕ,D2ϕ).
By a simple calculation, we get
∂Q
∂ϕij
=
α
n
e(α−1)ϕ(1 + |Dϕ|2)
β
n
det
α
n (σkl)
det
α
n (wkl)
wij ,
which is uniformly parabolic on finite intervals from C0-estimate (3.2), C1-estimate (6.27) and
the estimate (5.3). Then by Krylov-Safonov estimate [20], or the results of chapter 14 in [22],
we have
|ϕ|C2,α(Ω) ≤ C(n,M0, T
∗),
which implies the maximal time interval is unbounded, i.e., T ∗ = +∞. ✷
6.4. Convergence of the rescaled flow.
Now, we define the rescaled flow by
X˜ = XΘ−1.
Thus,
u˜ = uΘ−1,
ϕ˜ = ϕ− log Θ,
and the resaled Gauss curvature
K˜ = KΘn.
Then, the rescaled scalar curvature equation takes the form
∂
∂t
u˜ = vK−
α
nΘα−1 − u˜Θα−1.
Defining s = s(t) by the relation
ds
dt
= Θα−1
such that s(0) = 0 we conclude that s ranges from 0 to +∞ and u˜ satisfies
∂
∂s
u˜ = vK˜−
α
n − u˜,
or equivalently, with ϕ˜ = log u˜
(6.26)
∂
∂s
ϕ˜ = vu˜−1K˜−
α
n − 1 = Q˜(ϕ˜,Dϕ˜,D2ϕ˜).
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Since the spatial derivatives of ϕ˜ are identical to those of ϕ, (6.26) is a nonlinear parabolic
equation with a uniformly parabolic and concave operator K˜. Then, similar to do in the C1
estimate, we can deduce a decay estimate of ϕ˜(·, s):
Lemma 6.10. Let ϕ be a solution of (2.1), then we have for 0 < α < 1
(6.27) |Dϕ˜(x, s)| ≤ sup
Ω
e−λs|Dϕ˜(·, 0)|,
where λ is a positive constant.
Proof. Set ψ = |∇ϕ˜|
2
2 . Similar to do in Lemma 5.1, we can obtain
(6.28)
∂ψ
∂s
=Q˜ij∇ijψ + Q˜
kDkψ − Q˜
ij(σij |Dϕ˜|
2 −Diϕ˜Djϕ˜)
− Q˜ijDmiϕ˜D
m
j ϕ˜+ (α− 1)Q˜|Dϕ˜|
2.
the boundary condition
Dµψ ≤ 0.
Using the C2 estimate, we can find a positive constant λ such that

∂ψ
∂s
≤ Q˜ijDijψ + Q˜
kDkψ − λψ in Ω× (0,∞)
Dµψ ≤ 0 on ∂Ω × (0,∞)
ψ(,0) =
|Dϕ˜(,0)|2
2
in Ω.
Using the maximum principle and Hopf’lemma, we get the gradient estimates of ϕ˜. ✷
Thus, we can apply the Krylov-Safonov estimate [20] and thereafter the parabolic Schauder
estimate to conclude:
Lemma 6.11. Let ϕ be a solution of the inverse Gauss curvature flow (2.1). Then,
ϕ˜(·, s).
converges in C∞ to a real number for s→ +∞.
So, we have
Theorem 6.12. The rescaled flow with boundary which meet a strictly convex cone perpendic-
ularly 

dX˜
ds
= K˜−
α
n ν − X˜ in Ω× (0,∞)
〈µ(X˜), ν(X˜)〉 = 0 on ∂Ω× (0,∞)
X˜(·, 0) = M˜0 in Ω
exists for all time and the leaves converge in C∞ to a piece of round sphere.
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