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PADDED SCHUBERT POLYNOMIALS AND WEIGHTED
ENUMERATION OF BRUHAT CHAINS
CHRISTIAN GAETZ AND YIBO GAO
Abstract. We prove a common generalization of the fact that the
weighted number of maximal chains in the strong Bruhat order on the
symmetric group is
(
n
2
)
! for both the code weights and the Chevalley
weights. We also define weights which give a one-parameter family of
strong order analogues of Macdonald’s reduced word identity for Schu-
bert polynomials.
1. Introduction
Let Sn denote the (strong) Bruhat order on the symmetric group Sn (see
Section 2 for background and definitions). Given a function wt : Cov(Sn)→
R from the set of covering relations of Sn to a ring R, and a saturated chain
c = (u1 ⋖ u2 ⋖ · · ·⋖ uk), we define the weight of c mutliplicatively:
wt(c) :=
k−1∏
i=1
wt(ui ⋖ ui+1).
For v ≤ w in Sn we let
mwt(v,w) :=
∑
c:v→w
wt(c)
denote the total weighted number of chains over all saturated chains c from
v to w.
In this paper, we study several classes of weights which generalize the
previously studied code weights [3] and Chevalley weights [8, 10]. Some
building blocks for these new weights are given in Definition 1.1.
Definition 1.1. For v ⋖ w = vtij a covering relation in Sn with i < j, let
av⋖w, bv⋖w, cv⋖w, and dv⋖w denote the number of dots in the regions A,B,C,
and D respectively in Figure 1. That is,
av⋖w = #{k < i | vi < vk < vj}
bv⋖w = #{i < k < j | vk > vj}
cv⋖w = #{k > j | vi < vk < vj}
dv⋖w = #{i < k < j | vk < vi}.
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Note that we always have bv⋖w+dv⋖w = j−i−1 and av⋖w+cv⋖w = vj−vi−1.
i
j
vi = wj vj = wi
A
B
C
D ∅
Figure 1. For v⋖w a covering relation in the strong order,
the permutation matrices for v and w agree, except that the
black dots in v are replaced with the white dots in w. No
dots may occupy the central region; the numbers of dots in
the four labeled regions A,B,C and D are used in Definition
1.1.
The Chevalley weights wtChev(v ⋖ w) : Cov(Sn) → Z[α1, ..., αn−1] assign
weight αi+ · · ·+αj−1 to the covering relation v⋖w = vtij , where tij = (i j)
is a transposition. It was shown by Stembridge [10] that:
(1) mChev(e, w0)(α1, ..., αn−1) =
(
n
2
)
! ·
∏
1≤k<ℓ≤n−1
αk + · · · + αℓ−1
ℓ− k
where w0 = n(n−1) · · · 21 denotes the longest permutation. Specializing all
αi = 1 recovers the classical fact:
(2) mChev(e, w0)(1, ..., 1) =
(
n
2
)
!.
Recently, a new set of weights, the code weights wtcode : Cov(Sn) → N
were defined in the course of proving the Sperner property for the weak
Bruhat order [4]. In the notation of Definition 1.1, the code weights are
defined by wtcode(v ⋖ w) = 1 + 2bv⋖w. In [3], it was shown that
(3) mcode(w,w0) =
((
n
2
)
− ℓ(w)
)
! ·Sw(1, ..., 1)
where Sw is the Schubert polynomial (see Section 2), providing a strong
Bruhat order analogue of Macdonald’s well known identity for Sw(1, ..., 1)
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as a weighted enumeration of chains in the weak Bruhat order [6]. Letting
w = e in (3) gives:
(4) mcode(e, w0) =
(
n
2
)
!.
One motivation of this work is to understand and generalize the coincidence
between (2) and (4); this is done in Theorem 1.2.
Theorem 1.2. Let f : Cov(Sn) → Z[zA, zB , zC , zD] be the weight function
defined by
f(v ⋖ w) := 1 + av⋖wzA + bv⋖wzB + cv⋖wzC + dv⋖wzD.
Let wt : Cov(Sn) → Z[z] be any weight function obtained from f by spe-
cializing the variables so that {zA, zB , zC , zD} = {0, 0, z, 2− z} as multisets,
then:
mwt(e, w0) =
(
n
2
)
!
In particular, mwt(e, w0) does not depend on z.
123
213 132
231 312
321
1 + z
3− z
123
213 132
231 312
321
α1 + α2 − z
α+ α2 + z
α1 α2
α2 α1
α1 α2
Figure 2. The weights considered in Theorem 1.4 (left) and
in Theorem 1.3 (right) for S3. Unlabelled edges have weight
1.
Theorem 1.3 provides a common generalization of (1) and (4); see Exam-
ple 1.5.
Theorem 1.3. Let wt : Cov(Sn)→ Z[α1, ..., αn−1, z] be defined by
wt(v ⋖ vtij) = αi + αi+1 + · · ·+ αj−1 + (bv⋖vtij − dv⋖vtij )z.
Then
mwt(e, w0) =
(
n
2
)
! ·
∏
k<ℓ
αk + · · ·+ αℓ−1
ℓ− k
.
In particular, mwt(e, w0) does not depend on z.
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Theorem 1.4 extends (3) to a one-parameter family of strong Bruhat
analogues of Macdonald’s identity.
Theorem 1.4. Let wt : Cov(Sn)→ Z[z] be defined by
wt(v ⋖ w) = 1 + bv⋖w(2− z) + cv⋖wz.
Then for any w ∈ Sn we have
mwt(w,w0) =
((
n
2
)
− ℓ(w)
)
! ·Sw(1, ..., 1).
In particular, mwt(w,w0) does not depend on z.
Example 1.5. Various specializations of the above Theorems give previ-
ously known results:
(1) Letting zB = 2 and zA = zC = zD = 0 in Theorem 1.2 recovers (4),
while letting zB = zD = 1 and zA = zC = 0 recovers (2).
(2) Letting all z = α1 = · · · = αn−1 = 1 in Theorem 1.3 the weight
becomes:
wt(v ⋖w = vtij) = (j − i) + (bv⋖w − dv⋖w)
= (bv⋖w + dv⋖w + 1) + (bv⋖w − dv⋖w)
= 1 + 2bv⋖w.
This recovers the identity (4) for the code weights.
(3) Letting z = 0 in Theorem 1.3 recovers Stembridge’s identity (1) for
the Chevalley weights.
(4) Letting z = 0 in Theorem 1.4 recovers the strong order Macdonald
identity (3).
Section 2 covers background and definitions. Theorems 1.3 and 1.4 are
proven in Sections 3 and 4 respectively. Finally, Section 5 discusses symme-
tries of the weights from Definition 1.1 and completes the proof of Theorem
1.2.
2. Background and definitions
2.1. Bruhat order. Let s1, ..., sn−1 denote the adjacent transpositions in
the symmetric group Sn. For any permutation w ∈ Sn, its length ℓ(w) is
the minimal number of simple transpositions needed to write w = si1 · · · siℓ
as a product.
The (strong) Bruhat order Sn = (Sn,≤) is defined by its covering rela-
tions: v ⋖ w whenever w = vtij for some i, j and ℓ(w) = ℓ(v) + 1. The
Bruhat order has unique minimal element the identity permutation e, and
unique maximal element w0 = n(n− 1)...21 of length
(
n
2
)
, called the longest
element. The Hasse diagram of S3 is shown in Figure 2.
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2.2. Schubert polynomials and padded Schubert polynomials. For
w ∈ Sn the Schubert polynomials Sw(x1, ..., xn), introduced by Lascoux
and Schu¨tzenberger [5], represent the classes of Schubert varieties in the
cohomology H∗(G/B) of the flag variety. They can be defined recursively
as follows:
• Sw0(x1, ..., xn) = x
n−1
1 x
n−1
2 · · · x
2
n−2x1 = x
ρ, where ρ = (n − 1, n −
2, ..., 1) denotes the staircase composition, and
• Swsi = Ni ·Sw when ℓ(wsi) < ℓ(w).
Here Ni denotes the i-th Newton divided difference operator :
Ni · g(x1, ..., xn) :=
g(x1, ..., xn)− g(x1, ..., xi+1, xi, ..., xn)
xi − xi+1
.
The Schubert polynomials {Sw}w∈Sn form a basis for the vector space
Vn = spanQ{x
γ |γ ≤ ρ}, where here ≤ denotes component-wise comparison.
Let V˜n = spanQ{x
γyρ−γ}, then the padded Schubert polynomials S˜w, intro-
duced in [3], are defined as the images of the Sw under the natural map
xγ 7→ xγyρ−γ from Vn → V˜n. Define a differential operator ∆ : V˜n → V˜n by
∆ =
n∑
i=1
xi
∂
∂yi
.
Proposition 2.1 ([3]). For any w ∈ Sn we have:
∆S˜w =
∑
u: w⋖u
(1 + 2bw⋖u)S˜u.
3. Proof of Theorem 1.3
We will modify a proof idea for (1) due to Stanley [9]. Let’s define some
linear operators on the cohomology ring of the flag variety
H∗(G/B) ≃ C[x1, . . . , xn]/I,
where I is the ideal generated by all symmetric polynomials in x1, . . . , xn
with vanishing constant terms. The core of the argument comes from inter-
preting the operator ∆ with respect to two different bases of H∗(G/B): one
is {Sw|w ∈ Sn} and the other one is {x
γ |γ ≤ ρ}.
Recall that we have defined ∆ on V˜n. We can define it naturally on Vn
since Vn → V˜n is an isomorphism. Namely, it can be seen from definition that
∆xγ =
(∑n
i=1(n− i− γi)xi
)
xγ for γ ≤ ρ (in which case γn = 0). Moreover,
we can extend this definition of ∆ to C[x1, . . . , xn] by the same formula. We
claim that such definition is in fact well-defined on C[x1, . . . , xn]/I. This
is formulated in the following technical lemma, which is necessary for the
correctness of the main proof but is not related to the key idea of the proof.
Lemma 3.1. The linear operator ∆ : xγ 7→
(∑n
i=1(n − i − γi)xi
)
xγ is
well-defined on C[x1, . . . , xn]/I and coincides with
∑n
i=1 xi
∂
∂yi
on V˜n.
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Proof. We need to check that if f ∈ I, then ∆f ∈ I. For convenience, we
will first pad every monomial xγ to xγyρ−γ , allowing negative exponents on
y-variables, so that we can use ∆ =
∑
i
∂
∂yi
xi, and then specialize yi’s to
1. This is compatible with the definition as in the statement of the lemma.
This means ∆(fg) = f∆(g) + g∆(f). As a result, it suffices to check if f is
a generator of I, then ∆f ∈ I.
Let’s pick the power sum symmetric functions f = xk1 + · · · + x
k
n as gen-
erators, for k ≥ 1. After padding, we get
∑
j(
xj
yj
)kyρ. Then
∆
 n∑
j=1
(
xj
yj
)k
yρ
 =( n∑
i=1
∂
∂yi
xi
) n∑
j=1
(
xj
yj
)k
yρ

=
n∑
i,j=1
xi
xkj
ykj
(
∂
∂yi
yρ
)
+
n∑
i=1
xiy
ρ
(
∂
∂yi
xki
yki
)
=
(
n∑
i=1
xi
∂
∂yi
yρ
) n∑
j=1
xkj
ykj
− (k + 1)yρ n∑
i=1
xk+1i
yk+1i
.
It is clear that both terms belong to I after specializing yi’s to 1. So we are
done. 
Now let α1, . . . , αn−1 be as in Theorem 1.3 and define a linear operator
M as multiplication by
α1x1 + α2(x1 + x2) + α3(x1 + x2 + x3) + · · ·+ αn−1(x1 + · · · + xn−1)
=β1x1 + β2x2 + · · · + βn−1xn−1
where βi = αi + · · ·+ αn−1. By Monk’s rule (see e.g. [7]),
MSw =
∑
w⋖wtij
(αi + · · ·+ αj−1)Swtij .
Note that Monk’s rule only holds modulo the ideal I, and not as an identity
of polynomials. Define another linear operator R by
RSw =
∑
u: w⋖u
(bw⋖u − dw⋖u)Su.
Write M1 =M and define Mk+1 = [Mk, R] := MkR−RMk for k ≥ 1. Here,
[, ] is the standard Lie bracket.
Lemma 3.2. The operator Mk is the same as multiplication by the element
(k − 1)!(β1x
k
1 + β2x
k
2 + · · ·+ βn−1x
k
n−1).
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Proof. Let’s analyze R a bit more. We have
RSw =
∑
u: w⋖u
(bw⋖u − dw⋖u)Su
=
∑
u: w⋖u
(1 + 2bw⋖u)Su −
∑
u: w⋖u
(1 + bw⋖u + dw⋖u)Su
=
∑
u: w⋖u
(1 + 2bw⋖u)Su −
∑
w⋖wtij
(j − i)Swtij
=∆Sw −
(
(n− 1)x1 + (n− 2)x2 + · · ·+ xn−1
)
Sw
where the last equality follows from Proposition 2.1 and Monk’s rule (as a
special case of M by assigning α1 = · · · = αn−1 = 1).
We use induction on k. Since multiplications by polynomials commute
with each other, we have MkR−RMk =Mk∆−∆Mk. Let’s compute what
it does on monomials xγ :
xγ =Mk
(
n−1∑
i=1
(n− i− γi)xi
)
xγ
= (k − 1)!
 n−1∑
i,j=1
(n− i− γi)βjxix
k
j
xγ
while on the other hand,
∆Mkx
γ =(k − 1)!∆
∑
j
βjx
γ1
1 · · · x
γj−1
j−1 x
γj+k
j x
γj+1
j+1 · · · x
γn−1
n−1
=(k − 1)!
∑
i 6=j
(n− i− γi)βjxix
k
j
xγ
+ (k − 1)!
(∑
i
(n− i− γi − k)βix
k+1
i
)
xγ .
Here, the calculation of ∆Mxγ uses the fact that ∆ is defined on all of
C[x1, . . . , xn]/I (Lemma 3.1), since the coefficient of xj may exceed n − j.
As a result, we see that (Mk∆ − ∆Mk)x
γ = k!(
∑n−1
i=1 βix
k+1
i )x
γ . So the
induction step goes through. 
Remark. In fact, the operator R can be more elegantly written as
Rf = yρ ·∆(f/yρ),
when f ∈ V˜n is already padded.
Lemma 3.3. View Mk = (k−1)!
∑n−1
i=1 βix
k
i as polynomials. Then
∏
kM
pk
k
lies in the ideal I if
∑
kpk =
(
n
2
)
and p1 <
(
n
2
)
.
Proof. Write Mk = (k − 1)!
∑n
i=1 βix
k
i with βn = 0. As
∏
kM
pk
k is homo-
geneous of degree
(
n
2
)
, we can write it as fSw0 modulo I, where f depends
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only on βi’s. In fact, we can obtain fSw0 by first multiplying out
∏
kM
pk
k
and then performing subtraction with respect to the homogeneous part of
degree
(
n
2
)
in C[x1, . . . , xn]/I. This shows that f is a polynomial of degree
at most
(
n
2
)
− 2ℓ+ ℓ =
(
n
2
)
− ℓ.
On the other hand, if βi = βi+1, then
∏
k≥1M
pk
k is symmetric in xi and
xi+1. Consequently, Ni(
∏
kM
pk
k ) = 0, whereNi is the i-th divided difference
operator introduced in Section 2. But 0 = Ni(fSw0) = f(NiSw0) = fSw0si .
As Sw0si 6= 0, we deduce that (βi − βi+1)|f . By symmetry, (βi − βj)|f for
all 1 ≤ i < j ≤ n. As degβ f =
∑
pk <
(
n
2
)
, we conclude that f = 0. 
Lemma 3.4. With M,R as above, (M + zR)(
n
2) · 1 =M(
n
2) · 1.
Proof. Notice that R · 1 = R · Se = 0 as bw⋖si = dw⋖si = 0. The rest
is a simple consequence of Lemma 3.2 and Lemma 3.3. Namely, expand
(M + zR)(
n
2) and move R’s towards the right such that in each step, we
replace · · ·RMk · · · by · · ·MkR · · · − · · ·Mk+1 · · · , keeping the total degree.
In the end when no such moves are possible, either R appears on the right
side, resulting in a term equal to 0 (since R · 1 = 0), or
∏
k≥1M
pk
k appears
with
∑
kpk =
(
n
2
)
, which is also 0 except the single term M(
n
2). 
Theorem 1.3 now follows easily.
Proof of Theorem 1.3. Recall that we have
M ·Sw =
∑
w⋖wtij
(αi + · · · + αj−1)Swtij
R ·Sw =
∑
w⋖u
(bw⋖u − dw⋖u)Su
so putting them together,
(M + zR) ·Sw =
∑
w⋖u
wt(w ⋖ u)Su.
An iteration (or induction) immediately gives
(M + zR)ℓ ·Sw =
∑
w≤u, ℓ(w)=ℓ(u)−ℓ
mwt(w, u) ·Su.
Taking w = e and ℓ =
(
n
2
)
in the above setting, we obtain that mwt(e, w0) is
the coefficient of Sw0 in (M + zR)
(n2), modulo I. By Lemma 3.4, such coef-
ficient does not depend on z. When z = 0, our result is given by Stembridge
[10] (see also Stanley [9]). 
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4. Proof of Theorem 1.4
We first note a simple fact about the specialization of S˜w: since S˜w has
total x-degree ℓ(w) and total y-degree
(
n
2
)
− ℓ(w), we have
(∆S˜w)(1, . . . , 1) =
((
n
2
)
− ℓ(w)
)
S˜w(1, . . . , 1).
We then have the following lemma.
Lemma 4.1. Fix w ∈ Sn. Then∑
u: w⋖u
S˜u(1, . . . , 1)(bw⋖u − cw⋖u) = 0.
Proof. Let’s recall some classical facts about Su and Su−1 . Since there
is a simple bijection (transpose) between RC-graphs of u and u−1 (see for
example [1]), the number of monomials appearing in the expansion of Su is
the same as in Su−1 . This says S˜u(1, . . . , 1) = S˜u−1(1, . . . , 1). Moreover,
as ℓ(u) = ℓ(u−1), (∆S˜w)(1, . . . , 1) = (∆S˜w−1)(1, . . . , 1). In addition, notice
that w⋖u if and only if w−1⋖u−1 and that bw⋖u = cw−1⋖u−1 via a reflection
symmetry of permutation diagrams.
Apply Proposition 2.1 to w and w−1 separately. We have
∆S˜w−1 =
∑
u: w−1⋖u
(1 + 2bw−1⋖u−1)S˜u
=
∑
u−1: w−1⋖u−1
(1 + 2bw−1⋖u−1)S˜u−1
=
∑
u: w⋖u
(1 + 2cw⋖u)S˜u−1 ,
∆S˜w =
∑
u: w⋖u
(1 + 2bw⋖u)S˜u.
Now take the principal specialization and subtract these two equations. The
left-hand side becomes zero as explained above. Recalling from above that
S˜u−1(1, . . . , 1) = S˜u(1, . . . , 1), we obtain the desired equality. 
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. We proceed by induction on
(
n
2
)
− ℓ(w). The base
case w = w0 is trivial as both sides equal 1. Now fix w and assume that
the statement is true for all u with ℓ(u) > ℓ(w). The following calculation
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is straightforward:
mwt(w,w0) =
∑
u: w⋖u
(1 + bw⋖u(2− z) + cw⋖uz)mwt(u,w0)
=
∑
u: w⋖u
(1 + bw⋖u(2− z) + cw⋖uz)
((
n
2
)
− ℓ(u)
)
! · S˜u(1, . . . , 1)
=
((
n
2
)
− ℓ(w)− 1
)
!
∑
u: w⋖u
(1 + 2bw⋖u)S˜u(1, . . . , 1)
−
((
n
2
)
− ℓ(w)− 1
)
!z
∑
u: w⋖u
(bw⋖u − cw⋖u)S˜u(1, . . . , 1).
By Lemma 4.1, the second term in the above expression becomes 0. And by
the principal specialization of Proposition 2.1, we have that∑
u: w⋖u
(1 + 2bw⋖u)S˜u(1, . . . , 1) = (
(
n
2
)
− ℓ(w))S˜w(1, . . . , 1).
Thus the first term in the above expression becomes (
(
n
2
)
−ℓ(w))!Sw(1, . . . , 1),
which is what we want. 
5. Weight symmetries and the proof of Theorem 1.2
It is well known that the maps v 7→ w0v and v 7→ vw0 are antiautomor-
phisms of the Bruhat order Sn and that v 7→ v
−1 is an automorphism [2];
Proposition 5.1 determines the effect of these maps on the quantities a, b, c,
and d from Definition 1.1.
Proposition 5.1. Let v ⋖ w be a covering relation in Sn.
(1) av⋖w = dv−1⋖w−1 and bv⋖w = cv−1⋖w−1,
(2) bv⋖w = dw0w⋖w0v, and
(3) av⋖w = cww0⋖vw0.
Proof. These are clear from Figure 1 after observing that inversion cor-
responds to reflecting the permutation matrix across the main (top-left to
bottom-right) diagonal, that left multiplication by w0 corresponds to reflect-
ing across the vertical axis, and that right multiplication by w0 corresponds
to reflecting across the horizontal axis. 
We can now complete the proof of Theorem 1.2.
Proof of Theorem 1.2. There are six cases to consider, depending on which
pair of zA, zB , zC , and zD are equal to z and 2− z (the others being zero);
which element of the pair is sent to z or 2 − z does not matter, since the
claimed result is independent of z.
For the pair {zB , zC}, letting w = e in Theorem 1.4 proves the result. For
{zB , zD}, letting α1 = · · · = αn−1 in Theorem 1.3 gives weights
wt(v ⋖ w) = (1 + bv⋖w + dv⋖w) + (bv⋖w − dv⋖w)z
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which clearly give all of the desired linear combinations of bv⋖w and dv⋖w.
Applying the symmetries from Proposition 5.1 then yields the remaining
pairs. 
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