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A857RAC7 
7he Java V1rtua1 Mach1ne (JVM) 15 u5ua11y 1mp1emented 6y 
an 1nterpreter 0  ju5t-1n-t1me (J17) c0mp11er. J175 pr0v1de 
the 6e5t perf0rmance, 6ut 1nterpreter5 have a num6er  0f ad- 
vanta9e5 that make them attract1ve, e5pec1a11y f0r em6edded 
5y5tem5. 7he5e advanta9e5 1nc1ude 51mp11c1ty, p0rta6111ty 
and 10w mem0ry  re4u1rement5. 1n th15 paper we de5cr16e a 
new 1nterpreter c0re f0r CVM,  5un  M1cr05y5tem•5 JVM f0r 
c0nnected dev1ce5 and em6edded 5y5tem5. 7he  1nterpreter 
c0re 15 p0rta61e and Pr09rammed 1n C. An  1nterpreter 9en- 
erat0r 15 u5ed t0 app1y a num6er  0f 0pt1m15at10n5 aut0mat-  
1ca11y t0 the 50urce c0de. Exper1menta1 re5u1t5 5h0w that 
0n 6enchmark5  that 5pend a1m05t a11 the1r t1me 1n the 1n- 
terpreter (rather than the run t1me 5y5tem) 1t 15 28°//0 t0 
58% fa5ter than the 0r191na1 CVM 1nterpreter, and 15 0n1y 
5% t0 9% 510wer than the h19h1y-50ph15t1cated, hand-tuned, 
a55em61y 1an9ua9e 1nterpreter 1n 5un~5 de5kt0p JVM. 
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1. M071VA710N 
7he Java V1rtua1 Mach1ne (JVM) 15 u5ua11y 1mp1emented 
6y an 1nterpreter 0r ju5t-1n-t1me (J17) c0mp11er. J175 pr0- 
v1de the 6e5t perf0rmance, 6ut 1nterpreter5 have a num6er 
0f advanta9e5 that make them attract1ve, 5pec1a11y f0r em- 
6edded 5y5tem5. F1r5t, 1nterpreter5 e4u1re much 1e55 mem- 
0ry than J175, 60th f0r the 1nterpreter 1t5e1f and the Java 
6ytec0de. F0r examp1e, H009er6ru99e et a1. [8] f0und that 
a 6ytec0de repre5entat10n f a Pr09ram c0u1d 6e up t0 f1ve 
t1me5 5ma11er than the c0rre5p0nd1n9 mach1ne c0de. Many 
em6edded 5y5tem5 have 5ma11 mem0r1e5 91v1n9 terpreter5 
a dec151ve advanta9e. 
*7h15 w0rk wa5 5upp0rted 6y Enterpr15e 1re1and Re5earch 
1nn0vat10n Fund, 6rant  1F/2001/350. 
Perm15510n t0 make d191ta1 0r hard c0p1e5 0f a11 0r part 0f th15 w0rk f0r 
per50na1 0r c1a55r00m u5e 15 9ranted w1th0ut fee pr0v1ded that c0p1e5 are 
n0t made 0r d15tr16uted f0r pr0f1t 0r c0mmerc1a1 advanta9e and that c0p1e5 
6ear th15 n0t1ce and the fu11 c1tat10n  the f1r5t pa9e. 70 c0py 0therw15e, t0 
repu6115h, t0 p05t 0n 5erver5 0r t0 red15tr16ute t0 115t5, re4u1re5 pr10r 5pec1f1c 
perm15510n and/0r a fee. 
5AC •03 Me160ume, F10r1da, U5A 
A 5ec0nd 1mp0rtant advanta9e 0f 1nterpreter5 1  that they 
can 6e c0n5tructed t0 6e tr1v1a11y p0rta61e t0 new arch1- 
tecture5. 1n c0ntra5t, 1t can take many m0nth5 t0 p0rt the 
6ack end 0f a J17 c0mp11er. P0rta6111ty mean5 that the Java 
1nterpreter can 6e rap1d1y m0ved t0 a new arch1tecture, re- 
duc1n9 t1me t0 market. 7here are a150 519n1f1cant advanta9e5 
1n d1fferent tar9et ver510n5 0f the 1nterpreter 6e1n9 c0mp11ed 
fr0m the 5ame 50urce c0de. 7he var10u5 p0rt5 are 11ke1y t0 
6e m0re re11a61e, 51nce the 5ame p1ece 0f 50urce c0de 15 6e- 
1n9 run and te5ted 0n many d1fferent arch1tecture5. A 51n91e 
ver510n 0f the 50urce c0de 15 a150 519n1f1cant1y cheaper t0 
ma1nta1n. 7here are 0ther part5 0f the JVM that are m0re 
d1ff1cu1t t0 p0rt (5uch a5 the Java Nat1ve 1nterface f0r ca111n9 
mach1ne c0de funct10n5), 6ut many em6edded JVM5, 5uch 
a5 5un•5 KVM [14] f0r m0611e dev1ce5, have 11m1ted 5upp0rt 
f0r the5e unp0rta61e f ature5. 
A th1rd advanta9e 0f 1nterpreter5 1 that they are 519n1f- 
1cant1y 5ma11er and 51mp1er than J17 c0mp11er5. 51mp11c1ty 
make5 them m0re re11a61e, 4u1cker t0 c0n5truct and ea51er t0 
ma1nta1n. When 6u11d1n9 a J17 c0mp11er 0ne mu5t n0t 0n1y 
de6u9 the c0de f0r the c0mp11er, 6ut mu5t 0ften a150 de6u9 
the c0de 9enerated 6y the c0mp11er. 7h15  n0t an 155ue 
f0r 1nterpreter5. A f1na1 5ma11er advanta9e 0f 1nterpreter5 1
that they d0 n0t nece55ar11y have t0 c0mp11e the 6ytec0de 
1nt0 an0ther f0rmat 6ef0re execut10n. 5un~5 H0t5p0t m1xed 
m0de c0mp11er/1nterpreter JVM take5 advanta9e 0f th15 6y 
0n1y c0mp111n9 c0de that ha5 6een 5h0wn t0 6e fre4uent1y 
executed. 7he c0mp11at10n 0verhead f0r rare1y u5ed c0de 
15 0ften 9reater than the t1me needed t0 execute that c0de 
0n an 1nterpreter. A 51m11ar 5trate9y 15 u5ed 6y 7ran5meta 
f0r the1r Cru50e pr0ce550r wh1ch emu1ate5 the x86 1n5truc- 
t10n 5et thr0u9h a c0m61nat10n f 1nterpret1n9 and 61nary 
tran51at10n. 
61ven the5e advanta9e5, 1t 15 hard1y 5urpr151n9 that 5un•5 
JVM5 f0r c0nnected dev1ce5 and em6edded 5y5tem5 (CVM), 
f0r m0611e dev1ce5 (KVM), and f0r 5mart card5 (JavaCard) 
are 6a5ed 0n 1nterpreter5. 1nterpreter5 91ve the 10w mem0ry 
re4u1rement5 and rap1d p0rta6111ty that are 1mp0rtant f0r 
em6edded 5y5tem5. A weakne55 0f u51n9 1nterpreter5 1 that 
they run m05t c0de much 510wer than J175. 7he 90a1 0f 0ur 
w0rk 15 t0 narr0w that 9ap, 6y creat1n9 a h19h1y eff1c1ent 
Java 1nterpreter. 
1n th15 paper we de5cr16e a new 1nterpreter f0r the CVM. 
7he 1nterpreter u5e5 a num6er 0f 0pt1m12at10n5, 5uch a5 d1- 
rect thread1n9 and 0pt1m12at10n f c0n5tant p001 acce55e5. 
7he 1nterpreter 15 c0mp1ete and r06u5t, 1n the 5en5e that 
1t run5 a11 pr09ram5 that run w1th1n the reduced feature 
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typedef enum{ 













1* . . .  *1 
} 
F19ure 1: 1n5truct10n d15patch u51n9 5w1tch 
5et 0f the 0r191na1 CVM. Exper1menta1 re5u1t5 are pre5ented 
f0r the 5tandard 5PECjwn98 and Java 6rande 6enchmark5, 
wh1ch 5h0w the new 1nterpreter 15 5u65tant1a11y fa5ter than 
the 0r191na1 CVM. 
7he re5t 0f th15 paper 15 0r9an12ed a.5 f0110w5. 5ect10n 2de- 
5cr16e5 the 6a51c f1mct10n1n9 0f a v1rtua1 mach1ne 1nterpreter, 
and the m05t 1mp0rtant type5 0f 1n5truct10n d15patch. 1n 
5ect10n 3 we de5cr16e the de519n and 1mp1ementat10n f 0ur 
0pt1m12ed 1nterpreter c0re. 5ect10n 4 pre5ent5 0ur exper1- 
menta1 eva1uat10n 0f 0ur w0rk w1th re5pect 0 0ther 5ma11 
JVM5. 1n 5ect10n 5 we p1ace 0ur w0rk 1n the c0ntext 0f 
ex15t1n9 pu6115hed r 5earch 0n 0pt1m12ed Java 1nterpreter5. 
F1na11y, 5ect10n 6 draw5 c0nc1u510n5 fr0m 0ur re5u1t5. 
2. V1R7UAL MACH1NE 1N7ERPRE7ER5 
7he Java V1rtua1 Mach1ne u5e5 a 5tack-6a5ed 6ytec0de 
t0 repre5ent the Pr09ra~n. 1nterpret1n9 a 6ytec0de 1n5truc- 
t10n c0n515t5 0f acce551n9 ar9ument5, perf0rm1n9 the f1mc- 
t10n 0f the 1n5truct10n, and d15patch1n9 (fetch1n9, dec0d1n9 
and 5tart1n9) the next 1n5truct10n. 
1n5truct10n d15patch typ1ca11y c0n5ume5 m05t 0f the ex- 
ecut10n t1me 1n v1rtua1 mach1ne 1nterpreter5. 7he rea50n 
15 that m05t VM 1n5truct10n5 re4u1re 0n1y a 5ma11 am0m~t 
0f c0mputat10n, 5uch a5 add1n9 tw0 num6er5 0r 10ad1n9 a 
num6er 0nt0 the 5tack, and can 6e 1mp1emented 1na few 
mach1ne c0de 1n5truct10n5. 1n c0ntra5t, 1n5truct10n d15patch 
can re4u1re up t0 10-12 mach1ne c0de 1n5truct10n5, and 1n- 
v01ve5 a t1me c0n5um1n9 1nd1rect 6ranch. F0r th15 rea50n, 
d15patch c0n5ume5 a 1ar9e pr0p0rt10n 0f the rmm1n9 t1me 0f 
m05t eff1c1ent 1nterpreter5 [4]. 
5w1tch d15patch 15 the 51mp1e5t and m05t w1de1y u5ed ap- 
pr0ach. 7he ma1n 100p 0f the 1nterpreter c0n515t5 0f a 1ar9•e 
5w1tch 5tatement w1th 0ne ca5e f0r each 0pc0de 1n the JVM 
1n5truct10n 5et. F19ure 1 5h0w5 h0w th15 appr0ach 15 1mp1e- 
mented 1n C. 
5w1tch d15patch 15 51mp1e t0 1mp1ement, 6ut rather 1nef- 
f1c1ent f0r a num6er 0f rea50n5. F1r5t, m05t c0mp11er5 pr0- 
duce a ran9e check t0 en5ure that the 0pc0de 15 w1th1n the 
ran9e 0f va11d va1ue5. 1n the JVM th15 15 unnece55ary, 51nce 
the 6ytec0de ver1f1er a1ready check5 that 6ytee0de5 are va11d. 
5ec0nd1y, the 6reak 15 tran51ated 1nt0 an unc0nd1t10na1 jump 
typedef v01d *1n5t; 
v01d en91ne() 
{ 
5tat1c 8ytec0de pr09ram[] = { 1add /* ... */ }; 
8ytec0de *1p; 








F19ure 2: 1n5truct10n d15patch u51n9 t0ken thread1n9 
1n 6NU C 
typedef v01d *1n5t; 
v01d en91ne() 
{ 









F19ure 3: 1n5truct10n d15patch u51n9 d1rect thread- 
1n9 1n 6NU C 
6ack t0 the 5tart 0f the 100p. 61ven that the 100p a1ready 
c0nta1n5 a jump, 1t w0u1d 6e 6etter t0 5tructure the 100p a5 
a 5et 0f r0ut1ne5 that jump t0 0ne an0ther. A f1na1 50urce 
0f 1neff1c1ency re5u1t5 fr0m there 6e1n9 0n1y a 51n91e 1nd1- 
rect 6ranch f0r d15patch1n9 1n5truct10n5.  mach1ne5 w1th 
pr09rammer v15161e p1pe11ne5, uch a5 the Ph111p5 7r1med1a 
pr0ce550r f0r em6edded 5y5tem5, 1t 15 d1ff1cu1t t0 0ver1ap 
th15 6ranch w1th 0ther 1n5truct10n5 [8]. 0n  pr0ce550r5 w1th 
6ranch pred1ct0r5, th15 6ranch 15 very unpred1cta61e [4]
An a1ternat1ve t0 u51n9 a 5w1tch 5tatement 15 threaded 
d15patch. 7hreaded d15patch 15 6a5ed 0n mak1n9 exp11c1t 
the 5e4uence 0f 5tep5 9enerated 6y a c0mp11er t0 1mp1ement 
a 5w1tch 5tatement. 0nce the5e 5tep5 appear at the 50urce 
1eve1, the pr09rammer can 0pt1m12e the c0de 6y rem0v1n9 
unnece55ary w0rk. Unf0rtunate1y, 1t15 n0t p055161e t0 6reak 
a 5w1tch 5tatement 1nt0 1t5 c0mp0nent part5 1n AN51 C, 
6ecau5e there 15 n0 fac111ty f0r 90t0 5tatement5 that can 
jump t0 mu1t1p1e d1fferent 10cat10n5. 70 1mp1ement threaded 
d15patch, 0ne re4u1re5 a 1an9ua9e w1th 1a6e15 a5 f1r5t c1a55 
va1ue, 5uch a5 6NU C, the 1an9ua9e accepted 6y the 6CC 
c0mp11er. 
F19ure 2 5h0w5 h0w t0ken threaded d15patch can 6e 1mp1e- 
mented u51n9 CNU C. 7he raa9e check ha5 6een e11m1nated, 
a5 ha5 the jump 6ack t0 the d15patch r0ut1ne at the end 0f 
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5t ructure  0f the  1nterpreter  5y5tem 
c0de 15 appended t0 the end 0f the c0de f0r each v1rtua1 
mach1ne 1n5truct10n. 7h15 1ncrea5e5 the 512e 0f the 1nter- 
preter 5119ht1y, a1th0u9h 1t 15 u5ua11y fa5ter. An0ther effect 
0f rep11cat1n9 the d15patch c0de 15 that 1t a110w5 the d15- 
patch 6ranch t0 6e 5chedu1ed m0re eff1c1ent1y w1th the c0de 
t0 1mp1ement the 6ytec0de 1n5truct10n, and 1t a]50 9reat1y 
1ncrea5e5 the pred1ct10n accuracy 0f the 1nd1rect 6ranch 0n 
pr0ce550r5 w1th 6ranch tar9et 6uffer5 (45% ver5u5 2%-20% 
f0r 5w1tch d15patch) [4]. 
Much 0f the t1me 1n a t0ken threaded 1nterpreter 155pent 
1n 9ett1n9 fr0m the va1ue 0f the 0pc0de (the ••t0ken••) t0 the 
addre55 0f the r0ut1ne t0 execute f0r th15 0pc0de. 7hu5, the 
0pc0de 15 10aded. 7h15 0pc0de 15 then u5ed a5 an 1ndex 1nt0 
an array 0f addre55e5, 0 1t mu5t 6e 5ca1ed (5h1fted 1eft) and 
added t0 the addre55 0f the 6a5e 0f the array. F1na11y, the 
addre55 at that 10cat10n 15 10aded. 
A m0re eff1c1ent a1ternat1ve 15t0 tran51ate the 6ytec0de 
1nt0 a new f0rmat and rep1ace the 0pc0de5 w1th the ad- 
dre55e5 0f the r0ut1ne5 that 1mp1ement them. 7h15 5cheme 
15 kn0wn a5 d1rect thread1n9 [1](5ee f19ure 3). 1t reduce5 the 
c0de t0 1mp1ement 1n5truct10n d15patch t0 ju5t three ma- 
ch1ne 1n5truct10n5 0n m05t arch1tecture5. D1rect thread1n9 
15 u5uM1y the fa5te5t 1n5truct10n d15patch 5cheme. 1t 15 the 
m05t c0mm0n1y u5ed 5cheme where 1nterpreter 5peed 15 1m- 
p0rtant. 
3. A JAVA 1N7ERPRE7ER C0RE 
7h15 5ect10n de5cr16e5 the c0re part 0f the 1nterpreter, 
wh1ch 15 re5p0n5161e f0r execut1n9 the Java 6ytec0de5. 7he 
1nterpreter ha5 6een 6u11t 1nt0 the CVM. CVM 15 an 1m- 
p1ementat10n f the Java 2 M1cr0 Ed1t10n (J2ME), wh1ch 
pr0v1de5 a c0re 5et 0f c1a55 116rar1e5, and 15 1ntended f0r n5e 
0n dev1ce5 w1th up t0 2M8 0f mem0ry. 0ur  new 1nterpreter 
rep1ace5 the ex15t1n9 1nterpreter 1n CVM. 
F19ure 4 5h0w5 the 5tructure 0f 0ur 1nterpreter 5y5tem. 
1t 15 1mp0rtant t0 n0te that we d0 n0t 1nterpret Java 6yte- 
c0de d1rect1y. 1n5tead, the 6ytec0de 15 tran51ated 1nt0 d1rect 
threaded c0de. 1n the pr0ce55 we a150 app1y 0pt1m12at10n5 t0 
make the threaded c0de ea51er t0 1nterpret. A150 1mp0rtant 
15 that we d0 n0t wr1te a11 the c0de 0f the 1nterpreter 0ur- 
5e1ve5. 1n5tead, we u5e the vra9en [5] 1nterpreter 9enerat0r 
5y5tem, wh1ch pr0duce5 an eff1c1ent 1nterpreter fr0m a 5pec- 
1f1cat10n 0f the 6ehav10r 0f each 1n5truct10n. 7he f0110w1n9 
5u65ect10n5 de5cr16e the maj0r c0mp0nent5 1n m0re deta11. 
3.1 1n5truct10n Def1n1t10n 
7he 1n5truct10n def1n1t10n de5cr16e5 the 6ehav10r 0f each 
VM 1n5truct10n. 7he def1n1t10n 0f an 1n5truct10n c0n515t5 0f 
a 5pec1f1cat10n 0f the effect 0n the 5tack, f0110wed 6y C c0de 
1ADD ( 1Va1ue1 1Va1ue2 -- 1Re5u1t ) 0x60 
{ 
1Ke5u1t = 1Va1ue1 + 1Va1ue2; 
} 
F19ure 5- Def1n1t10n 0f 1tDD VM 1n5truct10n 
1FNuLL ( #a7ar9et aRef --  ) 0xc6 
1f ( aRef == NULL ) { 




F19ure 6: Def1n1t10n 0f a 6 ranch  VM 1n5truct10n 
t0 1mp1ement the 1n5truct10n. F19ure 5 5h0w5 the def1n1t10n 
0f 1ADD. 7he 1n5truct10n take5 tw0 0perand5 fr0m the 5tack 
(1Va1ue1,1Va1ue2), and p1ace5 the re5u1t (1Re5u1t) 0n the 
5tack. 
We have made every eff0rt t0 1mp1ement the 1n5truct10n 
def1n1t10n5 eff1c1ent1y. F0r examp1e, 0perand5 1n the JVM are 
pa55ed 6y pu5h1n9 them 0nt0 the 5tack. 7he5e 0perand5 6e- 
c0me the f1r5t 10ca1 var1a61e5 1n the 1nv0ked meth0d. Rather 
than c0py the 0perand5 t0 a new 10ca1 var1a61e area, we keep 
10ca1 var1a61e5 and 5tack 1n a 51n91e c0mm0n array, and 51m- 
p1y update the frame p01nter t0 p01nt t0 the f1r5t parame- 
ter 0n the 5tack. 70 c0rrect1y update the 5tack and frame 
p01nter 0n ca115 and return5 u51n9 th15 5cheme, 0ne need5 t0 
c0mpute 5evera1 p1ece5 0f 1nf0rmat10n a60ut 5tack he19ht5 
and mnn6er5 0f 10ca1 var1a61e5. We c0mpute th15 1nf0rma- 
t10n 0nce at tran51at10n t1me, and thereafter the hand11n9 0f 
parameter5 dur1n9 1nterpretat10n 15 m0re eff1c1ent. 
F19ure 6 5h0w5 the 5pec1f1cat10n f0r a 6ranch VM 1n5truc- 
t10n. N0rma11y, the 1nterpreter 9enerat0r add5 the nece55ary 
0perat10n5 t0 d15patch the next VM 1n5truct10n t0 the end 0f 
the 5pec1f1cat10n c0de. 1n th15 ca5e, h0wever, we have added 
the keyw0rd 7A1L t0 the end 0f 0ne d1rect10n 0f the 6ranch. 
Wherever the keyw0rd 7A1L appear5, a 5eparate c0py 0f 
the d15patch c0de 15 p1aced. 1n effect, th15 mean5 that 1f the 
c0nd1t10n 15 true, 0ne c0py 0f the d15patch c0de w111 6e ex- 
ecuted, wherea5 1f 1t 15 fa15e, a d1fferent c0py w111 execute. 
7h15 15 1mp0rtant 6ecau5e the d15patch c0de c0nta1n5 a c0m- 
puted 90t0, wh1ch w111 6ec0me an 1nd1rect 6ranch when the 
1nterpreter 15c0mp11ed. 7w0 5eparate 1nd1rect 6ranche5 are 
ea51er t0 5chedu1e ff1c1ent1y 0n pr0ce550r5 w1th pr09rammer- 
v15161e p1pe11ne5, and re5u1t 1n fewer 6ranch m15pred1ct10n5 
0n mach1ne5 w1th a 6ranch tar9et 6uffer (878) .  
0ne c0mp11cat10n 1 0ur 1n5truct10n 5pec1f1cat10n 15 that 
1t wa5 0r191na11y de519ned f0r F0rth. 1n th15 1an9ua9e, the 
num6er 0f 5tack 1tem5 pr0duced and/0r c0n5umed 6y a 91ven 
VM 1n5truct10n 15a1way5 the 5ame. Java ha5 5evera1 VM 1n- 
5truct10n5 that c0n5ume a var1a61e num6er 0f 5tack 1tem5, 
h0wever. •F0r examp1e, the 1n5truct10n t0 create a mu1t1d1- 
men510nM array (WdL71ANEWARRAY) take5 a num6er 0f 1tem5 
fr0m the 5tack e4ua1 t0 the num6er 0f d1men510n5 0f the 
array. 51m11ar1y, the var10u5 meth0d 1nv0cat10n 1n5truct10n5 
c0n5ume a num6er 0f 5tack 1tem5 e4ua1 t0 the num6er 0f 
parameter5. We have 0verc0me th15 pr061em 6y add1n9 fea- 
ture5 t0 man1pu1ate he 5tack p01nter d1rect1y. 
694 
3.2 1nterpreter 6enerat0r 
7he 1nterpreter 9enerat0r vm9en [5] 15 a pr09ram wh1ch 
take5 1n an 1n5truct10n def1n1t10n, and 0utput5 an 1nterpreter 
1n C wh1ch 1mp1ement5 thedef1n1t10n. 7he 1nterpreter 9ener- 
at0r tran51ate5 the 5tack 5pec1f1cat10n 1nt0 pu5he5 and p0p5 
0f the 5tack, add5 c0de t0 1nv0ke f0110w1n9 1n5truct10n5, and 
make5 1t ea5y t0 app1y 0pt1m12at10n5 t0 a11 v1rtua1 mach1ne 
1n5truct10n5, w1th0ut m0d1fy1n9 the c0de f0r each 5eparate1y. 
7here are a num6er 0f advanta9e5 1n u51n9 an 1nterpreter 
9enerat0r rather than wr1t1n9 a11 c0de 6y hand. 7he err0r- 
pr0ne 5tack man1pu1at10n perat10n5 can 6e 9enerated au- 
t0mat1ca11y. 0pt1m12at10n5 can ea511y 6e app11ed t0 a11 1n- 
5truct10n5. F0r examp1e: the fetch1n9 0f the next 1n5truct10n 
c0u1d ea511y 6e m0ved up the c0de. 1t 15 a150 ea5y t0 have 
60th a threaded c0de and 5w1tch-6a5ed ver510n 0f the 1nter- 
preter. 0ne need 0n1y add an 0pt10n t0 the 9enerat0r. 
5pec1fy1n9 the 5tack man1pu1at10n at a m0re a65tract 1eve1 
a150 make5 1t ea51er t0 chan9e the 1mp1ementat10n 0f the 
5tack. F0r examp1e, many 1nterpreter5 keep 0ne 0r m0re 
5tack 1tem5 1n re915ter5. 1t 5n1ce t0 6e a61e t0 vary th15 
w1th0ut chan91n9 each 1n5truct10n 5pec1f1cat10n. 7he 9ener- 
at0r a150 a110w5 u5 t0 add trac1n9 and pr0f111n9 c0de tr1v1a11y, 
6y def1n1n9 macr05. Furtherm0re, vm9en a150 aut0mat1ca11y 
9enerate5 a d15a55em61er f0r~ th eaded c0de. F1na11y, the 
9enerat0r pr0duce5 funct10n5 f0r the 6ytec0de tran51at0r t0 
wr1te threaded c0de t0 mem0ry 1n the c0rrect f0rmat. 7he5e 
funct10n5 can 6e u5ed t0 aut0mat1ca11y app1y peeph01e 0pt1- 
m12at10n5 t0 the threaded c0de a5 1t 15 9enerated (a1th0u9h 
we d0 n0t current1y take advanta9e 0f th15 feature). 
3.3 7he 8ytec0de 7ran51at0r 
7he ma1n 90a1 0f the tran51at0r 15 t0 rem0ve c0mp1ex and 
expen51ve 0perat10n5 fr0m th~e 1nterpreter, and 1n5tead per- 
f0rm the5e 0perat10n5 0nce at tran51at10n t1me. 7he 51m- 
p1e5t, and m05t 1mp0rtant examp1e 0f th15 15 the tran51at10n 
fr0m 6ytec0de t0 d1rect hreaded c0de. 7he 6ytec0de tran5- 
1at0r a150 rep1ace5 d1ff1cu1t t0 1nterpret 1n5truct10n5 w1th 51m- 
p1er 0ne5. F0r examp1e, we rep1ace 1n5truct10n5 thatacce55 
the c0n5tant p001, 5uch a5 LDC, w1th m0re 5pec1f1c 1n5truc- 
t10n5 and 1mmed1ate, 1n-11ne ar9ument5. We f0110w a 51nf11ar 
5trate9y w1th meth0d f1e1d acce55 and meth0d 1nv0cat10n 
1n5truct10n5. When a meth0d 15 f1r5t 10aded, a 5tu6 1n5truc- 
t10n 15 p1aced where 1t5 threaded c0de 5h0u1d 6e. 7he f1r5t 
t1me the meth0d 15 1nv0ked, th15 5tu6 1n5truct10n 15 executed. 
7he 5tu6 1nv0ke5 the tran51at0r t0 tran51ate the 6ytec0de t0 
threaded c0de, and rep1ace5 1t5e1f w1th the f1r5t 1n5truct10n 
0f the threaded c0de. 
1n the pr0ce55 0f tran51at10n, we rewr1te the 1n5truct10n 
5tream t0 rem0ve 50me 1neff1c1enc1e5 and make 0ther 0pt1- 
m12at10n5 m0re effect1ve. F0r examp1e, the prec15e 9ar6a9e 
c011ect0r u5ed 6y CVM re4u1re5 that certa1n va1ue5 n0r- 
ma11y kept 1n var1a61e5 6y the 1nterpreter, 5uch a,5 the 5tack 
p01nter, are 5p111ed t0 mem0ry fr0m t1me t0 t1me. 70 en5ure 
that the 1nterpreter 15never 1ndef1n1te1y 1n an un5afe 5tate f0r 
the 9ar6a9e c011ect0r due t0 100p5 0r recur510n, the5e va1ue5 
are 5p111ed at meth0d ca115 and at taken 6ackward 6ranche5. 
1n 0r191na1 Java 6ytec0de, check5 f0r th15 5p1111n9 mu5t 6e 
made 1n the c0de f0r a11 6ranche5, 6ut 1n the threaded c0de 
ver510n we u5e 5eparate f0rward and 6ackward 6ranch 1n- 
5truct10n5. 
An0ther 51mp1e 0pt1m12at10n 5 6a5ed 0n the fact that 
many 1n5truct10n5 1n the JVM take 5evera1 mmed1ate 6yte5 
a5 0per~nd5. 7he5e are 5h1fted and 0R-ed t09ether t0 f rm 
a 1ar9er 1nte9er 0perand. We perf0rm th15 c0mputat10n ce 
at tran51at10n t1me, and u5e 1ar9er 1nte9er 1mmed1ate5 1nthe 
threaded c0de. A 51m11ar 5trate9y 15 u5ed f0r c0n5tant p001 
acce55e5. 
4. EXPER1MEN7AL EVALUA710N 
0ur  6a51c the515 15 that 1nterpreter5 can 6e made very 
much fa5ter 6y app1y1n9 m0dern c0mp11er 0pt1m12at10n tech- 
n14ue5 t0 them, w1th0ut he need t0 re50rt 0 a55em61y 1an- 
9ua9e. 70 te5t th15 the515, we c0mpared the perf0rmance 0f
0ur 1nterpreter t0 the perf0rmance 0f 0ther 5ma11 JVM5, u5- 
1n9 the 5PECjvm98 [13] and Java 6rande [2] 6enchmark5. 
7he5e 6enchmark5 c0n515t5 0f 5evera1 1ar9e pr09ram5 w1th 
rea1 data, wh1ch are 1ntended t0 6e repre5entat1ve 0f a w1de 
ran9e 0f Java app11cat10n5. 
0ur  1nterpreter wa5 6u11t 1nt0 CVM, a 5ma11 mp1ementa- 
t10n 0f the Java 2 M1cr0 Ed1t10n (J2ME) 5tandard. 1t 5up- 
p0rt5 the fu11 JVM 1n5truct10n 5et, m5 we11 m5 fu11 5y5tem-1eve1 
thread5. We made a num6er 0f 5ma11 add1t10n5 t0 CVM t0 
ena61e 1t t0 run the 5PEC 6enchmark5 and t0 a110w u5 t0 
5afe1y c0mp11e 1t at a h19her 1eve1 0f 0pt1m12at10n than the 
5tandard 15tr16ut10n. We c0mp11ed CVM w1th 6CC 2.96 
u51n9 the 0pt1m12at10n f1a95 ••-04 -f0m1t-frame-p01nter••. 
1n add1t10n, we u5ed the f1a9 ••-fn0-9c5e (d15a61e 9106a1 
c0nnn0n 5u6expre5510n e11m1nat10n) 0n the f11e c0nta1n1n9 
the c0re 0f the 1nterpreter, e,5 6CC 50met1me5 m0ve5 9106a1 
5u6expre5510n5 t0 m0re fre4uent1y executed part5 0f the pr0- 
9ram when c0ntr01 f10w 15 c0mp11cated. 7he runn1n9 t1me5 
are f0r a Pent1um 4 6a5ed 5y5tem runn1n9 Red Hat L1nux 
ver510n 7.3. 
1n add1t10n t0 0ur 1nterpreter, we a150 te5ted the 0r191na1 
1nterpreter that c0me5 w1th CVM. 7h15 15 a t0ken threaded 
1nterpreter, wh1ch u5e5 6CC•5 1a6e15 a5 va1ue5 t0 1mp1ement 
threaded 15patch (5ee 5ect10n 2). 1t 15 a150 p055161e t0 c0n- 
f19ure the 0r191na1 CVM t0 u5e 5w1tch d15patch. H0wever, 
th15 make5 1t 17% t0 52% 510wer acc0rd1n9 t0 0ur mea5ure- 
ment5. F0r th15 rea50n, n0 re5u1t5 f0r CVM w1th 5w1tch d15- 
patch are pre5ented. CVM 0ffer5 a ch01ce 6etween a 5em15- 
pace 9ar6a9e c011ect0r, and a 9enerat10nM 0ne. We u5ed the 
f0rmer f0r a11 0ur exper1ment5, 1nce 1t 15 5119ht1y (1%-3%) 
fa5ter. 
F0r c0mpar150n, we a150 mea5ured the 5peed 0f the w1de1y 
u5ed Kaffe JVM. Kaffe 15 a free1y ava11a61e, r06u5t, h19h1y 
p0rta61e JVM wh1ch 15 ava11a61e under the 6NU 6enera1 
Pu611c L1cen5e. A c0mmerc1a1 ver510n 0f Kat1e 15 501d f0r 
u5e 1n em6edded 5y5tem5. 1t 5 1mp0rtant t0 n0te that the 
re5u1t5 we pre5ent are f0r the pu611c ver510n n0t the c0mmer- 
c1a1 0ne, a1th0u9h the tw0 ver510n5 hare much c0de. W1th 
Kaffe, we te5ted 60th the 1nterpreter and the J17 c0mp11er. 
7he re5u1t5 5h0w hat can 6e expected fr0m a 51mp1e, un- 
0pt1m12ed 1nterpreter, and a 5ma11, p0rta61e J17 c0mp11er. 
F1nM1y, we mea.5ured the perf0rmance 0f 5un M1cr05y5- 
tem•5 de5kt0p 1mp1ementat10n 0f Java 2 5tandard Ed1t10n 
(J25E) 1nterpreter f 0m the H0t5p0t C11ent VM. H0t5p0t 
n5e5 a 50ph15t1cated 1nterpreter, c0ded 1n hand-tuned a5- 
5em61y 1an9ua9e. 1n add1t10n t0 caref1f1 a55em61y 1an9ua9e 
pr09ramm1n9, 1t u5e5 a num6er 0f 0pt1m12at10n5, 5uch a5 
c0m61n1n9 c0mm0n 5e4uence5 0f 6ytec0de 1n5truct10n5 1nt0 
5uper1n5truct10n5 [11], and pr0ce550r (x86) 5pec1f1c 0pt1m12a- 
t10n5 f0r f10at1n9 p01nt 0perat10n5. 1t M50 5t0re5 the t0p- 
m05t e1ement5 0f the 5tack 1n re915ter5 and u5e5 a c0m- 
p11cated 5tack-cach1n9 [3] 5y5tem f0r mana91n9 the var10u5 
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F19ure 7 :Runn1n9 t1me5 0f the 6enchmark5  0n var10u5 JVM5 re1at1ve t0 0ur  1nterpreter  (CVM fa5tc0re). 
cach1n9 5tate5, the mach1ne c0de 0f the 1nterpreter 159ener- 
ated 1n mem0ry at run t1me. 7he re5u1t 15 that a1th0u9h the 
H0t5p0t 1nterpreter 15fa5t, 1t 15 c0mp11cated and c0mp1ete1y 
unp0rta61e. 
F19ure 7 5h0w5 the runn1n9 t1me5 0f the 6enchmark5 run- 
n1n9 0n each 0f the 1mp1ementat10n5 f the JVM, re1at1ve t0 
0ur 1nterpreter (CVM fa5tc0re, wh05e 5peed 15 a1way5 rep- 
re5ented a5 1). 7he m05t 5tr1k1n9 re5u1t 5 f0r the Kaffe 
1nterpreter, wh1ch 15 0n avera9e 5.76 t1me5 510wer than 0ur 
1nterpreter. 7he Kaffe 1nterpreter 15 n0t at a11 0pt1m12ed. 
1n part1cu1ar, 1t re501ve5 meth0d name5 and c0n5tant p001 
reference5 every t1me they are u5ed, rather than 0nce, the 
f1r5t 1me they are u5ed. 7he Kaffe 1nterpreter dem0n5trate5 
very we11 that 1t 15 ea5y t0 wr1te a very 1neff1c1ent 1nterpreter. 
7he 0r191na1 CVM 1nterpreter 15an avera9e 0f 31% 510wer 
than 0ur 0pt1m12ed 1nterpreter. 1t d0e5 part1cu1ar1y we11 0n 
d6, where 1t 15 0n1y 16% 510wer. We 1nve5t19ated the rea50n 
f0r th15 var1ance 6y pr0f111n9 the c0de. We f0und that 1n the 
0r191na1 CVM, 0n1y 87% 0f the t1me f0r the d6 6enchmark 
15 5pent 1n the 1nterpreter. 7he re5t 0f the t1me 15 5pent 1n 
the run t1me 5y5tem, 0n 9ar6a9e c011ect10n, 5ynchr0n12at10n, 
and nat1ve meth0d5. 1n c0ntra5t 98.74% 0f the t1me f0r 
mpe9 and 99.89% 0f the t1me f0r c0mpre55 15 5pent 1n the 
1nterpreter. 50 a1th0u9h t e 5peedup 1n the 1nterpreter c0re 
15 51m11ar acr055 a11 pr09ram5, the 0vera11 5peedup f0r d6 
15 10wer, 51nce there 15 n0 chan9e 1n the runn1n9 t1me 0f 
the run t1me 5y5tem. F0r th15 rea50n, pr09ram5 uch a5 
c0mpre55 (38% fa5ter), mpe9 (44% fa5ter) and raytrace (71% 
fa5ter) 91ve a 6etter 1nd1cat10n 0f the re1at1ve 5peed5 0f the 
1nterpreter c0re5. 
7he H0t5p0t 1nterpreter 15 0n avera9e 20.4% fa5ter than 
the ver510n 0f CVM w1th 0ur 1nterpreter. 7here are tw0 
ma1n rea50n5 f0r th15. F1r5t1y, H0t5p0t ha5 a much fa5ter 
run t1me 5y5tem than CVM. 7h15 can 6e 5een e5pec1a11y 
5tr0n91y 1n the d6 6enchmark, wh1ch run5 34% fa5ter 0n 
H0t5p0t. 7he H0t5p0t run t1me 5y5tem 15 1ar9e and 50ph15- 
t1cated, and w0u1d n0t 6e 5u1ta61e f0r an em6edded 5y5- 
tem. F~1rtherm0re, much eff0rt ha5 6een put 1nt0 tun1n9 
the H0t5p0t run t1me 5y5tem a5 1t 15 m0re w1de1y u5ed than 
CVM. 7he 5ec0nd rea50n that H0t5p0t 0utperf0rm5 0ur ver- 
510n 0f CVM 15 that the H0t5p0t 1nterpreter 15 fa5ter than 
0ur 1nterpreter. 1t5 dynam1ca11Y-9enerated, h19h1y-tuned a5- 
5em61y 1an9ua9e 1nterpreter 15 a61e t0 execute 6ytec0de5 
m0re 4u1ck1y than 0ur p0rta61e 1nterpreter wr1tten 1n C. 
7he d1fference 1n 5peed5 0f the 1nterpreter c0re5 can 6e 5een 
6y exam1n1n9 the 6enchmark5 that 5pend m05t 0f the1r t1me 
1n the 1nterpreter c0re: c0mpre55 15 9.1% fa5ter and mpe9 15 
5.2% fa5ter 0n the H0t5p0t 1nterpreter. 0ur  1nterpreter 15 
actua11y a 11tt1e (1.9%) fa5ter 0n eu1er. 
F1na11y, the Kaffe ju5t-1n-t1me (J17) c0mp11er 15 0n aver- 
a9e m0re than tw1ce a5 fa5t a5 0ur ver510n 0f CVM. 1n fact, 
100k1n9 at the re5u1t5 f0r mpe9 and c0mpre55 h0w5 that 
1t 15 f0ur t0 e19ht t1me5 fa5ter at execut1n9 6ytec0de5 than 
0ur 1nterpreter. 0n  0ther 6enchmark5, 1t5 p00r run t1me 
5y5tem 510w5 1t d0wn t0 the extent hat 1t 15 actua11y 5u6- 
5tant1a11y 510wer than CVM 0n the jack 6enchmark. 7h15 
n1ce1y dem0n5trate5 that a J17 c0mp11er d0e5 n0t a1way5 
9uarantee 6etter perf0rmance than an 1nterpreter. 7he run 
t1me 5y5tem 15 a150 1mp0rtant. 50meth1n9 that 5h0u1d a150 
6e n0ted 15 that the Kaffe J17 c0mp11er d0e5 n0t pr0duce 
e5pec1a11y fa5t c0de. 1n part1cu1ar, the m1xed-m0de H0t5p0t 
c0mp11er/1nterpreter f0r de5kt0p mach1ne5 15 u5ua11y m0re 
than tw1ce a5 fa5t. H0wever, the Kat1e J17 c0mp11er 15 51m- 
p1e, and 51m11ar t0 the c0mmerc1a1 ver510n, wh1ch 15 u5ed 1n 
em6edded 5y5tem5. 
5. RELA7ED W0RK 
Recent 1mp0rtant deve10pment5 1n 1nterpreter5 1nc1ude the 
f0110w1n9. 1nterpreter 9enerat0r5 1mp11fy c0n5truct10n and 
ma1ntanance 0f 1nterpreter5 and can a110w aut0mat1c VM 1n- 
5truct10n c0m61n1n9 [11] and 5tack 0pt1m12at10n5 [5]. 5tack 
cach1n9 [3] 15 a 9enera1 techn14ue f0r 5t0r1n9 the t0pm05t e1- 
ement5 0f the 5tack 1n re915ter5. Ert1 and Cre99 [4] 5h0wed 
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that 1nterpreter5 (e5pec1a11y th05e u51n9 5w1tch d15patch) 
5pend m05t 0f the1r t1me 1n 6ranch m15pred1ct10n5 0nm0dern 
de5kt0p arch1tecture5. C05ta [12] d15cu55e5 var10u5 5ma11er 
0pt1m12at10n5. 
7he 5a61e VM [6] 15 an 1nterpreter-6a5ed r 5earch JVM. 
7h15 1nterpreter 15 1ntended f0r de5kt0p 5y5tem5 and u5e5 a 
run-t1me c0de 9enerat10n 5y5tem [10], n0t d1551m11ar fr0m a 
ju5t-1n-t1me c0mp11er. 6re99 et a1. [7] pre5ented a pr0t0- 
type 1nterpreter 6a5ed 0n the Caca0 re5earch JVM [9]. 7he 
1nterpreter u5ed an ear11er ver510n f vm9en, 6ut wa5 n0t de- 
519ned f0r em6edded 5y5tem5, c0u1d run 0n1y a handf1f1 0f 
pr09ram5, and d1d n0t 5upp0rt many 1an9ua9e feature5, 5uch 
a5 mu1t1thread1n9. 1nc0ntra5t, the 1nterpreter de5cr16ed 1n 
th15 paper 15 a fu11 1mp1ementat10n f the J2ME 5tandard, 
de519ned 5pec1f1ca11y f0rem6edded 5y5tem5, and run5 a11 pr0- 
9ram5 that we have tr1ed. 
Venu90pa1 et a1. [15] pre5ent an em6edded JVM 5y5tem, 
wh1ch u5e5 emant1ca11y enr1ched c0de (5Ec). 7he 5Ec tech- 
n14ue 9enerate5 a cu5t0m JVM f0r each app11cat10n. 1n ad- 
d1t10n, a99re551ve 0pt1m12at10n5 re app11ed t0 the pr09ram 
t0 a110w 1t t0 make the 6e5t u5e 0f the cu5t0m JVM feature5. 
7h15 t19ht c0up11n9 0f the pr09ram and the 1nterpreter a1- 
10w5 1ar9e 5peednp5. 7he weakne55e5 0f th15 appr0ach are 
that the c0de t0 6e run mu5t 6e ava11a61e at the t1me the 
JVM 15 created, and that the JVM 15 n0 10n9er 9enera1 pur- 
p05e. 1n c0ntra~5t the JVM de5cr16ed 1n th15 paper 15 f111y 
9enera1 purp05e, and 5u1ta61e f0r c0nnected ev1ce5 and em- 
6edded 5y5tem5 that d0wn10ad and execute Java pr09rmn5 
fr0m 0ther 51te5. 
6. C0NCLU510N 
We have de5cr16ed an eff1c1ent 1nterpreter c0re f0r c0n- 
nected dev1ce5 and em6edded 5y5tem5. 0ur  1nterpreter 5y5- 
tem u5e5 a 9enerat0r t0 pr0duce ff1c1ent c0de fr0m a v1rtua1 
mach1ne 1n5truct10n 5pec1f1cat10n. 1t tran51ate5 the 0r191na1 
Java 6ytec0de t0 threaded c0de, reduc1n9 the 1nterpreter 
0verhead. 7he tran51at0r a150 c0mpute5 c0n5tant5, tar9et5 
and 0ff5et5 at tran51at10n t1me, a110w1n9 u5 t0 51mp11.fy the 
1nterpretat10n f many 1n5truct10n5, 5uch a5 meth0d 1nv0ca- 
t10n5. 
Exper1menta1 re5u1t5 h0w that the 0r191na1 CVM v1rtua1 
mach1ne 15 a60ut 31% 510wer than CVM 0ur 1nterpreter c0re. 
H0wever, a 5u65tant1a1 am0unt 0f that runn1n9 t1me 15 5pent 
1n the run-t1me 5y5tem. 0n the mpe9 6enchmark, where a1- 
m05t a11 t1me 15 5pent execut1n9 6ytec0de5 rather than 1n 
the run t1me 5y5tem, the d1fference 15 44%. 0ur  1nterpreter 
f0r em6edded 5y5tem5 15 c0mpet1t1ve w1th the H0t5p0t 1n- 
terpreter, a h19h1Y 50ph15t1cated, hand-tuned, ~55em61y 1an- 
9ua9e 1nterpreter, w1th a much fa5ter (and 1ar9er) run t1me 
5y5tem. H0t5p0t 15 0n avera9e a60ut 20.4% fa5ter, 6ut 0n 
6ytec0de 1nten51ve 6enchmark5 uch a5 mpe9 and c0mpre55 
1t 15 0n1y 5%-9% fa5ter. 0n  avera9e 0ur ver510n 0f CVM 
15 a fact0r 0f 5.76 t1me5 fa5ter than the Kaffe 1nterpreter, 
and can even 6e c0mpet1t1ve w1th the Kaffe J17 c0mp11er 
0n 50me 6enchmark5. 
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