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In the big data era, machine learning acts as a powerful tool to help us make predictions
and decisions, for example, in products recommendation, disease studies, imaging pro-
cessing and natural language processing, etc. It has strong ties to the field of optimization,
in the way the latter provides methods and theory. While data tends to be collected in a
distributed fashion, the standard machine learning models require centralizing the training
data on one machine or in a data center, which incurs significant communication cost and
puts data privacy at risk. To circumvent such an issue, a variety of distributed machine
learning models, i.e., optimization problems defined over different network systems, have
been proposed and studied in the literature.
Under the setting of distributed convex optimization, each network agent works collab-
oratively to minimize (resp. maximize) the total system loss (resp. rewards) formulated as
a convex (resp. concave) objective function, which is the average/sum of all local objec-
tives associated with the network agents. Similar to the centralized convex optimization,
one crucial criterion to evaluate the designed first-order methods for solving distributed
optimization problems is the required number of (sub)gradient computations to obtain a
solution of certain accuracy, i.e., the sampling complexity of the designed algorithm. In
addition, since the individual network agent is ignorant to the full knowledge about the
global problem, i.e., the objective functions and data belonging to other agents, they must
perform inter-node communications based on the network topology iteratively to propa-
gate and collect distributed information. Therefore, the number of inter-node communi-
cation rounds required by the designed algorithm, i.e., the communication complexity, is
another important evaluating criterion. As the classical first-order methods are designed
for centralized convex optimization problems, they usually lead to huge communication
cost and synchronous delays, which is not affordable in the distributed setting, especially
in the large-scale network system. In this thesis, we focus on designing and analyzing
xiii
efficient stochastic algorithms for distributed machine learning problems that can achieve
best-known communication complexities while maintaining optimal sampling complexi-
ties.
The first part of this thesis is devoted to investigate randomized incremental gradient
(RIG) methods for solving the finite-sum optimization problems, which is the core problem
in distributed optimization. By developing and proving the optimality of the primal-dual
gradient (PDG) method, which covers a variant of the well-known Nesterov’s accelerated
gradient (NAG) method as a special case, we propose a randomized version of the PDG
method, namely the randomized primal-dual gradient (RPDG) method. Similar to other
RIG methods (e.g., SAG and SVRG), RPDG only involves the computation of one ran-
domly selected component function per iteration. Moreover, by providing a lower com-
plexity bound for the class of RIG methods for finite-sum optimization, we demonstrate
the optimality of the RPDG method, and this is the first time such an optimal RIG method
has been developed for solving finite-sum optimization problems. In comparison with the
accelerated stochastic dual coordinate ascent method, RPDG deals with a wider class of
problems and can be applied to the cases when the objective function involves a more
complicated composite structure and/or a more general regularization term.
In the second part of this thesis, we consider a distributed topology with a central au-
thority, and study the distributed finite-sum optimization problems defined over such star
network system. We propose an optimal randomized incremental gradient method, namely
the random gradient extrapolation method (RGEM) and show that it does not require any
exact gradient evaluations even at the initial point, but can still achieve the optimal com-
munication and sampling complexities for solving finite-sum optimization problems. To
the best of our knowledge, this is the first time that such an optimal RIG method without
any exact gradient evaluations has been presented for solving finite-sum optimization in the
literature. In fact, without any full gradient computation, RGEM possesses iteration costs
as low as pure stochastic gradient descent (SGD) methods, but achieves a much faster and
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optimal linear rate of convergence for solving deterministic finite-sum problems. In com-
parison with the well-known randomized Kaczmarz method [1], which can be viewed as
an enhanced version of SGD, but can achieve a linear rate of convergence for solving linear
systems, RGEM has a better convergence rate in terms of the dependence on the condition
number L/µ. Moreover, we extend RGEM for stochastic finite-sum optimization, i.e., we
assume that only noisy first-order information of one randomly selected component func-
tion can be accessed via a stochastic first-order (SFO) oracle iteratively. In other words,
at each iteration only one randomly selected network agent needs to compute an estimator
of its gradient by sampling from its local data using a SFO oracle instead of performing
exact gradient evaluation of its component function fi. Note that for these problems, it is
difficult to compute the exact gradients even at the initial point. It also needs to be pointed
out that RGEM is developed based on a novel deterministic algorithmic framework, namely
gradient extrapolation method (GEM). The development of GEM was inspired by the ob-
servation in Section 2.2.2 of Chapter 2 that the NAG method is a special PDG method
where the extrapolation step is performed in the primal space. Such a primal extrapolation
step, however, might result in a search point outside the feasible region under the random-
ized setting in the RPDG method mentioned above. In view of this deficiency of PDG and
RPDG, we propose to switch the primal and dual spaces for primal-dual gradient meth-
ods, and to perform the extrapolation step in the dual (gradient) space. The resulting new
first-order method, i.e., GEM, can be viewed as a dual version of Nesterov’s accelerated
gradient method, and we show that it can also achieve the optimal rate of convergence for
black-box convex optimization.
In the third part of this thesis, we study another distributed topology, called the decen-
tralized network topology, where there is no central authority in the distributed networks.
Consider communication is the major bottleneck, we present a class of communication-
efficient algorithms for solving (stochastic) decentralized nonsmooth optimization prob-
lems. We firstly introduce a new decentralized primal-dual type method, called decen-
xv
tralized communication sliding (DCS), where the agents can skip communications while
solving their local subproblems iteratively through successive linearizations of their local
objective functions. And we show that DCS achieves the best-known complexity bounds
on inter-node communication rounds and not improvable sampling complexities. In fact,
the sampling complexities are actually comparable to those optimal complexity bounds re-
quired for centralized nonsmooth optimization under certain conditions on the target accu-
racy, and hence are not improvable in general. We also demonstrate that a stochastic version
of the DCS method, denoted by SDCS, can achieve the same order of convergence rates as
those of DCS on the total number of required communication rounds and stochastic sub-
gradient evaluations. Preliminary numerical experiments are performed to show that DCS
and SDCS can significantly save communication costs over some existing state-of-the-art
decentralized methods in all our tested instances. Consider synchronization is another crit-
ical issue in decentralized optimization other than communication, we further extend the
communication-sliding idea to the asynchronous setting. By randomly activating a subset
of network agents per iteration, the proposed asynchronous decentralized primal-dual type
methods can maintain the communication and sampling complexities obtained by SDCS,
but these methods can be applied to solve a broader class of decentralized stochastic prob-




In this chapter, we discuss the motivations and background literatures for our research.
In particular, we introduce optimization problems defined over a distributed multiagent
network connected to a central server, also referred as federated learning [2], as well as
reviewing some classic first-order methods (FOMs), for example, stochastic gradient de-
cent (SGD) and randomized incremental gradient (RIG) methods, that can be applied to
solve federated learning problems in Section 1.1. We then study decentralized optimiza-
tion problems defined in the distributed network setting without a central authority and
discuss existing decentralized algorithms for decentralized optimization in Section 1.2.
1.1 Distributed Optimization under the Star Topology: Federated Learning
In Section 1.1.1, we study the finite-sum optimization problem defined over the star net-
work topology, where m agents are connected to one central server (or central authority)
and all agents only communicate with the server. We then present several well-known
first-order methods for solving the finite-sum optimization problems and review their es-
tablished complexity results in Section 1.1.2 and 1.1.3.
1.1.1 Finite-sum Optimization Problems












Here,X ⊆ Rn is a closed convex set, h is a relatively simple convex function, fi : Rn → R,
i = 1, . . . ,m, associated with network agent i are smooth convex functions with Lipschitz
continuous gradient, i.e., ∃Li ≥ 0 such that
‖∇fi(x1)−∇fi(x2)‖∗ ≤ Li‖x1 − x2‖, ∀x1, x2 ∈ Rn, (1.1.2)
ω : X → R is a strongly convex function with modulus 1 w.r.t. an arbitrary norm ‖ · ‖, i.e.,
〈ω′(x1)− ω′(x2), x1 − x2〉 ≥ 12‖x1 − x2‖
2, ∀x1, x2 ∈ X, (1.1.3)
and µ ≥ 0 is a given constant. Hence, the objective function Ψ is strongly convex whenever








and L̂ = maxi=1,...,m Li. It is easy to see that for some Lf ≥ 0,
‖∇f(x1)−∇f(x2)‖∗ ≤ Lf‖x1 − x2‖ ≤ L‖x1 − x2‖, ∀x1, x2 ∈ Rn. (1.1.4)







i=1Eξi [Fi(x, ξi)] + µw(x)
}
, (1.1.5)
where ξi’s are random variables with support Ξi ⊆ Rd. It can be easily seen that (1.1.5)
is a special case of (1.1.1) with fi(x) = Eξi [Fi(x, ξi)], i = 1, . . . ,m, h(·) = 0. How-
ever, different from deterministic finite-sum optimization problems, only noisy gradient
information of each component function fi can be accessed for the stochastic finite-sum
optimization problem in (1.1.5).
Throughout this thesis, we assume subproblems of the form
argminx∈X〈g, x〉+ h(x) + µω(x) (1.1.6)
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are easy to solve for any g ∈ Rn and µ ≥ 0. We point out below a few examples where
such an assumption is satisfied.
• If X is relatively simple, e.g., Euclidean ball, simplex or l1 ball, and h(x) = 0, and
w(·) is some properly choosing distance generating function, we can obtain closed
form solutions of problem (1.1.6). This is the standard setting used in the regular
first-order methods [[3], [4]].
• If the problem is unconstrained, i.e.,X = E , and h(x) is relatively simple, we can
derive closed form solutions of (1.1.6) for some interesting cases. For example, if
h(x) = ‖x‖1 and w(x) = ‖x‖22, then an explicit solution of (1.1.6) is readily given by
its first-order optimality condition. A similar example is given by h(x) =
∑d
i=1 σi(x)
and w(x) = tr(xTx)/2, where σi(x), i = 1, . . . , d, denote the singular values of
x ∈ Rd×d.
• If X is relatively simple and h(x) is nontrivial, we can still compute closed form
solutions of (1.1.6) for some interesting special cases, e.g., when X is the standard
simplex, w(x) =
∑d
i=1 xi log xi and h(x) =
∑d
i=1 xi.
The deterministic finite-sum problem (1.1.1) can model the empirical risk minimiza-
tion in machine learning and statistical inferences, and hence has become the subject of
intensive studies during the past few years. Our study on the finite-sum problems (1.1.1)
and (1.1.5) has also been motivated by the emerging need for distributed optimization and
machine learning. Under such settings, each component function fi is associated with an
agent i, i = 1, . . . ,m, which are connected through a distributed network. While different
topologies can be considered for distributed optimization (see, e.g., Figure 1.1 and 1.2),
in this section we focus on the star network where m agents are connected to one central
server, and all agents only communicate with the server (see Figure 1.1). These types of
distributed optimization problems have several unique features. Firstly, they allow for data
privacy, since no local data is stored in the server. Secondly, network agents behave inde-
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pendently and they may not be responsive at the same time. Thirdly, the communication
between the server and agent can be expensive and has high latency. Finally, by considering
the stochastic finite-sum optimization problem, we are interested in not only the determin-
istic empirical risk minimization, but also the generalization risk for distributed machine
learning. Moreover, we allow the private data for each agent to be collected in an online
(steaming) fashion. One typical example of the aforementioned distributed problems is
Federated Learning recently introduced by McMahan et al. in [2]. As a particular example,
in the `2-regularized logistic regression problem, we have






x)), i = 1, . . . ,m, w(x) = R(x) := 1
2
‖x‖22,
provided that fi is the loss function of agent iwith training data {aij, bij}
Ni
j=1 ∈ Rn×{−1, 1},
and µ := λ is the penalty parameter. For minimization of the generalized risk, fi’s are given
in the form of expectation, i.e.,
fi(x) = li(x) := Eξi [log(1 + exp(−ξTi x))], i = 1, . . . ,m,
where the random variable ξi models the underlying distribution for training dataset of
agent i. Note that another type of topology for distributed optimization is the multi-agent
Figure 1.1: A distributed network with 5
agents and one server
Figure 1.2: An example of the decentral-
ized network
network without a central server, namely the decentralized setting, as shown in Figure 1.2,
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where the agents can only communicate with their neighbors to update information, we will
discuss this type of distributed problems and the corresponding decentralized algorithms in
Section 1.2.
1.1.2 Stochastic Gradient Descent for Finite-sum Optimization
Stochastic (sub)gradient descent (SGD) (a.k.a. stochastic approximation (SA)) type meth-
ods have been proven useful to solve problems given in the form of (1.1.1). We will review
some classic complexity results of SGD for solving (1.1.1) in this section.
SGD was originally designed to solve stochastic optimization problems given by
min
x∈X
Eξ[F (x, ξ)], (1.1.7)
where ξ is a random variable with support Ξ ⊆ Rd. Problem (1.1.1) can be viewed as a
special case of (1.1.7) by setting ξ to be a discrete random variable supported on {1, . . . ,m}
with Prob{ξ = i} = νi and F (x, i) = (mνi)−1fi(x) + h(x) + µω(x), i = 1, . . . ,m. Since
each iteration of SGDs needs to compute the (sub)gradient of only one randomly selected fi
1, their iteration cost is significantly smaller than that for deterministic first-order methods
(FOM), which involves the computation of first-order information of f and thus all the
m (sub)gradients of fi’s. Moreover, when fi’s are general nonsmooth convex functions,
by properly specifying the probabilities νi, i = 1, . . . ,m 2, it can be shown (see [3]) that
the iteration complexities for both SGD and FOM are in the same order of magnitude.
Consequently, the total number of subgradients required by SGDs can be m times smaller
than those by FOMs.
Note however, that there is a significant gap on the complexity bounds between SGDs
and deterministic FOMs if fi’s are smooth convex functions. For the sake of simplicity,
1 Observe that the subgradients of h and ω are not required due to the assumption in (1.1.6).
2Suppose that fi are Lipschitz continuous with constantsMi and let us denoteM :=
∑m
i=1Mi, we should
set νi = Mi/M in order to get the optimal complexity for SGDs.
5
let us focus on the strongly convex case when µ > 0 and let x∗ be the optimal solution of
(1.1.1). In order to find a solution x̄ ∈ X s.t. ‖x̄ − x∗‖2 ≤ ε, the total number of gradient











which was first achieved by the well-known Nesterov’s accelerated gradient method [5, 6],
see also relevant extensions in [7, 8, 9]. On the other hand, a direct application of optimal













iteration complexity bound on the number of gradient evaluations for fi’s, which was first
achieved by the accelerated stochastic approximation method ([10, 11, 12]). Here σ > 0
denotes variance of the stochastic gradients, i.e., E[‖G(x, ξ) − ∇f(x)‖2∗] ≤ σ2, where
G(x, ξ) is an unbiased estimator for the gradient ∇f(x) . Clearly, the latter bound is sig-
nificantly better than the one in (1.1.8) in terms of its dependence on m, but much worse in
terms of its dependence on accuracy ε and a few other problem parameters (e.g., L and µ).
It should be noted that the optimality of (1.1.9) for general stochastic programming (1.1.7)
does not preclude the existence of more efficient algorithms for solving (1.1.1), because
(1.1.1) is a special case of (1.1.7) with finite support Ξ.
1.1.3 Recent Advancements on Finite-sum Optimization
During the past few years, randomized incremental gradient (RIG) methods, which can
access the first-order information of only one randomly selected smooth component fi at
each iteration (see Bertsekas [13] for an introduction to incremental gradient methods),
have emerged as an important class of first-order methods for finite-sum optimization
(e.g.,[14, 15, 16, 17, 18, 19, 20, 21, 22]). For solving nonsmooth finite-sum problems,
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Nemirovski et al. [3, 23] showed that stochastic subgradient (mirror) descent methods can
possibly save up to O(
√
m) subgradient evaluations. By utilizing the smoothness proper-
ties of the objective, Lan [24] showed that one can separate the impact of variance from
other deterministic components for stochastic gradient descent and presented a new class
of accelerated stochastic gradient descent methods to further improve these complexity
bounds. However, the overall rate of convergence of these stochastic methods is still sub-
linear even for smooth and strongly convex finite-sum problems (see [11, 12]). Inspired
by these works and the success of the incremental aggregated gradient method by Blatt et
al.[14], Schimidt et al. [18] presented a stochastic average gradient (SAG) method, which
uses randomized sampling of fi to update the gradients, and can achieve a linear rate of
convergence, i.e., anO{m+ (mL/µ) log(1/ε)} complexity bound, to solve unconstrained
finite-sum problems (3.1.1). Johnson and Zhang later in [15] presented a stochastic vari-
ance reduced gradient (SVRG) method, which computes an estimator of ∇f by iteratively
updating the gradient of one randomly selected fi of the current exact gradient information
and re-evaluating the exact gradient from time to time. Xiao and Zhang [16] later extended
SVRG to solve proximal finite-sum problems (3.1.1). All these methods exhibit an im-
proved O{(m+ L/µ) log(1/ε)} complexity bound, and Defazio et al. [17] also presented
an improved SAG method, called SAGA, that can achieve such a complexity result.
Noting that most of these RIG methods are not optimal even for the deterministic/centralized
case (i.e., m = 1), much recent research effort has been directed to the acceleration of RIG
methods. In Chapter 2, we will proposed a RIG method, namely randomized primal-dual
gradient (RPDG) method, and show that its total number of gradient computations of fi












Evolving from the randomized primal-dual methods developed in [25, 26] for solving
saddle-point problems, the RPDG method utilizes a direct acceleration without even us-
ing the concept of variance reduction. Simultaneously, Lin et al. [22] presented a catalyst
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scheme which utilizes a restarting technique to accelerate the SAG method in [18] (or
other “non-accelerated” first-order methods) and thus can possibly improve the complexity
bounds obtained by SVRG and SAGA to (1.1.10) (under the Euclidean setting). Allen-Zhu
[20] later showed that one can also directly accelerate SVRG to achieve the rate of conver-
gence (1.1.10). All these accelerated RIG methods can save up to O(
√
m) on the number
of gradient evaluations of fi comparing to optimal deterministic first-order methods when
L/µ ≥ m. It should be noted that most existing RIG methods were inspired by empirical
risk minimization on a single server (or cluster) in machine learning rather than on a set
of agents distributed over a network. Under the distributed setting, methods requiring full
gradient computation and/or restarting from time to time may incur extra communication
and synchronization costs. As a consequence, methods which require fewer full gradient
computations (e.g. SAG, SAGA and RPDG) seem to be more advantageous in this regard.
In a related but different line of research, Shalev-Shwartz and Zhang [27] studied a
special class of finite-sum optimization problems given in the form of (1.1.1) with fi(x)
given by φi(aTi x), where ai denotes an affine mapping. Under the assumption that ω(x) =
‖x‖22, they presented an accelerated stochastic dual coordinate ascent (A-SDCA) method,
obtained by properly restarting a stochastic coordinate ascent method in [28] applied to
the dual of (1.1.1). Shalev-Shwartz and Zhang show that the iteration complexity of this
method can be bounded by (1.1.10). However, each iteration of A-SDCA requires, instead
of the computation of∇fi, the solution of a subproblem given in the form of
argmin{〈g, y〉+ φ∗i (y) + ‖y‖2∗}, (1.1.11)
where φ∗i denotes the conjugate function of φi. Moreover, these methods were also designed
for solving a more special class of problems than (1.1.1). More recently, Lin, Lu, and
Xiao [29] proposed to apply the accelerated coordinate descent methods by Nesterov [30],
and Fercoq and Richtáriks [31] to obtain similar results for solving these “regularized em-
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pirical loss functions” as in [27]. Zhang and Xiao [25] had also obtained similar results by
using different stochastic primal-dual coordinate decomposition techniques. Comparing to
the class of stochastic dual methods (e.g., [27, 28, 25]), each iteration of the RIG methods
only involves the computation ∇fi, rather than solving a more complicated subproblem
(1.1.11) which may not have explicit solutions [27].
An important yet unresolved issue is that there does not exist a valid lower complex-
ity bound for RIG methods in the literature. Hence, it remains unknown what would be
the best possible performance that one can expect for these types of methods. Regarding
this question, Agarwal and Bottou [32] recently suggested a lower complexity bound for
solving problems given in the form of (1.1.1). However, as pointed out by them in a recent
ISMP talk in 2015, the lower complexity bound in [32] is deterministic by construction,
and hence cannot be used to justify the optimality or suboptimality for the randomized in-
cremental gradient methods in [18, 15, 17] or dual coordinate methods in [29, 27, 25]. In
Chapter 2 we will established a lower complexity bound for the RIG methods by show-
ing that the number of gradient evaluations of fi required by any RIG methods to find an












whenever the dimension n is sufficiently large.
Another interesting but unresolved question in stochastic optimization is whether there
exists a method which does not require the computation of any full gradients (even at the
initial point), but can still achieve the optimal rate of convergence in (1.1.10). It should be
noted that several variants of SAGA, which does not require full gradient computation at
the initial point but can still maintain the O{(m+L/µ) log(1/ε)} complexity bound, have
been recently presented in the literature, see, e.g., [33, 34]. Moreover, little attention in the
study of RIG methods has been paid to the stochastic finite-sum problem in (1.1.5), which
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is important for generalization risk minimization in machine learning. Very recently, there
are some progresses on stochastic primal-dual type methods for solving problem (1.1.5).
For example, in Chapter 4 we will proposed a stochastic decentralized communication
sliding method that can achieve the optimal O(1/ε) sampling complexity and best-known
O(1/
√
ε) complexity bounds for communication rounds for solving stochastic decentral-
ized strongly convex problems. For the distributed setting with a central server, by using
mini-batch technique to collect gradient information and any stochastic gradient based al-
gorithm as a black box to update iterates, Dekel et al. [35] presented a distributed mini-
batch algorithm with a batch size of o(m1/2) that can obtain O(1/ε) sampling complexity
(i.e., number of stochastic gradients) for stochastic strongly convex problems, and hence
implies at least O(1/
√
ε) bound for communication complexity. An asynchronous version
was later proposed by Feyzmahdavian et al. in [36] that maintained the above convergence
rate for regularized stochastic strongly convex problems. It should be pointed out that these
mini-batch based distributed algorithms require sampling from all network agents itera-
tively and hence leads to at leastO(m/
√
ε) rate of convergence in terms of communication
costs among server and agents. It is unknown whether there exists an algorithm which only
requires a significantly smaller number of communication rounds (e.g., O(log 1/ε)), but
can achieve the optimal O(1/ε) sampling complexity for solving the stochastic finite-sum
problem in (1.1.5).
1.2 Decentralized Optimization
Decentralized optimization problems defined over complex multiagent networks are ubiq-
uitous in signal processing, machine learning, control, and other areas in science and en-
gineering (see e.g. [37, 38, 39, 40]). This section is devoted to discussing the decen-
tralized optimization problems, where in Section 1.2.1 we study the basic problem setup
for decentralized optimization and we review the existing decentralized methods and their
established complexity results in Section 1.2.2
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1.2.1 Problem Setup: Decentralized Problems and the Underlying Network
We consider the following decentralized optimization problem which is cooperatively solved
by the network of m agents:





s.t. x ∈ X, X := ∩mi=1Xi,




‖x− y‖2 ≤ fi(x)− fi(y)− 〈f ′i(y), x− y〉 ≤M‖x− y‖, ∀x, y ∈ Xi, (1.2.14)
for some M,µ ≥ 0 and f ′i(y) ∈ ∂fi(y), where ∂fi(y) denotes the subdifferential of fi at y,
andXi ⊆ Rd is a closed convex constraint set of agent i. Note that fi andXi are private and
only known to agent i. Throughout this thesis, we assume the feasible set X of problem
(1.2.13) is nonempty.
We also consider the situation where one can only have access to noisy first-order infor-
mation (function values and subgradients) of the functions fi, i = 1, . . . ,m (see [3, 10]).
This happens, for example, when the function fi’s are given in the form of expectation, i.e.,
fi(x) := Eξi [Fi(x; ξi)], (1.2.15)
where the random variable ξi models a source of uncertainty and the distribution P(ξi) is








where l ≥ 1 is a large number. Stochastic optimization problem of this type has great
potential of applications in data analysis, especially in machine learning. In particular,
problem (1.2.15) corresponds to the minimization of generalized risk and is particularly
useful for dealing with online (streaming) data distributed over a network, while problem
(1.2.16) aims at the collaborative minimization of empirical risk.
Currently the dominant approach to solve (1.2.13) is to collect all agents’ private data
on a server (or cluster) and to apply centralized machine learning techniques. However,
this centralization scheme would require agents to submit their private data to the service
provider without much control on how the data will be used, in addition to incurring high
setup cost related to the transmission of data to the service provider. Decentralized opti-
mization provides a viable approach to deal with these data privacy related issues. Each
network agent i is associated with the local objective function fi(x) and all agents intend to
cooperatively minimize the system objective f(x) as the sum of all local objective fi’s in
the absence of full knowledge about the global problem and network structure. A necessary
feature in decentralized optimization is, therefore, that the agents must communicate with
their neighboring agents to propagate the distributed information to every location in the
network.
Consider a multiagent network system whose communication is governed by an undi-
rected graph G = (N , E), where N = [m] indexes the set of agents, and E ⊆ N × N
represents the pairs of communicating agents. If there exists an edge from agent i to j
which we denote by (i, j), agent i may send its information to agent j and vice versa.
Thus, each agent i ∈ N can directly receive (resp., send) information only from (resp., to)
the agents in its neighborhood
Ni = {j ∈ N | (i, j) ∈ E} ∪ {i}, (1.2.17)
where we assume that there always exists a self-loop (i, i) for all agents i ∈ N . Then,
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the associated Laplacian L ∈ Rm×m of G is L := D − A where D is the diagonal degree
matrix, and A ∈ Rm×m is the adjacency matrix with the property that Aij = 1 if and only
if (i, j) ∈ E and i 6= j, i.e.,
Lij =

|Ni| − 1 if i = j
−1 if i 6= j and (i, j) ∈ E
0 otherwise.
(1.2.18)
We consider a reformulation of problem (1.2.13) which is a typical technique in the de-
velopment of decentralized algorithms. We introduce an individual copy xi of the decision
variable x for each agent i ∈ N and impose the constraint xi = xj for all pairs (i, j) ∈ E .






s.t. Lx = 0, xi ∈ Xi, for all i = 1, . . . ,m,
where x = (x1, . . . , xm) ∈ X1 × . . .×Xm, F : X1 × . . .×Xm → R, and L = L ⊗ Id ∈
Rmd×md. The constraint Lx = 0 is a compact way of writing xi = xj for all agents
i and j which are connected by an edge. By construction and Theorem 4.2.12 in [41],
L is symmetric positive semidefinite and its null space coincides with the “agreement”
subspace, i.e., L1 = 0 and 1>L = 0. To ensure each node gets information from every
other node, we need the following assumption.
Assumption 1 The graph G is connected.
Under Assumption 1, problem (1.2.13) and (1.2.19) are equivalent. We let Assumption 1
be a blanket assumption for the rest of the this thesis.
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1.2.2 First-order Methods for Decentralized Optimization
Decentralized optimization has been extensively studied in recent years due to the emer-
gence of large-scale networks. The seminal work on distributed optimization [42, 43] has
been followed by distributed incremental (sub)gradient methods and proximal methods [44,
45, 46, 47], and more recently the incremental aggregated gradient methods and its prox-
imal variants [48, 49, 19]. All of these incremental methods are not fully decentralized
in a sense that they require a special star network topology in which the existence of a
central authority is necessary for operation. To consider a more general distributed net-
work topology without a central authority, a decentralized subgradient algorithm was first
proposed in [50], and further studied in many other literature (see e.g. [51, 52, 53, 54,
55]). These subgradient based methods require each node to compute a local subgradi-
ent and followed by the communication with neighboring agents iteratively, and achieve
rate of convergence as O(1/ε2) to obtain an ε-optimal solution, i.e., a point x̂ ∈ X , s.t.,
E[f(x̂)− f ∗] ≤ ε. While the subgradient computation at each step can be inexpensive, due
to the fact that one iteration in decentralized optimization is equivalent to at least one com-
munication round among agents, these methods can incur a significant latency for solving
(1.2.13). In fact, CPUs in these days can read and write the memory at over 10 - 100 GB
per second whereas communication over TCP/IP is about 100 MB per second. Therefore,
the gap between intra-node computation and inter-node communication is about 3 orders
of magnitude. The communication start-up cost itself is also not negligible as it usually
takes a few milliseconds. Improvements on communication complexity can be obtained
when the objective function (1.2.13) is smooth and/or strongly convex (see, e.g., [56, 57,
58, 59]). However, these algorithms do not apply to general nonsmooth and stochastic
optimization (cf. (1.2.13)-(1.2.15)) to be studied in Chapter 4.
Besides subgradient based methods, another well-known type of decentralized algo-
rithms relies on dual methods (see e.g., [60, 61, 62, 63, 64, 65]), where at each step for
a fixed dual variable, the primal variables are solved to minimize some local Lagrangian
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related function, then the dual variables associated with the consistency constraints are
updated accordingly. More specifically, the decentralized dual decomposition method pro-
posed in [60] obtained an implicit rate of converge for solving the Lagrangian dual problem
of (1.2.13) with bounded communication delays. Furthermore, decentralized alternating
direction method of multipliers (ADMM) algorithms (see, e.g., [61, 62, 63, 64]) have re-
ceived much attention recently. For relatively simple convex functions fi, the decentralized
ADMM proposed in [64] has been shown to require O(1/ε) communications (see also
[66] for the application of mirror-prox method for solving these problems). An improved
O(log 1/ε) complexity bound on communication rounds can be achieved for decentralized
ADMM [62, 63] if stronger assumptions, i.e., smoothness and strong convexity, are im-
posed on fi. These dual-based methods have been further studied via proximal-gradients
[67, 68, 65]. Although dual type methods usually require fewer numbers of iterations
(hence, fewer communication rounds) than the subgradient based methods, the local La-
grangian minimization problem associated with each agent cannot be solved efficiently
in many cases, especially when the problem is constrained. Second-order approximation
methods [69, 70] have been studied in order to handle this issue, but due to the nature of
these methods differentiability of the objective function is necessary in this case.
Moreover, multi-step consensus has been considered in decentralized methods for solv-
ing (1.2.13) with smoothness assumption, and hence these methods require an increasing
number of communication rounds iteratively. For example, the distributed Nesterov’s ac-
celerated gradient method [71] employs multi-consensus in the inner-loop. Although their
method requires O(1/
√
ε) intra-node gradient computations, inter-node communications
must increase at a rate of O(log(k)) as the iteration k increases. Similarly, the proximal
gradient method with adapt-then-combine (ATC) multi-consensus strategy and Nesterov’s
acceleration under the assumption of bounded and Lipschitz gradients [72] requires that
inter-node communications must increase at a rate of O(k). However, the multi-consensus
schemes in nested loop algorithms are less desirable, since they do not account for the fact
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that the time required for inter-node communications is higher by a few orders of magnitude
than that for intra-node computations.
While decentralized algorithms for solving deterministic optimization problems have
been extensively studied during the past few years, there exists only limited research on
decentralized stochastic optimization, for which only noisy gradient information of func-
tions fi, i = 1, . . . ,m, in (1.2.13) can be easily computed. Existing decentralized stochastic
first-order methods for problem (1.2.13) (e.g., [51, 73]) requireO(1/ε2) inter-node commu-
nications and intra-node gradient computations to obtain an ε-optimal solution for solving
general convex problems. When the objective functions are strongly convex, multiagent
mirror descent method for decentralized stochastic optimization can achieve an O(1/ε)
complexity bound [74]. An alternative form of mirror descent in the multiagent setting was
proposed by [75] with an asymptotic convergence result. On a broader scale, decentralized
stochastic optimization was also considered in the case of time-varying objective functions
in the recent work [76, 77]. All these previous works in decentralized stochastic opti-
mization suffered from high communication costs due to the coupled scheme for stochastic
subgradient evaluation and communication, i.e., each evaluation of stochastic subgradient
will incur one round of communication.
Most of the decentralized algorithms we discussed above are designed under the syn-
chronous setting. However, one critical issue existing in decentralized optimization is that
synchrony among network agents is usually inefficient or impractical due to processing and
communication delays and the absence of a master server in the network. Note that fi and
Xi are private and only known to agent i, and all agents intend to cooperatively minimize
the system objective f as the sum of all local objective fi’s in the absence of full knowl-
edge about the global problem and network structure. Decentralized algorithms, therefore,
require agents to communicate with their neighboring agents iteratively to propagate the
distributed information in the network. Under the synchronous setting, all agents must wait
for the slowest agent and/or slowest communication channel/edge in the network, and a
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global coordinator must be presented for synchronization, which can be extremely expen-
sive in the large-scale decentralized network.
Extensive research work has been conducted in recent years to design asynchronous
algorithmic schemes for decentralized optimization. Asynchronous gossip-based method
under the edge-based random activation setting has been proposed by [78] to solve aver-
aging consensus problems. Later [79] extended this framework for solving (1.2.13) and
established almost surely convergence to the optimal solution when fi is smooth and con-
vex. Most recently, [80] also achieved almost surely convergence by iteratively activating
a subset of agents. Besides (sub)gradient based methods, another well-known approach
relies on solving the saddle point formulation of (1.2.13) (see Section ?? for the reformu-
lation), where at each iteration a pair of primal and dual variables is updated alternatively.
The distributed ADMM (e.g., [81, 64, 82, 83]) has been studied in different asynchronous
setting. More specifically, [81, 83] randomly selected and updated a subset of agents iter-
atively where [81] assuming fi being simple convex function and [83] establishing almost
surely convergence for smooth convex objectives. [64] employed the node-based random
activation and achieved the O(1/ε) rate of convergence when fi is a simple convex func-
tion, and [82] later established the same rate of convergence by activating one agent per
iteration. Most recently, [84] proposed an asynchronous parallel primal-dual type method
and established almost surely convergence when fi is smooth and convex.
Asynchronous decentralized algorithms discussed above require the knowledge of ex-
act (sub)gradients (or function values) of fi, however, this requirement is not realistic when
dealing with minimization of generalized risk and online (streaming) data distributed over
a network. There exists limited research on asynchronous decentralized stochastic opti-
mization (e.g., [53, 85, 68], for which only noisy gradient information of functions fi,
i = 1, . . . ,m, can be easily computed. While asynchronous decentralized stochastic first-
order methods [53, 85] established error bounds when fi is (strongly) convex, [68] achieved
O(1/ε2) rate of convergence for smooth and convex problems.
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1.3 Outline and Main Contributions of the Thesis
This thesis is organized as follows.
In Chapter 2, we focus on developing optimal RIG method for solving (1.1.1). We
present a new class of deterministic FOMs, referred to as the primal-dual gradient (PDG)
methods, which can achieve the optimal black-box iteration complexity in (1.1.8) for solv-
ing (1.1.1), and we are able to show that PDG covers a variant of the well-known Nes-
terov’s accelerated gradient (NAG) method as a special case. We also develop a random-
ized primal-dual gradient (RPDG) method, which is an optimal RIG method using only
one randomly selected component ∇fi at each iteration. A variant of PDG, this algo-
rithm incorporates an additional dual prediction step before performing the primal descent
step. We prove the optimality of RPDG by showing that the number of gradient evalua-
tions required by any RIG methods to find an ε-solution of (1.1.1), i.e., a point x̄ ∈ X s.t.
E[‖x̄−x∗‖22] ≤ ε, cannot be smaller than (1.1.12) whenever the dimension n is sufficiently
large. Moreover, we generalize RPDG for problems which are not necessarily strongly
convex (i.e., µ = 0) and/or involve structured nonsmooth terms fi. We show that for all
these cases, RPDG can save O(
√
m) times gradient computations (up to certain logarith-
mic factors) in comparison with the corresponding optimal deterministic FOMs at the cost
of making O(
√
m) times more calls to the prox-oracle, which can possibly be reduced by
applying mini-batch techniques.
The main goal of Chapter 3 is to introduce new optimal randomized incremental gradi-
ent type methods, namely the randomized gradient extrapolation method (RGEM), to solve
a much broader class of finite-sum optimization problems. More specifically, RGEM relax
the restrictive assumption (1.1.2), i.e, fi has Lipschitz continuous gradients over the whole
Rn required by RPDG, to fi having Lipschitz continuous gradients over the feasible set
X (see (3.1.2)). Moreover, RGEM does not require any exact gradient evaluations of f ,
but can still achieve the optimal rate of convergence (1.1.10). We also extend RGEM to
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solve stochastic finite-sum problems (1.1.5). Under standard assumptions for centralized
stochastic optimization, i.e., the gradient estimators computed by the stochastic first-order
(SFO) are unbiased and have bounded variance, RGEM achieves sublinear rate of con-
vergence in terms of the number of stochastic gradient evaluations. By utilizing the mini-
batch technique, RGEM can achieve a complexity bound as (1.1.10) in terms of the number
of communication rounds, and each round only involves the communication between the
server and a randomly selected agent. It needs to be pointed out that RGEM is developed
based on a novel algorithmic framework, namely gradient extrapolation method (GEM),
we introduce in Chapter 3 for solving black-box convex optimization (i.e., m = 1). The
development of GEM was inspired by the observation in Chapter 2 (see Section 2.2.2) that
the NAG method is a special version of PDG. And GEM can be viewed as a dual version
of the NAG method, and we show that it can achieve the optimal rate of convergence for
black-box convex optimization.
In Chapter 4, we develop dual based decentralized algorithms for solving (1.2.13)
which are communication efficient and have local subproblems approximately solved by
each agent through the utilization of (noisy) first-order information of fi. We firstly in-
troduce a new decentralized primal-dual type method, called decentralized communication
sliding (DCS), and show that agents can still find an ε-optimal solution in O(1/ε) (resp.,
O(1/
√
ε)) communication rounds while maintaining the O(1/ε2) (resp., O(1/ε)) bound
on the total number of intra-node subgradient evaluations when the objective functions are
general convex (resp., strongly convex). Secondly, we present a stochastic decentralized
communication sliding (SDCS) method for solving stochastic optimization problems and
show same order rates of convergence as those of DCS on the total number of required
communication rounds and stochastic subgradient evaluations. Only requiring the access
to one stochastic subgradient iteratively, SDCS provides a communication-efficient way to
deal with streaming data and decentralized machine learning. Thirdly, we demonstrate the
possible advantages of our proposed methods through preliminary numerical experiments
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for solving decentralized support vector machine (SVM) problems with real data sets. For
all our test problems, DCS and SDCS can significantly save communication costs over
some existing state-of-the-art decentralized methods.
The communication-efficient algorithms in Chapter 4 are designed to solve (1.2.13)
under the synchronous setting, and hence each communication and update involves all
agents. Inspired by them, we aim to propose an asynchronous decentralized algorithmic
framework to solve (1.2.13) under a more general setting but still maintain the complex-
ity bounds achieved in Chapter 4. We first introduce a doubly randomized primal-dual
method as the basic asynchronous framework, namely asynchronous decentralized primal-
dual (ADPD) method, which randomly activates a subset of agents per iteration, and hence
two rounds of communication between the activated agent and its neighboring agents are
performed. We then present a new asynchronous stochastic decentralized primal-dual type
method under such framework, called asynchronous accelerated stochastic decentralized
communication sliding (AA-SDCS) method, for solving decentralized stochastic optimiza-
tion problems. It should be pointed out that AA-SDCS is a unified algorithm that can be
applied to solve a wild range of problems under the general setting, and it maintains the
communication and sampling complexities achieved by SDCS. Moreover, the sampling
complexities, of AA-SDCS can achieve a better dependence on the Lipschitz constant L
when the objective function contains a smooth component than other existing decentralized
stochastic first-order methods. We also demonstrate the advantages of the proposed meth-
ods through preliminary numerical experiments for solving decentralized support vector
machine (SVM) problems with real data sets under a simulated decentralized setting.
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CHAPTER 2
AN OPTIMAL RANDOMIZED INCREMENTAL GRADIENT METHOD
2.1 Overview
In this chapter, we consider a class of finite-sum convex optimization problems whose
objective function is given by the average of m (≥ 1) smooth components together with
some other relatively simple terms. We first introduce a deterministic primal-dual gradi-
ent (PDG) method that can achieve the optimal black-box iteration complexity for solving
these composite optimization problems using a primal-dual termination criterion. Our ma-
jor contribution is to develop a randomized primal-dual gradient (RPDG) method, which
needs to compute the gradient of only one randomly selected smooth component at each
iteration, but can possibly achieve better complexity than PDG in terms of the total num-
ber of gradient evaluations. More specifically, we show that the total number of gradient
evaluations performed by RPDG can be O(
√
m) times smaller, both in expectation and
with high probability, than those performed by deterministic optimal first-order methods
under favorable situations. We also show that the complexity of the RPDG method is not
improvable by developing a new lower complexity bound for a general class of randomized
methods for solving large-scale finite-sum convex optimization problems.
The rest of this chapter is organized as follows. We first study the deterministic primal-
dual method in Section 2.2. Section 2.3 is devoted to the design and analysis of the ran-
domized primal-dual method for the strongly convex case, as well as the development of
the lower complexity bound in (1.1.12). In Section 2.4, we generalize the RPDG method
to different classes of CP problems that are not necessarily strongly convex. Important
technical results and proofs of the main theorems in Sections 2.2 and 2.3 are provided in
Section 2.5. Some brief concluding remarks are made in Section 2.6.
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2.1.1 Notation and Terminology
We use ‖ · ‖ to denote an arbitrary norm in Rn, which is not necessarily associated with
the inner product 〈·, ·〉. We also use ‖ · ‖∗ to denote the conjugate norm of ‖ · ‖. For any
convex function h, ∂h(x) is the set of subdifferential at x. Given any X ⊆ Rn, we say a
convex function h : X → R is Lipschitz continuous if |h(x) − h(y)| ≤ Mh‖x − y‖ for
any x, y ∈ X . We say that a convex function f : X → R is smooth if it is differentiable
and its gradients are Lipschitz continuous with Lipschitz constant L > 0, i.e., ‖∇f(y) −





|xi|p, for any x ∈ Rn.
For any real number r, dre and brc denote the nearest integer to r from above and below,
respectively. R+ and R++, respectively, denote the set of nonnegative and positive real
numbers. N denotes the set of natural numbers {1, 2, . . .}.
2.2 An Optimal Primal-dual Gradient Method
Our goal in this section is to present a novel primal-dual gradient (PDG) method for solving
(1.1.1), which will also provide a basis for the development of the randomized primal-dual
gradient methods in later sections. We establish the optimal convergence of this algorithm
in terms of the primal-dual optimality gap under the assumption that the gradient of f
is computed at each iteration. We show that PDG generalizes one variant of the well-
known Nesterov’s accelerated gradient method, and allows a natural game interpretation,
and hence that the latter algorithm also admits a similar interpretation.
2.2.1 Preliminaries: Primal and Dual Prox-functions
In this subsection, we discuss both primal and dual prox-functions (proximity control func-
tions) in the primal and dual spaces, respectively.
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Recall that the function ω : X → R in (1.1.1) is strongly convex with modulus 1 with
respect to ‖ · ‖. We can define a primal prox-function associated with ω as
P (x0, x) ≡ Pω(x0, x) := ω(x)− [ω(x0) + 〈ω′(x0), x− x0〉], (2.2.1)
where ω′(x0) ∈ ∂ω(x0) is an arbitrary subgradient of ω at x0. Clearly, by the strong
convexity of ω, we have
P (x0, x) ≥ 1
2
‖x− x0‖2, ∀x, x0 ∈ X. (2.2.2)
Note that the prox-function P (·, ·) described above generalizes the Bregman’s distance in
the sense that ω is not necessarily differentiable (see [86, 87, 88, 89] and references therein).
Throughout this chapter, we assume that the prox-mapping associated with X , ω, and h,
given by
MX(g, x0, η) ≡MX,ω,h(g, x0, η) := arg min
x∈X
{




is easily computable for any x0 ∈ X, g ∈ Rn, µ ≥ 0, and η > 0. Clearly this is equivalent
to the assumption that (1.1.6) is easy to solve. Whenever ω is non-differentiable, we need
to specify a particular selection of the subgradient ω′ before performing the prox-mapping.
We assume throughout this chapter that such a selection of ω′ is defined recursively as
follows. Denote x1 ≡MX(g, x0, η). By the optimality condition of (2.2.3), we have
g + h′(x1) + (µ+ η)ω′(x1)− ηω′(x0) ∈ NX(x1),
where NX(x1) := {v ∈ Rn : vT (x − x1) ≤ 0,∀x ∈ X} denotes the normal cone of
X at x1. Once such a ω′(x1) satisfying the above relation is identified, we will use it as
a subgradient when defining P (x1, x) in the next iteration. Note that such a subgradient
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can be identified without additional computational cost as long as x1 is obtained, since one
needs it to check the optimality condition of (2.2.3) when finding x1.
Now let us consider the dual space G, where the gradients of f reside, and equip it with
the conjugate norm ‖ · ‖∗. Let Jf : G → R be the conjugate function of f such that
f(x) := max
g∈G
〈x, g〉 − Jf (g). (2.2.4)
It is clear that Jf is strongly convex with modulus 1/Lf w.r.t. ‖ · ‖∗ (See Chapter E in [90]
for details). Therefore, we can define its associated dual prox-functions and dual prox-
mappings as
Df (g
0, g) := Jf (g)− [Jf (g0) + 〈J ′f (g0), g − g0〉], (2.2.5)
MG(−x̃, g0, τ) := arg min
g∈G
{
〈−x̃, g〉+ Jf (g) + τDf (g0, g)
}
, (2.2.6)
for any g0, g ∈ G. Again, Df may not be uniquely defined since Jf is not necessarily
differentiable. Instead of choosing J ′f ∈ ∂Jf similarly to ω′, we can explicitly specify such
selections as will be discussed later in this chapter. Observed that (2.2.6) is in the same form
as the primal prox-mapping defined in (2.2.3). More specifically, if we let h(x) = 0, µ = 1
in (2.2.3), these two prox-mappings all consist of three terms: a linear inner product term,
a strongly convex function, and a prox-function generated by the aforementioned strongly
convex function.
The following simple result shows that the computation of the dual prox-mapping as-
sociated with Df is equivalent to the computation of∇f .
Lemma 2.2.1 Let x̃ ∈ X and g0 ∈ G be given and Df (g0, g) be defined in (2.2.5). For any
τ > 0, let us denote z = [x̃+ τJ ′f (g
0)]/(1 + τ). Then we have∇f(z) =MG(−x̃, g0, τ).
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Proof. In view of the definition of Df in (2.2.5), we have
MG(−x̃, g0, τ) = arg min
g∈G
{




{〈z, g〉 − Jf (g)} = ∇f(z).
2.2.2 Primal-dual Gradient Method, Nesterov’s Method, and A Game Interpretation





{ψ(x, g) := h(x) + µω(x) + 〈x, g〉 − Jf (g)} . (2.2.7)
The primal-dual gradient method in Algorithm 1 can be viewed as a game (For further
reference regarding game theory, refer to Chapter 14 in [91]). iteratively performed by a
primal player (buyer) and a dual player (supplier) for finding the optimal solution (order
quantity and product price) of the saddle point problem in (2.2.7). In this game, both the
buyer and supplier have access to their local cost h(x) + µω(x) and Jf (g), respectively,
as well as their interactive cost (or revenue) represented by a bilinear function 〈x, g〉. Our
goal is to design an algorithm such that the buyer and supplier can achieve an equilibrium
as soon as possible. In the proposed algorithm, the supplier first applies (2.2.8) to predict
the demand x̃t based on historical information, i.e., xt−1 and xt−2. She then determines in
(2.2.9) the price gt in a way to maximize the predicted profit 〈x̃t, g〉−Jf (g), regularized by
the dual prox-functionDf (gt−1, g) with a certain weight τt ≥ 0. Once after the supplier has
made her decision, the buyer then determines his action according to (2.2.10) in order to
minimize the cost h(x)+µω(x)+〈x, g〉, regularized by the primal prox-function P (xt−1, x)
with a certain weight ηt ≥ 0.
In order to implement the above primal-dual gradient method, it is more convenient
to rewrite step (2.2.9) in a form involving the computation of gradient rather than the
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Algorithm 1 The primal-dual gradient method
Let x0 = x−1 ∈ X , and the nonnegative parameters {τt}, {ηt}, and {αt} be given.
Set g0 = ∇f(x0).
for t = 1, . . . , k do
Update (xt, gt) according to
x̃t = αt(x
t−1 − xt−2) + xt−1. (2.2.8)
gt =MG(−x̃t, gt−1, τt). (2.2.9)
xt =MX(gt, xt−1, ηt). (2.2.10)
end for
dual prox-mapping MG . In order to do so, we shall specify explicitly the selection of
the subgradient J ′f in (2.2.9). Denoting x
0 = x0, we can easily see from g0 = ∇f(x0)
that x0 ∈ ∂Jf (g0) (See Chapter E in [90] for reference). Using this relation and letting
J ′f (g
t−1) = xt−1 in Df (gt−1, g) (see (2.2.5)), we then conclude from Lemma 2.2.1 that for
any t ≥ 1, (2.2.9) reduces to
xt = (x̃t + τtx
t−1)/(1 + τt) and gt = ∇f(xt).
With the above selection of the dual prox-function, we can specialize the primal-dual gra-
dient method as follows.
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Algorithm 2 A particular implementation of the primal-dual gradient method
Input: Let x0 = x−1 ∈ X , and the nonnegative parameters {τt}, {ηt}, and {αt} be
given.
Set x0 = x0.
for t = 1, 2, . . . , k do
x̃t = αt(x




t−1) /(1 + τt). (2.2.12)
gt = ∇f(xt). (2.2.13)
xt =MX(gt, xt−1, ηt). (2.2.14)
end for
Observe that one potential problem associated with this scheme is that the search points
xt defined in (2.2.11) and (2.2.12), respectively, may fall outsideX . As a result, we need to
assume f to be differentiable over Rn. However, it can be shown that by properly specifying
αt and τt, we can guarantee xt ∈ X and thus relax such restrictions on the differentiability
of f (see (2.2.32) and (2.2.33) below).
The above PDG method is related to the well-known Nesterov’s accelerated gradient
(AG) method. Let us focus on a simple variant of the AG method that has been extensively
studied in the literature (e.g., [6, 9, 10, 11, 12, 92]). Given (xt−1, x̄t−1) ∈ X ×X , this AG
algorithm updates (xt, x̄t) by
xt = (1− λt)x̄t−1 + λtxt−1, (2.2.15)
gt = ∇f(xt), (2.2.16)
xt =MX(gt, xt−1, ηt), (2.2.17)
x̄t = (1− λt)x̄t−1 + λtxt, (2.2.18)
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for some λt ∈ [0, 1]. By (2.2.15) and (2.2.18), we have
xt = (1− λt)[(1− λt−1)x̄t−2 + λt−1xt−1] + λtxt−1
= (1− λt)[xt−1 − λt−1xt−2 + λt−1xt−1] + λtxt−1
= (1− λt)xt−1 + (1− λt)λt−1(xt−1 − xt−2) + λtxt−1.
Therefore, (2.2.15) is equivalent to (2.2.11) and (2.2.12) with τt = (1 − λt)/λt and αt =
λt−1(1− λt)/λt. Moreover, (2.2.16) is identical to (2.2.14)(and (2.2.10)), and (2.2.18) ba-
sically defines the output of the AG algorithm as an ergodic mean of the iterates xt, i.e., the
weighted average of all previous iterates {xr}tr=0. We then conclude that the above variant
of Nesterov’s AG method is a special case of Algorithm 2 (and Algorithm 1). It should be
noted, however, different from Nesterov’s method, Algorithm 1 is a unified and simpler al-
gorithm for both smooth and strongly convex problems, while Nesterov’s method requires
another extrapolation step for strongly convex problems. Its flexibility in the specification
of parameters will be used later in the development of the RPDG method. Moreover, the
presentation of the PDG method helps us to reveal a natural game interpretation out of the
intertwined and somehow mysterious updating of the three search sequences in the AG
method.
Algorithm 1 is also closely related to Chambolle and Pock’s primal-dual method for
solving saddle point problems [93, 94], which explains the origin of its name. At the
first glance, the PDG method was obtained simply by incorporating the generalized Breg-
man distance, whose distance generating function is the conjugate of the objective, into
primal-dual method proposed in [93]. However, the actual development was much more
technically challenging, and requires us to build up a few basic results from the scratch,
which are briefly summarized as follows.
• Chambolle and Pock’s method in [94] requires the Euclidean distance rather than
the Bregman distance when either the primal or dual objective (or both) are strongly
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convex. Otherwise, their convergence analysis would not go through (see Section 5.1
and 6 in the original version of [94]). On the other hand, the incorporation of non-
Euclidean Bregman distance is crucial for us to establish the connection between
the primal and primal-dual methods. We thus need to develop a few new technical
results to analyze the PDG method (e.g., Lemma 2.5.16, Proposition 2.5.19, and
Theorem 2.2.3), starting from the optimality conditions for the new prox-mapping
subproblems to the linear convergence of the PDG method 1.
• We have to deal with non-differentiable Bregman distances since the conjugate of a
smooth function is not necessarily differentiable, while all existing works require the
differentiability of Bregman distances. Moreover, we need to appropriately specify
the selection of the subgradient used in the Bregman distance in order to develop
a primal algorithm which only uses gradients rather than any information about the
conjugate dual.
• The complexity of all existing primal-dual methods depends on the diameters for
both the primal and dual feasible sets. In order to analyze our primal algorithm,
we need to establish the relationship between the primal and dual distances (see
Lemma 2.5.14) to derive the complexity bounds dependent on the diameter for the
primal feasible set only.
2.2.3 Convergence Properties of the Primal-dual Gradient Method
Our goal in this subsection is to show that Algorithm 1 exhibits an optimal rate of conver-
gence for solving problem (1.1.1). It is worth mentioning that our analysis significantly
differs from the previous studies on optimal gradient methods and those on primal-dual
methods for saddle point problems.
1 As pointed out by one anonymous reviewer, the authors of [94] had also later mentioned in the published
version of their paper the possibility of incorporating more general Bregman distance for strongly convex
problems, although no detailed information is provided.
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Given a pair of feasible solutions z̄ = (x̄, ḡ) and z = (x, g) of (2.2.7), we define the
primal-dual gap function Qf (z̄, z) by
Qf (z̄, z) := [h(x̄) + µω(x̄) + 〈x̄, g〉 − Jf (g)]− [h(x) + µω(x) + 〈x, ḡ〉 − Jf (ḡ)] .
(2.2.19)
It can be easily seen that z̄ (resp., z) is an optimal solution of (2.2.7) if and only if
Qf (z̄, z) ≤ 0 for all z ∈ X × G (resp., Qf (z̄, z) ≥ 0 for all z̄ ∈ X × G). In fact,
let z∗ = (x∗, g∗) be any solution of (2.2.7), by the definition of saddle points, we obtain
ψ(x∗, g) ≤ ψ(x∗, g∗) ≤ ψ(x, g∗), ∀z ∈ X × G. Hence Qf (z̄, z) = ψ(x̄, g)− ψ(x, ḡ) ≤ 0,
for all z ∈ X ×G, if and only if z̄ be any saddle point of (2.2.7). Therefore, one can assess
the solution quality of z̄ by the primal-dual optimality gap:
gap(z̄) := max
z∈X×G
Qf (z̄, z). (2.2.20)
It should be noted that gap(z̄) may not be well-defined, for example, whenX is unbounded
and h is not strictly convex. In these cases, we can define a slightly modified primal-dual
gap
gap∗(z̄) := max {Qf (z̄, z) : x = x∗, g ∈ G} , (2.2.21)
for an arbitrary optimal solution x∗ of (1.1.1). Since Jf is strongly convex, gap∗ is well-
defined.
The following result establishes some relationship between the primal optimality gap
Ψ(x̄)−Ψ∗ and the above primal-dual optimality gaps.
Lemma 2.2.2 Let z̄ = (x̄, ḡ) ∈ X × G be a given pair of feasible solutions of (2.2.7) and
denote ḡ∗ = ∇f(x̄). Also let z∗ = (x∗, g∗) be a pair of optimal solutions of (2.2.7). Then
we have
Ψ(x̄)−Ψ(x∗) = Qf ((x̄, g∗), (x∗, ḡ∗)) ≤ gap∗(z̄). (2.2.22)
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If in addition, X is bounded, then
gap∗(z̄) ≤ gap(z̄). (2.2.23)
Proof. It follows from the definitions of ḡ∗, gap∗ and the gap function Qf that
Ψ(x̄)−Ψ(x∗) = Qf ((x̄, g∗), (x∗, ḡ∗))
= [h(x̄) + µω(x̄) + max
g∈G
〈x̄, g〉 − Jf (g)]− [h(x∗) + µω(x∗) + 〈x∗, g∗〉 − Jf (g∗)]
≤ [h(x̄) + µω(x̄) + max
g∈G
〈x̄, g〉 − Jf (g)]− [h(x∗) + µω(x∗) + 〈x∗, ḡ〉 − Jf (ḡ)]
= gap∗(z̄).
Relation (2.2.23) follows directly from the definitions of gap∗ and gap.
Theorem 2.2.3 below describes the main convergence properties of the PDG method.
More specifically, we provide in Theorem 2.2.3.a) a constant stepsize policy which works
for the strongly convex case where µ > 0, and a different parameter setting that works for
the non-strongly convex case with µ = 0 in Theorem 2.2.3.b). Note that for the strongly
convex case, we estimate the solution quality for the iterates xt, t = 1, . . . , k, as well as







for some θt ≥ 0, while only establishing the error bounds for x̄k for the non-strongly
convex case. We put the proof of Theorem 2.2.3 in Section 2.5 since it shares many basic
elements with the convergence analysis of the RPDG method.
Theorem 2.2.3 Let x∗ be an optimal solution of (1.1.1), xk and x̄k be defined in (2.2.10)
and (2.2.24), respectively.
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, and θt = 1αt , ∀t = 1, . . . , k.
(2.2.25)
Then,
P (xk, x∗) ≤ µ+Lf
µ
αkP (x0, x∗), (2.2.26)




































and θt = t, ∀t = 1, . . . , k. (2.2.29)
Then,
Ψ(x̄k)−Ψ(x∗) ≤ gap∗(z̄k) ≤ 8Lf
k(k + 1)
P (x0, x∗), (2.2.30)




P (x0, x). (2.2.31)
Observe that when the algorithmic parameters are set to (2.2.25), by the definition of xt
in (2.2.12) and using an inductive argument, we can easily show that
xk = (1− α2)xk−1 + (1− α)
∑k−2
t=1 (α
k−txt) + αkx0. (2.2.32)
In other words, xk can be written as a convex combination of x0, . . . , xk−1 and hence xk ∈
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X for any k ≥ 1. Similarly, when the algorithmic parameters are set to (2.2.29), we can








which implies xk ∈ X . Therefore, we only need to assume the differentiability of f over
X rather than the whole Rn.
In view of the results obtained in Theorem 2.2.3, the primal-dual gradient method is
an optimal method for convex optimization. In fact, the rates of convergence in (2.2.27),
(2.2.28), (2.2.30) and (2.2.31) associated with the ergodic mean z̄k have employed the
primal-dual optimality gaps g∗(z̄k) and g(z̄k) (defined in (2.2.21) and (2.2.20) respectively),
which are stronger than the primal optimality gap Ψ(x̄k) − Ψ(x∗) used in the previous
studies for accelerated gradient methods. Moreover, whenever X is bounded, the primal-
dual optimality gap g(z̄k) gives us a computable online accuracy certificates to check the
quality of the solution z̄k (see [95, 11] for some related discussions). Also observe that
each iteration of the PDG method requires the computation of ∇f , and hence all the m
components ∇fi. In the next section, we will develop a randomized PDG method that
can possibly save the number of gradient evaluations for ∇fi by utilizing the finite-sum
structure of problem (1.1.1).
2.3 Randomized Primal-dual Gradient Methods
In this section, we present a randomized primal-dual gradient (RPDG) method which needs
to compute the gradient of only one randomly selected component function fi at each iter-
ation. We show that RPDG can possibly achieve a better complexity than PDG in terms of
the total number of gradient evaluations.
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2.3.1 Multi-dual-player Reformulation and the RPDG Algorithm
We start by introducing a different saddle point reformulation of (1.1.1) than (2.2.7). Let
Ji : Yi → R be the conjugate functions of fi/m and Yi, i = 1, . . . ,m, denote the dual
spaces where the gradients of fi/m reside. For the sake of notational convenience, let us
denote J(y) :=
∑m
i=1Ji(yi), Y := Y1 × Y2 × . . . × Ym, and y = (y1; y2; . . . ; ym) for any





h(x) + µω(x) + max
y∈Y
{〈x, Uy〉 − J(y)}
}
, (2.3.1)
where U ∈ Rn×nm is given by
U := [I, I, . . . , I] . (2.3.2)
Here I is the identity matrix in Rn. Given a pair of feasible solutions z̄ = (x̄, ȳ) and
z = (x, y) of (2.3.1), we define the primal-dual gap function Q(z̄, z) by
Q(z̄, z) := [h(x̄) + µω(x̄) + 〈x̄, Uy〉 − J(y)]− [h(x) + µω(x) + 〈x, Uȳ〉 − J(ȳ)] .
(2.3.3)
It is well-known that z̄ ∈ Z ≡ X × Y is an optimal solution of (2.3.1) if and only if
Q(z̄, z) ≤ 0 for all z ∈ Z.
Since Ji, i = 1, . . . ,m, are strongly convex with modulus σi = m/Li w.r.t. ‖ · ‖∗, we
can define their associated dual prox-functions and dual prox-mappings as
Di(y
0
i , yi) := Ji(yi)− [Ji(y0i ) + 〈J ′i(y0i ), yi − y0i 〉], (2.3.4)
MYi(−x̃, y0i , τ) := arg min
yi∈Yi
{








Again,Di may not be uniquely defined since Ji are not necessarily differentiable. However,
we will discuss how to specify the particular selection of J ′i ∈ ∂Ji later in this subsection.
We are now ready to describe the randomized primal-dual method, which is obtained by
properly modifying the primal-dual gradient method as follows. Firstly, in (2.3.8), we only
compute a randomly selected dual prox-mappingMYi rather than the dual prox-mapping
MG as in Algorithm 1. Secondly, in addition to the primal prediction step (2.3.7), we
add a new dual prediction step (2.3.9), and then use the predicted dual variable ỹt for the
computation of the new search point xt in (2.3.10). It can be easily seen that the RPDG
method reduces to the PDG method whenever this algorithm is directly applied to (2.2.7)
(i.e., m = 1, Y1 = G, and J1 = Jf ) .
Algorithm 3 A randomized primal-dual gradient (RPDG) method




∇fi(x0), i = 1, . . . ,m.
for t = 1, . . . , k do
Choose it according to Prob{it = i} = pi, i = 1, . . . ,m.
Update zt = (xt, yt) according to
x̃t = αt(x
t−1 − xt−2) + xt−1. (2.3.7)
yti =
{
MYi(−x̃t, yt−1i , τt), i = it,






i − yt−1i ) + yt−1i , i = it,









Similarly to the PDG method, the RPDG method can be viewed as a game iteratively
performed by a buyer and m suppliers for finding the solutions (order quantities and prod-
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uct prices) of the saddle point problem in (2.3.1). In this game, both the buyer and suppliers
have access to their local cost h(x) + µω(x) and Ji(yi), respectively, as well as their in-
teractive cost (or revenue) represented by a bilinear function 〈x, yi〉. Also, the buyer has
to purchase the same amount of products from each supplier (e.g., for fairness). Although
there are m suppliers, in each iteration only a randomly chosen supplier can make price
changes according to (2.3.8) using the predicted demand x̃t. In order to understand the
buyer’s decision in (2.3.10), let us first denote
ŷti :=MYi(−x̃t, yt−1i , τt), i = 1, . . . ,m; t = 1, . . . , k. (2.3.11)
In other words, ŷti , i = 1, . . . ,m, denote the prices that all the suppliers can possibly set up
at iteration t. Then we can see that




ŷti , i = it,
yt−1i , i 6= it.
(2.3.13)
Hence Et[yti ] = piŷti + (1 − pi)yt−1i , i = 1, . . . ,m. Using this identity in the definition




i in determining his order in





i to predict the case when all the dual players would modify the prices
simultaneously.
In order to implement the above RPDG method, we shall explicitly specify the selection
of the subgradient J ′it in the definition of the dual prox-mapping in (2.3.8). Denoting x
0
i =
x0, i = 1, . . . ,m, we can easily see from y0i =
1
m
∇fi(x0) that x0i ∈ ∂Ji(y0i ), i = 1, . . . ,m.
Using this relation and letting J ′i(y
t−1
i ) = x
t−1
i in the definition of Di(y
t−1
i , yi) in (2.3.8)
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(see (2.3.4)), we then conclude from Lemma 2.2.1 (with Jf = Jit and Df = Dit) and

















i , ∀i 6= it.





i . In order to save computational time, we suggest to compute this quantity in a




i . Clearly, in view of the fact that
yti = y
t−1
i , ∀i 6= it, we have




































Incorporating these two ideas mentioned above, we present an efficient implementation of
the RPDG method in Algorithm 4.
Clearly, the RPDG method is an incremental gradient type method since each iteration
of this algorithm involves the computation of the gradient ∇fit of only one component
function. As shown in the following Subsection, such a randomization scheme can lead
to significant savings on the total number of gradient evaluations, at the expense of more
primal prox-mappings.
It should also be noted that due to the randomness in the RPDG method, we can not
guarantee that xti ∈ X for all i = 1, . . . ,m, and t ≥ 1 in general, even though we do
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Algorithm 4 An efficient implementation of the RPDG method
Let x0 = x−1 ∈ X , and nonnegative parameters {αt}, {τt}, and {ηt} be given.









for t = 1, . . . , k do
Choose it according to Prob{it = i} = pi, i = 1, . . . ,m.
Update zt := (xt, yt) by
x̃t = αt(x




−1 (x̃t + τtxt−1i ) , i = it,






∇fi(xti), i = it,
yt−1i , i 6= it.
(2.3.16)





), xt−1, ηt). (2.3.17)





have all the iterates xt ∈ X . That is why we need to make the assumption that fi’s are
differentiable over Rn for the RPDG method.
2.3.2 The Convergence of the RPDG Algorithm
Our goal in this subsection is to describe the convergence properties of the RPDG method
for the strongly convex case when µ > 0. Generalization of the RPDG method for the
non-strongly convex case will be discussed in Section 2.4.
Theorem 2.3.4 below states some general convergence properties of RPDG. Similar
to PDG method, we provide bounds on E[P (xk, x∗)] and E[Ψ(x̄k) − Ψ(x∗)]. However,
we cannot provide a bound on the expected primal-dual gap E[gap(x̄k)] even though our
analysis for the RPDG algorithm still relies on the primal-dual gap function Q in (2.3.3)
(see [26] for some relevant discussions).
Theorem 2.3.4 Suppose that {τt}, {ηt}, and {αt} in the RPDG method are set to
τt = τ, ηt = η, and αt = α, (2.3.19)
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for any t ≥ 1 such that
(1− α)(1 + τ) ≤ pi, i = 1, . . . ,m, (2.3.20)
η ≤ α(µ+ η), (2.3.21)
ητpi ≥ 4Li/m, i = 1, . . . ,m, (2.3.22)
for some α ∈ (0, 1). Then, for any k ≥ 1, we have














P (x0, x∗), (2.3.24)





t) with {θt} defined as in (2.2.25), and x∗ denotes the
optimal solution of problem (1.1.1), and the expectation is taken w.r.t. i1, . . . , ik.
We now provide a few specific selections of pi, τ , η, and α satisfying (2.3.20)-(2.3.22)
and establish the complexity of the RPDG method for computing a stochastic ε-solution of
problem (1.1.1), i.e., a point x̄ ∈ X s.t. E[P (x̄, x∗)] ≤ ε, as well as a stochastic (ε, λ)-
solution of problem (1.1.1), i.e., a point x̄ ∈ X s.t. Prob{P (x̄, x∗) ≤ ε} ≥ 1− λ for some
λ ∈ (0, 1). Moreover, in view of (2.3.24), similar complexity bounds of the RPDG method
can be established in terms of the primal optimality gap, i.e. E[Ψ(x̄)−Ψ∗].
The following corollary shows the convergence of RPDG under a non-uniform distri-
bution for the random variables it, t = 1, . . . , k.
Corollary 2.3.5 Suppose that {it} in the RPDG method are distributed over {1, . . . ,m}
according to
pi = Prob{it = i} = 12m +
Li
2mL
, i = 1, . . . ,m. (2.3.25)
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Then for any k ≥ 1, we have
E[P (xk, x∗)] ≤ (1 + 3Lf
µ
)αkP (x0, x∗), (2.3.28)






P (x0, x∗). (2.3.29)
As a consequence, the number of iterations performed by the RPDG method to find a
stochastic ε-solution and a stochastic (ε, λ)-solution of (1.1.1), in terms of the distance


















Similarly, the total number of iterations performed by the RPDG method to find a stochastic
ε-solution and a stochastic (ε, λ)-solution of (1.1.1), in terms of the primal optimality gap,
i.e., E[Ψ(x̄k)−Ψ∗], can be bounded by K̃(ε, C) and K̃(λε, C), respectively, where



















Proof. It follows from (2.3.26) that
(1−α)(1+τ) = 1/(2m) ≤ pi, (1−α)η = (α−1/2)µ ≤ αµ, and ητpi = µCpi ≥ 4Li/m,
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and hence that the conditions in (2.3.20)-(2.3.22) are satisfied. Notice that by the fact that
α ≥ 3/4, ∀m ≥ 1 and (2.3.26), we have
1 +
Lfα
(1−α)η = 1 + Lf
α




Using the above bound in (2.3.23), we obtain (2.3.28). It follows from the facts (1−α)η ≤
αµ, 1/2 ≤ α ≤ 1,∀m ≥ 1, and η ≥ µ
√









Using the above bound in (2.3.24), we obtain (2.3.29). Denoting D ≡ (1 + 3Lf
µ
)P (x0, x∗),
we conclude from (2.3.28) and the fact that log x ≤ x− 1 for any x ∈ (0, 1) that







Moreover, by Markov’s inequality, (2.3.28) and the fact that log x ≤ x − 1 for any x ∈
(0, 1), we have
Prob{P (xK(λε,C), x∗) > ε} ≤ 1
ε









The proofs for the complexity bounds in terms of the primal optimality gap is similar and
hence the details are skipped.
The non-uniform distribution in (2.3.25) requires the estimation of the Lipschitz con-
stants Li, i = 1, . . . ,m. In case such information is not available, we can use a uniform
distribution for it, and as a result, the complexity bounds will depend on a larger condition
number given by maxi=1,...,m Li/µ. However, if we do have L1 = L2 = · · · = Lm, then the
results obtained by using a uniform distribution is slightly sharper than the one by using a
non-uniform distribution in Corollary 2.3.5.
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Corollary 2.3.6 Suppose that {it} in the RPDG method are uniformly distributed over
{1, . . . ,m} according to
pi = Prob{it = i} = 1m , i = 1, . . . ,m. (2.3.32)























E[P (xk, x∗)] ≤ (1 + Lf
µ
)αkP (x0, x∗), (2.3.35)






P (x0, x∗). (2.3.36)
for any k ≥ 1. As a consequence, the number of iterations performed by the RPDG
method to find a stochastic ε-solution and a stochastic (ε, λ)-solution of (1.1.1), in terms
of the distance to the optimal solution, i.e., E[P (xk, x∗)], can be bounded by Ku(ε, C̄) and
















Similarly, the total number of iterations performed by the RPDG method to find a stochastic
ε-solution and a stochastic (ε, λ)-solution of (1.1.1), in terms of the primal optimality gap,
i.e., E[Ψ(x̄k) − Ψ∗], can be bounded by K̃(ε, C̄)/2 and K̃(λε, C̄)/2, respectively, where
K̃(ε, C̄) is defined in (2.3.31).
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Proof. It follows from (2.3.33) that
(1− α)(1 + τ) = 1/m = pi, (1− α)η − αµ = 0, and ητ = µC̄ ≥ 4Li,








Using the above bound in (2.3.23), we obtain (2.3.35). Moreover, note that η ≥ µ
√
C̄ ≥ 2µ









Using the above bound in (2.3.24), we obtain (2.3.36). The proofs for the complexity
bounds are similar to those in Corollary 2.3.5 and hence the details are skipped.
Comparing the complexity bounds obtained from Corollaries 2.3.5 and 2.3.6 with those





mC log(1/ε) is dominating in (2.3.30). Clearly, when Lf and L are in the
same order of magnitude, RPDG can save up to O(
√
m) gradient evaluations for the
component function fi than the deterministic first-order methods. However, it should be
pointed out that Lf can be much smaller than L. In particular, in some cases we may have
Li = Lj,∀i, j ∈ {1, . . . ,m}, and Lf = L/m. In the next subsection, we will construct ex-
amples in such extreme cases to obtain the lower complexity bound for general randomized
incremental gradient methods.
2.3.3 Lower Complexity Bound for Randomized Methods
Our goal in this subsection is to demonstrate that the complexity bounds obtained in Theo-
rem 2.3.4, and Corollaries 2.3.5 and 2.3.6 for the RPDG method are essentially not improv-
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able. Observe that although there exist rich lower complexity bounds in the literature for
deterministic first-order methods (e.g. [23, 6]), the study on lower complexity bounds for
randomized methods are still quite limited. Recently Agarwal and Bottou [32] suggested a
lower complexity bound for minimizing the finite-sum convex optimization problem given
in the form of (1.1.1). However, their bounds are developed for deterministic algorithms
and hence not applicable to randomized incremental gradient methods.
To derive the performance limit of the incremental gradient methods described above,
we consider a special class of unconstrained and separable strongly convex optimization
















Here ñ ≡ n/m ∈ {1, 2, . . .} and ‖·‖2 denotes standard Euclidean norm. To fix the notation,








〈Axi, xi〉 − 〈e1, xi〉
]
, (2.3.38)
where e1 := (1, 0, . . . , 0) and A is a symmetric matrix in Rñ×ñ given by
A =

2 −1 0 0 · · · 0 0 0
−1 2 −1 0 · · · 0 0 0
0 −1 2 −1 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · −1 2 −1






Compared with the classic worst-case example given in [6], the tridiagonal matrix A above
consists of a different diagonal element κ (instead of 2). This modification allows us to
study problems of finite dimension more conveniently. It can be easily checked that A  0
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and its maximum eigenvalue does not exceed 4. Indeed, for any s ≡ (s1, . . . , sñ) ∈ Rñ, we
have
〈As, s〉 = s21 +
∑ñ−1
i=1 (si − si+1)2 + (κ− 1)s2ñ ≥ 0






i+1) + (κ− 1)s2ñ




i + (κ+ 1)s
2
ñ ≤ 4‖s‖22,
where the last inequality follows from the fact that κ ≤ 3. Therefore, for any Q > 1, the
component functions fi in (2.3.38) are convex and their gradients are Lipschitz continuous
with constant bounded by Li = mµ(Q− 1), i = 1, . . . ,m.
We consider a general class of randomized incremental gradient methods which se-
quentially acquire the gradient of a randomly selected component function fit at iteration t.
More specifically, we assume that the independent random variables it, t = 1, 2, . . ., satisfy
Prob{it = i} = pi and
∑m
i=1pi = 1, pi ≥ 0, i = 1, . . . ,m. (2.3.40)
Similar to [6], we assume that these methods generate a sequence of test points {xk} such
that
xk ∈ x0 + Lin{∇fi1(x0), . . . ,∇fik(xk−1)}, (2.3.41)
where Lin denotes the linear span.
Theorem 2.3.7 below describes the performance limit of the above randomized incre-
mental gradient methods for solving (2.3.37).
























for any m ≥ 2 and








As an immediate consequence of Theorem 2.3.7, we obtain a lower complexity bound
for randomized incremental gradient methods.
Corollary 2.3.8 The number of gradient evaluations performed by any randomized in-
cremental gradient methods for finding a solution x̄ ∈ X of problem (1.1.1) such that













Proof. It follows from (2.3.43) that the number of iterations k required by any random-




























Noting that for the worst-case instance in (2.3.37), we have Li = mµ(Q−1), i = 1, . . . ,m,
and hence that L = 1
m
∑m
















The above bound holds when n ≥ n(m, k).
In view of Theorem 2.3.7, we can also derive a lower complexity bound for randomized
block coordinate descent methods, which update one randomly selected block of variables
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at each iteration for minx∈X Ψ(x). Here Ψ is smooth and strongly convex such that
µΨ
2
‖x− y‖22 ≤ Ψ(x)−Ψ(y)− 〈∇Ψ(y), x− y〉 ≤ LΨ2 ‖x− y‖
2
2,∀x, y ∈ X.
Corollary 2.3.9 The number of iterations performed by any randomized block coordinate
descent methods for finding a solution x̄ ∈ X of minx∈X Ψ(x) such that E[‖x̄− x∗‖22] ≤ ε











if n is sufficiently large, where QΨ = LΨ/µΨ denotes the condition number of Ψ.
Proof. The worst-case instances in (2.3.37) have a block separable structure. There-
fore, any randomized incremental gradient methods are equivalent to randomized block
coordinate descent methods. The result then immediately follows from (2.3.45).
2.4 Generalization of Randomized Primal-dual Gradient Methods
In this section, we generalize the RPDG method for solving a few different types of convex
optimization problems which are not necessarily smooth and strongly convex.
2.4.1 Smooth Problems with Bounded Feasible Sets
Our goal in this subsection is to generalize RPDG for solving smooth problems without
strong convexity (i.e., µ = 0). Different from the deterministic PDG method, it is difficult
to develop a simple stepsize policy for {τt}, {ηt}, and {αt} which can guarantee the con-
vergence of this method unless a weaker termination criterion is used (see [26]). In order
to obtain stronger convergence results, we will discuss a different approach obtained by
applying the RPDG method to a slightly perturbed problem of (1.1.1).
In order to apply this perturbation approach, we will assume that X is bounded (see
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Subsection 2.4.3 for possible extensions), i.e., given x0 ∈ X , ∃ΩX ≥ 0 s.t.
max
x∈X
Pω(x0, x) ≤ Ω2X . (2.4.1)
Now we define the perturbation problem as
Ψ∗δ := min
x∈X
{Ψδ(x) := f(x) + h(x) + δPω(x0, x)} , (2.4.2)
for some fixed δ > 0. It is well-known that an approximate solution of (2.4.2) will also be
an approximate solution of (1.1.1) if δ is sufficiently small. More specifically, it is easy to
verify that
Ψ∗ ≤Ψ∗δ ≤ Ψ∗ + δΩ2X , (2.4.3)
Ψ(x) ≤Ψδ(x) ≤ Ψ(x) + δΩ2X , ∀x ∈ X. (2.4.4)
The following result describes the complexity associated with this perturbation ap-
proach for solving smooth problems without strong convexity (i.e., µ = 0).
Proposition 2.4.10 Let us apply the RPDG method with the parameter settings in Corol-

















iterations. Moreover, we can find a solution x̄ ∈ X s.t. Prob{Ψ(x̄)−Ψ∗ > ε} ≤ λ for any
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It can be easily seen that
Ψ(x̄K)−Ψ∗ ≤ Ψδ(x̄K)−Ψ∗δ + δΩ2X = Ψδ(x̄K)−Ψ∗δ + ε2 .
Note that problem (2.4.2) is given in the form of (1.1.1) with the strongly convex modulus
µ = δ, and h(x) = h(x)− δ〈ω′(x0), x〉. Hence by applying Corollary 2.3.5, we have
E[Ψδ(x̄K)−Ψ∗δ ] ≤ ε2 .
Combining these two inequalities, we have E[Ψ(x̄K) − Ψ∗] ≤ ε, which implies the bound
in (2.4.6). The bound in (2.4.7) can be shown similarly and hence the details are skipped.
Note that in [96], Zhu and Hazan proposed a method with a diminishing perturbation
term to obtain the same rate of convergence, O(
√
m/ε) (regardless of some logarithmic
factors), which can also be applied to the RPDG method so that we do not need to fix ε
before running the algorithm.
Observe that if we apply a deterministic optimal first-order method (e.g., Nesterov’s
method or the PDG method), the total number of gradient evaluations for∇fi, i = 1, . . . ,m,









Comparing this bound with (2.4.6), we can see that the number of gradient evaluations





these deterministic methods when L and Lf are in the same order of magnitude.
2.4.2 Structured Nonsmooth Problems
In this subsection, we assume that the smooth components fi are nonsmooth but can be
approximated closely by smooth ones. More specifically, we assume that
fi(x) := max
yi∈Yi
〈Aix, yi〉 − qi(yi). (2.4.8)
Nesterov in an important work [97] shows that we can approximate fi(x) and f , respec-
tively, by
f̃i(x, δ) := max
yi∈Yi
〈Aix, yi〉 − qi(yi)− δvi(yi) and f̃(x, δ) = 1m
∑m
i=1f̃i(x, δ), (2.4.9)
where vi(yi) is a strongly convex function with modulus 1 such that
0 ≤ vi(yi) ≤ Ω2Yi , ∀yi ∈ Yi. (2.4.10)
In particular, we can easily show that
f̃i(x, δ) ≤ fi(x) ≤ f̃i(x, δ) + δΩ2Yi and f̃(x, δ) ≤ f(x) ≤ f̃(x, δ) + δΩ
2
Y , (2.4.11)





. Moreover, fi(·, δ) and f(·, δ) are continuously


















Ψ̃δ(x) := f̃(x, δ) + h(x) + µω(x)
}
. (2.4.13)
The following result provides complexity bounds of the RPDG method for solving the
above structured nonsmooth problems for the case when µ > 0.
Proposition 2.4.11 Let us apply the RPDG method with the parameter settings in Corol-















iterations. Moreover, we can find a solution x̄ ∈ X s.t. Prob{Ψ(x̄)−Ψ∗ > ε} ≤ λ for












Proof. It follows from (2.4.11) and (2.4.13) that
Ψ(x̄k)−Ψ∗ ≤ Ψ̃δ(x̄k)− Ψ̃∗δ + δΩ2Y = Ψ̃δ(x̄k)− Ψ̃∗δ + ε2 . (2.4.17)
Using relation (2.4.12) and Corollaries 2.3.5, we conclude that a solution x̄k ∈ X satisfying























iterations. This observation together with (2.4.17) and the definition of L̃ in (2.4.12) then
imply the bound in (2.4.15). The bound in (2.4.16) follows similarly from (2.4.17) and
Corollaries 2.3.5, and hence the details are skipped.
The following result holds for the RPDG method applied to the above structured nons-
mooth problems when µ = 0.
Proposition 2.4.12 Let us apply the RPDG method with the parameter settings in Corol-
lary 2.3.5 to the approximation problem (2.4.13) with δ in (2.4.14) for some ε > 0. Then








iterations. Moreover, we can find a solution x̄ ∈ X s.t. Prob{Ψ(x̄)−Ψ∗ > ε} ≤ λ for









Proof. Similarly to the arguments used in the proof of Proposition 2.4.11, our results
follow from (2.4.17), and an application of Proposition 2.4.10 to problem (2.4.13).
By Propositions 2.4.11 and 2.4.12, the total number of gradient computations for f̃(·, δ)
performed by the RPDG method, after disregarding the logarithmic factors, can beO(
√
m)
times smaller than those required by deterministic first-order methods, such as Nesterov’s
smoothing technique [97].
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2.4.3 Unconstrained Smooth Problems
In this subsection, we set X = Rn, h(x) = 0, and µ = 0 in (1.1.1) and consider the basic
convex programming problem of









We assume that the set of optimal solutions X∗ of this problem is nonempty.
We will still use the perturbation-based approach as described in Subsection 2.4.1 by
solving the perturbation problem given by
f ∗δ := min
x∈Rn
{






for some x0 ∈ X, δ > 0, where ‖ · ‖2 denotes the Euclidean norm. Also let Lδ denote the
Lipschitz constant for fδ(x). Clearly, Lδ = L+ δ. Since the problem is unconstrained and
the information on the size of the optimal solution is unavailable, it is hard to estimate the
total number of iterations by using the absolute accuracy in terms of E[f(x̄)− f ∗]. Instead,
we define the relative accuracy 2 associated with a given x̄ ∈ X by
Rac(x̄, x




We are now ready to establish the complexity of the RPDG method applied to (2.4.18)
in terms of Rac(x̄, x0, f ∗).
Proposition 2.4.13 Let us apply the RPDG method with the parameter settings in Corol-




2Relative accuracy is a common termination criteria for unconstrained problems, see [98] for a similar
example.
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iterations. Moreover, we can find a solution x̄ ∈ X s.t. Prob{Rac(x̄, x0, f ∗) > ε} ≤ λ for










Proof. Let x∗δ be the optimal solution of (2.4.19). Also let x
∗ be the optimal solution
of (2.4.18) that is closest to x0, i.e., x∗ = argminu∈X∗‖x0 − u‖2. It then follows from the
strong convexity of fδ that
δ
2
‖x∗δ − x∗‖22 ≤ fδ(x∗)− fδ(x∗δ)
= f(x∗) + δ
2





‖x∗δ − x∗‖2 ≤ ‖x∗ − x0‖2. (2.4.24)
Moreover, using the definition of fδ and the fact that x∗ is feasible to (2.4.19), we have
f ∗ ≤ f ∗δ ≤ f ∗ + δ2‖x
∗ − x0‖22,
which implies that
f(x̄K)− f ∗ ≤ fδ(x̄K)− f ∗δ + f ∗δ − f ∗
≤ fδ(x̄K)− f ∗δ + δ2‖x
∗ − x0‖22.
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Now suppose that we run the RPDG method applied to (2.4.19) for K iterations. Then by
Corollary 2.3.5, we have
E[fδ(x̄K)− f ∗δ ] ≤ αK/2(1− α)−1
(











[‖x0 − x∗‖22 + ‖x∗ − x∗δ‖22]
= 2αK/2(1− α)−1
(









= 8(2/ε+ 1). Combining the above two relations, we have












Dividing both sides of the above inequality by L(1 + ‖x0 − x∗‖22)/2, we obtain


























which clearly implies the bound in (2.4.22). The bound in (2.4.23) also follows from the
above inequality and the Markov’s inequality.
By Proposition 2.4.13, the total number of gradient evaluations for the component func-
tions fi required by the RPDG method can beO(
√
m log−1(m/ε)) times smaller than those
performed by deterministic optimal first-order methods.
2.5 Complexity Analysis
Our main goal in this section is to prove the main theorems in Sections 2.2 and 2.3. Af-
ter introducing some basic tools and general results about PDG and RPDG methods in
Subsection 2.5.1 and 2.5.2, respectively, we provide the proofs for Theorem 2.2.3 and
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Theorem 2.3.4, which describe the main convergence properties for the PDG and RPDG
methods, in Subsection 2.5.3. Moreover, in Subsection 2.5.4, we provide the proof for the
lower complexity bound in Theorem 2.3.7.
2.5.1 Some Basic Tools
The following result provides a few different bounds on the diameter of the dual feasible
sets G and Y in (2.2.7) and (2.3.1).
Lemma 2.5.14 Let x0 ∈ X be given, y0i = 1m∇fi(x
0), i = 1, . . . ,m, and g0 = ∇f(x0).
Assume that J ′i(y
0
i ) = x
0 and J ′f (g
0) = x0 in the definition of D(y0, y) and Df (g0, g) in
(2.3.4) and (2.2.5), respectively.
a) For any x ∈ X and yi = 1m∇fi(x), i = 1, . . . ,m, we have
D(y0, y) ≤ Lf
2
‖x0 − x‖2 ≤ LfP (x0, x). (2.5.1)
b) If x∗ ∈ X is an optimal solution of (1.1.1) and y∗i = 1m∇fi(x
∗), i = 1, . . . ,m, then
D(y0, y∗) ≤ Ψ(x0)−Ψ(x∗). (2.5.2)
c) For any x ∈ X and g = ∇f(x), we have
Df (g
0, g) ≤ Lf
2
‖x0 − x‖2. (2.5.3)
Proof. We first show part a). It follows from the definitions of D(y0, y) and Ji, that
D(y0, y) = J(y)− J(y0)−
∑m
i=1〈J ′i(y0i ), yi − y0i 〉
= 〈x, Uy〉 − f(x) + f(x0)− 〈x0, Uy0〉 − 〈x0, U(y − y0)〉




‖x0 − x‖2 ≤ LfP (x0, x),
where the last inequality follows from (2.2.2). We now show part b). By the above relation,
the convexity of h and ω, and the optimality of (x∗, y∗), we have
D(y0, y∗) = f(x0)− f(x∗)− 〈Uy∗, x0 − x∗〉
= f(x0)− f(x∗) + 〈h′(x∗) + µω′(x∗), x0 − x∗〉 − 〈Uy∗ + h′(x∗) + µω′(x∗), x0 − x∗〉
≤ f(x0)− f(x∗) + 〈h′(x∗) + µω′(x∗), x0 − x∗〉 ≤ Ψ(x0)−Ψ(x∗).
The proof of part c) is similar to part a) and hence the details are skipped.
The following lemma gives an important bound for the primal optimality gap Ψ(x̄) −
Ψ(x∗) for some x̄ ∈ X .
Lemma 2.5.15 Let (x̄, ȳ) ∈ Z be a given pair of feasible solutions of (2.3.1), and z∗ =
(x∗, y∗) be a pair of optimal solutions of (2.3.1). Then, we have
Ψ(x̄)−Ψ(x∗) ≤ Q((x̄, ȳ), z∗) + Lf
2
‖x̄− x∗‖2. (2.5.4)
Proof. Let ȳ∗ = ( 1m∇f1(x̄);
1
m
∇f2(x̄); . . . ; 1m∇fm(x̄)), and by the definition of Q(·, ·)
in (2.3.3), we have
Q((x̄, ȳ), z∗) = [h(x̄) + µω(x̄) + 〈x̄, Uy∗〉 − J(y∗)]− [h(x∗) + µω(x∗) + 〈x∗, Uȳ〉 − J(ȳ)]
≥ [h(x̄) + µω(x̄) + 〈x̄, Uȳ∗〉 − J(ȳ∗)] + 〈x̄, U(y∗ − ȳ∗)〉 − J(y∗) + J(ȳ∗)
−
[
h(x∗) + µω(x∗) + max
y∈Y
{〈x∗, Uy〉 − J(y)}
]
= Ψ(x̄)−Ψ(x∗) + 〈x̄, U(y∗ − ȳ∗)〉 − 〈x∗, Uy∗〉+ f(x∗) + 〈x̄, Uȳ∗〉 − f(x̄)
= Ψ(x̄)−Ψ(x∗) + f(x∗)− f(x̄) + 〈x̄− x∗,∇f(x∗)〉 ≥ Ψ(x̄)−Ψ(x∗)− Lf
2
‖x̄− x∗‖2,
where the second equality follows from the fact that Ji, i = 1, . . . ,m, are the conjugate
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functions of fi.
2.5.2 General Results for Both PDG and RPDG
We will establish some general convergence results in Proposition 2.5.19 which holds for
both deterministic and randomized PDG methods by viewing PDG as a special case of
RPDG with m = 1. Then both Theorems 2.2.3 and 2.3.4 follow as some immediate conse-
quences of Proposition 2.5.19.
Before showing Proposition 2.5.19 we will develop a few technical results. Lemma 2.5.16
below characterizes the solutions of the prox-mapping in (2.2.3) and (2.3.5). This result
generalizes some previous results (e.g., Lemma 6 of [99] and Lemma 2 of [11]).
Lemma 2.5.16 Let U be a closed convex set and a point ũ ∈ U be given. Also let w : U →
R be a convex function and
W (ũ, u) = w(u)− w(ũ)− 〈w′(ũ), u− ũ〉, (2.5.5)
for some w′(ũ) ∈ ∂w(ũ). Assume that the function q : U → R satisfies
q(u1)− q(u2)− 〈q′(u2), u1 − u2〉 ≥ µ0W (u2, u1), ∀u1, u2 ∈ U (2.5.6)
for some µ0 ≥ 0. Also assume that the scalars µ1 and µ2 are chosen such that µ0+µ1+µ2 ≥
0. If
u∗ ∈ Argmin{q(u) + µ1w(u) + µ2W (ũ, u) : u ∈ U}, (2.5.7)
then for any u ∈ U , we have
q(u∗) +µ1w(u
∗) +µ2W (ũ, u
∗) + (µ0 +µ1 +µ2)W (u
∗, u) ≤ q(u) +µ1w(u) +µ2W (ũ, u).
Proof. Let φ(u) := q(u) + µ1w(u) + µ2W (ũ, u). It can be easily checked that for any
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u1, u2 ∈ U ,
W (ũ, u1) = W (ũ, u2) + 〈W ′(ũ, u2), u1 − u2〉+W (u2, u1),
w(u1) = w(u2) + 〈w′(u2), u1 − u2〉+W (u2, u1).
Using these relations and (2.5.6), we conclude that
φ(u1)− φ(u2)− 〈φ′(u2), u1 − u2〉 ≥ (µ0 + µ1 + µ2)W (u2, u1) (2.5.8)
for any u1, u2 ∈ Y , which together with the fact that µ0 + µ1 + µ2 ≥ 0 then imply that
φ is convex. Since u∗ is an optimal solution of (2.5.7), we have 〈φ′(u∗), u − u∗〉 ≥ 0.
Combining this inequality with (2.5.8), we conclude that
φ(u)− φ(u∗) ≥ (µ0 + µ1 + µ2)W (u∗, u),
from which the result immediately follows.
The following simple result provides a few identities related to yt and ỹt that will be
useful for the analysis of the RPDG algorithm.
Lemma 2.5.17 Let yt, ỹt, and ŷt be defined in (2.3.8), (2.3.9), and (2.3.11), respectively.
Then we have, for any i = 1, . . . ,m and t = 1, . . . , k,





Et[Di(yti , yi)] = piDi(ŷti , yi) + (1− pi)Di(yt−1i , yi), (2.5.10)
for any y ∈ Y , where Et denotes the conditional expectation w.r.t. it given i1, . . . , it−1.
Proof. (2.5.9) follows immediately from the facts that Probt{yti = ŷti} = Probt{it =
i} = pi and Probt{yti = yt−1i } = 1 − pi. Here Probt denotes the conditional probability
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w.r.t. it given i1, . . . , it−1. Similarly, we can show (2.5.10).
We now prove an important recursion about the RPDG method.
Lemma 2.5.18 Let the gap function Q be defined in (2.3.3). Also let xt and ŷt be defined
in (2.3.10) and (2.3.11), respectively. Then for any t ≥ 1, we have
E[Q((xt, ŷt), z)] ≤ E
[
ηtP (x



















, ∀z ∈ Z. (2.5.11)
Proof. It follows from Lemma 2.5.16 applied to (2.3.10) that ∀x ∈ X ,
〈xt−x, Uỹt〉+h(xt)+µω(xt)−h(x)−µω(x) ≤ ηtP (xt−1, x)−(µ+ηt)P (xt, x)−ηtP (xt−1, xt).
(2.5.12)
Moreover, by Lemma 2.5.16 applied to (2.3.11), we have, for any i = 1, . . . ,m and t =
1, . . . , k,
〈−x̃t, ŷti − yi〉+ Ji(ŷti)− Ji(yi) ≤ τtDi(yt−1i , yi)− (1 + τt)Di(ŷti , yi)− τtDi(yt−1i , ŷti).











Using the definition of Q in (2.3.3), (2.5.12), and (2.5.13), we have







i , yi)− (1 + τt)Di(ŷti , yi)− τtDi(yt−1i , ŷti)
]
+ 〈x̃t, U(ŷt − y)〉 − 〈xt, U(ỹt − y)〉+ 〈x, U(ỹt − ŷt)〉. (2.5.14)
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i) = 0, ∀i 6= it,
E[〈x, U(ỹt − ŷt)〉] = 0,
E[〈x̃t, Uŷt〉] = E[〈x̃t, Uỹt〉],







E[Di(ŷti , yi)] = p−1i E[Di(yti , yi)]− (p−1i − 1)E[Di(yt−1i , yi)],
Taking expectation on both sides of (2.5.14) and using the above observations, we obtain
(2.5.11).
We are now ready to establish a general convergence result which holds for both PDG
and RPDG.
Proposition 2.5.19 Suppose that {τt}, {ηt}, and {αt} in the RPDG method satisfy
θt
(
p−1i (1 + τt)− 1
)
≤ p−1i θt−1(1 + τt−1), i = 1, . . . ,m; t = 2, . . . , k, (2.5.15)






















αtθt = θt−1, t = 2, . . . , k, (2.5.20)
for some θt ≥ 0, t = 1, . . . , k. Then, for any k ≥ 1 and any given z ∈ Z, we have
∑k
t=1θtE[Q((xt, ŷt), z)] ≤ η1θ1P (x









i , yi). (2.5.21)
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t, ŷt), z)] ≤ E
[∑k
t=1θt (ηtP (x















































∆t := ηtP (x




We now provide a bound on
∑k
t=1θt∆t in (2.5.22). Note that by (2.3.7), we have
〈x̃t − xt, U(ỹt − y)〉 = 〈xt−1 − xt, U(ỹt − y)〉 − αt〈xt−2 − xt−1, U(ỹt − y)〉
= 〈xt−1 − xt, U(ỹt − y)〉 − αt〈xt−2 − xt−1, U(ỹt−1 − y)〉
− αt〈xt−2 − xt−1, U(ỹt − ỹt−1)〉
= 〈xt−1 − xt, U(ỹt − y)〉 − αt〈xt−2 − xt−1, U(ỹt−1 − y)〉
− αtp−1it 〈x




− αt(p−1it−1 − 1)〈x





where the last identity follows from the observation that by (2.3.8) and (2.3.9),























































〈xt−2 − xt−1, ytit − y
t−1
it
〉+ αt(p−1it−1 − 1)〈x










Observe that by (2.5.20) and the fact that x−1 = x0,
∑k
t=1θt [〈xt−1 − xt, U(ỹt − y)〉 − αt〈xt−2 − xt−1, U(ỹt−1 − y)〉]
= θk〈xk−1 − xk, U(ỹk − y)〉
= θk〈xk−1 − xk, U(yk − y)〉+ θk〈xk−1 − xk, U(ỹk − yk)〉
= θk〈xk−1 − xk, U(yk − y)〉+ θk(p−1ik − 1)〈x




where the last identity follows from the definitions of yk and ỹk in (2.3.8) and (2.3.9),
respectively. Also, by the strong convexity of P and Di, we have
P (xt−1, xt) ≥ 1
2


















‖xt−1 − xt‖2 + αtp−1it 〈x

















− θk〈xk−1 − xk, U(yk − y)〉 − θk(p−1ik − 1)〈x
















‖xk−1 − xk‖2 − (p−1ik − 1)〈x



















































































































‖xk−1 − xk‖2 − 〈xk−1 − xk, U(yk − y)〉
]
, (2.5.26)
where the second inequality follows from the simple relation that
b〈u, v〉+ a‖v‖2/2 ≥ −b2‖u‖2/(2a), ∀a > 0, (2.5.27)



























Also observe that by (2.5.19) and (2.5.27),
ηk
4




























‖xk−1 − xk‖2 ≥ 0,
The result then immediately follows by combining the above two conclusion.
2.5.3 Proof of Main Convergence Results
We now provide a proof for Theorem 2.2.3 which describes the main convergence proper-
ties of the deterministic PDG method.
We first specialize Proposition 2.5.19 for the PDG method applied to (2.2.7).
Proposition 2.5.20 Suppose that {τt}, {ηt}, and {αt} in the PDG method satisfy
θtτt ≤ θt−1(1 + τt−1), t = 2, . . . , k, (2.5.28)
θtηt ≤ θt−1(µ+ ηt−1), t = 2, . . . , k, (2.5.29)
ηt−1τt ≥ 2Lfαt, t = 2, . . . , k, (2.5.30)
ηk(1 + τk) ≥ 2Lf , (2.5.31)
αt = θt−1/θt, t = 2, . . . , k, (2.5.32)
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k, z) + θk(µ+ ηk)P (x
k, x) ≤ θ1η1P (x0, x) + θ1τ1Df (g0, g). (2.5.34)
Proof. Notice that in the deterministic PDG method, we have m = 1, pi = 1, and
ŷt = gt. It can be easily seen that the assumptions in (2.5.15)-(2.5.20) are implied by those
in (2.5.28)-(2.5.32). It then follows from (2.5.21) that
∑k
t=1θtQf (z
t, z) ≤ θ1η1P (x0, x)− θk(µ+ ηk)P (xk, x) + θ1τ1Df (g0, g).
Dividing both sides of the above inequality by
∑k
t=1θt and using the convexity of Q(z̄, z)








t, z) ≤ θ1η1P (x0, x)− θk(µ+ ηk)P (xk, x) + θ1τ1Df (g0, g).
Rearranging the terms in the above relation, we obtain (2.5.34).
We are now ready to show Theorem 2.2.3.
Proof of Theorem 2.2.3 We first show part a). It can be easily checked that (2.5.28)-
(2.5.32) are satisfied with the selection of {τt}, {ηt}, {αt}, and {θt} in (2.2.25). Using
(2.5.34) (with x = x∗ and y = y∗), (2.5.3), and the fact that Qf (z̄, z∗) ≥ 0, we have
θk(µ+ ηk)P (x
k, x∗) ≤ θ1(η1 + Lfτ1)P (x0, x∗), ∀k ≥ 1.
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Using the parameter settings in (2.2.25), we conclude that
P (xk, x∗) ≤ θ1(η1+Lf τ1)
θk(µ+ηk)


















k, z) ≤ θ1η1P (x0, x) + θ1τ1Df (g0, g), ∀z ∈ Z. (2.5.35)
































where the second inequality follows from the convexity of ‖·‖2, the third inequality follows
from the triangular inequality, the fourth inequality follows from ‖xt − x∗‖2 ≤ 2P (xt, x∗)
and (2.2.26), and the last inequality follows from ‖x0 − x∗‖2 ≤ 2P (x0, x∗). Also note that











where the last inequality follows from the fact that α ≤ 1 due to (2.2.25). Fixing x =
x∗, g = ḡk∗ in (2.5.35) and using the above two relations, we obtain
Qf (z̄
k, (x∗, ḡk∗)) ≤ αk
[
θ1η1P (x


































The result in (2.2.27) then directly follows from the above relation and (2.2.22). If X is
bounded, the result in (2.2.28) then follows from the above relation, (2.2.22), and (2.2.23).
We now show part b). It is trivial to check that the conditions in (2.5.28)-(2.5.32) hold
by using our selection of {τt}, {ηt}, {αt}, and {θt}. Using (2.5.34) and the facts τ1 = 0





k, z) ≤ θ1η1P (x0, x) = 4LfP (x0, x).
which, in view of (2.2.21) and (2.2.22) and the fact that
∑k
t=1θt = k(k + 1)/2, clearly
implies (2.2.30). In case X is bounded, the result in (2.2.31) immediately follows from
(2.2.22), (2.2.23), and the above inequality.
We are now ready to provide a proof for Theorem 2.3.4, which describes the main
convergence properties of the RPDG method applied to strongly convex problems with
µ > 0.
Proof of Theorem 2.3.4. It can be easily checked that the conditions in (2.5.15)-(2.5.20)
are satisfied with our requirements (2.3.19)-(2.3.22) of {τt}, {ηt}, {αt}, and {θt}. Using
the fact that Q((xt, ŷt), z∗) ≥ 0 , we then conclude from (2.5.21) (with x = x∗ and y = y∗)
that, for any k ≥ 1,















where the first inequality follows from (2.3.19) and (2.3.20), and the second inequality
follows from (2.3.21) and (2.5.1).





t), z̄k = (x̄k, ȳk). In view of (2.5.4), the
convexity of ‖ · ‖, and (2.2.2), we have





































































0, x∗) ≤ 2αk/2(1 + Lfα
(1−α)η )P (x
0, x∗).























2.5.4 Proof of the Lower Complexity Bound
This subsection is devoted to the proof of Theorem 2.3.7, which describes the performance
limit for randomized incremental gradient methods.
The following result provides an explicit expression for the optimal solution of (2.3.37).
Lemma 2.5.21 Let q be defined in (2.3.42), x∗i,j is the j-th element of xi, and define
x∗i,j = q
j, i = 1, . . . ,m; j = 1, . . . , ñ. (2.5.38)
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Then x∗ is the unique optimal solution of (2.3.37).
Proof. It can be easily seen that q is the smallest root of the equation
q2 − 2Q+1Q−1q + 1 = 0. (2.5.39)




x∗i = e1, i = 1, . . . ,m. (2.5.40)
Indeed, we can write the coordinate form of (2.5.40) as
2Q+1Q−1x
∗










i,ñ−1 = 0, (2.5.43)
where the first two equations follow directly from the definition of x∗ and relation (2.5.39),
and the last equation is implied by the definitions of κ and x∗ in (2.3.39) and (2.5.38),
respectively.
We also need a few technical results to establish the lower complexity bounds.
Lemma 2.5.22 a) For any x > 1, we have
log(1− 1
x
) ≥ − 1
x−1 . (2.5.44)
b) Let ρ, q, q̄ ∈ (0, 1) be given. If we have




for any t ≥ 0, then
q̄t − q2ñ ≥ ρq̄t(1− q2ñ).
Proof. We first show part a). Denote φ(x) = log(1 − 1
x
) + 1
x−1 . It can be easily seen














which implies that φ is a strictly decreasing function for x > 1. Hence, we must have
φ(x) > 0 for any x > 1. Part b) follows from the following simple calculation.
q̄t − q2ñ − ρq̄t(1− q2ñ) = (1− ρ)q̄t − q2ñ + ρq̄tq2ñ ≥ (1− ρ)q̄t − q2ñ ≥ 0.
We are now ready to prove Theorem 2.3.7.
Proof of Theorem 2.3.7 Without loss of generality, we may assume that the initial point
x0i = 0, i = 1, . . . ,m. Indeed, the incremental gradient methods described in Subsection
3.3 are invariant with respect to a simultaneous shift of the decision variables. In other
words, the sequence of iterates {xk}, which is generated by such a method for minimizing
the function Ψ(x) starting from x0, is just a shift of the sequence generated for minimizing
Ψ̄(x) = Ψ(x+ x0) starting from the origin.
Now let ki, i = 1, . . . ,m, denote the number of times that the gradients of the com-
ponent function fi are computed from iteration 1 to k. Clearly ki’s are binomial random
variables supported on {0, 1, . . . , k} such that
∑m
i=1ki = k. Also observe that we must
have xki,j = 0 for any k ≥ 0 and ki + 1 ≤ j ≤ ñ, because each time the gradient ∇fi
is computed, the incremental gradient methods add at most one more nonzero entry to the
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= [1− (1− q2)pi]k,





i=1[1− (1− q2)pi]k −mq2ñ
m(1−q2ñ) .
Noting that [1− (1−q2)pi]k is convex w.r.t. pi for any pi ∈ [0, 1] and k ≥ 1, by minimizing
the RHS of the above bound w.r.t. pi, i = 1, . . . ,m, subject to
∑m









[1− (1− q2)/m]k, (2.5.46)
for any possible selection of pi, i = 1, . . . ,m, satisfying (2.3.40) and any




Here, the last inequality in (2.5.46) follows from Lemma 2.5.22.b). Noting that







































































Now it suffices to show that n0 in (2.5.47) is smaller than the simplified bound n(m, k) in
(2.3.44). Indeed, observing
− log[(1− (1− q2)/m)k/2] = −k log(1− (1− q2)/m) + log 2
≤ k
m/(1−q2)−1 + log 2
= k(1−q
2)




















2.6 Concluding Remarks of This Chapter
In this chapter, we present a new class of optimal first-order methods, referred to as primal-
dual gradient methods, for solving the finite-sum composite convex optimization problems
given in the form of (1.1.1). The optimal convergence of this algorithm has been estab-
lished based on the primal-dual optimality gap for the ergodic mean of iterates, i.e., z̄k,
and the distance from the iterate xk to the optimal solution x∗. We also develop a ran-
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domized primal-dual gradient method which needs to compute the gradient of only one
randomly selected component fi. The complexity bounds of the randomized primal-dual
gradient method have been established in terms of the distance from the iterate xk to the
optimal solution, and the primal optimality gap based on the ergodic mean of iterates, i.e.,
E[Ψ(x̄k) − Ψ∗]. We show that these bounds are not improvable when the dimension n is
large enough by developing new lower complexity bounds for randomized incremental gra-
dient methods. Extensions of the randomized primal-dual gradient method to non-strongly
convex, nonsmooth, and unbounded problems are also discussed in this chapter. It should
be noted that in this paper we focus on the theoretic convergence properties of these primal-
dual gradient methods, and the algorithmic parameters were chosen in a conservative man-
ner and were dependent on a few problem parameters, e.g., L and µ. In the future, it will
be interesting to develop more adaptive versions of these algorithms which do not require
the explicit estimation about L and µ.
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CHAPTER 3
RANDOM GRADIENT EXTRAPOLATION FOR DISTRIBUTED AND
STOCHASTIC OPTIMIZATION
3.1 Overview
In this chapter, we consider a class of finite-sum convex optimization problems defined over
a distributed multiagent network with m agents connected to a central server. In particular,











We also relax the smoothness assumption enforced on fi in Chapter 2, i.e., we assume
that fi : X → R, i = 1, . . . ,m, are smooth convex functions with Lipschitz continuous
gradients over X , i.e., ∃Li ≥ 0 such that
‖∇fi(x1)−∇fi(x2)‖∗ ≤ Li‖x1 − x2‖, ∀x1, x2 ∈ X. (3.1.2)
Our major contribution is to develop a new randomized incremental gradient algorithm,
namely random gradient extrapolation method (RGEM), which does not require any ex-
act gradient evaluation even for the initial point, but can achieve the optimal O(log(1/ε))
complexity bound in terms of the total number of gradient evaluations of component func-
tions to solve the finite-sum problems. Furthermore, we demonstrate that for stochastic
finite-sum optimization problems, RGEM maintains the optimal O(1/ε) complexity (up to
a certain logarithmic factor) in terms of the number of stochastic gradient computations, but
attains anO(log(1/ε)) complexity in terms of communication rounds (each round involves
only one agent). It is worth noting that the former bound is independent of the number of
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agents m, while the latter one only linearly depends on m or even
√
m for ill-conditioned
problems. To the best of our knowledge, this is the first time that these complexity bounds
have been obtained for distributed and stochastic optimization problems. Moreover, our
algorithms were developed based on a novel dual perspective of Nesterov’s accelerated
gradient method.
The rest of this chapter is organized as follows. In Section 3.2 we present the pro-
posed random gradient extrapolation methods (RGEM), and their convergence properties
for solving (3.1.1) and (1.1.5). In order to provide more insights into the design of the
algorithmic scheme of RGEM, we provide an introduction to the gradient extrapolation
method (GEM) and its relation to the primal-dual gradient method, as well as Nesterov’s
method in Section 3.3. Section 3.4 is devoted to the convergence analysis of RGEM. Some
concluding remarks are made in Section 5.
3.1.1 Notation and Terminology
We use ‖ · ‖ to denote a general norm in Rn without specific mention. We also use ‖ · ‖∗
to denote the conjugate norm of ‖ · ‖. For any p ≥ 1, ‖ · ‖p denotes the standard p-norm in
Rn, i.e., ‖x‖pp =
∑n
i=1|xi|p, for any x ∈ Rn. For any convex function h, ∂h(x) is the set of
subdifferential at x. For a given strongly convex function w with modulus 1 (see (3.1.1)),
we define a prox-function associated with w as
P (x0, x) ≡ Pw(x0, x) := w(x)−
[
w(x0) + 〈w′(x0), x− x0〉
]
, (3.1.3)
where w′(x0) ∈ ∂w(x0) is an arbitrary subgradient of w at x0. By the strong convexity of
w, we have
P (x0, x) ≥ 1
2
‖x− x0‖2, ∀x, x0 ∈ X. (3.1.4)
It should be pointed out that the prox-function P (·, ·) described above is a generalized
Bregman distance in the sense that w is not necessarily differentiable. This is different
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from the standard definition for Bregman distance [86, 87, 88, 89, 100]. Throughout this
chapter, we assume that the prox-mapping associated with X and w, given by
MX(g, x0, η) := argminx∈X
{
〈g, x〉+ µw(x) + ηP (x0, x)
}
, (3.1.5)
is easily computable for any x0 ∈ X, g ∈ Rn, µ ≥ 0, η > 0. For any real number r, dre
and brc denote the nearest integer to r from above and below, respectively. R+ and R++,
respectively, denote the set of nonnegative and positive real numbers.
3.2 Algorithms and Main Results
This section contains three subsections. We first present in Subsection 3.2.1 an optimal ran-
dom gradient extrapolation method (RGEM) for solving the distributed finite-sum problem
in (3.1.1), and then discuss in Subsection 3.2.2, a stochastic version of RGEM for solving
the stochastic finite-sum problem in (1.1.5). Subsection 3.2.3 is devoted to the imple-
mentation of RGEM in a distributed setting and the discussion about its communication
complexity.
3.2.1 RGEM for Deterministic Finite-sum Optimization
The basic scheme of RGEM is formally stated in Algorithm 5. This algorithm simply
initializes the gradient as y−1i = y
0
i = 0, i = 1, . . . ,m. At each iteration, RGEM requires
the new gradient information of only one randomly selected component function fi, but
maintains m pairs of search points and gradients (xti, y
t
i), i = 1, . . . ,m, which are stored
by their corresponding agents in the distributed network. More specifically, it first performs
a gradient extrapolation step in (3.2.6) and the primal proximal mapping in (3.2.7). Then a
randomly selected block xtit is updated in (3.2.8) and the corresponding component gradient
∇fit is computed in (3.2.9). As can be seen from Algorithm 5, RGEM does not require
any exact gradient evaluations.
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Algorithm 5 A random gradient extrapolation method (RGEM)
Input: Let x0 ∈ X , and the nonnegative parameters {αt}, {ηt}, and {τt} be given.
Initialization:
Set x0i = x
0, y−1i = y
0
i = 0, i = 1, . . . ,m. . No exact gradient evaluation for
initialization
for t = 1, . . . , k do

















i ), i = it,




∇fi(xti), i = it,
yt−1i , i 6= it.
(3.2.9)
end for













In order to save computational time when implementing this algorithm, we suggest to com-





i , t =
1, . . . , k. Clearly, in view of the fact that yti = y
t−1
i , ∀i 6= it, we have



































i in two steps: i) ini-
tialize g0 = 0, and update gt as in (3.2.11) after the gradient evaluation step (3.2.9); ii)
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can be saved as it is used in both (3.2.11) and (3.2.12) for the next iteration. These en-
hancements will be incorporated into the distributed setting in Subsection 3.2.3 to possibly
save communication costs.
It is also interesting to observe the differences between RGEM and RPDG discussed
in Chapter 2. RGEM has only one extrapolation step (3.2.6) which combines two types of
predictions. One is to predict future gradients using historic data, and the other is to obtain
an estimator of the current exact gradient of f from the randomly updated gradient infor-
mation of fi. However, RPDG method needs two extrapolation steps in both the primal and
dual spaces. Due to the existence of the primal extrapolation step, RPDG cannot guaran-
tee the search points where it performs gradient evaluations to fall within the feasible set
X . Hence, it requires the assumption that fi’s are differentiable with Lipschitz continuous
gradients over Rn. Such a strong assumption is not required by RGEM, since all the primal
iterates generated by RGEM stay within the feasible regionX . As a result, RGEM can deal
with a much wider class of problems than RPDG. Moreover, in RGEM we do not need to
compute the exact gradients at the initialization point x0i , but simply set them as y
0
i = 0.
It can be seen that under the L-smooth assumption on gradients (cf. (1.1.4)), there exists




i=1‖∇fi(x0)‖2∗ = σ20. (3.2.13)
We now provide a constant step-size policy for RGEM to solve strongly convex prob-
lems given in the form of (3.1.1) and show that the resulting algorithm exhibits an optimal
linear rate of convergence in Theorem 3.2.1. The proof of Theorem 3.2.1 can be found in
Subsection 3.4.1.
Theorem 3.2.1 Let x∗ be an optimal solution of (3.1.1), xk and xk be defined in (3.2.7)
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and (3.2.10), respectively, and L̂ = maxi=1,...,m Li. Also let {τt}, {ηt} and {αt} be set to
τt ≡ τ = 1m(1−α) − 1, ηt ≡ η =
α
1−αµ, and αt ≡ mα. (3.2.14)
If (3.2.13) holds and α is set as


















∆0,σ0 := µP (x





In view of Theorem 3.2.1, we can provide bounds on the total number of gradient
evaluations performed by RGEM to find a stochastic ε-solution of problem (3.1.1), i.e.,
a point x̄ ∈ X s.t. E[ψ(x̄) − ψ∗] ≤ ε. Theorem 3.2.1 implies the number of gradient
evaluations of fi performed by RGEM to find a stochastic ε-solution of (3.1.1) can be
bounded by





















Here C = L̂/µ. Therefore, whenever
√
mC log(1/ε) is dominating, and Lf and L̂ are in
the same order of magnitude, RGEM can save up to O(
√
m) gradient evaluations of the
component function fi than the optimal deterministic first-order methods. More specifi-
cally, RGEM does not require any exact gradient computation and its communication cost
is similar to pure stochastic gradient descent. To the best of our knowledge, it is the first
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time that such an optimal RIG method is presented for solving (3.1.1) in the literature.
It should be pointed out that while the rates of convergence of RGEM obtained in Theo-
rem 3.2.1 is stated in terms of expectation, we can develop large-deviation results for these
rates of convergence using similar techniques in Chapter 2 for solving strongly convex
problems.
Furthermore, if a one-time exact gradient evaluation is available at the initial point, i.e.,
y−1i = y
0
i = ∇fi(x0), i = 1, . . . ,m, we can employ a more aggressive stepsize policy with





Similarly, we can demonstrate that the number of gradient evaluations of fi performed by






















It is worth noting that according to the parameter setting in (3.2.14), we have
η = ( 1






µ− µ = Ω(mµ+
√
mLµ).
In some statistical learning applications with L2 regularization (i.e., ω(x) = ‖x‖22/2), one
usually chooses µ = Ω(1/m). For these applications, the stepsize of RGEM is in the order
of 1/
√
L, while SAGA and SVRG use stepsizes in the order of 1/L. Hence the stepsize of
RGEM can be larger than those of SAGA and SVRG whenever L ≥ 1.
3.2.2 RGEM for Stochastic Finite-sum Optimization
We discuss in this subsection the stochastic finite-sum optimization and online learning
problems, where only noisy gradient information of fi can be accessed via a stochastic
first-order (SFO) oracle. In particular, for any given point xti ∈ X , the SFO oracle
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outputs a vector Gi(xti, ξ
t
i) s.t.
Eξ[Gi(xti, ξti)] = ∇fi(xti), i = 1, . . . ,m, (3.2.20)
Eξ[‖Gi(xti, ξti)−∇fi(xti)‖2∗] ≤ σ2, i = 1, . . . ,m. (3.2.21)
We also assume that throughout this subsection that the ‖ · ‖ is associated with the inner
product 〈·, ·〉.
As shown in Algorithm 6, the RGEM for stochastic finite-sum optimization is natu-
rally obtained by replacing the gradient evaluation of fi in Algorithm 5 (see (3.2.9)) with
a stochastic gradient estimator of fi given in (3.2.22). In particular, at each iteration, we
collect Bt number of stochastic gradients of only one randomly selected component fi and
take their average as the stochastic estimator of ∇fi. Moreover, it needs to be mentioned
that the way RGEM initializes gradients, i.e, y−1 = y0 = 0, is very important for stochas-
tic optimization, since it is usually impossible to compute exact gradient for expectation
functions even at the initial point.
Algorithm 6 RGEM for stochastic finite-sum optimization










i,j), i = it,




i,j), j = 1, . . . , Bt, are stochastic gradients of fi computed by the SFO
oracle at xti.
Under the standard assumptions in (3.2.20) and (3.2.21) for stochastic optimization,
and with proper choices of algorithmic parameters, Theorem 3.2.2 shows that RGEM can
achieve the optimal O{σ2/µ2ε} rate of convergence (up to a certain logarithmic factor) for
solving strongly convex problems given in the form of (1.1.5) in terms of the number of
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stochastic gradients of fi. The proof of the this result can be found in Subsection 3.4.2.
Theorem 3.2.2 Let x∗ be an optimal solution of (1.1.5), xk and xk be generated by Al-
gorithm 6, and L̂ = maxi=1,...,m Li. Suppose that σ0 and σ are defined in (3.2.13) and
(3.2.21), respectively. Given the iteration limit k, let {τt}, {ηt} and {αt} be set to (3.2.14)
with α being set as (3.2.15), and we also set
Bt = dk(1− α)2α−te, t = 1, . . . , k, (3.2.23)
then











where the expectation is taken w.r.t. {it} and {ξti} and
∆0,σ0,σ := µP (x






In view of (3.2.25), the number of iterations performed by RGEM to find a stochastic
ε-solution of (1.1.5), can be bounded by











Furthermore, in view of (3.2.24) this iteration complexity bound can be improved to





in terms of finding a point x̄ ∈ X s.t. E[P (x̄, x∗)] ≤ ε. Therefore, the corresponding
number of stochastic gradient evaluations performed by RGEM for solving problem (1.1.5)
83

















which together with (3.2.26) imply that the total number of required stochastic gradients or















Observe that this bound does not depend on the number of terms m for small enough ε. To
the best of our knowledge, it is the first time that such a convergence result is established for
RIG algorithms to solve distributed stochastic finite-sum problems. This complexity bound
in fact is in the same order of magnitude (up to a logarithmic factor) as the complexity
bound achieved by the optimal accelerated stochastic approximation methods [11, 12, 10],
which uniformly sample all the random variables ξi, i = 1, . . . ,m. However, this latter
approach will thus involve much higher communication costs in the distributed setting (see
Subsection 3.2.3 for more discussions).
3.2.3 RGEM for Distributed Optimization and Machine Learning
This subsection is devoted to RGEMs (see Algorithm 5 and Algorithm 6) from two different
perspectives, i.e., the server and the activated agent under a distributed setting. We also
discuss the communication costs incurred by RGEM under this setting.
Both the server and agents in the distributed network start with the same global initial
point x0, i.e., x0i = x
0, i = 1, . . . ,m, and the server also sets ∆y = 0 and g0 = 0. During
the process of RGEM, the server updates iterate xt and calculates the output solution xk (cf.
(3.2.10)) which is given by sumx/sumθ. Each agent only stores its local variable xti and
updates it according to the information received from the server (i.e., xt) when activated.
The activated agent also needs to upload the changes of gradient ∆yi to the server. Note
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that line 5 of RGEM from the it-th agent’s perspective is optional if the agent saves historic
gradient information from the last update.
RGEM The server’s perspective
1: while t ≤ k do
2: xt ←MX(gt−1 + αtm∆y, x
t−1, ηt)
3: sumx← sumx+ θtxt
4: sumθ ← sumθ + θt
5: Send signal to the it-th agent
where it is selected uniformly from
{1, . . . ,m}
6: if it-th agent is responsive then
7: Send current iterate xt to it-th
agent
8: if Receive feedback ∆y then
9: gt ← gt−1 + ∆y
10: t← t+ 1
11: else goto Line 5
12: end if
13: else goto Line 5
14: end if
15: end while
RGEM The activated it-th agent’s perspec-
tive
1: Download the current iterate xt from the
server
2: if t = 1 then
3: yt−1i ← 0
4: else
5: yt−1i ← ∇fi(xt−1i ) . Optional
6: end if
7: xti ← (1 + τt)−1(xt + τtxt−1i )
8: yti ← ∇fi(xti)
9: Upload the local changes to the server,
i.e., ∆yi = yti − yt−1i
We now add some remarks about the potential benefits of RGEM for distributed opti-
mization and machine learning. Firstly, since RGEM does not require any exact gradient
evaluation of f , it does not need to wait for the responses from all agents in order to com-
pute an exact gradient. Each iteration of RGEM only involves communication between the
server and the activated it-th agent. In fact, RGEM will move to the next iteration in case no
response is received from the it-th agent. This scheme works under the assumption that the
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probability for any agent being responsive or available at a certain point of time is equal.
However, all other optimal RIG algorithms, except RPDG discussed in Chapter 2, need
the exact gradient information from all network agents once in a while, which incurs high
communication costs and synchronous delays as long as one agent is not responsive. Even
RPDG requires a full round of communications and synchronization at the initial point.
Secondly, since each iteration of RGEM involves only constant number of communica-
tion rounds between the server and one selected agent, the communication complexity for












Therefore, it can save up to O{
√
m} rounds of communication than the optimal determin-
istic first-order methods.
For solving distributed stochastic finite-sum optimization problems (1.1.5), RGEM
from the it-th agent’s perspective will be slightly modified as follows.
RGEM The activated it-th agent’s perspective for solving (1.1.5)
1: Download the current iterate xt from the server
2: if t = 1 then
3: yt−1i ← 0 . Assuming RGEM saves yt−1i for t ≥ 2 at the latest update
4: end if
5: xti ← (1 + τt)−1(xt + τtxt−1i )






i,j) . Bt is the batch size, and Gi’s are the stochastic gradients
given by SFO
7: Upload the local changes to the server, i.e., ∆yi = yti − yt−1i
Similar to the case for the deterministic finite-sum optimization, the total number of
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for solving (1.1.5). Each round of communication only involves the server and a randomly
selected agent. This communication complexity seems to be optimal, since it matches the
lower complexity bound (1.1.12) established in Section 2.3.3 of Chapter 2. Moreover, the
sampling complexity, i.e., the total number of samples to be collected by all the agents, is
also nearly optimal and comparable to the case when all these samples are collected in a
centralized location and processed by an optimal stochastic approximation method. On the
other hand, if one applies an existing optimal stochastic approximation method to solve the
distributed stochastic optimization problem, the communication complexity will be as high
as O(1/
√
ε), which is much worse than RGEM.
3.3 Gradient Extrapolation Method: Dual of Nesterov’s Acceleration
Our goal in this section is to introduce a new algorithmic framework, referred to as the




{ψ(x) := f(x) + µw(x)} . (3.3.1)
We show that GEM can be viewed as a dual of Nesterov’s accelerated gradient method
although these two algorithms appear to be quite different. Moreover, GEM possess some
nice properties which enable us to develop and analyze the random gradient extrapolation
method for distributed and stochastic optimization.
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3.3.1 Generalized Bregman Distance
In this subsection, we provide a brief introduction to the generalized Bregman distance
defined in (3.1.3). Note that whenever w is non-differentiable, we need to specify a par-
ticular selection of the subgradient w′ before performing the prox-mapping. We assume
throughout this chapter that such a selection of w′ is defined recursively as follows. Denote
x1 ≡MX(g, x0, η). By the optimality condition of (3.1.5), we have
g + (µ+ η)w′(x1)− ηw′(x0) ∈ NX(x1),
where NX(x1) := {v ∈ Rn : vT (x − x1) ≤ 0,∀x ∈ X} denotes the normal cone of X
at x1. Once such a w′(x1) satisfying the above relation is identified, we will use it as a
subgradient when defining P (x1, x) in the next iteration. Note that such a subgradient can
be identified as long as x1 is obtained, since it satisfies the optimality condition of (3.1.5).
3.3.2 The Algorithm
As shown in Algorithm 7, GEM starts with a gradient extrapolation step (3.3.2) to compute
g̃t from the two previous gradients gt−1 and gt−2. Based on g̃t, it performs a proximal
gradient descent step in (3.3.3) and updates the output solution xt. Finally, the gradient at
xt is computed for gradient extrapolation in the next iteration. This algorithm is a special
case of RGEM in Algorithm 5 (with m = 1).
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Algorithm 7 An optimal gradient extrapolation method (GEM)
Input: Let x0 ∈ X , and the nonnegative parameters {αt}, {ηt}, and {τt} be given.
Set x0 = x0 and g−1 = g0 = ∇f(x0).
for t = 1, 2, . . . , k do
g̃t = αt(g
t−1 − gt−2) + gt−1. (3.3.2)




t−1) /(1 + τt). (3.3.4)
gt = ∇f(xt). (3.3.5)
end for
Output: xk.
We now show that GEM can be viewed as the dual of the well-known Nesterov’s ac-
celerated gradient (NAG) method as studied in Chapter 2. To see such a relationship, we
will first rewrite GEM in a primal-dual form. Let us consider the dual space G, where the
gradients of f reside, and equip it with the conjugate norm ‖ · ‖∗. Let Jf : G → R be the
conjugate function of f such that f(x) := maxg∈G{〈x, g〉 − Jf (g)}. We can reformulate






{〈x, g〉 − Jf (g)}+ µw(x)
}
. (3.3.6)
It is clear that Jf is strongly convex with modulus 1/Lf w.r.t. ‖ · ‖∗ (See Chapter E in [90]
for details). Therefore, we can define its associated dual generalized Bregman distance and
dual prox-mappings as in (2.2.5) and (2.2.6). By Lemma 2.2.1, we can see that the GEM




t−1 − gt−2) + gt−1, (3.3.7)
xt =MX(g̃t, xt−1, ηt), (3.3.8)
gt =MG(−xt, gt−1, τt), (3.3.9)
with a specific selection of J ′f (g
t−1) = xt−1 in Df (gt−1, g). Indeed, by denoting x0 = x0,
we can easily see from g0 = ∇f(x0) that x0 ∈ ∂Jf (g0). Now assume that gt−1 =
∇f(xt−1) and hence that xt−1 ∈ ∂Jf (gt−1). By the definition of gt in (3.3.9) and Lemma 2.2.1,
we conclude that gt = ∇f(xt) with xt = (xt + τtxt−1)/(1 + τt), which are exactly the def-
initions given in (3.3.4) and (3.3.5).
Recall that in a simple version of the NAG method (e.g., [6, 9, 10, 11, 12, 92]), given
(xt−1, x̄t−1) ∈ X×X , it updates (xt, x̄t) by (2.2.15)-(2.2.18). Moreover, we have shown in
Chapter 2 that (2.2.15)-(2.2.18) can be viewed as a specific instantiation of the primal-dual
updates (2.2.8)-(2.2.10). Comparing (3.3.7)-(3.3.9) with (2.2.8)-(2.2.10), we can clearly
see that GEM is a dual version of NAG, obtained by switching the primal and dual variables
in each equation of (2.2.8)-(2.2.10). The major difference exists in that the extrapolation
step in GEM is performed in the dual space while the one in NAG is performed in the primal
space. In fact, extrapolation in the dual space will help us to greatly simplify and further
enhance the randomized incremental gradient methods developed in Chapter 2 based on
NAG. Another interesting fact is that in GEM, the gradients are computed for the output
solutions {xt}. On the other hand, the output solutions in the NAG method are given by
{x̄t} while the gradients are computed for the extrapolation sequence {xt}.
3.3.3 Convergence of GEM
Our goal in this subsection is to establish the convergence properties of the GEM method
for solving (3.3.1). Observe that our analysis is carried out completely in the primal space
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and does not rely on the primal-dual interpretation described in the previous section. This
type of analysis technique appears to be new for solving problem (3.3.1) in the literature as
it also differs significantly from that of NAG.
We first establish some general convergence properties for GEM for both smooth con-
vex (µ = 0) and strongly convex cases (µ > 0).
Theorem 3.3.3 Suppose that {ηt}, {τt}, and {αt} in GEM satisfy
θt−1 = αtθt, t = 2, . . . , k, (3.3.10)
θtηt ≤ θt−1(µ+ ηt−1), t = 2, . . . , k, (3.3.11)
θtτt = θt−1(1 + τt−1), t = 2, . . . , k, (3.3.12)
αtLf ≤ τt−1ηt, t = 2, . . . , k, (3.3.13)
2Lf ≤ τk(µ+ ηk), (3.3.14)
for some θt ≥ 0, t = 1, . . . , k. Then, for any k ≥ 1 and any given x ∈ X , we have
θk(1 + τk)[ψ(x
k)− ψ(x)] + θk(µ+ηk)
2
P (xk, x) ≤ θ1τ1[ψ(x0)− ψ(x)] + θ1η1P (x0, x).
(3.3.15)
Proof. Applying Lemma 2.5.16 to (3.3.3), we obtain
〈xt−x, αt(gt−1−gt−2)+gt−1〉+µw(xt)−µw(x) ≤ ηtP (xt−1, x)−(µ+ηt)P (xt, x)−ηtP (xt−1, xt).
(3.3.16)
Moreover, using the definition of ψ, the convexity of f , and the fact that gt = ∇f(xt), we
have
(1 + τt)f(x
t) + µw(xt)− ψ(x) ≤ (1 + τt)f(xt) + µw(xt)− µw(x)− [f(xt) + 〈gt, x− xt〉]
= τt[f(x




‖gt − gt−1‖2∗ + τtf(xt−1)− 〈gt, x− xt〉+ µw(xt)− µw(x),
where the first equality follows from the definition of xt in (3.3.4), and the last inequality
follows from the smoothness of f (see Theorem 2.1.5 in [6]). In view of (3.3.16), we have
(1 + τt)f(x
t) + µw(xt)− ψ(x) ≤ − τt
2Lf
‖gt − gt−1‖2∗ + τtf(xt−1)
+ 〈xt − x, gt − gt−1 − αt(gt−1 − gt−2)〉
+ ηtP (x
t−1, x)− (µ+ ηt)P (xt, x)− ηtP (xt−1, xt).
Multiplying both sides of the above inequality by θt, and summing up the resulting inequal-





















t−1, x)− (µ+ ηt)P (xt, x)− ηtP (xt−1, xt)]. (3.3.17)
Now by (3.3.10) and the fact that g−1 = g0, we have
∑k
t=1θt〈xt − x, gt − gt−1 − αt(gt−1 − gt−2)〉
=
∑k
t=1θt[〈xt − x, gt − gt−1〉 − αt〈xt−1 − x, gt−1 − gt−2〉]−
∑k
t=2θtαt〈xt − xt−1, gt−1 − gt−2〉
= θk〈xk − x, gk − gk−1〉 −
∑k
t=2θtαt〈xt − xt−1, gt−1 − gt−2〉. (3.3.18)
Moreover, in view of (3.3.11), (3.3.12) and the definition of xt (3.3.4), we obtain
∑k
t=1θt[ηtP (x
t−1, x)− (µ+ ηt)P (xt, x)]
(3.3.11)




























































‖gk − gk−1‖2∗ − 〈xk − x, gk − gk−1〉+ (µ+ ηk)P (xk, x)
]
+ θ1η1P (x
0, x) + θ1τ1[ψ(x
0)− ψ(x)]− θ1η1P (x0, x1).
(3.3.23)
By the strong convexity of P (·, ·) in (3.1.4), the simple relation that b〈u, v〉 − a‖v‖2/2 ≤





































‖xk − x‖2 ≤ 0.
Using the above relations in (3.3.23), we obtain (3.3.15).
We are now ready to establish the optimal convergence behavior of GEM as a conse-
quence of Theorem 3.3.3. We first provide a constant step-size policy which guarantees an
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optimal linear rate of convergence for the strongly convex case (µ > 0).
Corollary 3.3.4 Let x∗ be an optimal solution of (3.1.1), xk and xk be defined in (3.3.3)
and (3.3.4), respectively. Suppose that µ > 0, and that {τt}, {ηt} and {αt} are set to




, ηt ≡ η =
√






, ∀t = 1, . . . , k.
(3.3.24)
Then,
P (xk, x∗) ≤ 2αk[P (x0, x∗) + 1
µ
(ψ(x0)− ψ∗)], (3.3.25)
ψ(xk)− ψ∗ ≤ αk
[
µP (x0, x∗) + ψ(x0)− ψ∗
]
. (3.3.26)
Proof. Let us set θt = α−t, t = 1, . . . , k. It is easy to check that the selection of
{τt}, {ηt} and {αt} in (3.3.24) satisfies conditions (3.3.10)-(3.3.14). In view of Theo-
rem 3.3.3 and (3.3.24), we have
ψ(xk)− ψ(x∗) + µ+η
2(1+τ)
P (xk, x∗) ≤ θ1τ
θk(1+τ)
[ψ(x0)− ψ(x∗)] + θ1η
θk(1+τ)
P (x0, x∗)
= αk[ψ(x0)− ψ(x∗) + µP (x0, x∗)].
It also follows from the above relation, the fact ψ(xk)− ψ(x∗) ≥ 0, and (3.3.24) that
P (xk, x∗) ≤ 2(1+τ)α
k
µ+η
[µP (x0, x∗)+ψ(x0)−ψ(x∗)] = 2αk[P (x0, x∗)+ 1
µ
(ψ(x0)−ψ(x∗))].
We now provide a stepsize policy which guarantees the optimal rate of convergence for
the smooth case (µ = 0). Observe that in smooth case we can estimate the solution quality
for the sequence {xk} only.
Corollary 3.3.5 Let x∗ be an optimal solution of (3.1.1), and xk be defined in (3.3.4).
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, and αt = tt+1 , ∀t = 1, . . . , k. (3.3.27)
Then,
ψ(xk)− ψ(x∗) = f(xk)− f(x∗) ≤ 2
(k+1)(k+2)
[f(x0)− f(x∗) + 8LfP (x0, x∗)]. (3.3.28)
Proof. Let us set θt = t + 1, t = 1, . . . , k. It is easy to check that the parameters in
(3.3.27) satisfy conditions (3.3.13)-(3.3.14). In view of (3.3.15) and (3.3.27), we conclude
that
ψ(xk)− ψ(x∗) ≤ 2
(k+1)(k+2)
[ψ(x0)− ψ(x∗) + 8LfP (x0, x∗)].
In Corollary 3.3.6, we improve the above complexity result in terms of the dependence
on f(x0)−f(x∗) by using a different step-size policy and a slightly more involved analysis
for the smooth case (µ = 0).
Corollary 3.3.6 Let x∗ be an optimal solution of (3.1.1), xk and xk be defined in (3.3.3)







, and αt = t−1t , ∀t = 1, . . . , k. (3.3.29)
Then, for any k ≥ 1,
ψ(xk)− ψ(x∗) = f(xk)− f(x∗) ≤ 12Lf
k(k+1)
P (x0, x∗). (3.3.30)
Proof. If we set θt = t, t = 1, . . . , k. It is easy to check that the parameters in (3.3.29)
satisfy conditions (3.3.10)-(3.3.12) and (3.3.14). However, condition (3.3.13) only holds
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for t = 3, . . . , k, i.e.,
αtLf ≤ τt−1ηt, t = 3, . . . , k. (3.3.31)
In view of (3.3.23) and the fact that τ1 = 0, we have
θk(1 + τk)[ψ(x
k)− ψ(x)]



















‖g1 − g0‖2∗ −
θ1η1
2

























‖x1 − x0‖2 − θ1η1
2








‖x1 − x0‖2 + θ1η1P (x0, x)− θkηk2 P (x
k, x),
where the second inequality follows from the simple relation that b〈u, v〉 − a‖v‖2/2 ≤
b2‖u‖2/(2a), ∀a > 0 and (3.1.4), the third inequality follows from (3.3.31), (3.3.14), the
definition of gt in (3.3.5) and (1.1.4), and the last inequality follows from the facts that
x0 = x0 and x1 = x1 (due to τ1 = 0). Therefore, by plugging the parameter setting in
(3.3.29) into the above inequality, we conclude that
ψ(xk)− ψ∗ = f(xk)− f(x∗) ≤ [θk(1 + τk)]−1[θ1η1P (x0, x∗)− θkηk2 P (x
k, x)] ≤ 12Lf
k(k+1)
P (x0, x∗).
In view of the results obtained in the above two corollaries, GEM exhibits optimal rates
of convergence for both strongly convex and smooth cases. Different from the classical
NAG method, GEM performs extrapolation on the gradients, rather than the iterates. This
fact will help us to develop an enhanced randomized incremental gradient method than
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RPDG in Chapter 2, i.e., the Random Gradient Extrapolation Method, with a much simpler
analysis.
3.4 Convergence Analysis of RGEM
Our main goal in this section is to establish the convergence properties of RGEM for solv-
ing (3.1.1) and (1.1.5), i.e., the main results stated in Theorem 3.2.1 and 3.2.2. In fact,
comparing RGEM in Algorithm 5 with GEM in Algorithm 7, RGEM is a direct random-
ization of GEM. Therefore, inheriting from GEM, its convergence analysis is carried out
completely in the primal space. However, the analysis for RGEM is more challenging es-





i ) and f(x
k),
for which we exploit the function Q defined in (3.4.3) as an intermediate tool; 2) bound the
error caused by inexact gradients at the initial point and 3) analyze the accumulated error
caused by randomization and noisy stochastic gradients.
Before proving Theorem 3.2.1 and 3.2.2, we first need to provide some important
technical results. Let x̂ti and ŷ
t
i , i = 1, . . . ,m, t ≥ 1 be defined as
















i is defined in (3.2.22).
(3.4.2)
The following simple result demonstrates a few identities related to xti (cf. (3.2.8)) and y
t
i
(cf. (3.2.9) or (3.2.22)).
Lemma 3.4.7 Let xt and yti be defined in (3.2.7) and (3.2.9) (or (3.2.22)), respectively,
and x̂ti and ŷ
t
i be defined as in (3.4.1) and (3.4.2), respectively. Then we have, for any
i = 1, . . . ,m and t = 1, . . . , k,
Et[yti ] = 1m ŷ
t




Et[xti] = 1m x̂
t





i) + (1− 1m)fi(x
t−1
i ),
Et[‖∇fi(xti)−∇fi(xt−1i )‖2∗] = 1m‖∇fi(x̂
t
i)−∇fi(xt−1i )‖2∗,
where Et denotes the conditional expectation w.r.t. it given i1, . . . , it−1 when yti is defined in




i is defined in (3.2.22), respectively.
Proof. This first equality follows immediately from the facts that Probt{yti = ŷti} =




i } = 1 − 1m . Here Probt denotes the condi-
tional probability w.r.t. it given i1, . . . , it−1 when yti is defined in (3.2.9) and w.r.t it given
i1, . . . , it−1, ξ
t




i is defined in (3.2.22), respectively. Similarly, we can prove
the rest equalities.
We define the following function Q to help us analyze the convergence properties of
RGEM. Let x, x ∈ X be two feasible solutions of (3.1.1) (or (1.1.5)), we define the corre-
sponding Q(x, x) by
Q(x, x) := 〈∇f(x), x− x〉+ µw(x)− µw(x). (3.4.3)
It is obvious that if we fix x = x∗, an optimal solution of (3.1.1) (or (1.1.5)), by the
convexity of w and the optimality condition of x∗, for any feasible solution x, we can
conclude that
Q(x, x∗) ≥ 〈∇f(x∗) + µw′(x∗), x− x∗〉 ≥ 0.
Moreover, observing that f is smooth, we conclude that
Q(x, x∗) = f(x∗) + 〈∇f(x∗), x− x∗〉+ µw(x)− ψ(x∗) ≥ −Lf
2
‖x− x∗‖2 + ψ(x)− ψ(x∗).
(3.4.4)
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The following lemma establishes an important relationship regarding Q.
Lemma 3.4.8 Let xt be defined in (3.2.7), and x ∈ X be any feasible solution of (3.1.1)
or (1.1.5). Suppose that τt in RGEM satisfy
θt(m(1 + τt)− 1) = θt−1m(1 + τt−1), t = 2, . . . , k, (3.4.5)
for some θt ≥ 0, t = 1, . . . , k. Then, we have
∑k





− θ1(m(1 + τ1)− 1)[〈x0 − x,∇f(x)〉+ f(x)]. (3.4.6)
Proof. In view of the definition of Q in (3.4.3), we have
Q(xt, x) = 1
m
∑m







i − x,∇fi(x)〉 − τt〈xt−1i − x,∇fi(x)〉] + µw(xt)− µw(x).









Multiplying both sides of the above inequality by θt, and summing up the resulting inequal-














Note that by (3.4.5) and the fact that x0i = x








i − x,∇fi(x)〉 − θt((1 + τt)− 1m)〈x
t−1
i − x,∇fi(x)〉]
= θk(1 + τk)〈xki − x,∇fi(x)〉 − θ1((1 + τ1)− 1m)〈x
0 − x,∇fi(x)〉, ∀i
Combining the above three relations and using the convexity of fi, we obtain
∑k
t=1θtE[Q(xt, x)] ≤ θk(1 + τk)
∑m




which in view of (3.4.7) implies (3.4.6).
3.4.1 Convergence Analysis of RGEM for Deterministic Finite-sum Optimization
We now prove the main convergence properties for RGEM to solve (3.1.1). Observe that
RGEM starts with y0i = 0, i = 1, . . . ,m, and only updates the corresponding it-block
of (xti, y
t
i), i = 1, . . . ,m, according to (3.2.8) and (3.2.9), respectively. Therefore, for y
t
i
generated by RGEM, we have
yti =

0, if the i-th block has never been updated for the first t iterations,
∇fi(xti), o.w.
(3.4.8)
Throughout this subsection, we assume that there exists σ0 ≥ 0 which is the upper bound of
the initial gradients, i.e., (3.2.13) holds. Proposition 3.4.9 below establishes some general
convergence properties of RGEM for solving strongly convex problems.
Proposition 3.4.9 Let xt and xk be defined as in (3.2.7) and (3.2.10), respectively, and x∗
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be an optimal solution of (3.1.1). Let σ0 be defined in (3.2.13), and suppose that {ηt}, {τt},
and {αt} in RGEM satisfy (3.4.5) and
mθt−1 = αtθt, t ≥ 2, (3.4.9)
θtηt ≤ θt−1(µ+ ηt−1), t ≥ 2, (3.4.10)
2αtLi ≤ mτt−1ηt, i = 1, . . . ,m; t ≥ 2, (3.4.11)
4Li ≤ τk(µ+ ηk), i = 1, . . . ,m, (3.4.12)
for some θt ≥ 0, t = 1, . . . , k. Then, for any k ≥ 1, we have























i〉+µw(xt)−µw(x) ≤ ηtP (xt−1, x)− (µ+ ηt)P (xt, x)− ηtP (xt−1, xt).
(3.4.15)
Moreover, using the definition of ψ in (3.1.1), the convexity of fi, and the fact that ŷti =

























i) + 〈ŷti , xt−1i − x̂
t
i〉] + µw(xt)− µw(x)− 1m
∑m













+ µw(xt)− µw(x)− 1
m
∑m
i=1〈ŷti , x− xt〉, (3.4.16)
where the first equality follows from the definition of x̂ti in (3.4.1), and the last inequality
follows from the smoothness of fi (see Theorem 2.1.5 in [6]) and (3.4.2). It then follows























i − yt−1i − αt(yt−1i − yt−2i )]〉
+ ηtP (x
t−1, x)− (µ+ ηt)P (xt, x)− ηtP (xt−1, xt).
Therefore, taking expectation on both sides of the above relation over {i1, . . . , ik}, and














i=1(m(1 + τt)− 1)fi(x
t−1
i )]





i − yt−1i )− αt(yt−1i − yt−2i )]〉}
+ E[ηtP (xt−1, x)− (µ+ ηt)P (xt, x)− ηtP (xt−1, xt)].
Multiplying both sides of the above inequality by θt, and summing up the resulting inequal-































i=1θtE[〈xt − x, yti − y
t−1
i − αtm (y
t−1
i − yt−2i )〉]
+
∑k
t=1θtE[ηtP (xt−1, x)− (µ+ ηt)P (xt, x)− ηtP (xt−1, xt)]. (3.4.17)
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Now by (3.4.9), and the facts that y−1i = y
0







i=1θt〈xt − x, yti − y
t−1
i − αtm (y
t−1
i − yt−2i )〉
=
∑k






























Moreover, in view of (3.4.10), (3.4.5), and the fact that x0i = x
0, i = 1, . . . ,m, we obtain
∑k
t=1θt[ηtP (x
t−1, x)− (µ+ ηt)P (xt, x)]
(3.4.10)













i )− θ1(m(1 + τ1)− 1)f(x0),
















〈xt − xt−1, yt−1it−1 − y
t−2
it−1























By the strong convexity of P (·, ·) in (3.1.4), the simple relations that b〈u, v〉 − a‖v‖2/2 ≤






〈xt − xt−1, yt−1it−1 − y
t−2
it−1






































































〈xt − xt−1, yt−1it−1 − y
t−2
it−1




















Similarly, in view of (3.4.12), we obtain
θk
[





























where the last inequality follows from the fact that mηk+1 ≤ αk+1(µ + ηk) (induced from



















We now provide a bound on E[‖∇fit(xt−1it )− y
t−1
it








∗, if the it-th block has never been updated until iteration t;
0, o.w.
Let us denote event Bit := {the it-th block has never been updated until iteration t}, for all













where the last inequality follows from the definitions of Bit , xti in (3.2.8) and σ20 in (3.2.13).




t=1θtE[Q(xt, x∗)] ≤ θ1(m(1 + τ1)− 1)[f(x













which, in view of the relation−〈x0−x∗,∇f(x∗)〉 ≤ 〈x0−x∗, µw′(x∗)〉 ≤ µw(x0)−µw(x∗)
and the convexity of Q(·, x∗), implies the first result in (3.4.13). Moreover, we can also
conclude from the above inequality that
θk(µ+ηk)
2








from which the second result in (3.4.13) follows.
With the help of Proposition 3.4.9, we are now ready to prove Theorem 3.2.1, which
establishes the convergence properties of RGEM. In particular, Theorem 3.2.1 shows that










Proof of Theorem 3.2.1. Letting θt = α−t, t = 1, . . . , k, we can easily check that param-
eter setting in (3.2.14) with α defined in (3.2.15) satisfies conditions (3.4.5) and (3.4.9)-
(3.4.12) stated in Proposition 3.4.9. It then follows from (3.2.14) and (3.4.13) that
E[Q(xk, x∗)] ≤ αk
1−αk
[










E[P (xk, x∗)] ≤ 2αk
[












, ∀k ≥ 1.
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Also observe that α ≥ 2m−1
2m






)t ≤∑kt=1 (2(m−1)2m−1 )t ≤ 2(m− 1).
Combining the above three relations and the fact that m(1− α) ≤ 1/2, we have
E[Q(xk, x∗)] ≤ αk
1−αk∆0,σ0 ,
E[P (xk, x∗)] ≤ 2αk∆0,σ0/µ, ∀k ≥ 1, (3.4.20)
where ∆0,σ0 is defined in (3.2.18). The second relation immediately implies our bound in
(3.2.16). Moreover, by the strong convexity of P (·, ·) in (3.1.4) and (3.2.16), we have
Lf
2


























Combining the above relation with the first inequality in (3.4.20) and (3.4.4), we obtain
E[ψ(xk)− ψ(x∗)]
(3.4.4)

























































k ≤ 2αk/2 + αk ≤ 3αk/2,
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we have















3.4.2 Convergence Analysis of RGEM for Stochastic Finite-sum Optimization
Our goal in this section is to establish the convergence properties of RGEM for solving
stochastic finite-sum optimization problems in (1.1.5). For notation convenience, we use
E[ik] for taking expectation over {i1, . . . , ik}, Eξ for expectations over {ξ1, . . . , ξk}, respec-
tively, we use E to denote the expectations over all random variables.
Note that the parameter {Bt} in Algorithm 6 denotes the batch size used to compute ytit
in (3.2.22). Since we now assume that ‖ · ‖ is associated with a certain inner product, it can
be easily seen from (3.2.22), and the two assumptions we have for the stochastic gradients
computed by SFO oracle, i.e., (3.2.20) and (3.2.21), that











, ∀it, t = 1, . . . , k, (3.4.21)
and hence ytit is an unbiased estimator of ∇fit(x
t
it). Moreover, for y
t
i generated by Algo-
rithm 6, we can see that
yti =









i,j), if the latest update happened at l-th iteration, for 1 ≤ l ≤ t.
(3.4.22)
We first establish some general convergence properties for Algorithm 6.
Proposition 3.4.10 Let xt and xk be defined as in (3.2.7) and (3.2.10), respectively, and
x∗ be an optimal solution of (1.1.5). Suppose that σ0 and σ are defined in (3.2.13) and
(3.2.21), respectively, and {ηt}, {τt}, and {αt} in Algorithm 6 satisfy (3.4.5), (3.4.9)
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(3.4.10), and (3.4.12) for some θt ≥ 0, t = 1, . . . , k. Moreover, if
3αtLi ≤ mτt−1ηt, i = 1, . . . ,m; t ≥ 2, (3.4.23)
then for any k ≥ 1, we have


























with ∆̃0,σ0 defined in (3.4.14).
Proof. Observe that in Algorithm 6 yti is updated as in (3.2.22). Therefore, according









i,j), i = 1, . . . ,m, t ≥ 1,
which together with the first relation in (3.4.21) imply that Eξ[〈ŷti , x−x̂ti〉] = Eξ[〈∇fi(x̂ti), x−























































i − yt−1i − αt(yt−1i − yt−2i )]〉
+ ηtP (x




where the last inequality follows from (3.4.15). Following the same procedure as in the









































By the strong convexity of P (·, ·) in (3.1.4), and the fact that b〈u, v〉−a‖v‖2/2 ≤ b2‖u‖2/(2a),∀a >
0, we have, for t = 2, . . . , k,
E[− θtαt
m
〈xt − xt−1, yt−1it−1 − y
t−2
it−1




































































Similarly, we can also obtain
E
[































































Combining the above three relations, and using the fact that mηk+1 ≤ αk+1(µ + ηk) (in-


































, ∀t ≥ 2.
Let us denote Eit,t := max{l : il = it, l < t} with Eit,t = 0 denoting the event that the it-th



























where the first term in the inequality corresponds to the case when the it-block has never
been updated for the first t−1 iterations, and the second term represents that its latest update
for the first t − 1 iterations happened at the l-th iteration. Hence, using Lemma 3.4.8 and
following the same argument as in the proof of Proposition 3.4.9, we obtain our results in
(3.4.24).
We are now ready to prove Theorem 3.2.2, which establishes an optimal complexity
bound (up to a logarithmic factor) on the number of calls to the SFO oracle and a linear
rate of convergence in terms of the communication complexity for solving problem (1.1.5).
Proof of Theorem 3.2.2 Let us set θt = α−t, t = 1, . . . , k. It is easy to check that the
parameter setting in (3.2.14) with α defined in (3.2.15) satisfies conditions (3.4.5), (3.4.9),
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(3.4.10), (3.4.12), and (3.4.23) as required by Proposition 3.4.10. By (3.2.14), the definition


















































Hence, similar to the proof of Theorem 3.2.1, using the above relations and (3.2.14) in
(3.4.24), we obtain















where ∆0,σ0 is defined in (3.2.18). The second relation implies our results in (3.2.24).
Moreover, (3.2.25) follows from the same argument as we used in proving Theorem 3.2.1.
3.5 Concluding Remarks of This Chapter
In this chapter, we propose a new randomized incremental gradient method, referred to
as random gradient extrapolation method, for solving the classes of deterministic finite-
sum optimization problems in (3.1.1) and stochastic finite-sum optimization problems in
(1.1.5), respectively. We demonstrate that without any exact gradient evaluation even at the
initial point, this algorithm achieves optimal linear rate of convergence for deterministic
strongly convex problems, as well as exhibiting optimal sublinear rate of convergence (up to
a logarithmic factor) for stochastic strongly convex problems. All these complexity bounds
have been established in terms of the total number of gradient computations of component
function fi and the latter complexity bound on the computation of stochastic gradients is in
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fact asymptotically independent of the number of components m. Moreover, we consider
solving finite-sum problems in (3.1.1) and (1.1.5) in a distributed network setting with m
agents connected to a central server. Since each iteration of our proposed algorithm only
involves constant number of communication rounds between the server and one randomly
selected agent, it achieves linear communication complexity and avoids synchronous delays
among agents. It is worth pointing out that by exploiting the mini-batch technique, the
algorithm can also achieve linear communication complexity for solving stochastic finite-
sum problems which is the best-known communication complexity bound for distributed
stochastic optimization problems in the literature.
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CHAPTER 4
COMMUNICATION-EFFICIENT ALGORITHMS FOR DECENTRALIZED AND
STOCHASTIC OPTIMIZATION
4.1 Overview
We present a new class of decentralized first-order methods for nonsmooth and stochastic
optimization problems defined over multiagent networks. Considering that communica-
tion is a major bottleneck in decentralized optimization, our main goal in this chapter is to
develop algorithmic frameworks which can significantly reduce the number of inter-node
communications. Our major contribution is to present a new class of decentralized primal-
dual type algorithms, namely the decentralized communication sliding (DCS) methods,
which can skip the inter-node communications while agents solve the primal subproblems
iteratively through linearizations of their local objective functions. By employing DCS,
agents can find an ε-solution both in terms of functional optimality gap and feasibility resid-
ual inO(1/ε) (resp.,O(1/
√
ε)) communication rounds for general convex functions (resp.,
strongly convex functions), while maintaining the O(1/ε2) (resp., O(1/ε)) bound on the
total number of intra-node subgradient evaluations. We also present a stochastic counter-
part for these algorithms, denoted by SDCS, for solving stochastic optimization problems
whose objective function cannot be evaluated exactly. In comparison with existing results
for decentralized nonsmooth and stochastic optimization, we can reduce the total number
of inter-node communication rounds by orders of magnitude while still maintaining the
optimal complexity bounds on intra-node stochastic subgradient evaluations. The bounds
on the (stochastic) subgradient evaluations are actually comparable to those required for
centralized nonsmooth and stochastic optimization under certain conditions on the target
accuracy.
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To the best of our knowledge, this is the first time that these communication sliding
algorithms, and the aforementioned separate complexity bounds on communication rounds
and (stochastic) subgradient evaluations are presented in the literature. Table 4.1 sum-
marizes the improvement on communication complexity obtained by our algorithms over
existing methods for decentralized nonsmooth and stochastic optimization.
Table 4.1: Summary of communication complexities for obtaining a (stochastic) ε-solution
of (1.2.13)
Problem type: fi Communication rounds
Our results Existing results
Deterministic, convex O{1/ε} O {1/ε2}
Deterministic, strongly convex O{1/
√
ε} O {1/ε}
Stochastic, convex O{1/ε} O {1/ε2}
Stochastic, strongly convex O{1/
√
ε} O {1/ε}
This chapter is organized as follows. In Section 4.2, we introduce the problem formu-
lation and the definition of the gap function, which will be used as the termination criterion
of our methods. We also provide some preliminaries on distance generating functions and
prox-functions. In Section 4.3, we present the communication sliding algorithms when the
exact subgradients of fi’s are available and establish their convergence properties for the
general and strongly convex cases. In Section 4.4, we generalize the algorithm in Section
4.3 for stochastic optimization problems. The proofs of some important technical results
in Section 4.3 and 4.4 are provided in Section 4.5. We also provide some preliminary
numerical results in Section 4.6 to demonstrate the advantages of our algorithms. Some
concluding remarks are made in Section 4.7.
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4.1.1 Notation and Terminologies
Let R denote the set of real numbers. All vectors are viewed as column vectors, and for a
vector x ∈ Rd, we use x> to denote its transpose. For a stacked vector of xi’s, we often
use (x1, . . . , xm) to represent the column vector [x>1 , . . . , x
>
m]
>. We denote by 0 and 1
the vector of all zeros and ones whose dimensions vary from the context. The cardinality
of a set S is denoted by |S|. We use Id to denote the identity matrix in Rd×d. We use
A ⊗ B for matrices A ∈ Rn1×n2 and B ∈ Rm1×m2 to denote their Kronecker product of
size Rn1m1×n2m2 . For a matrix A ∈ Rn×m, we use Aij to denote the entry of i-th row and
j-th column. For any m ≥ 1, the set of integers {1, . . . ,m} is denoted by [m].
4.2 Preliminaries
In Subsections 4.2.1 we introduce the saddle point reformulation of (1.2.13) and define ap-
propriate gap functions which will be used for the convergence analysis of our algorithms.
Moreover, in Subsection 4.2.2 we provide a brief review on the distance generating function
and prox-function.
4.2.1 Problem Formulation and Termination Criteria
We consider a reformulation of the problem (1.2.19) (equivalently (1.2.13)) as a saddle
point problem. By the method of Lagrange multipliers, problem (1.2.19) is equivalent to









where Xm := X1 × . . . × Xm and y = (y1, . . . , ym) ∈ Rmd are the Lagrange multipliers
associated with the constraints Lx = 0. We assume that there exists an optimal solution
x∗ ∈ Xm of (1.2.19) and that there exists y∗ ∈ Rmd such that (x∗,y∗) is a saddle point
of (4.2.1). In fact, since our objective function F (x) is convex, strong duality holds if
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constraint qualification (CQ) condition holds. In particular, CQ condition states that there
exists x̄ ∈ Xm such that Lx̄ = 0, which is implied by the assumption that there exists an
optimal solution to (1.2.19).
Given a pair of feasible solutions z = (x,y) and z̄ = (x̄, ȳ) of (4.2.1), we define the
primal-dual gap function Q(z; z̄) by
Q(z; z̄) := F (x) + 〈Lx, ȳ〉 − [F (x̄) + 〈Lx̄,y〉]. (4.2.2)
Sometimes we also use the notations Q(z; z̄) := Q(x,y; x̄, ȳ) or Q(z; z̄) := Q(x,y; z̄) =
Q(z; x̄, ȳ). One can easily see that Q(z∗; z) ≤ 0 and Q(z; z∗) ≥ 0 for all z ∈ Xm × Rmd,





measures the accuracy of the approximate solution z to the saddle point problem (4.2.1).
However, the saddle point formulation (4.2.1) of our problem of interest (1.2.13) may
have an unbounded feasible set. We adopt the perturbation-based termination criterion by
Monteiro and Svaiter [101, 102, 103] and propose a modified version of the gap function
in (4.2.3). More specifically, we define
gY (s, z) := sup
ȳ∈Y
Q(z; x∗, ȳ)− 〈s, ȳ〉, (4.2.4)
for any closed set Y ⊆ Rmd, z ∈ Xm × Rmd and s ∈ Rmd. If Y = Rmd, we omit the
subscript Y and simply use the notation g(s, z).
This perturbed gap function allows us to bound the objective function value and the
feasibility separately. We first define the following terminology.
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Definition 1 A point x ∈ Xm is called an (ε, δ)-solution of (1.2.19) if
F (x)− F (x∗) ≤ ε and ‖Lx‖ ≤ δ. (4.2.5)
We say that x has primal residual ε and feasibility residual δ.
Similarly, a stochastic (ε, δ)-solution of (1.2.19) can be defined as a point x̂ ∈ Xm s.t.
E[F (x̂)− F (x∗)] ≤ ε and E[‖Lx̂‖] ≤ δ for some ε, δ > 0. Note that for problem (1.2.19),
the feasibility residual measures the disagreement among the local copies xi, for i ∈ N .
In the following proposition, we adopt a result from [104, Proposition 2.1] to describe
the relationship between the perturbed gap function (4.2.4) and the approximate solutions
to problem (1.2.19). Although the proposition was originally developed for deterministic
cases, the extension of this to stochastic cases is straightforward.
Proposition 4.2.1 For any Y ⊂ Rmd such that 0 ∈ Y , if gY (Lx, z) ≤ ε < ∞ and
‖Lx‖ ≤ δ, where z = (x,y) ∈ Xm × Rmd, then x is an (ε, δ)-solution of (1.2.19). In
particular, when Y = Rmd, for any s such that g(s, z) ≤ ε < ∞ and ‖s‖ ≤ δ, we always
have s = Lx.
4.2.2 Distance Generating Function and Prox-function
In this subsection, we define the concept of prox-function, which is also known as prox-
imity control function or Bregman distance function [86]. Prox-function has played an
important role in the recent development of first-order methods for convex programming
as a substantial generalization of the Euclidean projection. Unlike the standard projection
operator ΠU [x] := argminu∈U‖x−u‖2, which is inevitably tied to the Euclidean geometry,
prox-function can be flexibly tailored to the geometry of a constraint set U .
For any convex set U equipped with an arbitrary norm ‖ · ‖U , we say that a function
ω : U → R is a distance generating function with modulus ν > 0 with respect to ‖ · ‖U , if
ω is continuously differentiable and strongly convex with modulus ν with respect to ‖ · ‖U ,
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i.e.,
〈∇ω(x)−∇ω(u), x− u〉 ≥ ν‖x− u‖2U , ∀x, u ∈ U. (4.2.6)
The prox-function, or Bregman distance function, induced by ω is given by
V (x, u) ≡ Vω(x, u) := ω(u)− [ω(x) + 〈∇ω(x), u− x〉]. (4.2.7)
It then follows from the strong convexity of ω that
V (x, u) ≥ ν
2
‖x− u‖2U , ∀x, u ∈ U.
We now assume that the individual constraint set Xi for each agent in problem (1.2.13)
are equipped with norm ‖ · ‖Xi , and their associated prox-functions are given by Vi(·, ·).
Moreover, we assume that each Vi(·, ·) shares the same strongly convex modulus ν = 1,
i.e.,
Vi(xi, ui) ≥ 12‖xi − ui‖
2
Xi
, ∀xi, ui ∈ Xi, i = 1, . . . ,m. (4.2.8)
We define the norm associated with the primal feasible set Xm = X1× . . .×Xm of (4.2.1)
as follows:1
‖x‖2 ≡ ‖x‖2Xm :=
∑m
i=1‖xi‖2Xi , (4.2.9)
where x = (x1, . . . , xm) ∈ Xm for any xi ∈ Xi. Therefore, the corresponding prox-
function V(·, ·) can be defined as
V(x,u) :=
∑m
i=1Vi(xi, ui), ∀x,u ∈ Xm. (4.2.10)
1 We can define the norm associated withXm in a more general way, e.g., ‖x‖2 :=
∑m
i=1pi‖xi‖2Xi , ∀x =
(x1, . . . , xm) ∈ Xm, for some pi > 0, i = 1, . . . ,m. Accordingly, the prox-function V(·, ·) can be defined
as V(x,u) :=
∑m
i=1piVi(xi, ui), ∀x,u ∈ Xm. This setting gives us flexibility to choose pi’s based on the
information of individual Xi’s, and the possibility to further refine the convergence results.
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Note that by (4.2.8) and (4.2.9), it can be easily seen that
V(x,u) ≥ 1
2
‖x− u‖2, ∀x,u ∈ Xm. (4.2.11)
Throughout the chapter, we endow the dual space where the multipliers y of (4.2.1)
reside with the standard Euclidean norm ‖ · ‖2, since the feasible region of y is unbounded.
For simplicity, we often write ‖y‖ instead of ‖y‖2 for a dual multiplier y ∈ Rmd.
4.3 Decentralized Communication Sliding
In this section, we introduce a primal-dual algorithmic framework, namely, the decentral-
ized communication sliding (DCS) method, for solving the saddle point problem (4.2.1) in
a decentralized fashion. Moreover, we will establish complexity bounds on the required
number of inter-node communication rounds as well as the total number of required sub-
gradient evaluations. Throughout this section, we consider the deterministic case where
exact subgradients of fi’s are available.
4.3.1 The DCS Algorithm
The basic scheme of the DCS algorithm is inspired by Chambolle and Pock’s primal-dual
method in [93]. The primal-dual method in [93] is an efficient and simple method for
solving saddle point problems, which can be viewed as a refined version of the primal-dual
hybrid gradient method by Arrow et al. [105]. However, its analysis is more closely related
to a few recent important works for solving bilinear saddle point problems (e.g., [97, 106,
107, 108]). When applied to our saddle point reformulation defined in (4.2.1), for any given
initial points x0 = x−1 ∈ Xm and y0 ∈ Rmd, and certain nonnegative parameters {αk},
{τk} and {ηk}, the primal-dual method updates (xk,yk) according to
x̃k = αk(x
k−1 − xk−2) + xk−1, (4.3.1)
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Φk(x) := 〈Lyk,x〉+ F (x) + ηkV(xk−1,x)
}
. (4.3.3)
Note that the incorporation of the Bregman distance into the primal-dual method (see
(4.3.3)) was first introduced in [109].
In each iteration of the primal-dual method, only the computation of the matrix-vector
products Lx̃k and Lyk will involve the communication among different agents, while the
other computations such as the updating of x̃k,yk and xk can be performed separately by
each agent. Under the assumption that the subproblem (4.3.3) can be easily solved, we
can show that by properly choosing the algorithmic parameters αk, τk and ηk one can find
an ε-solution, i.e., a point x̄ ∈ Xm such that F (x̄) − F (x∗) ≤ ε and ‖Lx̄‖ ≤ ε, within
O(1/ε) iterations ([97, 106, 107, 108, 26, 94, 110]). This implies that one can find such
an ε-solution in O(1/ε) rounds of communication, which already improves the existing
O(1/ε2) communication complexity for decentralized nonsmooth optimization. However,
such a communication complexity bound is not quite meaningful because F is a general
nonsmooth convex function and it is often difficult to solve the primal subproblem (4.3.3)
explicitly.
One natural way to address this issue is to approximately solve (4.3.3) through an iter-
ative subgradient descent method. Inside this iterative subgradient descent method, we do
not need to re-compute the matrix-vector products Lx̃k and Lyk, and hence no communica-
tion cost is involved. However, a straightforward pursuit of this approach, i.e., to solve the
subproblem accurately enough at each iteration, does not necessarily yield the best com-
plexity bound in terms of the total number of subgradient computations. To achieve the best
possible complexity bounds in terms of both subgradient computation and communication,
the proposed DCS method (along with its analysis) are in fact more complicated than the
aforementioned inexact primal-dual method in the following two aspects. Firstly, while in
most inexact first-order methods one usually computes only one approximate solution of
120
the subproblems, in the proposed DCS method we need to generate a pair of closely related
approximate solutions xk = (xk1, . . . , x
k
m) and x̂
k = (x̂k1, . . . , x̂
k
m) to the subproblem in
(4.3.3). Secondly, we need to modify the primal-dual method in a way such that one of
these sequence (i.e.,{x̂k}) will be used in the the extrapolation step in (4.3.1), while the
other sequence {xk} will act as the prox-center in V(xk−1,x) (see (4.3.3)).
Algorithm 8 DCS from agent i’s perspective




i ∈ Xi, y0i ∈ Rd for i ∈ [m] and the nonnegative parameters {αk},
{τk}, {ηk} and {Tk} be given.
for k = 1, . . . , N do




i ) according to
x̃ki = αk(x̂
k−1






yki = argminyi∈Rd 〈−v
k
i , yi〉+ τk2 ‖yi − y
k−1























The CS (Communication-Sliding) procedure called at (4.3.8) is stated as follows.
procedure: (x, x̂) = CS(φ, U, V, T, η, w, x)
Let u0 = û0 = x and the parameters {βt} and {λt} be given.
for t = 1, . . . , T do
ht−1 = φ′(ut−1) ∈ ∂φ(ut−1), (4.3.9)
ut = argminu∈U
[











Set x = uT and x̂ = ûT .
end procedure
We formally describe our DCS method in Algorithm 8. An outer iteration of the DCS
algorithm occurs whenever the index k in Algorithm 8 is incremented by 1. More specif-
121
ically, each primal estimate x0i is locally initialized from some arbitrary point in Xi, and
x−1i and x̂
0
i are also set to be the same value. At each time step k ≥ 1, each agent i ∈ N
computes a local prediction x̃ki using these three previous primal iterates (ref. (4.3.4)),
and sends it to all of the nodes in its neighborhood, i.e., to all agents j ∈ Ni. In (4.3.5)-
(4.3.6), each agent i then calculates the neighborhood disagreement vki using the messages
received from agents in Ni, and updates the dual subvector yki . Then, another round of
communication occurs in (4.3.7) when calculating wki based on these updated dual vari-
ables. Therefore, each outer iteration k involves two communication rounds, one for the
primal estimates and the other for the dual variables. Lastly, each agent i approximately
solves the proximal projection subproblem (4.3.3), i.e.,
argminu∈U 〈w, u〉+ φ(u) + ηV (x, u) (4.3.12)
with u = xi, U = Xi, w = wki , φ = fi, η = ηk and V = Vi, by calling the CS procedure
for T = Tk iterations in (4.3.8).
Each iteration performed by the CS procedure, referred to as an inner iteration of the
DCS method, is equivalent to a subgradient descent step applied to (4.3.12). More specifi-
cally, each inner iteration consists of the computation of the subgradient φ′(ut−1) in (4.3.9)
and the solution of the projection subproblem in (4.3.10). Note that the objective function
of (4.3.10) consists of two parts: 1) the inner product of u and the summation of w and the
current subgradient φ′(ut−1); and 2) two Bregman distances requiring that the new iterate




〈w + ht−1 − η∇ω(x)− ηβt∇ω(ut−1), u〉+ η(1 + βt)ω(u)
]
.
Similar to mirror-descent type methods, we assume that this problem is easy to solve. Also
observe that the same dual information w = wki (see (4.3.7)) has been used throughout the
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T = Tk iterations of the CS procedure, and hence no additional communication is required
within the procedure, which explains the name of the DCS method.
Observe that the DCS method, in spirit, has been inspired by our recent work on gra-
dient sliding [111]. However, the gradient sliding method in [111] focuses on how to save
gradient evaluations for solving certain structured convex optimization problems, rather
than how to save communication rounds (or matrix-vector products) for decentralized opti-
mization, and its algorithmic scheme is also quite different from the DCS method. It should
also be note that the description of the algorithm is only conceptual at this moment since
we have not specified the parameters {αk}, {ηk}, {τk}, {Tk}, {βt} and {λt} yet. We will
later instantiate this generic algorithm when we state its convergence properties.
4.3.2 Convergence of DCS on General Convex Functions
We now establish the main convergence properties of the DCS algorithm. More specifically,
we provide in Lemma 4.3.2 an estimate on the gap function defined in (4.2.2) together
with stepsize policies which work for the general nonsmooth convex case with µ = 0 (cf.
(1.2.14)). The proof of this lemma can be found in Section 4.5.
Lemma 4.3.2 Let the iterates (x̂k,yk), k = 1, . . . , N be generated by Algorithm 8 and





k,yk). If the objective fi, i = 1, . . . ,m,
are general nonsmooth convex functions, i.e., µ = 0 and M > 0, let the parameters {αk},




≤ θk−1 (Tk−1+1)(Tk−1+2)ηk−1Tk−1(Tk−1+3) , k = 2, . . . , N, (4.3.13)
αkθk = θk−1, k = 2, . . . , N, (4.3.14)
θkτk = θ1τ1, k = 2, . . . , N, (4.3.15)
αk‖L‖2 ≤ ηk−1τk, k = 2, . . . , N, (4.3.16)
θN‖L‖2 ≤ θ1τ1ηN , (4.3.17)
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and the parameters {λt} and {βt} in the CS procedure of Algorithm 8 be set to
λt = t+ 1, βt =
t
2
, ∀t ≥ 1. (4.3.18)
Then, we have for all z := (x,y) ∈ Xm × Rmd,
















where ŝ := θNL(x̂N − xN−1) + θ1τ1(yN − y0) and Q is defined in (4.2.2). Furthermore,



















In the following theorem, we provide a specific selection of {αk}, {θk}, {ηk}, {τk}
and {Tk} satisfying (4.3.13)-(4.3.17). Using Lemma 4.3.2 and Proposition 4.2.1, we also
establish the complexity of the DCS method for computing an (ε, δ)-solution of problem
(1.2.19) when the objective functions are general convex.
Theorem 4.3.3 Let x∗ be an optimal solution of (1.2.19), the parameters {λt} and {βt}
in the CS procedure of Algorithm 8 be set to (4.3.18), and suppose that {αk}, {θk}, {ηk},
{τk} and {Tk} are set to





, ∀k = 1, . . . , N, (4.3.21)
for some D̃ > 0. Then, for any N ≥ 1, we have















6V(x0,x∗) + 4D̃ + 4‖y∗ − y0‖
]
, (4.3.23)




k, and y∗ is an arbitrary dual optimal solution.









Therefore, by plugging in these values to (4.3.19), we have










Letting ŝN = 1
N











6V(x0,x∗) + ‖y∗ − y0‖2 + 4D̃ + ‖y∗ − y0‖
]
.
Furthermore, by (4.3.24), we have








Applying Proposition 4.2.1 to the above two inequalities, the results in (4.3.22) and (4.3.23)
follow immediately.
We now make some remarks about the results obtained in Theorem 4.3.3. Firstly, even
though one can choose any D̃ > 0 (e.g., D̃ = 1) in (4.3.21), the best selection of D̃
would be V(x0,x∗) so that the first and third terms in (4.3.24) are about the same order. In
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practice, if there exists an estimate DXm > 0 s.t.
V(x1,x2) ≤ D2Xm , ∀x1,x2 ∈ Xm, (4.3.25)
then we can set D̃ = D2Xm .
Secondly, the complexity of the DCS method directly follows from (4.3.22) and (4.3.23).
For simplicity, let us assume thatX is bounded, D̃ = D2Xm and y0 = 0. We can see that the
total number of inter-node communication rounds and intra-node subgradient evaluations











































Thirdly, it is interesting to compare DCS with the centralized mirror descent method [23]
applied to (1.2.13). In the worst case, the Lipschitz constant of f in (1.2.13) can be bounded
by Mf ≤ mM , and each iteration of the method will incur m subgradient evaluations.
Hence, the total number of subgradient evaluations performed by the mirror descent method








where D2X characterizes the diameter of X , i.e., D2X := maxx1,x2∈X V (x1, x2). Noting
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that D2X/D2Xm = O(1/m), and that the second bound in (4.3.28) states only the number
of subgradient evaluations for each agent in the DCS method, we conclude that the total
number of subgradient evaluations performed by DCS is comparable to the classic mirror
descent method as long as (4.3.27) holds and hence not improvable in general.
Finally, observe that the parameter setting (4.3.21) requires the knowledge of the norm
of Laplacian matrix L, i.e., ‖L‖ = max‖x‖≤1{‖Lx‖2}. If we use l2-norm for the pri-
mal space, ‖L‖ will be the maximum eigenvalue of L. We can estimate it using power
iteration method or simply bound it by the maximum degree of the graph. If we use l1-









j , where Li’s denote the row vectors of L and degj
denotes the degree of node j. The estimation of ‖L‖ will involve a few rounds of commu-
nication, however, these initial setup costs are independent of the target accuracy ε of the
solution. It should also be noted that the number of inner iterations Tk given in (4.3.21)
is fixed as a constant in order to achieve the best complexity bounds. In practice, it is
reasonable to choose Tk dynamically so that a smaller number of inner iterations will be








for some constant c > 0. While theoretically such a selection of Tk will result in slightly
worse complexity bounds (up to an O(log(1/ε)) factor) in terms of subgradient compu-
tations and communication rounds, it may improve the practical performance of the DCS
method especially in the beginning of the execution of this method.
4.3.3 Boundedness of ‖y∗‖
In this subsection, we will provide a bound on the optimal dual multiplier y∗. By doing so,
we show that the complexity of DCS algorithm (as well as the stochastic DCS algorithm
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in Section 4.4) only depends on the parameters for the primal problem along with the
smallest nonzero eigenvalue of L and the initial point y0, even though these algorithms are
intrinsically primal-dual type methods.
Theorem 4.3.4 Let x∗ be an optimal solution of (1.2.19). Then there exists an optimal






where σ̃min(L) denotes the smallest nonzero eigenvalue of L.
Proof. Since we only relax the linear constraints in problem (1.2.19) to obtain the La-
grange dual problem (4.2.1), it follows from the strong Lagrange duality and the existence
of x∗ to (1.2.19) that an optimal dual multiplier y∗ for problem (4.2.1) must exist. It is clear
that
y∗ = y∗N + y
∗
C ,
where y∗N and y
∗
C denote the projections of y
∗ over the null space and the column space of
LT , respectively.
We consider two cases. Case 1) y∗C = 0. Since y
∗
N belongs to the null space of L
T ,
LTy∗ = LTy∗N = 0, which implies that for any c ∈ R, cy∗ is also an optimal dual
multiplier of (4.2.1). Therefore, (4.3.30) clearly holds, because we can scale y∗ to an
arbitrary small vector.
Case 2) y∗C 6= 0. Using the fact that LTy∗ = LTy∗C and the definition of a saddle point
of (4.2.1), we conclude that y∗C is also an optimal dual multiplier of (4.2.1). Since y
∗
C in
the column space of L, we have
‖LTy∗C‖2 = (y∗C)TLLTy∗C = (y∗C)TUTΛUy∗C ≥ λ̃min(LLT )‖Uy∗C‖2 = σ̃2min(L)‖y∗C‖2,
where U is an orthonormal matrix whose rows consist of the eigenvectors of LLT , Λ is the
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diagonal matrix whose diagonal elements are the corresponding eigenvalues, λ̃min(LLT )
denotes the smallest nonzero eigenvalue of LLT , and σ̃min(L) denotes the smallest nonzero





Moreover, if we denote the saddle point problem defined in (4.2.1) as follows:
L(x,y) := F (x) + 〈Lx,y〉.
By the definition of a saddle point of (4.2.1), we have L(x∗,y∗C) ≤ L(x,y∗C), i.e.,
F (x∗)− F (x) ≤ 〈−LTy∗C ,x− x∗〉.
Hence, from the definition of subgradients, we conclude that −LTy∗C ∈ ∂F (x∗), which










Our result in (4.3.30) follows immediately from the above relation, (4.3.31) and the fact
that y∗C is also an optimal dual multiplier of (4.2.1).
Observe that our bound for the dual multiplier y∗ in (4.3.30) contains only the primal
information. Given an initial dual multiplier y0, this result can be used to provide an upper
bound on ‖y0 − y∗‖ in Theorems 4.3.3-4.4.10 throughout this chapter. Note also that we
can assume y0 = 0 to simplify these complexity bounds.
4.3.4 Convergence of DCS on Strongly Convex Functions
In this subsection, we assume that the objective functions fi’s are strongly convex (i.e., µ >
0 (1.2.14)). In order to take advantage of the strong convexity of the objective functions, we
assume that the prox-functions Vi(·, ·), i = 1, . . . ,m, (cf. (4.2.7)) are growing quadratically
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with the quadratic growth constant C, i.e., there exists a constant C > 0 such that
Vi(xi, ui) ≤ C2‖xi − ui‖
2
Xi
, ∀xi, ui ∈ Xi, i = 1, . . . ,m. (4.3.32)
By (4.2.8), we must have C ≥ 1.
We next provide in Lemma 4.3.5 an estimate on the gap function defined in (4.2.2)
together with stepsize policies which work for the strongly convex case. The proof of this
lemma can be found in Section 4.5.
Lemma 4.3.5 Let the iterates (x̂k,yk), k = 1, . . . , N be generated by Algorithm 8 and ẑN





k,yk). If the objective fi, i = 1, . . . ,m are
strongly convex functions, i.e., µ,M > 0, let the parameters {αk}, {θk}, {ηk} and {τk} in
Algorithm 8 satisfy (4.3.14)-(4.3.17) and
θkηk ≤ θk−1(µ/C + ηk−1), k = 2, . . . , N, (4.3.33)
and the parameters {λt} and {βt} in the CS procedure of Algorithm 8 be set to







, ∀t ≥ 1. (4.3.34)
Then, we have for all z ∈ Xm × Rmd



















where ŝ := θNL(x̂N − xN−1) + θ1τ1(yN − y0) and Q is defined in (4.2.2). Furthermore,








max{ηN‖x̂N − xN−1‖2, τN‖y∗ − yN‖2} (4.3.36)
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≤ θ1η1V(x0,x∗) + θ1τ12 ‖y










In the following theorem, we provide a specific selection of {αk}, {θk}, {ηk}, {τk} and
{Tk} satisfying (4.3.14)-(4.3.17) and (4.3.33). Also, by using Lemma 4.3.5 and Proposition
4.2.1, we establish the complexity of the DCS method for computing an (ε, δ)-solution of
problem (1.2.19) when the objective functions are strongly convex. The choice of variable
stepsizes rather than using constant stepsizes will accelerate its convergence rate.
Theorem 4.3.6 Let x∗ be an optimal solution of (1.2.19), the parameters {λt} and {βt} in
the CS procedure of Algorithm 8 be set to (4.3.34) and suppose that {αk}, {θk}, {ηk}, {τk}




, θk = k+1, ηk =
kµ
2C , τk =
4‖L‖2C
(k+1)µ
















∀k = 1, . . . , N , for some D̃ > 0. Then, for any N ≥ 2, we have


























k, and y∗ is an arbitrary dual optimal solution.













































Therefore, by plugging in these values to (4.3.35), we have













Furthermore, from (4.3.36), we have for N ≥ 2








‖y0 − y∗‖2 + 2µD̃C
]
, (4.3.41)








‖y0 − y∗‖2 + 2µD̃C
]
.
Let sN := 2
N(N+3)




(N + 1)‖L‖‖x̂N − xN−1‖+ 4‖L‖
2C
µ










2D̃ + V(x0,x∗) + 2‖L‖
2C2
µ2














From (4.3.40), we further have











Applying Proposition 4.2.1 to the above two inequalities, the results in (4.3.38) and (4.3.39)
follow immediately.
We now make some remarks about the results obtained in Theorem 4.3.6. Firstly, sim-
ilar to the general convex case, the best choice for D̃ (cf. (4.3.37)) would be V(x0,x∗)
so that the first and the third terms in (4.3.40) are about the same order. If there exists an
estimate DXm > 0 satisfying (4.3.25), we can set D̃ = D2Xm .
Secondly, the complexity of the DCS method for solving strongly convex problems fol-
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lows from (4.3.38) and (4.3.39). For simplicity, let us assume thatX is bounded, D̃ = D2Xm
and y0 = 0. We can see that the total number of inter-node communication rounds and
intra-node subgradient evaluations performed by each agent for finding an (ε, δ)-solution






















































Thirdly, we compare DCS method with the centralized mirror descent method [23]
applied to (1.2.13). In the worst case, the Lipschitz constant and strongly convex modulus
of f in (1.2.13) can be bounded by Mf ≤ mM , and µf ≥ mµ, respectively, and each
iteration of the method will incur m subgradient evaluations. Therefore, the total number
of subgradient evaluations performed by the mirror descent method for finding an ε-solution







Observed that the second bound in (4.3.44) states only the number of subgradient evalua-
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tions for each agent in the DCS method, we conclude that the total number of subgradient
evaluations performed by DCS is comparable to the classic mirror descent method as long
as (4.3.43) holds and hence not improvable in general for the nonsmooth strongly convex
case.
4.4 Stochastic Decentralized Communication Sliding
In this section, we consider the stochastic case where only the noisy subgradient informa-
tion of the functions fi, i = 1, . . . ,m, is available or easier to compute. This situation hap-
pens when the function fi’s are given either in the form of expectation or as the summation
of lots of components. This setting has attracted considerable interest in recent decades for
its applications in a broad spectrum of disciplines including machine learning, signal pro-
cessing, and operations research. We present a stochastic communication sliding method,
namely the stochastic decentralized communication sliding (SDCS) method, and show that
the similar complexity bounds as in Section 4.3 can still be obtained in expectation or with
high probability.
4.4.1 The SDCS Algorithm
The first-order information of the function fi, i = 1, . . . ,m, can be accessed by a stochastic
first-order oracle (SFO), which, given a point ut ∈ X , outputs a vectorGi(ut, ξti) such that
E[Gi(ut, ξti)] = f ′i(ut) ∈ ∂fi(ut), (4.4.1)
E[‖Gi(ut, ξti)− f ′i(ut)‖2∗] ≤ σ2, (4.4.2)
where ξti is a random vector which models a source of uncertainty and is independent of
the search point ut, and the distribution P(ξi) is not known in advance. We call Gi(ut, ξti) a
stochastic subgradient of fi at ut.
The SDCS method can be obtained by simply replacing the exact subgradients in the
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CS procedure of Algorithm 8 with the stochastic subgradients obtained from SFO. This
difference is described in Algorithm 9.
Algorithm 9 SDCS
The projection step (4.3.9)-(4.3.10) in the CS procedure of Algorithm 8 is replaced by
ht−1 = H(ut−1, ξt−1), (4.4.3)
ut = argminu∈U
[
〈w + ht−1, u〉+ ηV (x, u) + ηβtV (ut−1, u)
]
, (4.4.4)
where H(ut−1, ξt−1) is a stochastic subgradient of φ at ut−1.
We add a few remarks about the SDCS algorithm. Firstly, as in DCS, no additional
communications of the dual variables are required when the subgradient projection (4.4.4)
is performed for Tk times in the inner loop. This is because the same wki has been used
throughout the Tk iterations of the Stochastic CS procedure. Secondly, the problem will
reduce to the deterministic case if there is no stochastic noise associated with the SFO,
i.e., when σ = 0 in (4.4.2). Therefore, in Section 4.5, we investigate the convergence
analysis for the stochastic case first and then simplify the analysis for the deterministic
case by setting σ = 0.
4.4.2 Convergence of SDCS on General Convex Functions
We now establish the main convergence properties of the SDCS algorithm. More specifi-
cally, we provide in Lemma 4.4.7 an estimate on the gap function defined in (4.2.2) together
with stepsize policies which work for the general convex case with µ = 0 (cf. (1.2.14)).
The proof of this lemma can be found in Section 4.5.
Lemma 4.4.7 Let the iterates (x̂k,yk) for k = 1, . . . , N be generated by Algorithm 9, ẑN





k,yk), and Assumptions (4.4.1)-(4.4.2) hold.
If the objective fi, i = 1, . . . ,m, are general nonsmooth convex functions, i.e., µ = 0
and M > 0, let the parameters {αk}, {θk}, {ηk}, {τk} and {Tk} in Algorithm 9 satisfy
(4.3.13)-(4.3.17), and the parameters {λt} and {βt} in the CS procedure of Algorithm 9 be
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set as (4.3.18). Then, for all z ∈ Xm × Rmd,


























where ŝ := θNL(x̂N − xN−1) + θ1τ1(yN − y0) and Q is defined in (4.2.2). Furthermore,































In the following theorem, we provide a specific selection of {αk}, {θk}, {ηk}, {τk} and
{Tk} satisfying (4.3.13)-(4.3.17). Also, by using Lemma 4.4.7 and Proposition 4.2.1, we
establish the complexity of the SDCS method for computing an (ε, δ)-solution of problem
(1.2.19) in expectation when the objective functions are general convex.
Theorem 4.4.8 Let x∗ be an optimal solution of (1.2.19), the parameters {λt} and {βt}
in the CS procedure of Algorithm 9 be set as (4.3.18), and suppose that {αk}, {θk}, {ηk},
{τk} and {Tk} are set to





, ∀k = 1, . . . , N,
(4.4.7)
for some D̃ > 0. Then, under Assumptions (4.4.1) and (4.4.2), we have for any N ≥ 1















6V(x0,x∗) + 8D̃ + 4‖y∗ − y0‖
]
. (4.4.9)




k, and y∗ is an arbitrary dual optimal solution.
Proof. It is easy to check that (4.4.7) satisfies conditions (4.3.13)-(4.3.17). Moreover,
by (4.2.4), we can obtain





































ŝ. Particularly, from Assumption (4.4.1) and (4.4.2),
E[δt−1,ki ] = 0, E[‖δ
t−1,k









Therefore, by taking expectation over both sides of (4.4.10) and plugging in these values
into (4.4.10), we have































‖x̂N − xN−1‖+ ‖yN − y∗‖+ ‖y∗ − y0‖
]
.
Note that from (4.4.6) and Jensen’s inequality, we have
(E[‖x̂N − xN−1])2 ≤ E[‖x̂N − xN−1‖2] ≤ 6V(x0,x∗) + ‖y∗ − y0‖+ 8D̃,







6V(x0,x∗) + 8D̃ + 4‖y∗ − y0‖
]
.
Applying Proposition 4.2.1 to the above inequality and (4.4.11), the results in (4.4.8) and
(4.4.9) follow immediately.
We now make some observations about the results obtained in Theorem 4.4.8. Firstly,
one can choose any D̃ > 0 (e.g., D̃ = 1) in (4.4.7), however, the best selection of D̃
would be V(x0,x∗) so that the first and third terms in (4.4.11) are about the same order. In
practice, if there exists an estimate DXm > 0 satisfying (4.3.25), we can set D̃ = D2Xm .
Secondly, the complexity of SDCS method immediately follows from (4.4.8) and (4.4.9).
Under the above assumption, with D̃ = D2Xm and y0 = 0, we can see that the total number
of inter-node communication rounds and intra-node subgradient evaluations required by






































In particular, we can show that the total number stochastic subgradients that SDCS requires
is comparable to the mirror-descent stochastic approximation in [3]. This implies that
the sample complexity for decentralized stochastic optimization are still optimal (as the
centralized one), even after we skip many communication rounds.
4.4.3 Convergence of SDCS on Strongly Convex Functions
We now provide in Lemma 4.4.9 an estimate on the gap function defined in (4.2.2) together
with stepsize policies which work for the strongly convex case with µ > 0 (cf. (1.2.14)).
The proof of this lemma can be found in Section 4.5.
Note that throughout this subsection, we assume that the prox-functions Vi(·, ·), i =
1, . . . ,m, (cf. (4.2.7)) are growing quadratically with the quadratic growth constant C, i.e.,
(4.3.32) holds.
Lemma 4.4.9 Let the iterates (x̂k,yk), k = 1, . . . , N be generated by Algorithm 9, ẑN





k,yk), and Assumptions (4.4.1)-(4.4.2) hold.
If the objective fi, i = 1, . . . ,m are strongly convex functions, i.e., µ,M > 0, let the
parameters {αk}, {θk}, {ηk} and {τk} in Algorithm 9 satisfy (4.3.14)-(4.3.17) and (4.3.33),
and the parameters {λt} and {βt} in the CS procedure of Algorithm 9 be set as (4.3.34).
Then, for all z ∈ Xm × Rmd,

























where ŝ := θNL(x̂N − xN−1) + θ1τ1(yN − y0) and Q is defined in (4.2.2). Furthermore,
139








max{ηN‖x̂N − xN−1‖2, τN‖y∗ − yN‖2} (4.4.15)



















In the following theorem, we provide a specific selection of {αk}, {θk}, {ηk}, {τk} and
{Tk} satisfying (4.3.14)-(4.3.17) and (4.3.13). Also, by using Lemma 4.4.9 and Proposition
4.2.1, we establish the complexity of the SDCS method for computing an (ε, δ)-solution of
problem (1.2.19) in expectation when the objective functions are strongly convex. Similar
to the deterministic case, we choose variable stepsizes rather than constant stepsizes.
Theorem 4.4.10 Let x∗ be an optimal solution of (1.2.19), the parameters {λt} and {βt}
in the CS procedure of Algorithm 9 be set as (4.3.34), and suppose that {αk}, {θk}, {ηk},




, θk = k + 1, ηk =
kµ


















, ∀k = 1, . . . , N,
for some D̃ > 0. Then, under Assumptions (4.4.1) and (4.4.2), we have for any N ≥ 2


























k, and y∗ is an arbitrary dual optimal solution.
Proof. It is easy to check that (4.4.16) satisfies conditions (4.3.14)-(4.3.17) and (4.3.33).
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Similarly, by (4.2.4), Assumption (4.4.1) and (4.4.2), we can obtain





































































Therefore, by plugging in these values into (4.4.19), we have


















(N + 1)‖x̂N − xN−1‖+ 4‖L‖C
µ
(‖yN − y∗‖+ ‖y∗ − y0‖)
]
.
Note that from (4.4.15), we have, for any N ≥ 2,






‖y0 − y∗‖2 + 2D̃
]
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‖y0 − y∗‖2 + 2µD̃C
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.






2D̃ + V(x0,x∗) + 2‖L‖
2C2
µ2















Applying Proposition 4.2.1 to the above inequality and (4.4.20), the results in (4.4.17) and
(4.4.18) follow immediately.
We now make some observations about the results obtained in Theorem 4.4.10. Firstly,
similar to the general convex case, the best choice for D̃ (cf. (4.4.16)) would be V(x0,x∗)
so that the first and the third terms in (4.4.20) are about the same order. If there exists an
estimate DXm > 0 satisfying (4.3.25), we can set D̃ = D2Xm .
Secondly, the complexity of SDCS method for solving strongly convex problems fol-
lows from (4.4.17) and (4.4.18). Under the above assumption, with D̃ = D2Xm and y0 = 0,
the total number of inter-node communication rounds and intra-node subgradient evalu-

















































We can see that the total number of stochastic subgradient computations is comparable to
the optimal complexity bound obtained in [112, 12] for stochastic strongly convex case in
the centralized case.
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4.4.4 High Probability Results
All of the results stated in Section 4.4.2-4.4.3 are established in terms of expectation. In
order to provide high probability results for SDCS method, we additionally need the fol-
lowing “light-tail” assumption:
E[exp{‖Gi(ut, ξti)− f ′i(ut)‖2∗/σ2}] ≤ exp{1}. (4.4.23)
Note that (4.4.23) is stronger than (4.4.2), since it implies (4.4.2) by Jensen’s inequality.









i , xi). (4.4.24)
The following theorem provides a large deviation result for the gap function g(ŝN , ẑN)
when our objective functions fi, i = 1, . . . ,m are general nonsmooth convex functions.
Theorem 4.4.11 Let x∗ be an optimal solution of (1.2.19), Assumptions (4.4.1), (4.4.2)
and (4.4.23) hold, the parameters {αk}, {θk}, {ηk}, {τk} and {Tk} in Algorithm 9 satisfy
(4.3.13)-(4.3.17), and the parameters {λt} and {βt} in the CS procedure of Algorithm 9 be
set as (4.3.18). In addition, if Xi’s are compact, then for any ζ > 0 and N ≥ 1, we have
Prob
{
g(ŝN , ẑN) ≥ Bd(N) + ζBp(N)
}















































In the next corollary, we establish the rate of convergence of SDCS in terms of both
primal and feasibility (or consistency) residuals are of order O(1/N) with high probability
when the objective functions are nonsmooth and convex.
Corollary 4.4.12 Let x∗ be an optimal solution of (1.2.19), y∗ be an arbitrary dual op-
timal solution, the parameters {λt} and {βt} in the CS procedure of Algorithm 9 be set
as (4.3.18), and suppose that {αk}, {θk}, {ηk}, {τk} and {Tk} are set to (4.4.7) with




F (x̂N)− F (x∗) ≥ ‖L‖
N
[








































































Hence, (4.4.28) follows from the above relation, (4.4.25) and Proposition 4.2.1. Note that










3θ2N‖L‖2‖x̂N − xN−1‖2 + 3θ21τ 21
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which in view of Proposition 4.2.1 immediately implies (4.4.29).
4.5 Convergence Analysis
This section is devoted to the proof of the main lemmas in Section 4.3 and 4.4, which
establish the convergence results of the deterministic and stochastic decentralized commu-
nication sliding methods, respectively. After introducing some general results about these
algorithms, we provide the proofs for Lemma 4.3.2-4.4.9 and Theorem 4.4.11.
Before we provide proofs for Lemma 4.3.2-4.4.9, we first need to present a result which
summarizes an important convergence property of the CS procedure. It needs to be men-
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tioned that the following proposition states a general result holds for CS procedure per-
formed by individual agent i ∈ N . For notation convenience, we use the notations defined
in CS procedure (cf. Algorithm 8).
Proposition 4.5.13 If {βt} and {λt} in the CS procedure satisfy
λt+1(ηβt+1 − µ/C) ≤ λt(1 + βt)η, ∀t ≥ 1. (4.5.1)






η(1 + βT )λTV (u


















where Φ is defined as
Φ(u) := 〈w, u〉+ φ(u) + ηV (x, u) (4.5.3)
and δt := φ′(ut)− ht.
Proof. Noticing that φ := fi in the CS procedure, we have by (1.2.14)
φ(ut) ≤ φ(ut−1) + 〈φ′(ut−1), ut − ut−1〉+M‖ut − ut−1‖
= φ(ut−1) + 〈φ′(ut−1), u− ut−1〉+ 〈φ′(ut−1), ut − u〉+M‖ut − ut−1‖
≤ φ(u)− µ
2
‖u− ut−1‖2 + 〈φ′(ut−1), ut − u〉+M‖ut − ut−1‖,
where φ′(ut−1) ∈ ∂φ(ut−1) and ∂φ(ut−1) denotes the subdifferential of φ at ut−1. By
applying Lemma A.0.1 to (4.3.10), we obtain
〈w + ht−1, ut − u〉+ ηV (x, ut)− ηV (x, u)
146
≤ ηβtV (ut−1, u)− η(1 + βt)V (ut, u)− ηβtV (ut−1, ut), ∀u ∈ U.
Combining the above two relations together with (4.3.32) 2, we conclude that
〈w, ut − u〉+ φ(ut)− φ(u) + 〈δt−1, u− ut−1〉+ ηV (x, ut)− ηV (x, u) (4.5.4)
≤ (ηβt − µ/C)V (ut−1, u)− η(1 + βt)V (ut, u) + 〈δt−1, ut − ut−1〉
+M‖ut − ut−1‖ − ηβtV (ut−1, ut), ∀u ∈ U. (4.5.5)
Moreover, by Cauchy-Schwarz inequality, (4.2.8), and the simple fact that −at2/2 + bt ≤
b2/(2a) for any a > 0, we have






From the above relation and the definition of Φ(u) in (4.5.3), we can rewrite (4.5.4) as,








t)− Φ(u) + 〈δt−1, u− ut−1〉] ≤
∑T



























which implies (4.5.2) immediately.
As a matter of fact, the SDCS method covers the DCS method as a special case when
δt = 0, ∀t ≥ 0. Therefore, we investigate the proofs for Lemma 4.4.7 and 4.4.9 first and
then simplify them for the proofs for Lemma 4.3.2 and 4.3.5. We now provide a proof
for Lemma 4.4.7, which establishes the convergence property of SDCS method for solving
general convex problems.
Proof of Lemma 4.4.7
When fi, i = 1, . . . ,m, are general convex functions, we have µ = 0 and M > 0 (cf.
(1.2.14)). Therefore, in view of φ := fi, and λt and βt defined in (4.3.18) satisfying






η(1 + βT )λTVi(u
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, ∀ui ∈ Xi.
In view of the above relation, the definition of Φk in (4.3.3), and the input and output
settings in the CS procedure, it is not difficult to see that, for any k ≥ 1,4





























, ∀x ∈ Xm.
By plugging into the above relation the values of λt and βt in (4.3.18), together with the
3We added the subscript i to emphasize that this inequality holds for any agent i ∈ N with φ = fi. More
specifically, Φi(ui) := 〈wi, ui〉+ fi(ui) + ηVi(xi, ui).
4We added the superscript k in δt−1,ki to emphasize that this error is generated at the k-th outer loop.
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definition of Φk in (4.3.3) and rearranging the terms, we have,



















Moreover, applying Lemma A.0.1 to (4.3.6), we have, for k ≥ 1,
〈vki , yi − yki 〉 ≤ τk2
[
‖yi − yk−1i ‖2 − ‖yi − yki ‖2 − ‖yk−1i − yki ‖2
]
, ∀yi ∈ Rd, (4.5.6)
which in view of the definition of Q in (4.2.2) and the above two relations, then implies
that, for k ≥ 1, z ∈ Xm × Rmd,
Q(x̂k,yk; z) = F (x̂k)− F (x) + 〈Lx̂k,y〉 − 〈Lx,yk〉





− ηkV(xk−1, x̂k) + τk2
[















Multiplying both sides of the above inequality by θk, and summing up the resulting in-





























− ηkV(xk−1, x̂k) + τk2
[




We now provide a bound on
∑N
k=1θk∆k. Observe that from the definition of x̃
k in (4.3.1),






















‖y − y0‖2 − θN τN
2
‖y − yN‖2 (4.5.9)
(a)
≤ θN〈L(xN − xN−1),y − yN〉 − θNηNV(xN−1,xN) + θ1τ12 ‖y − y
















≤ θN〈L(xN − xN−1),y − yN〉 − θNηNV(xN−1,xN) + θ1τ12 ‖y − y



















≤ θN〈L(xN − xN−1),y − yN〉 − θNηNV(xN−1,xN) + θ1τ12 ‖y − y





























+ 〈y, θNL(xN − xN−1) + θ1τ1(yN − y0)〉, (4.5.10)
where (a) follows from (4.3.14) and the fact that x−1 = x0, (b) follows from the simple
relation that b〈u, v〉 − a‖v‖2/2 ≤ b2‖u‖2/(2a),∀a > 0, (4.3.14) and (4.2.11), (c) follows
from (4.3.16), (d) follows from (4.3.15), ‖y − y0‖2 − ‖y − yN‖2 = ‖y0‖2 − ‖yN‖2 −
2〈y,y0 − yN〉 and arranging the terms accordingly, (e) follows from (4.2.11) and the re-
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lation b〈u, v〉 − a‖v‖2/2 ≤ b2‖u‖2/(2a), ∀a > 0. Using the above bound in (4.5.7) we
obtain ∀z ∈ Xm × Rmd,
∑N
k=1θkQ(x̂
























N − xN−1) + θ1τ1(yN − y0). (4.5.12)
Our result in (4.4.5) immediately follows from the convexity of Q. Furthermore, in view
of (4.5.9)(c) and (4.5.7), we can obtain the following result,
∑N
k=1θkQ(x̂
k,yk; z) ≤ θN〈L(x̂N − xN−1),y − yN〉 − θNηNV(xN−1, x̂N)
+ θ1τ1
2

























Therefore, in view of the fact that
∑N
k=1θkQ(x̂
k,yk; z∗) ≥ 0 for any saddle point z∗ =
(x∗,y∗) of (4.2.1), and (4.2.11), by fixing z = z∗ and rearranging terms, we obtain
θNηN
2
‖x̂N − xN−1‖2 ≤ θN〈L(x̂N − xN−1),y∗ − yN〉 − θN τN2 ‖y





















































‖y∗ − yN‖2 ≤ θN‖L‖
2
2ηN























from which the desired result in (4.4.6) follows.
The following proof of Lemma 4.4.9 establishes the convergence of SDCS method for
solving strongly convex problems.
Proof of Lemma 4.4.9
When fi, i = 1, . . . ,m, are strongly convex functions, we have µ, M > 0 (cf. (1.2.14)).
Therefore, in view of Proposition 4.5.13 with λt and βt defined in (4.3.34) satisfying condi-
tion (4.5.1), the definition of Φk in (4.3.3), and the input and output settings in the CS pro-
cedure, we have for all k ≥ 1,∀x ∈ Xm


































By plugging into the above relation the values of λt and β
(k)
t in (4.3.34), together with the
definition of Φk in (4.3.3) and rearranging the terms, we have ∀x ∈ Xm, k ≥ 1,














In view of (4.5.6), the above relation and the definition of Q in (4.2.2), and following the
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‖y − yk−1‖2 − ‖y − yk‖2 − ‖yk−1 − yk‖2
]
.
Since ∆̄k in (4.5.16) shares a similar structure with ∆k in (4.5.8), we can follow similar
procedure as in (4.5.9) to simplify the RHS of (4.5.15). Note that the only difference of
(4.5.16) and (4.5.8) is in the coefficient of the terms V(xk−1,x), and V(xk,x). Hence, by
using condition (4.3.33) in place of (4.3.13), we obtain ∀z ∈ Xm × Rmd
∑N
k=1θkQ(x̂
k,yk; z) ≤ θ1η1V(x0,x) + θ1τ12 ‖y


















where ŝ is defined in (4.5.12). Our result in (4.4.14) immediately follows from the convex-
ity of Q.
Following the same procedure as we obtain (4.5.13), for any saddle point z∗ = (x∗,y∗)
of (4.2.1), we have
θNηN
2
‖x̂N − xN−1‖2 ≤ θN‖L‖
2
2τN























‖y∗ − yN‖2 ≤ θN‖L‖
2
2ηN



















from which the desired result in (4.4.15) follows.
We are ready to provide proofs for Lemma 4.3.2 and 4.3.5, which demonstrates the
convergence properties of the deterministic communication sliding method.
Proof of Lemma 4.3.2
When fi, i = 1, . . . ,m are general nonsmooth convex functions, we have δti = 0, µ = 0
and M > 0. Therefore, in view of (4.5.11), we have, ∀z ∈ Xm × Rmd,
∑N
k=1θkQ(x̂










where ŝ is defined in (4.5.12). Our result in (4.3.19) immediately follows from the convex-
ity of Q. Moreover, our result in (4.3.20) follows from setting δt−1,ki = 0 in (4.5.13) and
(4.5.14).
Proof of Lemma 4.3.5
When fi, i = 1, . . . ,m are strongly convex functions, we have δti = 0 and µ, M > 0.
Therefore, in view of (4.5.17), we obtain, ∀z ∈ Xm × Rmd,
∑N
k=1θkQ(x̂











where ŝ is defined in (4.5.12). Our result in (4.3.35) immediately follows from the convex-
ity of Q. Also, the result in (4.3.36) follows by setting δt−1,ki = 0 in (4.5.18).
We now provide a proof for Theorem 4.4.11 that establishes a large deviation result for
the gap function.
Proof of Theorem 4.4.11:
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Observe that by Assumption (4.4.1), (4.4.2) and (4.4.23) on the SO and the definition












and using the large-deviation theorem for martingale-difference sequence (e.g. Lemma 2








≤ E[exp{‖δt−1,ki ‖2∗, ‖x∗i − u
t−1,k
i ‖2/(2V̄i(x∗i )σ2)}]
≤ E[exp{‖δt−1,ki ‖2∗/σ2}] ≤ exp{1},
















































Sk,texp{‖δt−1,ki ‖2∗/σ2}] ≤ exp{1},
where the last inequality follows from Assumption (4.4.23). Therefore, by Markov’s in-


































≥ exp{1 + ζ}
}
≤ exp{−ζ}.
Combing (4.5.19), (4.5.20), (4.4.5) and (4.2.4), our result in (4.4.25) immediately follows.
4.6 Numerical Results
In this section, we demonstrate the advantages of our (stochastic) decentralized commu-
nication sliding method over distributed dual averaging method proposed in [51] through
some preliminary numerical experiments.
Let us consider the decentralized linear Support Vector Machines (SVM) model with
the following hinge loss function
max{0, 1− v〈x, u〉}, (4.6.1)
where (v, u) ∈ R×Rd is the pair of class label and feature vector, and x ∈ Rd denotes the
weight vector. Clearly, the hinge loss function is convex and nonsmooth with respect to x.
For convex case, we study 1-norm SVM problem [113, 114], i.e., the hinge loss function
(4.6.1) plus l1-norm as the regularizer, while for strongly convex case, we study 2-norm
SVM model. Moreover, we use the Erhos-Renyi algorithm 5 to generate the underlying
decentralized network, i.e., a connected graph with m = 100 nodes shown in Figure 4.1.
Note that nodes with different degrees are drawn in different colors, in particular, nodes
in red have maximum degree of 4. We also used the real dataset named “ijcnn1” from
LIBSVM6 and choose 20, 000 samples from this dataset as our problem instance data to
train the decentralized SVM model. Since we have m = 100 nodes (or agents) in the
decentralized network, we evenly split these 20, 000 samples over 100 nodes, and hence
5We implemented the Erhos-Renyi algorithm based on a MATLAB function written by Pablo Blider,
which can be found in https://www.mathworks.com/matlabcentral/fileexchange/4206.
6This real dataset can be downloaded from https://www.csie.ntu.edu.tw/˜cjlin/
libsvmtools/datasets/.
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each network node has 200 samples.
Figure 4.1: The underlying decentralized network
With the same initial points x0 = 1 and y0 = 0, we compare the performances of our
algorithms with the distributed dual averaging method [51] for solving (1.2.13)-(1.2.19)
by showing the progress of objective values versus the number of communication rounds
and subgradient evaluations (i.e. the number of sampling data) for three different types of
problems. In all problem instances, we use ‖ · ‖2 norm in both the primal and dual spaces,
and hence in the parameter settings of DCS/SDCS ‖L‖ refers to the maximum eigenvalue
of the Laplacian matrix L.
• Deterministic convex problems. The decentralized linear SVM problem under the













s.t. Lx = 0,
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where Si denotes the dataset belonging to node i. Since the problem is deterministic
and convex, we choose the parameters of the DCS method as suggested in Theo-
rem 4.3.3, and set the inner iteration limit as min(10k, Tk) to illustrate the possibility
of choosing inner iteration limit dynamically in practice. It needs to be pointed out
that if we use a constant inner iteration limit as stated in Theorem 4.3.3, we can obtain
similar results as shown in Figure 4.2, but with a slightly slower convergence speed
at the very beginning for the DCS method. For distributed dual averaging method,
we choose the stepsize in the order of O(1/
√
t) as suggested in [51].
Figure 4.2: The comparison of the DCS method with distributed dual averaging method for
solving (4.6.2)
In Figure 4.2, the vertical-axis represents the objective values, the horizontal-axis
of the left subgraph is the number of inter-node communication rounds, and the
horizontal-axis of the right subgraph is the number of intra-node subgradient evalu-
ations. These numerical results are consistent with our theoretic results in that DCS
significantly reduces the total number of inter-node communication rounds while still
maintaining comparable bounds on the intra-node subgradient evaluations for solv-
ing (4.6.2).
• Stochastic convex problems. We now consider a stochastic decentralized linear
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fi(xi) := E(vi,ui)[max{0, 1− vi〈xi, ui〉}] + 1‖Si‖‖xi‖1
]
(4.6.3)
s.t. Lx = 0,
where (vi, ui) represents a uniform random variable with support Si. For stochastic
decentralized communication sliding (SDCS) method, we choose parameters accord-
ing to Theorem 4.4.8, and also set inner iteration limit as in the deterministic convex
case. For distributed dual averaging method, we choose the same stepsize as sug-
gested in [51].
Figure 4.3: The comparison of the SDCS method with distributed dual averaging method
for solving (4.6.3)
The above figure clearly shows that SDCS also saves inter-node communication
rounds comparing to distributed dual averaging method while preserving the same
order of sampling complexity for solving (4.6.3).
• Stochastic strongly convex problems. Consider a decentralized linear SVM prob-
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s.t. Lx = 0.
Since fi’s in (4.6.4) are strongly convex, we choose the parameters of the SDCS
method as suggested in Theorem 4.4.10 and fix the inner iteration limit Tk = 104,
which is a rough estimate of the suggested Tk in Theorem 4.4.10. For distributed
dual averaging method, we choose stepsize in the order of O(1/t) as suggested in
[115] instead of [51]. This is because [51] did not cover strongly convex problems,
while [115] extended the dual averaging method to solve strongly convex problems.
Figure 4.4: The comparison of the SDCS method with distributed dual averaging method
for solving (4.6.3)
Figure 4.4 shows that for stochastic strongly convex problems defined in (4.6.4),
the SDCS method can achieve better performance than distributed dual averaging
method in terms of both the number of communication rounds and subgradient com-
putations. It should be pointed out that SDCS appears to be worse than distributed
dual averaging method at the very beginning of the right subgraph because too few
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communication rounds are performed by SDCS at that time point, which provides
little information about the loss function F (x). However, as the number of commu-
nication rounds increases, SDCS gradually outperforms distributed dual averaging
method in terms of the objective values. We can also observe similar phenomena in
the first two experiments.
In addition to the objective value, we also report the progress of feasibility residual,
‖Lx‖, versus communication rounds in Figure 4.5. It needs to be mentioned that the dis-
tributed dual averaging method [51] does not measure feasibility residual since it sets the
final output to be the average of iterates obtained by one of the network agents7, and hence
requires more rounds of communication to broadcast its final output to all agents, which
we do not include in all comparisons.
Figure 4.5: The progress of feasibility residuals ‖Lx‖ versus communication rounds
4.7 Concluding Remarks of This Chapter
In this chapter, we present a new class of decentralized primal-dual methods which can sig-
nificantly reduce the number of inter-node communications required to solve the distributed
optimization problem in (1.2.13). More specifically, we show that by using these algo-
7We choose the average of iterates obtained by the first agent as the output solution for distributed dual
averaging method in all three problems.
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rithms, the total number of communication rounds can be significantly reduced to O(1/ε)
when the objective functions fi’s are convex and not necessarily smooth. By properly de-
signing the communication sliding algorithms, we demonstrate that the O(1/ε) number of
communications can still be maintained for general convex objective functions (and it can
be further reduced to O(1/
√
ε) for strongly convex objective functions) even if the local
subproblems are solved inexactly through iterative procedure (cf. CS procedure) by the
network agents. In this case, the number of intra-node subgradient computations that we
need will be bounded byO(1/ε2) (resp.,O(1/ε)) when the objective functions fi’s are con-
vex (resp., strongly convex), which is comparable to that required in centralized nonsmooth
optimization and not improvable in general. We also establish similar complexity bounds
for solving stochastic decentralized optimization counterpart by developing the stochas-
tic communication sliding methods, which can provide communication-efficient ways to
deal with streaming data and decentralized statistical inference. As illustrated in our pre-
liminary numerical experiments, all these decentralized communication sliding algorithms
have the potential to significantly increase the performance of multiagent systems, where
the bottleneck exists in the communication.
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CHAPTER 5
ASYNCHRONOUS DECENTRALIZED ACCELERATED STOCHASTIC
GRADIENT DESCENT
5.1 Overview
In this chapter, we introduce an asynchronous decentralized accelerated stochastic gradient
descent type of method for decentralized stochastic optimization, considering communica-
tion and synchronization are the major bottlenecks in decentralized optimization. We es-
tablish O(1/ε) (resp., O(1/
√
ε)) communication complexity and O(1/ε2) (resp., O(1/ε))
sampling complexity for solving general convex (resp., strongly convex) problems possibly
with a composite structure. In particular, we consider decentralized optimization -m agents
distributed over the network work collaboratively to solve (1.2.13). Now we assume that
fi : Xi → R is a general convex objective function only known to agent i and satisfying
µ
2
‖x− y‖2 ≤ fi(x)− fi(y)− 〈f ′i(y), x− y〉 ≤ L2 ‖x− y‖
2 +M‖x− y‖, ∀x, y ∈ Xi,
(5.1.1)
for some L,M, µ ≥ 0 and f ′i(y) ∈ ∂fi(y), where ∂fi(y) denotes the subdifferential of fi
at y, and Xi ⊆ Rd is a closed convex constraint set of agent i. (5.1.1) is a unified way of
describing a wide range of problems. In particular, if fi is a general Lipschitz continuous
function with constant Mf , then (5.1.1) holds with L = 0, µ = 0 and M = 2Mf . If fi is a
smooth and strongly convex function in C1,1L/µ (see [6, Section 1.2.2] for definition), (5.1.1) is
satisfied with M = 0. Clearly, relation (5.1.1) also holds if fi is given as the summation of
smooth and nonsmooth convex functions. Throughout the chapter, we assume the feasible
set X is nonempty.
This chapter is organized as follows. We present our main asynchronous decentralized
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primal-dual framework and establish their convergence properties in Section 5.2. Section
5.3 is devoted to providing some preliminary numerical results to demonstrate the advan-
tages of our proposed algorithms. Some technical proofs that support the main theorems in
Section 5.2 are provided in Appendix A.
5.1.1 Notation and Terminologies.
We denote by 0 and 1 the vector of all zeros and ones whose dimensions vary from the
context. The cardinality of a set S is denoted by |S|. We use Id to denote the identity
matrix in Rd×d. We use A ⊗ B for matrices A ∈ Rn1×n2 and B ∈ Rm1×m2 to denote their
Kronecker product of size Rn1m1×n2m2 . For a matrix A ∈ Rn×m, we use Ai,j to denote
the entry of i-th row and j-th column. For any m ≥ 1, the set of integers {1, . . . ,m} is
denoted by [m]. We adopt most of the problem setup and reformulation from Section 4.2
of Chapter 4, however, we slightly modify the definition of a stochastic ε-solution.
Definition 2 A point x̂ ∈ Xm is called a stochastic ε-solution of (1.2.19) if
E[F (x̂)− F (x∗)] ≤ ε and E[‖Lx̂‖] ≤ ε. (5.1.2)
We say that x̂ has primal residual ε and feasibility residual ε.
Note that for problem (1.2.19), the feasibility residual ‖Lx̂‖ measures the disagreement
among the local copies x̂i, for i ∈ N . We will use these two criteria to evaluate the output
solutions of the algorithms proposed in this chapter. Moreover, the prox-function we refer
to in this chapter is defined as in Section 4.2.2 of Chapter 4.
5.2 The Algorithms
In this section, we introduce an asynchronous decentralized primal-dual framework for
solving (1.2.13) in the decentralized setting. Specifically, two asynchronous methods are
presented, namely asynchronous decentralized primal-dual method in Subsection 5.2.1
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and asynchronous accelerated stochastic decentralized communication sliding in Subsec-
tion 5.2.2, respectively. Moreover, we establish complexity bounds (number of inter-node
communication rounds and/or intra-node stochastic (sub)gradient evaluations) separately
in terms of primal functional optimality gap and constraint (or consistency) violation for
solving (1.2.13).
5.2.1 Asynchronous Decentralized Primal-dual Method
Our main goals in this subsection are to introduce the basic scheme of asynchronous de-
centralized primal-dual (ADPD) method, as well as establishing its complexity results.
Throughout this subsection, we assume that fi is a simple function such that we can solve
the primal subproblem (5.2.8) explicitly. We will later relax this assumption in Subsec-
tion 5.2.2.
We formally present the ADPD method in Algorithm 10. Each agent i maintains two
local sequences, namely, the primal estimates {xki } and the dual variables {yki }. All primal
estimates x−1i and x
0
i are locally initialized from some arbitrary point in Xi, and each
dual variable y0i = 0. At each iteration k ≥ 1, only one randomly selected agent (cf.
activated agent) ik ∈ [m] updates its dual variable ykik , and then one randomly selected agent
jk ∈ [m] updates its primal variable xkjk . In particular, each agent in the activated agent’s
neighborhood, i.e., agents i ∈ Nik , computes a local prediction x̃ki using the two previous
primal estimates (ref. (5.2.3)), and send it to agent ik. In (5.2.4)-(5.2.5), the activated agent
ik calculates its neighborhood disagreement vkik using the receiving messages, and updates
the dual variable ykik . Other agents’ dual variables remain unchanged. Then, another round
of communication (5.2.7) between the activated agent jk and its neighboring agents occurs
after the dual prediction step (5.2.6). Lastly, the activated agent jk solves the proximal
projection subproblem (5.2.8) to update xkjk , and other agents’ primal estimates remain the
same as the last iteration.
It should be emphasized that each iteration k only involves two communication rounds
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(cf. (5.2.4) and (5.2.7)) between the activated agent and its neighboring agents, which
significantly reduces synchronous delays appearing in many decentralized methods (e.g.,
[51, 62, 56] and the proposed methods in Chapter 4), since these methods require at least
one communication round between all agents and their neighboring agents iteratively. Also
note that similar to the asynchronous ADMM proposed in [64], ADPD employs node-based
activation. However, while [64] requires all agents to update dual variables iteratively
based on the information obtaining from communication, only the activated agent ik needs
to collect neighboring information and update its dual variable in ADPD (see (5.2.4) and
(5.2.5)), and hence ADPD further reduces communication costs and synchronous delays
comparing to [64]. Moreover, ADPD can achieve the same rate of convergence O(1/ε) as
[64] under the assumption that (5.2.8) can be solved explicitly. We will demonstrate later
that by exploiting the strong convexity, an improved O(1/
√
ε) rate of convergence can be
obtained.
Algorithm 10 Asynchronous decentralized primal-dual (ADPD) update for each agent i
Let x0i = x
−1
i ∈ Xi and y0i = 0 for i ∈ [m], the nonnegative parameters {αk}, {τk} and
{ηk} be given.
for k = 1, . . . , N do
Uniformly choose ik, jk ∈ [m], and update (xki , yki ) according to
x̃ki = αk(x
k−1









i , yi〉+ τk2 ‖yi − y
k−1
i ‖2 = yk−1i + 1τk v
k
i , i = ik,













i , xi〉+ fi(xi) + ηkVi(xk−1i , xi), i = jk,
xk−1j , i 6= jk.
(5.2.8)
end for
For any given weight sequence {θ̂k} such that θ̂k ≥ 0,
∑N





θ̂0 − (m− 1)θ̂1, k = 0,
mθ̂k − (m− 1)θ̂k+1, k = 1, . . . , N − 1,






k=0θ̂k = 1. In the following theorem, we provide a specific selec-
tion of {αk}, {τk} and {ηk}, which leads to O(1/ε) complexity bounds for the functional
optimality gap and also the feasibility residual to obtain a stochastic ε-solution of (1.2.19).
Theorem 5.2.1 Let x∗ be an optimal solution of (1.2.19), and dmax be the maximum degree
of graph G, and suppose that {αk}, {τk} and {ηk} are set to
αk = m, ηk = 2mdmax, and τk = 2mdmax,∀k = 1, . . . , N. (5.2.10)
Then, for any N ≥ 1, we have
E[ik,jk]{F (x̄

















k + mxN), {xk} is generated by Algorithm 10, and ∆x0 :=
max
{








with Cx0 = F (x0) − F (x∗) +
mdmaxV(x
0,x∗).





, k = 0,
1
N+m
, k = 1, . . . , N.
(5.2.12)
Therefore, it is easy to check that (5.2.10) satisfies conditions (A.0.10)-(A.0.13) in Propo-
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, k = 1, . . . , N − 1,
m
N+m
, k = N,
(5.2.13)





k + mxN). By plugging the parameter setting in
(A.0.14), we have
E[ik,jk]{Q(z̄
N ; x∗,y)} ≤ m
N+m
[




Observe that from (A.0.15) and (5.2.10),
E[ik,jk]{‖s‖} ≤ mN+mE[ik,jk]
[
‖Lx0‖+ 2dmax‖xNjN − x
N−1
jN
‖+ 2mdmax(‖y∗ − yN‖+ ‖y∗‖)
]
.











+ 2V(x0,x∗) + ‖y∗‖2
]
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+ 2V(x0,x∗) + ‖y∗‖2
]
.






























The results in (5.2.11) immediately follow from Proposition 4.2.1 and the above two in-
equalities.
Theorem 5.2.1 implies the total number of inter-node communication rounds performed







Observed that in Algorithm 10, we assume that fi’s are simple functions such that
(5.2.8) can be solved explicitly. However, since fi’s are possibly nonsmooth functions
and/or possess composite structures, it is often difficult to solve (5.2.8) especially when
fi is provided in the form of expectation. In the next subsection, we present a new asyn-
chronous stochastic decentralized primal-dual type method, called the asynchronous accel-
erated stochastic decentralized communication sliding (AA-SDCS) method, for the case
when (5.2.8) is not easy to solve.
5.2.2 Asynchronous Accelerated Stochastic Decentralized Communication Sliding
In the subsection, we show that one can still maintain the same number of inter-node com-
munications even when the subproblem (5.2.8) is approximately solved through an optimal
stochastic approximation method, namely AC-SA proposed in [116, 112, 10], and that the
total number of required stochastic (sub)gradient evaluations (or sampling complexity) is
comparable to centralized mirror descent methods. Throughout this subsection, we as-
sume that only noisy (sub)gradient information of fi, i = 1, . . . ,m, is available or easier
to compute. This situation happens when the function fi’s are given either in the form of
expectation or as the summation of lots of components. Moreover, we assume that the first-
order information of the function fi, i = 1, . . . ,m, can be accessed by a stochastic oracle
(SO), which, given a point ut ∈ X , outputs a vector Gi(ut, ξti) such that (4.4.1) and (4.4.2)
hold. We call Gi(ut, ξti) a stochastic (sub)gradient of fi at u
t. Observe that this assumption
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covers the case that one can access the exact (sub)gradients of fi whenever σ = 0.
We now add a few comments about Algorithm 11. Firstly, similar to SDCS proposed
in Chapter 4, AA-SDCS exploits two loops: the doubly randomized primal-dual scheme as
outer loop and ACS as inner loop. More specifically, AA-SDCS utilizes the AC-SA method
proposed in [116, 112, 10] to approximately solve the primal subproblem in (5.2.8), which
provides a unified scheme for solving a general class of problems defined in (5.1.1) and
leads to accelerated rates of convergence when fi possesses smooth structure. Secondly,
the same dual information w = wkjk (see (5.2.20)) has been used throughout the T =
Tk iterations of the ACS procedure, and hence no additional communication is required
within the procedure. Finally, since AA-SDCS randomly selects one subproblem (5.2.8)
and solved it inexactly, the outer loop also needs to be modified to attain the best possible
rate of convergence. In fact, the ACS procedure provides two approximate solutions of
(5.2.8): one is the primal estimate {xki } and the other is {xki }, which will be maintained
by each agent and later plays a crucial role in the development and convergence analysis
of AA-SDCS. We also accordingly modify the primal extrapolation step (5.2.16) of the




Φk(xi) := 〈wki , xi〉+ fi(xi) + ηkVi(xk−1i , xi)
}
. (5.2.26)
The following theorem provides a specific selection of {αk}, {τk}, {ηk} and {Tk} for
Algorithm 11, which leads to O(1/ε) complexity bounds for the functional optimality gap
and also the feasibility residual to obtain a stochastic ε-solution of (1.2.19).
Theorem 5.2.2 Let x∗ be an optimal solution of (1.2.19), and dmax be the maximum de-
gree of graph G, and suppose that the parameters {λt} and {βt} in the ACS procedure of







, ∀t ≥ 1, (5.2.27)
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Algorithm 11 Asynchronous Accelerated Stochastic Decentralized Communication Slid-
ing (AA-SDCS)




i ∈ Xi, y0i = 0 for i ∈ [m] and the nonnegative parameters {αk},
{τk}, {ηk} and {Tk} be given.
for k = 1, . . . , N do
Uniformly choose ik, jk ∈ [m], and update (xki , yki ) according to
x̃ki = αk[mx
k−1










vki , i = ik,

















i ), i = jk,
(xk−1i , x
k−1
i ), i 6= jk.
(5.2.21)
end for
The ACS (Accelerated Communication-Sliding) procedure called at (5.2.21) is stated as
follows.
procedure: (x, x) = ACS(φ, U, V, T, η, w, x)
Let u0 = u0 = x and the parameters {βt} and {λt} be given.






Gt = G(ût, ξt). (5.2.23)
ut = argminu∈U
{
λt[〈w +Gt + η(∇w(ût)−∇w(x)), u〉+ (µ+ η)V (ût, u)]
+[(1− λt)(µ+ η) + βt]V (ut−1, u)
}
. (5.2.24)
ut = (1− λt)ut−1 + λtut. (5.2.25)
end for
Set x = uT and x = uT .
end procedure
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and {αk}, {τk}, {ηk} and {Tk} are set to
αk = 1, ηk = 4mdmax, τk = 2dmax,










, ∀k = 1, . . . , N, (5.2.28)
for some D > 0. Then, for any N ≥ 1, we have
















k + mxN), {xk} is generated by Algorithm 11, and ∆x0,D :=
max
{













Proof. Let us set {θ̂k} as (5.2.12). Therefore, it is easy to check that parameter set-
tings (5.2.27) and (5.2.28) satisfies conditions (A.0.22) - (A.0.24), (A.0.9), and (A.0.27)
- (A.0.30) (cf. Proposition A.0.5 and A.0.6 Appendix A). Also note that by (5.2.9), {θk}





k + mxN). By plugging the
parameter setting in (A.0.31), we have
E{Q(z̄N ; x∗,y)} ≤ m
N+m
[











‖x̂N − xN−1‖+ 2dmax(‖y∗ − yN‖+ ‖y∗‖)
]
.
By (A.0.33), (5.2.28), and Jensen’s inequality, we have





+ 16mV(x0,x∗) + 2‖y∗‖2 + 4D
mdmax
,




+ 16mV(x0,x∗) + 2‖y∗‖2 + 4D
mdmax
.

























Furthermore, by (5.2.30) we have
E{g(s, z̄N)} ≤ m
N+m
[
F (x0)− F (x∗) + 8mdmaxV(x0,x∗) + 2Dm
]
.
The results in (5.2.29) immediately follow from applying Proposition 4.2.1 to the above
two inequalities.
In view of Theorem 5.2.2, letting D = O(m2dmax), we can see that the total number
of inter-node communication rounds and intra-node (sub)gradient evaluations required by



















respectively. It also needs to be emphasized that the sampling complexity (second bound
in (5.2.31) only sublinearly depends on the Lipschitz constant L.
Now consider the case when fi’s are strongly convex (i.e., µ > 0 in (5.1.1)). In order
to exploit the strong convexity, we assume that the prox-functions Vi(·, ·) (cf. (4.2.7)) are
growing quadratically with the quadratic growth constant C, i.e., there exists a constant
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C > 0 such that (4.3.32) holds. By (4.2.8), we must have C ≥ 1. The following theorem
instantiates Algorithm 11 by providing a selection of {αk}, {τk}, {ηk} and {Tk}, which
leads to a improved O(1/
√
ε) complexity bound for the functional optimality gap and also
the feasibility residual to obtain a stochastic ε-solution of (1.2.19).
Theorem 5.2.3 Let x∗ be an optimal solution of (1.2.19), and dmax be the maximum de-
gree of graph G, and suppose that the parameters {λt} and {βt} in the ACS procedure of























, ∀k = 1, . . . , N. (5.2.32)
Then, for any N ≥ 1, we have
















k+m(N+3m)xN), {xk} is generated by












with Cx0,D,µ = F (x0)− F (x∗) +mµV(x0,x∗) + Dµm2 .





, k = 0,
2(k+3m)
6m2+N(N+6m+1)
, k = 1, . . . , N.
(5.2.34)













Therefore, it is easy to check that parameter settings (5.2.27) and (5.2.32) satisfy conditions
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, k = 1, . . . , N − 1,
2m(N+3m)
6m2+N(N+6m+1)
, k = N,




k=0 (k + 2m + 1)x
k + m(N + 3m)xN). By
plugging the parameter setting in (A.0.40), we have
E{Q(z̄N ; x∗,y)} ≤ 6m2
6m2+N(N+6m+1)
[


















(‖y∗ − yN‖+ ‖y∗‖)
]
.
In view of (A.0.41) and (5.2.32), we have






















































































Furthermore, by (5.2.35) we have
E{g(s, z̄N)} ≤ 6m2
6m2+N(N+6m+1)
[






The results in (5.2.33) immediately follow from applying Proposition 4.2.1 to the above
two inequalities.
As a consequence of Theorem 5.2.3, letting D = O(m3), we can see that the total number
of inter-node communication rounds and intra-node (sub)gradient evaluations required by






















We demonstrate the advantages of our proposed AA-SDCS method over the state-of-
the-art synchronous algorithm, stochastic decentralized communication sliding (SDCS)
method, proposed in Chapter 4 through some preliminary numerical experiments.
Let us consider the decentralized linear Support Vector Machines (SVM) model with
the following hinge loss function
max{0, 1− v〈x, u〉},
where (v, u) ∈ R×Rd is the pair of class label and feature vector, and x ∈ Rd denotes the
weight vector. We consider two types of stochastic decentralized linear SVM problems in
this chapter. For the convex case, we study 1-norm SVM problem [113, 114], i.e., the hinge
loss function defined above plus l1-norm as the regularizer, formulated as in (4.6.3), while
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for the strongly convex case, we study 2-norm SVM model, formulated as in (4.6.4). More-
over, we use the Erhos-Renyi algorithm 1 to generate the underlying decentralized network.
Note that nodes with different degrees are drawn in different colors (cf. Figure5.1). We also
used the real dataset named “ijcnn1” from LIBSVM2 and drew 40, 000 samples from this
dataset as our problem instance data to train the decentralized linear SVM model. These
samples are evenly split over the network agents. For example, if we have m = 8 nodes
(or agents) in the decentralized network (see Figure 5.1), each network agent has 5, 000
samples.
Figure 5.1: The 8-agent decentralized network randomly generated by Erhos-Renyi algorithm.
With the same initial points x0 = 1 and y0 = 0, we compare the performances of our
algorithms with the SDCS method for solving (1.2.13)-(1.2.19) by showing the progresses
of objective function values and feasibility residuals ‖Lx‖ versus the elapsed CPU running
time (in seconds) for the aforementioned two different types of problems. In all problem
instances, we use ‖ · ‖2 norm in both the primal and dual spaces, and hence in the param-
eter settings of SDCS ‖L‖ refers to the maximum eigenvalue of the Laplacian matrix L.
1We implemented the Erhos-Renyi algorithm based on a MATLAB function written by Pablo Blider,
which can be found in https://www.mathworks.com/matlabcentral/fileexchange/4206.
2This real dataset can be downloaded from https://www.csie.ntu.edu.tw/˜cjlin/
libsvmtools/datasets/.
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Moreover, all algorithms are implemented in MATLAB R2016a and run in the computer
environment of with 32-core (Intel(R) Xeon(R) CPU E5-2673 v3 2.40GHz) virtual ma-
chine on Microsoft Azure. We then utilize the parallel toolbox in MATLAB to simulate the
synchronous setting for the SDCS method. However, inter-node communication is instant
and no delay is simulated in all experiments. In fact, such simulation setup is in favor of
the synchronous methods, since these methods can be heavily slowed down by different
processing speeds of the agents (cores) and inter-node communication speeds.
Figure 5.2: Convergence comparison for solving decentralized 1-norm SVM (cf. first row) and decentralized 2-norm SVM (cf.
second row) defined over the connected decentralized network with 8 agents (cf. Figure 5.1).
The above figure clearly shows that for all testing instances, AA-SDCS can signifi-
cantly save CPU running time over SDCS in terms of both objective function values and
feasibility residuals. Moreover, AA-SDCS has greater improvements over SDCS for solv-
ing decentralized 2-norm SVM problems, which is consistent with our theoretic results




CONCLUSIONS AND FUTURE WORK
In this thesis we study first-order methods for distributed optimization and machine learn-
ing problems. Our main goal is to design and analyze efficient stochastic first-order al-
gorithms for solving distributed convex optimization problems. In particular, inspired by
interpreting an optimal deterministic first-order method, the Nesterov’s accelerated gradient
(NAG) method, we designed optimal randomized methods for solving the federated learn-
ing problems, a.k.a. server-worker distributed optimization problems; We can summarize
the main contributions as follows:
• provided a natural iterative buyer-supplier game interpretation for the well-known
Nesterov’s accelerated gradient method, which is often difficult to interpret, and
developed a new optimal deterministic first-order method, the primal-dual gradient
(PDG) method. PDG covers a variant of the NAG method as a special case;
• developed an optimal randomized incremental gradient (RIG) method, namely ran-
domized primal-dual gradient (RPDG) method, for solving the finite-sum optimiza-
tion problems, which is the core problem class in distributed optimization. RPDG
only requires an one-time exact gradient computation at the initial point and one gra-
dient evaluation of the randomly selected component function (cf. local loss function
of one network agent) iteratively, which leads to significant savings of gradient com-
putations and communication costs in the distributed setting;
• established a lower complexity bound for the class of RIG method for solving the
finite-sum optimization problems, which matched the upper complexity bound given
by RPDG and hence proved the optimality of RPDG. As a byproduct, we also de-
rived a lower complexity bound for randomized block coordinate descent methods
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by utilizing the separable structure of the aforementioned worst-case instances.
• further improved RPDG by introducing a new optimal RIG method, namely the ran-
domized gradient extrapolation method (RGEM), to solve a much broader class of
finite-sum optimization problems. Without any full gradient computation, RGEM
possesses iteration costs as low as pure stochastic gradient descent (SGD) methods,
but achieves a much faster and optimal linear rate of convergence for solving deter-
ministic finite-sum problems. Moreover, RGEM can be interpreted as the random-
ized version of the dual of the NAG method, which utilizes a gradient extrapolation
step for estimating exact gradients in addition to predicting dual information;
• extended RGEM to stochastic finite-sum optimization, and established the sampling
complexity bound that is independent of m, the number of agents, and the communi-




Moreover, we investigated another type of distributed optimization problems, the decen-
tralized optimization, where the underlying distributed network does not have a central
authority. Consider communication is the major bottleneck, we provided a theoretical un-
derstanding on how many rounds of inter-node communications and intra-node (stochas-
tic) (sub)gradient computations are required in order to solve the decentralized problems
to certain accuracy in which the objective functions are convex or strongly convex, but not
necessarily smooth, and their exact first-order information is not necessarily computable.
So far we have
• established the best-known communication complexities and not improvable sam-
pling complexities for decentralized (stochastic) optimization by proposing a class
of synchronous primal-dual type communication-efficient methods. Preliminary nu-
merical experiments on decentralized SVM models have been conducted to demon-
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strate the advantages of the proposed methods comparing to some existing state-of-
the-art decentralized methods.
• proposed an asynchronous decentralized algorithmic framework to maintain the es-
tablished communication complexities and sampling complexities for solving a more
general class of decentralized stochastic problems, for example, composite objective
function given as the summation of smooth and nonsmooth convex functions. Pre-
liminary numerical experiments had also been conducted under a simulated parallel
computer environment to demonstrate the advantages of the proposed asynchronous
methods.
Several interesting and worth-investigating future research directions are listed below:
• investigate privacy preserved first-order algorithms for solving machine learning prob-
lems, especially distributed machine learning problems. More specifically, incor-
porating rigorous methods and techniques from security and information system to
design and analyze algorithms that protect data privacy under the distributed setting.
• build up rigorous distributed system and conduct more numerical experiments and
computational studies for decentralized first-order methods and randomized meth-
ods for federated learning. It would also be interesting to propose communication-
efficient methods to adaptively estimate problem constants, such as, the norm of
Laplacian matrix L and maximum degree of the graph, etc.
• apply designed efficient first-order methods to solve real-world problems that have
arisen from other areas, for example, manufacturing industry, data analytics in rec-
ommendation systems, signal processing and health-care, and so on.
• extend effective first-order methods and optimization techniques designed for convex
optimization to non-convex optimization problems rising from deep learning, data






In this chapter, we provide proofs for some important technical results, which are very
helpful in the convergence analysis of the algorithms proposed in Chapter 4 and 5.
The following lemma below characterizes the solution of the primal and dual projection
steps in DCS/SDCS, ADPD and AA-SDCS, as well as the projection in inner loops CS and
ACS. The proof of this result can be found in Lemma 2 of [112].
Lemma A.0.1 Let the convex function q : U → R, the points x̄, ȳ ∈ U and the scalars
µ1, µ2 ∈ R be given. Let ω : U → R be a differentiable convex function and V (x, z) be
defined in (4.2.7). If
u∗ ∈ argmin {q(u) + µ1V (x̄, u) + µ2V (ȳ, u) : u ∈ U} ,
then for any u ∈ U , we have
q(u∗) + µ1V (x̄, u
∗) + µ2V (ȳ, u
∗) ≤ q(u) + µ1V (x̄, u) + µ2V (ȳ, u)− (µ1 + µ2)V (u∗, u).
We also define some auxiliary notations which play important roles in the convergence
analysis of the proposed methods in Chapter 5. Let x̂k, ŷk, x̂k+ and x̂
k be defined as follows,
∀t = 1, . . . , k
x̂k = argminx∈Xm〈Lỹk,x〉+ F (x) + ηtV(xk−1,x), (A.0.1)




k) = ACS(F,Xm,V, Tk, ηk,Lỹ
k,xk−1), (A.0.3)
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and x̂0 = x̂k+ = x̂
0 = x0, ŷ0 = y0 = 0. Note that some notations may be abused in the
above definitions, since xk, ỹk,yk, x̃k can be generated by both Algorithm 10 and Algo-
rithm 11. However, these definitions become clear when we refer to them in the conver-
gence analysis of certain algorithm. For example, when we refer to x̂k in the convergence
analysis of Algorithm 10, notations ỹk and xk−1 in its definition clearly refer to (5.2.6) and
(5.2.8) in Algorithm 10.
In the following lemma, we provide some important relations that will be used later in
the convergence analysis.
































where E[ik,jk] represents taking expectation over i1, j1, . . . , ik, jk, and xk, x̂k, xk and x̂
k are
defined in (5.2.8) , (A.0.1), (5.2.21), (A.0.3) respectively.
Proof. Note that by (A.0.1) and the fact that jk is chosen uniformly from {1, . . . ,m},
we have
Ejk{F (xk)− F (x) + 〈Lxk,y〉}
= (1− 1
m
)[F (xk−1)− F (x) + 〈Lxk−1,y〉] + 1
m
[F (x̂k−1)− F (x) + 〈Lx̂k−1,y〉].
(A.0.4)
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k)− F (x) + 〈Lxk,y〉]
}
= E[ik]E[jk]{(θ̂0 − (m− 1)θ̂1)[F (x
0)− F (x) + 〈Lx0,y〉]|[ik]}
+ E[ik]E[jk]
{∑N−1
























k)− F (x) + 〈Lx̂k,y〉]
}
,
where the last equality is obtained by applying (A.0.4) and rearranging the terms. Similarly,
in view of (A.0.3), we have
Ejk{F (xk)− F (x) + 〈Lxk,y〉}
= (1− 1
m
)[F (xk−1)− F (x) + 〈Lxk−1,y〉] + 1
m
[F (x̂k−1)− F (x) + 〈Lx̂k−1,y〉],
and hence the second identity follows from the same argument. Moreover, for any x ∈ Xm,

















where the first equality follows from the definition of V(·, ·), and the last equality follows
by taking expectation on jk. Similarly, we can obtain the last relation of the lemma.
We define ŷk (see (A.0.2)) and x̂k+ (see (A.0.3)) in a similar way as x̂
k, and hence, following
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k‖2} = E[ik,jk]{m‖y − y
k‖2 − (m− 1)‖y − yk−1‖2},
E[ik,jk]{‖y










where xk (cf. (5.2.21)) is generated by Algorithm 11.
We now provide an important recursion relation of Algorithm 10 in the following
lemma.
Lemma A.0.3 Let the gap function Q be defined as in (4.2.2), and z̄N := (x̄N , ȳN) =∑N
k=0(θkx
k, θ̂kŷ
k), where {θk} is a nonnegative sequence that satisfies (5.2.9). Also let xk
and yk be defined in (5.2.8) and (5.2.5), respectively. Then for any k ≥ 1, we have
E[ik,jk]{Q(z̄
N ; z)} ≤ θ̂0Q0(x,y) + E[ik,jk]
{∑N






















where Q0(x,y) is defined as
Q0(x,y) := F (x
0)− F (x) + 〈Lx0,y〉. (A.0.6)
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Proof. By the definitions of Q(·; ·) in (4.2.2) and z̄N , we have




k)− F (x) + 〈Lxk,y〉]−
∑N
k=0θ̂k〈Lx, ŷk〉,
where the inequality follows from the convexity of F (·). By taking expectation over








k)− F (x) + 〈Lx̂k,y〉 − 〈Lx, ŷk〉]
}
.
Note that by applying Lemma A.0.1 to (A.0.1) and (A.0.2), we have
〈Lỹk, x̂k − x〉+ F (x̂k)− F (x) ≤ ηk[V(xk−1,x)−V(x̂k,x)−V(xk−1, x̂k)], (A.0.7)
〈Lx̃k,y − ŷk〉 ≤ τk
2
[‖y − yk−1‖2 − ‖y − ŷk‖2 − ‖yk−1 − ŷk‖2].
Combining the above three inequalities and in view of ŷ0 = y0 = 0, we can conclude that
E[ik,jk]{Q(z̄






〈Lỹk,x− x̂k〉+ 〈L(x̂k − x̃k),y〉












[‖y − yk−1‖2 − ‖y − ŷk‖2 − ‖yk−1 − ŷk‖2]
}
≤ θ̂0Q0 + E[ik,jk]
{∑N






















where the second inequality follows from Lemma A.0.2 and the result in (A.0.5) immedi-
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ately follows from taking expectation on jk.
The following proposition establishes the main convergence property of the ADPD method
stated in Algorithm 10.
Proposition A.0.4 Let the iterates (xk, ŷk), k = 1, . . . , N , be generated by Algorithm 10







that the parameters {αk}, {τk}, and {ηk} in Algorithm 10 satisfy
θ̂kτk = θ̂k−1τk−1, k = 2, . . . , N, (A.0.9)
θ̂kηk ≤ θ̂k−1ηk−1, k = 2, . . . , N, (A.0.10)
αkθ̂k = mθ̂k−1, k = 2, . . . , N + 1, (A.0.11)
4mαkd
2
max ≤ ηk−1τk, k = 2, . . . , N, (A.0.12)
4(m− 1)2d2max ≤ ηkτk, k = 1, . . . , N. (A.0.13)
where {θ̂k} is some given weight sequence and dmax is the maximum degree of graph G.
Then, for any z := (x,y) ∈ Xm × Rmd, we have
E[ik,jk]{Q(z̄
N ; z)} ≤ θ̂0(F (x0)− F (x)) +mθ̂1η1V(x0,x) + E[ik,jk]〈s,y〉, (A.0.14)
where Q is defined in (4.2.2), and s is defined as
s := θ̂0Lx
0 +mθ̂NL(x
N − xN−1) +mθ̂1τ1yN . (A.0.15)
























Proof. In view of Lemma A.0.3, we have
E[ik,jk]{Q(z̄
















Now we will provide a bound for
∑N
k=1θ̂k∆k. Observe that by (5.2.3), we obtain
∑N
k=1θ̂k〈L(mx
k − (m− 1)xk−1 − x̃k),y − ỹk〉
=
∑N









k=1θ̂kαk〈L(xk−1 − xk−2), ỹk − ỹk−1)〉
= mθ̂N〈L(xN − xN−1),y − yN − (m− 1)(yN − yN−1)〉
+
∑N
k=2θ̂kαk〈L(xk−1 − xk−2),m(yk − yk−1)− (m− 1)(yk−1 − yk−2)〉
= mθ̂N〈L(xN − xN−1),y − yN〉+
∑N
k=2mθ̂kαk〈L(xk−1 − xk−2),yk − yk−1〉
−
∑N
k=1(m− 1)θ̂k+1αk+1〈L(xk − xk−1),yk − yk−1〉,
where the third equality follows from (A.0.11), (5.2.6) and the fact that x−1 = x0, and the
last equality follows from (A.0.11) and rearranging the terms. Also note that
∑N
k=1mθ̂kηk[V(x









































Combining the above three results, we conclude that
∑N
k=1θ̂k∆k ≤ mθ̂N〈L(x
N − xN−1),y − yN〉+
∑N
k=2mθ̂kαk〈L(xk−1 − xk−2),yk − yk−1〉
−
∑N










‖y − y0‖2 − mθ̂N τN
2



































(m− 1)θ̂k+1αk+1Lik,jk〈xkjk − x
k−1
jk






















Note that by (A.0.12) and the fact that b〈u, v〉 − a‖v‖2/2 ≤ b2‖u‖2/(2a),∀a > 0, for all

































Similarly, by (A.0.13) for all k ≥ 1, we have
(m− 1)θ̂k+1αk+1Lik,ik〈xkjk − x
k−1
jk















Hence, combining the above three inequalities, we conclude that
∑N
k=1θ̂k∆k ≤ mθ̂N〈L(x










‖y − y0‖2 − ‖y − yN‖2
}
(A.0.19)




















‖yNi ‖2 +m〈θ̂NL(xN − xN−1) + θ̂1τ1yN ,y〉
+mθ̂1η1V(x
0,x),
where the second inequality follows from (4.2.8) and the fact that b〈u, v〉 − a‖v‖2/2 ≤
b2‖u‖2/(2a),∀a > 0, and the last inequality also follows from the fact and y0 = 0. In








m〈θ̂NL(xN − xN−1) + θ̂1τ1yN ,y〉
}
= θ̂0(F (x
0)− F (x)) +mθ̂1η1V(x0,x)
+ E[ik,jk]
{




where the last equality follows from the definition of Q0 in (A.0.6). The result in (A.0.14)
immediately follows from the above relation. Furthermore, from (A.0.17), (A.0.19), (A.0.9)


























i=1mθ̂NLi,jN 〈xNjN − x
N−1
jN















































which implies the result in (A.0.16).
We state in the following proposition a general result for the ACS procedure. For no-




1, t = 1,
(1− λt)Λt, t ≥ 2.
(A.0.21)
Proposition A.0.5 If {βt} and {λt} in the ACS procedure satisfy
λ1 = 1, (A.0.22)





, t = 1, . . . , T, (A.0.24)
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then, under assumptions (4.4.1) and (4.4.2), for u ∈ U ,







where E[ξ] represents taking the expectation over {ξ1i , . . . , ξTi } and Φ is defined as
Φ(u) := 〈w, u〉+ φ(u) + ηV (x, u). (A.0.26)
Proof. Note that in view of (4.2.7), (4.2.8) and (4.3.32), we have
1
2
‖u1−u2‖2 ≤ V (x, u1)−V (x, u2)−〈∇V (x, u2), u1−u2〉 = V (u2, u1) ≤ C2‖u1−u2‖
2, ∀u1, u2 ∈ U,
where ∇V (x, u2) denotes the gradient of V (x, ·) w.r.t. u2 for a given x, and the above
result together with (5.1.1) imply φ(·) satisfies
µ+η
2
‖u1−u2‖2 ≤ Φ(u1)−Φ(u2)−〈∇Φ(u2), u1−u2〉 ≤ C+L2 ‖u1−u2‖
2+M‖u1−u2‖, ∀u1, u2 ∈ U.
Hence, by the proof of Theorem 1 in [112], we can conclude that







We are now ready to present the main convergence property of the AA-SDCS method
stated in Algorithm 11 when the objective functions fi, i = 1, . . . ,m, are general convex.
Proposition A.0.6 Let the iterates (xk,xk) and ŷk, k = 1, . . . , N , be generated by Algo-







Assume that the objective fi, i = 1, . . . ,m, are general convex functions, i.e., µ = 0, L,M ≥
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, k = 2, . . . , N, (A.0.27)
αkθ̂k = θ̂k−1, k = 2, . . . , N, (A.0.28)
8mαkd
2
max ≤ ηk−1τk, k = 2, . . . , N, (A.0.29)
8(m− 1)2d2max ≤ mηkτk, k = 1, . . . , N, (A.0.30)
where {θ̂k} is some given weight sequence. Let the parameters {λt} and {βt} in the
ACS procedure of Algorithm 11 be set to (5.2.27). Then, for any z := (x,y) ∈ Xm×Rmd,
we have













where E represents taking the expectation over all random variables,Q is defined in (4.2.2)
and s are defined as
s := θ̂0Lx
0 + θ̂NL(x̂
N − xN−1) +mθ̂1τ1yN . (A.0.32)










ηNE‖x̂N − xN−1‖2, 2mτNE‖y∗ − yN‖2
}















Proof. Since fi’s are general convex function, we have µ = 0 and L,M ≥ 0 (cf.
(5.1.1)). Also note that λt and βt defined in (5.2.27) satisfy condition (A.0.22)-(A.0.24).
Therefore, substituting φ := fi, and λt and βt, relation (A.0.25) can be rewritten as the
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following,1






Summing up the above inequality from i ∈ [m], and using the definitions of x̂k+ and x̂
k in
(A.0.3), we obtain






where Φk(x) = 〈Lx, ỹk〉+ F (x) + ηkV(xk−1,x). By plugging into the above relation the
values of λt and βt in (5.2.27), together with the definition of Φk(x) and rearranging the
terms, we have ∀x ∈ Xm
E[ξ]
{

















By the definitions of Q in (4.2.2) and z̄N , and the convexity of F (·), we have
Q(z̄N ; z) ≤
∑N
k=0θk[F (x
k)− F (x) + 〈Lxk,y〉]−
∑N
k=0θ̂k〈Lx, ŷk〉.








k)− F (x) + 〈Lx̂k,y〉 − 〈Lx, ŷk〉]
}
.
Moreover, if we replace (A.0.7) by (A.0.34) in Lemma A.0.3, we can conclude the follow-
1We added the subscript i to emphasize that this inequality holds for any agent i ∈ N with φ = fi. More
specifically, Φi(ui) := 〈wi, ui〉+ fi(ui) + ηVi(xi, ui).
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ing result similar to (A.0.8)
































where E represents taking the expectation over all random variables. Therefore, we have


















− ηkV(xk−1, x̂k) + mτk2 [‖y − y




We now provide a bound for E{
∑N
k=1θ̂k∆̃k}. Observe that ∆̃k is different from ∆k defined
in (A.0.18) in first three terms, however, they can be bounded via the same technique. Note




















k−1 − xk−2), ỹk − ỹk−1)〉
}
(A.0.28),(5.2.19)




k−1 − xk−2),m(yk − yk−1)− (m− 1)(yk−1 − yk−2)〉
(A.0.28)
= θ̂N〈L(x̂N − xN−1),y − yN〉+
∑N
k=2mθ̂kαk〈L(x̂





k − xk−1),yk − yk−1〉,





θ̂N〈L(x̂N − xN−1),y − yN〉+
∑N
k=2mθ̂kαk〈L(x̂






























‖y − y0‖2 − mθ̂N τN
2












θ̂N〈L(x̂N − xN−1),y − yN〉 − θ̂NηN4 ‖x
































E{‖y − y0‖2 − ‖y − yN‖2}.
Noting that by the fact that b〈u, v〉 − a‖v‖2/2 ≤ b2‖u‖2/(2a),∀a > 0 and (A.0.28) and








































































E{‖y − y0‖2 − ‖y − yN‖2}.
(A.0.37)
Following the same procedure as we used in Proposition A.0.4 (cf. (A.0.20)), and using the


















〈θ̂0Lx0 + θ̂NL(x̂N − xN−1) +mθ̂1τ1yN ,y〉
}
,
which implies the result in (A.0.31). Furthermore, from (A.0.35), (A.0.37), (A.0.9), and
the fact that Q(z̄N , z∗) ≥ 0,y0 = 0, we have




















































Similarly, we can obtain
mθ̂N τN
2



















which implies the result in (A.0.33).
In the following proposition, we provide the main convergence property of the AA-
SDCS method stated in Algorithm 11 when the objective functions fi, i = 1, . . . ,m, are
strongly convex.
Proposition A.0.7 Let the iterates (xk,xk) and ŷk, k = 1, . . . , N , be generated by Algo-







Assume that the objective fi, i = 1, . . . ,m, are strongly convex functions, i.e., µ > 0, L,M ≥












+ ηk−1 + µ
)
, k = 2, . . . , N, (A.0.39)
where {θ̂k} is some given weight sequence. Let the parameters {λt} and {βt} in the
ACS procedure of Algorithm 11 be set to (5.2.27). Then, for any z := (x,y) ∈ Xm×Rmd,
we have













where E represents the taking expectation over all random variables, Q and s are defined











ηNE‖x̂N − xN−1‖2, 2mτNE‖y∗ − yN‖2
}















Proof. Since fi’s are strongly convex function, we have µ > 0 and L,M ≥ 0 (cf.
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(5.1.1)). Observe that λt and βt defined in (5.2.27) satisfy conditions (A.0.22)-(A.0.24).
Therefore, following similar procedure in Proposition A.0.6, in view of Proposition A.0.5,
and the definition of x̂k+ and x̂
k in (A.0.3), we can obtain







where Φk(x) = 〈Lx, ỹk〉+ F (x) + ηkV(xk−1,x). By plugging into the above relation the
values of λt and βt in (5.2.27), together with the definition of Φk(x) and rearranging the
terms, we have ∀x ∈ Xm
E[ξ]
{













+ ηk + µ
)






Observe that if we replace (A.0.34) by (A.0.42) in Proposition A.0.6, we can conclude the
following result similar to (A.0.35)










where E represents taking the expectation over all random variables and














− ηkV(xk−1, x̂k) + mτk2 [‖y − y




Since ∆̄k defined above shares a similar structure with ∆̃k in (A.0.36), we can follow a simi-
lar procedure as in Proposition A.0.6 to obtain a bound for E{Q(z̄N , z)}. Note that the only
difference between (A.0.44) and (A.0.36) exists in the coefficient of the term V(xk−1,x)
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〈θ̂0Lx0 + θ̂NL(x̂N − xN−1) +mθ̂1τ1yN ,y〉
}
.
Our result in (A.0.40) immediately follows. Following the same procedure as we obtain
(A.0.38), for any saddle point z∗ = (x∗,y∗) of (4.2.1), we have
θ̂NηN
4









































from which the result in (A.0.41) follows.
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[59] A. Nedić, A. Olshevsky, and W. Shi, “Achieving geometric convergence for dis-
tributed optimization over time-varying graphs,” http://arxiv.org/abs/1607.03218,
2016.
[60] H. Terelius, U. Topcu, and R. Murray, “Decentralized multi-agent optimization via
dual decomposition,” IFAC Proceedings Volumes, vol. 44, no. 1, pp. 11 245–11 251,
2011.
206
[61] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, “Distributed optimization
and statistical learning via the alternating direction method of multipliers,” Found.
Trends Mach. Learn., vol. 3, no. 1, pp. 1–122, 2011.
[62] W. Shi, Q. Ling, G. Wu, and W. Yin, “On the linear convergence of the admm in
decentralized consensus optimization,” IEEE Transactions on Signal Processing,
vol. 62, no. 7, pp. 1750–1761, 2014.
[63] A. Makhdoumi and A. Ozdaglar, “Convergence rate of distributed admm over net-
works,” http://arxiv.org/abs/1601.00194, 2016.
[64] E. Wei and A. Ozdaglar, “On the O(1/k) convergence of asynchronous distributed
alternating direction method of multipliers,” http://arxiv.org/pdf/1307.8254, 2013.
[65] N. S. Aybat, Z. Wang, T. Lin, and S. Ma, “Distributed linearized alternating di-
rection method of multipliers for composite convex consensus optimization,” IEEE
Transactions on Automatic Control, vol. 63, no. 1, pp. 5–20, 2018.
[66] N. He, A. Juditsky, and A. Nemirovski, “Mirror prox algorithm for multi-term com-
posite minimization and semi-separable problems,” Journal of Computational Op-
timization and Applications, vol. 103, pp. 127–152, 2015.
[67] T. Chang, M. Hong, and X. Wang, “Multi-agent distributed optimization via inexact
consensus admm,” http://arxiv.org/abs/1402.6065, 2014.
[68] T. Chang and M. Hong, “Stochastic proximal gradient consensus over random net-
works,” http://arxiv.org/abs/1511.08905, 2015.
[69] A. Mokhtari, W. Shi, Q. Ling, and A. Ribeiro, “Dqm: Decentralized quadratically
approximated alternating direction method of multipliers,” http://arxiv.org/abs/1508.02073,
2015.
[70] ——, “A decentralized second-order method with exact linear convergence rate for
consensus optimization,” http://arxiv.org/abs/1602.00596, 2016.
[71] D. Jakovetic, J. Xavier, and J. Moura, “Fast distributed gradient methods,” Auto-
matic Control, IEEE Transactions on, vol. 59, no. 5, pp. 1131–1145, 2014.
[72] A. Chen and A. Ozdaglar, “A fast distributed proximal gradient method,” in Com-
munication, Control, and Computing (Allerton), 2012 50th Annual Allerton Con-
ference on, 2012, pp. 601–608.
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