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Abstract
Let M be a complete Riemannian manifold and µ the distribution of the diffusion process generated by
1
2 (∆+ Z) where Z is a C1-vector field. When Ric− ∇Z is bounded below and Z has, for instance, linear
growth, the transportation-cost inequality with respect to the uniform distance is established for µ on the
path space over M . A simple example is given to show the optimality of the condition.
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1. Introduction
Since Talagrand [16] found his transportation-cost inequality for the Gaussian measure on
Rd , this inequality has been established on finite- and infinite-dimensional spaces with respect
to many different distances (i.e. cost functions); see [18] for historical comments and references.
For instance, on the path space of a diffusion process on a complete Riemannian manifold,
the inequality holds with respect to the L2-distance provided the curvature of the diffusion is
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bounded below, and it holds with respect to the intrinsic distance induced by the Malliavian
gradient provided the curvature is bounded (see [19,20]). See also [10,22,23] for the study of
diffusion path spaces over Rd , and [8,15] for the study on path and loop groups. The purpose
of this paper is to search for a reasonable curvature condition such that the Talagrand inequality
holds for the distribution of the corresponding diffusion process with respect to the uniform
distance on the path space.
Let (M, g) be a connected complete Riemannian manifold of dimension d. Consider the
diffusion operator L = 12 (∆+ Z) for a C1-vector field Z . Assume that
Ric−∇Z ≥ −K . (1.1)
Let o ∈ M and T > 0 be fixed. Let H : T M → T O(M) the horizontal lift, where O(M) is the
orthonormal frame bundle over M . Consider the stochastic differential equation on O(M):
dut (w) =
d∑
i=1
Hi (ut (w)) ◦ dwit +
1
2
HZ (ut (w))dt, u0 ∈ pi−1(o), (1.2)
where wt = (wit : 1 ≤ i ≤ d) is the Brownian motion on Rd and Hi (u) := Huei , 1 ≤ i ≤ d .
Here and in what follows, {ei }di=1 is the canonical orthonormal basis on Rd . Let
W0(Rd) := {w ∈ C([0, T ];Rd) : w0 = 0},
H :=
{
h ∈ W0(Rd) : ‖h‖2H :=
∫ T
0
h˙2s ds <∞
}
,
and P be the standard Wiener measure. Let pi : O(M) → M be the canonical projection. Then
γt (w) := piut (w) is the L-diffusion process on M starting from o, which is non-explosive under
condition (1.1). Let µ be the law of w 7→ γ (w) ∈ Wo(M) := {γ ∈ C([0, T ];M) : γ0 = o}.
Let ρ be the Riemannian distance on M . For two probability measures µ1, µ2 on Wo(M), let
W 22,d∞(µ1, µ2) be the L
2-Wasserstein distance between them induced by the uniform norm
d∞(γ, η) := sup
t∈[0,T ]
ρ(γt , ηt ), γ, η ∈ Wo(M).
More precisely,
W 22,d∞(µ1, µ2) := inf
pˆi∈C (µ1,µ2)
∫
Wo(M)×Wo(M)
d2∞(γ, η)pˆi(dγ, dη) (1.3)
where C (µ1, µ2) is the set of all probability measures on Wo(M) × Wo(M) with marginal
distributions µ1 and µ2. The main result of the paper is the following:
Theorem 1.1. Assume that (1.1) holds for some K ≥ 0 and let ρo = ρ(o, ·). If |Z | ≤ ψ ◦ ρo for
some strictly positive and increasing ψ ∈ C∞([1,∞)) with∫ ∞
0
1
ψ(s)
ds = ∞,
then
W 22,d∞(Fµ,µ) ≤ 2
eK T − 1
K
µ(F log F), F ≥ 0, µ(F) = 1. (1.4)
S. Fang et al. / Stochastic Processes and their Applications 118 (2008) 2181–2197 2183
To prove this result, we could start from the log-Sobolev inequality for the damped gradient
D˜, see (2.7) below. To this end, one would like to follow the line of [3] by studying the
Hamilton–Jacobi semigroup Qt induced by the uniform norm d∞:
(Qt F)(γ ) = inf
η∈Wo(M)
{
F(η)+ 1
2t
d2∞(γ, η)
}
.
By [15], Qt preserves the class of d∞-Lipschitz functions. Then, according to the argument
of [3], to derive the desired transportation-cost inequality from the log-Sobolev inequality (2.7),
it remains to prove that
D+t Qt F := lim sup
s↓0
Qt+s F − Qt F
s
≤ −C
∫ T
0
|D˜s Qt F |2ds
for some constant C > 0, which we are only able to confirm for Z = 0.
To study the case with a drift, we shall follow the line of [20] using finite-dimensional
approximations. To make the corresponding finite approximate metric continuous, we have to
first assume that the Ricci curvature is C1b , the curvature tensor Ω is C
0
b and the drift is C
2
b . So,
to finish the proof, we adopt one more approximation argument on the Riemannian metric and
the drift to fit the above regularity assumption. To realize the second approximation procedure
we need the growth condition of |Z | stated in Theorem 1.1. On the other hand, however, since
the growth of |Z | is not included in the inequality (1.4), we believe that it is technical rather than
necessary.
To conclude this section, we present below a simple example to show that the condition in
Theorem 1.1 for (1.4) is sharp.
Example 1. Let M = Rd and Z = ∇V for
V (x) := (1+ |x |2)δ, x ∈ Rd ,
where δ ≥ 0 is a constant. Let T > 0 and o = 0 ∈ Rd be fixed. We claim that there exists a
constant C > 0 such that
W 22,d∞(Fµ,µ) ≤ Cµ(F log F), F ≥ 0, µ(F) = 1 (1.5)
holds if and only if δ ≤ 1. Indeed, for δ ≤ 1 Ric − ∇Z = −HessV is bounded from below and
|Z | has at most linear growth. So, (1.5) follows from Theorem 1.1. On the other hand, it is well
known that (1.5) implies
E exp[λ sup
t∈[0,T ]
|γt |2] <∞ (1.6)
for some λ > 0, where γt is the L-diffusion process starting from 0. Indeed, according to [22],
this concentration property is equivalent to the weaker L1 transportation-cost inequality:
W 21,d∞(Fµ,µ) ≤ Cµ(F log F), F ≥ 0, µ(F) = 1
for some constant C > 0, where
W1,d∞(µ1, µ2) := inf
pˆi∈C (µ1,µ2)
∫
Wo(M)×Wo(M)
d∞(γ, η)pˆi(dγ, dη) ≤ W2,d∞(µ1, µ2).
It is well known that if δ > 1 then the diffusion process is explosive so that (1.6) does not hold
for any given λ > 0.
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The remainder of the paper is organized as follows. In Section 2 we prove Theorem 1.1 under
an additional assumption on bounded geometry (see (H) below), which in particular implies
the regularity of finite-dimensional metrics induced by conditional expectations of the damped
gradient. For readers’ convenience to follow the main points of the proof, we address the proof
of this regularity property in the Appendix at the end of the paper. Then a complete proof of
Theorem 1.1 is presented in Section 3 by constructing Riemannian manifolds {(Mn, gn) : n ≥ 1}
and operators {Ln : n ≥ 1}, which satisfy assumption (H) and approximate the original
Riemannian manifold and L in a good way. Finally, in Section 4 we extend Theorem 1.1 to
the free path space.
2. The case with bounded geometry
In this section we assume that
(H) Ric ∈ C1b , Ω ∈ C0b and Z ∈ C2b .
It is known that under (H) the measure µ is equivalent to the Wiener measure (see [4]). It is
also known that the filtration generated by {us(w); s ≤ t} coincides with the one generated by
{γs(w); s ≤ t}; they are both equal to the natural filtration Nt generated by {ws; s ≤ t} (see [5,
17]). For F ∈ FC∞b , i.e.
F(γ ) = f (γs1 , . . . , γsN ), 0 < s1 < · · · < sN ≤ T, (2.1)
for some N ≥ 1 and f ∈ C∞b (M N ), we define
(Ds F)(γ ) =
N∑
j=1
u−1s j (∂ j f )1{s<s j },
where ∂ j is the gradient with respect to the j th component.
Throughout the paper, for any p-tensor T on M , let T # : O(M)→ L (Rd×p;R) with
T #(u)(a1, . . . , ap) = T (ua1, . . . , uap), a1, . . . , ap ∈ Rd , u ∈ O(M).
Now, let RicZ = Ric − ∇Z and Ric#Z be defined for T = RicZ . Consider the following
resolvent equation onL (Rd;Rd):
dQt,s
dt
= −1
2
Ric#Z (ut ) Qt,s, t ≥ s > 0; Qs,s = Id. (2.2)
By (1.1),
‖Qt−s‖ ≤ eK (t−s)/2, t ≥ s > 0, (2.3)
where ‖ · ‖ is the operator norm on Rd . Following [7], we define the damped gradient
(D˜s F)(γ ) =
N∑
j=1
Q∗s j ,su
−1
s j (∂ j f )1{s<s j }, F(γ ) = f (γs1 , . . . , γsN ), (2.4)
where Q∗s j ,s is the adjoint of Qs j ,s . Then there holds the following integration by parts formula
E
(∫ T
0
〈D˜s F, h˙(s)〉ds
)
= E
(
F
∫ T
0
〈h˙(s), dws〉
)
, h ∈ H. (2.5)
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Indeed, letting h˜ solve
˙˜h(t)+ 1
2
Ric#Z (ut ) h˜(t) = h˙(t), h˜(0) = 0, (2.6)
we have∫ T
0
〈Ds F, ˙˜h(s)〉ds =
N∑
j=1
〈u−1s j (∂ j f ), h˜(s j )〉 =
N∑
i=1
∫ s j
0
〈
u−1s j (∂ j f ),
d
ds
Qs j ,s h˜(s)
〉
ds
=
N∑
j=1
∫ s j
0
〈u−1s j (∂ j f ), Qs j ,s h˙(s)〉ds
=
N∑
j=1
∫ T
0
〈Q∗s j ,su−1s j (∂ j f )1{s<s j }, h˙(s)〉ds =
∫ T
0
〈D˜s F, h˙(s)〉ds.
Then (2.5) follows from the known integration by parts formula for the Malliavian gradient
(see [2,5,7]). Under hypothesis (H), we can use the approach in [4] to get the following log-
Sobolev inequality (see also [6] for a possible degenerate diffusion)
µ(F2 log F2) ≤ 2µ
(∫ T
0
|D˜s F |2ds
)
, F ∈ FC∞b , µ(F2) = 1. (2.7)
Indeed, under our notations the last formula on page 75 of [4] (see Section 3 therein for the case
with drift) becomes
Ht = E
(
Dt F − 12
∫ T
t
Q∗s,t Ric#Z (us)Ds Fds
∣∣∣∣Nt) = E(D˜t F |Nt ),
where the last equation follows from the above relationship between the gradient and the damped
gradient. Then, replacing F by F2 in the second formula on page 75 in [4] and noting that
EF2 = 1, we obtain
EF2 log F2 ≤ 2E
∫ T
0
[E(F D˜t F |Nt )]2
E(F2|Nt ) dt ≤ 2E
∫ T
0
|D˜t F |2dt,
which is nothing but (2.7).
We shall derive the desired transportation-cost inequality from this log-Sobolev inequality. It
was observed in [13] (see also [3,20]) that the log-Sobolev inequality on a finite-dimensional
manifold implies the corresponding transportation-cost inequality with respect to the intrinsic
distance of the associated Dirichlet form, which has been recently extended in [15] to an abstract
setting under certain assumption on the corresponding Hamilton–Jacobi semigroup. Since this
assumption does not directly apply to our present situation, we shall adopt an approximation
argument as in [20]. To this end, we first reduce (2.7) to a finite-dimensional log-Sobolev
inequality, which implies a finite-dimensional transportation-cost inequality; then pass to the
infinite-dimensional setting by taking the limit with respect to a sequence of partitions of [0, T ].
2.1. The finite-dimensional setting
Let I = {0 < s1 · · · < sN ≤ T } be a partition of [0, T ]. Let
ΛI (γ ) := (γ (s1), . . . , γ (sN )), γ ∈ Wo(M)
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be the projection from Wo(M) onto the product manifold M I . Then µI := (ΛI )∗µ has a smooth
and strictly positive density with respect to the Riemannian volume dx1 · · · dxN on M I . For
F = f ◦ ΛI ∈ FC∞b , it follows from (2.4) that∫ T
0
|D˜s F |2 ds =
N∑
i, j=1
∫ si∧s j
0
〈us j Qs j ,s Q∗si ,su−1si ∂i f, ∂ j f 〉gds. (2.8)
Let M I 3 z 7→ P(z, ·) be the regular conditional distributions of P given ΛI ◦ γ . We define the
linear operator AI (z) on Tz M I by
〈AI (z)X, Y 〉g I =
∫
W0(Rd )
(
N∑
i, j=1
∫ si∧s j
0
〈us j Qs j ,s Q∗si ,su−1si X i (z), Y j (z)〉g ds
)
dP(z, ·)
(2.9)
for X, Y ∈ Tz MT , where g I is the product Riemannian metric on M I and X i and Y j are the
i th and j th components of X and Y respectively. By Propositions A.4 and A.5 below, AI is
uniformly positive definite and has a continuous version, denoted again by AI . Moreover, since
a continuous mapping on T M I can be uniformly approximated by smooth ones, in what follows
we may and do assume that AI is smooth.
Noting that for F = f ◦ ΛI ∈ FC∞b we have
E
(∫ T
0
|D˜s F |2 ds
)
=
∫
M I
〈AI∇ I f,∇ I f 〉g I dµI ,
where ∇ I is the gradient operator induced by g I on M I , it follows from (2.7) that
µI ( f
2 log f 2) ≤ 2µI (〈AI∇ I f,∇ I f 〉g I ), f ∈ C∞b (M I ), µI ( f 2) = 1. (2.10)
Now, let ρI be the Riemannian distance induced by AI on M I . We have
ρI (z, z
′) = sup
{
| f (z)− f (z′)| : f ∈ C1b(M I ), 〈AI∇ I f,∇ I f 〉g I ≤ 1
}
. (2.11)
Since g is complete, (H) and Proposition A.5 below imply the completeness of ρI . Therefore,
by [19, Theorem 1.1] with p = 2 (see also [13,3]), (2.10) implies
W 22,ρI ( f µI , µI ) ≤ 2µI ( f log f ), f ≥ 0, µI ( f ) = 1. (2.12)
We are now ready to prove the main result of the paper under assumption (H).
Proposition 2.1. Assume (1.1) and (H). Let dI (z, z′) := max1≤i≤N ρ(zsi , z′si ), z, z′ ∈ M I . We
have
W 22,dI ( f µI , µI ) ≤ 2
eK T − 1
K
µI ( f log f ), f ≥ 0, µI ( f ) = 1. (2.13)
Proof. By (2.12), it suffices to prove that
d2I ≤
eK T − 1
K
ρ2I . (2.14)
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Obviously,
dI (z, z
′) = sup
{
| f (z)− f (z′)| : f ∈ C∞b (M I ),
N∑
j=1
|∂ j f |g ≤ 1
}
, z, z′ ∈ M I . (2.15)
Next, by (2.8) and the definition of AI , we have
ρI (z, z
′) ≥ sup
{
| f (z)− f (z′)| : f ∈ C∞b (M I ),
∫ T
0
|D˜s F |2ds ≤ 1
}
(2.16)
for z, z′ ∈ M I . Finally, for f ∈ C∞b (M I ) and F = f ◦ ΛI , (2.3) and (2.8) imply∫ T
0
|D˜s F |2ds ≤ e
K T − 1
K
N∑
i, j=1
|∂i f |g|∂ j f |g = e
K T − 1
K
(
N∑
j=1
|∂ j f |g
)2
.
Therefore, (2.14) follows from (2.15) and (2.16). 
2.2. The infinite-dimensional case
Proposition 2.2. Assume (H). Then (1.1) implies (1.4).
Proof. Since FC∞b is dense in L1(µ), it suffices to prove (1.4) for nonnegative F ∈ FC∞b with
µ(F) = 1. Let F = f ◦ ΛI for some partition I of [0, T ] and nonnegative f ∈ C∞b (M I ) with
µI ( f ) = 1. Take a sequence of partitions {In} of [0, T ], which is finer and finer, such that In ⊃ I
for all n ≥ 1 and ∪n≥1 In is dense in [0, T ]. Let
d˜In (γ, η) = dIn (ΛIn (γ ),ΛIn (η)), γ, η ∈ Wo(M).
Then
d˜In ↑ d∞ as n ↑ ∞. (2.17)
Since In ⊃ I , we may regard f as a function on M In depending only on components in M I
so that µIn ( f ) = 1 and µIn ( f log f ) = µ(F log F) for all n ≥ 1. By (2.13), for any n ≥ 1, there
exists a coupling measure p˜in ∈ C ( f µIn , µIn ) such that (cf. [14])∫
M In×M In
d2In dp˜in ≤ 2
eK T − 1
K
µ(F log F). (2.18)
For any n ≥ 1, let µ(z, ·) (respectively (Fµ)(z, ·)) be the regular conditional distribution of µ
(respectively Fµ) given ΛIn = z ∈ M In . Then, according to [20, page 187] (see also [9, page
353]),
pˆin(dγ, dη) :=
∫
M In×M In
(Fµ)(z; dγ )µ(z′, dη)p˜in(dz, dz′) ∈ C (Fµ,µ), n ≥ 1.
Moreover, it is easy to see that (2.18) implies∫
Wo(M)×Wo(M)
d˜2In dpˆin ≤ 2
eK T − 1
K
µ(F log F). (2.19)
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Since, as explained in page 187 of [20], C (Fµ,µ) is tight and closed under the weak topology,
up to a subsequence pˆin → pˆi weakly for some pˆi ∈ C (Fµ,µ) as n→∞. Then, for any N > 0,
it follows from (2.19) and the monotonicity of d˜In in n that∫
Wo(M)×Wo(M)
(d˜2IN ∧ N )dpˆi = limn→∞
∫
Wo(M)×Wo(M)
(d˜2IN ∧ N )dpˆin
≤
∫
Wo(M)×Wo(M)
d˜2In dpˆin ≤ 2
eK T − 1
K
µ(F log F).
Therefore, the proof is finished by taking N →∞ and using (2.17). 
3. Proof of Theorem 1.1
To prove Theorem 1.1 from Proposition 2.2, we shall construct a sequence of metrics {gn} and
drifts {Zn} satisfying (H) and Ricn−∇n Zn ≥ −Kn with Kn → K and µn → µ, where Ricn,∇n
are the Ricci curvature and the Levi-Civita connection induced by gn , and µn is the distribution
of the diffusion process generated by Ln := 12 (∆n + Zn). Here, we will take gn as conformal
changes of g. So, we first study the conformal change of metric.
3.1. Conformal changes of metric for (H)
In this subsection, we prove that the conformal change of metric used in [17] satisfies
assumption (H). More precisely, let f ∈ C∞0 (M) with 0 ≤ f ≤ 1 such that M ′ := { f > 0} is a
non-empty open set. Then, according to [17], M ′ is a complete Riemannian manifold under the
metric g′ := f −2g, and
L ′ := f 2L = 1
2
(∆′ + Z ′)
for Z ′ = f 2 Z + d−22 ∇ f 2, where ∆′ is the Laplacian induced by g′. Moreover, let X (M ′) be
the set of all smooth vector fields on M ′, andX pb (M ′, g′) (respectively,X
p
b (M
′, g)) the set of
all C pb -vector fields on M
′ with respect to the metric g′ (respectively, g). Moreover, Let ∇ ′ be the
Levi-Civita connection on (M ′, g′). We have (see [1, Theorem 1.159 (a)])
∇ ′X Y = ∇X Y − 〈X, log f 〉g X − 〈Y, log f 〉gY + 〈X, Y 〉g∇ log f, X, Y ∈X (M ′). (3.1)
Moreover, letting Ric′ be the Ricci curvature on (M ′, g′), by [1, Theorem 1.159 (d)] we have
(note that the Laplacian therein equals to our −∆)
Ric′ = Ric− (d − 2)(Hesslog f −1 − (d log f −1)⊗ (d log f −1))
− (∆ log f −1 + (d − 2)| log f |2g)g
= Ric+ (d − 2) f −1Hess f + ( f −1∆ f − (d − 3)|∇ log f |g)g. (3.2)
Due to (3.1) and (3.2), we are able to prove the following main result in this subsection.
Proposition 3.1. For Z ∈ C2, the Riemannian manifold (M ′, g′) and the drift Z ′ := f 2 Z +
d−2
2 ∇ f 2 satisfy (H).
This Proposition will be implied by Lemmas 3.3 and 3.4 below. To prove these lemmas, we
first clarify the relationship betweenX 1b (M
′, g) andX 1b (M ′, g′).
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Lemma 3.2. For any X ∈X (M ′),∣∣|∇X |g − |∇ ′X |g′ ∣∣ ≤ 3|∇ f |g|X |g′ . (3.3)
Consequently,
fX 1b (M
′, g) := { f X : X ∈X 1b (M ′, g)} ⊂X 1b (M ′, g′) ⊂X 1b (M ′, g). (3.4)
Proof. For any Y ∈ T M ′ with |Y |g = 1, one has | f Y |g′ = 1 and by (3.1),∣∣∣|∇Y X |g − |∇ ′f Y X |g′ ∣∣∣ = ∣∣|∇Y X |g − |∇ ′Y X |g∣∣ ≤ |∇Y X −∇ ′Y X |g
≤ 3| f −1 X |g|∇ f |g|Y | = 3|X |g′ |∇ f |g.
Thus, (3.3) holds. Since f is smooth with 0 ≤ f ≤ 1, it is obvious that
X 0b (M
′, g′) = fX 0b (M, g) ⊂X 0b (M, g),
whereX 0b denotes the set of all bounded continuous vector fields.
If X ∈X 1b (M ′, g), then (3.3) implies
|∇ ′( f X)|g′ ≤ |∇( f X)|g + 3|∇ f |g|X |g ≤ 4|∇ f |g|X |g + f |∇X |g,
which is bounded. So, fX 1b (M, g) ⊂X 1b (M ′, g′).
On the other hand, if X ∈X 1b (M ′, g′), then by (3.3),
|∇X |g ≤ |∇ ′X |g′ + 3|∇ f |g|X |g′
is bounded. Therefore, the proof is finished. 
Lemma 3.3. For any C2-vector field Z on M, one has Z ′ ∈X 2b (M ′, g′).
Proof. We shall prove f 2 Z ∈X 2b (M ′, g′) and ∇ f 2 ∈X 2b (M ′, g′) respectively.
(a) For any X ∈X 1b (M ′, g′), by (3.1) we have
∇ ′X ( f 2 Z) = ∇X ( f 2 Z)− 〈X,∇ f 〉g f Z − 〈Z ,∇ f 〉g f X + 〈 f Z , X〉g∇ f
= f { f∇X Z + 〈Z , X〉g∇ f + 〈X,∇ f 〉g Z − 〈Z ,∇ f 〉g X} =: f U.
By (3.4) we have X ∈ X 1b (M ′, g). Moreover, Z ∈ X 2b (M ′, g). Thus, U ∈ X 1b (M ′, g). So, by
(3.4), ∇ ′X ( f 2 Z) ∈X 1b (M ′, g′) for all X ∈X 1b (M ′, g′). This means that f 2 Z ∈X 2b (M ′, g′).
(b) Let X ∈X 1b (M ′, g′), it remains to prove that |∇ ′∇ ′X∇ f 2|g′ is bounded. By (3.1)
∇ ′X∇ f 2 = ∇X∇ f 2 − 2〈X,∇ f 〉g∇ f − 2|∇ f |2g X + 2〈∇ f, X〉g∇ f
= 2〈X,∇ f 〉g∇ f + 2 f∇X∇ f − 2|∇ f |2 X.
By (3.4), f∇X∇ f ∈X 1b (M ′, g′). So, it suffices to prove that
I := |∇ ′(〈X,∇ f 〉g∇ f − |∇ f |2g X)|g′
is bounded. By (3.3),
I ≤ |∇(〈X,∇ f 〉g∇ f )|g + |∇(|∇ f |2g X)|g + 3|∇ f |2g|〈 f −1 X,∇ f 〉g| + 3|∇ f |3g|X |g′
≤ 5|∇2 f |g|∇ f |g|X |g + 5|∇ f |3g|X |g′ + 2|∇ f |2g|∇X |g
which is bounded since X ∈X 1b (M ′, g′) ⊂X 1b (M ′, g). 
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Lemma 3.4. The Ricci curvature Ric′ ∈ C1b(M ′, g′) and the curvature tensor Ω ′ ∈ C0b(M ′, g′).
Proof. By (3.2), there exists a smooth 2-tensor T on M such that
Ric′(X, Y ) = fT ( f −1 X, f −1Y ), X, Y ∈X 1b (M ′, g′).
Then R′ is bounded since | · |g = f | · |g′ . Assuming that |X |g′ = |Y |g′ = 1, we obtain from the
above formula and (3.3) that
|∇ ′ Ric′(X, Y )|g′ = f |∇ Ric′(X, Y )|g
≤ f |∇ f |g|T |g + f |∇T |g(|∇( f −1 X)|g + |∇( f −1Y )|g)
≤ f |∇ f |g|T |g + |∇T |g(|∇X |g + |∇Y |g + 2|∇ f |g),
which is bounded on M ′ since X, Y ∈ X 1b (M ′, g′) ⊂ X 1b (M ′, g), T is smooth on M , and
M ′ ⊂ M is relatively compact. Therefore Ric′ ∈ C1b(M ′, g′). The same argument works for Ω ′.
The proof is finished. 
3.2. Proof of Theorem 1.1
By Greene–Wu’s approximation theorem [11], we take a smooth positive function ρ˜ on M
such that
|ρ˜ − ρo| ≤ 1, 12 ≤ |∇ρ˜| ≤ 2 and (∆+ Z)ρ˜ ≤ (∆+ Z)ρo + 1, (3.5)
where the last inequality is restricted outside {o} ∪ cut(o). Moreover, by the approximation
theorem, we may and do assume that Z ∈ C2.
Lemma 3.5. (1.1) implies
(∆+ Z)ρ˜ ≤ K + 2+ ψ(ρ˜ + 1), ρ ≥ 1.
Proof. For x 6∈ cut(o) with ρo = ρo(x) ≥ 1, let ` : [0, ρo] → M be the minimal geodesic
from o to x . Let U = ˙` and {Ui : 1 ≤ i ≤ d − 1} be constant vector fields along ` such that
{U,Ui : 1 ≤ i ≤ d−1} is an orthonormal basis. Let Ji be the Jacobi field along ` with Ji (0) = 0
and Ji (ρo) = Ui , 1 ≤ i ≤ d . Let h(s) = 1 − (ρo − s)+. By the second variational formula and
the index lemma, we have
∆ρo(x) =
d−1∑
i=1
∫ ρo
0
{
|∇U Ji |2g − R(Ji ,U, Ji ,U )
}
≤
d−1∑
i=1
∫ ρo
0
{
|∇U (hUi )|2g − h2 R(Ui ,U,Ui ,U )
}
= 1−
∫ ρo
0
h2Ric(U,U ). (3.6)
Next,
Zρo = 〈Z ,U 〉g(x) =
∫ ρo
0
d
ds
{h2〈Z ,U 〉g}ds ≤
∫ ρo
0
h2〈∇U Z ,U 〉g + ψ ◦ ρo(x).
Combining this with (3.6) we obtain
(∆+ Z)ρo ≤ K + 1+ ψ ◦ ρo.
Therefore, the proof is finished by (3.5). 
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Proof of Theorem 1.1. Let h0 ∈ C∞b be decreasing such that 0 ≤ h0 ≤ 1, h0(s) = 1 for s ≤ 1,
and h0(s) = 0 for s ≥ 2. Let
hn(s) := h0
(
1
n
∫ s
0
dt
ψ(t + 1)
)
, s ≥ 0, n ≥ 2.
For any n ≥ 2, let fn = hn(ρ˜). Since ψ > 0 is smooth with
∫∞
0 ψ(s)
−1ds = ∞, we have
fn ∈ C∞0 (M). Let µn be the distribution on Wo(M) for the diffusion process generated by f 2n L .
Then µn → µ strongly; that is, for any bounded measurable function F on Wo(M),
lim
n→∞µn(F) = µ(F). (3.7)
Indeed, letting τn be the hitting time of the L-diffusion process to the set
{∫ ρ˜
0 ψ(s)
−1 ≥ n
}
,
these two diffusion processes have the same distribution up to τn . So,
|µ(F)− µn(F)| ≤ 2‖F‖∞P(τn ≤ T ).
Since τn →∞ as n→∞, we obtain (3.7). Then, it is standard that
W 22,d∞(Fµ,µ) ≤ lim infn→∞ W
2
2,d∞(Fnµn, µn) (3.8)
for Fn := F/µn(F).
Now, let Ricn,∇n be the Ricci curvature and Levi-Civita connection induced by gn := f −2n g
on Mn := { fn > 0}. Let Zn = f 2n Z + (d − 2) fn∇ fn . By (3.8), Propositions 2.2 and 3.1, it
remains to prove
Ricn −∇n Zn ≥ −Kn (3.9)
for some positive constants Kn → K as n → ∞. Let X ∈ T Mn with |X |gn = 1. By (3.2), we
have
Ricn( fnU, fnU ) = f 2n Ric(U,U )+ (d − 2) fnHess f (U,U )+ fn∆ fn
− (d − 3)|∇ fn|2, |U |g = 1.
Combining this with the first display on [17, page 114], we obtain
(Ricn −∇n Zn)( fnU, fnU ) ≥ f 2n (Ric−∇Z)(U,U )+ fn(∆+ Z) fn
− c1(|∇ fn|2g + |Z |g|∇ fn|g), |U |g = 1
for some constant c1 > 0. Combining this with (1.1) we obtain
Ricn −∇n Zn ≥ −K + fn(∆+ Z) fn − c1(|∇ fn|2g + |Z |g|∇ fn|g).
Therefore, to ensure (3.9) it suffices to show that
lim
n→∞ inf{ fn(∆+ Z) fn − c1(|∇ fn|
2
g + |Z |g|∇ fn|g)} = 0. (3.10)
By Lemma 3.5, h′0 ≤ 0 and |∇ρ˜| ≤ 2,
(∆+ Z) fn ≥ −‖h
′
0‖∞(K + 2+ ψ(ρ˜ + 1))
nψ(ρ˜ + 1) −
2‖h′′0‖∞
n2ψ(ρ˜ + 1)2
which goes to zero uniformly as n → ∞. Similarly, |∇ fn|2g + |Z |g|∇ fn|g → 0 uniformly
too. 
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4. An extension to free path spaces
Let ν be a probability measure on M such that
W2,ρ( f ν, ν)
2 ≤ C0ν( f log f ), f ≥ 0, ν( f ) = 1 (4.1)
holds for some constant C0 > 0. Let Pν be the distribution of the L-diffusion process starting
from ν up to time T > 0, which is then a probability measure on the free path space
W (M) = C([0, T ];M).
Theorem 4.1. Under (1.1) and the growth condition for |Z | stated in Theorem 1.1 for some (and
hence any) fixed point o ∈ M. Then
W2,d∞(F Pν, Pν)
2 ≤
(
C0eK T + 2e
K T − 1
K
)
Pν(F log F), F ≥ 0, Pν(F) = 1.
Proof. (a) Without loss of generality, we assume that F ∈ FC∞b is strictly positive. Let Px be
the distribution of the L-diffusion process starting from x , and let f (x) = Px (F), Fx = Ff (x) .
Then ν( f ) = Px (Fx ) = 1 and
P f ν =
∫
M
(Fx Px ) f (x)ν(dx), P f ν =
∫
M
Px f (x)ν(dx). (4.2)
By the triangle inequality,
W2,d∞(F Pν, Pν) ≤ W2,d∞(F Pν, P f ν)+W2,d∞(P f ν, Pν). (4.3)
(b) It is well known that in a class of probability measures on a Polish space with bounded
second moment, the weak convergence is equivalent to the convergence in the L2-Wasserstein
distance (see e.g. [14]). Noting that x 7→ Px and x 7→ Fx Px are continuous in the weak topology
for probability measures on W (M), and due to (1.1), supx Px (e
d∞(x,·)) <∞, we conclude that
x 7→ W2,d∞(Px , Fx Px )
is continuous. Furthermore, Theorem 1.1 and the uniform boundedness of Fx imply that this
function is bounded. Therefore, it is is to see from (4.2) that
W2,d∞(F Pν, P f ν)
2 ≤
∫
M
W2,d∞(Fx Px , Px )
2 f (x)ν(dx). (4.4)
Indeed, letting {Ai,n : i ≥ 1}n≥1 be a sequence of measurable partitions of M such that
ν(Ai,n)+ dia(Ai,n) ≤ 1n , i, n ≥ 1,
where dia(Ai,n) is the diameter of Ai,n . By the continuity of f , let xi,n ∈ A¯i,n such that
f (xi,n)ν(Ai,n) =
∫
Ai,n
f (x)ν(dx), i, n ≥ 1.
Let pii,n ∈ C (Fxi,n Pxi,n , Pxi,n ) such that∫
W (M)×W (M)
d2∞dpii,n = W2,d∞(Fxi,n Pxi,n , Pxi,n )2, i, n ≥ 1.
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Then
pin :=
∞∑
i=1
f (xi,n)ν(Ai,n)pii,n ∈ C ((F Pν)n, (P f ν)n),
where
(F Pν)n :=
∞∑
i=1
f (xi,n)ν(Ai,n)Fxi,n Pxi,n → F Pν
and
(P f ν)n :=
∞∑
i=1
f (xi,n)ν(Ai,n)Pxi,n → P f ν
weakly as n→ 0, then
W2,d∞(F Pν, P f ν)
2 = lim
n→∞W2,d∞((F Pν)n, (P f ν)n)
2
≤ lim
n→∞
∫
W (M)×W (M)
d2∞dpin
= lim
n→∞
∞∑
i=1
f (xi,n)ν(Ai,n)W2,d∞(Fxi,n Pxi,n , Pxi,n )
2
=
∫
M
W2,d∞(Fx Px , Px )
2 f (x)ν(dx),
Therefore, (4.4) holds. Combining this with Theorem 1.1, we obtain
W2,d∞(F Pν, P f ν)
2 ≤ 2(e
K T − 1)
K
∫
W (M)×M
{Fx (γ ) log Fx (γ )}Px (dγ ) f (x)ν(dx)
= 2(e
K T − 1)
K
(Pν(F log F)− ν( f log f )) . (4.5)
(c) To estimate W2,d∞(P f ν, Pν), let pˆi ∈ C ( f ν, ν) such that
W2,ρ( f ν, ν)
2 =
∫
M×M
ρ2dpˆi ,
and let (X t , Yt ) be the coupling by parallel displacement for the L-diffusion process with initial
distribution pˆi . By [21, (3.2)] (note that the present L is half of the one therein)
ρ(X t , Yt ) ≤ ρ(X0, Y0)eK t/2, t > 0.
Thus,
W2,d∞(P f ν, Pν)
2 ≤ E max
t∈[0,T ]
ρ(X t , Yt )
2 ≤ eK TEρ(X0, Y0)2 = eK T W2,ρ( f ν, ν)2.
Then it follows from (4.1) that
W2,d∞(P f ν, Pν)
2 ≤ C0eK T ν( f log f ).
Combining this with (4.3) and (4.5) we arrive at
W2,d∞(F Pν, Pν)
2 ≤ (1+ δ)W2,d∞(F Pν, P f ν)2 + (1+ δ−1)W2,d∞(P f ν, Pν)2
2194 S. Fang et al. / Stochastic Processes and their Applications 118 (2008) 2181–2197
≤ 2(1+ δ)(e
K T − 1)
K
Pν(F log F)
+
(
C0(1+ δ−1)eK T − 2(1+ δ)(e
K T − 1)
K
)
ν( f log f ).
Then the proof is finished by taking δ = C0 K eK T /2(eK T − 1). 
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Appendix. Regularity of AI
Let V be a smooth manifold. For the convenience of our exposition, we shall introduce V -
valued smooth Wiener functionals in the following way (for a general definition, we refer to [12],
p. 78). Let Φ : Wo(Rd) → V be a measurable map. Let p > 1. We say that Φ is derivable if
there exists ∇Φ(w) ∈ H⊗ TΦ(w)V satisfying E(‖∇Φ‖pH⊗T V ) < +∞ such that for each h ∈ H,
Φ admits a version Φh such that ε 7→ Φh(w + εh) is C1 and
d
dε
Φh(w + εh)|ε=0 = ∇Φ(w) · h ∈ Tφ(w)V .
Then ∇Φ is a map from Wo(Rd) into H ⊗ T V . Inductively, we define high-order derivatives
∇kΦ : Wo(Rd) → H⊗k ⊗ T V . We say that Φ ∈ D∞k if E(‖∇rΦ‖p) < +∞ for all r ≤ k and
p > 1. We say that Φ is non-degenerated in Malliavin sense if det−1[∇Φ(∇Φ)∗] ∈ ∩p>1 L p,
where (∇Φ(w))∗ : TΦ(w)V → H is defined by
〈(∇Φ(w))∗v, h〉H = 〈∇Φ(w)h, v〉TΦ(w)V .
The following result holds (see [12], chapter III).
Theorem A.1. Let Φ ∈ D∞2 be a V -valued non-degenerated Wiener functional and G ∈
D∞1 (Wo(Rd),R). Then the conditional expectation z 7→ E(G|Φ = z) admits a continuous
version.
Now we are going to prove the regularity of AI .
Lemma A.2. Assume (H). Then the Itoˆ functional ut : W0(Rd) → O(M) defined by (1.2)
belongs to D∞1 .
Proof. We first note that for any h ∈ H, the law of w 7→ ut (w + εh) is equivalent to that of ut
and furthermore,
β(t) := 〈θ, Dhut 〉, ρ(t) := 〈Θ, Dhut 〉
satisfy (see [2, (2.21)]){
dβ(t) = (h˙(t)+ {∇Z}#(ut ) β(t)− ρ(t)Z#(ut ))dt + ρ(t)(Z#(ut )dt + ◦dwt ),
dρ(t) = Ωut (u−1t Zpiut dt + ◦dwt , β(t)).
(A.1)
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Here, Z#(u) := 〈Z , u·〉 ∈ Rd for u ∈ O(M), (θ,Θ) is the parallelism of O(M), an Rd × so(d)-
valued one-form on O(M) defined by
θu(X˜) = u−1pi∗ X˜ , Θu(X˜) = q−1u (PV X˜), u ∈ O(M), X˜ ∈ Tu O(M),
where PV is the orthogonal projection from T O(M) onto the space of vertical tangent vectors
on O(M), and
qu : so(d) 3 α 7→ dds {ue
−sα}|s=0 ∈ PV Tu O(M)
is an endomorphism.
Let D(d) = Rd × so(d). For r ∈ O(M), we denote by M j (u) the endomorphism of D(d)
defined by
(x, A) 7→
(
{∇Z}#(u) · x + Ae j ,Ωr (e j , x)
)
.
Let Jt,s solve the equation onL (Rd;Rd × so(d)) :
d
dt
Jt,s =
(
d∑
j=1
M j (ut ) ◦
[
(u−1t Zpiut ) j dt + dw jt
])
Jt,s, t > s, Js,s = (IdD(d), 0). (A.2)
Then (see [12, page 292])
(β(t), ρ(t)) =
∫ t
0
Jt,s h˙(s) ds.
This completes the proof due to the fact that∣∣∣∣ ddε ut (w + εh)|ε=0
∣∣∣∣2
Tut O(M)
= |β(t)|2 + |ρ(t)|2
and the boundedness ofM,Ω and Z . 
Lemma A.3. Assume (H). Let Qt = Qt,0. Then
Dh Qt = −12
∫ t
0
Qt,s{∇pi∗Dhus RicZ }#(us) Qs ds, h ∈ H. (A.3)
Consequently, Qt ∈ Dp1 (W0(Rd)) for p ≥ 1.
Proof. Differentiating (2.2), we obtain
dDh Qt
dt
= −1
2
{∇pi∗Dhut RicZ }#(ut )Qt −
1
2
(Ric#Z (ut ))Dh Qt , Dh Q0 = 0.
So, we get the expression (A.3) and thus, Qt ∈ Dp1 (W0(Rd)) for p ≥ 1 due to (H) and
Lemma A.2. 
Proposition A.4. Assume (H). Then AI : T M I → T M I has a continuous µI -version.
Proof. Let Ki j (s) = Qs j ,s Q∗si ,s . Note that u−1si X i (γ (si )) = θ(X#i )usi . Then, for any compactly
supported smooth vector fields X, Y on M I ,
〈us j Qs j ,s Q∗si ,su−1si X i , Y j 〉g = 〈Ki j (s)θ(X#i )usi , θ(X#j )us j 〉 =: Gi j (t).
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By Lemmas A.2 and A.3, Gi j (t) are in D∞1 (W0(Rd),R), so
G :=
N∑
i, j=1
∫ si∧s j
0
Gi j (s)ds ∈ D∞1 (W0(Rd),R).
By Theorem A.1, z 7→ 〈AI (z)X (z), Y (z)〉g I =
∫
W0(Rd ) G P(z, dw) has a continuous version.
Proposition A.5. Assume that Ric−∇Z ≤ K1, then AI is uniformly elliptic with respect to g I .
Proof. Let a = (a1, . . . , aN ) ∈ Tz M I . Suppose without losing the generality, that |aN | =
max1≤i≤N |ai |. Let (X1, . . . , X N ) be vector fields around (z1, . . . , zN ) such that
(X1(z1), . . . , X N (zN )) = (a1, . . . , zN ).
We have
〈AI (z)a, a〉 = Eµ
∫ T
0
∣∣∣∣∣∣
N∑
j=1
Q∗s j ,su
−1
s j X j (γ (s j ))1(s<s j )
∣∣∣∣∣
2
ds
∣∣∣∣∣∣ΛI = z
 .
Let sN−1 ≤ s < sN and v ∈ Rd . Then by the assumption on the upper bound of Ric,
d
dt
|Qt,sv|2 ≥ −K1|Qt,sv|2.
It follows that |Qt,sv|2 ≥ e−K1(t−s)|v|2 ≥ e−K1(sN−sN−1)|v|2. Therefore,∫ T
0
∣∣∣∣∣ N∑
j=1
Q∗s j ,su
−1
s j X j (γ (s j ))1(s<s j )
∣∣∣∣∣
2
ds ≥
∫ sN
sN−1
|Q∗sN ,su−1sN X N (γ (sN ))|2 ds
≥ |X N (γ (sN ))|2e−K1(sN−sN−1)(sN − sN−1).
Hence,
〈AI (z)a, a〉 ≥ |aN |2e−K1(sN−sN−1)(sN − sN−1) ≥ |a|2 N−1e−K1(sN−sN−1)(sN − sN−1).

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