Proof of Theorem 3.3
To prove this result we deal with the concept of viscosity solution. For the concept of viscosity solution of a differential equation, we refer to [1] [2] [3] [4] [5] [6] [7] [8] [9] . For a complete survey, we refer the reader to [10] [11] [12] and the celebrated User's Guide of Crandall et al. [5] . For the convex and functional analysis tools adopted, see [12] [13] [14] [15] [16] .
The basic idea is to offer a double perspective to study the regularity property of the value function: on the one side, V is defined as
on the other side, V can be viewed as viscosity solution of the HJB equation.
More formally, we proceed in three steps: first of all, we show that V is the unique viscosity solution of the HJB equation
with the relaxed boundary conditions for x ∈ {0, K}: 
1 Secondly, we prove that V is concave in [0, K]; thirdly, we prove the twice differentiability in ]0, K[ of the value function, hence deriving the thesis.
• First step: The following existence and uniqueness theorem is a consequence of some results from Barles and coauthors [17, 18] .
Theorem 1.1. The value function V in (1) is continuous in ]0, K[, it can be extended continuously in [0, K] and it is the unique viscosity solution of HJB equation (2) with variational boundary conditions (3) and (4) .
Theorem 1.1 assures that V is the classical solution of the HJB equation whenever V is twice differentiable in ]0, K[. To achieve the required regularity property, the investigation of the concavity of the value function is needed.
• Second step: It is useful to rewrite the HJB Equation (2) as H(x, u, u ′ , u ′′ ) = 0, for each
We recall a technical lemma which is useful for proving the concavity of the value function.
A direct consequence of Lemma 1.2 is the following corollary.
We now prove the concavity of the value function. Hence the concavity of V in ]0, K[ implies that V is concave in [0, K]. We then need to prove only the concavity of the value function in ]0, K[. At this aim, we prove the concavity of V in
It is easy to check that u * * is a viscosity supersolution of 16, 19] .
Moreover, by definition of convex envelope, for each x ∈ I ϵ we have:
with the choice λ 1 = 1, λ 2 = 0, x 1 = x, x 2 . By Theorem 1.1, the relation in (6) implies that u * * is
By Theorem 1.1 and by Corollary 1.3, we get that u * * is the unique viscosity solution of 
Then we can write, a.e. in I ϵ ,
The right-hand side of (7) is the sum of functions which are in L p in the compact set I ϵ , and so we 
is a continuous function, and the second term of (7) is continuous. Therefore,
Proof of Theorem 3.4
In order to proceed, we need a technical lemma.
Then we have
where Υ(t) is defined as Υ(t) := ∫ t 0 e −δs u ′ (X(s))βX(s)dW (s). Furthermore, we have
where (C * , X * ) is an optimal couple associated to our control problem.
Proof. By definition of stochastic integral, condition (8) is equivalent to
Since the viscosity solution of the HJB equation is twice differentiable, then there exists a positive
Thus, Equation (8) holds. The thesis comes applying a standard comparison result, being the solution of (2) bounded and the expected value a monotone operator.
Proof of the Theorem
(a) By Ito's Formula we get:
Therefore:
Let us consider now the stopping times τ, σ ∈ T . We have
By taking the expected value of (10) we get:
] .
Dominate Convergence Lebesgue's Theorem and Fatou's Lemma allow us to set a limit for t → +∞ under the expected value operator. Condition (8) then implies:
) ds
Theorem 3.2 implies:
for each C ∈ A. By taking the supremum, we then obtain V (x) ≤ u(x).
(b) Let us consider now the optimal pair (C * ,
As in (a), we pass to the limit for t → +∞ under the expected value operator, by virtue of the Dominate Convergence Lebesgue's Theorem and Fatou's Lemma. Hence, by (8) and (9), we obtain
Some Particular Cases of the Function α
This section contains the analysis of the optimal strategies for some special cases of the functional form of α. In particular, we discuss the behavior of the function C * in Theorem 3.5 as depending on V ′ (x). In doing this, the optimal strategies are studied from the perspective of their relationship with the firm's net value growth rate.
The cases under scrutiny are four:
By inverting the functions α, we can easily derive the form of the optimal expenditure rate as a function of V ′ (x). Denote as C * j the optimal expenditure rate associated to function α j . We have: The comparison between the optimal strategies C * can be easily derived from an analytical perspective. However, we prefer providing an the intuition by plotting the different patterns. At this aim, Figure 1 First of all, it is important to recall the economic meanings of the quantities of interest. C * is the optimal expenditure rate to be employed by the company in R&D; V ′ (x) represents the instantaneous growth rate at x of the optimal firm's expected discounted net value and α(c) is the growth rate of the value of knowledge accumulated with the expenditure rate c.
It is evident the regularity of the relationship between C * (V ′ (x)) and α. Among the functions α, function α 2 is the one with a more evident growth for small values of c, which becomes the less remarkable one for high values of c. Thus, α 2 is associated to a noticeably decreasing growth rate of the deterministic part of the value of accumulated knowledge as the value of the expenditure rate increases. Basically, functions of this type can capture firms' behaviors characterized by high diminishing returns in R&D.
The resulting C * 2 (V ′ (x)) is the one decreasing more rapidly for small values of V ′ (x) and less rapidly when V ′ (x) becomes larger. This means that the optimal expenditure rate decreases at a higher (lower) rate whenever: (i) the firm's optimal net value growth rate is low (high); (ii) the return to R & D is greater (lower) for low (high) levels of the expenditure rate.
The analysis of the other functions α and C * confirms the results described above.
Discretization of the HJB Equation
In this section we deal with the numerical discretization of the HJB Equation (2). More precisely, we consider a finite difference discretization, coupled with the Picard iterative scheme. The Picard iteration is an easy way of handling non-linear Ordinary Differential Equations (ODEs), as well as general non-linear system of equations, as in [20] : it belongs to the class of fixed point algorithms, and it is based on the idea of considering a known, previously computed solution in the non-linear term so that this term becomes linear in the unknown. The strategy is also known as the method of successive substitutions. In our case, the Picard iteration scheme consists in computing a sequence of solutions {V m } m>0 such that, given
and the iteration scheme stops when the difference between two consecutive solutions ||V m+1 − V m ||, computed in a suitable norm, falls below a given tolerance level.
As already stressed above, given V m , Equation (11) It is well known that the Picard iterative scheme converges if the guess function V 0 (and thus c 0 ) is close enough to the value function (and the optimal expenditure rate). More precisely, let us define the operators
and R : V → arg sup 1] {α(c)V ′ (x) − c} , Equation (11) can be rewritten as
By assuming that α is smooth enough, e.g., α ∈ C 0 ([0, 1]) ∩ C ∞ (]0, 1[), and that the range (domain) of the operators D (R) consists of regular enough functions, e.g., C 0 ([0, K]) ∩ C 2 (]0, K[), the Picard iterative scheme converges if there exists a constant C L < 1 such that
for any u, v which belongs to a closed subset of C 0 ([0, K])∩C 2 (]0, K[). More precisely, this theoretical result implies that the iterative procedure (12) converges if there exists a constant C L < 1 and a closed subset of C 0 ([0, K]) ∩ C 2 (]0, K[) which contains the whole sequence V 0 , V 1 , . . . such that the Lipschitz condition (13) holds. We refer to Chapter 2.2 in [21] , Section 4.1.3 in [22] , Chapter 3.6
in [23] , and to [24] for further details. For applications in finance of numerical algorithms for the solution of the HJB equations, we also refer to [25] [26] [27] , just to cite a few.
Finite Difference Discretization
In this section we deal with the finite difference discretization of Equation (11) . First of all, we introduce a mesh {x i } N i=0 , with x i = i∆x, ∆x = K/N ; thus the finite difference discretization of the ODE, considering the upwind correction on the first derivative term, is
The discretization of Equation (12) with a finite difference technique leads to the following linear system:
where r m = ( r
is a vector which depends on c m , i.e., r
is the finite difference matrix, while b m is the vector necessary to take into account the boundary conditions. More precisely, A m is a tridiagonal matrix with elements on the i − th row equal to −0.5 β 2 i 2 − iα(c m (x i )) on the upper diagonal, −0.5 β 2 i 2 on the lower one, and δ + β 2 i 2 + iα(c m (x i )) on the main diagonal, while b m is a vector with zero-elements, with the exception of the last row, which is equal
The finite difference discretization is coupled with the above described Picard iterative scheme: given a guess vector V 0 , solve system (14) for m = 0, 1, . . . , until the difference between two consecutive solutions ||V m+1 − V m || ∞ falls below the fixed tolerance level.
Matlab Code
Our numerical results are provided assuming N = 3, 000, we fix the tolerance level for the Picard iterative scheme equal to 10 −5 and we set the guess vector V 0 as the null vector. The maximum sup
is computed on a grid of 6, 000 equidistant points in the interval [0, 1]. As far as the consistency of our iterative methodology is concerned, we would like to stress that the average number of iterations necessary to obtain the convergence of the Picard scheme is 6. Thus, the proposed iterative scheme (12) , used to linearize the HJB equation, performs well, since the fixed tolerance level is reached rapidly. Moreover, the regularity of the problem considered allows for a fast convergence even with a trivial choice of the guess function (the null function).
In the following we report the Matlab code. 
Extended Numerical Results
In Table 1 we report the odds, i.e., the chance that the firm takes out the patent before σ, and the expected time of success -when success occurs, namely when the firm takes out the patent-for different values of σ.
In 
