We consider two measures of reliability functions namely R(t) = P (X > t) and P = P (X > Y ) for the Moore and Bilikam (1978) family of lifetime distributions which covers fourteen distributions as specific cases. For record data from this family of distributions, preliminary test estimators (PTEs) and preliminary test confidence interval (PTCI) based on uniformly minimum variance unbiased estimator (UMVUE), maximum likelihood estimator (MLE), empirical Bayes estimator (EBE) are obtained for the parameter. The bias and mean square error (MSE) (exact and asymptotic) of the proposed estimators are derived to study their relative efficiency and through simulation studies we establish that PTEs perform better than ordinary UMVUE, MLE and EBE. We also obtain the coverage probability (CP) and the expected length of the PTCI of the parameter and establish that the confidence intervals based on MLE are more precise. An application of the ordinary preliminary test estimator is also considered. To the best of the knowledge of the authors, no PTEs have been derived for R(t) and P based on records and thus we define improved PTEs based on MLE and UMVUE of R(t) and P . A comparative study of different methods of estimation done through simulations establishes that PTEs perform better than ordinary UMVUE and MLE.
Introduction
In statistical inference, we often come across problems where some prior information on the parameters (often regarded as constraints) is available, which give rise to restricted models. As the name suggests, the estimators obtained from restricted (unrestricted) models are known as restricted (unrestricted) estimators. Naturally, the validity of a restricted estimator will be questionable and hence it is required to perform a preliminary test on the restrictions. Due to past knowledge or experience, the experimenter may be in a position to make an initial guess on some of the parameters of interest. In such cases, we can provide an improved estimator by incorporating the prior information on the parameters. The usage of this prior information on some or all of the parameters of a statistical distribution usually leads to an improved inferential study. The efficiency and validity of restricted model analysis are higher over a restricted parametric space induced by the constraints, while the same holds for unrestricted model analysis over the entire parametric space. Thus, an analysis resulting from restricted or unrestricted models may be subject to a loss in efficiency against the validity of constraints while choosing between two inferential techniques. Hence it is wise to adopt restricted estimation procedures when we have sufficient confidence in the prior information. Bancroft (1944) introduced the use of PTEs and eventually further advancements were proposed by Saleh and Sen (1978) , Saleh and Kibria (1993) , Kibria (2004) , Saleh (2006) , Kibria and Saleh (1993 , 2004 , 2005 , 2006 , 2010 and Tabatabaey (2014, 2015) .
Until now, in the literature of inferential reliability, the researchers have developed PTEs of the parameters of different distributions. However, to the best of the knowledge of the authors, PTEs are not available for reliability functions R(t) and P . In the present paper, we derive PTEs for the powers of the parameter and two measures of reliability functions, namely R(t) and P . The reliability function R(t) is defined as the probability of failure-free operation until time t. Thus, if the random variable (RV) X denotes the lifetime of an item or a system, then R(t) = P (X > t). Another measure of reliability under stress-strength setup is the probability P = P (X > Y ), which represents the reliability of an item or a system of random strength X subject to random stress Y . A lot of work has been done in the literature for the point estimation and testing of R(t) and P based on record values. For a brief review, one may refer to Chaturvedi and Malhotra (2017a,b) . Chandler (1952) introduced the concept of record values. Based on records, inferential procedures for the parameters of different distributions have been developed by Glick (1978) , Nagaraja (1988a,b) , Balakrishnan, Ahsanullah, and Chan (1995) , Arnold, Balakrishnan, and Nagaraja (1992) , Habibi, Arghami, and Ahmadi (2006) , Arashi and Emadi (2008) , Razmkhah, Morabbi, and Ahmadi (2012) and others.
Let X be a RV from the Moore and Bilikam (1978) family of lifetime distributions with probability density function (PDF) f (x; β, θ) = β θ g (x)g β−1 (x)e Here, g(x) is a real-valued, strictly increasing function of x with g(0 + ) = 0, g(∞) = ∞, and g (x) denotes the derivative of g(x) with respect to x. The PDF in (1.1) representing a family of lifetime distributions covers the following probabilistic models as specific cases I Exponential distribution g(x) = x (Johnson and Kotz (1970), p.166) and β = 1 II Weibull distribution g(x) = x (Johnson and Kotz (1970) , p.250) III Burr type XII distribution g(x) = log(1 + x b ) (Burr (1942) , Burr and Cislak (1968) ) b > 0 and β = 1 IV Pareto distribution g(x) = log x a (Johnson and Kotz (1970) , p.233) and β = 1 V Rayleigh distribution g(x) = x (Johnson and Kotz (1970), p.200) and β = 2 VI Lomax (1954) distribution g(x) = log 1 + Lai, Xie, and Murthy (2003) g(x) = x γ e νx γ > 0, ν > 0 and β = 1 IX generalised Pareto distribution of Ljubo (1965) g ( b > 0 and β = 1 XIV two-parameter exponential distribution g(x) = (x − a) Ahsanullah (1980) and β = 1
Let X 1 , X 2 , ... be an infinite sequence of independent and identically distributed (iid) RVs from (1.1). An observation X j will be called an upper record value (or simply a record) if its value exceeds that of all previous observations. Thus X j is a record if X j > X i for every i < j. The record time sequence T n , n ≥ 0 is defined as
The record value sequence {R n } is then defined as R n = X Tn , n = 0, 1, 2, ... Tabatabaey (2014, 2015) constructed PTEs and PTCIs based on record values for the Burr XII model. In this paper we construct some PTEs on the basis of records for the powers of the parameter and reliability functions of Moore and Bilikam (1978) family of lifetime distribution which covers as many as fourteen distributions as its specific cases, in two different situations.
The likelihood function of the first n + 1 upper record values
In Section 2, we assume that the shape parameter β is known and propose three different PTEs for the powers of the scale parameter θ and the reliability functions R(t) and P . Then bias and MSE of the proposed estimators are obtained. We then obtain confidence intervals based on the PTEs of the parameter and hence obtain its CP and expected length (EL). Also the superiority intervals of our new estimators are tabulated. We shall observe that near the null hypothesis, the relative efficiency of PTEs increases and thus the proposed estimators dominate the usual estimators. In Section 3 we consider the case where β is unknown while θ is known. In Section 4, we suppose that both the parameters β and θ are unknown and follow an approach by Padgett (1994b,a, 1995) . In this case, using asymptotic normality of the MLE, we obtain superiority conditions for the proposed PTE. Also, asymptotic bias, MSE and asymptotic relative efficiency of the proposed PTE of the parameter are obtained.
Estimation of parametric functions when the shape parameter is known
The importance of discussion of this case lies in the derivation of UMVUE of parameter θ with the help of complete and sufficient statistics of the parameter θ which exists only when the shape parameter β is assumed to be known.
Proposed preliminary test estimators
Assuming the shape parameter β to be known, it follows from (1.3) that
We now estimate the powers of the parameter. The reason for estimating the powers of the parameter being that it takes place in the expressions for the moments and hazard rate of the distribution. Thus by estimating the powers of parameter, one can easily develop PTEs for the moments and hazard rate. Then, for
where g β (R n ) is the complete and sufficient statistic of θ and has gamma distribution with parameters (n + 1, θ). Further, the UMVUE of θ p iŝ
Now, if we consider conjugate prior distribution of θ to be inverted-gamma distribution with parameters (µ, ν) and
Under squared error loss function, the Bayes estimator of θ p iŝ
Also, the marginal distribution of R 0 , R 1 , R 2 , . . . , R n given µ and ν is
Taking the natural logarithm l of the above marginal distribution, the MLE of µ and ν can be obtained from the solution of the following system
Denoting the MLE of µ and ν byμ M L andν M L respectively, there exists a relation between them given byμ
Therefore from (2.6), the EBE of θ p iŝ
Sometimes, due to past knowledge or experience, the experimenter may be able to make an initial guess on some of the parameters of interest. This prior information can be expressed in the form of the following hypothesis
Then based on classical hypothesis testing, the critical region is given by
2 , and α is the level of significance. Or, equivalently we reject
where
We can now define the three PTEs for θ p based on UMVUE, MLE and EBE respectively aŝ
where I(A) is the indicator function of the set
The MLE and UMVUE of R(t) are respectively given bŷ
Thus, we define two different PTEs of R(t) based on MLE and UMVUE as follows:
is the hypothesized value of R(t).
Let X and Y be two independent RVs from the same family of lifetime distributions with parameters θ 1 and θ 2 respectively and β 1 = β 2 . Let R 0 , R 1 , . . . , R n be n + 1 record values from distribution of X and R * 0 , R * 1 , . . . , R * m be m + 1 records from distribution of Y . Then, P = θ 1 θ 1 +θ 2 . Suppose we want to test
Note that H 0 is equivalent to θ 1 = kθ 2 where k = P 0 1−P 0 . Thus, H 0 : θ 1 = kθ 2 and H 1 : θ 1 = kθ 2 . Since g β (R n ) and g β (R * m ) follow gamma distribution with parameters (n + 1, θ 1 ) and (m + 1, θ 2 ) respectively, it is easy to see that
∼ F 2(n+1),2(m+1) and the critical region is given by
. Thus, we define two PTEs of P based on MLE and UMVUE of P as follows:
(2.16)
where I(B) is the indicator function of the set
α 2 andP andP are the MLE and UMVUE of P respectively defined aŝ
The expressions for MLE and UMVUE of R(t) and P can be derived on the same lines as the proofs of theorems 2, 5, 6 and 9 in Chaturvedi and Malhotra (2017a).
Bias and mean square error
In this section we derive bias and MSE of PTEs based on UMVUE, MLE and EBE.
Assuming λ = θ 0 θ , we have
where H γ (.) stands for the CDF of χ 2 distribution with γ degrees of freedom.
the MSE of PTE of θ p based on UMVUE can be simplified to be
Now, the bias of PTE of θ p based on MLE is
Then the MSE of PTE of θ p based on MLE is obtained as
Before deriving bias and MSE for PTE of θ p based on EBE, for the sake of simplicity we define the following:
Therefore, we have
Now, we derive bias and MSE expressions of PTEs of R(t) based on MLE and UMVUE.
For the sake of simplicity, we define the following:
Then, the bias of PTE of R(t) based on MLE is as follows:
Applying the result of Watson (1952) given by
[it is to be noted that
, we obtain from (2.25) that
Following which, the MSE of PTE of R(t) based on MLE is
Denoting by
then, the bias of PTE of R(t) based on UMVUE is
We have obtained the variance of UMVUE of R(t) as follows:
Now, we derive bias and MSE expressions of PTEs of P based on MLE and UMVUE.
Following the approach by Constantine, Tse, and Karson (1986) , we obtain the PDF ofQ by transformation into two new independent RVs r > 0 and θ ∈ 0,
and
. Here r and θ are polar coordinates representing the distance from the origin and the angle between the line segment from the origin and the positive x-axis respectively.
Putting ϕ = cos 2 θ and ρ = θ 2 θ 1 , the PDF ofQ = 1 + ρ n+1 m+1
where B(a, b) is the Beta function with parameters a and b.
where ω = 1 + . Two binomial expansions further simplify (2.32) to
Thus,
Now,
then the bias of PTE of P based on MLE is
and the MSE of PTE of P based on MLE is
It is easy to see that the bias of PTE of P based on UMVUE is
.
Denoting by ϕ 13 = m−1 i=0
u i+1 φ 1 (u)du, where φ 1 (·) is the PDF of F -distribution with (2(n+1), 2(m+1)) degrees of freedom and ϕ 14 = n i=0
is the PDF of F -distribution with (2(m+1), 2(n+1)) degrees of freedom. To obtain the MSE of PTE of P based on UMVUE, consider
where,
! . An explicit expression of V ar(P ) depends on the evaluation of E(V l |V ≤ 1)P (V ≤ 1) and E(V −l |V > 1)P (V > 1) for l ≥ 0. To evaluate them we first obtain the PDF of V . We have,
which implies,
Thus we obtain the PDF of V as
Substituting r = (1 + ρv) −1 , the binomial expansion of the integrand yields,
. Similarly we can obtain
Thus, V ar(P ) = ϕ 17 − P 2 and V ar(P I(B)) = ϕ 15 − ϕ 2 13 , v ≤ 1 ϕ 16 − ϕ 2 14 , v > 1 where
Thus, we obtain the MSE of PTE of P based on UMVUE as
Comparing the performance of the proposed PTEs analytically is a complicated task because of their formulations. Therefore several figures as well as some numerical results are presented to discuss their performance. The relative efficiency of PTE of some parameter τ denoted bŷ τ P T −δ over its regular estimator denoted byτ δ is defined as follows;
Proposed preliminary test confidence interval
In this section we construct PTCI of the scale parameter θ. Suppose for known value of the shape parameter β, we are interested in testing the hypothesis
Since g β (R n ) follows gamma distribution with parameters (n + 1, θ), it is easy to obtain the 100(1 − α)% equal tail confidence interval (ETCI) of θ as
From (2.2) and (2.3), for p = 1, we obtain the same expression for the MLE and UMVUE of θ asθ = g β (Rn) n+1 . Then we can re-write I ET CI as
Accordingly, we can define the PTCI of θ as I P T CI = C 5θP T , C 6θP T whereθ P T is the PTE of θ as defined in (2.9) and (2.10).
If
, then the CP of PTCI of θ is defined as
Denoting the first term of the above equation by C, we obtain the CP of PTCI of θ as
In order to find the EL of PTCI of θ, we first obtain the length of PTCI of θ which is given by the following RV
Then the EL of the PTCI is given by
Numerical findings
In this section we consider Weibull distribution by substituting g(x) = x in (1.1) and taking β = 3. Since the relative efficiencies e(θ
depend on the sample size (n + 1) and level of significance α, Table 1 shows the relative efficiency of θ p P T −U over θ p U and the interval of λ = θ 0 θ for which this efficiency is greater than 1. Similarly, Table  2 shows the relative efficiency ofθ I. For given values of µ and ν, generate one sample from Inverted-Gamma (µ, ν) and denote it as θ * . II. For a specified value of n, generate m random samples from Gamma (n + 1, θ * ) to obtain Y j , j = 1, 2, ..., m.
IV. For a specified value of θ 0 , if we wish to test the hypothesis H 0 : θ = θ 0 , then using the test statistic (2.8) we get
For µ = 2, ν = 4 and m = 1000, Table 3 shows the relative efficiency ofθ p P T −EB overθ p EB and the interval of λ for which this efficiency is greater than 1. For a particular sample size and level of significance, Figures 1, 2 and 3 show the relative efficiency ofθ Tables  1, 2 and 3 and Figures 1, 2 and 3 , we observe that irrespective of the sample sizes and level of significance, the PTEs of θ p based on MLE, UMVUE and EBE are more efficient estimators compared to their usual estimators respectively whenever λ is close to 1 or in other words, the true value of the parameter is close to its guess value θ 0 .
For a fixed sample size n = 5, Figure 4 shows the relative efficiency ofR(t) P T −M L over R(t) and the relative efficiency ofR(t) P T −U overR(t) for different time points and level of significance 0.05 with respect to λ = R 0 (t)
R(t) . From this figure, it is clear that PTEs of R(t)
based on MLE and UMVUE outperform the usual estimators of R(t) whenever R(t) is close to R 0 (t). Now we study the efficiency of PTEs of P based on MLE and UMVUE over the usual estimators of P based on MLE and UMVUE. Suppose for different values of θ 1 and θ 2 we want to test the hypothesis H 0 : P = P 0 against H 1 : P = P 0 for fixed sample sizes n = 5 and m = 7. Then in Figure 5 , relative efficiencies of PTEs of P based on MLE and UMVUE over its usual estimators based on MLE and UMVUE respectively have been demonstrated with respect to λ = P 0 P . From this figure, it is clear that PTEs of P based on MLE and UMVUE are more efficient than the usual estimators of P based on MLE and UMVUE respectively in a small neighbourhood around λ = 1, i.e. when the true value P is close to the hypothesized value P 0 .
In Figure 6 , we show the CP of PTCI of the parameter θ with respect to λ = θ 0 θ for a fixed sample size and level of significance. From the figure and the derived expression of the CP of PTCI of θ, we observe that as the value of λ tends to 0 or ∞, the CP of PTCI of θ tends to 1 − α and for some interval of λ, the CP of PTCI of θ is greater than 1 − α. This domination interval is larger for smaller values of sample size. Thus, we can conclude that the CP of PTCI of θ is greater than the CP of ETCI of θ for some values of λ in a specific interval around λ = 1.
In Figure 7 , we compare the scaled EL of PTCI of θ with the ETCI of θ with respect to λ = θ 0 θ . We observe from this figure that there exists an interval of λ for which the EL of PTCI of θ is lower than its ETCI. This interval of λ for which EL of PTCI of θ is lower decreases with an increase in sample size. We also note that as λ tends to 0 or ∞, the EL of PTCI of θ tend to be close to the EL of ETCI of θ. 
An example on real data
Now we consider a real data set which was also used in Lawless (1982) . This data is concerning the data on time to breakdown of an insulating fluid between electrodes at a voltage of 34 kV (minutes). We first apply Kolmogorov-Smirnov (K-S) test and chi-square test to check whether for a fixed voltage level, time to breakdown has a Weibull distribution. Considering Weibull distribution as a lifetime model for the complete data, the computed K-S statistic is 0.1616 with a p-value of 0.6462. The computed chi-square statistic is 0.5369 with a p-value of 0.4637. Both the tests indicate that Weibull Distribution is suitable for the data at 5% level of significance.
Using the method of Profile log-likelihood before applying Newton-Raphson method, the maximum likelihood estimate of the parameter of Weibull distribution with shape parameter β isβ = 0.7708. Based on these upper record values we haveθ M L = 3.8962. Consider the hypothesis H 0 : θ = 3.5
The computed test-statistic is 2gβ (Rn) θ 0 = 15.5850 which lies in the confidence interval (5.6286 26.1189). Thus, we do not reject the null hypothesis at 5% level of significance which indicates thatθ P T −M L = 3.5. The estimated value of λ isλ = θ 0 θ M L = 0.8983, which falls in its range (0.5360 2.4872). We can also verify that the value of θ 0 falls in the interval (2.3249 10.7880). 
Discussion on the proposed estimation methods
In Section 2, we exhibited various PTEs for estimation of the powers of the parameter of interest and reliability functions of the Moore and Bilikam (1978) family of lifetime distribution. The exact bias and MSE expressions have been derived. Also, a real example has been analyzed to illustrate the performance of the classical PTE. It can be concluded that all of the proposed PTEs dominate their corresponding usual estimators such as UMVUE, MLE and EBE in the neighbourhood of null hypothesis. The PTEs of R(t) perform better than their usual estimators and similarly, for P, the PTEs turn out to be better in the neighbourhood of the null hypothesis. Whenever the true value of the parameter is close to hypothesized value, the PTCI of the parameter have a greater CP and a smaller EL compared to their ETCI. Thus, we were able to establish improved estimators and confidence intervals of the parameters.
Estimation of parametric functions when the scale parameter is known
From (2.1), the log-likelihood function of parameter β given R 0 , R 1 , . . . , R n is
Now, for known value of θ we obtain the MLE of β by employing Newton-Raphson iterative 
whereβ l is the value ofβ at the lth iteration. Now, the Fisher information matrix is constructed as
Since it is a complicated task to obtain the above expected value, we use the observed Fisher information matrix by dropping the expectation sign, i.e.
whereβ is the MLE of β obtained by the above Newton Raphson algorithm.
Since the analysis and construction of PTEs of the parametric functions are similar to that of the previous section, therefore, we skip this part and consider a more general case in the following section. 
Estimation of parametric functions when both parameters are unknown
In this section we consider the case when both the parameters θ and β are unknown. Thus, the MLE of θ p and β are a solution of two nonlinear equations and we get
whereβ is the MLE of β that can be obtained by Newton-Raphson algorithm. Now, we obtain the asymptotic bias and MSE of the estimators as it is difficult to obtain their exact expressions. In this regard, we compute the variance-covariance matrix of the MLE of θ and β with the help of Fisher information matrix as
where k(θ, β) is the same expression as k(β) in Section 3, except that the parameter θ is now unknown. Since it is a complicated task to obtain the expected values, we approximate the variance-covariance matrix of the MLEs, which is obtained by simply dropping the expectation sign of the Fisher information matrix and inverting it. Thus, where the elements are given by
Proposed preliminary test estimator
When both the parameters θ and β are unknown, the exact distribution of the test statistics cannot be achieved and so we follow an approach by Padgett (1994b,a, 1995) . Suppose we have m independent samples of upper record values of size n + 1 as R j0 , R j1 , . . . , R jn , j = 1, 2, . . . m. Then the MLE of the parameter θ p is given bŷ
Further suppose that there exists some prior information on the parameter in the form of θ = θ 0 and we are interested in estimating θ by incorporating such information. So we consider the following simple hypothesis to check the validity of this information:
asymp −→ N (0, 1) and the test statistic is defined as
Under H 0 , L m−θ converges to central χ 2 distribution with 1 degree of freedom as m → ∞ while under the local alternative of the form
L m−θ converges to non-central χ 2 distribution with non-centrality parameter
Based on the asymptotic distribution of L m−θ , the critical region is given by L m−θ > χ 2 1 (α) where α is the level of significance. Thus, we define PTE of θ p as for α = 0.05
It is worthwhile to note that when the both parameters are unknown, we can construct the PTE based on Wald statistics. In this case the PTE can be defined aŝ
, w m,α is the α level critical value using the distribution of W m , and I ij is the Fisher information matrix which can be approximated by the observed Fisher information matrix
and whose elements are given by
Next, by invariance property of MLE, the MLE of the reliability function R(t) under this approach is given byR
Further suppose that there exists some prior information on R(t) in the form of R(t) = R 0 and we consider the following simple hypothesis to check the validity of this information:
Under H 0 , L m−R(t) converges to central χ 2 distribution with 1 degree of freedom as m → ∞ while under the local alternative of the form
L m−R(t) converges to non-central χ 2 distribution with non-centrality parameter
Based on the asymptotic distribution of L m−R(t) , the critical region is given by L m,R(t) > χ 2 1 (α) where α is the level of significance. Thus, we define PTE of R(t) aŝ
Finally, by invariance property of MLE, the MLE of the reliability function P under this approach is given byP
such that we have m independent samples of r + 1 upper record values R * j0 , . . . , R * jr , j = 1, 2, . . . , m from the same family of distributions with β 1 = β 2 = β. Further suppose that there exists some prior information on P in the form of P = P 0 and we consider the following simple hypothesis to check the validity of this information:
Under H 0 , L m−P converges to central χ 2 distribution with 1 degree of freedom as m → ∞ while under the local alternative of the form
L m−P converges to non-central χ 2 distribution with non-centrality parameter
Based on the asymptotic distribution of L m−P , the critical region is given by L m,P > χ 2 1 (α) where α is the level of significance. Thus, we define PTE of P aŝ
Asymptotic bias and mean square error
We derive the asymptotical distributional bias (ADB) and asymptotical distributional mean square error (ADMSE) of the proposed estimators in (4.1) and (4.4) under the local alternative given by (4.3). Following Saleh (2006) for any estimatorθ of θ we consider the following definitions of ADB (B) and ADMSE (M)
Lemma 4.1 (Saleh, 2006) : If Z ∼ N (∆, 1) and ϕ(.) is a Borel measurable function, then
is the non-central χ 2 RV with d degrees of freedom and non centrality parameter ∆ 2 .
From (4.14), the ADB ofθ R andθ P T −R are obtained as follows:
, then by applying Lemma 4.1, taking ϕ(.) to be an indicator function, we have
is the CDF of non-central χ 2 distribution with d degrees of freedom and non-centrality parameter ∆ 2 θ . Also, for ADMSE ofθ R andθ P T −R we get
The ADB and ADMSE of the proposed estimator in (4.5) can be obtained following Saleh (2006) . Such PTEs may arise in situations where both the parameters are equally important for the experimenter. Since the theory of multivariate analysis using records needs more considerations, we leave the above idea for further research.
On similar lines we obtain from (4.14), the ADB ofR(t) andR(t) P T −R as follows: Also, for ADMSE ofR(t) R andR(t) P T −R we get 
Comparison
In this section we analyze the ADMSE of the proposed estimators to study their relative performance. From (4.4) we see that if L m−θ → 0 thenθ P T −R → θ 0 whileθ P T −R →θ R as L m−θ → ∞. The asymptotic relative efficiency (ARE) ofθ P T −R overθ R is Thus we can conclude thatθ P T −R is a better estimator of θ thanθ R whenever 0 ≤ ∆ 2 θ ≤ H 3 (χ 2 1 (α), ∆ 2 θ ) 2H 3 (χ 2 1 (α), ∆ 2 θ ) − H 5 (χ 2 1 (α), ∆ 2 θ )
By the asymptotic normality of MLE for the parameter β, one may obtain similar results.
On similar lines, the ARE ofR(t) P T −R overR(t) R is ARE(R(t) P T −R |R(t) R ) =[1 − H 3 (χ and we can conclude thatR(t) P T −R is a better estimator of R(t) thanR(t) R whenever 0 ≤ ∆ 2 R(t) ≤ H 3 (χ 2 1 (α), ∆ 2 R(t) ) 2H 3 (χ 2 1 (α), ∆ 2 R(t) ) − H 5 (χ 2 1 (α), ∆ 2 R(t) )
Similarly,P P T −R is a better estimator of P thanP R whenever 0 ≤ ∆ 2 P ≤ H 3 (χ 2 1 (α), ∆ 2 P ) 2H 3 (χ 2 1 (α), ∆ 2 P ) − H 5 (χ 2 1 (α), ∆ 2 P )
Conclusion
In this paper we proposed improved PTEs for estimation of the powers of the parameter of interest and the reliability functions of the Moore and Bilikam (1978) family of lifetime distribution. These estimators were derived for different cases when certain parameters are known and unknown. In order to check the relative efficiency of these new estimators, the exact bias and MSE expressions were derived. The conclusion of our extensive study is that all the proposed PTEs are superior to their corresponding usual estimators such as UMVUE, MLE and EBE whenever the true value of the parametric function is close to its prior guess value. In this study we also constructed PTCI for the parameter of the model under the assumption that shape parameter is known. We can easily conclude that the PTCI of the parameter have a greater coverage probability and a smaller expected length compared to their ETCI in the neighbourhood of the null hypothesis. Thus, we were able to establish improved estimators and confidence intervals of the parameters whenever the experimenter has some prior knowledge of the model parameters.
PTEs were also derived for a more general case when all the parameters were unknown. Studying the ARE of these PTEs with their corresponding usual estimators, we were able to establish the interval in which the proposed PTEs proved to be more efficient.
Interested researchers are recommended to develop asymptotic distributional bias and asymptotic distributional mean square error of PTE based on Wald statistics in the case when both the parameters are unknown. Such estimation procedures are more advantageous in situations where both the parameters are equally important for the experimenter. Since the theory of multivariate analysis needs more considerations, we leave the above idea for future research.
