We shall study the general regression model Y = g 0 (X) + ", where X and " are independent. The available information about g 0 can be expressed by g 0 2 G for some class G. As an estimator of g 0 we choose the least squares estimator. We shall give necessary and su cient conditions for consistency of this estimator in terms of (basically) geometric properties of G. Our main tool will be the theory of empirical processes.
1. Introduction. In this paper, we consider the following regression model: Y = g 0 (X) + "; where X is a random variable with values in IR k and probability distribution P, and " is a real-valued random variable with distribution K. We assume that " and X are independent, and that IE" = 0; IE" 2 = 1. Thus 2 0 is the variance of the error e = ". We also require that R g 2 0 dP < 1, i.e. g 0 2 L 2 (P ). The regression function g 0 is unknown and to be estimated from independent copies (X 1 ; Y 1 ); : : : ;(X n ; Y n ) of (X; Y ). Let G be the class of P-square integrable functions on IR k , which contains all possible candidates for g 0 . As an estimator of g 0 , we choose the (non-parametric) least squares estimator, which is denoted byĝ n or simplyĝ and Moreover we assume thatĝ n belongs to G for every n 2 IN.
Consistency is the weakest requirement for any reasonable estimator. In the case of least squares estimation, a natural way to measure the distance betweenĝ n and g 0 is by means of the L 2 (P n ) pseudo-norm, where P n is the empirical probability measure, putting equal mass n ?1 at each observation X i . For nite G, L 2 (P n ) consistency is easy to establish, and more generally we can show that if G is essentially not too large,ĝ is a L 2 (P n ) consistent estimator of g 0 . In Theorem 2.1 we will make precise what we mean with \essentially not too large". Notice that g 0 minimizes S(g) = IEfY ? g(X)g 2 and thatĝ minimizes S n (g) = n ?1 P n i=1 fY i ? g(X i )g 2 , the empirical counterpart of S(g). By the strong law of large numbers, S n (g) a:s:
?! S(g), for any xed g 2 L 2 (P ). If this convergence is uniform in G then L 2 (P n ) consistency is not hard to prove (see Van de Geer (1987) ). The link with the theory of empirical processes has become clear by now, since almost sure convergence of empirical processes uniformly over general classes G is one of the main topics in this eld of probability theory.
Here, a very useful notion is the -entropy of G, which is a (quantitative) measurement of its compactness. Informally, it is the logarithm of the number of balls (with radius ) necessary to cover the set. Equivalently we could also take the logarithm of the largest number of disjoint balls with radius bigger than in our space. We give the formal de nitions together with a (uniform) strong law of large numbers. The following relation between covering and packing numbers was proved by Kolmogorov and Tihomirov (1959) :
We will take T = G and d = d n;q the L q (P n ) semi-distance on G (q = 1; 2), i.e. for all f; g 2 G
We will also write N q ( ; P n ; G) = N( ; d n;q ; G) and D q ( ; P n ; G) = D( ; d n;q ; G) for every > 0 and n 2 IN, as in Pollard (1984) . De ne the -entropy in L q (P n ) by H q ( ; P n ; G) = logf1 + N q ( ; P n ; G)g; q = 1; 2:
We will employ L 2 (P n ) entropy numbers in Theorem 2.1, whereas L 1 (P n ) entropy will be used in Theorem 3.1. However, we shall show that the condition on L 1 (P n ) covering numbers given in Theorem 3.1 implies the corresponding one on L 2 (P n ) covering numbers, see Corollary 3.1. A similar remark holds for Theorem 2.1 (cf. Remark 2.1). For sake of brevity, d n will in the sequel always denote the L 2 (P n ) pseudo-distance. Pollard (1984) .
Most articles about least squares estimation only contain su cient conditions for consistency. This is of course the most interesting part from the practical point of view. Only few authors have dealt with necessary conditions for consistency of the least squares estimator (e.g. Wu (1981) ).
In Section 2, we will recall the su ciency result obtained by Van de Geer (1987) and prove that the entropy-conditions for consistency are indeed necessary whenever the envelope G is square-integrable w.r.t. the probability measure P. However, the latter assumption is far too stringent in most cases.
In Section 3, we drop this envelope condition. We show that necessary and su cient conditions can be formulated solely in terms of entropy conditions on subsets of G (see Before we prove this result, let us introduce some notation. De ne for all functions g 2 G,
The least squares estimatorĝ has the following property:
because minimizing S n (g) is the same as maximizing L n (g; ) over g.
Proof of Theorem 2.1. The relation (2:2) =) (2:1) has been proved in Van de Geer (1987) . Therefore we only have to prove the necessity part ((2:1) =) (2:2)). We rst show that ?! 0. Write = ? , then 2 n ?1 P n i=1 " i (g(X i ) ? g 0 (X i )) = 2 n ? 1 2 m n (g) = 2 f?n ? 1 Glivenko-Cantelli class. This collection has an integrable envelope H = j"jG. Moreover
Let Q be the product measure P K and let Q n be the empirical measure based on (X i ; " i ), i = 1; : : : ; n. We will now show that H 2 GC(Q) implies that G 2 GC(P).
Because IE" 2 = 1 there exists a constant 0 < < 1 for which 0 := IPfj"j > g > 0.
De ne the measureP n as a discrete measure, which assigns mass 1=n to X i if and only if j" i j > . The random variable N n = P n i=1 Ifj" i j > g counts the values for which this holds true. Observe that given " 1 ; : : : " n ,P n and (N n =n)P Nn have the same distribution for all n. ?! 0 holds true as well in the proof of Theorem 2.1. Alternatively, we could also assume symmetric errors " i , i.e. IPf" 1 2 Bg = IPf?" 1 2 Bg for every Borel set B, and consider only positive .
Example 2.1. Let " be a Rademacher variable, i.e. IPf" = ?1g = IPf" = 1g = 1=2. Indeed this variable ful lls the required properties IE" = 0 and IE" 2 = 1. Suppose g 0 0 and that G = f1 A : A 2 Bg, where B is the collection of all Borel sets. From Gin e and Zinn (1984), Theorem 2.1.9, we see that the statement H 2 ( ; P n ; G) = 6 O P (n) 8 > 0 is equivalent with H 1 ( ; P n ; G) = O P (n) 8 > 0 where the last entropy numbers are calculated w.r.t. the L 1 (P n ) pseudo-distance. It is easily checked that N 1 ( ; P n ; G) = 2 n for all > 0. By Theorem 2.1, there should be at least one 2 IR for which d n (ĝ; g 0 ) 6 ! 0 almost surely. For instance, for = 1 the consistency fails because straightforward computation yields d 2 n (ĝ; g 0 ) = n ?1 P n i=1 1f" i = 1g a:s:
?! 1=2:
However, for 0 < < 1 2 , we have thatĝ n g 0 , soĝ n is certainly consistent. Remark 2.3. We have that for deterministic X i the same result holds true. (The envelope condition should be converted into lim sup n!1 R G dP n < 1 in that case.)
This claim doesn't follow from the proof of Theorem 2.1, but rather from that of Theorem 3.1. The main di erence however between the two results (Theorem 2.1 versus Theorem 3.1) is the envelope assumption in Theorem 2.1 and the use of local entropies in Theorem 3.1.
It has been become apparent that minimizing the sum of squares S n ( ) over a Glivenko-Cantelli class induces an L 2 (P n ) consistent estimator whereas essentially larger classes will give inconsistency. There is one unpleasant detail, namely the assumption of G 2 L 2 (P ) is very restrictive. For instance, it even rules out the familiar case of (parametric) linear regression. The proof of Theorem 2.1 reveals however that at least every subclass of G with a P-square integrable envelope should be a GlivenkoCantelli class. (P ) is a necessary condition for characterizing the Glivenko-Cantelli property of a (permissible) class G, we lose a powerful tool when using the empirical process approach. Nevertheless, it appears that such conditions are indeed unnecessary (technical) restrictions, although the standard results of the theory of empirical processes are no longer applicable. Moreover, the entropy conditions can be weakened too. Another di erence is that we consider the case of xed design, in other words we assume that P n is a deterministic measure. We emphasize this by using lower case characters x 1 ; : : : ; x n for the design. The stochastic counterpart where X 1 ; X 2 ; : : : are i.i.d. follows directly because no restrictions on the design are imposed. n ?1 H 1 ( ; P n ; G n (R)) ! 0 8 > 0; R > 0:
Proof of Theorem 3.1. Let us brie y sketch the main ideas of the proof. In the rst place, we have as a consequence of the minimizing property of the least squares estimatorĝ the inequality d n (ĝ; g 0 ) 2 n ?1=2 m n (ĝ) (cf. (3.3) below). Hence we are interested in maximal inequalities for the process n ?1=2 m n ( ) (cf. (3.5) below).
In the proof of the necessity part, we deduce in a similar fashion as in the proof of Theorem 2.1 that IE sup g2Gn(R) jn ?1=2 m n (g)j ! 0. The fact that this quantity depends on the metric structure of G n (R) (cf. (3.10) and (3.14)), will entail the desired entropy conditions (3.2). ?! 0 for all R > 0. We set out with a probabilistic result, concerning an exponential upper bound for sup g2Gn(R) n ? 1 2 m n (g); R > 0.
Exponential bound for bounded random variables.
Suppose j"j is bounded by C > 0. Then, by a result by Hoeffding (1963) Let fg i g M i=1 be the minimal a=(2C)-covering net of G n (R) w.r.t. the L 1 (P n )-distance, so M = N 1 ( (a=2C) ; P n ; G n (R)) and for every g 2 G n (R) there exists a g 2 fg i g such that (1=n) P n i=1 jg(x i ) ? g (x i )j a=(2C). But then n ? Truncation device.
The error-terms " 1 ; : : : ; " n are generally not bounded. Therefore we need a truncation device in order to use result (3.5). In general, let C > 0; C 0 > 0 and de ne (" i ) C = " i 1f?C 0 " i Cg; i = 1; : : : ; n:
(3.6) W.l.o.g. we may assume IE(" 1 ) C = 0 since it can be made arbitrarily small by taking C and C 0 su ciently large.
On the set B n = fn ?1 P n i=1 (" i ? (" i Notice that by Kolmogorov's strong law of large numbers we have 1 n
?! IE" 
After an application of the Borel-Cantelli lemma, we have that the r.h.s. in (3.7) is zero. Let " i be independent copies of " i and let i be a Rademacher sequence, independent of " i and " i (i = 1; : : : ; n). Then sup g2Gn(R) jn ?1 P n i=1 (" i ? " i )(g(x i ) ? g 0 (x i ))j has the same probability distribution as sup g2Gn(R) jn ?1 P n i=1 i (" i LetQ n be the empirical probability measure based on (x i ; " i ?" i ), i.e. it puts mass 1=n at each (x i ; " i ? " i ). Set f i = (" i ? " i ) (g(x i ) ? g 0 (x i )) with g 2 G n (R). By a result
