Special covers are metacyclic covers of the projective line, with Galois group Z/p ⋊ Z/m, which have a specific type of bad reduction to characteristic p. Such covers arise in the study of the arithmetic of Galois covers of P 1 with three branch points. Our results provide a classification of all special covers in terms of certain lifting data in characteristic p.
Introduction
In [10] Raynaud has given a criterion for good reduction of Galois covers of the projective line which are ramified at three points. The proof of this criterion depends on the analysis of Galois covers with bad reduction, under certain conditions on the Galois group. In one particular step of this analysis, Raynaud introduced the notion of the auxiliary cover: to a G-Galois cover f : Y → P 1 with bad reduction to characteristic p he associates (under certain conditions) an H-Galois cover f aux : Y aux → P 1 , which has, in some sense, the same type of bad reduction as f , but whose Galois group H is a certain solvable quotient of a subgroup of G. For instance, if p strictly divides the order of G, H is a metacyclic group, isomorphic to Z/p ⋊ Z/m. Thus, for many purposes, the study of bad reduction of Galois covers can be reduced to the study of covers with certain solvable (in the easiest case, metacyclic) Galois groups. However, this reduction step is paid for by the introduction of extra branch points (the branch locus of f is a subset of the branch locus of f aux ). In general, it is hard to predict where these extra branch points occur.
The present paper is concerned with a detailed study of metacyclic covers of P 1 , with Galois group isomorphic to Z/p ⋊ Z/m, which arise as the auxiliary cover of G-covers of P 1 with three branch points and prime-to-p ramification. In Section 1, we give a characterization of such covers which is independent of the group G; this characterization gives rise to the definition of special metacyclic covers. The results of Section 2 and Section 3 give, in some sense, a complete classification of all special covers and a thorough understanding of their arithmetic. These results are applied in [16] to the study of the arithmetic of three point Galois covers of P 1 with bad reduction. In particular, upper and lower bounds on the ramification index of p in the field of moduli of such covers are given, sharpening the results of [10] .
Let us now give a more detailed outline of our results. Fix a prime number p and a finite, center free group G such that p strictly divides the order of G. Let us also fix a field K of characteristic 0 which is complete with respect to a discrete valuation v. We assume that the residue field k of v is algebraically closed and of characteristic p. Suppose we are given a G-Galois cover f : Y → P 1 defined over K, branched at x 1 = 0, x 2 = 1 and x 3 = ∞, with prime-to-p ramification. We assume that f has bad reduction at v, and letf :Ȳ →X be the stable reduction of f (for a precise definition, see Section 1.4).
Let f aux : Y aux → P 1 be the auxiliary cover associated to f . This is a certain H-Galois cover, branched at r ≥ 3 points x 1 , . . . , x r , where x 1 , x 2 , x 3 are the branch points of f and H is the quotient of a subgroup of G, isomorphic to Z/p ⋊ Z/m for some integer m > 1 dividing p − 1. The cover f aux has bad reduction, as well, and its stable reductionf aux :Ȳ aux →X is is closely related to the stable reduction of f (e.g.f andf aux have the same targetX). We shall call an H-cover of P 1 special if it arises as the auxiliary cover of a three point cover with prime-to-p ramification. (In Section 1, we will actually use a definition of specialty that is independent of the existence of such a three point cover).
The natural question to ask now is: what do we know about the extra branch points x 4 , . . . , x r ? After all, f aux is essentially determined by the three point cover f , which is itself determined by finite data. Therefore, the points x 4 , . . . , x r should be in some kind of special position. Our first main result is:
Theorem A The (semistable) curveX is the union of r + 1 distinct irreducible components X 0 , . . . ,X r (each isomorphic to P 1 k ) such that, for i = 1, . . . , r,x i ∈X i andX i meetsX 0 in a unique point τ i . In particular, x i ≡ x j mod v for i = j (as points on P 1 ).
Note that the isomorphismX 0 ∼ = P 1 k is canonical and that the point τ i ∈ P 1 k is nothing but the specialization of x i , on the standard model of P 1 . Theorem A essentially says that the stable reduction of a three point Galois cover of the projective line is as simple as one can expect it to be. This result turns out to be very useful to study the arithmetic of such covers, see [16] . Let us mention at this point that the 'three point condition' is essential for Theorem A to hold.
The proof of Theorem A shows that the stable reductionf aux :Ȳ aux → P 1 k essentially corresponds to a certain pair (Z 0 , ω 0 ). HereZ 0 → P 1 k is an m-cyclic cover branched at the points τ 1 , . . . , τ r (as in Thm. A), and ω 0 is a regular differential form onZ 0 . The differential form ω 0 verifies the following conditions: a.) ω 0 is logarithmic, i.e. of the form du/u, b.) ω 0 is an eigenvector under the action of Z/m and c.) the zeros of ω 0 are contained in the ramification locus ofZ 0 → P 1 k . Let us call the pair (Z 0 , ω 0 ) a special degeneration datum. It turns out that Condition b.) and c.) already determine the differential ω 0 up to a constant factor. Therefore, Condition a.) poses a restriction on the coverZ 0 → P 1 k and, in particular, on the branch points τ 1 , . . . , τ r . In concrete terms, this condition translates into an explicit system of equations satisfied by the tuple (τ i ). One can show that this system has only a finite number of solutions, and that therefore there exist only a finite number of nonisomorphic special degeneration data, for a given prime p.
Our second main result is that every special degeneration datum arises from a special H-cover. More precisely, we have:
Theorem B Let (Z 0 , ω 0 ) be a special degeneration datum, defined over an algebraically closed field k of characteristic 0. Let K 0 be the fraction field of the ring W (k) of Witt vectors over k, and let K := K 0 (ζ (m) p )/K 0 be the unique extension of degree (p − 1)/m contained in K 0 (ζ p ). Then there exists a special H-cover f : Y → P 1 , defined over K, whose reductionf :Ȳ →X corresponds to (Z 0 , ω 0 ). The cover f is unique up to the choice of the branch points x 1 , . . . , x r ∈ P 1 (K 0 ) (which necessarily lift τ 1 , . . . , τ r ∈ P 1 (k)).
This theorem gives us a concrete way to construct special H-covers and, together with Theorem A, yields a complete classification of special covers (up to solving the equations satisfied by the points τ i ). Again, this result has nice applications to the arithmetic of three point covers, see [16] .
Theorem B is a result on lifting covers of curves from characteristic p to characteristic 0. In this sense, it is similar to the main result of [7] . But even though [7] has influenced our work a lot (this is most obvious in Section 2), the actual proof of Theorem B uses a somewhat different approach. The main differences are the following. First, the results of [7] are formulated in terms of automorphisms of the p-adic open disk (and are therefore something local), whereas we are dealing with projective curves. Second, for the applications in [16] it is important to prove uniqueness of lifting and to have a good control over the field of definition. It seems to the author that the methods of [7] are not sufficient to prove such a result. Briefly, what helps us out is the extra Z/m-action, which rigidifies the lifting process.
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Special metacyclic covers
A metacyclic cover of the type we consider in this paper is the composition of a ramified m-cyclic cover Z → P 1 and anétale p-cyclic cover Y → Z. It therefore corresponds to an element of a certain isotypical component of the p-torsion of the Jacobian J Z . We say that a metacyclic cover is of multiplicative type if this isotypical component of J Z [p] hasétale reduction. This forces the cover Y → Z to have bad (more specifically, multiplicative) reduction, and allows us to compute the field of moduli (Section 1.2). In Section 1.4, we define special covers as metacyclic covers f : Y → P 1 of multiplicative type whose stable reduction satisfies certain (rather restrictive) conditions. In Section 1.5, we show that the auxiliary cover of a Galois cover of P 1 branched at three points is special, provided that p strictly divides the order of the Galois group.
Metacyclic covers of multiplicative type Let us fix the following objects:
• A complete discrete valuation ring R 0 , with fraction field K 0 of characteristic 0 and residue field k of characteristic p > 0. We will assume that k is algebraically closed. LetK be an algebraic closure of K 0 and ζ p ∈ µ p (K) a fixed pth root of unity. We write v R0 for the valuation of K 0 corresponding to R 0 . We normalize v R0 such that v R0 (p) = 1.
• An integer m > 0 dividing p − 1, and a character χ : Z/m → µ m (K 0 ) of order m. We writē χ : Z/m → F × p for the reduction of χ mod v R0 . We define the group H := Z/p ⋊ Z/m such that Z/m acts on Z/p viaχ.
• An integer r ≥ 3 and an r-tuple (a 1 , . . . , a r ) of integers such that 0 < a i < m and i a i ≡ 0 mod m.
• An r-tuple (x 1 , . . . , x r ) of pairwise distinct K 0 -rational points on the projective line P 1 .
The inverse image of an element a ∈ (Z/m) × under the natural map H → Z/m is a conjugacy class of H, containing elements of order m/(m, a). We denote this conjugacy class by C a .
defined overK, branched in x 1 , . . . , x r , such that the canonical generator of inertia above x i (with respect to the character χ) is an element of C ai , for i = 1, . . . , r (see e.g. [14] ). The cover f is called of multiplicative type if
The meaning of the term 'of multiplicative type' will become clear later. For the moment, let us fix a metacyclic cover f : Y → P 1 of type (x i ; a i ), not necessarily of multiplicative type. Let Z be the quotient of Y by the normal subgroup Z/p ¡ H. Thus, g : Z → P 1K is an m-cyclic cover, branched in x 1 , . . . , x r such that a i is the canonical generator of inertia above x i . We shall call g : Z → P 1 the m-cyclic cover of type (x i ; a i ). In concrete terms, Z is the normalization of the plane curve with equation
(provided x i = ∞), and a ∈ Z/m acts on Z as the automorphism φ a :
The p-cyclic cover Y → Z isétale. Hence it corresponds to a nontrivial class θ in
0 (Z) denote the Jacobian of Z, and J Z [p] its group ofK-rational points of order p. Kummer theory gives us a canonical isomorphism
see [8] . Using our choice of a pth root of unity ζ p , we can identify
Let L be the line bundle on Z of order p corresponding to the class θ under the isomorphism (3). Let
. Then p · D is the divisor of some rational function u on Z. By the definition of the isomorphism (3), the cover Y → Z is (birationally) given by the equation 
The field of moduli Let K
in be the field of moduli of the H-cover f : Y → P 1 , relative to the extensionK/K 0 . Since the group H has trivial center, this means that K in /K 0 is the smallest field extension such that the H-cover f descents to an H-cover f K in :
Moreover, the extension K in /K 0 is finite, and the model f K in of f is unique up to K in -linear isomorphism. We let Γ in := Gal(K/K in ). The field of moduli of the m-cyclic cover g : Z → P 1 is just K 0 . Although g has no unique K 0 -model (because Z/m is abelian), there is a canonical model g K0 : Z K0 → P 1 K0 , given by the equation (2) . (Since K 0 is strictly henselian, g K0 is characterized by the fact that it is unramified at the generic point of P
, and hence an action on the χ-eigenspace H 1 (Z, F p ) χ . We can describe the subgroup Γ in ⊂ Γ K0 , and therefore the field extension K in /K 0 , in terms of this action, as follows.
Proof: Let σ ∈ Γ K0 . By definition, σ is an element of Γ in if and only if the conjugate cover σ f : σ Y → P 1 is isomorphic to f . This means that there exists aK-linear isomorphism φ : σ Y ∼ → Y which is equivariant with respect to the H-action, such that f •φ = σ f . We may (and will) identify σ Z with Z (using the model Z K0 ). So, if it exists, the isomorphism φ restricts to aK-linear automorphism of Z which commutes with the Z/m-action and the map g : Z → P 1 ; therefore, φ| Z = φ a , for some a ∈ Z/m. In other words, σ ∈ Γ in if and only if σ θ = φ * a θ =χ(a)θ, for some a ∈ Z/m. This is what we wanted to prove. P 
Proof: Part (i) is proved in [3] , Proposition 1.6. We will outline the proof in a special case in Section 1.3 below. Part (ii) follows from the first and Proposition 1. Proof: See [3] , Proposition 2.9 (and also the next subsection). P
1.
3 If the branch points do not coalesce Let f : Y → P 1 be a metacyclic cover of multiplicative type (x i ; a i ). In this subsection, we assume that x i ≡ x j mod v R0 , for i = j. In other words, we assume that the branch points x i specialize to pairwise distinct k-rational pointsx i ∈ P 1 k . In this special case, we would like to explain some of the ingredients of the proof of Proposition 1.3 (i) and Corollary 1.4, because they will be useful later on.
As before, we let g K0 : Z K0 → P 1 K0 be the canonical model over K 0 of the m-cyclic quotient g : Z → P 1 of f . By assumption, g K0 extends to a tamely ramified m-cyclic cover g R0 : Z R0 → P 1 R0 , with Z R0 smooth over R 0 . The special fiberḡ :Z → P 1 k of g R0 is the m-cyclic cover of type (x i ; a i ). By this we mean that a i ∈ Z/m is the canonical generator of inertia abovex i , with respect to the characterχ : Z/m → k × . The theory of Néron models defines a surjective specialization map
which we regard as a morphism of F p -modules. Note that (5) is an isomorphism if and only if the group scheme J ZK 0 [p]χ extends to a finiteétale group scheme over R 0 . Therefore, Proposition 1.3 (i) (in the special case we consider here) follows from the assertion that (5) is an isomorphism between F p -modules of dimension r − 2. Using the identification (3) and the Riemann-Hurwitz formula, one shows that dim Fp J Z [p]χ = r − 2. Thus, Proposition 1.3, in the case where
) be the Cartier operator. By [12] , we have a canonical isomorphism
Here JZ [p] means the F p -module of physical p-torsion points. Since C is p −1 -linear and m|p − 1, C restricts to an endomorphism of theχ-eigenspace
Lemma 1.5 Letx 1 , . . . ,x r be pairwise distinct k-rational points on P 1 k , and letZ → P 1 k be the m-cyclic cover of type (x i ; a i ) (with respect toχ). Assume that i a i = m. Then:
(ii) C is a bijection on H 0 (Z, Ω 1 ) χ , and
Proof: By Serre duality, H 0 (Z, Ω 1 ) χ is dual to H 1 (Z, OZ) χ −1 . Via this duality, C corresponds to the Frobenius operator F on H 1 . Therefore, Part (i) of the lemma follows from [2] , Lemma 1.3.4 (note that m − a i is the canonical generator of inertia abovex i , with respect to the characterχ −1 ). Also, to prove Part (ii), it suffices to show that F is a bijection on H 1 (Z, OZ )χ−1 . It follows from Theorem 2.2.1 of [2] that this is true at least for a generic choice of the branch pointsx i (more precisely, for (x i ) contained in some open and dense subset of (P 1 k ) r − ∆ r ). Furthermore, Part (iii) of the lemma follows from Equation (6) and Part (i) and (ii) (use [8] , Lemma III.4.13). This completes the proof of the lemma, in the case of generic branch pointsx i .
The general case follows from the generic case by a purity argument. Here is a short outline. Let Z → P 1 S be the 'universal family over Z p ' of all m-cyclic covers of P 1 of type (a i ). The crucial fact here is that the base S of this family is regular. Let G := J Z [p]χ be theχ-isotypical part of the p-torsion of the Jacobian of Z; this is a finite flat group scheme over S (of degree p r−2 ). The 'generic case' of Lemma 1.5 (ii) shows that G ⊗ Zp F p is genericallyétale over S ⊗ Zp F p . Therefore, G isétale over S outside a subspace of codimension ≥ 2. Purity of Branch Locus shows that G/S is actuallyétale everywhere. This completes the proof of the lemma in general. P
The purity argument used in the proof of Lemma 1.5 is also the main ingredient to prove Proposition 1.3 in full generality, i.e. without the condition x i ≡ x j . See [3] for details.
Let us sketch the proof of Corollary 1.4 in the case that x i ≡ x j mod v R0 . Theétale pcyclic cover Y → Z, regarded as a µ p -torsor, corresponds to a closed embedding Z/p ֒→ J Z of group schemes overK. If f is of multiplicative type, then Proposition 1.3 says that this embedding extends to an embedding Z/p ֒→ J ZR 0 of group schemes over R 0 . By [9] , §3, this means that
, whose restriction to the special fiber is inseparable. In particular, f has bad reduction.
The proof in the general case is similar, using e.g. [11] instead of [9] to analyze the reduction of Y → Z in case Z extends to a semistable R-curve Z R . See also Section 2.1 and 2.2.
Special covers
For the rest of this section, we will assume that f : Y → P 1 is a metacyclic cover of multiplicative type (x i ; a i ). We do not assume that x i ≡ x j mod v R0 . By Corollary 1.4, f has bad reduction. Let K in /K 0 be the field of moduli of f and
in be a sufficiently large finite extension over which f K in has stable reduction, see [16] . Recall that this means the following. First, the ramification points y 1 , . . . , y s ∈ Y of the H-cover f are K-rational points on Y K in . Second, after the base change
Its special fiberf :Ȳ →X is called the stable reduction of the H-cover f . Note thatf is a finite map between pointed semistable k-curves. Here the distinguished points onȲ are the specializationsȳ 1 , . . . ,ȳ s of the ramification points, and the distinguished points onX are the specializationsx 1 , . . . ,x r of the branch points of f . However, (X;x i ) is not a stably pointed curve, in general.
We call a componentX v ofX separable if the restriction off to one (and therefore to all) components ofȲ aboveX is a separable morphism. Note thatX has at least one component that is not separable, by the definition of bad reduction. Let us denote byX i the component ofX containingx i .
For convenience, we make the following assumption, which will be part of the definition of a special cover (Definition 1.9 below).
Assumption 1.6 (i) A componentX v ofX is separable if and only if it is a tail, i.e. if it is
connected to the rest ofX in a single point.
(ii) The componentsX 1 , . . . ,X r are pairwise distinct, and they are precisely the tails ofX.
Remark 1.7
It is easy to see that the componentsX i are separable. If the branch points of f do not coalesce, i.e. x i ≡ x j mod v for i = j, then part (i) of Assumption 1.6 holds automatically, by [10] , Lemme 3.1.2. In this case, Assumption 1.6 (ii) can be phrased (in the terminology of [10] ) as: 'there are no new tails'. One should keep in mind that this is a rather strong condition.
Fix i ∈ {1, . . . , r}. The restriction off to the tailX i is a (possibly disconnected) H-Galois coverf i :Ȳ i →X i . The coverf i is ramified at exactly two points, namely atx i and at the unique intersection point ofX i with the rest ofX (let us call this point τ i ). The ramification abovex i is tame and, sincex i is the specialization of the branch point x i of f , the canonical generator of inertia abovex i is in the conjugacy class C ai . On the other hand, the ramification at τ i is wild, of order pm i , where
k is of 'Katz-Gabber-type'; see e.g. [5] , §2, where such covers are called 'm i -special'. We set σ i := h i /m i , where h i is the conductor of the p-part of inertia. Recall that σ i is the jump in the inertia group filtration of the coverf i :Ȳ i →X i , with respect to the upper numbering (see [13] ).
Proof: An easy argument shows that h i ≡ a i /(m, a i ) mod m i , see [3] . Therefore,
On the other hand, we have Raynaud's vanishing cycle formula, [10] , §3.4.2 (5). In our situation, it becomes
Now the proposition follows from (8) and (1) . P
Here comes the central definition of this paper.
Definition 1.9
Let f : Y → P 1 be a metacyclic cover of multiplicative type (x i ; a i ), with (bad) reductionf :Ȳ →X. Suppose Assumption 1.6 holds, and let σ i = ν i + a i /m be the invariant attached to the wild ramification above the tailX i , as above. We say that f is special if there are exactly three indices i 1 , i 2 , i 3 with ν ij = 0 (therefore, ν i = 1 for i ∈ {i 1 , i 2 , i 3 }, by Proposition 1.8).
Thus, after reordering the branch points x i , we may assume that ν 1 , ν 2 , ν 3 = 0 and ν i = 1 for i = 4, . . . , r.
1.5
The auxiliary cover of a three point cover is special In this subsection we discuss briefly the example that motivated our study of special covers. For more details, and for arithmetic applications of the results obtained in the present paper, see [16] .
Let G be a finite, center free group such that p strictly divides the order of G. Let h : W → P 1 be a G-cover overK, ramified in 0, 1 and ∞, with ramification indices of order prime-to-p. Assume that the cover h has bad reduction. Let h R : W R → X R be its stable model andh :W →X the special fiber of h R . By [10] , §3.1, the maph is separable exactly over the tails ofX. LetX 1 ,X 2 , X 3 be the primitive tails, i.e. those which contain the specialization of the branch points 0, 1, ∞, respectively. LetX 4 , . . . ,X r be the new tails. As above, we associate to each tailX i the invariant σ i = h i /m i . By [10] , Proposition 3.3.5, we have
For i = 4, . . . , r, we choose a smooth pointx i onX i , and lift it to a point x i of P 1 K . Set x 1 := 0, x 2 := 1, x 3 := ∞. Now let f : Y → P 1 be the (small) auxiliary cover associated to h, see [16] .
(Note that what is called the auxiliary cover in [10] is called the big auxiliary cover in [16] . The (small) auxiliary cover is defined as its quotient by the prime-to-p centralizer.) The cover f is metacyclic of type (x i ; a i ), with m and (a 1 , . . . , a r ) as at the beginning of Section 1.1. Furthermore, f has bad reduction, and the special fiber of its stable model is of the formf :Ȳ →X (whereX is the target curve ofh). Finally, the tailsX i ofX are exactly the separable components (for the mapf ), and the induced mapsf i :Ȳ i →X i over the tails are (possibly disconnected) H-Galois covers of Katz-Gabber type, tamely ramified atx i and wildly ramified at τ i , with invariant σ i .
We claim that f is special. Indeed, Assumptions 1.6 (i) and (ii) hold by construction (except maybe for f being of multiplicative type, i.e. i a i = m). As in the proof of Proposition 1.8, we show that σ i = ν i + a i /m, with integers ν i ≥ 0. Using again the vanishing cycle formula (8), we get
But ν i > 0 for i = 4, . . . , r, by (9) , so the left hand side of (10) is ≥ r − 3. We conclude that i a i = m, ν i = 0 for i = 1, 2, 3 and ν i = 1 for i = 4, . . . , r. In other words, f is special.
It is very likely that every special H-cover f : Y → P 1 arises as the auxiliary cover of a G-cover h : W → P 1 with three branch points, for some group G. At the moment, we can prove this claim only modulo the following hypothesis. Hypothesis 1.10 Let p be a prime and m, h > 1 integers such that m|p − 1, (h, p) = 1 and 1 < σ := h/m < 2. Then there exists a finite group G and anétale G-cover f : W → A 1 k of the affine line, defined over k =F p , such that the inertia group at infinity is isomorphic to Z/p ⋊ Z/m and the jump in the inertia group filtration is equal to σ = h/m.
The hypothesis implies the claim, essentially because we can 'reverse' the auxiliary cover construction, using formal patching. This fact establishes a strong link between the existence ofétale Galois covers of the affine line in characteristic p with prescribed ramification at infinity (i.e. certain generalized forms of Abhyankar's Conjecture) and the reduction of Galois covers from characteristic 0 to characteristic p. For results in this direction, see [4] . These results show that we cannot expect Hypothesis 1.10 to hold for a given group G satisfying the obvious restrictions (quasi-p, contains H).
The structure of special covers
The main goal of this section is to prove the following result, which essentially states that (the reduction of) special covers is as simple as we can expect it to be.
1 be a special metacyclic cover of type (x i ; a i ), with reduction f :Ȳ →X. Then the curveX is the union of r + 1 componentsX 0 ,X 1 , . . . ,X r , such thatX 0 meetsX i in exactly one point, andX i is the component to which x i specializes. In particular,
This was called Theorem A in the introduction. Here is a brief outline of the proof. Using results of [11] (which essentially reformulate earlier results of [9] , [6] and [7] in a form suitable for us), we analyze the stable reduction of the p-cyclic part Y → Z of a given special cover f : Y → P 1 . We find that, in case Theorem 2.1 did not hold, one of the components of the special fiberȲ of Y would be an α p -torsor. Moreover, this α p -torsor would have to satisfy certain strict numerical conditions, coming from specialty of f and compatibility with the Z/m-action. Then a direct calculation shows that such an α p -torsor cannot exist, and Theorem 2.1 follows.
In Sections 2.1 and 2.2 we analyze the stable reduction of f and translate its properties into a combinatorial language similar to the notion of a Hurwitz tree developed in [7] . Here we work under slightly more general assumptions then is actually necessary for the proof of Theorem 2.1. This will be useful in Section 3.
In Section 2.3 we prove the key lemma which implies Theorem 2.1. In Section 2.4 we state a strengthening of Theorem 2.1, which concerns the monodromy action on the special fiber of a special cover.
Admissible reduction of Z → P
1 Let f : Y → P 1 be a metacyclic cover of multiplicative type (x i ; a i ). Concerning the reduction of f , we use the notation introduced in Section 1.4. In particular, f R : Y R → X R is the stable model of f , defined over a sufficiently large finite extension R/R 0 , with special fiberf :Ȳ →X. The branch point x i specializes to a pointx i ∈X, andX i denotes the component ofX containingx i . We make the following assumption, which is slightly weaker then Assumption 1.6. In particular, it holds if f is special.
Assumption 2.2 (i)
The mapf :Ȳ →X is separable exactly over the tails ofX.
(ii) The componentsX 1 , . . . ,X r are pairwise distinct tails.
We define a tree T associated to the semistable curveX, as follows. The set of vertices V of T is defined as the set of (irreducible) components ofX. For v ∈ V , we refer to the corresponding component ofX asX v . The set of edges E of T is, by definition, the set of triples e = (x e , v, v ′ ), wherex e ∈X is a singular point and v, v ′ ∈ V are vertices such thatx e ∈X v ∩X v ′ . The assignments s(e) := v and t(e) := v ′ define the source map s : E → V and the target map t : E → V . The edgeē := (x e , v ′ , v) ∈ E is called the opposite edge of e. We define B ⊂ V as the set of leaves of T , i.e. the vertices corresponding to the tails ofX. In other words, for each v ∈ B there is a unique edge e v such that t(e v ) = v. We call the elements of V ′ := V − B the interior vertices. By Assumption 2.2 (ii), we may identify the set I := {1, . . . , r} with the corresponding subset of B. Note that B = I if f is special.
Let us state the following easy lemma without proof.
Lemma 2.3
There exists a unique map E → {0, . . . , m}, e → a e , such that (i) a e = a i , if i := t(e) ∈ I, and a e = 0 if v := t(e) ∈ B − I,
(ii) for all interior vertices v, we have s(e)=v a e = m, and
If f is special, then 0 < a e < m for all e ∈ E.
Let Z R := Y R /(Z/p) be the quotient of Y R by the p-cyclic normal subgroup of H. It is well known that Z R is again a semistable curve over R, with generic fiber Z K . Also, the action of Z/m on Z extends to Z R , and the (tamely ramified) m-cyclic cover g K : Z K → P K extends to a finite morphism g R : Z R → X R of semistable R-curves. Since, by Assumption 2.2 (ii), the branch points x i of g K specialize to pairwise distinct points ofX, the cover g R : Z R → X R is an m-cyclic admissible cover over R. In particular, its special fiberḡ :Z →X is an m-cyclic admissible cover over k. For v ∈ V , we setZ v :=ḡ −1 (X v ). Proof: By the definition of admissibility, the coversḡ v :Z v →X v are as in the statement of the proposition, for certain integers a e . Moreover, the integers a e verify Condition (i), (ii) and (iii) of Lemma 2.3, at least modulo m. Now the statement of Lemma 2.3 says that we may choose the a e 's such that they verify Condition (i), (ii) and (iii) exactly. P
2.2
The reduction of the p-cyclic cover Y → Z We continue with the notation and assumptions of the previous subsection. Recall from Section 1.1 that theétale p-cyclic subcover Y → Z of f is given (birationally) by an equation of the form y p = u, where u is a certain rational function on Z, unique up to multiplication with a pth power. We may assume that the K-model Y K → Z K (obtained from the stable model of f ) is defined by the same equation. By assumption, Y K → Z K extends to a finite map Y R → Z R between semistable R-curves, where Y R is the stably pointed model of Y K and Z R = Y R /(Z/p). Neglecting the Z/m-action on Z R , this is precisely the situation studied in [11] (see also [6] and [7] ).
Choose a vertex v ∈ V , and writeȲ v for the inverse image ofZ v inȲ . We distinguish the following three cases (compare with [11] , §1.4 and [7] , §5.1):
• (multiplicative reduction) Suppose that the mapȲ v →Z v is inseparable (therefore, v ∈ V ′ is an interior vertex, by Assumption 2.2). Suppose, moreover, that the restrictionū v := u|Z v of u toZ v is not a pth power (in the function field ofZ v ). Then the coverȲ v →Z v is given (birationally) by the equation y p =ū v and carries a natural structure of µ p -torsor. Let ω v := dū v /ū v . The differential ω v is not zero, regular onZ v and does not depend on the choice of the rational function u. One easily checks that φ * a ω v =χ(a)ω v , for a ∈ Z/m. We write ω v ∈ H 0 (Z v , Ω 1 )χ. Furthermore, the zero locus of ω v is contained inḡ −1 ({x e | s(e) = v}).
• (additive reduction) Suppose thatȲ v →Z v is inseparable (hence v ∈ V ′ ), and that the restriction of u toZ v is a pth power. Then, in a neighborhood of any pointz ∈Z v on Z R and after multiplying u with a suitable pth power, we can write u = 1 + π p w v , such that π ∈ R, 0 < v R (π) < v R (p)/(p − 1) and such thatw v := w v |Z v is not a pth power. The restriction ofȲ v →Z v to the open subsetŪ v :=Z v −ḡ −1 ({x e | s(e) = v}) carries a natural structure of α p -torsor, locally given by the equationỹ p =w v . The differential ω v := dw v is not zero, independent of all the choices we have made, and is regular onŪ v . Again, one easily checks that φ *
• (étale reduction) If v is a leaf, thenȲ v →Z v is genericallyétale, ramified only atḡ
We shall say that the vertex v has multiplicative, additive orétale reduction, according to which of the three cases occurs.
The data (ω v , h v ), which we obtain from the reduction of theétale p-cyclic cover Y → Z satisfy certain compatibility conditions, see [11] . In our situation, they can be formulated as follows. Let e be an edge, and letz e ∈Z be a point abovex e ∈X. Define
Since ω is an eigenvector under the Z/m-action, h e is well defined. As a special case of [11] , Cor. 2.8, we obtain h e + hē = 0, (12) for all edges e. (It is also possible to derive (12) from [7] , Proposition 5.2.1, by considering the formal annulus corresponding to the a pointȳ ∈Ȳ abovex e ∈X).
Using the fact that the data (ω v ; h i ) has to be compatible with the Z/m-action, we can express the numbers h e in terms of certain (more convenient) numbers ν e . This generalizes Proposition 1.8.
Proposition 2.5 For each edge e, there exists an integer ν e such that
h e = ν e m + a e (a e , m) .
The collection (ν e ) satisfies ν e + νē = −1 (14) and s(e)=v
for all interior vertices v.
Proof: Recall that a e ∈ Z/m is the canonical generator of inertia for the m-cyclic coverḡ v : Z v →X v abovex e , see Proposition 2.4. If a e ∈ {0, m} then (a e , m) = m, and the existence of an integer ν e as in (13) is trivial. Now assume 0 < a e < m, i.e.Z v →X v is actually branched atx e , of order m/(a e , m). Then the vertex s(e) is either an interior vertex, or an element of I. Suppose that v := s(e) is an interior vertex. Usingφ * a ω v =χ(a)ω v one shows that ordz e (ω v ) ≡ a e /(a e , m) − 1 mod m/(a e , m), see [3] , Lemma 2.6. This proves the existence of ν e in this case. The case i = s(e) ∈ I has already been proved in Proposition 1.8. This completes the proof of the existence of the integers ν e . Now (14) follows from (12), (13) and the equality a e + aē = m by a straightforward calculation. Finally, (15) is a direct consequence of Proposition 2.4, Equation (13) and the Riemann-Hurwitz formula. P
We shall call an edge e terminal if v := t(e) is a leaf; for such an edge, h v = h e = (ν e m + a e )/(a e , m) is the conductor of the Artin-Schreier coverȲ v →Z v . In particular, h v = ν e if v = t(e) ∈ B −I. If f is special, then I = B; moreover, for each terminal edge e (with i := t(e) ∈ I), the integer ν e = ν i is either 0 or 1 and takes the value 0 for exactly three terminal edges (see Definition 1.9). In this case, we can also say a lot about the values ν e on all edges e.
Lemma 2.6 Assume that f is special. Then:
(i) The integers ν e (defined in Proposition 2.5) lie between −2 and 1.
(ii) There exists a unique interior vertex v 0 ∈ V ′ such that ν e ≥ 0 for all edges e with source v 0 .
(iii) If v = v 0 is an interior vertex, then there exists a unique edge e with source v such that ν e < 0.
Proof: Since f is special, we may assume that ν i = 0 for i = 1, 2, 3 and ν i = 1 for i = 4, . . . , r. Furthermore, I = B. For any edge e ∈ E, let I e ⊂ I be the set of leaves i ∈ I which 'lie in the direction of e'. More precisely, i ∈ I e if and only if i lies in the connected component of T − {e} which contains the vertex t(e). We claim that ν e = 1 − | I e ∩ {1, 2, 3} |, (16) for all e ∈ E. Let us check that the lemma follows from this claim. Indeed, (i) is a trivial consequence of (16), and part (ii) and (iii) of the lemma follow once we observe that v 0 ∈ V has to be the median of the three leaves i = 1, 2, 3.
Recall that ν e = ν i if i := t(e) ∈ I. Using ν i = 0 for i = 1, 2, 3 and ν i = 1 for i > 3, we conclude that (16) holds for all edges e such that t(e) ∈ I. For a general edge e ∈ E, define ν (14) and (15) . We conclude that ν e = ν ′ e for all edges e ∈ E, by induction. This finishes the proof of the lemma. P Remark 2.7 It is shown in [7] that the integers h e determine the radii of the formal annuli corresponding to the singular points of Y R . To be more precise, letȳ be an ordinary double point of the special fiber of a semistable R-curve Y R . Then the complete local ring of Y R atȳ is of the
, with π ∈ R. We define the thickness of Y R atȳ as the (positive rational) number ǫ(Y R ,ȳ) := v R (π) (recall that v R (p) = 1). Supposeȳ ∈Ȳ is a point abovē x e ∈X, e ∈ E. Suppose, moreover, that v := s(e) is a vertex with multiplicative reduction and v ′ := t(e) has additive reduction. Then
On the other hand, if v := s(e) has multiplicative and v ′ := t(e)étale reduction, then
This follows immediately from [7] , Chap. 5, Proposition 2.1. Moreover, using [10] , Proposition 2.3.2, one shows that
2.3 The proof of Theorem 2.1 Let v 0 be the 'median vertex' of Lemma 2.6 (ii). Theorem 2.1 is equivalent to the statement that v 0 is the unique interior vertex. Therefore, let us assume that there exists another interior vertex v = v 0 , and then try to arrive at a contradiction. By Lemma 2.6 (iii), there exists a unique edge e with s(e) = v such that ν e < 0. This means that the differential ω v has a pole in each pointz e ∈Z v abovex e ∈X v . If the cover Y → Z had multiplicative reduction at the componentZ v , then the differential ω v would be regular onZ v . Therefore, we have additive reduction atZ v . In particular, the differential ω v is a nonzero exact differential, i.e. of the form ω v = du, for some rational function u onZ v . Moreover, the divisor (ω v ) is completely determined by the integers ν e , where e runs through the set of edges with source v. By Lemma 2.6 (i) and Proposition 2.5, these numbers satisfy −2 ≤ ν e ≤ 1 and s(e)=v (ν e − 1) = −3. The following lemma gives the desired contradiction, and thus finishes the proof of Theorem 2.1. Then C(ω) = 0, i.e. ω is not exact.
Proof: Assume that ω is a meromorphic differential on Z such that (i) and (ii) hold. After a change of coordinate, we may assume that x 1 = 0. By (i), we can write ω = f z dx, where f is a rational function in x. Expanding f as a Taylor series at x = x 1 = 0, we obtain
with c j ∈ k. Note that x (resp. z) has a zero of order m 1 (resp. of orderã 1 ) at each pointz ∈ P 1 . In particular, the coefficients c −3 and c −2 contribute to the poles of ω in P 1 , which are of order (−m 1 ν 1 + a 1 − 1), by (ii).
Claim 1: There exist elements b 1 , b 2 ∈ k such that
Since ω and u are regular away from P 1 , we only have to pay attention to the points in P 1 . We compute 'Taylor series' as in (20):
Hence, to prove Claim 1, we have to find b 1 , b 2 such that (
Using m|p − 1 and a 1 ≤ m − 2 one shows that p does not divide 2m − a 1 and m − a 1 ; therefore, a 1 /m − 2, a 1 /m − 1 = 0 in k, and we can solve (24) in b 1 and b 2 . This proves Claim 1.
Claim 2: ω = du. Assuming the contrary, we would have
by Condition (ii). Assume for the moment that the order of u at all the ramification points is prime-to-p. Then (25) implies
But the divisor on the right has degree i mν i + a i = m(r − 2) > 0, contradiction! Thus, in order to prove Claim 2, it suffices to show that u has no zero or pole in one of the ramification points of order divisible by p. Let z i ∈ P i be a ramification point above x i , for some i. Since φ * u = ζu, ord zi (u) = m i k +ã i , for some integer k. If p divides ord zi (u) = m i k +ã i then either k ≥ 1 or k < 0. In the first case, we would have ord zi (du) = m i ν i +ã i > m i +ã i , hence ν i > 1, which contradicts our assumptions. The second case can occur only for i = 1. But for i = 1, k ∈ {−2, −1}, and in this case we have already shown that km i +ã i is prime to p (see the end of the proof of Claim 1). We conclude that ω = du, as asserted by Claim 1.
Set ω ′ := ω − du, and note that φ * ω ′ = ζω ′ , by Condition (i) and the definition of u. Following our previous notation, we can write ω ′ ∈ H 0 (Z, Ω 1 Z/k ) χ , where χ : Z/m → k × is the character with χ(1) = ζ. By Lemma 1.5 (ii), we have C(ω) = C(ω ′ ) = 0. This proves the lemma, and also Theorem 2.1. P
2.4
The monodromy group of a special cover The analysis of the stable reduction of a special cover shows somewhat more than what is stated in Theorem 2.1. We use the same notation as in Theorem 2.1. In particular, f : Y → P 1 is a special cover of type (x i ; a i ), with stable reduction f :Ȳ →X. Define
the closed rigid disk containing all points of P 1 which specialize toX i . In particular, x i ∈ D i .
Proposition 2.9 We have
(Recall that m i = m/(a i , m) and h i = (mν i + a i )/(a i , m).)
Proof: This follows immediately from Remark 2.7, Equations (18) and (19). P For the rest of this section, we assume that the absolute ramification index of K 0 is one. Thus, we can identify R 0 with the ring W (k) of Witt vectors over the residue field k (in view of the results of Section 3, this is not a serious restriction). By Proposition 1.3, the field of moduli of f is
). Let K = K st be the minimal extension of K in over which f has stable reduction. One can show the following, see [10] and [16] . The extension K/K in is Galois, of degree prime-top. The Galois group Γ := Gal(K/K in ) acts faithfully and k-linearly onȲ (wheref :Ȳ →X is the stable reduction of f ), and this action commutes with the action of H. Therefore, we get an induced action of Γ onX. The group Γ is called the monodromy group of f . Theorem 2.10 Let f : Y → P 1 be a special cover of type (x i ; a i ). Assume that the branch points x i are rational over K 0 , the fraction field of W (k). Then the order of the monodromy group Γ of f is 
Note that the action ofΓ onȲ ′ i commutes with the action of the decomposition group H i ⊂ H ofȲ ′ i , which is of order pm i . Now the statement of Theorem 2.10 on the order of Γ follows from the fact that the action of Γ onȲ is faithful. The statement about the action of Γ onX i follows as well, using the fact that h i is relatively prime to pm i (it can also be deduced directly from Proposition 2.9). P
Construction of special covers
This section is concerned with the construction of special covers by lifting certain objects from characteristic p to characteristic 0. We start by defining special degeneration data, which are essentially given by an m-cyclic coverZ 0 → P 1 k of the projective line in characteristic p, together with a logarithmic differential form ω 0 onZ 0 , with certain prescribed zeros. It is immediate from the results of the previous section that the reductionf :Ȳ →X of a special cover f corresponds essentially to a special degeneration datum. The main result of this section (Theorem 3.2) states that, conversely, every special degeneration datum arises as the reduction of a special cover f . Moreover, the cover f is essentially unique, once we have chosen the branch points x i .
The proof of Theorem 3.2 is divided into two steps. In the first step, we lift the µ p -torsor Y 0 →Z 0 corresponding to the differential ω 0 to characteristic 0, in a Z/m-equivariant way. This construction yields a metacyclic cover f : Y → P 1 , which is essentially unique because theχ-eigenspace of the p-torsion of the Jacobian ofZ 0 isétale (Proposition 1.3) . In the second step we show that the cover f we have constructed is special provided that we have chosen the branch points x i inside certain closed rigid disks D i ⊂ P 1 . The proof uses the monodromy action on the stable reduction of Galois covers, and a deformation argument.
In Section 3.5 we determine all special degeneration data in the case r = 4.
Special degeneration data
Let f : Y → P 1 be a special cover of type (x i ; a i ), with stable model f R : Y R → X R and reductionf :Ȳ →X (see Definition 1.9). By Theorem 2.1,X consists of r + 1 componentsX 0 , . . . ,X r , such that, for i ≥ 1,X i is the tail containing the specialization x i of the branch point x i . The componentX 0 , which intersects all of the componentsX i , i ≥ 1, is called the original component ofX. We have a canonical isomorphismX 0 ∼ = P 1 k arising from the contraction morphism q : X R → P 1 R . This isomorphism identifies the intersection point τ i ∈X 0 ∩X i with the specialization of x i , regarded as point on P 1 R . We may assume, without loss of generality, that τ i = ∞.
We have seen in Section 2.1 that the mapf :Ȳ →X is the composition of an m-cyclic admissible coverḡ :Z →X with a finite mapȲ →Z of degree p which is the reduction of thé etale p-cyclic cover Y → Z. By Proposition 2.4, the restrictionḡ 0 :Z 0 →X 0 = P 1 k ofḡ to the original component can be identified with the m-cyclic cover of type (τ i ; a i ). Moreover, the p-cyclic cover Y → Z has multiplicative reduction atZ 0 . This means that the induced coverȲ 0 →Z 0 carries the structure of a µ p -torsor. This structure gives rise to a regular differential form ω 0 such thatφ * a ω 0 =χ(a)ω 0 (recall thatφ a :Z ∼ →Z is the automorphism induced by a ∈ Z/m; we write
0 (τ i ) (we regard P i as a divisor onZ 0 ). By Proposition 2.5, there exist integers ν i ∈ {0, 1} with i ν i = r − 3 such that
Furthermore, ω 0 is logarithmic. In terms of the Cartier operator C, this means that , and integers a 1 , . . . , a r such that 0 < a i < m and i a i = m, (we letḡ 0 :Z 0 → P 1 k be the m-cyclic cover of type (τ i ; a i ); furthermore, we set m i := m/(a i , m),ã i := a i /(a i , m) and P i :=ḡ
• integers ν 1 , . . . , ν r ∈ {0, 1} such that i ν i = r − 3, and (28) and (29) hold.
As explained in the paragraph preceding Definition 3.1, we can attach to (the reduction of) a special cover f : Y → P 1 of type (x i ; a i ) a special degeneration datum (τ i ; a i ; ν i ; ω 0 ). Theorem 3.2 below states that, conversely, every special degeneration datum arises in this way.
For the rest of this section, we fix a special degeneration datum (τ i ; a i ; ν i ; ω 0 ) over k. Let K 0 denote the fraction field of R 0 := W (k), the ring of Witt vectors over k. Choose an algebraic closureK of K 0 . For i ∈ I, choose a K 0 -rational pointx i ∈ P 1 (K 0 ) which lifts τ i ∈ P 1 (k). Let
(compare to the statement of Theorem 2.10). We claim that the collection of disks (D i ) does not depend, up to an automorphism of P 1 K0 , on the choice of the pointsx i . To show that this is so, we may assume that ν 1 = ν 2 = ν 3 = 0. Furthermore, we can always normalize our choice such that x 1 = 0,x 2 = 1 andx 3 = ∞. For i = 4, . . . , r, we have 0 < pm i /(p − 1)h i < 1. Using the triangle inequality and the fact that the valuation v R takes integral values on K 0 , one shows that D i does not depend on the choice ofx i , for i = 4, . . . , r. Theorem 3.2 Let (τ i ; a i ; ν i ; ω 0 ) be a special degeneration datum over k and let x 1 , . . . , x r bē K-rational points on P 1 , such that x i ∈ D i . Then there exists a special cover f : Y → P 1 of type (x i ; a i ), unique up to isomorphism, which gives rise to (τ i ; a i ; ν i ; ω 0 ).
This theorem corresponds to Theorem B in the introduction. The proof is given in the next three subsections. It seems reasonable to expect that the condition x i ∈ D i is also necessary for f to be special. Unfortunately, the method of proof we use here does not give such an 'if and only if' result.
3.2 Definition of the lift Let (τ i ; a i ; ν i ; ω 0 ) be a special degeneration datum over k and g 0 :Z 0 → P 1 k the m-cyclic cover of type (τ i ; a i ). ChooseK-rational points x i ∈ P 1 (K) lifting the points τ i (for the moment, we do not assume that x i ∈ D i ). Choose a finite extension K/K 0 such that x i is K-rational; let R be the ring of integers of K.
The m-cyclic coverḡ 0 lifts uniquely to an m-cyclic cover g
R of smooth curves, tamely ramified along the closure of {x 1 , . . . , x r } ⊂ P
K be the generic fiber of g ′ R and g : Z → P 1 its base change toK. Note that g is the m-cyclic cover of type (x i ; a i ). Let J R be the Néron-model of J ZK over R. Since Z ′ R is smooth over R, J R represents the functor Pic 0 (Z ′ R /R), see [1] , §9, Proposition 4. The universal property of the Néron model defines a surjective specialization map J ZK (K) → JZ 0 (k). As we have seen in Section 1.3, the specialization map induces an isomorphism
of F p -modules (of rank r − 2).
The logarithmic differential ω 0 corresponds to a line bundleL onZ 0 , in the following way (see e.g. [8] , III, §4). Letū be a rational function onZ 0 such that ω 0 = dū/ū. Then (ū) = p ·D, for a divisorD of degree 0 onZ 0 ; we setL : The cover f we have constructed will not be special, in general. However, if f is special then, by construction, it gives rise to the special degeneration datum (τ i ; a i ; ν i ; ω 0 ) we started with. It is also clear that any special cover which gives rise to (τ i ; a i ; ν i ; ω 0 ) is isomorphic to f . Thus, in order to prove Theorem 3.2, we have to show that f is special provided that x i ∈ D i , for all i ∈ I. Before we can give a proof of this claim (in Section 3.4) , we need to analyze the stable reduction of f . For this step, it is not yet necessary to assume x i ∈ D i .
3.3
Analyzing the stable reduction of f We may assume that the cover f constructed above has stable reduction over the field K. Let f R : Y R → X R be the stable model of f , and f :Ȳ →X its reduction. For i = 1, . . . , r, letx i ∈X be the specialization of the branch point x i , and letX i be the component ofX containingx i . Since x i ≡ x j mod v R0 for i = j (as points on P 1 ), it follows from [10] , §3, that the componentsX i are pairwise distinct tails ofX and that f :Ȳ →X is separable exactly over the tails. In other words, Assumption 2.2 holds. Note that the stronger Assumption 1.6 may not hold, asX might have new tails.
However, Assumption 2.2 being valid, we may use the notation set up in Section 2.1 and 2.2, concerning the structure off :Ȳ →X as the composition of the m-cyclic admissible cover g :Z →X and the 'mixed torsor'Ȳ →Z. Recall that we described this structure using certain combinatorial data (T ; a e ; ν e ). Here T is the dual graph of components of the semistable curvē X. The integers a e (where e is an edge of T ) describe the admissible m-cyclic coverḡ :Z →X. Finally, the integers ν e (together with the a e ) determine the order of the zeros and the poles of the differentials ω v attached to the torsorsȲ v →Z v , where v is an interior vertex of T . By construction of f , Y → Z has multiplicative reduction above the original componentX 0 , and the resulting µ p -torsorȲ 0 →Z 0 corresponds to the differential ω 0 . Therefore, (28) implies that
where ν i is given by the special degeneration datum and e i is the edge corresponding to the point τ i ∈X 0 (in particular, τ i is a singular point ofX). Note that we do not know (unless f is special) whether h i = ν i m i +ã i is the conductor of the Artin-Schreier coverȲ i →Z i over the tailX i .
Let v 0 ∈ V be the vertex of the tree T corresponding to the original componentX 0 . For any edge e of T , we let T e be the connected component of T − {e} which contains t(e). We shall call an edge e positive if v 0 ∈ T e , i.e. if e is directed away from the vertex v 0 . Proof: Suppose we have a positive edge e such that a e ≡ 0 mod m and ν e ≤ 1. Note that this implies a e ′ ≡ 0 mod m for all edges contained in the subtree T e (otherwise, T e would contain exactly one leaf i ∈ I, and then a e ≡ a i ≡ 0 mod m). Assume first that v := t(e) is not a leaf. From (14) and (15) we deduce the inequality
Thus, we have ν e ′ ≤ 1 and a e ′ ≡ 0 mod m for at least one positive edge e ′ with source v. Hence, after a finite number of steps, we find an edge e such that v := t(e) is a leaf, a e ≡ 0 mod m and ν e ≤ 1. This means thatX v is a new tail ofX and that the conductor of the Artin-Schreier cover Y v →Z v is h v = ν e ≤ 1. It follows that each connected component ofȲ v is a tail ofȲ of genus 0; furthermore, no ramification point specializes toȲ v . This contradicts the minimality of the stable model Y R , and proves the second assertion of (i). The proof of the first assertion is similar, and uses the fact that the conductor of an Artin-Schreier cover is ≥ 1.
Statement (ii) of the lemma follows immediately from (i). Indeed, a singular point onX 0 which is not one of the τ i would correspond to a positive edge e with a e ≡ 0 mod m such that ν e = 1 (by the assumption (28)).
To prove (iii), fix i ∈ I and let us assume that v := t(e i ) is not a leaf. Let E i be the set of edges with source v which are distinct fromē i . There is a unique edge e ′ ∈ E i such that a e ′ = a i , and a e ≡ 0 mod m for all e ∈ E i − {e ′ }. In other words, the m-cyclic coverZ v →X v ∼ = P See Figure 1 for an illustration of the relevant part of the tree T and the curveX, in the situation of Corollary 3.4.
3.4
The proof of Theorem 3.2 In Section 3.2 we have constructed, for any tuple ofKrational points (x i ) lifting (τ i ), a metacyclic cover f : Y → P 1 of type (x i ; a i ). In Section 3.3 we have analyzed the stable reduction of f . In this section we show that f is special provided that x i ∈ D i , with D i as in (30), thus proving Theorem 3.2. We do this in two steps. First, we prove that f is special if the x i are K 0 -rational. Note that this is a special case of Theorem 3.2, as any K 0 -rational point lifting τ i is automatically a center of the disk D i . Then, we show that the cover f remains special under a deformation which moves the branch point x i into an arbitrary point
is special.
Proof: By Proposition 1.3, the field of moduli of f is
. We may assume that the field K we have been working with in Sections 3.2 and 3.3 is the minimal extension of K in over which f has stable reduction. Recall from Section 2.4 that the extension K/K in is Galois, of degree prime-to-p. The Galois group Γ := Gal(K/K in ) acts faithfully and k-linearly onȲ (wherē f :Ȳ →X is the stable reduction of f ), and this action commutes with the action of H. We obtain an induced action of Γ onZ andX. The action of Γ on the original componentX 0 is trivial.
In our setup, the p-cyclic cover Y → Z reduces to a µ p -torsorȲ 0 →Z 0 over the original componentX 0 . Therefore, the field K contains the pth roots of unity. LetΓ := Gal(K/K 0 (ζ p )) ⊂ Γ. One shows easily thatΓ acts trivially onȲ 0 (see also the proof of Theorem 2.10). Now suppose that f is not special. LetX v be a component as in Corollary 3.4. In particular, X v meets the rest ofX in exactly three points. One of these points is τ i , whereX v meetsX 0 . Let τ ′ and τ ′′ be the two other points, corresponding to the edges e ′ and e ′′ of Lemma 3.3 (iii). Note that τ i and τ ′ are the two branch points of the m-cyclic coverZ v →X v . Since the action ofΓ is trivial onX 0 and commutes with the Z/m-action onZ, it fixes all three points τ i , τ ′ and τ ′′ . Therefore,Γ acts trivially onX v .
Choose a pointȳ ∈Ȳ above τ i and letz be the image ofȳ inZ. Note thatȳ andz are ordinary double points ofȲ andZ, respectively. LetŶ R be the completion of Y R atȳ andẐ R the completion of Z R atz. Since Y R is semistable,Ŷ R is a formal annulus, of the formŶ
, with π ∈ R. Corollary 3.4 states that we have additive reduction over the componentZ v . By Remark 2.7, this implies
Let λ := ζ p −1. Note that v R (λ) = 1/(p−1) and that λ is a uniformizer of K 0 (ζ p ). We conclude from (35) that K 0 (ζ p , λ 1/N ) ⊂ K and v R (π) = c/(p − 1)N , with N > h i > m and c prime-to-N .
Moreover, N is prime-to-p because K/K 0 is of degree prime-to-p. Let ζ N be a primitive N th root of unity and σ ∈Γ such that σ(λ
Up to permutation, the parameter u (resp. v) of the formal annulusŶ R reduces to a local parameter ofȲ 0 (resp.Ȳ v ) at y. Applying σ to the equation uv = π and using the fact thatΓ acts trivially onȲ 0 , we find that σ induces an automorphism ofȲ v of order N which fixesȳ. We conclude that σ induces an automorphism ofX v of order at least N/(N, m) > 1. But this contradicts the fact (proved earlier) thatΓ acts trivially onX v . The proposition follows. P Let f : Y → P 1 be as in Proposition 3.5. In particular, f is special. Proposition 3.6 below states that, given points x ′ i ∈ D i , we can deform f into a cover f ′ of type (x ′ i ; a i ). By construction, the cover f ′ is special and gives rise to (τ i ; a i ; ν i ; ω 0 ). This completes the proof of Theorem 3.2. ; a i ). Second, the restrictions of f ′ R and f R to the formal completion X 0 of X R alongX 0 are isomorphic (as finite, H-invariant maps to X 0 ). It follows immediately that the H-cover f ′ is special and gives rise to the special degeneration datum (τ i ; a i ; ν i ; ω 0 ). This proves Proposition 3.6 and therefore completes the proof of Theorem 3.2. P 3.5 The case r = 4 Let us call two special degeneration data (τ i ; a i ; ν i ; ω 0 ) and (τ p . In this section we determine all special degeneration data (τ i ; a i ; ν i ; ω 0 ) with four branch points, up to equivalence. Fix p, m and (a i ), as in the beginning of Section 1.1. It is clear that for given prime p, there is only a finite number of possibilities for m and (a i ), which are easy to describe. After reordering the indices, we may assume that ν 1 = 1 and ν 2 = ν 3 = ν 4 = 0. Furthermore, after a projective linear transformation, we may assume that τ 1 = 0, τ 2 = 1, τ 4 = ∞. We write λ instead of τ 3 ; note that λ ∈ k − {0, 1}. Let Z λ → P 1 be the m-cyclic cover given by the equation
By an easy calculation, involving the divisors of z, x and dx, one shows that any differential ω 0 on Z λ satisfying Equation (28) 
where c k is the coefficient of We can summarize the discussion as follows:
Proposition 3.8 Let r := 4. Given p, m, (a i ) and (ν i ) (satisfying the usual conditions, and with ν 1 = 1), there are exactly αa 1 − 1 nonequivalent special degeneration data (τ i ; a i ; ν i ; ω 0 ). In particular, for given p, there exist only a finite number of nonequivalent special degeneration data, and they are all defined over some finite field F p n . Therefore, we may assume k =F p throughout.
Remark 3.9 For r > 4, it is still true that there exist only a finite number of equivalence classes of special degeneration data, for fixed p. This is less obvious than for r = 4, because the polynomial Φ is replaced by a system of r − 3 equations in r − 3 variables. However, a deformation argument shows that this system has only finitely many solutions. It would be interesting to obtain a formula for the number of solutions, as in the case r = 4.
