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ABSTRACT
Prospective demands of next-generation wireless networks are ambitious and will require
cellular networks to support 1000 times higher data rates and 10 times lower round-trip latency.
While this data deluge is a natural outcome of the increasing number of mobile devices with
data hungry applications and the internet of things (IoT), the low latency demand is required
by the future interactive applications such as ”tactile internet”, virtual and enhanced reality,
and online internet gaming, etc.
The motivation behind this thesis is to meet the increasing quality of service (QoS) demands
in wireless communications and reduce the global carbon footprint at the same time. To achieve
these goals, energy efficient planning and operations models for wireless cellular networks are
proposed and analyzed.
Firstly, a solution based on the overlay cognitive radio (CR) along with cooperative relay-
ing is proposed to reduce the effect of the scarcity problem of the radio spectrum. In overlay
technique, the primary users (PUs) cooperate with cognitive users (CUs) for mutual benefits.
The achievable cognitive rate of two-way relaying (TWR) system assisted by multiple antennas
is proposed. Compared to traditional relaying where the transmission to exchange two different
messages between two sources takes place in four time slots, using TWR, the required number
of transmission slots reduces to two slots. In the first slot, both sources transmit their signals
simultaneously to the relay. Then, during the second slot the relay broadcasts its signal to the
sources. Using an overlay CR technique, the CUs are allowed to allocate part of the PUs’ spec-
trum to perform their cognitive transmission. In return, acting as amplify-and-forward (AF)
TWR, the CUs are exploited to support PUs to reach their target data rates over the remaining
bandwidth. A meta-heuristic approach based on particle swarm optimization algorithm is pro-
posed to find a near optimal resource allocation in addition to the relay amplification matrix
gains. Then, we investigate a multiple relay selection scheme for energy harvesting (EH)-based
xix
on TWR system. All the relays are considered as EH nodes that harvest energy from renew-
able and radio frequency sources, where the relays forward the information to the sources. The
power-splitting protocol, in which the receiver splits the input radio frequency signal into two
components: one for information transmission and the other for energy harvesting, is adopted
at the relay side. An approximate optimization framework based on geometric programming is
established in a convex form to find near optimal PS ratios, the relays transmission power, and
the selected relays in order to maximize the total rate utility over multiple time slots. Different
utility metrics are considered and analyzed depending on the level of fairness.
Secondly, a downlink resource and energy management approach for heterogeneous networks
(HetNets) is proposed, where all base stations (BSs) are equipped to harvest energy from
renewable energy (RE) sources. A hybrid power supply of green (renewable) and traditional
micro-grid, such that the traditional micro-grid is not exploited as long as the BSs can meet
their power demands from harvested and stored green energy. Furthermore, a dynamic BS
switching ON/OFF combined with the EH model, where some BSs are turned off due to the
low traffic periods and their stored energy in order to harvest more energy and help efficiently
during the high traffic periods. A binary linear programming (BLP) optimization problem is
formulated and solved optimally to minimize the network-wide energy consumption subject
to users’ certain quality of service and BSs’ power consumption constraints. Moreover, green
communication algorithms are implemented to solve the problem with low complexity time.
Lastly, an energy management framework for cellular HetNets supported by dynamic drone
small cells is proposed. A three-tier HetNet composed of a macrocell BS, micro cell BSs (MBSs),
and solar powered drone small cell BSs are deployed to serve the networks’ subscribers. In
addition to the RE, the drones can power their batteries via a charging station located at
the macrocell BS site. Pre-planned locations are identified by the mobile operator for possible
drones’ placement. The objective of this framework is to jointly determine the optimal locations
of the drones in addition to the MBSs that can be safely turned off in order to minimize the
daily energy consumption of the network. The framework takes also into account the cells’
capacities and the QoS level defined by the minimum required receiving power. A BLP problem
is formulated to optimally determine the network status during a time-slotted horizon.
1CHAPTER 1. INTRODUCTION
1.1 Background
Frequency spectrum is expected to become more congested in next-generation wireless com-
munications to accommodate the increasing demand of mobile data traffic [1]. Fig. 1.1, which
is based on June 2015 report by the Brattle Group, shows the current bandwidth crunch facing
the United States [2]. It concludes that at least around 500 MHz of spectrum would be needed
by 2019 to meet minimum bandwidth demands.
Figure 1.1: Bandwidth crunch or spectrum deficit in United States [2].
On the other hand, overall mobile data traffic is expected to grow to 49 exabytes per month
by 2021, a sevenfold increase over 2016 [3]. Mobile data traffic will grow at a compound annual
growth rate of 47 percent from 2016 to 2021 as shown in Fig. 1.2.
The cellular infrastructure currently contributes approximately two percent of carbon foot-
print and three percent of worldwide energy consumption, as a result of more than three million
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Figure 1.2: Cisco forecasts 49 exabytes per month of mobile data traffic by 2021 [3].
base stations (BSs) worldwide [4]. Also noting that the carbon emissions of information and
communication technologies (ICT) is predicted to increase from 170 metric-tons in 2014 to 235
metric-tons by 2020 [5], these statistics led telecom industry, governmental institutions, and
researchers to initiate green measures.
To meet these growing demands, efficient methods are required for spectrum sharing among
different systems, services, and applications in a dynamic wireless access environment. Several
schemes including cognitive radio (CR), cooperative communication, multi-input multi-output
(MIMO) antennas, green communication, and energy harvesting (EH) have been considered
as promising solutions to boost network coverage and capacity while reducing operational and
capital expenditures of mobile operators.
1.1.1 Cognitive Radio (CR)
Increasing demand for wireless services such as mobile, smart devices, and many other
devices is expected to lead to a deficit problem in radio spectrum. Fig. 1.3 shows measurements
taken in downtown Berkeley which reveal a typical utilization in the 3 to 6 GHz frequency band.
The graph shows usage over a very short period of time and represent the power spectral density
of the received 6 GHz wide signal collected for a span of 50s sampled at 20 GS/s [6].
CR is proposed as an intelligent novel approach to spectrum deficit problem [7]. The basic
idea of CR is that cognitive users (CUs), which are known as unlicensed users and also secondary
3Figure 1.3: Spectrum utilization measurement at Berkeley wireless research center [6].
users (SUs), are allowed to utilize the spectrum of primary users (PUs), which are known as
licensed users, in an opportunistic manner. CR can be grouped into three main categories:
interweave, underlay, and overlay [8]. The original idea of CR was proposed by Joseph Mitola
III and Gerald Q. Maguire Jr in late 1990s and based on the interweave technique, in which,
the CU is allowed to access the primary spectrum only when the PU is idle [9]. To protect the
PUs from CUs interference, CUs are required to sense the spectrum periodically in order to
utilize the spectrum holes as shown in Fig. 1.4 [10]. In the underlay technique, CUs access the
spectrum simultaneously with PUs under some interference limitation constraints to maintain a
certain primary quality-of-service (QoS) [11], while the CUs might be subjected to a non-limited
interference caused by the PUs [12],[13]. Two different modes of underlay are reported in the
literature and these are named X model and Z model. In the X model, both the interference
from PU to CU and CU to PU are considered, while in the Z model, which is considered an
upper limit of the Z model, only the interference from CU to PU is taken into account. In
the overlay technique, CUs are allowed to use a part of their resources to enhance the primary
signal. The PUs reciprocate by releasing some bandwidths for CUs data transmission [14]. This
technique can be exploited together with cooperative relaying techniques i order to enhance
the system performance.
4Figure 1.4: The concepts of white space and dynamic spectrum access [10].
1.1.2 Cooperative Relaying
Relay techniques were proposed to increase the overall system throughput, extend the
network coverage area, and reduce the transmission powers, hence, decrease the interference
power to neighboring networks. In addition to that, in some cases, absence of the direct link
between terminals can be covered by relays by maintaining the communication link between
the terminals [15]. Two-way relaying (TWR) has lately attracted a lot of attention in the
literature. In conventional TWR, exchanging different messages between two terminals takes
place in two phases only instead of four phases in the traditional one-way relaying (OWR) as
shown in Fig. 1.5. In the first phase, the users transmit their signals simultaneously to the
relays. Subsequently, in the second phase, the relays broadcast the signal to the users [16].
Two widely relay strategies are used in practice: namely amplify-and-forward (AF) strategy,
where the relay amplifies the received signal before broadcasting it to the destination, and
decode-and-forward (DF) strategy, where the relay decodes the received signal to remove the
noise before transmitting a clean copy of the original signals to the destinations [17].
In this thesis, AF strategy is used due to its low computational complexity and low delay
in the relay node (i.e., AF allows faster transmission without processing delay). Moreover, AF
requires much less computing power compared to other strategies [18]. The performance of
the network can be further improved by employing MIMO antennas that provide extra spatial
dimensions [18],[19],[20].
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Figure 1.5: Two-way relaying versus one-way relaying.
1.1.3 Energy Harvesting (EH)
There is currently a considerable interest in the EH technique as one of the most ro-
bust methods to perpetuate the lifetime and sustainability of wireless systems [21],[22]. Many
promising practical applications that can exploit this technique have been discussed recently,
such as emerging ultra-dense small cell deployments, point-to-point sensor networks, far-field
microwave power transfer, and dense wireless networks [23].
One of the advantages of such techniques is to cope with the issues related to the supply
of wireless devices located in remote or inaccessible areas such as sensors placed in forests or
mountains where replenishing a new battery or recharging it using the fact that traditional
wired techniques is not always possible. In addition, EH techniques, which are also known as
energy scavenging techniques, enables networks’ owners to behave green towards the environ-
ment [24] as the devices will be powered by non-polluting alternative sources such as solar,
wind, thermoelectric, or vibration [25]. Recently, radio frequency (RF)-based EH, which is
known as wireless energy transfer (WET), has been introduced as an effective harvesting tech-
nology where energy is collected from RF signals generated by other neighbor devices. Unlike
the other renewable energy (RE) sources, the radio frequency energy is widely available in the
ambient atmosphere all the time [26].
There are mainly two types of RF sources. Ambient RF sources (ARFSs), where the
harvested energy comes from static nearby RF transmitters such as cellular base stations and
TV/radio towers or dynamic RF transmitters such as mobile devices, and dedicated RF sources
(DRFSs) where the harvested energy coming from deployed and dedicated sources in order to
6supply energy to network devices when needed. In the latter case, the output power of DRFSs
must be permitted by FCC [26].
The RF protocols can mainly be classified into two protocols [27]. The time switching (TS)
protocol where the EH node switches over time between the energy harvester equipment and
the information decoder, and the power splitting (PS) protocol where a portion of the received
signal is used for EH and the remaining for the information processing. Along with both
protocols, three approaches can be employed for the energy and transmission management [28].
The first one consists of using the harvested energy without storing it for future use. It is known
as the harvest-and-use approach. In the second one, known as harvest-use-store approach, the
harvested energy is instantaneously consumed according to the system need while the remaining
energy is stored for future use. The third approach, which is considered in this paper, named
as harvest-store-use, consists of partially or totally storing the harvested energy before using it
in the future.
1.1.4 Heterogenous Networks (HetNets)
With the increasing number of mobile broadband data users and bandwidth-intensive ser-
vices, the demand for radio resources has increased tremendously. One of the methods used
by mobile operators to meet this challenge is to deploy additional low-powered BSs (such as
smallcell BSs (SBSs) and Microcell BSs (MSBs)) in areas of high demand as shown in Fig. 1.6.
The resulting networks, referred to heterogeneous networks (HetNets), help in maintaining the
QoS for a larger number of users by reusing the spectrum [29]. However, with the densifica-
tion of these HetNets, energy consumption and the carbon footprint have significantly raised.
Therefore, conserving energy while meeting the users QoS requirements has been the focus of
the green communications researchers.
Most of the wireless data usage is in indoor environments such as offices, residential build-
ings, shopping malls, etc., where the users may face difficulties in achieving high data rates
while connecting to the macrocell BSs. This is mainly due to the penetration loss incurred by
the wireless signals inside the buildings. Therefore, to increase the capacity of the network in
these hotspots, SBSs are deployed in close proximity to the buildings [30].
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Figure 1.6: Heterogenous networks.
In general, MBSs and SBSs provide increased coverage and network capacity during peak
times. However, they might not be very useful under light traffic load scenarios. Instead,
they might be under-utilized or completely redundant leading to inefficient use of energy and
communication resources. Hence, dynamic BS ON/OFF switching, which is known as BS
sleeping strategy, is shown to be highly useful in reducing energy consumption of cellular
HetNets [31]. The BSs are turned off during periods of low traffic and the small number of
active users are oﬄoaded to a nearby BS. As a result, the power consumption of lightly loaded
BSs can be reduced or completely eliminated depending on the state of the turned off BSs.
1.1.5 Drone-based Communication
With the rapid growth of drones market, drone-based communication has been considered
as a promising and effective solution to many of today’s challenges in the area of wireless
communications due to the low cost and fast deployment of drones and autonomous motion
without human intervention. Recently, drones, which are also known as unmanned aerial vehi-
cles (UAVs), are proposed to be used as SBSs to support ground cellular networks has received
considerable attention [32],[33]. A drone BS (DBS) can act as an aerial BS characterized by
a quick and dynamic deployment which is extremely helpful for various scenarios [34]. For
8instance, in public safety communication, where ground infrastructure is damaged by natural
disasters, DBSs represent an alternative solution for mobile operators to maintain coverage
and connectivity. In fact, DBSs are more robust against such environmental changes thanks to
their mobility. DBSs are also useful for temporary/unexpected high traffic demand situations
where already deployed infrastructure becomes overloaded and requires additional communi-
cation equipment to maintain the high QoS level. For example, in big events such as football
games, Olympic games, or concerts, it is infeasible from economical perspective to invest in
the ground infrastructure for a relatively short time period. In this context, many companies
have developed prototypes for LTE DBSs such as Nokia, AT&T, Qulacomm, Intel [35],[36].
For instance, Nokia has showcased its newly developed LTE DBS at the UAE Drones for Good
(D4G) Award event in Dubai, UAE this year, as shown in Fig. 1.7 [37]. This new technology
provides centralized monitoring and control of DBSs via an operators existing LTE network or
dedicated LTE network.
Figure 1.7: Nokia LTE DBSs in Drones for Good (D4G) Award event [37].
The placement of DBSs is considered as one of the main challenges in drone-based commu-
nications [38],[39] particularly in the case of multiple DBSs. Optimizing the DBS movement
and locations can significantly enhance the network performance either by reducing the load of
other ground BSs or by covering areas with limited radio access. Another challenging issue in
drone-based communications is the power management of these battery limited DBSs since tra-
ditional wired charging methods are not feasible. Therefore, EH techniques can be considered
9as some of the most effective and robust solutions to protract the lifetime and sustainability
of drones’ batteries. In drone-based communications, EH can be an attractive technology to
power DBSs by offering additional energy to charge their batteries [40].
1.2 Thesis Scope and Contributions
The thesis deals with energy efficient planning and operation of wireless communication and
develops algorithms to achieve theses objectives. The main contribution of this dissertation to
the insight and design of energy efficient models of wireless cellular networks are as follows
1. In Chapter 3, the problem of the resource allocation for TWR-MIMO overlay cognitive
networks using multiple AF relays is investigated. The contributions of the first chapter
can be summarized as follows:
• Formulating an optimization problem that maximizes the TWR-MIMO overlay cog-
nitive rate utility while taking into account all transceivers power budgets in addition
to the PU QoS requirements. In this framework, it is assumed that each CU is al-
lowed to share the primary bandwidth in order to perform its transmission. In
return, they assist the PUs transmissions by amplifying and forwarding the PUs
data over the remaining bandwidth.
• Due to the non-convexity of the problem, we firstly derive expressions of the trans-
mit powers allocated to primary and cognitive users for a fixed user bandwidth and
relay amplification gain. Then, we employ a meta-heuristic approach based on par-
ticle swarm optimization (PSO) algorithm to find a near optimal CU bandwidth
allocation in addition to the relay amplification matrix gains.
• Considering different cognitive objective functions depending on the level of fairness
among CUs.
• Finally, analyzing the scheme’s performance under different system parameters and
comparing the proposed algorithm in terms of convergence speed and computational
complexity with a recently proposed heuristic approach entitled the grey wolf opti-
mizer (GWO) [41].
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2. In Chapter 4, the idea of EH with TWR system are combined. Unlike the model of
Chapter 3, all relays are equipped with EH devices and only a subset of the relays can be
selected to maintain communication. The contributions of this chapter can be summarized
as follows:
• Formulating an optimization problem that maximizes the rate utility of the EH
TWR system over a certain number of time slots while respecting the power budget
and the storage capacity constraints at each relay. This is performed by determining,
for each relay, its active or idle status, the fraction of signals to be harvested, and
the amplification gain to be allocated for the second phase. In this context, some of
the relays can be switched to the idle mode such that they do not participate in the
broadcasting process but continue harvesting energy from other transmitting (i.e.,
active) relays.
• Due to the non-convexity of the problem, we propose to employ a joint-optimization
approach to optimize the system parameters. A binary particle swarm optimiza-
tion (BPSO) algorithm is adopted to find the set of active relays selected for data
transmission.
• To optimize the other decision variables, we implement a geometric programming
(GP) technique allowing us to achieve an approximate solution to the problem [42].
• The performance of the proposed EH TWR approach is compared to that of the
branch-and-bound (BB) solution in addition to the dual problem-based solution.
3. In Chapter 5, EH for downlink communication in HetNets is considered where each BS
is equipped to harvest from RE. Moreover ON/OFF switching strategy is used to reduce
the total energy consumption. The contribution of this chapter can be summarized as
follows
• Considering a hybrid power supply consisting of green (renewable) and traditional
micro-grid, such that traditional micro-grid is not exploited as long as the BSs can
meet their power demands from harvested and stored green energy.
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• Formulating an optimization problem with the objective of minimizing the network-
wide energy consumption over a given time horizon. The goal is to optimize the BS
sleeping and user-cell association variables under BS’s maximum power constraint,
maximum BS’s storing energy constraint, and user’s QoS constraint.
• Two cases depending on the knowledge level about future RE generation are inves-
tigated:
(a) The zero knowledge case: in this case, future RE generation statistics are un-
known for the mobile operator. A binary linear programming (BLP) problem
is formulated to optimize the BS sleeping status and user-cell association.
(b) The perfect knowledge case: this case assumes that the all future statistics of
the network are perfectly known and estimated.
• Proposing a low complexity green optimization approach based on BPSO algorithm
to find a near optimal solution and comparing its performance with the well known
evolutionary genetic algorithm (GA) [43].
4. Finally, in Chapter 6, a drone-based communication problem is addressed from a new
perspective by investigating the placement of multiple EH DBSs in order to support
typical HetNets composed of a single macrocell BS and multiple ground MBSs. The
proposed method can be generalized to the context of large-scale HetNets. It is assumed
that each drone can charge its battery either using traditional electric energy when it
is placed in a charging station located at the macrocell BS site or using RE harvested
through solar panels placed on top of the drones [44],[45]. The objective of the framework
is to exploit the mobility and quick deployment of these solar-powered drones to support
the ground cells whenever it is needed and whenever the drones’ batteries permit it.
Inactive drones, which are originally placed at the charging station, will be directed to
fly to particular locations to serve users and support the overloaded HetNet or replace
lightly loaded MBSs during a short period of time. In the latter case, the MBSs can be
safely turned off to reduce fossil fuel consumption. For realistic deployment of the drones,
a finite set of pre-planned possible locations known by the mobile operator is considered.
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At these locations, the drones can land and serve the users under their coverage. We
aim to optimize the spatial and temporal management of these multiple drones under
different traffic and situations. Moreover, since the RE is random in nature, we develop
a stochastic programming solution to deal with this source of uncertainty. The main
contributions of this chapter can be summarized as follows:
• Formulating an optimization problem that aims to minimize the total fossil fuel
consumption of the drones-assisted HetNet. The objective is to support the net-
work operation by employing multiple drones as flying BSs to be placed at specific
potential pre-planned locations.
• The green operation of the HetNet is investigated while taking into account several
factors including a QoS metric, the cells’ capacity, drones’ battery limit, photo-
voltaic generation at the drone levels, and the power consumption related to drones’
mobility.
• This green framework involves the application of the ON/OFF switching strategy
to the MBSs whenever it is possible. A joint optimization solution is proposed for
drones’ placement and MBSs deactivation during a long period of time.
• Three cases depending on the knowledge level about future RE generation are in-
vestigated:
(a) The zero knowledge case: in this case, future RE generation statistics are un-
known for the mobile operator. A BLP problem is formulated to determine the
HetNet and drone statuses based on past and present realizations.
(b) The perfect knowledge case: this case assumes that all future statistics of the
network are perfectly known and estimated. A non-linear programming problem
is formulated to determine the future deployment strategies for the drones. To
reduce its complexity, a linearization approach is employed to transform the
problem into a BLP optimization problem.
(c) The partial knowledge case: in this case, only partial statistics of the future
RE generation are known, i.e., probability density function. To deal with the
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uncertainty effect, a stochastic programming problem is formulated and solved
using the two-stage recourse method. In this case, the uncertainty effect is also
considered.
1.3 Thesis Organization
The rest of the thesis is organized as follows:
Chapter 2 includes most recent related works.
Chapter 3 investigates the problem of bandwidth and power allocation for TWR-MIMO overlay
cognitive networks using multiple AF relays.
Chapter 4 studies the multiple relay selection of TWR-AF scheme with PS protocol over a
certain number of time horizon while respecting the power budget and the storage capacity
constraints at each relay.
Chapter 5 studies the problem of the resource management using BS sleeping strategies in
EH-based downlink transmission over a certain time horizon.
Chapter 6 proposes a mobility and quick deployment of solar-powered drones to support the
ground cells whenever it is needed and whenever the drones’ batteries permit it.
Chapter 7 concludes the thesis and outline its main contributions in Section 7.1. Some potential
open problems and possible future works are then presented in Section 7.2.
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CHAPTER 2. RELATED WORKS
Before going into the details of our proposed energy efficient planning and operation models,
some recent related works are stated in this chapter.
2.1 Overlay Cognitive Radio with Cooperative Communications
The leasing model, which is also called property rights model, can be categorized into two
categories: spectrum leasing and time leasing. Under spectrum leasing, PUs who own the
spectrum can possibly lease part of the spectrum to CUs for appropriate remuneration and
can exploit the existence of CUs to enhance their performance and QoS. In return, CUs can
use the leased spectrum for their own transmission by performing decentralized power control
[46],[47]. On the other hand, for time leasing, PUs can lease a portion of their time for CUs’
transmission. In return, in the remaining time, CUs help the PUs to enhance their performance.
Indeed, under time leasing, data transmission takes place in three time slots, in the first time
slot PUs transmit their signals to CUs, while in the second time slot CUs broadcast the primary
signal to the primary destination, and finally the CUs use the remaining time slot for their own
transmission [48],[49]. In this thesis, the “overlay” model term is used to indicate the spectrum
leasing model.
The overlay CR technique has been introduced in the literature as a solution to enhance
the spectral efficiency of primary transmissions while exploiting the existence of CUs [50].
Most of the studies model CUs as OWR that decode the primary signals, then broadcast
it to the destination in order to improve the system reliability. This operation requires the
knowledge of the primary user’s data sequence and/or codebook [50]. Furthermore, in overlay
CR, CUs need to know the primary channel gains in addition to encoding techniques if they
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will decode the primary signal. However, compared to interweave and underlay CR, overlay
offers the possibility to freely transmit their signals without any constraints in terms of time
and transmitted power. It just requires that PUs know the existence of overlaying cognitive
relays in order to coordinate their transmissions. Note here that the priority is given to PUs
in contrast with the non-cognition case where relays have the unique role of forwarding the
primary signals.
Few papers have employed TWR systems with overlay CR technique [51],[52],[53],[54],[55].
These studies assume that the PUs are not within the communication range of each other
and utilize CU relays to forward their signals simultaneously. This scenario overcomes the
hidden terminal problem which happens when the PUs are shadowed or are in severe multipath
fading. In return, CUs are allowed to share a part of the primary bandwidth to perform their
communication. This spectrum sharing scenario might involve some form of coordination and
cooperation between the two types of users (i.e., PUs and CUs), mainly when this cooperation
is optimized. For instance, this can be implemented when all users belong to the same network
as suggested in [51]. The authors have considered a device-to-device (D2D) communication
scenario overlaying a cellular network where D2D users, playing the role of CUs, communicate
bi-directionally with each other while assisting the two-way communications between a cellular
user and its BS. The work in [52] and [53] proposed a typical model comprising a pair of PUs
and a pair of CUs. The objective was to find an optimal power allocation at the single relaying
cognitive node that minimizes the outage probability at the cognitive receiver for given outage
constraints on the primary system. A joint relay selection and resource allocation algorithm
for TWR overlay CR networks is also proposed in [54], where the best relays (i.e., CUs) with
higher channel gain are selected to act as relays to help for primary transmission.
2.2 Cooperative Communications Assisted with Energy Harvesting
Most of the studies proposed in the literature utilize the RF-based EH technique and the
RE-based EH one separately. In cooperative relaying network, the RF-based EH techniques are
mainly designed for the traditional OWR technique [56],[57]. In [56], the authors proposed AF
delay-limited and delay-tolerant transmission modes and investigated the outage probability
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and the ergodic capacity for each mode. In [58], a single relay selection scenario is discussed.
The work presented in [59] proposed a continuous time and discrete time EH scheme based
on TS protocol. The buffer-aided throughput maximization problem is proposed in [60] where
both the source and the relay are considered as harvesting nodes and equipped with finite
energy and data buffers. A low complexity suboptimal algorithm was proposed to maximize
the delivered data to the destination. In [61], the authors considered a hybrid model that
combines TS and PS. They aim to optimize the TS and PS ratios in order to maximize the
throughput. OWR single relay selection with outage probability derivations has been discussed
in [62] under the causal energy arrivals scenario. Furthermore, approximated solution based
on Markov chain has been used to make the relay selection decision. However, few studies
dealt with RF-based EH with TWR scheme and they mainly focus on the special case of using
one relay only. For instance, in [63], the authors studied the achievable EH TS throughput
using AF relay without optimizing the total EH output for TWR system. The authors of [64]
focused on RE EH scheme considering that all nodes harvest energy only from RE sources
where the power allocation of all nodes for different relaying strategies are discussed. These
works mainly focused on the special case using one relay only. The RE-based EH techniques
are mainly dealing with the uncertainty effect due to the randomness of RE generation and
generally designed for point-to-point or cellular network scenarios [65].
Recently, few studies advocating the combination of RF and RE EH solutions have been
presented in the literature. They are essentially focusing on their combined implementation
in practice for small wireless communication devices, e.g., internet-of-things-enabled (IoT-
enabled) devices and standalone sensor platforms [66],[67],[68]. The potential of employing
these combined energy sources with low power wireless devices has shown an important gain
in perpetuating the lifetime of these devices [69]. A cooperative communication network in-
volving hybrid EH sources has been investigated in [70] where a joint relay selection and power
allocation scheme is proposed for OWR DF with multiple-relay system. The PS protocol is
employed at only one selected relay to support the source transmission.
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2.3 Heterogeneous Networks Assisted with Energy Harvesting
Downlink communication in cellular networks accounts for around 70% of the total energy
consumption in the network [71]. Therefore, many of the proposed researches in the literature
tried to reduce the downlink power consumption by switching off BSs during their off-peak
hours when data traffic is low [72]. The work presented by Koudouridis et. al in [73] proposed
a simulated annealing-based algorithm to turn on-off BSs in HetNets. In [74], the authors
presented a complete framework for a smart-grid powered LTE system based on evolutionary
algorithms such as GA and BPSO algorithm, these heuristic switching ON/OFF approaches
were proposed under equal power distribution scenario. In [75], the impact of turning off
macrocell BSs on the energy efficiency of the HetNet is studied while keeping the SBSs active.
Several robust and efficient schemes for BS ON/OFF switching have been proposed in the
literature [76],[77]. For instance, in [76], three different approaches for SBS switching in HetNets
are discussed. The ON/OFF status of the SBSs is controlled by either the detection of active
users by the SBSs, wake-up signals by the core network, or wake-up signals by the users. In
[77], the authors have introduced two switching modes which operate on intermediate and fast
time scales in order to cater for the short and long idle periods of the users. It is shown that
dense HetNets can be used to achieve higher capacity and performance while simultaneously
reducing energy consumption.
Most of promising solutions of energy efficient in HetNets are based on RE-based EH tech-
nique to power cellular networks [78],[79],[80],[81],[82],[83]. The benefit of using RE-based EH
technique in HetNets has been recently discussed in literature [84],[85],[86]. RE-based EH
technique has shown to yield a significant carbon dioxide (CO2) reduction by reducing the
reliance on traditional electricity supplies [87]. One of the limitation of the RE-based EH is the
discontinuity of the power generation which affects reliability of service. In [88], the authors
develop a tractable model based on discrete-time Markov chain to analyze the performance
of downlink heterogeneous cellular networks with both power-grid-connected BS and energy
harvesting SBSs. Each SBS forms a personal cell that is active only when its own priority
user requests service and its battery contains sufficient energy to transmit. In [89], the authors
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consider hybrid powering BSs connected to different micro-grids that cooperate to minimize
the total power cost by optimizing their resources allocation. The authors assume that each
micro-grid can purchase back-up power from the main grid when needed, in order to ensure a
reliable service to users. A hybrid energy sharing framework is presented in [90], where the BSs
are powered by smart grid and have RE generation capabilities. In addition to that, physical
power lines infrastructure between BSs is proposed to share energy between BSs when needed.
2.4 Drone-based Communication Assisted with Energy Harvesting
Few works in the literature investigated the deployment of the DBSs and its challenges.
In [91], a placement technique that uses the drones as relays for cell overloading and outage
compensation is proposed. Although an analytical model is provided for evaluating system per-
formance in the downlink direction, the paper did not discuss the DBSs’ coverage performance
and did not suggest any deployment method. The authors in [92] discussed the optimal deploy-
ment position for drones that maximizes the average data rate while keeping the symbol error
rate under a certain level. However, their work is limited to only one relaying drone. In [93],
the authors proposed a computational method to find the optimal and fast drone deployment
in order to enhance the coverage performance in the case of public safety communications.
On the other hand, some works discussed the connectivity and safe path planing manage-
ment for drone-based communication scenarios. For instance, improving the connectivity of
ad-hoc networks using drones has been discussed in [94],[95]. The authors in [94] developed a
simple heuristic suboptimal algorithm to optimize the drones movement by tracking changes in
the network. Safe path planning algorithms with multiple drones are proposed in [96],[97] with
the objective to ensure that the drones can return to the charging station before their energies
are depleted.
Channel modeling in drone-based communications also remains an important research di-
rection that has extensively been discussed [98],[99],[100]. Indeed, one of the advantages of
using flying DBSs is their ability to establish line of sight (LoS) link with ground users which
helps in enhancing the signal quality. In [98], the authors analyzed the optimal altitude of one
DBS for a certain coverage area that minimizes the DBS’s transmit power. Moreover, they
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investigated the coverage of two DBSs positioned at a fixed altitude and interfering with each
other over a certain coverage area. The probability of air-to-ground LoS link is determined
in [99] for a dense urban area. It depends on the altitude, elevation angle, and the distance
between the drone and the user or ground node. On the other hand, the air-ground path loss
(PL) model for urban environment has been discussed in [100]. In [101], the authors provided
both closed-form expressions for predicted probability of LoS and PL model for air-to-ground
environment using low altitude platform. In [102], the authors studied the coexistence between
the drones and underlaid D2D communication in the downlink scenario. More specifically, they
derived the average downlink coverage probabilities for the users and analyzed the impact of
the drones’ altitudes and density on the overall performance for static and moving drones.
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CHAPTER 3. TWO WAY RELAYS-ASSISTED OVERLAY COGNITIVE
RADIO NETWORK
In this chapter, the problem of resource allocation for TWR-MIMO overlay cognitive net-
works using multiple AF relays is investigated. The goal is to maximize the TWR-MIMO
overlay cognitive rate while taking into account all transceiver power budgets in addition to
the PU QoS requirements. In this framework, it is assumed that each CU is allowed to share the
primary bandwidth in order to perform its transmission. In return, they are engaged to com-
plete the primary transmission by amplifying and forwarding the PU data over the remaining
bandwidth.
3.1 System Model
We consider an overlay half duplex CR network with two primary users PU1 and PU2
in addition to a cognitive network consisting of LR CUs and one cognitive BS. All nodes
are equipped with M antennas as illustrated in Fig. 3.1. PU1 and PU2 are assumed out of
communication range. The LR CUs act as TWR for the PUs over the primary bandwidth. In
exchange, the PUs may release some of their bandwidths to the CUs to accomplish their own
data transmission as long as the PUs maintain their QoS.
Let T denote the time duration that a PU is allowed to transmit data over the bandwidth
Wtot. In our overlay MIMO-CR scheme, we assume that the total bandwidth is divided into
LR + 1 fractions denoted W0, W1,...,WLR , where the primary transmission is held over W0
while for each lth CU, we allocate the bandwidth fraction Wl such that there is no inter-user
interference between all the primary and secondary nodes
(∑LR
l=0Wl = Wtot
)
, as shown in
Fig. 3.2.
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Assuming independent and identically distributed (i.i.d) complex Gaussian signals, PUs
exchange their messages via LR CUs as follows: In the first phase, both PU1 and PU2 transmit
their messages x1 and x2 simultaneously to the LR CUs with a covariance power matrix of
vector xt denoted P t = E[xtxHt ] Watt/Hz (power per unit frequency), where t = {1, 2}. Perfect
synchronization between PU1 and PU2 is assumed [103]. In the second phase, the CUs play the
role of relays by transmitting the amplified signal to the PUs with a covariance power matrix
denoted P rl Watt/Hz, where l = 1, ..., LR. During PUs transmission and reception, the CUs
transmit their data xcl to the cognitive BS over the remaining bandwidth (i.e., W1,...,WLR)
with a covariance power matrix denoted P cl = E(xclxHcl ) Watt/Hz, where l = 1, ..., LR.
Let us define E¯p and E¯c as the peak energy at each PU and the peak energy at each CU,
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respectively. h1rl ∈ CM×M ,h2rl ∈ CM×M , and hcl ∈ CM×M are the MIMO channel gains
in the first time slot between PU1 and the l
th CU, PU2 and the l
th CU, and the lth CU and
the cognitive BS, respectively. Where in the second time slot the MIMO channel gains are
denoted by hˆ1rl ∈ CM×M , hˆ2rl ∈ CM×M , and hˆcl ∈ CM×M . All the channel gains are assumed
to be i.i.d fading channel gains and constant during the coherence time. If the channels are
highly correlated during two consecutive time slots, then channel reciprocity is assumed i.e.,
h1rl = hˆ1rl ,h2rl = hˆ2rl ,hcl = hˆcl In addition to that, perfect channel state information (CSI)
at transmitters and receivers are considered. Without loss of generality, all the noise variances
are assumed to be equal to N0.
Let V t and U t, where t ∈ {1, 2} be two unitary precoder and decoder matrices, respectively,
employed by PUs. In the first phase, PUt employs the precoder matrix V t such as: xt = V tx˜t
where xt is the transmitted signal after being precoded by PUt. Subsequently, during the
second phase, PUt employs the decoder matrix U t such as: rt = U
H
t yt, where yt and rt are
the received signals at PUt before and after decoding, respectively. The choice of V t and U t
will be defined later.
This approach was initially designed to a scenario where PUs and CUs belong to the same
legacy system; e.g. LTE with LTE D2D communications. In the case where it must be extended
to deal with different legacy scenario, then the following rules apply:
• Each CU needs to support both standards.
• Each CU needs to have two separate RF chains: one to be used for the secondary trans-
missions over the secondary system (e.g., 802.11ac standard) and one to be used over the
primary system (e.g., LTE standard) to relay PUs’ data.
• This requires doubling the number of antennas since transmission over both systems will
be simultaneous: If M is the current number of antennas, i.e., each CU would need “2M”
antennas: M to be used over the primary system (LTE) and another M to be used over
the secondary system.
• This will lead to increase the costs of the CU devices, but they would still be able to use
the spectrum for free.
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• It should be noted that the different legacy scenario assumes that the two standards use
overlapping spectrum bands. Otherwise, PUs cannot share a portion of their bandwidth
with CUs, since the technology used by CUs would be operational on different frequency
bands.
3.2 Problem Formulation
In this section, we formulate an optimization problem that maximizes the cognitive objective
function for multiple MIMO TWR-CR networks while satisfying the required QoS of the PUs.
Different utility metrics leading to different bandwidth and power allocation are presented and
discussed depending on the cognitive objective. Without loss of generality, channel reciprocity
is assumed.
3.2.1 Primary Data Rate
In the first phase, the baseband received signal at the lth CU over W0 is given as follows
yrl = h1rlx1 + h2rlx2 + nrl , (3.1)
where nri is the additive Gaussian noise at the l
th relay and xt is the transmitted signal after
precoding by PUt, where t ∈ {1, 2}. During the second phase, each relay CU amplifies yrl
by multiplying it by a full matrix wl ∈ CM×M and broadcasting it to the PUs. Finally, the
received signals at PU1 and PU2 are respectively given as
y1 = Θˆx1︸︷︷︸
Self Interference
+Θx2 + z1, (3.2)
y2 = Ψx1 + Ψˆx2︸︷︷︸
Self Interference
+z2, (3.3)
where Θ =
LR∑
l=1
hT1rlwlh2rl , Θˆ =
LR∑
l=1
hT1rlwlh1rl ,Ψ =
LR∑
l=1
hT2rlwlh1rl , and Ψˆ =
LR∑
l=1
hT2rlwlh2rl ,
are the equivalent MIMO channels obtained at PU1 and PU2, respectively before decoding.
zt =
LR∑
l=1
(
hTtrlwlnrl
)
+nt and nt are the equivalent amplified noise at PUt before decoding and
the additive Gaussian noise vectors at PUt, respectively, where t ∈ {1, 2}. Using the knowledge
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of the channel information and channel reciprocity, the PUs can remove the self interference
by eliminating their own signals (i.e., x1 for PU1 and x2 for PU2). Thus, the received signal
r1 and r2 after employing the decoders U t are given, respectively, by
r1 = U
H
1 Θx2 + z˜1 = U
H
1 ΘV 2x˜2 + z˜1 (3.4)
r2 = U
H
2 Ψx1 + z˜2 = U
H
2 ΨV 1x˜1 + z˜2 (3.5)
where z˜t = U
H
t zt is the equivalent amplified noise at PUt after decoding. The covariance
matrix of the noise z˜t can be given as
C z˜t = E[z˜tz˜Ht ] = N0
LR∑
l=1
UHt h
T
trl
wl(U
H
t h
T
trl
wl)
H +N0IM , (3.6)
where IM denotes the identity matrix of size M .
Let us now define the unitary precoding and decoding matrices using the singular value
decomposition (SVD) which converts the MIMO channel into parallel channels characterized
by their associated eigenmodes. Thus, we perform SVDs for the matrices Θ and Ψ as follows:
Θ = U1ΛΘV
H
2 and Ψ = U2ΛΨV
H
1 , where ΛΘ and ΛΨ are diagonal matrices with square
roots of the eigenvalues of matrix Θ and Ψ, respectively. As such, the primary rates of the
PU1 and PU2 after SVD can be respectively given as
Rp1 =
W0
2
M∑
m=1
log2
(
1 +
Λ2Θ(m,m)P 2(m,m)
C z˜1(m,m)
)
, (3.7)
Rp2 =
W0
2
M∑
m=1
log2
(
1 +
Λ2Ψ(m,m)P 1(m,m)
C z˜2(m,m)
)
. (3.8)
The factor 12 is added as primary transmission is held over two time slots. In order to meet
the target transmission rate for the primary network, Rp1 [bits/s] and Rp2 [bits/s] should be
no less than the primary target transmission rate R0[bits/s], i.e.,
Rp1 ≥ R0 and Rp2 ≥ R0, (3.9)
From (3.9), we can show that the fractional bandwidth needed for the primary network W0
should satisfy the following bandwidth condition( i.e., the PUs may release the remaining
fractional bandwidth (Wtot −W0) to CUs)
W0 ≥ max
(
2R0
M∑
m=1
log2
(
1 +
Λ2Θ(m,m)P 2(m,m)
Cz˜1 (m,m)
) , 2R0M∑
m=1
log2
(
1 +
Λ2Ψ(m,m)P 1(m,m)
Cz˜2 (m,m)
)
)
. (3.10)
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3.2.2 Secondary Data Rate
On other hand, the received signal at the cognitive BS from the lth CU over bandwidth Wl
can be given as
ycl = hclxcl + ncl , (3.11)
where ncl is the additive Gaussian noise at the cognitive BS. Thus, the received signal rcl after
decoding is given by
rcl = U
H
cl
hclxcl +U
H
cl
ncl = U
H
cl
hclV clx˜cl +U
H
cl
ncl . (3.12)
Define hcl = U clΛclV
H
cl
, where Λcl is a diagonal matrix with square roots of the eigenvalues
of matrix hcl .
Therefore, the cognitive rate of lth CU at the cognitive BS can be expressed in [bits/s] as
Rcl = Wl
M∑
m=1
log2
(
1 +
Λ2cl(m,m)P cl(m,m)
N0
)
. (3.13)
3.2.3 Optimization Problem
Recall that the PUs and CUs have as energy budgets E¯p and E¯c expressed in Joules,
respectively, and that the power budgets of PU and CU equal to P¯p and P¯c Watt, respectively.
Thus, the energy budget constraints at the tth PU and lth CU are over time duration T given
respectively as
T
2
W0Tr(P t) ≤ E¯p,
TWlTr(P cl) +
T
2
W0Tr
(
Ω1rlP 1Ω
H
1rl
+ Ω2rlP 2Ω
H
2rl
+N0wlw
H
l
)
≤ E¯c.
(3.14)
or equivalently
W0
2
Tr(P t) ≤ P¯p,
WlTr(P cl) +
W0
2
Tr
(
Ω1rlP 1Ω
H
1rl
+ Ω2rlP 2Ω
H
2rl
+N0wlw
H
l
)
≤ P¯c.
(3.15)
where Ω1rl = wlh1rl and Ω2rl = wlh2rl are the MIMO equivalent channel gains. Let U(Rcl)
denote the rate utility of the cognitive system. Thus, the optimization problem of MIMO
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TWR-CR with multiple relays that maximizes the rate utility while satisfying specific power
budgets and target primary rate constraints can be formulated as
maximize
W ,P 1,P 2,P cl ,wl≥0
U(Rcl) (3.16)
subject to:
0 ≤ W0
2
Tr(P t) ≤ P¯p, ∀t = 1, 2, (3.17)
WlTr(P cl) +
W0
2
Tr
(
Ω1rlP 1Ω
H
1rl
+ Ω2rlP 2Ω
H
2rl
+N0wlw
H
l
)
≤ P¯c, ∀l = 1, ..., LR, , (3.18)
Rpt ≥ R0, ∀t = 1, 2, (3.19)
LR∑
l=0
Wl = Wtot, (3.20)
whereW = [W0,W1, ...,WLR ] is the vector that contains the fractions of bandwidth assigned
to primary and cognitive transmissions. Constraints (3.17) and (3.18) represent the peak power
constraints at PUs and CUs, respectively. The term Tr
(
Ω1rlP 1Ω
H
1rl
+Ω2rlP 2Ω
H
2rl
+N0wlw
H
l
)
in constraint (3.18) is equivalent to the relay amplified power of the lth CU. Constraint (3.19)
represent the QoS constraint defined by the target data rate. Finally, constraint (3.20) represent
the total bandwidth constraint.
3.3 Utility Selection
We characterize three different utility metrics that will be employed in the optimization
problem (3.16).
3.3.1 Max Sum Utility
The utility of this metric is equivalent to the sum data rate of the cognitive network U(Rcl) =∑LR
l=1Rcl . This approach is known in the literature as max C/I [104] as it promotes users
with favorable channel and interference conditions by allocating to them most of the resources,
whereas users suffering from higher propagation losses and/or interference levels will be deprived
from the bandwidth as well as the power and will have very low data rates. Note that, thanks
to the employed overlay scheme, and thus, the elimination of user interference, the max sum
utility promotes users with favorable channels conditions only.
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3.3.2 Max Min Utility
Due to the unfairness of max sum resource allocation, the need for more fair utility metrics
arises. Max min utilities are a family of utility functions attempting to maximize the minimum
data rate in the network U(Rcl) = min
l
(Rcl) [105]. By increasing the priority of users having
lower rates, max min utilities lead to more fairness in the network. In order to simplify the
problem for this approach, we define a new decision variable Rmin = min
l
(Rcl). Therefore, our
optimization problem becomes
maximize
W ,P 1,P 2,P c,wl,Rmin≥0
Rmin (3.21)
subject to:
Rcl ≥ Rmin ∀l = 1, ..., LR, (3.22)
0 ≤ W0
2
Tr(P t) ≤ P¯p, ∀t = 1, 2, (3.23)
WlTr(P cl) +
W0
2
Tr
(
Ω1rlP 1Ω
H
1rl
+ Ω2rlP 2Ω
H
2rl
+N0wlw
H
l
)
≤ P¯c, ∀l = 1, ..., LR, , (3.24)
Rpt ≥ R0, ∀t = 1, 2, (3.25)
LR∑
l=0
Wl = Wtot, (3.26)
Constraints (3.23)-(3.26) are the same as constraints (3.17)-(3.20), but they have been repeated
for completeness.
3.3.3 Proportional Fair Utility
A tradeoff between the maximization of the sum rate and the maximization of the minimum
rate could be the maximization of the geometric mean data rate U(Rcl) = (
∏LR
l=1Rcl) [106].
The proportional fair (PF) metric is fair, since a user with a data rate close to zero will make
the whole product go to zero. Hence, any algorithm maximizing the geometric means would
avoid having any user with very low data rate. In addition to this, the metric will reasonably
promote users with good wireless channels (capable of achieving high data rates), since a high
data rate will contribute in increasing the product.
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3.4 Optimal Power Allocation and Particle Swarm Optimization Algorithm
The formulated optimization problem is a non-convex problem and its optimal solution
remains unsolved. For this reason, two steps are proposed to solve this problem. In the first
step, we derive power expressions at each iteration for the optimal transmit primary powers
(i.e., P 1 and P 2) and cognitive transmit powers (i.e., Pcl) by assuming fixed bandwidths of
both primary and cognitive users and fixed amplification matrix gains (equivalent to fixed
relay power), at all CUs. As a result, we convert our formulated problem to a convex one.
The primal-dual method is used due to its simplicity and to the fact that it provides an
expression of the power allocation per each antenna for the different utility functions. This can
help in interpreting the behavior of each terminal in the network thanks to the water-filling
expressions that will be derived next. Then, we propose to employ the subgradient method in
order to optimize the Lagrangian multipliers. Note that the interior-point method could be also
employed to solve the problem by finding numerically the optimal solution using the Newton
method. Although the convergence of the subgradient method is slower than the interior-
point method, the subgradient method remains competitive mainly for large scale problems
as it requires little storage [107]. In the second step, we employ swarm intelligence to jointly
optimize the system bandwidths with the CU amplification gain matrices.
3.4.1 Optimal Transmit Power Allocation
We can solve our convex optimization problem for fixed W and wl,∀l = 1, ..., LR, by
exploiting its strong duality as follows [107]:
minimum
λ≥0
maximum
P 1,P 2,P cl≥0
L(λ,P 1,P 2,P cl), (3.27)
L(λ,P 1,P 2,P c) = U(Rcl)−
2∑
t=1
λpt
(
W0
2
Tr(P t)− P¯p
)
−
LR∑
l=1
λcl
(
WlTr(P cl) +
W0
2
Tr
(
Ω1rlP 1Ω
H
1rl
+ Ω2rlP 2Ω
H
2rl
+N0wlw
H
l
)
− P¯c
)
+ λth1 (Rp1 −R0) + λth2 (Rp2 −R0)− λW
(
LR∑
l=0
Wl −Wtot
)
+
LR∑
l=1
λRl (Rcl −Rmin) .
(3.28)
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where L is the Lagrangian function [107]. λ is a vector that contains all the Lagrangian
multipliers of the system, where λpt , λcl , λtht and λW , represent the Lagrangian multipliers
related to the peak power budget constraint at the tth PU, peak power budget constraint at
the lth CU, the primary target rate constraint for the tth PU, and the bandwidth constraint,
respectively. It includes also λRl , l = 1, · · · , LR related to constraint (3.22) if the max min
utility is used.
By taking the derivative of the Lagrangian with respect to the Pt(m,m), and Pcl(m,m)
where t ∈ {1, 2},m = 1, ...,M and l = 1, ..., LR, we can find the optimal primary power
allocated to the mth antenna at PUt as well as the optimal transmit powers allocated to the
mth antenna at CUl that maximize the Lagrangian function and, consequently, the cognitive
utility rate. Since the primary powers are independent of the cognitive utility expression, we
can derive the closed-form expressions of P1(m,m) and P2(m,m) at each iteration for fixed
bandwidth and relay amplification factors as given respectively as follows
P1(m,m) =
 λth2
ln(2)
(
λp1 +
LR∑
l=1
λcl |Ω1rl(m,m)|2
) − C z˜2(m,m)
Λ2Ψ(m,m)

+
, (3.29)
P2(m,m) =
 λth1
ln(2)
(
λp2 +
LR∑
l=1
λcl |Ω2rl(m,m)|2
) − C z˜1(m,m)
Λ2Θ(m,m)

+
, (3.30)
where ln(2) is the natural logarithm of 2. However, the expression of the lth CU transmit power
depends on the utility approach as follows:
Max Sum Utility: For max sum utility, the lth CU transmit power over the mth antenna can
be expressed as
Pcl(m,m) =
(
1
λcl ln(2)
− N0
Λ2cl(m,m)
)+
. (3.31)
One can see from (3.31) that the value of the Pcl(m,m) depends on λcl related to constraint
(3.18) (i.e., corresponding to the primary powers and primary bandwidth). Also, it depends
on the channel values between the CUs and cognitive BS. In this approach it is clear that, all
resources are allocated to the CUs with favorable channel conditions.
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Max Min Utility: By taking the derivative of the Lagrangian of (3.21)-(3.26) with respect
to Pcl(m,m) and equating it to zero, the l
th CU transmit power over the mth antenna can be
derived as
Pcl(m,m) =
(
λRl
λcl ln(2)
− N0
Λ2cl(m,m)
)+
. (3.32)
By taking the derivative of the Lagrangian with respect to Rmin, we can deduce that
∑LR
l λRl =
1, which means that λRl ∈ [0, 1]. By comparing (3.32) with (3.31), we can see that λRl values
control the priority of the resource allocation. However, enhancing the worst channel condition
(i.e., corresponding to the minimum rate achieved) could come at the expense of users with
good channel conditions which leads to more fairness between the CUs.
Proportional Fair Utility: For PF utility, the lth CU transmit power over the mth antenna
can be derived as
Pcl(m,m) =
(
1
λcl ln(2)
LR∏
k=1
k 6=l
Wk.
M∑
m=1
log2
(
1 +
Pck(m,m)Λ
2
ck
(m,m)
N0
)
− N0
Λ2cl(m,m)
)+
. (3.33)
In this approach, a tradeoff between the maximization of the sum rate and the maximization
of the minimum rate can be clearly deduced in (3.33). The lth CU transmit power over the mth
antenna Pcl(m,m) depends directly on the sum rate of other antennas at the same CU and the
product of the other CUs rates. This approach tries to avoid having any user with very low
data rate and maximize the product of the CUs rates simultaneously.
For all utilities, we can employ the subgradient method to find the optimal Lagrangian
multipliers of this problem [108]. Hence, to obtain the solution, we can start with any initial
values for the different Lagrangian multipliers and evaluate the optimal powers. We then
update the Lagrangian multipliers at the next iteration (i+ 1) as follows
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λ(i+1)pt = λ
(i)
pt − δ(i)pt
(
P¯p − W0
2
Tr(P t)
)
,∀t = 1, 2, (3.34)
λ(i+1)cl = λ
(i)
cl
− δ(i)cl
(
P¯c −
(
WlTr(P cl) +
W0
2
Tr
(
Ω1rlP 1Ω
H
1rl
+ Ω2rlP 2Ω
H
2rl
+N0wlw
H
l
)))
∀l = 1, ..., LR, (3.35)
λ
(i+1)
th1
= λ
(i)
th1
− δ(i)th1 (Rp1 −R0) (3.36)
λ
(i+1)
th2
= λ
(i)
th2
− δ(i)th2 (Rp2 −R0) , (3.37)
λ
(i+1)
W = λ
(i)
W − δ(i)W
(
Wtot −
(
LR∑
l=0
Wl
))
, (3.38)
λ
(i+1)
Rl
= λ
(i)
Rl
− δ(i)Rl (Rcl −Rmin) ,∀l = 1, ..., LR. (3.39)
where δ
(i)
pt , δ
(i)
cl , δ
(i)
th1
, δ
(i)
th2
, δ
(i)
W and δ
(i)
Rl
are the updated step size according to the nonsummable
diminishing step length policy (see [108] for more details). The updated values of the optimal
powers and the Lagrangian multipliers are repeated until convergence.
3.4.2 Particle Swarm Optimization Algorithm
In the second step, the PSO algorithm is employed to optimize W and wl, ∀l = 1, ..., LR.
Details of PSO algorithm is given in Appendix A.
First, the PSO generates N random particles (i.e., a vector contains randomW andwl,∀l =
1, ..., LR)N (n), n = 1, · · · , N , of length 1×(LR(2M)2 +(LR+1)) to form an initial population
set S, where (2M) corresponds to the fact that during the PSO algorithm we optimize complex
amplification gain matrices of multiple antenna relays. Note that when M = 1, we focus on
optimizing a single real entry per relay: the amplification gain. The algorithm computes the
achieved utility (3.16) of all particles by computing the optimal terminal powers derived in
Section 3.4.1 for this N (n). Then, it finds the particle that provides the global optimal utility
for this iteration, denoted N (global). In addition, for each particle n, it memorizes the position
of its previous best performance, denoted N (n,local). After finding these two best values, PSO
updates its velocity ν
(n)
j and its particle positions N (n)j , respectively at each iteration q as
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Algorithm 3.1 Proposed Algorithm for Overlay TWR-CR Networks
1: Generate an initial population S composed of N random particles N (n), n = 1 · · ·N .
2: while Not converged do
3: for n = 1, · · · , N do
4: Find the optimal primary and cognitive powers by computing (3.29)-(3.33) corresponding to
the particle N (n) ∈ S.
5: Compute the utility Un depending on the used metric as given in Section 3.3.
6: end for
7: Find (ng, qg) = arg max
n,q
Un(q) (i.e., ng and qg indicate the index and the position of the particle
that results in the highest utility).
8: Set U(global) = Ung (qg) and N (global) =N ng (qg).
9: Find qn = arg max
q
Un(q) for each particle n (i.e., qn indicates the position of the particle n that
results in the highest local utility).
10: Set U(n,local) = Un(qn) and N (n,local) =N n(qn).
11: Adjust the velocities and positions of all particles using equations (A.1) and (A.2) in Appendix A,
respectively.
12: Move to the new iteration q = q + 1.
13: end while
follows:
ν
(n)
j (q + 1) = ψ0ν
(n)
j (q) + c1ψ1(q)
(
N (n,local)j (q)−W (n)j (q)
)
+ c2ψ2(q)
(
N (global)j (q)−N (n)j (q)
)
,
(3.40)
N (n)j (q + 1) =
(
N (n)j (q) + ν(n)j (q + 1)
)+
, (3.41)
where ψ0 is the inertia weight used to control the convergence speed (0.8 ≤ ψ0 ≤ 1.2). ψ1 and
ψ2 are two random positive numbers generated for iteration q (ψ1, ψ2 ∈ [0, 2]) [109]. Finally,
c1 and c2 are the step size that a particle takes towards the best individual candidate solution
N (n,local) and the global best solution N (global). This procedure is repeated until convergence
(i.e., the utility remains constant for a certain number of iterations or reaching maximum
number of iterations). Details of the proposed algorithm as it is applied to our optimization
problem are given in Algorithm 3.1.
3.5 Simulation Results
In this section, we provide selected simulation results for i.i.d Rayleigh fading channels
to study the performance of the proposed scheme given in Fig. 3.1. The total bandwidth
and average noise power per unit frequency are assumed to be equal to Wtot = 5 MHz and
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N0 = 1 Watt/Hz, respectively. The PSO algorithm is executed using these parameters: the
initial number of particles is set to N = 30 and the maximum number of iterations is equal to
200. It is assumed that the PSO algorithm converges when the utility remains constant for 10
consecutive iterations or reaching maximum number of iterations.
3.5.1 System Performance
Table 3.1: Strategy of cognitive users corresponding to each utility with LR = 4, R0 = 10
Mbits/s, and P¯p = P¯c = 20 dBm.
M=1 M=2
Max Sum PF Max Min Max Sum PF Max Min∑LR
l=1Rcl [Mbits/s] 6.51 4.83 3.64 9.87 8.05 7.06
Rc1 [Mbits/s] ∼ 0 0.87 0.91 ∼ 0 2.01 1.77
Rc2 [Mbits/s] ∼ 0 1.39 0.91 9.87 2.35 1.77
Rc3 [Mbits/s] 6.51 1.37 0.91 ∼ 0 1.95 1.77
Rc4 [Mbits/s] ∼ 0 1.19 0.91 ∼ 0 1.74 1.77
W0 [%] 41.90 44.96 44.91 31.85 33.24 33.44
W1 [%] ∼ 0 13.76 17.16 ∼ 0 16.69 19.56
W2 [%] ∼ 0 13.76 12.51 67.59 16.69 12.78
W3 [%] 58.10 13.76 10.61 ∼ 0 16.69 19.01
W4 [%] ∼ 0 13.76 14.81 ∼ 0 16.69 15.21
All simulations show that max sum utility leads to the highest sum rate in the network.
However, this comes at the expense of fairness as it is shown in Table 3.1. Indeed, the table
compares between the different utilities for the same channel realization with fixed LR = 4,
R0 = 10 Mbits/s, and P¯p = P¯c = 20 dBm. By using one realization, it can be shown that max
sum enhances the cognitive sum rate, by allocating most of the resources to a unique user having
the best channel conditions (i.e., CU3 for M = 1 and CU2 for M = 2). On the other hand,
the PF approach maximizes the geometric mean for all the users by allocating almost the same
amount of bandwidths to CUs, while max min approach maximizes the minimum cognitive rate
and provides the same rate for all cognitive users, hence, leads to fairness performance. The
choice of the utility is related to the service used by the CUs. For instance, if the application
requires same uplink rates max min utility can be used. However, if it consists in a pure
cognitive transmission without priorities, then max sum could be employed.
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Figure 3.3: (a) Cognitive sum rate, (b) primary bandwidth fraction (W0 [%]) versus power
budget constraint (P¯p = P¯c), for LR = 4,M = 2.
In Fig. 3.3, we aim to investigate the impact of the power budget constraint on the system
performance. In this figure, we plot the cognitive sum rate for all the utilities versus the power
budget (P¯p = P¯c) with LR = 4, M = 2, and different values of R0 = {10, 20} Mbits/s. It is
shown that increasing the target rate R0 for the same power budget reduces the cognitive sum
rate, since satisfying constraint (3.19) requires more bandwidth (i.e., higher W0) as Fig. 3.3(b)
shows, as well as higher P 1 and P 2 values. As a result, CUs are forced to reduce their trans-
mitted power P cl ,∀1, ..., LR, to support primary transmission and respect constraint (3.18).
For instance, for P¯ = 10 dBm with max sum approach, the total cognitive sum rate is reduced
by around 20% by going from around 6.00 Mbits/s to around 4.80 Mbits/s using R0 = 20
Mbits/s instead of R0 = 10 Mbits/s. On the other hand, we can see that increasing the power
budget will provide more bandwidth to secondary users to accomplish their transmission. For
instance, with 10 dBm, primary transmission needs 60% of the total bandwidth whereas with
30 dBm only 20% of the bandwidth is needed using max sum utility. Thus, the secondary sum
rate is multiplied by 2.
Fig. 3.4 illustrates the cognitive sum rate as a function of M for LR = 4, R0 = 10 Mbits/s,
and P¯p = P¯c = 20 dBm. From this figure, we can deduce that the achievable rate is improving
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Figure 3.4: (a) Cognitive sum rate, (b) primary bandwidth fraction (W0 [%]), versus number
of antennas for LR = 4, R0 = 10 Mbits/s, and P¯p = P¯c = 20 dBm.
when M increases, in other words, MIMO antennas provide more degrees of freedom to the
system which enhances the cognitive sum rate. Similar to the power budget effect, increasing
the number of antennas offers more bandwidth to secondary transmissions. Indeed, with MIMO
antennas, primary transmission is enhanced as it demands less relay power and thus more power
can be allocated to secondary transmissions.
3.5.2 Convergence Speed
In Fig. 3.5, we compare between the performance of PSO and a recently proposed meta-
heuristic approach entitled GWO, which are both employed with the primal-dual method,
by investigating their convergence speed defined by the number of iterations needed to reach
convergence. Note that an iteration in Fig. 3.5 corresponds to one iteration of the “while loop”
given in Algorithm 1 line 2-13. GWO is inspired by grey wolf hunt. It mimics the leadership
hierarchy and hunting mechanism of grey wolves in nature. During an iteration, the algorithm
categorizes the candidates (i.e., grey wolves) into four groups for simulating the leadership
hierarchy: Group 1 corresponds to the fittest solution, Group 2 and 3 are the second and third
best solutions. Finally, Group 4 contains the remaining candidates of the population. Also, the
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algorithm simulates the hunting, searching for prey, encircling prey, and attacking prey of grey
wolves. For example, the hunting corresponds to the position update of each candidate from
an iteration to another (see [41] for more details). We plot the cognitive sum rate versus the
number of iterations for PSO and GWO. It can be clearly seen that PSO achieves its suboptimal
solution faster than GWO. For instance, it requires around 10-20 iterations to converge with
the max sum utility while GWO needs 30-40 iterations. Moreover, we can notice that PSO
reaches a better suboptimal solution than GWO.
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Figure 3.5: Algorithms convergence speed for LR = 4,M = 2, R0 = 10 Mbits/s, and P¯p = P¯c =
20 dBm.
For a given maximum number of iterations of the subgradient method Imax, the complexity
is given by min(Imax, 1/ε
2), where ε represents the accuracy-guarantee which is defined by
the difference between the best value and the iterate value [107]. According to (3.34)-(3.39),
subgradient needs to calculate 12MLR + 8M + 16LR + 15 multiplications and 6MLR + 8M +
9LR + 12 additions at each iteration. These operations are computed for each particle of the
meta-heuristic approach. On the other hand, PSO and GWO are two meta-heuristic algorithms
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where the exact number of iterations needed to reach the solution is arbitrary and depends on
the studied scenario. However, the computational complexity per iteration can be determined.
According to Appendix A, PSO needs to calculate 5 multiplications and 5 additions for every
element ofW (n). Hence, 5(LR(2M)
2+(LR+1))N multiplications and 5(LR(2M)
2+(LR+1))N
additions are calculated every iteration for the total N particles whereas GWO calculates
13(LR(2M)
2 + (LR + 1))N multiplications and 11(LR(2M)
2 + (LR + 1))N additions according
to [41]. In our simulation results, we set ε = 0.1 and Imax = 200 iterations for subgradient
algorithm. While PSO and GWO algorithms are executed for at most 200 iterations (i.e., the
utilities are computed at most 200×N times), they are stopped if the achieved utility remains
constant for a certain number of consecutive iterations.
Table 3.2: CPU times (sec) and number of iterations for the proposed joint-optimization
method.
Max Sum PF Max Min
PSO GWO PSO GWO PSO GWO
Total CPU time 39 59 57 86 76 121
I∗ 15 32 22 48 16 39
For 200 realizations, N = 30, LR = 4 and M = 2, results show that on average PSO is faster
than GWO and requires less time to converge as shown in Table 3.2. In Table 3.2, we compute
the CPU times in seconds of both algorithms and record the iteration number (denoted by
I∗) needed to reach the near optimal solution of the joint optimization (i.e., optimizing the
power, bandwidth, and relay amplification matrices), which exactly marks the instant when
the algorithm achieves its steady state utility. Increasing the number of particles N would
enhance the convergence speed of the algorithms. In fact, PSO and GWO are able to achieve
their solutions with a lower number of iterations but they require more CPU times as they need
to perform more additions and multiplications during each iteration. Note that all tests were
performed on a laptop machine featuring an Intel(R) Core(TM) i7 CPU and running Windows
8.1. The clock of the machine is set to 2.66 GHz with a 8 GB memory.
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3.6 Chapter Summary
In this chapter, MIMO TWR scheme for overlay CR networks where CUs are engaged to
support primary transmission over a fraction of the bandwidth is investigated. More specifi-
cally, we considered multiple AF relays where the primary and cognitive terminal powers were
optimized adaptively with the bandwidth and amplification gains. The objective was based on
maximizing the cognitive utility while satisfying a certain primary target data rate. Starting
with expressions of primary and cognitive powers for fixed bandwidths and amplification gains,
the heuristic PSO algorithm was employed to reach a near-optimal solution. Moreover, in ad-
dition to the sum rate objective function, other utilities were investigated to introduce more
fairness among CUs.
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CHAPTER 4. TWO WAY RELAYING WITH ENERGY HARVESTED
RELAYS
In this chapter, the TWR-AF scheme with PS protocol for multiple relays scenario is pro-
posed and analyzed. The PS protocol is adopted in this chapter as it outperforms the TS
protocol mainly at high SNR levels as shown in [110]. We consider that relays are simultane-
ously powered through RF signals and RE. The objective of the framework is to maximize the
total throughput of the EH TWR system over a certain number of time slots while respecting
the power budget and the storage capacity constraints at each relay. This is performed by
determining, for each relay, its active or idle status, the fraction of signals to be harvested, and
the transmitted power (i.e., amplification gain to be allocated in the second phase). In this
context, some of the relays can be turned to the idle mode such that they do not participate in
the broadcasting process but continue harvesting energy from other transmitting (i.e., active)
relays.
4.1 Comparison between Time switching and Power Splitting
4.1.1 Single Relay System Model
We consider a half-duplex TWR system where two battery-powered sources, denoted by
S1 and S2, exchange information through the help of an intermediate EH relay node, denoted
by R as shown in Fig. 4.1. It is assumed that relay R is equipped with two components: an
EH components, where the task is to convert the RF signal to direct current, and information
processing components responsible in forwarding the received signal to the sources S1 and S2
using the harvested energy [111]. It is assumed that each node is equipped with a single antenna
and that S1 and S2 are not within the communication range of each other.
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Figure 4.1: System model of two-way relaying.
In the phase of TWR, both S1 and S2 transmit their messages x1 and x2 simultaneously to
R with a power denoted by P1 and P2, respectively. In the second phase, the relay R transmits
the broadcast signal to the sources with a harvested power denoted by Ph. Let us define T
as the total time slot or epoch length to exchange messages between S1 and S2, and η as the
energy conversion efficiency ratio when converting the RF signal to current (0 ≤ η ≤ 1). Let
us define P¯s, P¯r, h1, and h2 as the peak power at each source, the peak power at R, the channel
gain between S1 and R, and the channel gain between S2 and R, respectively. Without loss of
generality, all channel gains are assumed to be constant during the two transmission phases.
Also, all noise variances are assumed to be equal to N0, and E
[|x1|2] = E [|x2|2] = 1.
4.1.2 Energy Harvesting Protocols
In the first phase, the received signal at the relay is given by
yr =
√
P1h1x1 +
√
P2h2x2 + nr. (4.1)
Based on the relay receiver architecture, two practical protocols, named as TS relaying
protocol and PS relaying protocol, can be adopted in the cooperative EH context.
4.1.2.1 Time Switching Relaying Protocol
In TS protocol, the relay spends a portion of time for EH and the remaining time for
information processing. Let us assume ρ as the TS ratio where during ρT time, the relay can
harvest energy from the received signal (0 < ρ < 1), as shown in Fig. 4.2.
The remaining time (1 − ρ)T is used for communications such that the first (1 − ρ)T/2 is
used for information transmission from S1 and S2 to the relay R (i.e., first phase), while the
second (1− ρ)T/2 is used to broadcast the received signal from the relay to S1 and S2 (i.e., the
second phase). Later, it will be shown that the choice of the TS ratio affects the achievable
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Figure 4.2: Block diagram of the TS protocol.
sum rate. In fact, increasing ρ allows the relay to harvest more energy that will be employed
in forwarding the received signals to the destination. However, this will reduce the allocated
time to perform the whole transmission and vice versa. Therefore, an optimal choice of ρ is
required in order to enhance the TS sum rate.
The harvested energy and power (energy normalized) at the relay R using harvest-and-use
approach, denoted by HTS and PTS, are given, respectively, by
HTS = η
(
P1|h1|2 + P2|h2|2
)
ρT, (4.2)
PTS =
HTS
(1− ρ)T/2 =
2ηρ
(
P1|h1|2 + P2|h2|2
)
(1− ρ) . (4.3)
During the second phase, R amplifies yr by multiplying it by the relay amplification gain,
denoted by wTS, and broadcasts it to S1 and S2. Hence, the received signals at S1 and S2 are
given, respectively, as
y1 = h1wTS(h1
√
P1x1 + h2
√
P2x2 + nr) + n1,
y2 = h2wTS(h1
√
P1x1 + h2
√
P2x2 + nr) + n2,
(4.4)
where the amplification gain at the relay R using TS protocol can be expressed as [112]
wTS =
√
PTS
P1|h1|2 + P2|h2|2 +N0 ≈
√
PTS
P1|h1|2 + P2|h2|2 . (4.5)
In (4.5), the noise effect in the denominator is ignored [113],[114]. Without loss of generality,
this approximation simplifies the subsequent derivations without having a significant impact
on the achieved results. Since the channels are known perfectly at St, t = {1, 2}, Si can remove
the self interference. Note that in the case when imperfect channel estimation is considered,
self interference can still be applied, however, it will introduce an error related to the channel
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estimation that can be included in the noise. The investigation of the impact of the imper-
fect channel estimation on the system performance is left for a future extension of this work.
Therefore, signal-to-noise ratios (SNRs) at S1 and S2 can be, respectively, given as follows
Υ1,TS(ρ) =
P2w
2
TS|h1|2|h2|2
N0
(
1 + w2TS|h1|2
) ,Υ2,TS(ρ) = P1w2TS|h1|2|h2|2
N0
(
1 + w2TS|h2|2
) . (4.6)
By substituting (4.5) into (4.6), and after some simplifications, the SNRs can be re-written as
Υ1,TS(ρ) =
2ηP2|h1|2|h2|2
N0
(
1
ρ + 2η|h1|2 − 1
) , Υ2,TS(ρ) = 2ηP1|h1|2|h2|2
N0
(
1
ρ + 2η|h2|2 − 1
) , (4.7)
Thus, the TWR sum rate can be expressed
RTS(ρ) =
1− ρ
2
[log 2 (1 + Υ1,TS(ρ)) + log 2 (1 + Υ2,TS(ρ))] , (4.8)
Hence, the optimization problem that maximizes the sum rate for TS protocol while satis-
fying relay power limitation constraint can now be formulated as
maximize
0<ρ<1
RTS(ρ) (4.9)
subject to:
ρ
(
2η
(
P1|h1|2 + P2|h2|2
)
+ P¯r
) ≤ P¯r. (4.10)
Constraint (4.10) is equivalent to the relay harvested power constraint given in (4.3) (i.e.,
PTS = ηρ
(
P1|h1|2 + P2|h2|2
)
/(1 − ρ) ≤ P¯r) and indicates that the harvested power has to be
less than the relay power limitation. Indeed, exceeding P¯r will affect the relay performance or
affect the relay circuit. This can be applied in the case where energy storage is not available
at the relay. In this case, if the harvested power is higher than P¯r, the system will decide to
reduce ρ in order to avoid the loss of energy (i.e., the extra harvested energy that will not be
used by the relay).
4.1.2.2 Power Splitting Relaying Protocol
In PS protocol, the relay uses a part of the received signal for EH and the remaining
part for information transmission. Let us assume that 1 − µ is the relay PS ratio, where
0 < µ < 1. At the relay,
√
1− µyr =
√
1− µ(√P1h1x1 +
√
P2h2x2 + nr) corresponds to the
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part of RF signal that will be converted to a current, while the remaining part of the signal
√
µyr =
√
µ(
√
P1h1x1 +
√
P2h2x2 +nr) is used for information processing as shown in Fig. 4.3.
In this protocol, the transmission in each phase is performed during T/2.
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Figure 4.3: Block diagram of the PS protocol.
As will be shown in the sequel, the choice of the PS ratio affects the achievable sum rate.
Indeed, high values of (1−µ) will provide more input RF signal to the energy harvester receiver.
However, this will reduce the quality of the signal that will be forwarded by the relay and vice
versa. Therefore, an optimized choice of µ will enhance the achievable sum rate. The harvested
energy and power (energy normalized) at the relay R using harvest-and-use approach, denoted
by Eh and Ph, are given, respectively, by
HPS = η(1− µ)
(
P1|h1|2 + P2|h2|2
) T
2
, (4.11)
PPS =
HPS
T/2
= η(1− µ) (P1|h1|2 + P2|h2|2) . (4.12)
During the second phase, the relay amplifies the received signal yr by the relay amplification
gain denoted as wPS and broadcasts it to S1 and S2. Finally, the received signals at S1 and S2
are given respectively as
y1 = h1wPS
√
µ(h1
√
P1x1 + h2
√
P2x2 + nr) + n1,
y2 = h2wPS
√
µ(h1
√
P1x1 + h2
√
P2x2 + nr) + n2,
(4.13)
where the amplification gain at the relay using PS protocol can be expressed as
wPS =
√
PPS
µ (P1|h1|2 + P2|h2|2 +N0) ≈
√
PPS
µ (P1|h1|2 + P2|h2|2) (4.14)
After removing the self interference, the SNRs at S1 and S2 can be given, respectively, as follows
ΥPS1 (µ) =
µP2w
2
PS|h1|2|h2|2
σ2(1 + µw2PS|h1|2)
, ΥPS2 (µ) =
µP1w
2
PS|h1|2|h2|2
σ2(1 + µw2PS|h2|2)
. (4.15)
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By substituting (4.14) into (4.15) and after some simple manipulations, the SNRs at S1 and S2
can be written as
ΥPS1 (µ) =
µηP2|h1|2|h2|2
N0(
1
1−µ + η|h1|2)
, ΥPS2 (µ) =
µηP1|h1|2|h2|2
N0(
1
1−µ + η|h2|2)
, (4.16)
Therefore, the TWR sum rate can be expressed as
RPS(µ) =
1
2
[
log 2
(
1 + ΥPS1 (µ)
)
+ log 2
(
1 + ΥPS2 (µ)
)]
. (4.17)
Hence, the optimization problem that maximizes the sum rate for PS protocol while satisfying
relay power limitation constraint can be now formulated as
maximize
0<µ<1
RPS(µ) (4.18)
subject to:
ηµ
(
P1|h1|2 + P2|h2|2
) ≤ P¯r, (4.19)
where constraint (4.19) corresponds to the relay harvested power imitation constraint.
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Figure 4.4: The harvest-and-use achieved rate and for PS and TS protocols versus P¯r.
Fig. 4.4 plots the achievable throughput versus the power relay limitation P¯r for different
values of source power Ps = {10, 20, 30} dBm for harvest-and-use approach. It is noticed that
by increasing the relay power budget, the relay is allowed to harvest more RF power and hence
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increase the total sum rate till a certain maximum value where the sum rate achieves a steady-
state region limited by Ps. Indeed, if Ps is low, the relay cannot harvest energy greater than a
certain level.
Comparing the two protocols: PS and TS, it is shown that PS protocol achieves greater
sum-rates with both relaying strategies mainly at high P¯r values. This can be explained by the
fact that the PS protocol performs its transmission over the total interval T , while TS transmits
the signals during (1 − ρ)T . Indeed, at high SNR regime, the transmission time duration is
more influential than the SNR effect in the log2 function due to the availability of harvested
power for both protocols.
4.2 Multiple Relay Selection of Energy Harvested Relays
4.2.1 System and Channel Models
We consider a half-duplex TWR system consists of two terminals, separated by a distance D
and denoted by S1 and S2, aiming to exchange information between each other through the help
of multiple self-powered EH relays, denoted by rl, l = 1, .., L, placed within the communication
range of both terminals.
The relays are placed within a circle centered in the middle of S1 and S2 with a radius
equals to D2 as shown in Fig. 4.5. Each node is equipped with a single antenna and S1 and S2
are not within the communication range of each other. In the TWR first phase, both S1 and
S2 send their messages x1 and x2 simultaneously to rl, ∀l = 1, .., LR, with a power denoted by
P1 and P2, respectively. In the second phase, a set of relays are selected to broadcast the signal
to the sources with a power denoted by Prl,b, ∀l = 1, .., L. We assume that the transmission
will be performed in a finite period of time divided into B blocks of equal size Tc, where Tc is
the time slot or epoch length to exchange messages between S1 and S2.
We denote by hb1rl and h
b
2rl
the channel gains during the bth time slot between S1 and Rl
and between S2 and rl, respectively, where b = 1, · · · , B. The communication channel between
two nodes x and y of the TWR system at time slot b is given as follows:
hbxy =
h˜bxy√
PLxy
, (4.20)
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Figure 4.5: System model of multiple two-way relays.
where PLxy represents the path loss effect and h˜
b
xy is a fading coefficient with a coherence time
Tc sec. Line-of-sight (LoS) link between the sources and the relays is considered. Hence, we
adopt the following free-space path loss expression:
PLxy = 10$ log10
(
4pidxyfc
Clight
)
+ PLLoS, (4.21)
where dxy is the Euclidean distance between the nodes x and y, $ is a pathloss exponent,
fc is the carrier frequency, Clight is the speed of light, and PL
LoS represents additional losses
which depends on the environment. The fast-fading effect, h˜bxy, can be modeled using fading
distributions considering the existence of LoS link such as the Rician model. Without loss of
generality, all channel gains are assumed to be constant during the two transmission phases of
TWR (i.e., one time slot).
Although it is more important to investigate scenarios with causal channel state (i.e., the
current and future channels are imperfectly known), in this study, we consider a simpler scenario
assuming non-causal channel state known through prediction [58]. The results obtained in this
chapter constitute an upper bound for realistic scenarios and they provide a good insight on
the behavior of the system over the time. The analysis of imperfect channel state information
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scenarios are more elaborate and will be investigated in the future extension of this work. The
transmitted signal power levels during each slot b are given as E
[|x1,b|2] = E [|x2,b|2] = 1.
4.2.2 Energy Harvesting Model
In this chapter, two EH models are combined, i.e., the RE and RF models. We model
the RE stochastic energy arrival rate as a random variable Φ Watt defined by a probability
density function (pdf) f(ϕ). For example, for photovoltaic energy, Φ can be interpreted as
the received amount of energy per time unit with respect to the received luminous intensity in
a particular direction per unit solid angle. By respecting the half-duplex RF EH constraint,
each node cannot harvest from RF and transmit simultaneously. On the other hand, each relay
can harvest from RE during the whole period Tc. Note that, the non-selected relays remain
silent and harvest energy during the whole period Tc including the RF signal coming from the
selected relays in the second information processing slot. The harvested energy is partially or
totally stored to be used in future time blocks.
In this chapter, ϕl,b represents the instantaneous amount of RE produced during slot b at
relay l, and Jb is the set of selected relays during slot b. ηrf and ηre denote the energy conversion
efficiency coefficient of the RF and RE where 0 ≤ ηrf, ηre ≤ 1. A binary variable, denoted by bl ,
is introduced to indicate the status of each relay where bl = 1 if the relay is selected to amplify
the signals, and bl = 0, otherwise.
4.2.3 Relay Power Model
Since the energy arrivals and energy consumption are random and the energy storage ca-
pacities are finite, some relays might not have enough energy to serve users at a particular
time. Under such scenario, it is preferred that some of the relays are kept OFF and allowed to
recharge. Hence, each relay can be selected for transmission or not at each time slot b. The
decision of relays selection is made centrally, i.e., the decision is taken by a central entity based
on the amounts of stored and consumed energy at each relay. The total power consumption of
a relay, denoted by P totrl,b, can be computed as follows:
P totrl,b = αPrl,b + β (4.22)
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Figure 4.6: Block diagram of the PS protocol during B blocks for one relay.
where α and β correspond to the power consumption that scales with the radiated power due
to amplifier and feeder losses and the offset of site power which is consumed independently of
the transmit power and is due to signal processing, battery backup, and cooling, respectively.
Prl,b denotes the radiated power by relay l at a given time slot b.
4.3 Problem Formulation
In the first phase, the received signal at the lth relay during each Tc is given by
yrl,b =
√
P1h
b
1rl
x1,b +
√
P2h
b
2rl
x2,b + nr,b. (4.23)
where nr,b is the sum of two noises. An AWGN at the l
th relay during slot b with variance
Nr and a noise introduced by the signal processing circuit from passband to baseband also
assumed to be AWGN with zero mean and variance N0. In practice, the antenna noise has
a negligible effect on the information signal and the average power of the received signal as
well [115]. Hence, we ignore its impact in (4.23) (i.e., Nr  N0).
In the PS protocol, before transforming the received signal from passband to baseband,
the relay uses part of it for EH and the remaining part for information transmission. Let us
assume that
√
1− µl,b is the relay l PS ratio during the bth slot, where 0 ≤ µl,b ≤ 1, such
that
√
1− µl,b(
√
P1h
b
1rl
x1,b +
√
P2h
b
2rl
x2,b) corresponds to the part of RF signal that will be
converted to a current, while the remaining part of the signal
√
µl,b(
√
P1h
b
1rl
x1,b+
√
P2h
b
2rl
x2,b)
is used for information processing as shown in Fig. 4.6. In this protocol, the transmission in
each phase is performed during Tc/2.
The total harvested energy of the lth relay during slot b for selected and non-selected relay,
denoted by Hbl , is given as follows
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Hbl = [ηreϕl,b]Tc︸ ︷︷ ︸
RE EH
+bl
(
(1− µl,b)
[
ηrf
(
P1|hb1rl |2 + P2|hb2rl |2
)] Tc
2︸ ︷︷ ︸
RF EH from sources
)
+ (1− bl )
([
ηrf
(
P1|hb1rl |2 + P2|hb2rl |2
)] Tc
2︸ ︷︷ ︸
RF EH from sources
+
ηrf ∑
j∈Jb
Prl,b|hbrlrj |2
 Tc
2︸ ︷︷ ︸
RF EH from selected relays
)
.
(4.24)
The stored energy at the end of slot b at relay l, denoted by Sbl , is given as follows:
Sbl = S
b−1
l +H
b
l − Ebl − Ele, (4.25)
where Ebl corresponds to the consumed energy by relay l during slot b due to information
processing and is given as:
Ebl = βTc + 
b
l
[
(αPrl,b)
Tc
2
]
. (4.26)
Note that, initially, we assume that the battery of relay l may already have a certain amount
of charge denoted by Srl,0. During the second phase, the selected relays amplify the received
signal by multiplying it by the relay amplification gain denoted by wl,b. Then, they broadcast
it to S1 and S2. Hence, the received signals at S1 and S2 at slot b are given, respectively, as
y1,b =
L∑
l=1
blh
b
1rl
wl,b(
√
µl,b(h
b
1rl
√
P1x1,b︸ ︷︷ ︸
Self Interference
+hb2rl
√
P2x2,b) + nrl,b) + n1,b,
y2,b =
L∑
l=1
blh
b
2rl
wl,b(
√
µl,b(h
b
1rl
√
P1x1,b + h
b
2rl
√
P2x2,b︸ ︷︷ ︸
Self Interference
) + nrl,b) + n2,b, (4.27)
where n1,b and n2,b are the AWGN noise at the receivers S1 and S2, respectively. The amplifi-
cation gain at the relay l and during time slot b can be expressed as:
wl,b =
√
Prl,b
µl,b(P1|hb1rl |2 + P2|hb2rl |2) +N0
≈
√
Prl,b
µl,b(P1|hb1rl |2 + P2|hb2rl |2)
. (4.28)
In (4.28), we ignore the noise effect in the denominator [113]. Without loss of generality, this
approximation simplifies the subsequent derivations without having a significant impact on the
achieved results. Therefore, the SNRs at Sq, q ∈ {1, 2} during the slot b can be expressed as
as follows:
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Υbt =
Pt¯
(
L∑
l=1
blwl,b
√
µl,b|htrl,bht¯rl,b|
)2
N0
(
1 +
L∑
l=1
blw
2
l,b|htrl,b|2
) , (4.29)
where t¯ = 1 if t = 2 and vice versa. Hence, the TWR sum rate during the time slot b can be
expressed:
Rb =
Tc
2
2∑
q=1
log2(1 + Υ
b
t). (4.30)
Consequently, the optimization problem maximizing the TWR sum rate, denoted by R, while
satisfying the energy consumed and stored constraints for EH with PS protocol using AF is
given as:
maximize
,µ,Pr≥0
R =
B∑
b=1
Rb (4.31)
subject to:
Ebl + Ele ≤ Sb−1l , ∀l = 1, .., L, ∀b = 1, .., B, (4.32)
Sb−1l +H
b
l ≤ S¯, ∀l = 1, .., L, ∀b = 1, .., B, (4.33)
0 ≤ Prl,b ≤ P¯r, ∀l = 1, .., L, ∀b = 1, .., B, (4.34)
0 ≤ µl,b ≤ 1, ∀l = 1, .., L, ∀b = 1, .., B, (4.35)
bl ∈ {0, 1}, ∀l = 1, .., L, ∀b = 1, .., B, (4.36)
where  = [bl ]L×B, µ = [µl,b]L×B, and Pr = [Prl,b]L×B are matrices containing the relay status,
the PS ratios, and the relay transmit power levels of each relay l at each slot b, respectively.
Constraint (4.32) ensures that the consumed energy during slot b for any relay is always less
than or equal to the stored energy at slot b−1. Constraint (4.33) indicates that the energy stored
at a relay cannot exceed the capacity of its super-capacitor at any time. Constraints (4.34)
and (4.35) indicate the transmit power and PS ratio limits. Finally, constraint (4.36) represent
the relay selection constraint.
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4.4 Joint-Optimization Solution
Due to the non-convexity of the optimization problem formulated in (4.31)-(4.36), we pro-
pose to proceed with a joint-optimization approach where we optimize the binary matrix 
using the PSO algorithm and the other continuous decision variables (µ and Pr) using GP.
For a fixed and known , a successive convex approximation (SCA) approach is applied to
transform the non-convex problem into a sequence of relaxed convex subproblems to approxi-
mated solution [116],[42].
4.4.1 Approximations
In order to convert the optimization problem formulated in (4.31)-(4.36) to a GP standard
form, we propose to apply approximations for the objective and constraint functions. The
single condensation method is employed to convert these functions to posynomials as described
below:
Definition 1. The single condensation method for GP involves upper bounds on the ratio
of a posynomial over a posynomial. It is applied to approximate a denominator posynomial
g(z) to a monomial function, denoted by g˜(z) and leaving the numerator as a posynomial,
using the arithmetic-geometric mean inequality as a lower bound [42]. Given the value of z
at the iteration i − 1 of the SCA z(i−1), the posynomial g that, by definition, has the form
g(z) ,
∑K
k=1 %k(z), where %k(z) are monomials, can be approximated as:
g(z) ≥ g˜(z) =
K∏
k=1
(
%k(z)
ϑk(z(i−1))
)ϑk(z(i−1))
, (4.37)
where ϑk(z
(i−1)) = %k(z
(i−1))
g(z(i−1)) . K corresponds to the total number of monomials in g(z).
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4.4.2 Utility Selection
4.4.2.1 Max Sum Utility
For a given , we transform the sum-rate objective function as follows:
maximize
z≥0
B∑
b=1
Rb = maximize
z≥0
Tc
2
B∑
b=1
2∑
q=1
log2(1 + Υ
b
t)
≡ minimize
z≥0
B∏
b=1
2∏
t=1
1
1 + Υbt
,
(4.38)
where z , [µ,Pr]. For notational convenience, let us define the following:
frl,b,t(z)
grl,b,t(z)
, 1
1 + Υbt
,
δ
(1)
rl,b,t
, rl,b|htrl,b|
2
P1|hb1rl |2 + P2|hb2rl |2
,
δ
(2)
rl,b,t
,
rl,b|htrl,bht¯rl,b|√
P1|hb1rl |2 + P2|hb2rl |2
. (4.39)
Hence, after some manipulations, (4.38) can be re-expressed as:
minimize
z≥0
B∏
b=1
2∏
q=1
1
1 + Υbt
≡ minimize
z≥0
B∏
b=1
2∏
q=1
(
1 +
L∑
l=1
δ
(1)
rl,b,t
Prl,bµ
−1
l,b
)
1 +
L∑
l=1
δ
(1)
rl,b,t
Prl,bµ
−1
l,b +
Pq¯
N0
(
L∑
l=1
δ
(2)
rl,b,t
√
Prl,b
)2 .
(4.40)
It can be noticed from (4.39) and (4.40) that frl,b,t(z) and grl,b,t(z) are posynomials, however,
the ratio is not necessary a posynomial. Therefore, in order to convert the objective function to
a posynomial, we propose to apply the single condensation method given in Definition 1 to ap-
proximate the denominator posynomial grl,b,t(z) to a monomial function, denoted by g˜rl,b,t(z).
The upper limit of the product K is equal to (LR + 1)(LR + 2)/2 and corresponds to the total
number of monomials in grl,b,t(z) given in (4.40). It can be seen that the objective function is
now a posynomial because a posynomial over a monomial is a posynomial and the product of
posynomials remains a posynomial.
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4.4.2.2 Max Min Utility
Since the log function is a monotonically increasing function then, for a given , we can
simplify the problem by defining a new decision variable Υmin = min
t,b
Υbt , ∀b,∀t. The objective
function with this utility can be expressed as:
maximize
z≥0
min
t,b
Tc
2
log2(1 + Υ
b
t) ≡
maximize
z≥0
min
t,b
Υbt ≡
minimize
z,Υmin≥0
1
Υmin
, s.t Υmin ≤ Υbt .
(4.41)
It can be shown that the objective function 1Υmin is a posynomial and we just need to approxi-
mate the corresponding constraints Υmin ≤ Υbt .
4.4.3 Problem Constraints
Next, we apply the same approximations given in Definition 1 to the inequality constraints to
obtain posynomials that fit into the GP standard form. Let us define the following expressions
associated to the different energy expressions defined in (4.24) and (4.26), respectively:
ζ
(1)
l,b , rl,b
[
ηrf
(
P1|hb1rl |2 + P2|hb2rl |2
)] Tc
2
, (4.42)
ζ
(2)
l,b , (1− rl,b)ηrf
Tc
2
, (4.43)
ζ
(3)
l,b , rl,b
[
ηrf
(
P1|hb1rl |2 + P2|hb2rl |2
)] Tc
2
+
(1− bl )
[
ηrf
(
P1|hb1rl |2 + P2|hb2rl |2
)] Tc
2
+ [ηreϕrl,b]Tc, (4.44)
θ
(1)
l,b , rl,bα
Tc
2
, (4.45)
θ
(2)
l,b , βTc. (4.46)
Hence, Hrl,b and Erl,b given in (4.24) and (4.26) can be, respectively, expressed as:
Hrl,b = −ζ(1)rl,bµl,b + ζ
(2)
rl,b
∑
j∈Jb
Prl,b|hbrlrj |2 + ζ
(3)
rl,b
, (4.47)
Erl,b = θ
(1)
rl,b
Prl,b + θ
(2)
rl,b
. (4.48)
54
By expanding Esl,b−1, constraint (4.32) can be re-written as:
b∑
x=1
(θ
(1)
l,xPrl,x + θ
(2)
l,x + Ele + ζ
(1)
l,x µl,x)
b∑
x=1
(
ζ
(2)
l,x
∑
j∈Jx
Prl,x|hrlrj ,x|2 + ζ(3)l,x
) ≤ 1, ∀l,∀b. (4.49)
The equivalent constraint given in (4.49) is a posynomial over a posynomial. Therefore,
we can use the same approximation used in (4.37) to lower bound the denominator in (4.49)
by u˜rl,b(z) with a total number of monomials K = (
∑b
x=1 |Jx|) + 1. Similarly, we can rewrite
constraint (4.33) as follows:
b∑
x=1
(
ζ
(2)
l,x
∑
j∈Jx
Prl,x|hrlrj ,x|2 + ζ(3)l,x
)
S¯ +
b−1∑
x=1
(θ
(1)
l,xPrl,x + θ
(2)
l,x + Ele) +
b∑
x=1
(ζ
(1)
l,x µl,x)
≤ 1, ∀l,∀b. (4.50)
The same approximation used in (4.37) to lower bound the numerator can be used in (4.50) by
v˜rl,b(z) and K = 2b.
4.4.3.1 GP Standard Form
By considering the approximations of (4.40), (4.49), and (4.50) and given a fixed value of
, we can formulate the GP approximated subproblem at the ith iteration of the SCA for the
max sum utility as follows:
minimize
z≥0
B∏
b=1
2∏
t=1
fl,b,t(z)
g˜l,b,t(z)
(4.51)
subject to:
b∑
x=1
(θ
(1)
l,xPrl,x + θ
(2)
l,x + Ele + ζ
(1)
l,x µl,x)
u˜rl,b(z)
≤ 1, ∀l,∀b, (4.52)
b∑
x=1
(
ζ
(2)
l,x
∑
j∈Jx
Prl,x|hrlrj ,x|2 + ζ(3)l,x
)
v˜rl,b(z)
≤ 1, ∀l,∀b, (4.53)
Prl,b
P¯r
≤ 1, ∀l,∀b, (4.54)
0 ≤ µl,b ≤ 1, ∀l = 1, .., L, ∀b = 1, .., B, (4.55)
bl ∈ {0, 1}, ∀l = 1, .., L, ∀b = 1, .., B, (4.56)
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Constraints (4.55) and (4.56) are the same as constraints (4.35) and (4.36), but they have been
repeated for completeness.
For max-min utility, in addition to the above constraints, we need to approximate the
following constraint Υmin ≤ Υbt . Using Definition 1, the approximated subproblem at the ith
iteration for the max min utility optimization problem is given as follows:
minimize
z,Υmin≥0
1
Υmin
(4.57)
subject to:
N0Υmin
(
1 +
LR∑
l=1
δ
(1)
l,b,qPrl,bµ
−1
l,b
)
s˜l,b,q(z)
≤ 1, ∀b,∀q, (4.58)
b∑
x=1
(θ
(1)
l,xPrl,x + θ
(2)
l,x + Ele + ζ
(1)
l,x µl,x)
u˜rl,b(z)
≤ 1, ∀l,∀b, (4.59)
b∑
x=1
(
ζ
(2)
l,x
∑
j∈Jx
Prl,x|hrlrj ,x|2 + ζ(3)l,x
)
v˜rl,b(z)
≤ 1, ∀l,∀b, (4.60)
Prl,b
P¯r
≤ 1, ∀l,∀b, (4.61)
0 ≤ µl,b ≤ 1, ∀l = 1, .., L, ∀b = 1, .., B, (4.62)
bl ∈ {0, 1}, ∀l = 1, .., L, ∀b = 1, .., B, (4.63)
where s˜l,b,t(z) is the approximate monomial of Pt¯
(
LR∑
l=1
δ
(2)
l,b,t
√
Prl,b
)2
with K = L(L + 1)/2.
Constraints (4.59) and (4.63) are the same as constraints (4.52) and (4.56), but they have been
repeated for completeness.
Hence, these optimization problems can be solved at each iteration of the SCA as given in
Algorithm 4.1. In Algorithm 4.1, each GP in the iteration loop (line 3-7) tries to improve the
accuracy of the approximations to a particular minimum in the original feasible region until no
improvement can be made.
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Algorithm 4.1 SCA Algorithm
1: i=1.
2: Select a feasible initial value of z(i) = [µ(i),Pr
(i)].
3: repeat
4: i=i+1.
5: Approximate the denominators using the arithmetic-geometric mean as indicated in (4.37) using
z(i−1).
6: Solve the optimization problem using the interior-point method to determine the new approxi-
mated solution z(i) = [µ(i),Pr
(i)].
7: until No improvement in the objective function.
4.4.4 Selected Relays Optimization
In this section, we focus on the optimization of the relays’ selection parameters represented
in the binary matrix . First, we propose to employ a meta-heuristic algorithm, namely BPSO,
to reach a near-optimal solution of the problem. Then, we propose to compare its performance
to that of the optimal BB algorithm that will be described in Section 4.4.4.2.
4.4.4.1 Binary Particle Swarm Optimization
The BPSO starts by generating N particles (n), n = 1 · · ·N of size LR × B to form an
initial population S. Then, it determines the sum rate achieved by each particle by solving the
optimization problem using GP approach developed in Appendix B (or the dual-method for
comparison purpose in the simulation results section). Then, it finds the particle that provides
the highest solution for this iteration, denoted by max. In addition, for each particle n, it saves
a record of the position of its previous best performance, denoted by (n,local). Then, at each
iteration q, BPSO computes a velocity term ν
(n)
l,b as follows:
ν
(n)
l,b (q + 1) =ψ0ν
(n)
l,b (q) + ψ1(q)
(

(n,local)
l,b (q)− (n)l,b (q)
)
+ ψ2(q)
(
maxl,b (q)− (n)l,b (q)
)
, (4.64)
where ψ0 is the inertia weight used to control the convergence speed (0.8 ≤ ψ0 ≤ 1.2). ψ1 and
ψ2 are two random positive numbers generated for iteration q (ψ1, ψ2 ∈ [0, 2]) [109]. Then, it
updates each element q of a particle (n) as follows:

(n)
l,b (q + 1) =
 1 if rrand < ΨBPSO
(
ν
(n)
l,b (q + 1)
)
,
0 otherwise.
(4.65)
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Algorithm 4.2 BPSO with GP for PS-based EH TWR using AF
q = 1.
Generate an initial population S composed of N random particles (n), n = 1 · · ·N .
while Not converged do
for n = 1 · · ·N do
Find z(n) by solving the optimization problem for particle n using Algorithm 4.1.
Compute the corresponding rate R(n)(q).
end for
Find (nm, qm) = arg max
n,q
R(n)(q) (i.e., nm and qm indicate the index and the position of the particle
that results in the highest rate). Then, set Rmax = U
(nm)(qm) and 
max = (nm)(qm).
Find qn = arg max
q
R(n)(q) for each particle n (i.e., qn indicates the position of the particle n that
results in the highest local utility). Then, set U(n,local) = R
(n)(qn) and 
(n,local) = (n)(qn).
Adjust velocities and positions of all particles using (A.3)-(A.4).
q = q + 1.
end while
where rrand is a pseudo-random number selected from a uniform distribution in [0, 1] and ΨBPSO
is a sigmoid function for transforming the velocity to probabilities and is given as:
ΨBPSO (x) =
1
1 + e−x
. (4.66)
More details about BPSO is given in Appendix A. Details of the joint-optimization approach
are given in Algorithm 4.2.
4.4.4.2 Branch-and-Bound Method
The performance of the proposed BPSO method jointly applied with GP will be compared
to that of the well-know BB algorithm, that will be also jointly applied with GP. BB was first
introduced by A. H. Land and A. G. Doig in 1960 [117]. It is an optimal algorithm for solving
combinatorial problems, but it requires a very high computational complexity compared to
BPSO [118]. At each iteration of the BB, Algorithm 4.1 is executed to find the corresponding
solution using GP. The BB is a search tree-based algorithm that iteratively solves the opti-
mization problems given in (4.51) and (4.57) using their relaxed forms. In other words, the
problems are solved for continuous solutions of  in [0, 1] where the GP is executed to determine
the optimum solution with non-binary values of . We denote the optimum continuous solution
and the corresponding utility by ∗0 and U(∗0), respectively. If the obtained solution satisfies
the binary constraints for all elements of  then, the optimal solution is reached. Otherwise,
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further steps are needed. The algorithm solves the problem assuming that the first element of
 is fixed to 0 or 1. Hence, the problem is split into two subproblems named the children nodes
of the original problem called the parent node. If the solutions of these subproblems do not
satisfy the binary constraints, they will be also split into two more subproblems. This process
is called branching and will be executed until the optimal binary solution is obtained. In order
to reduce the complexity compared to the exhaustive search method where all the possibilities
are tested, the BB can stop searching in one of the directions of the tree if at any node, the cost
function value is greater than a previously defined upper-bound solution. More details about
the BB algorithm can be found in [119].
4.5 Simulation Results
In this section, selected numerical results are provided to evaluate the performance of the
PS protocol with multiple EH relays in TWR systems.
4.5.1 Simulation Parameters
Two sources S1 and S2 are considered aiming at exchanging their messages during B = 8
time slots unless otherwise stated where each time slot length is equal to Tc = 175 milliseconds
(ms). In the following simulations, we consider the scenario of small wireless devices employing
the ZigBee protocol [120]. Hence, the frequency carrier is set to f = 2.45 GHz and the system
bandwidth is selected to be W = 2 MHz [120]. All the fading channel gains adopted in the
framework are assumed to be independent and identically distributed (i.i.d) Rician fading gains
with a K-factor equals to 7.78 dB unless otherwise stated. The path loss parameters are selected
as follows: $ = 2 and PLLoS = 0 dB. The relays are randomly placed inside a circle centered
in the middle of S1 and S2 with a distance D = 50 meters unless otherwise stated. The noise
variance and the efficiency conversion ratios are set to N0 = −141 dBm, ηrf = 0.4 [121], and
ηre = 0.3 [122]. For simplicity and without loss of generality, we assume that P1 = P2 = Ps.
The relay power parameters are given as: α = 4 mW and β = 1.2 mW [123]. At each relay,
RE is assumed to be generated following a truncated normal distribution with mean 2 W
and variance 0.25 in the interval [0, 2.4] [124],[125]. RE is generated such that the constant
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power consumption of the relays, i.e., namely β, is frequently handled. In other words, the
transmit power consumption is covered by the harvested RF energy in addition to the available
extra RE. The total stored energy cannot exceed E¯s = 5 J and the battery leakage is set to be
Ele = 10 mJ over every time slot b. A Monte Carlo simulation with 5000 iterations is performed
to determine the average performance of the investigated TWR system using the BPSO-based
solution given in Algorithm 4.2.
The BPSO is executed with the following parameters: N = 20 and ψ0 ∈ [0, 1] is a linear
decreasing function of the BPSO iterations expressed as follows: ψ0 = 0.9 − n(0.9−0.2)Imax , where
Imax = 200 is the maximum number of iterations. The joint-optimization approach solution
using BPSO is compared to three other approaches: a BB-based solution with GP, a BPSO-
based solution with the dual method, and a BB-based solution with the dual method. Note
that, for a given , the dual solution corresponds to the solution obtained by solving the dual
problem of the primal problem given in (4.31)-(4.35). The corresponding solution represents a
lower-bound of the optimal one due to the non-convexity of the problem (i.e., weak duality). On
the other hand, the BB method achieves an optimal solution with respect to  but it requires
a very high computational complexity [118].
4.5.2 System Performance
Table 4.1 studies the behavior of the TWR system for a given channel realization, a relay
power budget P¯r = 0 dBm, and a terminal transmit power Ps = 0 dBm. The objective is
to study in details the advantages and disadvantages of the max sum and max min utilities
and the differences in the corresponding decision variables. It can be noticed that the use of
max min utility helps in avoiding low rates achieved in certain slots with the sum utility such
as the rates in slots 4, 5, and 8: R4 = 2.12, R5 = 1.32, and R8 = 1.72 Mbps, respectively.
However, this advantage is compensated by a lower total sum rate over the slots. With sum
utility, the system prefers to harvest more RF energy in order to exploit it during next time
slots to achieve higher rates. For instance, it achieves R3 = 8.88 and R4 = 7.96 Mbps with the
sum utility instead of R3 = 3.36 and R4 = 2.88 Mbps with the max min one.
In Fig. 4.7, we compare between the performances of the two utilities by plotting the cor-
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Table 4.1: Behavior of the relay selection scheme for Ps = P¯r = 0 dBm, LR = 3, and B = 8.
Max Sum Max Min

1 0 1 0 1 0 1 10 0 1 1 0 1 0 0
1 1 0 1 0 0 1 1
 0 1 0 1 0 1 1 01 0 1 0 1 0 0 1
0 0 1 0 1 0 1 0

R [4.28, 4.12, 8.88, 7.96, [2.44, 2.84, 3.36, 2.88,
2.12, 1.32, 5.52, 1.72] 3.44, 2.60, 3.20, 2.88]∑B
b=1R
b 37.72 23.63
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Figure 4.7: Achievable average sum rate per slot as a function of Ps For P¯r = 0 dBm, LR =
3, D = 50 m.
responding sum-rate versus the terminals’ power levels Ps for a TWR system transmitting
messages over B = 8 time slots and equipped with LR = 3 relays. The relays have a maxi-
mum power budget P¯r = 0 dBm. The proposed joint-optimization approach is employed for
a distance D = 50 m and is compared to the dual solution employed jointly with BPSO. Ob-
viously, as Ps increases, the total sum-rate increases up to a certain value. In fact, increasing
Ps allows the relays to harvest more RF energy and, at the same time, contributes to the rate
improvement. The results in Fig. 4.7 corroborate those of Table 4.1 as, on average, the max
sum utility reaches higher performance than the max min one. On the other hand, we notice
a notable gap achieved by using the GP method instead of the dual method.
In Fig. 4.8, we investigate the path loss effect on the system performance by varying the
distance separating the terminals D from 25 to 200 meters with system parameters similar to
those of Fig. 4.7 and Ps = [0, 10] dBm. We notice that the achieved throughput is decreasing
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Figure 4.8: Achievable average sum rate per slot versus D for P¯r = Ps = 0 dBm and LR = 3.
with the increase of distance D. This is due to the path loss effect on both the SINR and the
amount of harvested RF. Notice that, for large distances, the achieved sum-rate is relatively
high. This is mainly due to the extra RE generated. Indeed, as it is shown in Fig. 4.9, the
amount of harvested power using RF EH is no more available for data transmission as the
harvested power is almost zero. This confirms that RF EH is only applicable within ultra-
dense wireless networks and the importance of employing hybrid RE/FR EH technique with
energy autonomous devices. Fig. 4.9 also shows that high values of terminals’ transmission
power Ps help in producing more RF energy.
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Figure 4.9: Average RF harvested energy versus D for LR = 3 and different values of P¯r = Ps.
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Figure 4.10: Achievable average sum rate versus P¯r for Ps = 0 dBm, LR = 3, and D = 50 m.
In Fig. 4.10, we investigate the impact of the relay power budget P¯r on the achieved sum-
rate. Similar to Fig. 4.7, as P¯r increases, the sum-rate increases up to a certain level where the
TWR system becomes limited by the power budget of the terminals S1 and S2. We also compare
between the performance of the proposed joint-optimization approach (GP with BPSO) with
those of GP with BB, dual solution with BPSO, and dual-solution with BB. We can clearly
deduce that BPSO is able to achieve close performances to those of the solutions obtained
with BB while presenting a much lower complexity compared to that of BB. Furthermore, GP
enables the achievement of better solutions than the dual problem-based optimization ones.
In Fig. 4.11, we compare the performances of the proposed approach with those of another
suboptimal scenario where all Prl,b are chosen to be fixed and constant (Prl,b = P¯r). This
is performed to show the importance of the optimization of the relay transmit power levels
simultaneously with the PS ratios and its impact on the reached sum-rate. We adopt the GP-
based solution to optimize the PS ratios β. For instance, for low P¯r level, it can be noticed
that optimizing both Pr and β outperforms the fixed Pr case by more than 1.5 Mbps when
using the max sum utility. However, for high P¯r level, the sum-rate drops significantly with
the fixed Pr optimization, while with the optimized Pr case, the achieved sum-rate remains
constant. Indeed, for fixed Pr, some of the relays are non-selected in order to respect their
storage constraints and hence, the energy is consumed in an un-optimized manner which results
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Figure 4.11: The effect of the relay power budget P¯r on the average sum rate for Ps = 0 dBm,
LR = 3, and D = 50 m.
in performance degradation.
In order to show the benefits of employing the RF EH technique jointly with the RE to
power the energy autonomous relays, we investigate, in Fig. 4.12, the impact of optimizing
the PS ratios β by comparing it to two other cases: i) assuming the absence of RF EH (i.e.,
βrl,b = 1,∀rl,∀b) so that the relay are using the RE only and ii) assuming fixed PS ratios for
all the relays, βrl,b = 0.5. The results are illustrated for two different distances separating the
sources D = 10 and D = 100 meters for two power budgets values 0 dBm and 10 dBm. We
notice that at high distance (D = 100 m), the RF energy signal has no effect on the achieved
data rate (i.e., sum-rate). Indeed, optimizing β or setting it to 1 provides the same results.
This shows that the system is only depending on the RE energy. Using constant β leads to very
bad results mainly for mobile sources as this setting forces the input signal at the relay level
to be splitted into two components. Hence, adaptive and optimized PS ratios is mandatory for
such scenarios. For short distances (D = 10 m), we notice that the RF energy, when available,
plays a role in enhancing the achievable rates which is increased by around 1 Mbits/s compared
to the one of the case using RE only. This confirms that RF EH is applicable for short range
communication only. As discussed earlier, higher transmit power budget levels of the sources
enhance the achievable rate in general as it increases the resulting SNRs.
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Figure 4.12: The effect of optimized the PS ratios β on the system performance with LR = 3
for different values of D (a) Ps = P¯r = 10 dBm, (b) Ps = P¯r = 0 dBm.
4.5.3 Convergence Speed
The analysis of convergence speed of the proposed solution is studied in Fig. 4.13 and
Fig. 4.14. In Fig. 4.13, we compare between the performances of BPSO using max sum utility
and those of the BPSO with the max min utility by investigating their convergence speed
defined by the number of iterations needed to reach convergence. Note that an iteration in
Fig. 4.13 corresponds to one iteration of the “while loop” given in Algorithm 2 (i.e., line 3-12).
In other words, it corresponds to one iteration of BPSO but it includes the execution of the
SCA. The figure shows that BPSO achieves its near optimal solution with few iterations only
(i.e., 10-20 iterations). In BPSO, we executed it for at most 100 iterations and we stop it if the
achieved utility remains constant for a certain number of consecutive iterations.
In Fig 4.14, we plot number of GP iterations needed to find the best approximation solution
given in Algorithm 1 (line 3-7) for each BPSO iteration. In other words, each dot in Fig 4.14
represents the required GP number of iterations for a specific BPSO iteration. It can be
shown that GP requires a very small number of iterations to converge for a best approximation
solution. Feasibility and sensitivity of GP are given in details in [107].
In Table 4.2, we compute the average CPU times in seconds for all algorithms (BPSO
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Figure 4.13: Convergence speed using BPSO for Ps = P¯r = 0 dBm, LR = 3, and D = 50 m.
Table 4.2: CPU times (sec) and number of iterations for the proposed joint-optimization solu-
tion for Ps = P¯r = 0 dBm, LR = 3, and D = 50 m.
Max Sum Max Min
PSO BB PSO BB
CPU time 6.11 260.02 9.12 313.01
GP approach I∗ 15 22 16 34∑B
b=1Rb/B 5.81 5.95 3.93 4.08
CPU time 4.10 155.11 7.03 188.10
Dual approach I∗ 13 19 15 25∑B
b=1Rb/B 4.80 4.95 3.15 3.27
or BB using GP or dual problem based approach at each iteration) and record the iteration
number (denoted by I∗) needed to reach the near optimal solution of the joint optimization
(i.e., optimizing , β, and Pr), which exactly marks the instant when the algorithm achieves
its steady state utility. The simulation is run for 100 realizations and LR = 3 and B = 8. On
average, BPSO is much faster than BB (optimal with respect to ). It requires less time to
converge, and achieves close performance to those of BB as shown in Fig. 4.8. By increasing the
number of particles, BPSO may enhance the convergence efficiency of the algorithm to reach
very close performance to BB. However, it requires more CPU times as they need to perform
more additions and multiplications during each iteration.
Note that all tests were performed on a desktop machine featuring an Intel(R) Core(TM)
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Figure 4.14: Number of GP iterations for each BPSO iteration for Ps = P¯r = 0 dBm, LR = 3,
and D = 50 m.
i7-4790 CPU and running Windows 7. The clock of the machine is set to 3.6 GHz with a 16
GB memory.
4.6 Chapter Summary
In this chapter, the multiple relay selection scheme for PS protocol-based EH TWR is
proposed. The relays harvest energy from RE and RF sources. We formulated an optimization
problem aiming to maximize the total sum rate over multiple time blocks. Due to the non-
convexity of the optimization problem, a joint-optimization approach based on BSOP algorithm
and geometric programming was adopted. The proposed solution enables the system to achieve
near optimal solutions with a significant gain compared to dual problem-based solution. The
behavior of the TWR system was studied via multiple numerical simulations.
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CHAPTER 5. ENERGY EFFICIENCY IN HETEROGENOUS
NETWORKS
In this chapter, the downlink EH HetNets system where each BS is equipped to harvest
from renewable source is proposed. A hybrid energy model is considered where the energy
supply sources consisting of green (renewable) and traditional micro-grid, such that traditional
micro-grid is not exploited as long as the BSs can meet their power demands from harvested
and stored green energy. The goal is to minimize the network-wide energy consumption over
a certain time slots. The is performed by optimizing the BS sleeping and user-cell association
variables under BS’s maximum power constraint, maximum BS’s storing energy constraint, and
user’s QoS constraint. Two cases depending on the knowledge level about future RE generation
are investigated: (1) The zeros knowledge case: in this case, future RE generation statistics
are unknown. a BLP problem is formulated to optimize the BS sleeping status and user-cell
association. (2)The perfect knowledge case: this case assumes that the future statistics of the
network are perfectly and estimated.
5.1 System Model
In this chapter,a time-slotted system of a finite period of time divided into b = 1, .., B, time
slots of equal duration Tb is investigated.
5.1.1 Network Model
We consider a half duplex downlink transmission of three-tiers HetNets consisting of a
macrocell tier, microcell tier, and smallcell tier with a total of L+1 BSs (i.e., a single macrocell
BS and LM MBSs, and LS SBSs, where L = LM +LS). The locations of all BSs are modeled by
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an independent homogeneous Poisson Point Process (PPP). The hybrid power supply micro-
grid sources consisting of a green grid (GG) and a traditional grid (TG) is considered. The
former uses renewable sources to generate the electric power, while the latter uses classical
sources to generate the electric power. Each BS is connected to the GG so that can provide
help in energy when needed.
The GG has the ability to purchase a back-up power from the TG that is controlled by a
control unit when needed as shown in Fig. 5.1.
Green Grid (GG)
Control Unit
Traditional Grid (TG)
Small cells
Micro cells
Macro cell
Figure 5.1: System model of hybrid EH.
Denoted U b as the total number of users in the network during time slot b. We denote
by U¯l, the maximum number of users that can be served by a BS l, where index l = 0 for
macrocell BS and l ≥ 1 for other BS tiers, such that U¯l  U¯0. These numbers reflect the BSs’
capacities due to available number of frequency carriers and/or hardware and transmit power
limitations. In order to avoid the co-channel interference, all the channels are assumed to share
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the spectrum orthogonally between the BS. Finally, it is assumed that each user is served by
at most one BS (either macrocell BS, MBS, or SBS).
In general, we assume that the communication channel between two nodes x and y at time
slot b is given as follows
hbxy =
√
d−$xy h˜bxy, (5.1)
where dxy is the Euclidean distance between the nodes x and y, $ is a pathloss exponent, and
h˜bxy is a fading coefficient with a coherence time slot Tb sec. Without loss of generality, all
channel gains are assumed to be constat during Tb.
5.1.2 Base Station Power Model
Since the energy arrivals and energy consumption of the BSs are random and their energy
storage capacities are finite, some BSs might not have enough energy to serve users at a partic-
ular time. Under such scenario, it is preferred that some of the BSs are kept OFF and allowed
to recharge while their load is handled by the neighboring BSs that are ON. On the other hand,
dynamic BS switching-ON/OFF can help in ensuring power saving of HetNets by reducing the
traditional (non-renewable) power consumption of BSs that have a heavy energy usage mainly
during low traffic period.
Each BS can be set in either of two operational modes: active mode (AM) or sleep mode
(SM). The decision to toggle the operational state from one to another is taken centrally (i.e.,
the decision is taken by some central entity based on the current load offered to the network).
In the AM, the BS is serving a certain number of users, thus, the BS radiated power can be
expressed as
PBSl =
Ul∑
u=1
Pl,u, (5.2)
that corresponds to the sum of the radiated power over all users Ul connected to a certain BS l.
In the SM, the BS l consumes power equal to γl. The sleep mode is a reduced power
consumption state in which the BS in not completely turned off and can be readily activated.
Although the BS is not radiating power in this mode, elements such as power supply, baseband
digital signal processing, and cooling are still active. Therefore, the BS keeps consuming power
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unless it is in a state of complete shutdown. For simplicity, the total power consumption of BS
l can be approximated by a linear model as follows [123]
Pl =
 αlP
BS
l + βl, for AM,
γl, for SM,
(5.3)
where αl corresponds to the power consumption that scales with the radiated power due to am-
plifier and feeder losses and βl models an offset of site power which is consumed independently
of the average transmit power.
Let b denotes a binary matrix of size (L+ 1)× U . Its entries bl,u is given by
bl,u =
 1, if user u is allocated to BS l during time slot b,0, otherwise. (5.4)
On the other hand, a dynamic ON/OFF switching mechanism is considered to turn off redun-
dant MBSs and SBSs whenever it is possible. More specifically, BS l can be turned off during
low traffic periods and the small number of active users are oﬄoaded to nearby BSs A binary
vector pib of size L× 1 is introduced to indicate the status of each BS l. Its entries pibl is given
by and is given as
pibl =
 1, if BS l in AM during time slot b.0, otherwise. (5.5)
Note that in order to ensure that the users can not be connected to a BS in the SM, then, the
following condition should be respected
bl,u ≤ pibl , ∀l = 1, ., L, ∀u = 1, ., U, ∀b = 1, ., B. (5.6)
The constraint given in (5.6) enforces bl,u = 0, ∀u when pibl in the SM (i.e., pibl = 0). In this
chapter, we always keep the macrocell BS active (i.e., pib0, ∀b = 1, .., B) to ensure coverage and
minimum connectivity in this typical HetNet (i.e., one macrocell BS surrounded by multiple of
MBSs and SBSs). In the case of multiple macrocell BSs covering a bigger geographical area,
macrocell BSs could be turned off and cell breathing mechanisms can be employed to ensure
connectivity [24].
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5.1.3 Energy Harvesting Model
It is assumed that each BS can harvest from RE in both AM and SM. We model the RE
stochastic energy arrival rate as a random variable Φ Watt defined by a probability density
function (pdf) f(ϕ). For example, for photovoltaic energy, Φ can be interpreted as the received
amount of energy per time unit with respect to the received luminous intensity in a particular
direction per unit solid angle. In general, the energy consumption of the BS l during time slot
b can be expressed as
Eb0 = Tb
(
α0
U∑
u=1
b0,uP0,u + β0
)
, l = 0 (5.7)
Ebl = Tb
(
pibl
[
αl
U∑
u=1
bl,uPl,u + βl
]
+ (1− pibl )γl
)
, l ≥ 1, (5.8)
By using (5.6), we can re-write (5.8) as follows
Ebl = Tb
(
αl
U∑
u=1
bl,uPl,u + pi
b
l βl + (1− pibl )γl
)
, l ≥ 1, (5.9)
The harvested energy in BS l and GG at the end of time slot b, are given respectively by
Hbl = Tbηlϕ
b
l , (5.10)
Hbg = Tbηgϕ
b
g, (5.11)
where ηl and ηg are the energy conversion efficiency coefficient of the RE at BS l and GG,
respectively, where 0 ≤ ηl, ηg ≤ 1. Notice that the current stored energy in BS l and GG
depend on both the current harvested energy during slot time b and the previously stored
energy during previous slots. Therefore, the stored energy in BS l at the end of time slot b is
given by
Sbl =
[
Sb−1l +H
b
l − Ebl − Ele
]+
, (5.12)
where Ele is the leakage energy during Tb.
5.2 Problem Formulation and Solution
In this section, we formulate and solve optimally two optimization problems, based on the
knowledge level of the RE generation, aiming to minimize the networks energy consumption
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during the B time slots. The first optimization problem corresponds to the zeros knowledge case
where the mobile operator manages its BSs time slot by time slot without any prior information
about the future RE generation. The second one corresponds to the perfect knowledge case
with full information about the future RE generation where all the decisions variables are
simultaneously optimized for the B time slots. The perfect knowledge case is a not realistic
case. In this study, it is used as a benchmark scenario for comparison with zeros knowledge
case or as an approximation of the case where RE energy uncertainty is almost negligible. The
achievable data rate of user u served by BS l at a given time b is given by
Rbl,u = log2
(
1 +
Pl,u |hbl,u|2
N0
)
(5.13)
where N0 is the noise power density.
5.2.1 Zeros Knowledge Case
In this case, we assume that the mobile operator is not aware about the future RE generation
(i.e., ϕbl and ϕ
b
g are known during b only). Therefore, the optimization problem that aims to
minimize the total consumed energy at each time slot b is formulated as follows
minimize
pibl ,
b
l,u≥0
Ebc =
L∑
l=0
Ebl (pi
b
l , 
b
l,u)− Sbl (pib−1l , b−1l,u ) (5.14)
subject to:
U∑
u=1
bl,uPl,u ≤ P¯l, ∀l = 0, .., L, (5.15)
L∑
l=0
bl,uR
b
l,u ≥ R0, ∀u = 1, .., U, (5.16)
Sb−1l (pi
b
l , 
b
l,u) +H
b
l ≤ S¯l, ∀l = 0, .., L, (5.17)
U∑
u=1
bl,u ≤ U¯l, ∀l = 0, .., L, (5.18)
L∑
l=0
bl,u ≤ 1, ∀u = 1, .., U, (5.19)
bl,u ≤ pibl , ∀l = 1, .., L, ∀u = 1, .., U, (5.20)
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where constraint (5.15) and (5.16) represent the maximum allowable transmit energy of BS l
and user QoS, respectively. Constraint (5.17) forces the total energy stored in the battery of
a BS l during the time slot b to be less than the battery capacity denoted by S¯l. Constraints
(5.18) and (5.19) are to satisfy the backhauling condition and to ensure that each user is served
by at most one BS, respectively.
Notice that, this optimization problem will be solved at the beginning of each time slot.
Hence, the optimal solutions for such a problem can be determined optimally using Gurobi/CVX
interface [126],[127].
5.2.2 Perfect Knowledge Case
In this case, we assume that the mobile operator can perfectly predict the future RE gen-
eration ahead of time. This case can be considered as a useful benchmark to compare with the
zeros knowledge case. Therefore, the objective function becomes the minimization of the total
energy consumption of the network during all B time slots.
minimize
pibl ,
b
l,u≥0
Ec =
B∑
b=1
L∑
l=0
Ebl (pi
b
l , 
b
l,u)− Sbl (pib−1l , b−1l,u ) (5.21)
subject to:
U∑
u=1
bl,uPl,u ≤ P¯l, ∀l = 0, ., L, ∀b = 1, ., B, (5.22)
L∑
l=0
bl,uR
b
l,u ≥ R0, ∀u = 1, .., U, ∀b = 1, .., B, (5.23)
Sb−1l (pi
b
l , 
b
l,u) +H
b
l ≤ S¯l, ∀l = 0, .., L, ∀b = 1, .., B, (5.24)
U∑
u=1
bl,u ≤ U¯l, ∀l = 0, .., L, ∀b = 1, .., B, (5.25)
L∑
l=0
bl,u ≤ 1, ∀u = 1, .., U, ∀b = 1, .., B, (5.26)
bl,u ≤ pibl , ∀l = 1, .., L, ∀u = 1, .., U, ∀b = 1, .., B, (5.27)
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Notice that the constraints (5.22)-(5.27) are similar to the constraints (5.15)-(5.20) except
that they have to be satisfied for all time slots b = 1, .., B.
The perfect knowledge problem can be also solved optimally with Gurobi/CVX interface
[126],[127].
5.2.3 Cost Utility
After solving the optimization problem, the total cost of the non-renewable energy consumed
is equal to the cost of the energy consumed by all BSs that exceeding the available harvested
energy stored at time b and given by
Cb =
[
L∑
l=0
[
Ebl − Sb−1l
]+ − Sb−1g
]+
(5.28)
where Sb−1g is the stored energy at the GG at the end of time slot b − 1. Therefore, the total
cost over multiple time slots is given by
C =
B∑
b=1
Cb. (5.29)
5.2.4 Special case
The communication channel is assumed to be a block fading channel with a coherence time
Tc second. Therefore, the scheduling and user-cell association can be assumed to be taken over
a short time scale. While, the operational state of the switching ON/OFF of the BSs can be
taken over a long time scale, where each long time slot consists of multiple short slots. Hence,
the problem can be solved by optimizing only bl,u at the beginning of the short time slot and
optimizing both pibl and 
b
l,u at the beginning of the long time slot.
5.3 Low Complexity Algorithm
The formulated BLP optimization problems given in Section 5.2 is considered as NP-hard
problem due to the existence of the binary variables, hence, we propose to employ a meta-
heuristic algorithm, namely BPSO. Then, we propose to compare its performances with the
well known evolutionary GA [43].
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5.3.1 Binary Particle Swarm Optimization
The BPSO starts by generating N particles N = [pi11, .., piBL , .., 11,1, .., BL,U ] ;n = 1, .., N of
size (L+ (L+ 1)U)× 1 for zeros knowledge case (solved for each time slot b) and (LB + (L+
1)UB)× 1 for perfect knowledge case to form an initial population S. Then, it determines the
minimum energy consumed by each particle that satisfy the QoS by solving the optimization
problem. Then, it finds the particle that provides the best solution for this iteration, denoted
by N best. In addition, for each particle n, it saves a record of the position of its previous best
performance, denoted by N (n,local). Then, at each iteration i, BPSO computes a velocity term
V
(n)
m corresponding to element m in N according to Appendix A. These steps are repeated
until reaching convergence by either attaining the maximum number of iterations or stopping
the algorithm when no improvement is noticed. Details of the proposed optimization approach
are given in Algorithm 5.1.
Algorithm 5.1 Proposed Solution using BPSO Algorithm
1: q = 1.
2: Generate an initial population S composed of N random particles N (n), n = 1 · · ·N .
3: while not converged do
4: for n = 1 · · ·N do
5: Compute the corresponding consumed utility function E
(n)
c (q).
6: end for
7: Find (nm, qm) = arg min
n,q
E
(n)
c (q) (i.e., nm and qm indicate the index and the position of the
particle that results in the minimum energy consumption). Then, set Ebestc = E
(nm)
c (qm) and
N best =N (nm)(qm).
8: Find qn = arg min
q
E
(n)
c (q) for each particle n (i.e., qn indicates the position of the particle n that
results in best local utility). Then, set N (n,local) =N (n)(qn).
9: Adjust velocities and positions of all particles using (A.4).
10: q = q + 1.
11: end while
5.3.2 Genetic Algorithm
The performances of the proposed BPSO algorithm is compared to those of the well-know
GA. In our genetic based approach, we generate randomly N particlesN (n), n = 1 · · ·N of size
(L+(L+1)U)×1 for zeros knowledge case (solved for each time slot b) and (LB+(L+1)UB)×1
for perfect knowledge case to form an initial population S. Then, it determines the minimum
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energy consumed by each particle that satisfy the QoS by solving the optimization problem.
After that, the algorithm selects τ(1 ≤ τ ≤ N) strings that provide the minimum consumed
energy and keeps them to the next population while the N − τ remaining strings are generated
by applying crossovers and mutations to the τ survived parents. Crossovers consist in cutting
two selected random parent strings at a correspond point which is chosen randomly. The
obtained fragments are then swapped and recombined to produce two new strings. Then,
mutation (i.e., changing a bit value of the string randomly) is applied with a probability p
[128]. This procedure is repeated until reaching convergence or reaching the maximum number
of iterations.
5.4 Simulation Results
In this section, selected numerical results are provided to evaluate the performance of the EH
HetNets systems. Selected BSs transmit their messages periodically every Tb sec. All the fading
channel gains adopted in the framework are assumed to be i.i.d Rayleigh fading gains. The
efficiency transmission and conversion ratios are set to ηl = ηg = 0.3, respectively. The target
data rate user (R0), the number of MBSs and SBSs are 10 bits/s/Hz, 4 and 8, respectively,
unless otherwise stated. The noise power is taken to be N0 = N0W , where N0 = −174 dBm/Hz
and W = 180 KHz. The power consumption parameters are selected according to the energy
aware radio and network technologies (EARTH) model for macrocell BS, MBSs, SBSs, are
given, respectively [123] as follows: αl = {4.7, 2.6, 4} W and βl = {130, 56, 6.8} W. The other
power consumption parameters for MBSs and SBSs are given respectively by γl = {39, 2.9}W.
The maximum transmit power levels for the for macrocell BS, MBSs, SBSs, are set, respectively,
to P¯l = {46, 38, 20} dBm.
At each BS, RE is assumed to be generated following Gamma distributions Γ(20, 2), Γ(12, 2),
and Γ(3, 1) for macrocell BS, MBSs, and SBS, respectively, where in Γ(x, y), x is the shape
parameter and y and scale parameter. While for GG, RE is assumed to be generated following
a Gamma distribution Γ(25, 2). The total stored energy at macrocell BS, MBSs, and SBSs
cannot exceed S¯l = {50, 12, 6} KJ, respectively, and the battery leakage is set to be Ele = 1 mJ
every Tb.
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The BPSO is executed with the following parameters: N = 20 and ψ0 ∈ [0, 1] is a linear
decreasing function of the BPSO iterations expressed as follows: ψ0 = 0.9 − n(0.9−0.2)Imax , where
Imax = 200 is the maximum number of iterations.
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Figure 5.2: Average energy cost of B = 20 time slots versus total number of users.
Table 5.1: MBSs and SBSs status during multiple time slots.
Number of Active MBSs Active SBSs
users per b m1 m2 m3 m4 s1 s2 s3 s4
U1 = 100 × - - × × - × -
U2 = 40 × - - × × - - ×
U3 = 200 × × × × × × × -
U4 = 80 - × - × - - × -
U5 = 140 × - - × × × - ×
U6 = 220 × × × × × × × ×
U7 = 80 × - - × × - × -
U8 = 160 × × × - - × - ×
U9 = 160 × × - × × × × -
U10 = 60 - - × - × × × ×
Fig. 5.2 plots the total average energy cost, which is equal to CB , for B = 20 versus number
of users (U b, ∀b = 1, .., B), for zeros knowledge case. This figure investigates the impact of RE
with two scenarios: 1) with the proposed EH (i.e., hybrid of RE and TG energy), 2) without
EH(the energy depends on the TG energy only). It also investigate the impact of the sleeping
strategy (i.e., optimizing pi) on the system performance. we can see that the proposed scheme
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(with EH and with sleeping strategy) offers a significant amount of energy saving switching
over the other scenarios. It should be noted that the sleeping strategy is very useful specially
for low traffic period with a considerable energy cost gap. Indeed, for U b = 100 users, the
average energy cost can be decreases by around 30% for the EH scenario by going from 13.5
KJ to around 9.5 KJ. However, this gap reduces when number of users increases. This can be
justified by the fact that when the number of users are relatively high, most of BSs should be
in the AM in order to satisfy the user QoS.
Table 5.1 confirms the sleeping strategy results in Fig 5.2. In general it can be noted
that activating the MBSs and SBSs essentially depends on the traffic and BS’s battery level.
For example, as shown in Table 5.1, during low traffic periods e,g., b = {2, 4, 7, 10} (i.e.,
U2 = 40, U4 = 80, U7 = 80, U10 = 60), the sleeping strategy activate some of BSs and keeps
the others in the SM in order to harvest some energy. On the other hand, when the network is
more congested e.g., during slots b = {3, 6, 8, 9} (i.e., U3 = 200, U6 = 220, U8 = 160, U9 = 160),
most of the BSs are in AM.
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Figure 5.3: Comparison between optimal solution with BPSO algorithm and GA. Energy cost
versus number of time slot.
Under the same setup of Fig. 5.2, Fig. 5.3 compares between the optimal solution (obtained
by solving the BLP using Gurobi/CVX) with BPSO algorithm and the well known GA for
different total number of users U b = {80, 160}. It can be seen, that the BPSO achieves better
performance than GA and close to the optimal solution in both low and high traffic periods. We
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can notice that both algorithms are close to the optimal when the network is more congested.
This can be explained, by knowing that during high traffic period, the network needs to keep
most of the BSs in AM, hence, optimizing only the association variable (i.e., ). It is also worth
to note that optimizing pi has more weigh in saving energy that optimizing  due to the high
values of offset power parameter βl compare to the amplified power parameter αl.
100 40 200 80 140 220 80 160 160 80
Number of users per slot (U b)
0
0.5
1
1.5
2
2.5
En
er
gy
 c
os
t [K
J]
Zeros knowledge case
Perfect knowledge case
Figure 5.4: Comparison between zeros knowledge and perfect knowledge cases.
Finally, Fig. 5.4 compares the zeros knowledge case to a benchmark case (i.e., perfect
knowledge case). Fig. 5.4 plots the total energy cost of the network for both cases versus
different numbers of users. Since activating the BSs depends on their battery levels and the
traffic status, the perfect knowledge case can manage the available resources globally and more
efficiently. For example, during b = 7 (i.e., U7 = 80), the perfect knowledge case consume
more energy by forcing some BSs to be in SM and activate them where the network is more
congested, i.e., U8 = U9 = 160. Although it consumes more energy than the zeros knowledge
case, which is around 0.1 kJ, when b = 7, the perfect knowledge case saves more energy, which
is around 0.6 kJ, during the next two time slots b = 8 and b = 9.
5.5 Chapter Summary
In this chapter, the planning and allocation problem of downlink EH in HetNets using
hybrid power sources is proposed. All the BSs are equipped with a harvested source and can
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get some energy from green grid or/and traditional grid when needed. We formulated a BLP
aiming to minimize the consumed energy over multiple time slots. The problem was solved
optimally and compared with two low complexity algorithms. After solving the problem, we
investigated, via numerical results, the behavior of the proposed scheme versus various system
parameters. Finally, the effects of sleeping strategy to the system average energy cost were
discussed.
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CHAPTER 6. DRONE-BASED COMMUNICATIONS ASSISTED WITH
ENERGY HARVESTING
In this chapter, a drone-based communication problem is addressed from a new perspec-
tive by investigating the placement of multiple EH DBSs in order to support typical HetNets
composed of a single macrocell BS and multiple ground MBSs. The proposed method can be
generalized to the context of large-scale HetNets. In this study, we assume that each drone
can charge its battery either using traditional electric energy when it is placed in a charging
station located at the macrocell BS site or using RE harvested through solar panels placed on
top of the drones.
The objective of the framework is to exploit the mobility and quick deployment of these
solar-powered drones to support the ground cells whenever it is needed and whenever the
drones’ batteries permit it. Inactive drones, which are originally placed at the charging station,
will be asked to fly to particular locations to serve users and support the overloaded HetNet
or replace lightly loaded MBSs during a short period of time. In the latter case, the MBSs
can be safely turned off to reduce fossil fuel consumption. Three cases depending on the
knowledge level about future RE generation are investigated: (1) The zero knowledge case:
in this case, future RE generation statistics are unknown for the mobile operator. A binary
linear programming problem is formulated to determine the HetNet and drone statuses based
on past and present realizations. (2) The perfect knowledge case: this case assumes that the
future statistics of the network are perfectly known and estimated. A non-linear programming
problem is formulated to determine the future deployment strategies for the drones. To reduce
its complexity, a linearization approach is employed to transform the problem into a binary
linear programming optimization problem. (3) The partial knowledge case: in this case, only
partial statistics of the future RE generation are known, i.e., probability density function. To
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deal with the uncertainty effect, a stochastic programming problem is formulated and solved
using the two-stage recourse method. In this case, the uncertainty effect is also considered.
6.1 System Model
In this study, we investigate a time-slotted system of a finite period of time divided into B
slots numbered b = 1, · · · , B, of equal duration Tb. The time slots are relatively long compared
to the channel coherence time and hence, we focus on the system performance based on its
average statistics. Investigating the system performance for instantaneous channel realizations
and network statistics is not valid for this framework since we are considering the drones’ flying
time (seconds) which is very large as compared to the channel coherence time (milliseconds).
6.1.1 Network Model
We consider a typical HetNet consisting of one macrocell BS and LM MBSs. The HetNet is
assisted by D dynamic drones that act as DBSs (i.e., DBS is carried by one drone) as depicted
in Fig. 6.1.
In this framework, we aim to optimize the deployment of DBSs in the geographical area
covered by the macrocell BS according to the network’s need and QoS requirements. We assume
that a dynamic drone can be in three different states: 1) the drone is in an idle mode and placed
at the charging station assumed to be located in the center of the cell (i.e., in the macrocell BS
site.), 2) the drone is placed at a pre-defined location in the cell and acting as a DBS to serve
users, or 3) the drone is in motion and flying from a location to another. Placing the charging
station at the center of the cell minimizes, in general, the flying time of drones and hence the
corresponding energy consumption.
We assume that there are ZD+1 possible locations available for drones’ deployment. These
locations, i = 0, · · · , ZD, can be pre-determined by the mobile operator during the planning
phase depending on several factors such as, historical network statistics, location constrains, etc.
Each location i is identified by its three dimensional (3D) geographical coordinates (xi, yi, hi).
The location i = 0 (i.e., x0 = y0 = h0 = 0) corresponds to the charging station. Hence, the
drone energy consumption depends essentially on its current location (i.e., time slot b) and the
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previous one (i.e., time slot b − 1). Note that once the drone landed in a specific location,
it will be in a static state instead of a moving state. This can help in reducing the energy
consumption of the drones and improve the battery lifetime.
Denote b as a binary matrix of size D × (ZD + 1). Its entries bdl(i) indicate the location
of the drone dl, where l = 1, · · · , D, and is given by
bdl(i) =

1, if the drone dl is placed at location i
during time slot b,
0, otherwise.
(6.1)
On the other hand, a dynamic ON/OFF switching mechanism is considered to turn off
redundant MBSs whenever it is possible [31],[129]. More specifically, MBS mk, k = 1, . . . , LM
can be turned off during low traffic periods and the small number of active users are oﬄoaded
to nearby DBSs or macrocell BS. As a result, the energy consumption of lightly loaded MBSs
can be eliminated. A binary vector pib is introduced to indicate the status of each ground MBS
mk and is given by:
pibmk =
 1, if MBS mk is operating during time slot b.0, otherwise. (6.2)
It should be noted that we always keep the macrocell BS active to ensure coverage and
minimum connectivity in this typical HetNet (i.e., one macrocell BS surrounded by multiple of
MBSs). In the case of multiple macrocell BSs covering a bigger geographical area, macrocell BSs
could be turned off and cell breathing mechanisms can be employed to ensure connectivity [24].
We denote by U b the average total number of users located in the macrocell BS during time
slot b and by U¯0, U¯m, and U¯d the maximum number of users that can be served by macrocell
BS, MBS mk, and DBS dl, respectively, such that U¯d ≤ U¯m  U¯0. These numbers reflect the
BSs’ capacities due to available number of frequency carriers and/or hardware and transmit
power limitations. We assume that the co-channel interference is ignored and the transmissions
are performed in orthogonal basis. Also, we assume that a user is served by at most one BS
(either a macrocell BS, MBS, or DBS). We consider that the user distribution during time slot
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Figure 6.1: Example of a HetNet assisted by DBSs.
b over the macrocell BS area A follow a certain probability density function (pdf) denoted by
f(x, y, b), where (x, y) represents the geographical coordinates of a user. We denote by AX
(AX ⊆ A) the coverage area of an active BS X where X ∈ {{0}, {mk : k = 1, · · · , LM}, {(dl, i) :
l = 1, · · · , D, i = 0, · · · , ZD}} referring to the macrocell BS, MBS mk, and DBS dl placed at
location i, respectively. Hence, the average number of users served by an active BS X during
time slot b is denoted by U bX and is given by:
U bX = min
(
U b
∫∫
AX
f(x, y, b) dxdy, U¯X
)
, (6.3)
for MBSs and DBSs, i.e., X ∈ {mk, (dl, i)}
and
U b0 = min
(
U b −
LM∑
k=1
pibmkU
b
mk
−
D∑
l=1
ZD∑
i=1
bdl(i)U
b
dl,i
, U¯0
)
, (6.4)
for macrocell BS, i.e, X = 0.
In (6.4), the priority in serving users is given to MBSs and DBSs as macrocell BS’s transmit
power is usually higher than that of MBS and DBS [130].
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6.1.2 Path Loss Model
Sice we are dealing with the average network statistics. Therefore, the channel model is
essentially based on the PL model. Fast-fading effects are ignored in this chapter. Two PL
models can be distinguished depending on the nature of the transmitter.
6.1.2.1 Ground-to-Ground Path Loss Model
The average PL between a ground BS X ∈ {0,mk} and a ground user is given by the
average PL for non-line of sight (NLoS) links and is expressed by [101]:
PLNLoSX [dB] = 20 log10
(
4piδX
λ0
)
+ ξNLoS, (6.5)
where δX is the average distance between the ground BS X and a served user located within
its cell, λ0 is the carrier wavelength, and ξNLoS is the average additional loss due to the free
space propagation loss for NLoS link.
6.1.2.2 Air-to-Ground Path Loss Model
The PL of the air-to-ground link is a weighted combination of two PL links: LoS and NLoS
links. This is due to the ability of the drones to serve users from high altitude as compared
to ground BSs. In this case, there will be a probability to obtain a LoS link between the DBS
and a user [101]. The average PL between the DBS l positioned at a position i and a served
user in urban environments for LoS link is given as [101]:
PLLoSdl,i [dB] = 20 log10
(
4piδdl,i
λ0
)
+ ξLoS, (6.6)
where δdl,i is the average distance between the DBS l located at position i and the served user
located in its cell and ξLoS is the average additional loss to the free space propagation loss for
LoS link.
The LoS probability is given by [98],[131],[132]:
pLoSdl,i =
1
1 + ν1 exp(−ν2[θdl,i − ν1])
, (6.7)
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where θdl,i is the elevation angle between DBS l positioned at location i and the served user in
degree. ν1 and ν2 are constant values that depend on the environment. The NLoS probability
is, then, equal to 1− pLoSdl,i . Therefore, the average PL for air-to-ground link is given by:
PLdl,i = p
LoS
dl,i
PLLoSdl,i + (1− pLoSdl,i )PLNLoSdl,i . (6.8)
6.1.3 Base Stations Power Model
In the active state and to serve its connected users during a time slot b, the BS X consumes
power denoted by P bX . However, in the idle mode, it consumes constant power equal to P
idle
X =
γX . The latter power corresponds to the minimum power required to readily activate BS X .
For simplicity, the total power consumption of an active BS X during a time slot b can be
approximated by a linear model as follows [130]:
P bX = αX P˜
b
X + βX , (6.9)
where αX is a parameter that scales with the radiated power, denoted by P˜ bX , and βX models
constant power. The radiated power of a BS X is expressed as:
P˜ bX = U
b
XPminPLX , (6.10)
where PLX is the corresponding average PL at the BS cell X . Note that PLX = PLNLoSX given
in (6.5) in the case of a macrocell BS or MBS and PLX = PLdl,i given in (6.8) in the case of
a DBS.
6.1.4 Drone Power Model
Besides the power consumed by the BSs carried by the drones (i.e., DBSs), the drone
consumes additional hovering and hardware powers. Without loss of generality, we assume
that all drones move with a fixed speed denoted by vd. The hover and hardware power levels,
denoted by Phov and Phar, can be expressed, respectively, as [133]:
Phov =
√
(mtotg)3
2pir2pnpρa
,
and
Phar =
Pfull − Ps
vmax
vd + Ps,
(6.11)
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where mtot, g, and ρa are the drone mass in [Kg], earth gravity in [m/s
2], and air density
in [Kg/m3], respectively. rp and np are the radius and the number of the drone’s propellers,
respectively. vmax is the maximum speed of the drone. Pfull and Ps are the hardware power
levels when the drone is moving at full speed and when the drone is in idle mode, respectively.
Note that, in (6.11), we assume that when serving users at a location i, the drone will be in a
static position, hence, it consumes only Ps for hardware power. However, when it is flying to
a destination (i.e., one of the ZD + 1 locations), it will consume Phar. Finally, the flying power
of DBS l can be calculated as:
Pf = Phov + Phar. (6.12)
6.1.5 Renewable Energy Model
It is assumed that DBS l can harvest from RE sources selected to be the photovoltaic energy.
We model the RE stochastic energy arrival rate as a random variable Φ Watt defined by a pdf
fΦ(ϕ
b
dl
). An event ηϕbdl in a time slot b can be interpreted as the average received amount of
power with respect to the received luminous intensity in a particular direction per unit solid
angle. The parameter η denotes the EH efficiency coefficient.
Table 6.1: Consumed and harvested energies of DBS l during time slot b for all possible cases.
Case Previous location Current location Consumed energy Harvested energy Charging energy
(1) b−1dl (j) = 1, j 6= i bdl(i) = 1, i 6= 0 (Pf + γd)Tf (j, i)+ ηϕbdl(Tf (j, i) + Tr(j, i)) 0
(P bdl,i + Ps)Tr(j, i)
(2) b−1dl (j) = 1, j = i 
b
dl
(i) = 1, i 6= 0 (P bdl,i + Ps)Tb ηϕbdlTb 0
(3) b−1dl (j) = 1, j 6= 0 bdl(i) = 1, i = 0 (Pf + γd)Tf (j, i)+ ηϕbdl(Tf (j, i) + Tr(j, i)) PchTr(j, i)
γdTr(j, i)
(4) b−1dl (j) = 1, j = 0 
b
dl
(i) = 1, i = 0 γdTb ηϕ
b
dl
Tb PchTb
In general, the RE generation matrix Φ, of sizeD×B, with elements ϕbdl ,∀l = 1, · · · , D, ∀b =
1, · · · , B can be modeled as follows:
Φ = Φ¯ + Φ˜, (6.13)
where Φ¯ is the deterministic portion of the RE generation that can be estimated from historical
data and Φ˜ is a matrix of random variables representing the stochastic portion of the RE
generation and models its uncertainty.
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To summarize, Table 6.1 presents the consumed and harvested energies of the drone for all
possible cases: 1) when the drone is moving from a location j 6= 0 to a new location i 6= 0, 2)
when the drone remains at the same location i 6= 0, 3) when the drone decides to go to the
charging station (i.e., i = 0) while it was positioned at location j 6= 0 during time slot b − 1,
and 4) when the drone decides to stay in the charging station i = 0. In Table 6.1, Tf (j, i)
corresponds to the drone trip duration from a location j to a location i and it is computed as
follows:
Tf (j, i) =
dj,i
vd
, (6.14)
where dj,i is the euclidean distance separating the two locations i and j. On the other hand,
Tr(j, i) = Tb − Tf (j, i) corresponds to the time spent by a drone at a location i to serve users
(i.e., i 6= 0) or to charge its battery (i.e., i = 0) such that Tf (j, i)  Tr(j, i). Pch denotes the
charging power per drone of the charging station.
6.2 Problem Formulation
In this section, three optimization problems are formulated, based on the knowledge level
of the RE generation, aiming to minimize the network’s energy consumption during the B time
slots. Choosing this metric reduces at maximum the use of drones and hence, sends them only
when needed. The first optimization problem corresponds to the zero knowledge case where the
mobile operator manages its BSs time slot by time slot without any prior information about
the future RE generation. The second one corresponds to the perfect knowledge case with full
information about the future RE generation where all the decision variables are simultaneously
optimized for the B time slots. The perfect knowledge case is a not realistic case. In this study,
it is used as a benchmark scenario for comparison with other cases or as an approximation
of the case where RE energy uncertainty is close to negligible. The third one assumes the
availability of statistical information about the future RE generation. Hence, the network’s
management based on RE uncertainty will be investigated under this partial knowledge case.
In general, the total energy consumption of the network during time slot b can be expressed as
Ebtot = E
b
0 + E
b
M + E
b
D, (6.15)
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where, using (6.4) and (6.9), Eb0 =
(
α0P˜
b
0
(
pib, b
)
+ β0
)
Tb and represents the energy consump-
tion of the macrocell BS during time slot b. EbM is the total energy consumption of LM MBSs
during time slot b which is expressed as:
EbM =
LM∑
k=1
[
pibmk(αmP˜
b
mk
+ βm) + (1− pibmk)γm
]
Tb. (6.16)
Finally, EbD =
∑D
l=1E
b
dl
corresponds to the total energy consumption of all D drones during
time slot b. Using Table 6.1 and knowing that Tf (i, i) = 0, the total energy consumption of a
drone dl during time slot b is expressed as follows:
Ebdl = 
b
dl
(0)
ZD∑
j=0
b−1dl (j) [(Pf + γd)Tf (j, 0) + γdTr(j, 0)] +
ZD∑
i=1
ZD∑
j=0
bdl(i)
b−1
dl
(j) [(Pf + γd)Tf (j, i) + (Pdl + Ps)Tr(j, i)] .
(6.17)
On the other hand and again using Table 6.1, the total harvest-plus-charging energy of DBS l
during time slot b due to EH and Pch, denoted by H
b
dl
, is given as follows:
Hbdl =
b
dl
(0)
ZD∑
j=0
b−1dl (j)
[
ηϕbdlTf (j, 0) + (ηϕ
b
dl
+ Pch)Tr(j, 0)
]
+
ZD∑
i=1
ZD∑
j=0
bdl(i)
b−1
dl
(j)ηϕbdl [Tb] .
(6.18)
It is assumed that the DBSs are battery powered devices. Therefore, the stored energy by
DBS l at the end of time slot b, denoted by Sbdl , is given by:
Sbdl = S
b−1
dl
+Hbdl − Ebdl . (6.19)
We assume that, initially, each battery is charged by an amount of energy denoted by S0dl .
6.2.1 Zero Knowledge Case
In this case, the mobile operator is not aware of the future RE generation process, i.e., ϕbdl
is unknown during any future time slots, where Φ in (6.13) is known during b only.
The optimization problem minimizing the total energy consumption at each time slot b with
EH drones is given as:
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minimize
b∈{0,1},pib∈{0,1}
Ebtot = E
b
0 + E
b
M + E
b
D (6.20)
subject to:
Ebdl ≤ Sb−1dl , ∀l, (6.21)
Sb−1dl +H
b
dl
≤ S¯, ∀l, (6.22)
ZD∑
i=0
bdl(i) = 1, ∀l, (6.23)
D∑
l=1
bdl(i) ≤ 1, ∀i = 1, · · · , ZD, (6.24)
U b −
LM∑
k=1
pibmkU
b
mk
−
D∑
l=1
ZD∑
i=1
bdl(i)U
b
dl,i
≤ U¯0. (6.25)
Constraint (6.21) indicates that the total energy consumed by a drone dl during the time slot
b has to be less than the energy stored at the beginning of this time slot. Constraint (6.22)
forces the total energy stored in the battery of a drone dl during the time slot b to be less than
the battery capacity denoted by S¯.
Note that S¯ is chosen such that the required energy to return a drone to the charging
station (i = 0) is guaranteed. This energy is simply equal to PfTf (imax, 0) where imax is the
farthest location from i = 0. Constraints (6.23) and (6.24) prevent the optimization problem
from positioning a drone in two or more different locations during the same time slot and
positioning at maximum one drone in the locations i = 1, · · · , ZD, respectively.
Note that multiple drones can be located simultaneously at the charging station i = 0. Fi-
nally, constraint (6.25) ensures that the macrocell BS’s capacity is not violated. This constraint
encourages the activation of MBSs and the deployment of DBSs during high traffic time slots.
Notice that this optimization problem will be solved at the beginning of each time slot
which is possible due to the knowledge of the status of the network during the previous time
slot b−1. Hence, the problem can be converted to the standard form of a binary linear
programming optimization problem. Optimal solutions for such a problem can be determined
optimally with Gurobi/CVX interface [134],[126],[127].
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6.2.2 Perfect Knowledge Case
In this case, the mobile operator can perfectly predict the future RE generation ϕbdl , ∀l =
1, · · · , D, ∀b = 1, · · · , B, ahead of time (i.e., Φ˜ = 0). This case can be considered as a useful
benchmark to compare with other cases. Therefore, the objective function becomes the mini-
mization of the total energy consumption of the network during all B time slots. The decision
variables are identified as  and pi that correspond to the vertical concatenation of the matri-
ces b and pib,∀b = 1, · · · , B, respectively. Hence, the problem becomes a binary non-linear
programming problem due to the existence of the binary products b−1dl (j)
b
dl
(i) in the energy
expressions given in (6.17) and (6.18). To linearize the problem, we introduce for each link the
parameter ζbdl(j, i) such that ζ
b
dl
(j, i) = b−1dl (j)
b
dl
(i) where the following inequalities have to be
respected:
ζbdl(j, i) ≤ b−1dl (j),
ζbdl(j, i) ≤ bdl(i),
and
ζbdl(j, i) ≥ b−1dl (j) + bdl(i)− 1. (6.26)
The first two inequalities ensure that ζbdl(j, i) = 0 if 
b−1
dl
(j) or bdl(i) is zero. The third inequality
guarantees that ζbdl(j, i) = 1 if 
b−1
dl
(j) = bdl(i) = 1. It can be deduced from (6.26) that when
ζbdl(j, i) = 1, the drone dl will move from location j to location i during time slot b. Hence,
the expressions (6.17) and (6.18) become depending on ζb(dl, n) and the decision variables turn
into ζ, , and pi that have the following number of elements: BD(ZD + 1)
2, BD(ZD + 1), and
BM , respectively. Accordingly, the optimization problem that minimizes the network energy
consumption during all B time slots is given by
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minimize
∈{0,1},pi∈{0,1},
ζ∈{0,1}
Etot =
B∑
b=1
Eb0 + E
b
M + E
b
D (6.27)
subject to:
b∑
t=1
Etdl −
b−1∑
t=1
Htdl ≤ S0dl , ∀l,∀b, (6.28)
S0dl +
b∑
t=1
Htdl −
b−1∑
t=1
Etdl ≤ S¯,∀l,∀b, (6.29)
ZD∑
i=0
bdl(i) = 1, ∀l,∀b, (6.30)
D∑
l=1
bdl(i) ≤ 1, ∀i = 1, · · · , ZD,∀b, (6.31)
U b −
LM∑
k=1
pibmkU
b
mk
−
D∑
l=1
ZD∑
i=1
bdl(i)U
b
dl,i
≤ U¯0, ∀b, (6.32)
ζbdl(j, i) ≤ bdl(i), ∀l,∀i,∀j,∀b, (6.33)
ζbdl(j, i) ≤ b−1dl (j), ∀l,∀i,∀j,∀b, (6.34)
ζbdl(j, i) ≥ b−1dl (j) + bdl(i)− 1, ∀l,∀i,∀j,∀b, (6.35)
Notice that the constraints (6.28)-(6.32) are similar to the constraints (6.21)-(6.25) except
that they have to be satisfied for all time slots b = 1, · · · , B. The constraints (6.28)-(6.29)
are obtained by replacing Sbdl by its expression given in (6.19). The constraints (6.33)-(6.35)
correspond to the linearization process as indicated in (6.26).
In terms of complexity, the linearized perfect knowledge optimization problem is largely
more complex than the one of the zero knowledge case due to the higher number of binary
decision variables and constraints. The linearized perfect knowledge problem can be also solved
optimally with Gurobi/CVX interface [134],[126],[127].
6.2.3 Partial Knowledge Case
In this case, the mobile operator has only partial knowledge about future RE generation
(i.e., the RE generation is uncertain). One of the ways to deal with the RE uncertainty is to
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solve the optimization problem using stochastic programming. Stochastic programming is a
mathematical framework for modeling optimization problems in which some or all optimization
variables are presented by random variables that involve uncertainty. The goal of such frame-
work is to provide useful analytical or numerical information to a decision maker by finding a
feasible policy that optimizes the expectation of some functions of the deterministic and the
random decision variables [135]. In this case, we use two-stage recourse stochastic programming
to represent the impacts of uncertainty in the partial knowledge case due to its simplicity.
This approach includes two stages. In the first stage, the decision is made before observing
the stochastic variables. Once the uncertain events have been unfolded, further decision on the
operation of the system can be made through the second stage [90]. The first stage in stochastic
programming is to optimize other variables, given that the output variables are known, for any
given value of Φ. Then, the decision needs to be updated once the actual realization of Φ
has been obtained. More specifically, we choose to fix feasible values of pi since it does not
directly depend on the RE generation. This allows us to compute the best combination of other
variables (i.e., ζ and ) provided that Φ is known.
The objective function given in (6.27) can be re-written as
Etot = Eˆ + E
∗, (6.36)
where Eˆ does not depend on the RE directly while E∗ does.
Therefore, the problem can be written as a two-stage recourse problem as follows [136]:
minimize
pi∈{0,1}
Etot = Eˆ + EΦ[E∗], (6.37)
where EΦ[.] represents the expectation function with respect to Φ and E∗ can be obtained as
follows:
94
E∗ = minimize
∈{0,1},ζ∈{0,1}
f(, ζ) (6.38)
subject to:
b∑
t=1
Etdl −
b−1∑
t=1
Htdl(ϕ
b
dl
) ≤ S0dl , ∀l,∀b, (6.39)
S0dl +
b∑
t=1
Htdl(ϕ
b
dl
)−
b−1∑
t=1
Etdl ≤ S¯,∀l,∀b, (6.40)
ZD∑
i=0
bdl(i) = 1, ∀l,∀b, (6.41)
D∑
l=1
bdl(i) ≤ 1, ∀i = 1, · · · , ZD,∀b, (6.42)
U b −
LM∑
k=1
pibmkU
b
mk
−
D∑
l=1
ZD∑
i=1
bdl(i)U
b
dl,i
≤ U¯0, ∀b, (6.43)
ζbdl(j, i) ≤ bdl(i), ∀l,∀i,∀j,∀b, (6.44)
ζbdl(j, i) ≤ b−1dl (j), ∀l,∀i,∀j,∀b, (6.45)
ζbdl(j, i) ≥ b−1dl (j) + bdl(i)− 1, ∀l,∀i,∀j,∀b, (6.46)
where f(, ζ) is a function of  and ζ. In this case,  and ζ are considered the second stage
decision variables.
The solution of the first stage problem can be solved efficiently by evaluating the expectation
over Φ, in case the solution of the second stage problem can be obtained in its closed-form
expression. However, in most cases, obtaining a closed-form solution may either be impossible
or requires the computation of very complicated and intractable expressions.
In order to simplify the problem, we propose to discretize the random variables to solve
the two stage problem recourse efficiently [137]. This allow the achievement of near optimal
solutions for continuous random variables with an accuracy level dependent on the discretization
scale.
It is assumed that the random variables ϕbdl , ∀l = 1, · · · , D, ∀b = 1, · · · , B is discretized
to take a set of V possible values. We denote by V the set that includes all the possible
combinations of the RE generation over the drones. Its size is given as |V| = V DB, where |.|
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denotes the cardinality of a set, and depends on the number of drones D and the number of
time slots B. We consider that each possibility of V is realized with a probability Pv, v =
1, · · · , |V| where Pv indicates the probability mass function of ϕbdl which can be determined
from the discretization process. Therefore, the two stage recourse optimization problem can be
formulated as the following large binary linear programming problem:
minimize
v∈{0,1},pi∈{0,1},
ζv∈{0,1}
Eˆ + EΦ[f(v, ζv)] (6.47)
subject to:
b∑
t=1
Etdl,v −
b−1∑
t=1
Htdl,v(ϕ
b
dl
) ≤ S0dl , ∀l,∀b,∀v, (6.48)
S0dl +
b∑
t=1
Htdl,v(ϕ
b
dl
)−
b−1∑
t=1
Etdl,v ≤ S¯,∀l,∀b,∀v, (6.49)
ZD∑
i=0
bdl,v(i) = 1, ∀l,∀b,∀v, (6.50)
D∑
l=1
bdl,v(i) ≤ 1, ∀i = 1, · · · , ZD, ∀b,∀v, (6.51)
U b −
LM∑
k=1
pibmkU
b
mk
−
D∑
l=1
ZD∑
i=1
bdl,v(i)U
b
dl,i
≤ U¯0,∀b,∀v, (6.52)
ζbdl,v(j, i) ≤ bdl,v(i), ∀l,∀i,∀j,∀b,∀v, (6.53)
ζbdl,v(j, i) ≤ b−1dl,v(j), ∀l,∀i,∀j,∀b,∀v, (6.54)
ζbdl,v(j, i) ≥ b−1dl,v(j) + bdl,v(i)− 1, ∀l,∀i,∀j,∀b,∀v, (6.55)
where EΦ[f(v, ζv)] =
|V|∑
v=1
Pvf(v, ζv). The optimal solution for the binary linear optimization
problem given in (6.47)-(6.55) can be determined using Gurobi/CVX interface [134],[126],[127].
Notice that this problem becomes very complex compared to the other scenarios as the
number of its constraints exponentially scales with the number of possibilities V DB.
6.3 Numerical Results
In this section, selected numerical results are provided to investigate the benefits of utilizing
dynamic DBSs in HetNets. Firstly, the results are investigating the zero knowledge and perfect
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knowledge cases to show the performance and advantages of the proposed drone-assisted HetNet
model. Then, a comparison with the partial knowledge case is performed to evaluate the impact
of uncertainty on the system performance.
6.3.1 Simulation Parameters
Table 6.2: System parameters.
Parameter Value Parameter Value Parameter Value
λ0 (m) 0.125 Pmin(dBm) -70 Tb (minute) 10
ν1 9.6 ν2 0.29 ξLoS (dB) 1
ξNLoS (dB) 12 α0 4.7 β0 (W) 130
αm 2.6 βm (W) 56 γm (W) 39
αd 4 βd (W) 6.8 γd (W) 2.9
S¯ (kJ) 10 vd = vmax (m/s) 15 mtot (g) 750
rp (cm) 20 np 4 Ps (W) 0.5
Pch (W) 10 η 0.3 U¯0 130
Assume a HetNet consisting of one macrocell BS with radius of one km, four MBSs (LM = 4)
with a coverage of 250 meters, and six identical drones (D = 6), unless otherwise stated, that
can potentially be placed in sixteen different locations (ZD = 16) in addition to the charging
station location. We consider that these 16 locations have the same altitude hi = 60 meters,
∀i = 1, . . . , 16 and that each drone has a coverage of 150 meters to meet the minimum required
receiving power Pmin = −70 dBm. The ZD + 1 pre-planned locations are indicated as depicted
in Fig 6.2. We assume that the drones are initially charged with S0dl = 6 kJ of energy and placed
at the charging station. The average received amount of photovoltaic power φbdl is assumed to
be generated following a Gamma distribution with shape and scale parameters equal to 1 and
2, respectively. We assume that U b = 140,∀b = 1, · · · , B users exist within the macrocell BS
unless otherwise stated. In case of cell overlap between the MBS and an active DBS, we assume
that the drone has the priority in serving the users in the intersection region once deployed. In
Table 6.2, we present the values of the remaining parameters used in the simulations [130],[133].
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6.3.2 System Performance
In Fig. 6.2, we start by investigating the behavior of two randomly selected drones, drone
d1 and drone d3 respectively, for two different user distributions but for the same number of
users and RE generation per drone and time slot. In Fig. 6.2(a,c), we consider a uniform user
distribution and hence, if a drone is placed in a location i 6= 0, it will serve, on average, exactly
the same number of users as another drone placed in another location j 6= i. In Fig. 6.2(b,d),
another non-uniform distribution is considered and hence, the number of users to be served
differs from a location to another. It is shown that with the uniform distribution, once the
drone is sent to a location i then, it has two possibilities for the next slot, either to stay at the
same location (e.g., d1 during b = 3, 4) if it has enough energy, otherwise, it returns back to the
charging station (e.g., d1 during b = 2). On the other hand, with the random distribution, the
drone can go from one location to another to serve the users without passing by the charging
station. For instance, d1 goes to i = 5 in b = 3, then moves to i = 2. It is also worth to note
that the drones avoid long distance trip when selecting the locations unless they are forced to
do it due to high user density in these locations (e.g., d3 with random distribution moves to
i = 2, 15 during b = 3, 1, 5).
In Fig. 6.3, we plot the energy consumption and number of active drones per time slot for
B = 20 and different number of users uniformly distributed (i.e., U b = 140 and U b = 160, ∀b).
This figure investigates the impact of RE for two cases: 1) when the drones are supported by
solar panels and 2) when the drones are charged by the central station only. It is shown that
EH does not only help in reducing the total fossil fuel consumption of the network but also, it
helps in avoiding (or decreasing) the outage risk (i.e., where not all users can be simultaneously
served). Indeed, when the number of users in the network is relatively large (e.g., U b=160),
two outage periods are detected b = {9, 10} and b = 18. These outages are due to two reasons:
Firstly, the non-EH drones need to go to the central station to charge their batteries more
frequently than the solar-powered drones. Secondly, the EH drones can harvest energy when
flying and serving users which contributes to the increase of their battery levels and hence, get
more flexibility to move to other locations without passing by the charging station. This is
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Figure 6.2: The behavior of two drones, drone d1 (a,b), drone d3 (c,d) for different user distri-
butions with D = 6.
deduced from the number of active drones of each case which is higher for the EH case.
Fig. 6.4 compares between the zero and perfect knowledge cases presented in Section 6.2
for different number of drones while increasing the total number of users per time slot. It is
noticed that increasing the number of drones help in avoiding network outage and reducing the
total energy consumption specially when the network becomes more and more congested. For
example, in the traditional case without drone, the network becomes overloaded for a number
of users higher than U b > 160. Furthermore, the perfect knowledge case achieves a more
important energy saving due to its efficient management of the harvested energy compared to
the zero knowledge case. Nevertheless, the achieved performance of the zero knowledge case
follows the same trend of the one of the perfect knowledge case.
In Fig. 6.5 and Table 6.3, another scenario is investigated for time varied number of users
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Figure 6.3: Total energy consumption and number of active drones during the trial period for
(a) U b = 140, ∀b and (b) U b = 160, ∀b.
over B = 10 time slots and with D = 4 drones and LM = 4 MBSs. The behavior of the drones
and the statuses of MBSs are illustrated for each time slot using the zero and perfect knowledge
cases. Fig. 6.5(a)-(c) plot the total energy consumption of the drones, MBSs, and macrocell
BS, respectively. Also, the total energy consumption per time slot is presented in Fig. 6.5(d).
It can be noticed that, in general, activating the MBSs and/or DBSs essentially depends on the
traffic and drones’ battery level. Fig. 6.5 also, shows the advantages of using the MBSs along
with the drones in order to reduce the macrocell BS energy, thus, reduce the total consumed
energy. For example, although the macrocell BS can handle all the users during b = 3 (i.e.,
U3 = 120), the optimization suggests to activate 3 MBSs and 4 drones for both zero and perfect
knowledge cases in order to reduce the total transmit power of the macrocell BS and hence, the
total energy consumption. Another important notice can be deduced from Table 6.3, although
the number of users during b = 4 (i.e., U b = 80) is greater than the number of users during
b = 7 (i.e., U b = 60), we activate only one drone during b = 4 instead of 3 drones during b = 7.
This is can be justified by the fact that since the network was more congested during b = 3
100
20 40 60 80 100 120 140 160 180 200
Total number of users
200
300
400
500
600
700
800
Av
er
ag
e 
en
er
gy
 c
on
su
m
pt
io
n 
[K
J]
Without Drones
Zero knowledge with D=6
Zero knowledge with D=10
Perfect knowledge with D=6
Perfect knowledge with D=10
Figure 6.4: Comparison between the zero knowledge and perfect knowledge cases for different
values of D.
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Figure 6.5: Comparison between zero and perfect knowledge cases for D = 4 and B = 10.
compared to b = 6 where more drones were sent then, due to the drones’ battery limitation,
one drone is activated during b = 4.
It is also worth to note that there is a kind of alternation between the activation of MBSs
and the drones’ deployment. If the network is partially congested, we notice that the system
decides either to deploy drones or activate MBSs depending on the battery levels. For example,
for the perfect knowledge, during b = 7, 3 MBSs are activated while no drone is used. However,
during b = 8, 2 MBSs are turned off and all drones are employed.
On the other hand, it can be shown that the prefect knowledge case achieves better per-
formance than the one of the zero knowledge case by managing the available resource more
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Table 6.3: Drones and MBSs status during multiple time slots.
Number of Active MBSs Active drones
users per b m1 m2 m3 m4 d1 d2 d3 d4
P
e
rf
e
c
t
k
n
o
w
le
d
g
e
c
a
se
U1 = 100 × - × × × × × ×
U2 = 40 × × - - - - - -
U3 = 120 - × × × × × × ×
U4 = 80 × × × × - - - -
U5 = 160 × × × × × × × ×
U6 = 100 × × × × - - - ×
U7 = 60 - × × × - - - -
U8 = 140 × - × - × × × ×
U9 = 140 × - × × × × - ×
U10 = 80 - × × × - - × -
Z
e
ro
k
n
o
w
le
d
g
e
c
a
se
U1 = 100 × - × × × × × ×
U2 = 40 - - - × - - - -
U3 = 120 × × × - × × × ×
U4 = 80 × × - - × - - -
U5 = 160 × × × × - × × ×
U6 = 100 × × - - × - - -
U7 = 60 × - × × - × × ×
U8 = 140 × × × × × × × -
U9 = 140 × × × × - - - ×
U10 = 80 × × - - × × × -
efficiently such as drones’ available batteries. For example, as shown in Table 6.3, during b = 7
(i.e., U7 = 160), the perfect knowledge case keeps all the drones in the charging station in
order to charge the batteries and hence, it becomes possible to send most of them during the
next two time slots (i.e., d1, d2, d3, and d4 are active during b = 8 and d1, d2, and d4 are active
during b = 9) where the network is more congested, i.e., U8 = U9 = 140 as shown in Table 6.3.
As shown in Fig. 6.5, although it consumes more energy than the zero knowledge case, which
is around 20 kJ, when b = 7, the perfect knowledge case saves more energy, which is around 75
kJ, during the next two time slots b = 8 and b = 9.
Finally, Fig. 6.6 plots the average energy consumption per time slot b (i.e., Etot/B) versus
the total number of users for D = 3. The results compare between the different RE knowledge
cases: zero, perfect, and partial knowledge cases, where different deviation values from the
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Figure 6.6: Comparison of the average energy consumption per time slot versus the total
number of users for D = 3 and three drone management cases (i.e., zero, partial, perfect) with
different deviation values in Φ.
mean of RE generations Φ are considered in the partial knowledge case. In other words, we
consider a discrete decision variable with 2 possibilities where Φ˜ ∈ {−x%Φ¯, x%Φ¯} . In the
figure, we set x = {5, 10, 20, 30}. The obtained results confirm that the perfect knowledge
case always achieves the lowest energy consumption compared to the other cases (zero and
partial knowledge cases) as it represents the benchmark solution. On the other hand, the
partial knowledge case achieves better performance compared to the zero knowledge case and
the obtained energy consumption remains close to the perfect case when the uncertainty is
relatively small (e.g., 5%, 10%, 20%). However, when the uncertainty is relatively large, (e.g.,
30%), the zero knowledge case outperforms the partial knowledge case since the drones in the
latter case can not consume the available power in their batteries efficiently. Indeed, when the
uncertainty level becomes high, the stochastic programming solution reduces the risk of failing
103
in an outage scenario (either in terms of battery depletion or in terms of network outage).
Therefore, it forces the drones to return to the charging station more frequently than the zero
knowledge case. Hence, more MBSs are activated and a major part of the users are served by
the macrocell BS. This happens clearly, when the number of users is relatively large.
6.4 Chapter Summary
In this chapter, we proposed an energy management framework for cellular heterogeneous
networks assisted by solar-powered drone small cells. A BLP problem is formulated in order
to minimize the total energy consumption of the networks over a time-slotted period while
maintaining the network coverage and connectivity. Multiple drone base stations are optimally
placed in order to support overloaded cells while taking into account their photovoltaic energy
generation and battery capacity. In order to deal with the uncertainty in the renewable energy
generation, two cases are investigated in our analysis. The first case, identified as the zero
knowledge case, manages the system time slot per time slot without considering future renew-
able energy generation. The second case exploits the partial knowledge about future renewable
energy generation and devises a pre-planned network management while considering the level
of uncertainty in its optimization. These two cases are compared to a benchmark case assuming
perfect knowledge of future renewable energy generation, i.e., zero uncertainty.
Through several numerical results, we investigated the behavior of the dynamic drones as
well as the ON/OFF switching operation applied to the micro cell BSs for different scenarios.
Our results show the notable impacts of employing dynamic drones mainly during peak-hour
periods in ensuring connectivity and supporting overloaded cells with minimum energy con-
sumption. As expected the perfect knowledge case outperforms the other cases which provides
close solutions for low levels of uncertainty. However, for high uncertainty level, the partial
knowledge case will be more risk-aware and generates safer solutions to avoid battery depletion
and network outage.
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK
7.1 Conclusions and Summary of Contributions
In this thesis, all research efforts have focused on proposing and analyzing energy efficient
planning and operation models for wireless communication systems. A brief summary of the
main contributions of this thesis is outlined.
• Chapter 3 proposed an overlay CR relaying problem using TWR system assisted with
multiple antennas. A meta-heuristic approach based on particle swarm optimization
algorithm was developed to solve the formulated optimization problem. In this setup
multiple AF relays are used where the primary and cognitive terminal powers were opti-
mized adaptively with the bandwidth and amplification gains. The objective was based
on maximizing the cognitive utility while satisfying a certain primary target rate. Starting
with expressions of primary and cognitive powers for fixed bandwidths and amplification
gains, a meta-heuristic approach based on PSO algorithm was developed to reach a near-
optimal solution. Moreover, in addition to the sum rate objective function, other utilities
are investigated to introduce more fairness among cognitive users.
• Chapter 4 proposed a multiple-relay selection scheme for PS protocol-based EH TWR
system. The relays harvest energy from RE and RF sources. An optimization problem
was formulated aiming to maximize the rate utility over multiple time slots. Due to
the non-convexity of the optimization problem, a joint-optimization approach based on
BPSO and geometric programming is adopted. The proposed solution enables the system
to achieve near optimal solutions with a significant gain compared to dual problem-based
solution.
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• Chapter 5 proposed a green downlink EH framework in three tier HetNets using hybrid
power sources. All the BSs are equipped with a harvested source and can get some energy
from GG or/and TG when needed. A binary linear optimization problem was formulated
aiming to minimize the energy cost over multiple time slots. The problem was solved
optimally and compared with two low complexity algorithms.
• Chapter 6 proposed an energy management framework for cellular HetNets assisted by
solar-powered DBSs. Multiple drones are optimally placed in order to support overloaded
cells while taking into account their photovoltaic energy generation and battery capacities.
In order to deal with the uncertainty in the renewable energy generation, two cases
are investigated in our analysis. The first case, identified as the zero knowledge case,
manages the system time slot per time slot without considering future renewable energy
generation. The second case exploits the partial knowledge about future renewable energy
generation and devises a pre-planned network management while considering the level of
uncertainty in its optimization. These two cases are compared to a benchmark case
assuming perfect knowledge of future renewable energy generation, i.e., zero uncertainty.
The results show notable impacts of employing dynamic drones mainly during peak-hour
periods in ensuring connectivity and supporting overloaded cells with minimum energy
consumption. As expected the perfect knowledge case outperforms the other cases which
provides close solutions for low levels of uncertainty. However, for high uncertainty level,
the partial knowledge case will be more risk-aware and generates safer solutions to avoid
battery depletion and network outage.
7.2 Future Works
The future and ongoing works of this thesis will deal with new research directions that can
improve our work and lead to better performance
• Internet of Things with 5G Support and Energy Harvesting
In the close future, each physical object/machine will be connected to the internet and
able to identify itself to other devices. Actually 4G is good enough for now, however in
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few years, 4G will obviously not be able to meet requirements for new devices. Therefore,
5G is considered as the backbone of the IoT that links the fixed devices with moving
devices. In addition to energy consumption, one of the challenges is the interference
management between devices. Interestingly, most of IoT devices are low power devices
and require relatively low data rates such as bio-sensors and environmental monitoring
sensors.
I intend to propose optimization problems that use efficient multiple access protocols to
squeeze in a lot of IoT devices with different QoS requirements into the same time slot or
bandwidth. On the other hand, each IoT will be equipped with a harvester that harvests
from RE and RF sources to power its communication points.
Therefore, the objective will be to minimize the total energy consumption and reduce the
carbon footprint of the network while achieving different QoS for different users under
the 5G IoT framework.
• Self Healing Assisted with Drone-based Communications
The drone-based communications has represented a novel and interesting area of research
in communications, where drones-based communications provides more degrees of free-
dom in time (available on demand) and space (mobile) and they can be located according
to uses need.
When a failure occurs in any BS tier, the conventional and well-known self-healing tech-
nique for compensating this failure is to change the BSs antenna power and tilt to serve
the users of the failed BS. The disadvantage of this technique is that the users of the
neighboring cells will be affected by this change in their BSs antenna power and tilt.
On the other hand, if the network is supported by DBSs, when the failure occurs, the
conventional technique will be used to serve the users of the failed BS until the drones
reach the predetermined locations. When the drones reach this locations, the neighboring
BSs will return to serve their own users only and the users of the failed BS will be served
by the DBSs.
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Therefore, the next task is to investigate drone-based communication under a multiple
failure BSs scenario by optimizing the location of these drones, managing their limited
energy consumption, and evaluating their achieved performance to help failed BSs in
healing some of their users.
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APPENDIX A. PARTICLE SWARM OPTIMIZATION ALGORITHM
PSO algorithm can be employed to optimize N vector variable. The PSO algorithm was
introduced in 1995 [138] and it is inspired by swarm intelligence, social behavior, and food
searching by a flock birds and a school of fish. This approach is widely used in several wireless
communication fields due to its simplicity and efficiency [139],[140],[141]. Due to the following
advantages of PSO compared with the other heuristic approaches, we apply it for solving some
problem: (i) simple search process and easy to implement by manipulating few numerical
parameters (e.g., such as the number of particles and acceleration factors for PSO), (ii) it
requires low computational cost attained from small number of agents, and (iii) it provides a
good convergence speed [142].
Although PSO’s application has been proved to be effective, convergence to its most opti-
mistic solution cannot be guaranteed in theory [143].
First, the PSO generates N random particles N (n), n = 1, · · · , N , to form an initial popu-
lation set S. The algorithm computes the achieved utility of all particles for this N (n). Then,
it finds the particle that provides the global optimal utility for this iteration, denoted N (global).
In addition, for each particle n, it memorizes the position of its previous best performance,
denoted N (n,local). After finding these two best values, PSO updates its velocity ν(n)j and its
particle positionsN (n)j . These steps are repeated until reaching convergence by either attaining
the maximum number of iterations or stopping the algorithm when no improvement is noticed.
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Particle Swarm Optimization Algorithm
For the continuous variables case, the updated velocity ν
(n)
j and particle positions N (n)j at
each iteration q are given respectively as follows
ν
(n)
j (q + 1) = ψ0ν
(n)
j (q) + c1ψ1(q)
(
N (n,local)j (q)−W (n)j (q)
)
+ c2ψ2(q)
(
N (global)j (q)−N (n)j (q)
)
,
(A.1)
N (n)j (q + 1) =
(
N (n)j (q) + ν(n)j (q + 1)
)+
, (A.2)
where ψ0 is the inertia weight used to control the convergence speed (0.8 ≤ ψ0 ≤ 1.2). ψ1 and
ψ2 are two random positive numbers generated for iteration q (ψ1, ψ2 ∈ [0, 2]) [109]. Finally,
c1 and c2 are the step size that a particle takes towards the best individual candidate solution
N (n,local) and the global best solution N (global). This procedure is repeated until convergence
(i.e., the utility remains constant for a certain number of iterations or reaching maximum
number of iterations).
Binary Particle Swarm Optimization Algorithm
For the binary variables case the, updated velocity ν
(n)
j and particle positions N (n)j at each
iteration q are given respectively as follows
ν
(n)
l,b (q + 1) =ψ0ν
(n)
l,b (q) + ψ1(q)
(
N (n,local)j (q)−N (n)j (q)
)
+ ψ2(q)
(
Nmaxj (q)−N (n)j (q)
)
, (A.3)
N (n)j (q + 1) =
 1 if rrand < ΨBPSO
(
ν
(n)
l,b (q + 1)
)
,
0 otherwise.
(A.4)
where rrand is a pseudo-random number selected from a uniform distribution in [0, 1] and ΨBPSO
is a sigmoid function for transforming the velocity to probabilities and is given as:
ΨBPSO (x) =
1
1 + e−x
. (A.5)
110
APPENDIX B. GEOMETRIC PROGRAMMING
GP is a class of nonlinear and nonconvex optimization problems that can be efficiently
solved after converting them to a nonlinear but convex problems [107]. The interior-point
method can be applied to GP with a polynomial time complexity [144]. The standard form of
GP is defined as the minimization of a posynomial function subject to inequality posynomial
constraints and equality monomial constraints as given below:
minimize
z
f0(z) (B.1)
subject to:
fi(z) ≤ 1, ∀i = 1, ..,m, (B.2)
f˜j(z) = 1, ∀j = 1, ..,M, (B.3)
where fi(z), i = 0, ..,m, are posynomials and f˜j(z), j = 1, ...,M are monomials. Monomial are
defined as a function f : Rn++ → R as follows
f(z) = z0z
c¯1
1 z
c¯2
2 ...z
c¯n
n , (B.4)
where the multiplicative constant z0 ≥ 0, and the exponential constants c¯i ∈ R, i = 1, ..., n. A
posynomial is a nonnegative sum of monomials.
In general, GP in its standard form is a non-convex optimization problem, because posyn-
omials and monomials functions are not convex functions. However, with a logarithmic change
of the variables, objective function, and constraint functions, it can be turned into an equivalent
convex form using the property that the logarithmic sum of exponential function is a convex
(see [107] for more details). From a relaxed GP, we propose an approximation to solve out the
original non-convex problem.
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