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Abstract
Our main result is an example of a triangular map of the unite square, F(x, y) = (f (x), gx(y)),
possessing periodic orbits of all periods and such that no infinite ω-limit set of F contains a periodic
point. We also show that there is a triangular map F of type 2∞ monotone on the fibres such that
any recurrent point of F is uniformly recurrent and F restricted to the set of its recurrent points is
chaotic in the sense of Li and Yorke.
For a continuous map ϕ of the interval there is a long list of more than 50 conditions characterizing
zero topological entropy, including, e.g., conditions (i) ϕ is of type 2∞, (ii) every recurrent point
of ϕ is uniformly recurrent, (iii) ϕ restricted to the set of chain recurrent points is not chaotic in
the sense of Li and Yorke, (iv) no infinite ω-limit set contains a cycle. The problem presented by
A.N. Sharkovsky in the eighties is to decide which of these conditions remain equivalent in the class
of triangular maps. Our second example completes the results obtained, e.g., by Forti et al. (1999),
Kocˇan (2003) and Šindelárˇová (2003), concerning triangular maps monotone on the fibres. The first
example, with a more sophisticated proof, contributes to a more difficult problem of classification
of general triangular maps, which is still not completely solved; the main partial results have been
obtained by Kolyada (1992).
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1. Introduction
Let I = [0,1] be the unit interval, and C(I, I ) the class of continuous maps I → I .
A triangular map is a continuous map F : I 2 → I 2 of the form F(x, y) = (f (x), gx(y)).
We will denote the class of triangular maps by T (I 2, I 2). The map f is called the base
for F , gx is a map from the layer or fibre Ix = {x} × I to I . We will denote by Tm(I 2, I 2)
the class of triangular maps monotone on the fibres. It turns out that T (I 2, I 2) is a spe-
cial class of two-dimensional maps, sharing many properties with C(I, I ). For example,
Sharkovsky’s theorem on coexistence of periodic orbits is true for such maps [6]. On the
other hand, there is a triangular map of type 2∞ with positive topological entropy [9],
which is impossible in C(I, I ). For continuous maps of the interval there is a long list
of about 50 mutually equivalent conditions characterizing maps with zero topological en-
tropy [10]. Some of them are not applicable to two-dimensional maps, some even appeared
not to be true ([1] or [11]). Nevertheless, about 30 of them can be considered for triangular
maps. There is a problem formulated in the eighties by Sharkovsky to find all implica-
tions between these conditions in the class T (I 2, I 2). Some partial results can be found,
e.g., in [9,4,5,7,11,8]. In this paper we contribute with two results and, before stating them,
we present in a more detailed form the context.
For a continuous map φ of a compact metric space (X,d) we denote by h(φ) the topo-
logical entropy of φ, by CR(φ), Ω(φ), ω(φ), C(φ), Rec(φ), UR(φ) and Per(φ) the set of
chain recurrent points, of nonwandering points, of ω-limit points of φ, the center of φ, the
set of recurrent, uniformly recurrent and periodic points of φ, respectively.
Recall that a point x ∈ X is recurrent if, for any neighborhood V of x, there exists n
such that φn(x) ∈ V while it is uniformly recurrent if, for any neighborhood V of x, there
is a constant K > 0 such that nk+1 − nk < K , for any k, where {nk}∞k=1 is the increasing
sequence of times with φnk (x) ∈ V . The other notions used in the following are standard
ones and can be found, e.g., in [2].
We say that φ restricted to an invariant set A ⊂ X is chaotic, if there is a Li
and Yorke pair in A, i.e., points x, y such that lim supi→∞ d(φi(x),φi(y)) > 0, and
lim infi→∞ d(φi(x)φi(y)) = 0. Finally, we say that φ is of type 2∞ if the set of periods
of points in Per(φ) is the set of powers of 2.
In the class Tm(I 2, I 2), the following conditions are equivalent:
(1) h(F ) = 0;
(2) every ωF (z) contains a unique minimal set;
(3) no infinite ωF (z) contains a cycle;
(4) F is of type  2∞;
(5) there are no homoclinic trajectories.
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are summarized. Two open problems remained concerning the possible implications be-
tween (3) and (4) and between (3) and (5). Herein we answer the problem concerning the
relation between (3) and (4) with the following
Theorem 1. There is a map F ∈ T (I 2, I 2) possessing periodic orbits of all periods and
such that no infinite ω-limit set of F contains a periodic point.
Therefore, all known implications are displayed in the graph on Fig. 1, where a missing
arrow means that there is no implication, except for implications that follow by transitivity.
The remaining open problem is indicated by an arrow with query.
Now, we pass to the problem of classification of triangular maps of type 2∞ in
Tm(I 2, I 2). We consider the following properties:
(1) F |CR(F ) is nonchaotic;
(2) F |Ω(F) is nonchaotic;
(3) F |ω(F) is nonchaotic;
(4) F |C(F) is nonchaotic;
(5) F |Rec(F ) is nonchaotic;
(6) F |UR(F ) is nonchaotic;
(7) UR(F ) = Rec(F );
(8) any ωF (z) contains a unique minimal set;
(9) no infinite ωF (z) contains a cycle;
(10) h(F ) = 0;
(11) there are no homoclinic trajectories.
The complete graph of implications, proved till now, between the corresponding con-
ditions is displayed in [8], where only one open problem remains, about the relations
between (5) and (7) (and, of course, (6) and (7)). The following Theorem 2 provides the
example which was missing to complete the classification.
Fig. 1.
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Theorem 2. There is a map F ∈ Tm(I 2, I 2) of type 2∞ such that any recurrent point of F
is uniformly recurrent, and F is chaotic in the sense of Li and Yorke on Rec(F ).
Thus, all implications are displayed in the graph on Fig. 2 where the meaning of the
arrows is the same as for Fig. 1.
The paper is organized as follows. Proof of Theorem 1 is given in Section 2. It consists
of a sequence of lemmas and propositions involving symbolic dynamics. Necessary notions
and terminology are introduced on proper places. However, the reader is referred to [3,4]
or [5]. Proof of Theorem 2 is contained in Section 3.
2. Proof of Theorem 1
In order to construct a triangular function F satisfying the properties stated in Theo-
rem 1, we need to introduce some notations and definitions.
First, we denote by Q the Cantor middle third set; it is well known that any point
x ∈ Q can be uniquely represented as x = ∑∞i=1 2xi/3i , where xi ∈ {0,1}. The cor-
respondence between x and the related sequence xi ∈ {0,1} is a homeomorphism be-
tween Q and the space {0,1}∞ of all sequences of zeros and ones with the metric
ρ(x,y) = max{1/i: xi = yi}. This homeomorphism is order preserving when {0,1}∞ is
considered with the lexicographic ordering. So, from now on, we use the following nota-
tions:
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• |y| is the point of Q corresponding to the sequence y ∈ {0,1}∞;
• 0∞ and 1∞ denote the sequences of all zeros and of all ones respectively; similarly,
0k and 1k represent the finite sequences of k zeros and k ones respectively;
• given a sequence a ∈ {0,1}∞, a|m denotes the block of the first m digits of a.
Sometimes, when no ambiguity is possible, we will identify the real number x ∈ Q with
its corresponding sequence x.
For a finite sequence (possibly empty) a1a2 · · ·an with ai ∈ {0,1}, we define the corre-
sponding J -interval of rank n 0 as the following interval of [0,1]
Ja1a2···an =
[
a1a2 · · ·an0∞, a1a2 · · ·an1∞
]
. (1)
A J -interval of rank n has length 1/3n.
Similarly, we define an L-interval of rank n 0 as the interval
La1a2···an =
[
a1a2 · · ·an01∞, a1a2 · · ·an10∞
]
. (2)
Thus any L-interval is the closure of an interval complementary to Q in I . An L-interval
of rank n has length 1/3n+1.
The triangular map F we are constructing has as base map the function f given by
f (x) =

3x, x ∈ [0, 13 ],
1, x ∈ [ 13 , 23 ],
3 − 3x, x ∈ [ 23 ,1].
We have the following well-known result (e.g., [2,10]):
Lemma 1. The function f has periodic points of every period n. Moreover, f maps Q onto
itself and any point x ∈ I \Q is eventually mapped into 0.
To define the maps gx we need three auxiliary maps τ,ϕ and ψ in C(I, I ).
The function τ is defined on the Cantor set Q as the adding machine: i.e., the sequence
corresponding to τ(x) is obtained from the sequence x by adding in base 2 from left to
right the sequence 10∞. Then it is linearly extended on the whole I .
The function ϕ is defined on Q by the rule, that it replaces the first zero in any block
of zeros by 1. Thus if, e.g., x = 1n00m11n10m2 · · · , where n0  0, mi,ni > 0 for i > 0,
then ϕ(x) = 1n0+10m1−11n1+10m2−1 · · · . Then ϕ is defined to be linear on the intervals
complementary to Q.
Finally, the map ψ : I → I is defined as follows. Let κ = {ki}∞i=1 be an increasing se-
quence of positive integers. The function ψ maps 1∞ to 1k10k21k30k4 · · · . Similarly, any
finite block 1k is mapped onto the first k digits of ψ(1∞). Moreover, ψ maps any block
of zeros of x ∈ Q exactly in the same way as ϕ, i.e., it replaces every first zero by one. In
such a way ψ is defined on Q. Now extend ψ linearly on the whole of I .
In the choice of the sequence κ = {ki}∞i=1 we use the following
Lemma 2. There is a sequence κ = {ki}∞i=1 such that |ψ(1∞)| = α is a transcendental
number.
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∣∣ψ(1∞)∣∣= ∞∑
i=0
(−1)iqri
where q = 1
3
, r0 = 0, and ri = k1 + · · · + ki, for i  1 (3)
and defined αn =∑ni=0(−1)iqri , we have |αn − α| qrn+1 .
To prove the lemma, we show that, for any countable set S = {s1, s2, . . . , sn, . . .} ⊂ [0,1]
it is possible to choose the increasing sequence {ri} (and so the associated sequence κ) in
order that α /∈ S.
First take r1 such that α1 = s1 and let U1 be a closed interval containing α1 such that
s1 /∈ U1. Assume we have chosen for 1  i  n integers ri and closed intervals Ui con-
taining αi with U1 ⊃ U2 ⊃ · · · ⊃ Un and si /∈ Ui . Now, we take rn+1 such that αn+1 ∈ Un,
αn+1 = sn+1 and choose a closed interval Un+1 ⊂ Un containing αn+1 with sn+1 /∈ Un+1.
Thus, we obtain sequences {αj } and {Uj } such that αj ∈ Uj and sj /∈ Uj . So, since
limαj = α ∈⋂Uj , we have α = sn for all n.
Taking S to be the sequence of the algebraic numbers in [0,1] we get the lemma. 
From now on we assume that |ψ(1∞)| = α ∈ [0,1] is a transcendental number.
Now we can complete the definition of the map F(x, y) = (f (x), gx(y)) by choosing
gx(y) =
{
(τ ◦ ϕ)(y), if x ∈ [0, 13 ],
(τ ◦ψ)(y), if x ∈ [ 23 ,1], (4)
and extending gx continuously onto the whole of I .
The following lemma describes the action of maps τ , ϕ and ψ on L-intervals.
Lemma 3. Consider an L-interval La1a2···ak , k  0. Then:
(i) If a1a2 · · ·ak = 1k , then there are a˜1, . . . , a˜k ∈ {0,1} such that
τ(La1a2···ak ) = La˜1a˜2···a˜k
and τ is increasing on La1a2···ak with slope 1.
Otherwise
τ(L1k ) = J0k1 ∪L0k ∪ J0k+11
and τ is decreasing on L1k with slope − 7/3.
(ii) If ak = 0 then
ϕ(La1a2···ak ) = La˜1a˜2···a˜k ∪ Ja˜1a˜2···a˜k10 ∪ La˜1a˜2···a˜k1
and ϕ is increasing on La1a2···ak with slope 5/3.
If ak = 1 then ϕ(La a ···ak ) is a J -interval of rank k + 2.1 2
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If ak = 0 then
ψ(La1a2···ak ) ⊃ La˜1a˜2···a˜k
and ψ is increasing on La1a2···ak with slope (8/3 − α).
If ak = 1 and a˜k+1 = 0 then
ψ(La1a2···ak ) ⊃ La˜1a˜2···a˜k
and ψ is decreasing on La1a2···ak with slope − (4/3 + α).
Otherwise ψ(La1a2···ak ) is contained in a J -interval of rank k + 2.
Proof. (i) Let a1a2 · · ·ak = 1k . Then there is a minimal index j,1  j  k such that
aj = 0. Consequently, τ(a1a2 · · ·ak01∞) = 0j−11aj+1 · · ·ak01∞ = a˜1a˜2 · · · a˜k01∞. Simi-
larly, τ(a1a2 · · ·ak10∞) = a˜1a˜2 · · · a˜k10∞. So τ(La1a2···ak ) = La˜1a˜2···a˜k and τ is increasing
with slope 1.
Assume now a1a2 · · ·ak = 1k , i.e., La1a2···ak = L1k = [1k01∞,1k10∞] = [u,v]. Then
τ(u) = 0k1∞ > 0k+110∞ = τ(v). So:
τ
([u,v])= [τ(v), τ (u)]
= [0k+110∞,0k+111∞]∪ [0k01∞,0k10∞]∪ [0k10∞,0k11∞]
= J0k+11 ∪L0k ∪ J0k1,
τ is decreasing on L1k and, as it is easy to check, its slope is −7/3.
(ii) If La1a2···ak−10 = [a1a2 · · ·ak−1001∞, a1a2 · · ·ak−1010∞] = [u,v] then
ϕ(La1a2···ak−10) = [ϕ(u),ϕ(v)] = [a˜1a˜2 · · · a˜k01∞, a˜1a˜2 · · · a˜k110∞] = La˜1a˜2···a˜k ∪
Ja˜1a˜2···a˜k10 ∪La˜1a˜2···a˜k1. In particular, ϕ is increasing on La1a2···ak−10 and it is easy to check
that its slope is 5/3.
If La1a2···ak−11 = [a1a2 · · ·ak−1101∞, a1a2 · · ·ak−1110∞] = [u,v], then
ϕ(La1a2···ak−11) = [ϕ(v),ϕ(u)] = [a˜1a˜2 · · · a˜k−11110∞, a˜1a˜2 · · · a˜k−11∞] = Ja˜1a˜2···a˜k−1111.
(iii) Put La1a2···ak = [a1a2 · · ·ak01∞, a1a2 · · ·ak10∞] = [u,v]. If ak = 0 then ψ(u) =
a˜1a˜2 · · · a˜k0∞ +3−(k+1)α, ψ(v) = a˜1a˜2 · · · a˜k110∞. Thus, since ψ(u) < a˜1a˜2 · · · a˜k01∞ <
a˜1a˜2 · · · a˜k10∞ < ψ(v), we have ψ(La1a2···ak ) = [ψ(u),ψ(v)] ⊃ La˜1a˜2···a˜k . So, ψ is in-
creasing on La1a2···ak and its slope is (8/3 − α).
If ak = 1 and a˜k+1 = 0 then ψ(u) = a˜1a˜2 · · · a˜k10∞ + 3−(k+1)α, ψ(v) = a˜1a˜2 · · ·
a˜k010∞. Thus, ψ(v) < a˜1a˜2 · · · a˜k01∞ < a˜1a˜2 · · · a˜k10∞ < ψ(u), i.e., ψ(La1a2···ak ) ⊃
La˜1a˜2···a˜k . So, ψ is decreasing on La1a2···ak and its slope is −(4/3 + α).
Finally, if k = 0, or k > 0, if ak = 1 and a˜k+1 = 1 then[
ψ(v),ψ(u)
]= [a˜1a˜2 · · · a˜k110∞, a˜1a˜2 · · · a˜k11 · · ·]
⊂ [a˜1a˜2 · · · a˜k110∞, a˜1a˜2 · · · a˜k111∞]= Ja˜1···a˜k11. 
Remark 1. Assume that z is a point of an L-interval L of rank k and suppose that η(z) ∈ L˜
where η is one of the maps τ , ϕ, ψ and L˜ is an L-interval of the same rank k. Then, by
Lemma 3, η(L) ⊃ L˜ and η|L is linear; moreover, this may happen only in two different
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sider a composition Λ of maps τ , ϕ, ψ satisfying the property Λ(L) ⊃ L, this means that
at each step of the composition we must be in one of the five above mentioned situations
for the L-interval and the functions τ , ϕ and ψ .
In order to present the next lemma we need to introduce some definitions and notations.
Let νL and µL˜ be the linear increasing mappings such that νL is a bijection of [0,1] onto L
and µL˜ is a bijection of L˜ onto [0,1]. We denote by
τ ∗ = µL˜ ◦ τ ◦ νL, ϕ∗ = µL˜ ◦ ϕ ◦ νL, ψ∗ = µL˜ ◦ψ ◦ νL
the linear maps associated to τ , ϕ, ψ respectively. These maps transform [0,1] in an inter-
val containing [0,1] and their form, in each of the five above mentioned cases, is:
τ ∗1 (x) = x + E1, τ ∗2 (x) = −
7
3
x + E2,
ϕ∗(x) = 5
3
x +E3, ψ∗1 (x) =
(
8
3
− α
)
x + E4,
ψ∗2 (x) = −
(
4
3
+ α
)
x + E5,
where it remains to compute the values E1, . . . ,E5.
Obviously E1 and E3 are equal to 0. For the map τ ∗2 we have τ(L
k
1) = τ([u,v]) =
[τ(v), τ (u)] ⊃ L0k = [u˜, v˜]; then E2 is given by τ(u)−u˜v˜−u˜ = 3k+1(τ (u) − u˜) = 2. Analo-
gously we get E4 = α − 1 and E5 = α + 1.
Thus we get:
τ ∗1 (x) = x,
τ ∗2 (x) = − 73x + 2,
ϕ∗(x) = 53x,
ψ∗1 (x) =
( 8
3 − α
)
x + (α − 1),
ψ∗2 (x) = −
( 4
3 + α
)
x + (α + 1).
(5)
From now on we use the symbols Λs to denote a map of the form:
Λs = η2s ◦ η2s−1 ◦ · · · ◦ η1 (6)
where every η2i−1 is equal to the map ϕ or ψ and every η2i is the map τ .
Lemma 4. Let Λk = η2k ◦η2k−1 ◦ · · · ◦η1 and Λk = η2k ◦η2k−1 ◦ · · · ◦η1 and assume there
exists an L-interval L such that
Λk(L) ⊃ L, Λk(L) ⊃ L.
If p ∈ L and p ∈ L are the fixed points of Λk and Λk respectively, then p = p if and only
if Λk and Λk are iterates of a map Λs .
Proof. Lemma is proved if we show that the two maps
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k-times︷ ︸︸ ︷
Λk ◦ · · · ◦Λk and
Λn = η2n ◦ η2n−1 ◦ · · · ◦ η1 =
k-times︷ ︸︸ ︷
Λk ◦ · · · ◦ Λk
are identical, i.e., ηi = ηi for 1 i  2n.
We may identify all L-intervals of the same rank of L with [0,1] and transform the
previous equality Λn = Λn in the corresponding equality Λ∗n = Λ∗n where, instead of the
original functions ηi appear the corresponding functions η∗i = Aix + Bi given in (5). The
fixed points are now p∗ and p∗ and the original problem is transformed in the following:
p∗ = p∗ if and only if η∗i = η∗i , 1 i  2n.
Under these conditions we have:
Λ∗n(x) = η∗2n ◦ η∗2n−1 ◦ · · · ◦ η∗1(x)
= A2nA2n−1 · · ·A1x + A2nA2n−1 · · ·A2B1
+A2nA2n−1 · · ·A3B2 + · · · +A2nA2n−1B2n−2 +A2nB2n−1 +B2n
and the fixed point p∗ of Λ∗n is given by
p∗ = A2nA2n−1···A2B1+A2nA2n−1···A3B2+···+A2nA2n−1B2n−2+A2nB2n−1+B2n1−A2nA2n−1···A1 . (7)
Similar results we have for Λ∗n.
So there are polynomials P(α),Q(α) and P(α),Q(α), with rational coefficients such
that
p∗ = P(α)
1 −Q(α) , p
∗ = P(α)
1 −Q(α) ,
and p∗ = p∗ implies
P(α)Q(α) −P(α) = P(α)Q(α) −P(α). (8)
Now, in order to use (8) we need to introduce some suitable notations. First of all note
that the functions τ ∗1 and ϕ∗ are the only ones with Bi = 0 in (5) and these values ap-
pear only in the numerator of (7). This suggests to distinguish from the function τ ∗1 , ϕ∗
and the others functions. In order to do this we denote by t1 < t2 < · · · < tm the integers
i ∈ {1, . . . ,2n} for which η∗i /∈ {τ ∗1 , ϕ∗}. In this way the interval {1, . . . ,2n} is partitioned
in m + 1 intervals, possibly empty, [1, t1), (t1, t2), . . . , (tm,2n] containing a0, a1, . . . , am
integers respectively. The number ai represents the number of functions ϕ∗ and τ ∗1 appear-
ing in the ith interval and, precisely, ai = ai0 + ai1 where ai0 and ai1 denote the number
of appearance of ϕ∗ and τ ∗1 respectively. By the structure of functions Λs given in (6) it
is easy to see the following. If A = {ψ∗1 ,ψ∗2 }, B = {τ ∗2 } and we introduce η∗t0 ∈ B and
η∗tm+1 ∈A then, for all i, 0 i m,
ai1 = ai0 if η∗ti , η∗ti+1 belong to different classes A and B,
ai1 = ai0 + 1 if η∗ti , η∗ti+1 ∈A,
ai1 = ai0 − 1 if η∗t , η∗t ∈ B. (9)i i+1
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viously M = M0 + M1. Moreover let r , u, v, s be the (nonnegative) numbers of the
functions η∗i with η∗i = τ ∗2 , η∗i = ψ∗1 , η∗i = ψ∗2 , or η∗i ∈ {ψ∗1 ,ψ∗2 }, respectively. Finally,
for all j , 1 j m, let rj , uj , vj , sj denote the numbers of functions η∗i , i > tj , with
η∗i = τ ∗2 , η∗i = ψ∗1 , η∗i = ψ∗2 , or η∗i ∈ {ψ∗1 ,ψ∗2 }, respectively. Obviously
s = u+ v, r + s = m, rj + sj = m− j,
M +m =
m∑
i=0
ai + m = 2n. (10)
In the same way we define similar parameters r, u, v, s, . . . for the function Λ∗n.
With these notations P(α), Q(α) in (8) are polynomials in α of degree s and simi-
larly P(α), Q(α) are polynomials of degree s. Precisely:
P(α) = C0αs + · · · + Cs−1α +Cs,
Q(α) = D0αs + · · · +Ds−1α + Ds,
P(α) = C0αs + · · · + Cs−1α +Cs,
Q(α) = D0αs + · · · + Ds−1α + Ds, (11)
and so (8) is an equality between polynomials of degree s+s in the variable α with rational
coefficients. Since α is a transcendental number, the equality can occur only when the
polynomials are identical.
We want to compare the coefficients of the terms of degree 0 and, in order to do this,
we need to compute Cs , Ds and Cs , Ds .
Having in mind that the coefficients Bi are different from 0 only for i = t1, . . . , tm,
a simple computation shows that
Cs =
m∑
i=1
(
5
3
)ai0+···+am0(
−7
3
)ri(
−4
3
)si
(−2)ui ci,
Ds =
(
5
3
)M0(
−7
3
)r(
−4
3
)s
(−2)u
and
Cs =
m∑
i=1
(
5
3
)ai0+···+am(
−7
3
)ri(
−4
3
)si
(−2)ui ci ,
Ds =
(
5
3
)M0(
−7
3
)r(
−4
3
)s
(−2)u
where ci, ci ∈ {−1,1,2} are the values of degree 0 of Bti , Bti , respectively.
Equality of the terms of degree 0 in (8) implies:
m∑(5
3
)M0+∑mj=i aj0(
−7
3
)r+ri(
−4
3
)s+si
(−2)u+ui cii=1
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m∑
i=1
(
5
3
)∑m
j=i aj0(
−7
3
)ri(
−4
3
)si
(−2)ui ci
=
m∑
i=1
(
5
3
)M0+∑mj=i aj(
−7
3
)r+ri(
−4
3
)s+si
(−2)u+ui ci
−
m∑
i=1
(
5
3
)∑m
j=i aj0(
−7
3
)ri(
−4
3
)si
(−2)ui ci . (12)
The maximum exponent W1 of 1/3 in the left-hand side of (12) is, by (10), W1 =
M0 +M0 − a00 + r + s + r1 + s1 = M0 +M0 +m+m− 1 − a00. For the right-hand side
the corresponding value is W2 = M0 +M0 − a00 + r + s + r1 + s1 = M0 +M0 +m+m−
1 − a00. Obviously these values must be equal and so we get:
a00 = a00.
Since in each side of (12) only one term contains (1/3)W1 , the respective coefficients must
be equal. This implies
(−7)r+r1(−4)s+s1(−2)u+u1c1 = (−7)r+r1(−4)s+s1(−2)u+u1c1 (13)
and from this relation we get immediately
r + r1 = r + r1. (14)
Now we have some subcases:
(1) c1 = 2, i.e., η∗t1 = τ ∗2 .
This implies s1 = s, u1 = u and r1 = r − 1. It follows, by (14), r1 = r − 1 and
consequently s1 = s, u1 = u. Since the exponent of 2 in the first member of (13) is
2(s + s)+ (u+ u)+ 1, in order to have the same exponent also in the second member
we must have c1 = 2. So η∗t1 = τ ∗2 and, by (9), a0 = a0, t1 = t1.(2) c1 = −1, i.e., η∗t1 = ψ∗1 .
This implies s1 = s − 1, u1 = u − 1 and r1 = r . It follows, by (14), r1 = r and con-
sequently c1 ∈ {−1,1} and s1 = s − 1. Since the exponent of 2 in the first member
of (13) is 2(s + s − 1) + (u + u − 1), in order to have the same exponent also in the
second member we must have u1 = u − 1. Finally for the sign we have c1 = −1 and
so η∗t1 = ψ∗1 and, by (9), a0 = a0, t1 = t1.(3) c1 = 1, i.e., η∗t1 = ψ∗2 .
This implies s1 = s−1, u1 = u and r1 = r . It follows, by (14), r1 = r and consequently
c1 ∈ {−1,1} and s1 = s − 1. Since the exponent of 2 in the first member of (13) is
2(s + s − 1)+ (u+ u), in order to have the same exponent also in the second member
we must have u1 = u. Finally for the sign we have c1 = 1 and so η∗t1 = ψ∗2 and, by (9),
a0 = a0, t1 = t1.
So, in all cases we have a0 = a0, t1 = t1 and η∗t1 = η∗t1 . Therefore the blocks of functions
η∗ := η∗t1 ◦· · ·◦η∗1 and η∗ := η∗t1 ◦· · ·◦η∗1 are identical and so the same is true for the blocks
ηt ◦ · · · ◦ η1 and ηt ◦ · · · ◦ η1.1 1
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ηt1 ◦ · · · ◦ η1 ◦ η2n ◦ η2n−1 ◦ · · · ◦ ηt1+1 we are in the same situation as at the beginning with
the only difference that {a0, a1, . . . , an}, {a0, a1, . . . , an}, {t1, t2, . . . , tn} and {t1, t2, . . . , tn}
must be substituted by their permutations {a1, . . . , an, a0}, {a1, . . . , an, a0}, {t2, . . . , tn, t1}
and {t2, . . . , tn, t1} respectively. So, using the same argument as before we prove
a1 = a1, t2 = t2, ηt2 = ηt2 .
By iteration we conclude that the two maps Λn and Λn are identical. 
Proof of Theorem 1. By Lemma 1, the function F has periodic orbits of all periods. In
order to prove that no infinite ω-limit set of F contains a periodic point it is sufficient to
prove the following two properties:
(A) Let x ∈ I be a point having an infinite ω-limit set ωf (x) containing a periodic point p.
Then, for any y ∈ I , ωF (x, y)∩ Ip ⊂ {p} ×Q.
(B) Let p be a periodic point of f . Then, for any q ∈ Q, the point (p, q) is not periodic
for F .
(A) Assume, on the contrary, the existence of a point y0 ∈ I such that ωF (x, y0) ∩ Ip
contains a point (p, q) ∈ {p} × (I \ Q). Then there exists an L-interval L with q ∈ L. It
follows that there exists an increasing sequence {mn} of integers such that
Fmn(x, y0) =
(
f mn(x), ymn
)= (f mn(x),Λmn(y0))→ (p, q)
and so, we may assume without loss of generality that ymn ∈ L for all n. By Remark 1, this
implies Λmn(L) ⊃ L and Λmn |L is linear.
From now on we substitute the interval L and the maps Λmn by the interval I and the
maps Λ∗mn as in the proof of Lemma 4; the points in I corresponding to y0, ymn and q are
denoted by y∗0 , y∗mn and q
∗
. Thus,
Λ∗mn(I ) ⊃ I and Λ∗mn(z) = βnz + γn, (15)
where |βn| → +∞ for n → +∞ since, by (5), the functions Λ∗mn are composition of an
increasing number of linear maps, all with slope of absolute value greater than 1.
Setting z = y∗0 in (15), by hypothesis, we have βny∗0 + γn → q∗ and so
y∗0 +
γn
βn
→ 0, i.e. − γn
βn
→ y∗0 .
Since Λ∗mn(I ) ⊃ I , there exists a unique fixed point tn given by
tn = γn1 − βn =
−γn/βn
1 − 1/βn .
It follows that
tn → y∗0 . (16)
We claim that y∗0 = q∗, i.e., y0 = q . If not, we take in I two open disjoint intervals U and V
containing y∗0 and q∗ respectively. From (16) and the hypothesis, we eventually have
tn ∈ U, y∗m ∈ V.n
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∗
mn
are all on the same side
with respect to the points tn, it follows that, for n greater enough, y∗mn /∈ V ; a contradiction.
Thus y∗0 = q∗. Obviously, the same argument implies that y∗mn = q∗ for all n, i.e., the
sequence {y∗mn} is constant. This implies
q∗ = βnq∗ + γn and so, for all n, tn = q∗.
By Lemma 4 this is possible only when the maps Λmn are iterates of the map Λm1 .
Since ωf (x) is infinite, this cannot happen.
(B) It is enough to prove that there are no fixed points in {p} ×Q of any iteration of F ,
i.e., there are no fixed points in Q of any composition of the form
Γn = (τϕ)sn ◦ (τψ)rn ◦ · · · ◦ (τϕ)s1 ◦ (τψ)r1 .
Note that the sequence 0∞ cannot be periodic since the sequence Γn(0∞) always contains
a positive finite number of 1.
For any a ∈ {0,1}∞ which is not eventually 1∞, define
δ(a|m) =
m∑
i=1
ai2i−1.
It is easy to see that, if
(τ ◦ ϕ)(a) = 0∞ and (τ ◦ψ)(a) = 0∞, (17)
the following properties hold:
∃n0: ∀m n0: δ
(
(τ ◦ ϕ)(a)|m
)
> δ(a|m),
∃m1, . . . ,mk, . . . : δ
(
(τ ◦ ψ)(a)|mk
)
> δ(a|mk ).
It follows immediately that, if we start from a point a satisfying (17) and such that iterated
applications of maps τ ◦ ϕ, τ ◦ ψ do not produce the sequence 0∞, we may conclude that
there exists an integer M such that δ(Γn(a)|M) > δ(a|M). Thus such a point a cannot be
fix under Γn.
If iterated applications of maps τ ◦ϕ, τ ◦ψ produce the sequence 0∞, we are done since
0∞ is not periodic. 
3. Proof of Theorem 2
We prove the theorem by constructing a map F very similar to the triangular map F1
from [4, Theorem 1(ii)], satisfying the properties required in the theorem. Let {rk} be a
sequence of rational numbers from (0,1] such that
{rk} is dense in (0,1], and lim
k→+∞ r
1/22k
k+1 = 1 (18)
and with
rk = 1 for infinitely many k. (19)
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ϕ(k, ij) : I → I by
φ(k,00)(t) = (1 − δk)t + δk,
φ(k,10)(t) = max{0, (t − δk)/(1 − δk)},
φ(k,01)(t) = (1 − δk)t,
φ(k,11)(t) = min{1, t/(1 − δk)},
where δk+1 = 1 − r1/2
2k
k+1 . By (19), for infinitely many k’s we have φ(k, ·) = Id.
Let Q be the Cantor set in [0,1] and let τ be the adding machine on Q. Let x ∈ Q,
x = x1x2 · · · ; we call x3i the ith control digit of x. Let gx = φ(k, x3k−2x3k−1) if the first
zero control digit is x3k , and let gx be the identity map if all control digits of x are equal to 1.
For (x, y) ∈ Q × I let F(x, y) = (τ (x), gx(y)), and extend F continuously to a triangular
map I 2 → I 2 nondecreasing on the fibres.
Proposition [4]. The map F is of type 2∞, has a minimal set M such that I0 ⊂ M ⊂ Q×I ,
and is chaotic in the sense of Li and Yorke on M .
Lemma 5. Let ρ :X → X be a continuous map of a compact metric space X into itself. If,
for some n > 0, there is no y ∈ X such that ρn(y) = x then x is not recurrent.
Proof. By definition, x is recurrent when x ∈ ωρ(x). Thus, if x is recurrent, the property
ρ(ωρ(x)) = ωρ(x) implies that for all n > 0 there exists y ∈ ωρ(x) such that ρn(y) =
x. 
Proof of Theorem 2. Let F be the map described above. Since the base map τ has the
unique infinite ω-limit set Q (see [4]), we have Rec(τ ) = Q∪Per(τ ). Since F is monotone
on the fibres, we have
Rec(F ) = Rec(F |Q × I )∪ Per(F ).
By the previous proposition, the minimality of M implies that ωF (0, z) = M , for any z ∈ I .
Consequently, since every point of a minimal set is uniformly recurrent (see [2]), in order
to prove that Rec(F ) = UR(F ), it is enough to show that Rec(F |Q × I ) = M .
Assume that there is a point (x, z) in Rec(F |Q × I ) \ M . Since M is minimal, it is
closed hence there is a rectangular neighborhood V = J × U of (x, z), disjoint from M .
For a k > 0, let y = y(k) be obtained from x = x1x2 · · · by replacing the first 3k digits xi
by zeros. For any i, put F i(I0) = f i(0) × Ki , and F i(Iy) = {f i(y)} × Li , where Ki , Li
are intervals. Let n(k) =∑3ki=1 xi2i−1. By Lemma 5, it is enough to show that, for some
k > 0, the sets F−n(k)(x, z) and Q × I are disjoint.
Since f n(k)(0) and f n(k)(y) have the same digits at the first 3k positions, and since
f n(k)(y) = x,
f n(k)(y) ∈ J and f n(k)(0) ∈ J, for large k. (20)
If we show that
Ki = Li for i  n(k) (21)
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tangle, by (20) and (21) the same is true for Fn(k)(Iy). Consequently, (x, z) has no n(k)th
preimage in Q × I since F−n(k)(I0) ⊂ Iy . To prove (21) consider the two complementary
cases:
Case 1. There is an arbitrarily large k such that, in x, x3k = 0. Then (21) follows since
for any i  n(k), f i(0) and f i(y) have the same digits at the first 3k positions, and always
at least one of the first k control digits is 0.
Case 2. There is an arbitrarily large k such that φ(k + 1, ij) = Id for any ij and, in x,
x3j = 1 for j  k. Then, for some i  n(k), it may happen that f i(0) has the first k control
digits equal 1, but for any such i, the kth control digit is 0. By our choice, gf i(0) is the
identity map. On the other hand, for the same i, f i(y) has all control digits equal 1 and
therefore, gf i(y) is the identity, too, and (21) follows. 
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