Survival function estimation when lifetime and censoring time are dependent  by Ebrahimi, Nader & Molefe, Daniel
Journal of Multivariate Analysis 87 (2003) 101–132
Survival function estimation when lifetime and
censoring time are dependent
Nader Ebrahimia, and Daniel Molefeb
aDivision of Statistics, Northern Illinois University, DeKalb, IL 60115, USA
bDivision of Biometry and Risk Assessment, 3900 NCTR Road, Jefferson, AR 72079, USA
Received 27 August 2001
Abstract
In this paper we consider a model for dependent censoring and derive a consistent
asymptotically normal estimator for the underlying survival distribution from a sample of
censored data. The methodology is illustrated with an application to the analysis of cancer
data. Some simulations to evaluate the performance of our estimator are also presented. The
results indicate that our estimator performs reasonably well in comparison to the other
dependent censoring survival curve estimators.
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1. Introduction
The modelling and analysis of data in which the principal endpoint is the time
until an event occurs is often of prime interest in medical and engineering studies.
Typically, such an event is the onset of a disease or death itself as seen in clinical
trials or failure of an item or a system as seen in industrial life testing. The time to
event is normally referred to as the failure time. Let X be a random variable
representing the failure time, then the interest is to estimate the survival function
SX ðtÞ ¼ PðX4tÞ: Often, X is not observed due to the occurrence of some other
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event at time Y : Since X is the main event of interest, Y is referred to as a censoring
variable.
In general, we consider X and Y to be non-negative random variables of which
only the ﬁrst one to occur is observed. Thus, an observation consists of the
pair ðZ; dÞ; where Z ¼ minðX ; YÞ; and d is a binary random variable such that d ¼ 1
if we observe Z ¼ Y (censored observation) and d ¼ 0 if we observe Z ¼ X
(uncensored observation). Here, d is well-deﬁned, which means the chance that
a tie occurs is negligible, that is, PðX ¼ Y Þ ¼ 0: Assume that the observations
fZi; digni¼1 are pairs of independent random variables each having the same
distribution as ðZ; dÞ:
The common practice among researchers when estimating SX ðtÞ is to assume that
X and Y are independent. Under this assumption, the Kaplan–Meier (K–M) [7]
estimator which is based on the sample fZi; digni¼1 is the most widely used method for
estimating SX ðtÞ: However, it has been shown that using this estimator when X and
Y are dependent can lead to invalid inferences. In particular, Fisher and Kanarek [5]
performed a study where Y is directly related to X : They characterized the event
which alters subsequent survival time by a scalar parameter a such that a ¼ 1
corresponds to the independence model, ao1 corresponds to an unfavorable
prognosis for subsequent survival, while a41 carries a favorable prognosis for the
subsequent survival. They varied a to study the possible effects of different levels of
dependency and concluded that an erroneous assumption of independence can lead
to a biased estimate of the survival function. Peterson [11] also studied this problem
by deriving general bounds for SX ðtÞ: These bounds can be estimated from the
observed data and can be used to study the effects of inappropriately assuming
independence. Peterson’s results conﬁrm the conclusions of Fisher and Kanarek [5].
Likewise, Klein and Moeschberger [9], in their study of both parametric and non-
parametric estimators of the survival function, showed that whenever the
independence assumption is used where unwarranted, the K–M estimator becomes
inconsistent. Consequently, invalid inferences can be made concerning the
distribution of the lifetime for a particular subject.
Without the independence assumption, the observable data fZi; digni¼1 do not
provide sufﬁcient information to determine the distribution of X : This problem
is referred to as the ‘‘identiﬁability problem’’. That is, there exists an independent
censoring model and at least one dependent censoring model of the pair ðX ; YÞ
that is consistent with the joint distribution of the pair ðZ; dÞ: However, these
equivalent independent and dependence models may have different marginal
distributions.
Current models to solve the problem of identiﬁability when the independence
assumption is invalid are generally based on the assumption that additional to the
observed data, fðZi; diÞgni¼1; extra information is available to identify SX ðtÞ: For
example, Zheng and Klein’s [28] model is based on the assumption that a copula is
known. This model was further studied by Rivest and Wells [14]. The model
proposed by Slud and Rubinstein [24] requires knowledge of the conditional death
hazard at time t: Finally, the model proposed by Link [10] is based on the concept of
frailty and the assumption that censoring occurs to ‘‘high-risk’’ or ‘‘low-risk’’
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populations. However, sometimes this information is not available and thus one
faces the difﬁculty when he/she tries to implement these methods.
Our goal in this paper is to propose a new model from which identiﬁability
of SX ðtÞ is possible. More speciﬁcally, we assume that PðY4yjX4xÞ ¼
expfgðyÞuðxÞg and f ð0jX4xÞ is known. Here f ðyjX4xÞ denotes the conditional
density of Y given X4x: An advantage of our assumption is that one can test its
validity based on fZi; digni¼1:
The outline of the paper is as follows: In Section 2, the identiﬁability of SX ðtÞ is
proved, a non-parametric estimator of SX ðtÞ is proposed and its large sample
properties are studied. As it turns out, implementation of the proposed estimator
requires specifying a value for the bandwidth, the parameter which controls the
smoothness of the proposed estimator. Hence, two criteria for choosing the optimal
bandwidth are presented in Section 3. In Section 4, a graphical method for checking
the validity of our assumption is described and further illustrated by an example.
Finally, in Section 5, the performance of the proposed estimator is investigated in a
simulation study.
2. Model
The main assumption is that the conditional survival function of Y given X4x
has the form
PðY4yjX4xÞ ¼ expðgðyÞuðxÞÞ; ð2:1Þ
for all x; yX0; where gð	ÞX0 and uð	Þ40 are unknown continuous functions and
satisfy the following conditions:
A1. u0ð0Þ ¼ 0; uð0Þa0:
A2. gð0Þ ¼ 0; g0ð0Þa0:
A3. Both functions are non-decreasing.
Intuitively speaking, model 2.1 simply says that the chance of a individual staying
in the study for at least say 5 years from the time of entering a study given that he/she
will survive beyond say 7 years is expðgð5Þuð7ÞÞ:
There are situations where the researcher has knowledge of the conditional
probability that an individual is censored at the beginning of a study, given the
individual has lived beyond time x: That is
rðxÞ ¼ f ð0jX4xÞ; ð2:2Þ
which is the probability of early censoring. For example, in using prostate-speciﬁc
antigen (PSA) levels to evaluate the efﬁciency of radiation therapy as treatment for
clinically localized prostate cancer, Kattan et al. [8] assumed known rðxÞ:
The framework provided by the above assumptions allow us to prove that SX ðtÞ is
identiﬁable.
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Theorem 1. Suppose (2.1) and conditions A1–A3 hold. Assume the marginal survival
distributions, SX ðtÞ and SY ðtÞ; of X and Y ; respectively, are continuous and strictly
decreasing in ð0;NÞ: Suppose SZðtÞ40; S1ðxÞ ¼ PðZ4x; d ¼ 1Þ; s1ðxÞ is the
derivative of S1ðxÞ and rðxÞ40 is known for all x40: Then SX ðtÞ can be identified
from the quantities fSZðtÞ; s1ðtÞ; t40g and is given by
SX ðtÞ ¼ SZðtÞ exp rðtÞ
Z t
0
s1ðxÞ=½SZðxÞrðxÞ dx
 
: ð2:3Þ
Proof. From Eq. (2.1) we get
SX ðtÞ ¼ SZðtÞ expðgðtÞuðtÞÞ: ð2:4Þ
Since SZðtÞ can be estimated from the observed data, the goal is to rewrite gðtÞuðtÞ as
functions of quantities which can also be estimated from the observed data. To this
end, write S1ðtÞ as the integral
S1ðtÞ ¼
Z N
t
f ðyjX4yÞPðX4yÞ dy ¼
Z N
t
g0ðyÞuðyÞSZðyÞ dy: ð2:5Þ
Taking derivative in Eq. (2.5) and solving for gðtÞ we obtain
gðtÞ ¼
Z t
0
s1ðxÞ=SZðxÞuðxÞ dx: ð2:6Þ
From Eq. (2.2) we have rðxÞ ¼ g0ð0ÞuðxÞ; and by solving for uðxÞ we get
uðxÞ ¼ rðxÞ=g0ð0Þ: ð2:7Þ
Substituting Eqs. (2.6) and (2.7) into Eq. (2.4) yields the desired result. &
2.1. Estimate for SX ðtÞ
For notational convenience, suppose Z1; Z2;y; Zn are the order statistics
of fZ1;y; Zng and d1; d2;y; dn are the corresponding indicator functions. Let
fZðtÞ denote the marginal probability density function of Z: Rewrite the equation
(2.3) as
SX ðtÞ ¼ SZðtÞ exp rðtÞ
Z t
0
fðzÞlðzÞ=rðzÞ dz
 
; ð2:8Þ
where the ratio s1ðzÞ=SZðzÞ has been factored into fðzÞ  EðdjZ ¼ zÞ and the hazard
function lZðzÞ  fZðzÞ=SZðzÞ: Therefore, to estimate SX ðtÞ we need to estimate
fðzÞ; lZðzÞ; and SZðzÞ:
In order to obtain a smooth estimator of SX ðtÞ; we estimate both fðzÞ and lZðzÞ
using smooth kernel-type density estimates which require the use of a kernel function
c and a smoothing parameter h40: The parameter h; commonly referred to as a
bandwidth, controls the smoothness of the resulting curve estimate. A small h yields
a very rough estimate, while a large h results in a very smooth estimate. Although
our notation does not reﬂect it, h is also a function of the sample size n: Now, assume
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that c and h satisfy the following assumptions:
A4. c is a kernel function satisfying the mathematical properties of a continuous
symmetric probability density function with a ﬁnite variance, namely:
(i)
R
cðtÞ dt ¼ 1;
(ii)
R
tcðtÞ dt ¼ 0;
(iii)
R
t2cðtÞ dt ¼ s2coN:
A5. The bandwidth h-0 and nh-N as n-N:
First, we propose to estimate fðzÞ by the non-parametric kernel regression
estimator
#fðzÞ ¼
Xn
i¼1
½wcðzÞdi; ð2:9Þ
where wcðtÞ is the Nadaraya–Watson weights (see [26,27]),
wcðzÞ ¼ c z  Zi
h1
 Xn
j¼1
c
z  Zj
h1
 ( )
:
We note that Copas [4] studied the large sample properties of this estimator and
showed that as h1-0; #fðzÞ becomes unbiased for fðzÞ:
Second, to estimate the hazard function lZðzÞ; we use the kernel estimator derived
by Watson and Leadbetter [26,27] which is deﬁned as
#lZðzÞ ¼ 1
nh2
Xn
i¼1
y
z  Zi
h2
 
n  i þ 1
 
; ð2:10Þ
where y is a kernel function satisfying assumption A4 and h2 is a sequence of positive
functions satisfying A5. This estimator was further studied by Sethuraman and
Singpurwalla [20] who proved that it is asymptotically normal, and also by
Singpurwalla and Wong [22].
Third, we note that although the survival function SZðzÞ can also be estimated
using the kernel density method, for simplicity, we use the empirical estimator
given by
SˆZðzÞ ¼ 1
n
Xn
i¼1
IðZi4zÞ; ð2:11Þ
where Ið	Þ is the usual indicator function.
Using the estimates as given in Eqs. (2.9), (2.10), and (2.11) for fðzÞ; lZðzÞ and
SZðzÞ; respectively, and assuming conditions A1–A5 hold, we obtain the following
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estimator for the survival function SX ðtÞ:
SˆX ðtÞ ¼ 1
n
Xn
i¼1
IðZi4tÞ
( )
 exp rðtÞ
Z t
0
1
nh2rðzÞ
Xn
i¼1
yðzZi
h2
Þ
n  i þ 1
Xn
i¼1
dic
z  Zi
h1
 ("
Xn
j¼1
c
z  Zj
h1
 #
dz
)#
: ð2:12Þ
Although the kernel survival function (KSF) estimator in (2.12) requires the
knowledge of both h1 and h2; we will simplify our computation by assuming
that h1 ¼ h2 ¼ h: In fact, in a limited simulation study performed, the optimal values
of h1 and h2 did not differ much. (See Section 4 for description of optimal
bandwidth.)
In order to establish the asymptotic properties of #rðtÞ ¼ log SˆX ðtÞ we need, in
addition to assumptions A1–A5, to assume
A6. fðtÞ; lZðtÞ and fZðtÞ are continuous and have all the continuous partial
derivatives of required order.
We are now ready to give the asymptotic mean and variance of #rðtÞ from
which the given form for the asymptotic mean integrated squared error easily
follows.
Theorem 2. Suppose that SZðtÞ40 for all t40: Under assumptions A1–A6:
ðiÞ Bias½ #rðtÞ ¼ h
2
2
rðtÞ
Z t
0
ðlðzÞf00ðzÞs2c=rðzÞÞ dz þ
Z t
0
ðfðzÞl00ðzÞs2y=rðzÞÞ dz
 
þ oðh2Þ;
ðiiÞ Var½ #rðtÞ ¼ r
2ðtÞ
n4h
Z Z t
0
H1 ðx; sÞ dx ds þ
r2ðtÞ
n4h2
Z Z t
0
H2 ðx; sÞ dx ds
þ r
2ðtÞ
n4h3
Z Z t
0
H3 ðx; sÞ dx ds;
ðiiiÞ AMISE½ #rðtÞ ¼ h
4
4
Z
r2ðtÞ
Z t
0
lðzÞf00ðzÞs2c=rðzÞ dz

þ
Z t
0
l00ðzÞfðzÞs2y=rðzÞ dz
2
dt
þ 1
n4h
Z Z Z t
0
r2ðtÞH1 ðx; sÞ dx ds dt
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þ 1
n4h2
Z Z Z t
0
r2ðtÞH2 ðx; sÞ dx ds dt
þ 1
n4h3
Z Z Z t
0
r2ðtÞH3 ðx; sÞ dx ds dt;
where H1 ; H

2 and H

3 are given in the appendix.
Proof. (i) To derive the bias, we take the log and the expectations on both sides of
Eq. (2.8) to obtain
Eð #rðtÞÞ ¼ E½log SˆZðtÞ þ rðtÞE
Z t
0
#fðzÞ#lðzÞ
rðzÞ dz
 !
: ð2:13Þ
Now, using a Taylor series expansion of log SˆZðtÞ about SZðtÞ; we get
Eð #rðtÞÞE log SZðtÞ þ E SˆZðtÞ  SZðtÞ
SZðtÞ
" #
þ rðtÞ
Z t
0
fðzÞlðzÞ
rðzÞ dz

þ
Z t
0
lðzÞ
rðzÞ Eð
#fðzÞ  fðzÞÞ dz þ
Z t
0
fðzÞ
rðzÞ Eð
#lðzÞ  lðzÞÞ dz

:
Noting E½SˆZðtÞ  SZðtÞ ¼ 0 and applying the results from Copas [4] and Tanner
and Wong [25], we get
Eð #rðtÞÞE log SZðtÞ þ rðtÞ
Z t
0
1
rðzÞ fðzÞlðzÞ

þ h
2
2
½lðzÞf00ðzÞs2c þ fðzÞl00ðzÞs2y

dz

þ oðh2Þ
which gives us the result.
(ii) By applying Lemmas A.2–A.4 of the appendix we get the desired result.
(iii) To derive AMISE ½ #rðtÞ; we recall the deﬁnition of the usual mean integrated
squared error (MISE):
MISEð #rðtÞÞ ¼
Z
Eð #rðtÞ  rðtÞÞ2 dt: ð2:14Þ
Rewriting Eq. (2.14) as
MISE½ #rðtÞ ¼
Z
Var½ #rðtÞ þ Bias2½ #rðtÞ dt;
we get the result. &
In the next theorem we derive the limiting distribution of ðSˆX ðz1Þ;y; SˆX ðzmÞÞ;
where zi40 for i ¼ 1;y; m:
Theorem 3. Let z1;y; zm be a finite set of positive numbers such that SˆZðziÞ40 for all
i ¼ 1;y; m: Then,ﬃﬃﬃﬃﬃﬃﬃ
n2h
p
½SˆX ðz1Þ  SX ðz1Þ;y; SˆX ðzmÞ  SX ðzmÞ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converges weakly to a mean zero multivariate normal with covariance matrix S; where
S is given by
SE
s11 s22 ? s1m
s21 s22 ? s2m
^ ^ & ^
sm1 sm2 ? smm
26664
37775:
Here,
sijE rðziÞrðzjÞ
Z zi
0
ðfðxÞlðxÞ=f ðxÞrðxÞÞ dx
Xn
k¼1
Z
cðukÞyðukÞ duk
þ
X X
iaj
rðziÞrðzjÞ
Z zi
0
ðfðxÞlðxÞÞ=ðf ðxÞrðxÞÞdxSZðziÞ
Z
cðuiÞyðuiÞ dui
þ rðziÞrðzjÞ
Z zj
0
ðfðxÞlðxÞ=f ðxÞrðxÞÞ dx
Xn
k¼1
Z
cðukÞyðukÞ duk
þ
X X
iaj
rðziÞrðzjÞ
Z zj
0
ðfðxÞlðxÞÞ=ðf ðxÞrðxÞÞdxSZðzjÞ
Z
cðujÞyðujÞ duj:
Before proving Theorem 3, we state and prove the following lemma.
Lemma 1. Let z1; z2;y; zm be a finite set of positive numbers and assume that there
exists a constant M40 such that jfZðziÞjpM for all i ¼ 1;y; m: Thenﬃﬃﬃﬃﬃﬃﬃ
n2h
p
½ #fðz1Þ  fðz1Þ; #fðz2Þ  fðz2Þ;y; #fðzmÞ  fðzmÞ
converges to a multivariate normal distribution with mean vector zero and the
covariance matrix G ¼ ½gij  where gij ¼
R
c2ðuÞ du½fðziÞ=fZðzjÞ  fðziÞfðzjÞ for i; j ¼
1; 2;y; m:
Proof. The idea of the proof is similar to that of Schuster [18]. For simplicity, we will
prove it for m ¼ 2: The general case can be proved using the same method. Recall
that #fðzÞ ¼Pni¼1 ½dicðzZih Þ=Pnj¼1 cðzZjh Þ; where c is a kernel function and h is a
bandwidth. Now, let
An ¼
ﬃﬃﬃﬃﬃﬃﬃ
n1
p
½Aniðz1Þ; Bniðz1Þ; Aniðz2Þ; Bniðz2ÞT ; ð2:15Þ
where
AniðzsÞ ¼
Xn
i¼1
c
zs  Zi
h
  ﬃﬃﬃ
h
p
 Ec zs  Zi
h
  ﬃﬃﬃ
h
p 
; ð2:16Þ
BniðzsÞ ¼
Xn
i¼1
dic
zs  Zi
h
  ﬃﬃﬃ
h
p
 Edic zs  Zi
h
  ﬃﬃﬃ
h
p 
ð2:17Þ
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for s ¼ 1; 2: We divide the proof of Lemma 1 into two parts. First, we prove Part 1
and then use Part 1 to show Part 2.
Part 1. Suppose that cðziÞ and jzicðziÞj are uniformly bounded, that is, there exists an
M40 such that jcðziÞjoM and jzicðziÞjoM for all i ¼ 1; 2: Then
An ¼
ﬃﬃﬃﬃﬃﬃﬃ
n1
p
½Aniðz1Þ; Bniðz1Þ; Aniðz2Þ; Bniðz2ÞT ð2:18Þ
converges in distribution to
Z ¼MVN

0
0
0
0
0BBB@
1CCCA;
Z
c2ðuÞ du
fZðz1Þ fZðz1Þfðz1Þ 0 0
fZðz1Þfðz1Þ fZðz1Þfðz1Þ 0 0
0 0 fZðz2Þ fZðz2Þfðz2Þ
0 0 fZðz2Þfðz2Þ fZðz2Þfðz2Þ
0BBB@
1CCCA
26664
37775;
where MVN denotes a multivariate normal distribution.
Proof. First, we make the following claims and since the method of proof is the same
for all of the claims, we will illustrate the method by proving Claim 1.
Claim 1. VarðAniðzpÞÞ ¼ fZðzpÞ
R
c2ðuÞ du þ oðhÞ:
Claim 2. VarðBniðzpÞÞ ¼ fZðzpÞfðzpÞ
R
c2ðuÞ du þ oðhÞ:
Claim 3. CovðAniðzpÞ; BniðzpÞÞ ¼ fZðzpÞfðzpÞ
R
c2ðuÞ du þ oðh2Þ:
Claim 4. CovðAniðzpÞ; BniðzqÞÞ ¼ oðhÞ for paq:
Claim 5. CovðAniðzpÞ; AniðzqÞÞ ¼ oðhÞ for paq:
Claim 6. CovðBniðzpÞ; BniðzqÞÞ ¼ oðhÞ for paq:
To prove Claim 1 suppose i ¼ 1; 2;y; n and p ¼ 1; 2; then note that
VarðAniðzpÞÞ ¼ ð1=hÞ Ec2 zp  Zi
h
 
 Ec zp  Zi
h
  2" #
¼ð1=hÞ
Z
c2
zp  zi
h
  
fZðziÞdzi 
Z
c
zp  zi
h
  
fZðziÞdzi
 2" #
:
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By setting hu ¼ zi  zp; we get the following simpliﬁcation:
VarðAniðzpÞÞ ¼ ð1=hÞ
Z
c2ðuÞfZðzp þ huÞhdu 
Z
cðuÞfZðzp þ huÞhdu
 2" #
¼ fZðzpÞ
Z
c2ðuÞ du þ oðh2Þ
which completes the proof of Claim 1.
Now, returning to the proof of Part 1, set Snn ¼ n1=2Tni with
Tni ¼
X2
a¼1
½caAniðzaÞ þ caþ2BniðzaÞ:
We will prove that as n-N;
n1=2EjTnij3-0 and VarðSnnÞoN:
Firstly, we show that n1=2EjTnij3-0: We note that
n1=2EjTnij3 ¼ n1=2E
X2
a¼1
½caAniðzaÞ þ caþ2BniðzaÞ
!!!!!
!!!!!
3
:
By applying the cr-inequality of Loeve repeatedly, we get
n1=2EjTnij3pn1=2
X2
a¼1
½jcaj3EjAniðzaÞj3 þ jcaþ2j3jBniðzaÞj3:
Therefore,
n1=2EjTnij3p8n1=2 max
a¼1;2
jcjðEjAniðzaÞj3; EjBniðzaÞj3Þ:
Using an argument similar to the proof of Claim 1 above, we get n1=2EjTnij3 ¼
n1=2oðh3=2n1=2Þ:
Secondly, we show that VarðSnnÞoN for large values of n: By applying
Claims 1–6 above,
VarðcAtnÞ ¼ c21 VarðAniðz1ÞÞ þ c22 VarðAniðz2ÞÞ
þ c23 VarðBniðz1ÞÞ þ c24 VarðBniðz2ÞÞ
þ c1c2 CovðAniðz1Þ; Aniðz2ÞÞ þ c1c3 CovðAniðz1Þ; Bniðz1ÞÞ
þ c1c4 CovðAniðz1Þ; Bniðz2ÞÞ þ c2c3 CovðAniðz2Þ; Bniðz1ÞÞ
þ c2c4 CovðAniðz2Þ; Bniðz2ÞÞ þ c3c4 CovðBniðz1Þ; Bniðz2ÞÞ
which is ﬁnite. Hence, limn-N n
1=2EjTnij3=VarðSnnÞ ¼ 0 as n-N and applying
Berry–Esseen Theorem we conclude that An converges in distribution to Z
: &
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Part 2. Under assumption A1 and assuming nh5 converges to zero, An converges in
distribution to Z where Z is given in Part 1 and
An ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h1n1
p Xn
i¼1
c
z1  Zi
h
 
 fZðz1Þ
 
;
"
Xn
i¼1
dic
z1  Zi
h
 
 fZðz1Þfðz1Þ
 
;
Xn
i¼1
c
z2  Zi
h
 
 fZðz2Þ
 
;
Xn
i¼1
dic
z2  Zi
h
 
 fZðz2Þfðz2Þ
 #
:
Proof. By subtracting An from An we get
An  An ¼ðnhÞ1=2 fZðz1Þ  Ec
z1  Zi
h
 
h;

fZðz1Þfðz1Þ  Edic z1  Zi
h
 
h;
fZðz2Þ  Ec z2  Zi
h
 
h; fZðz2Þfðz2Þ  Edic z2  Zi
h
 
h

from which we note that
An  An ¼Oðh2ÞðnhÞ1=2
¼ oð1Þ ð2:19Þ
as n-N: Invoking Part 1 and Eq. (2.19), we conclude that An converges to Z
 in
distribution. &
To complete the proof, deﬁne a transformation a from R4 to R2 as
aðx1; x2; x3; x4Þ ¼ ½ða1ðx1; x2; x3; x4Þ; a2ðx1; x2; x3; x4ÞT ;
where T denotes the transpose of a vector and
a1ðx1; x2; x3; x4Þ ¼ x2
x1
;
a2ðx1; x2; x3; x4Þ ¼ x4
x3
:
Let an1 ¼ ð1=nhÞ½
Pn
i¼1 cðz1Zih Þ;
Pn
i¼1 dicðz1Zih Þ;
Pn
i¼1 cðz2Zih Þ;
Pn
i¼1 dicðz2Zih ÞT
and t ¼ ðfZðz1Þ;fðz1ÞfZðz1Þ; fZðz2Þ;fðz2ÞfZðz2ÞÞT : By applying Lemma 2 (6a.2(ii)) of
Rao [13], we conclude thatﬃﬃﬃﬃﬃﬃﬃ
n2h
p
½aðTn1Þ  aðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
n2h
p
½ð #fðz1Þ  fðz1Þ; #fðz2Þ  fðz2Þ
converges in distribution to Z; which completes the proof of Lemma 1. &
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Proof of Theorem 3. By Lemma 1, we have shown that #fZðzÞ converges to Gaussian
process. To conclude that
R t
0
#fðzÞ#lZðzÞ dz converges to Gaussian process we need the
following result from Iranpour and Chacon [6]: If NðtÞ is a mean zero Gaussian process
with a piecewise continuous covariance function, and aðtÞ is a continuous function, then
the process ZðtÞ ¼ R t0 aðsÞNðsÞ ds is also Gaussian. Now by assuming that #lzðzÞ is
continuous and using the above result from Iranpour and Chacon [6], we conclude thatR t
0
#fZðzÞ#lZðzÞ=rðzÞ dz converges to a Gaussian process. Recalling the SˆX ðtÞ can be
written as SˆZðtÞ=exp½rðtÞ
R t
0
#fðzÞ#lZðzÞ=rðzÞ dz and applying Theorem 3.4.5 of Sen and
Singer [19] in conjunction with Theorem 1 of Shiryayev [21] completes the proof. &
From Theorem 3, an approximate 100ð1 aÞ% conﬁdence interval for SX ðtÞ is
½SˆX ðtÞ  za
2
bseðSˆX ðtÞÞ; SˆX ðtÞ þ za
2
bseðSˆX ðtÞÞ; ð2:20Þ
where bseðSˆX ðtÞÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ½ð1 SˆX ðtÞÞ=SˆX ðtÞ exp½rðtÞ R t0 #fðzÞ#lZðzÞ=rðzÞ dzq and the es-
timators #fðzÞ; #lðzÞ; SˆZðzÞ are as deﬁned in Eqs. (2.10), (2.11) and (2.12), respectively.
The conﬁdence interval given above is based on the asymptotic variance of SˆX ðtÞ
derived in Theorem 3. A practical alternative to this variance estimator is the
jackknife variance estimate described below.
Quenouille [12] introduced a method to estimate the bias of an estimator by
deleting one datum each time from the original data and recalculating the estimator
based on the remaining data. In the present context, let SˆðiÞðtÞ be the survival
estimator based on the data
ðZ1; d1Þ; ðZ2; d2Þ;y; ðZi1; di1Þ; ðZiþ1; diþ1Þ;y; ðZn; dnÞ:
Now, the jackknife variance estimate is
dVarJack½SˆX ðtÞ ¼ 1 1
n
 Xn
i¼1
½SˆðiÞðtÞ  Sˆð:ÞðtÞ2; ð2:21Þ
where Sˆð:ÞðtÞ ¼ ð1=nÞ
Pn
i¼1 SˆðiÞðtÞ: Using the large sample approximation,
½SˆX ðtÞ  SX ðtÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VarJackSX ðtÞ
p
BNð0; 1Þ;
yields an approximate 100ð1 aÞ% conﬁdence interval for SX ðtÞ which is given by
½SˆX ðtÞ  za
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdVarJack½SˆX ðtÞq ; SˆX ðtÞ þ za
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdVarJack½SˆX ðtÞq : ð2:22Þ
3. Bandwidth selection
To implement our estimator SˆX ðtÞ given by Eq. (2.12), the kernel functions c and
y and the bandwidth h must be speciﬁed. Note that here h1 ¼ h2 ¼ h: Therefore, we
need to choose suitable c and y and an optimal h: Various choices for the kernel
functions are given in [23]. In practice, it is well recognized that the choice of the
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kernel has little impact on the asymptotic behavior of the resulting kernel estimator
and more on this topic is covered by Simonoff [23]. Hence, for computational
simplicity, one can use Gaussian kernel. The choice of the bandwidth, however, is
known to have a critical effect on the performance of the resulting estimator. Thus, a
careful choice of the bandwidth is necessary. We present two methods of choosing an
optimal bandwidth. The ﬁrst method yields an asymptotic optimal bandwidth which
is a function of unknown quantities and, therefore, more difﬁcult to apply, while the
second one is an automatic selection procedure that yields a more practical optimal h:
3.1. Asymptotic optimal bandwidth
From Theorem 2, it can be seen that the asymptotic bias is quadratic h while the
asymptotic variance is a function of 1=h: Hence, choosing a small (large) h decreases
(increases) the bias but increases (decreases) the variance. Thus, the choice of an
optimum h is based on a tradeoff between the variance and the bias. A customary
approach of choosing h based on this concept is to minimize the asymptotic mean
integrated squared error (AMISE) as a function of h: For our estimator, the form for
AMISE½ #r is given in Theorem 2. In order to simplify this form as a function of h; we
approximate the variance given in Theorem 2
Varð #rðtÞÞE 1
n4h3
Z Z t
0
H3 ðx; sÞ dx ds;
thereby obtaining
AMISEð #rðtÞÞ ¼ 1
n4h3
Z Z Z t
0
H3 ðx; sÞ dx ds dt þ h4
Z Z t
0
H4 ðzÞ dz dt; ð3:23Þ
where H4 ðzÞ is given in the appendix. Differentiating the above equation as a
function of h and setting the resulting equation to zero, we obtain upon solving for h;
the asymptotic optimal bandwidth, hopt; given below.
Corollary 3.4. Let hopt be the bandwidth that minimizes the AMISE given in
Eq. (3.23). Then
hoptE
"Z Z Z t
0
H3 ðx; sÞ dx ds dt
Z Z t
0
4½lðzÞf00ðzÞs2c

:
þ fðzÞl00ðzÞs2y dz
2
dt
#1=5
n4=5: ð3:24Þ
Since hopt depends on the unknown quantities f; l; c; and y; its practical application
would be difﬁcult. Below, we present an alternative formula for the optimum h:
In general, cross-validation (CV) is based on the idea of assessing the accuracy of a
kernel estimator, #Z; of Z by using the integrated square error (ISE) deﬁned as
ISEðhÞ ¼
Z
ð#ZðzÞ  ZðzÞÞ2 dz:
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In principle, one can choose the bandwidth by minimizing this error criterion for a
given sample. However, such a bandwidth cannot be computed since the ISE
depends on the unknown underlying density function. Rudemo [16] and Bowman [3]
provided a way around this by introducing the CV criterion which is deﬁned, in
general, by
CVðhÞ ¼
Z
ð#ZðiÞðzÞ  ZðzÞÞ2 dz;
where #ZðiÞðzÞ is the estimator obtained after deleting the ith observation.
Since our estimator SˆX ðzÞ is a function of both #lðzÞ and #fðzÞ; we can use the CV
criterion to obtain optimum bandwidths for each of these estimators. To obtain hlopt
for #lðzÞ; we minimize the CV criterion given for example in [17]. Similarly, we obtain
hfopt by minimizing the CV function cited in [1].
4. Graphical method for checking the model
Now, we describe a graphical procedure to assess the overall adequacy of the
model given by Eq. (2.1). By dividing both sides of Eq. (2.3) by SZðtÞ; we get
SX ðtÞ=SZðtÞ ¼ exp rðtÞ
Z t
0
fðxÞlðxÞ=rðxÞ dx
 
: ð4:1Þ
Replacing the kernel function in (2.9) by a uniform kernel and using trapezoidal rule
to approximate
R t
0 lðxÞ=rðxÞ dx; we get
SX ðtÞ=SZðtÞEexp½rðtÞ%d½lðtÞ=rðtÞ  lð0Þ=rð0Þðt=nÞ; ð4:2Þ
where %d ¼ ð1=nÞSdi:
Let
g1 ¼ SˆX ðtÞ=SˆZðtÞ
and
g2 ¼ rðtÞ%d½#lðtÞ=rðtÞ  #lð0Þ=rð0Þðt=nÞ:
Then a plot of g1 versus g2 is expected to be exponential in nature. To draw the plot,
we estimate SX ðzÞ and SZðzÞ using the K–M estimator and the empirical survival
function, respectively. To estimate the hazard function lðxÞ we use the estimate
#lðtÞ ¼ 100=kt; where kt is the number of individuals in the risk set before time t [2].
4.1. Example: phase II study of carboplatin for patients with metastatic breast cancer
In a study performed in 1991 through 1996, 25 women with melasmic breast
cancer were admitted to the Oncology Department of the Tel Aviv Medical Center
and consented to receive Carboplatin, a chemotherapy drug. Table 1 gives a
summary of the data set taken from Ron et al. [15]. About 84% had an inﬁltrating
duct carcinoma, and the average tumor size was 3:13 cm: Histological proof for the
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presence of the tumor was a criteria used for inclusion into the study. The treatment
regimen consisted of carboplatin (300 mg=m2) on day 1 of a 21-day treatment cycle.
The treatment was to be discontinued if progression or severe side effects occurred.
Before applying our method, we ﬁrst veriﬁed if Eq. (4.1) holds. From Fig. 1 we see
that a plot g1 versus g2 is approximately exponential. In order to proceed, we further
assume that the conditional probability that an individual leaves a study in the
beginning given that a subject has lived beyond time x is 50%, that is, rðxÞ ¼ 1=2:
Fig. 2 shows that the plot of the survival times from the onset of treatment and the
survival probability estimates from our model, together with the 95% conﬁdence
intervals generated by using the large sample approximation and the jackknife
approximation of variance. It can be seen that the approximate 95% based on the
jackknife estimate of the variance is narrower than that based on the large sample
approximation of the variance.
Ron et al. [15] computed an estimate of the median survival after entry into the
above protocol and obtained an estimate of 8 months with the range of 2–23 months.
Table 2 C.9 of Ron et al. [15] gives us the summary information for these patients. It
can be seen that a patient with the same proﬁle as the patient number 10 has a
survival probability of 0.64 with the conﬁdence interval of (0.6027, 0.6770). In Fig. 3
we compare the curve estimates from the K–M model and from our model. From the
plot it is clear that the K–M estimate overestimates the survival function as
compared to our estimator.
5. Simulation
In this section, we summarize the results of our simulation study which compared
our estimator to Zheng and Klein (ZK) estimator [28] and Slud and Rubinstein (SR)
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Table 1
Survival status of 25 patients with metastatic breast cancer who received carboplatin and etoposide as
advanced-line treatment
Patient number Survival time Patient number Survival time
1 12 14 9
2 8 15 5+
3 5 16 23+
4 15 17 12+
5 3 18 4
6 10 19 2
7 8 20 3
8 12+ 21 2
9 10+ 22 13
10 8 23 11
11 9 24 4
12 5 25 2
13 5
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estimator [24]. Each set of simulation was run 1000 times and in each run the
observations were generated from the bivariate exponential distribution
PðX4x; Y4yÞ ¼ expðl1x  l2y  yxyÞ: ð5:3Þ
The following parameter combinations were considered:
ðl1; l2Þ ¼ fð2; 3Þ; ð6; 1Þ; ð0:1; 0:9Þg;
y ¼ ð0:1; 0:5; 0:9Þ;
n ¼ ð20; 50; 100Þ:
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Fig. 1. Plot of g1 versus g2 for the patients from a phase II study of carboplatin.
Fig. 2. The solid line denotes the estimates under the model, the broken line denotes the jackknife
conﬁdence interval, and the dotted line denotes the asymptotic conﬁdence interval.
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Table 2
Estimates of the survival function for breast cancer patients and their 95% conﬁdence interval
Lower Upper Time Survival Lower Upper
jackknife jackknife function asymptotic asymptotic
1.0000000 1.0000000 2 1.000000 1.0000000 1.000000
0.8800150 1.0000000 2 0.960023 0.9105010 1.000000
0.8462900 0.9937540 2 0.920022 0.8484810 0.991564
0.8122970 0.9477390 3 0.880018 0.7904280 0.969608
0.7780390 0.9019920 3 0.840015 0.7341310 0.945899
0.7435180 0.8565150 4 0.800016 0.6787110 0.921321
0.7087240 0.8113000 4 0.760012 0.6236770 0.896347
0.6736630 0.7663490 5 0.720006 0.5687110 0.871300
0.6383350 0.7216650 5 0.680000 0.5135690 0.846431
0.6027460 0.6772540 5 0.640000 0.4580410 0.821959
0.5668900 0.6331100 5 0.600000 0.4019080 0.798092
0.5307970 0.5892580 8 0.560028 0.3449800 0.775075
0.4944290 0.5456740 8 0.520051 0.2869690 0.753134
0.4577660 0.5023290 8 0.480048 0.2275410 0.732554
0.4208160 0.4592270 9 0.440022 0.1663250 0.713719
0.3836180 0.4164020 9 0.400010 0.1028760 0.697145
0.3461750 0.3738650 10 0.360020 0.0365464 0.683494
0.3084530 0.3315910 10 0.320022 0.0000000 0.673675
0.2704540 0.2895720 11 0.280013 0.0000000 0.669049
0.2321870 0.2478170 12 0.240002 0.0000000 0.671732
0.1936660 0.2063380 12 0.200002 0.0000000 0.685224
0.1548760 0.1651270 12 0.160002 0.0000000 0.715893
0.1158220 0.1241840 13 0.120003 0.0000000 0.776992
0.0764979 0.0835062 15 0.080002 0.0000000 0.902730
0.0769085 0.0830956 23 0.080002 0.0000000 0.902730
Fig. 3. Survival curve estimates for the patients from a phase II study of carboplatin. The broken line
denotes the K–M estimates and the solid line denotes the estimates under our model.
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Recall that the ZK estimator requires knowledge of the copula while the SR
estimator requires knowledge of the conditional hazard. Hence, to make a
meaningful comparison, the copula and the function, r; which correspond to
the joint bivariate exponential distribution function given in 5.3. In particular,
for the above bivariate exponential distribution function, the copula was found
to be
Cðx; yÞ ¼ x þ y  1þ ð1 xÞð1 yÞ expðy lnð1 xÞ lnð1 yÞÞ
and the function rðtÞ is given by
rðtÞ ¼ C1ðtÞ=C2ðtÞ;
where
C1ðtÞ ¼ expðtÞ
Z N
t

½ð1þ 0:5tÞð1þ 0:5yÞ  0:5

 expðt  y  0:5tyÞ dy

 1;
C2ðtÞ ¼ expðt þ ð1=2Þt2Þ  1:
The estimated mean squared errors ð105Þ were plotted for some of the
parameter conﬁgurations. In particular, Fig. 4(a)–(c) shows the estimated mean
squared errors (MSE) plots for l1 ¼ 6; l2 ¼ 1; n ¼ 20; y ¼ 0:1; 0:5; and 0.9
while in the same ﬁgure, Fig. 4(d) to (e) shows the estimated MSE plots for the
same parameters as the latter except the sample size was increased to n ¼ 100:
Fig. 5(a)–(c) shows the MSE for l1 ¼ 6; l2 ¼ 1; n ¼ 50; y ¼ 0:1; 0:5; and 0.9
while for the same ﬁgure, Fig. 5(d)–(f) shows similar plots for l1 ¼ 2; l2 ¼ 3; n ¼ 100
and y ¼ 0:1; 0:5; and 0.9. Examining these ﬁgures leads to the following points.
Firstly, it can be seen that overall the three models performed equally well in
estimating the survival functions. Secondly, there is an improvement in the MSE for
the three models when the sample size is increased from n ¼ 20 to 100, see Fig. 4.
Thirdly, the KSF estimator yielded MSE estimates which were slightly lower
compared to the MSE estimates from the other two models, shown in Fig. 5. Finally,
the KSF estimator yields better estimates between 10% and 30% and between 70%
and 90% while the ZK and the SR estimators performed better when estimating
between 40% and 70%.
To recapitulate, this study shows that our estimator provides an alternative in
estimating the survival function when other dependent censoring models cannot be
used. Our model can be veriﬁed graphically and this provides one advantage over the
ZK and the SR models. Another advantage is that it covers some of the common
parametric survival function models in the literature.
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Appendix A
This appendix provides proofs for some of the results given in Section 2.
A.1. Notation and abbreviations
S2;lðsÞ ¼
Xn
i¼1
Z
ulicðuiÞyðuiÞcðs þ uiÞyðs þ uiÞ dui;
Sð2;lÞðx; y; hÞ ¼
Xn
i¼1
Z
ulicðuiÞyðuiÞc
x  y
h
þ ui
  
y
x  y
h
þ ui
  
dui;
S3;lðsÞ ¼ n
Xn
i¼1
Z
ulicðuiÞyðuiÞcðs þ uiÞyðs þ uiÞ dui;
S3;lðx; y; hÞ ¼ n
Xn
i¼1
Z
ulicðuiÞyðuiÞc
x  y
h
þ ui
  
y
x  y
h
þ ui
  
dui;
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Fig. 4. Estimates of the mean square errors ð105Þ for l1 ¼ 6; l2 ¼ 1; n ¼ 20 and y equal to 0.1, 0.5
and 0.9 are shown in (a)–(c), respectively. Figures (d)–(f) shows the estimates of the mean square errors
for the same parameter combination used in plotting (a)–(c), however, the sample size n was increased
to 100.
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S4;lðsÞ ¼ nðn  1Þ
Xn
i¼1
Z
ulicðuiÞyðuiÞcðs þ uiÞyðs þ uiÞ dui;
S5;lðsÞ ¼
Xn
k¼1
Z
ulkyðukÞcðs þ ukÞyðs þ ukÞ duk;
Sð4;lÞðx; y; hÞ ¼
Xn
k¼1
Z
ulkyðukÞc
x  y
h
þ uk
  
y
x  y
h
þ uk
  
duk;
L1;0;0ðsÞ ¼
Xn
k¼1
Z
cðukÞyðuk þ sÞ duk;
L2;0;0ðsÞ ¼
Xn
i¼1
Z
cðuiÞcðs þ uiÞ dui;
L3;0;0ðsÞ ¼
Xn
k¼1
Z
yðukÞyðs þ ukÞ duk:
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Fig. 5. Estimates of the mean square errors ð105Þ for l1 ¼ 6; l2 ¼ 1; n ¼ 50 and y equal to 0.1, 0.5 and
0.9 are shown in (a)–(c), respectively. Figs. (d)–(f) shows the estimates of the mean square errors for
l1 ¼ 2; l2 ¼ 3; n ¼ 50 and y equal to 0.1, 0.5 and 0.9.
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A.2. Results required in proving Theorem 2
In this section, we give lemmas needed in proving Theorem 2 Part (ii) stated in
Section 2. By repeatedly using the following result we will be able to prove the
lemmas following it.
Result A.1. Suppose that X1 and X2 are two random variables with means and
variances given as
EðXiÞ ¼ yi;
VarðXiÞ ¼ cinr
for some real ci40 and r40 ði ¼ 1; 2Þ: The covariance is also of nr order. Then
E
X1
X2
 
E
y1
y2
;
Var
X1
X2
 
E
y1
y2
 2
VðX1Þ
y21
þ VðX2Þ
y22
þ 2CovðX1; X2Þ
y1y2
" #
:
Next follows lemmas required in proving Theorem 2 part (ii).
Lemma A.2. Suppose that SZðtÞ40 for all t40: Then
VarðlogSˆZðtÞÞE 1
nS2ZðtÞ
SZðtÞð1 SZðtÞÞ:
Proof. Applying the ﬁrst-order Taylor series approximation to the function
log½SˆZðtÞ we get
Varðlog SˆZðtÞÞEVar ðlog SZðtÞÞ þ SˆZðtÞ  SZðtÞ
SZðtÞ
" #
¼VarðSˆZðtÞÞ
S2ZðtÞ
¼ 1
n2S2ZðtÞ
Var
Xn
i¼1
IðZi4tÞ
( )
¼ 1
n2S2ZðtÞ
Xn
i¼1
Var IðZi4tÞ
( )
þ
XX
iaj
CovðIðZi4tÞ; IðZj4tÞÞ
¼ 1
n2S2ZðtÞ
fnVarðIðZ4tÞÞg
¼ 1
n2S2ZðtÞ
fSZðtÞð1 SZðtÞÞg: &
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Lemma A.3. Suppose fX ðxÞ40 for all x40 and also assume that fðxÞ; f ðxÞ and lðxÞ
are k-times continuously differentiable functions. If h-0 and nh-N as n-N then,
Var
Z t
0
#fðsÞ#lðsÞ ds
 
E
1
hn4
Z Z t
0
H1 ðx; sÞ dx ds þ
1
n4h2
Z Z t
0
H2 ðx; sÞ dx ds
 1
n4h3
Z Z t
0
H3 ðx; sÞ dx ds;
where H1 ðx; sÞ; H2 ðx; sÞ and H3 ðx; sÞ are given in the end of this Appendix.
Proof. For notational convenience set,
I2 ¼ E
Z t
0
#fðsÞ#lðsÞ ds
 2
;
I1 ¼E
Z t
0
#fðsÞ#lðsÞ ds
 2
and
D1 ¼ E
Xn
i
c
x  Zi
h
 Xn
j
c
y  Zj
h
 
:
Since I1 has been simpliﬁed in the proof of part (i) of Theorem 2 we will focus on
simplifying I2: Using Result A.1 we get
I2 ¼
X12
p¼1
Tp;
where
T1E
Z t1
0
Z t2
0
E
Pn
i dicðxZih ÞyðxZih Þ 1SðZiÞ dicð
yZi
h
ÞyðyZi
h
Þ 1
SðZiÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
T2E
Z t1
0
Z t2
0
E
PP
iak dicðxZih ÞyðxZih Þ 1SðZiÞ dkcð
yZk
h
ÞyðyZk
h
Þ 1
SðZkÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
T3E
Z t1
0
Z t2
0
E
PP
ial dicðxZih ÞyðxZih Þ 1SðZiÞ dicð
yZi
h
ÞyðyZl
h
Þ 1
SðZlÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
T4E
Z t1
0
Z t2
0
E
PP
iak dicðxZih ÞyðxZih Þ 1SðZiÞ dkcð
yZk
h
ÞyðyZi
h
Þ 1
SðZiÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
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T5E
Z t1
0
Z t2
0
E
PPP
iakal dicðxZih ÞyðxZih Þ 1SðZiÞ dkcð
yZk
h
ÞyðyZl
h
Þ 1
SðZlÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
T6E
Z t1
0
Z t2
0
E
PP
iaj dicðxZih ÞyðxZjh Þ 1SðZjÞ dicð
yZi
h
ÞyðyZi
h
Þ 1
SðZiÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
T7E
Z t1
0
Z t2
0
E
PP
iak dicðxZih ÞyðxZkh Þ 1SðZkÞ dkcð
yZk
h
ÞyðyZk
h
Þ 1
SðZkÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
T8E
Z t1
0
Z t2
0
E
PPP
iajak dicðxZih ÞyðxZjh Þ 1SðZjÞ dkcð
yZk
h
ÞyðyZk
h
Þ 1
SðZkÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
T9E
Z t1
0
Z t2
0
E
PP
iaj dicðxZih ÞyðxZjh Þ 1SðZjÞ dkcð
yZi
h
ÞyðyZj
h
Þ 1
SðZjÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
T10E
Z t1
0
Z t2
0
E
P
i dicðxZih ÞcðyZih Þ
PP
jal yðxZjh Þ 1SðZjÞ yð
yZl
h
Þ 1
SðZlÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
T11E
Z t1
0
Z t2
0
E
PP
iak dicðxZih ÞdkcðyZkh Þ
P
l yðxZlh ÞyðyZlh Þð 1SðZlÞÞ
2
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
dx dy;
T12E
Z t1
0
Z t2
0
E
PPPP
iakajal dicðxZih ÞyðxZjh Þ 1SðZjÞ dkcð
yZk
h
ÞyðyZl
h
Þ 1
SðZlÞ
n2h2E
Pn
i cðxZih Þ
Pn
j cðyZjh Þ
 dx dy:
Provisionally, the proof of Lemma A.3 is complete. The next corollary gives the
simpliﬁcation for T1–T12:
Corollary A.1. Let fX ; f; and l be continuous functions and which are k-times
differentiable where fX ðxÞ40 for all x40: As n-N we have
T1E
2
n4h2
Z t1
0
Z t2
0
fðxÞlðxÞS2;0ðx; y; hÞ=f 2ðxÞ dx dy
 2
n4h
Z t1
0
Z t2
0
ðfðxÞlðxÞÞ0S2;1ðx; y; hÞ=f 2ðxÞ dx dy
þ 1
n4
Z t1
0
Z t2
0
ð2Þ½1=2  ðf00ðxÞlðxÞ þ l00ðxÞfðxÞÞ
þ f0ðxÞl0ðxÞ0S2;2ðsiÞ=f 2ðxÞ dx ds;
T2E
1
n4h
Z t1
0
Z t2
0
fðxÞlðxÞfðxÞlðxÞ
Z Z
cðuiÞyðuiÞcðvkÞyðvkÞ
 dui dvk=f 2ðxÞ dx ds
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þ 1
n4
Z t1
0
Z t2
0
ðfðxÞlðxÞÞ0fðxÞlðxÞ
Z Z
uicðuiÞyðuiÞcðvkÞyðvkÞ
 dui dvk=f 2ðxÞ dx ds
þ 1
n4
Z t1
0
Z t2
0
fðxÞlðxÞðfðxÞlðxÞÞ0
Z Z
vkcðuiÞyðuiÞcðvkÞyðvkÞ
 dui dvk=f 2ðxÞ dx ds þ oðhÞ;
T3E
1
n4h2
Z t1
0
Z t2
0
fðxÞlðxÞlðxÞðn  1ÞS3;0ðsÞ dx ds
 1
n4h2
Z t1
0
Z t2
0
ðfðxÞlðxÞÞ0lðxÞðn  1ÞS3;1ðsÞ dx ds
þ 1
2n4h2
Z t1
0
Z t2
0
h2fðxÞlðxÞl00ðxÞs2yðn  1ÞS3;1ðsÞ dx dy
þ 1
2n4h
Z t1
0
Z t2
0
h3lðxÞðf00ðxÞlðxÞ þ l00ðxÞfðxÞ
þ f0ðxÞl0ðxÞÞðn  1ÞS3;1ðsÞ dx ds
þ 1
n4
Z t1
0
Z t2
0
ðn  1ÞlðyÞS3;1ðsÞ dx ds
 1
2n4
Z t1
0
Z t2
0
ðn  1Þl00ðxÞs2yðfðxÞlðxÞÞ0S3;1ðsÞ dx ds;
T4E
1
n4h3
Z t1
0
Z t2
0
fðxÞfðxÞlðxÞðn  1ÞS3;0ðsÞ dx ds
 1
n4h2
Z t1
0
Z t2
0
ðfðxÞlðxÞÞlðxÞðn  1ÞS3;1ðsÞ dx ds
þ 1
2n4h
Z t1
0
Z t2
0
ðf00ðxÞlðxÞ þ l00ðxÞfðxÞ
þ 2f0ðxÞl0ðxÞÞðn  1ÞS3;2ðsÞ dx ds
þ 1
2n4
Z t1
0
Z t2
0
ððfðxÞl00ðxÞf0ðxÞ þ f00ðxÞl0ðxÞÞ þ S3;3ðsÞÞ dx ds
þ 1
2n4
Z t1
0
Z t2
0
f00ðxÞs2yfðxÞlðxÞðn  1ÞS3;4ðsÞ dx ds;
T5E
1
n4
Z t1
0
Z t2
0
ðfðxÞlðxÞÞ2S4;0ðsÞf ðxÞ dx ds;
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T6E
1
n4h4
Z t1
0
Z t2
0
h3l2ðxÞfðxÞðn  1ÞS5;1ðsÞ=n4h4 1 g
n
h i
f 2ðxÞ dx ds
þ
Z t1
0
Z t2
0
h4lðxÞðfðxÞlðxÞÞ0ðn  1ÞS6;1ðsÞ= 1 g
n
h i
f 2ðxÞ dx ds
þ 1
n4h
Z t1
0
Z t2
0
l2ðxÞfðxÞðn  1ÞS5;0ðsÞ=f 2ðxÞ dx ds
þ 1
n4
Z t1
0
Z t2
0
lðxÞðfðxÞlðxÞÞ0ðn  1ÞS6;1ðsÞf 2ðxÞ;
T7E
2
n4h
Z t1
0
Z t2
0
f2ðxÞlðxÞðn  1ÞS2;0ðx; y; hÞ=dx ds;
T8E
1
n4
Z t1
0
Z t2
0
ðfðxÞlðxÞÞ2f ðxÞL1;0;0ðsÞ dx ds þ oðhÞ;
T10E 1
n2
 1
n3
 Z t1
0
Z t2
0
l2ðxÞfðxÞf ðxÞ
X
i
Z
cðuiÞcðs þ uiÞ=f 2ðxÞ dx ds;
T11E 2
n4
Z t1
0
Z t2
0
f2ðxÞf ðxÞlðxÞL3;0;0ðsÞ dx ds;
T12E
Z t1
0
Z t2
0
fðxÞlðxÞfðyÞlðyÞ dx dy;
where
aðxÞ ¼ ð1=6Þð2fðxÞl000ðxÞ þ 2f000ðxÞlðxÞ  3f0ðxÞl00ðxÞ  3l0ðxÞf00ðxÞÞ
and
bðxÞ ¼ ð1=3ÞðfðyÞðf000ðxÞlðxÞ þ l000ðxÞfðxÞÞÞ:
Proof. We illustrate the method of proof by only showing a simpliﬁcation for T1:
T1E
1
n2h2
Z t1
0
Z t2
0
E
Pn
i dicðxZih ÞyðxZih Þ 1SðZiÞ dicð
yZi
h
ÞyðyZi
h
Þ 1
SðZiÞ
E
Pn
i cðxZih Þ
Pn
j cðxZjh Þ
dx dy
E
1
n2h2
Z t1
0
Z t2
0
Pn
i EðdijZi ¼ ziÞcðxZih ÞyðxZih Þð f ðziÞSðZiÞÞcð
yZi
h
ÞyðyZj
h
Þ 1
ESðZiÞ
½EPni cðxZih ÞcðyZjh Þ þ EPPiaj cðxZih ÞcðyZjh Þ dx dy
E
2
n2h2
Z t1
0
Z t2
0
Xn
i
Z
fðziÞc x  zi
h
  
y
x  zi
h
   
 lðziÞc y  zi
h
  
y
y  zi
h
  
dzi=D2
 
dx dy;
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where
D2 ¼
Xn
i
Z
c
x  zi
h
  
c
y  zi
h
  
f ðziÞ dzi
þ
XX
iaj
Z
c
x  zi
h
  
f ðziÞ dzi
Z
c
y  zj
h
  
f ðzjÞ dzj :
We set ui ¼ ðx  ziÞ=h then T1 becomes
T1E
Z t1x
h
x
h
Z t2
0
ð2Þh2PR fðx  huiÞlðx  huiÞcðuiÞyðuiÞcðs þ uiÞyðs þ uiÞ dui
n2h2D2
 dx ds
with
D2 ¼ ½hf ðxÞS1;0ðx; y; hÞ þ h2f 0ðxÞS1;1ðx; y; hÞ þ h2n2ðn2  nÞf ðxÞf ðyÞ:
Since as n-N; h-0 we have
T1E
Z N
N
Z t2
0
ð2Þh2PR fðx  huiÞlðx  huiÞcðuiÞyðuiÞcðs þ uiÞyðs þ uiÞ dui
n2h2D2
 dx ds
and D2 is given by
D2 ¼ ½hf ðxÞS1;0ðx; y; hÞ þ h2f 0ðxÞS1;1ðx; y; hÞ þ h2n2ðn2  nÞf ðxÞf ðyÞ:
Also, since the functions f; l and f admits a Taylor series expansion we can further
simplify T1 as follows:
T1E
1
n4h4
Z N
N
Z t2
0
ð2Þh2fðxÞlðxÞS2;0ðsÞ=f 2ðxÞ 1 g
n
h i
dx ds
þ 1
n4h4
Z N
N
Z t2
0
ð2Þh3ðfðxÞlðxÞÞ0S2;1ðsÞ=f 2ðxÞ 1 g
n
h i
dx ds
þ 1
n4h4
Z N
N
Z t2
0
ð2Þh4½f00ðxÞlðxÞ þ l00ðxÞfðxÞ2
þ f0ðxÞl0ðxÞ0S2;2ðsÞ=f 2ðxÞ 1 g
n
h i
dx ds;
where
gE1 1
n
1 f
0ðxÞ
hf ðxÞ þ
f 0ðxÞS1;1ðsÞ
nf 2ðxÞ þ
S1;0ðsÞ
nhf ðxÞ þ oðhÞ
 
:
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As n-N we get a further simpliﬁcation of T1 given by
T1E
1
n4h2
Z N
N
Z t2
0
ð2ÞfðxÞlðxÞS1;0ðsÞ=f 2ðxÞ dx dy
þ 1
n4h
Z N
N
Z t2
0
ð2ÞðfðxÞlðxÞÞ0S1;1ðsÞ=f 2ðxÞ dx dy
þ 1
n4
Z N
N
Z t2
0
ð2Þ½1=2f00ðxÞlðxÞ þ l00ðxÞfðxÞ
þ f0ðxÞl0ðxÞ0S2;2ðsÞ=f 2ðxÞ dx ds
and this completes the proof for the simpliﬁcation of T1: &
Lemma A.4. Let fZðzÞ40; SZðtÞ40 and f 00ZðzÞ exists. Suppose also that fZ; f; and l
are continuous and have derivatives of the third order. Let n-N then
Cov log SˆZðtÞ;
Z t
0
#fðzÞ#lðzÞ dz
 
¼ c1ðzÞ
n3hf ðzÞSZðtÞ þ
c2ðzÞ
n3f ðzÞSZðtÞ þ o
h
n3
 
:
Proof. Let
E1 ¼ E log SˆZðtÞ 	
Z t
0
#fðzÞ#lðzÞ dz
 
and
E2 ¼ E log SˆZðtÞ
( )
E
Z t
0
#fðzÞ#lðzÞ dz
 
:
Then, Cov½log SˆZðtÞ;
R t
0
#fðzÞ#lðzÞ dz ¼ E1  E2: We will focus on simplifying E1: If
we let D3 ¼ E
P
cðzZi
h
Þ then by using Result A.1 and the ﬁrst-order Taylor
expansion of log SˆZðtÞ we get the following approximation for E1:
E1E
1
D3ðSZðtÞÞ E
1
n
Xn
i¼1
IðZi4tÞ
Z t
0
1
nh
Xn
j¼1
djc
z  Zj
h
 (

Xn
k¼1
y
z  Zk
h
 
1
SðZkÞ dz
)
E
1
D3n2hSZðtÞ E
Z t
0
Xn
i¼1
IðZi4tÞ
Xn
j¼1
djc
z  Zj
h
 (

Xn
k¼1
y
z  Zk
h
 
1
SðZkÞ dz
)
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E
1
D3n2hSZðtÞ E
Xn
i¼1
Z t
0
IðZi4tÞdic z  Zi
h
 
y
z  Zi
h
 
1
SðZiÞ dz
(
þ E
XX
iaj
Z t
0
IðZi4tÞdjc z  Zj
h
 
y
z  Zj
h
 
1
SðZjÞ dz
þ E
XX
kaj
Z t
0
IðZj4tÞdjc z  Zj
h
 
y
z  Zk
h
 
1
SðZkÞ dz
þ E
XX
jak
Z t
0
IðZk4tÞdjc z  Zj
h
 
y
z  Zk
h
 
1
SðZkÞ dz
þ E
XX X
iajak
Z t
0
IðZi4tÞdjc z  Zj
h
 
y
z  Zk
h
 
1
SðZkÞ dz
)
E
1
D3n3h2f ðzÞSZðtÞ½M1 þ M2 þ M3 þ M4 þ M5;
where
M1 ¼E
Xn
i¼1
Z t
0
IðZi4tÞdic z  Zi
h
 
y
z  Zi
h
 
1
SðZiÞ dz;
M2 ¼E
XX
iaj
Z t
0
IðZi4tÞdjc z  Zj
h
 
y
z  Zj
h
 
1
SðZjÞ dz;
M3 ¼E
XX
kaj
Z t
0
IðZj4tÞdjc z  Zj
h
 
y
z  Zk
h
 
1
SðZkÞ dz;
M4 ¼E
XX
jak
Z t
0
IðZk4tÞdjc z  Zj
h
 
y
z  Zk
h
 
1
SðZkÞ dz;
M5 ¼E
XX X
iajak
Z t
0
IðZi4tÞdjc z  Zj
h
 
y
z  Zk
h
 
1
SðZkÞ dz:
This completes the proof of Lemma A.4. &
The purpose of the next corollary is to simplify M1–M5:
Corollary A.2.
M1E  h
Z N
N
fðzÞlðzÞ
Xn
i¼1
c
Z
ðuiÞyðuiÞ dui dz
þ h2
Z N
N
ðfðzÞlðzÞÞ0
Xn
i¼1
Z
uicðuiÞyðuiÞ dui dz
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þ ðh3=2Þ
Z N
N
ððf00ðzÞlðzÞÞ þ l00ðzÞfðzÞ þ f0ðzÞl0ðzÞÞ

Xn
i¼1
Z
u2i cðuiÞyðuiÞ dui dz
þ ðh4=6Þ
Z N
N
ð3f00ðzÞl0ðzÞ þ l00ðzÞf0ðzÞ þ f000ðzÞlðzÞ
þ l000ðzÞfðzÞÞS5;3 dz þ oðh4Þ;
M2E
Z N
N
hSZðtÞfðzÞlðzÞ
XX
iaj
Z
cðujÞyðujÞ duj dz
þ
Z t
0
Z N
N
h2SZðtÞðfðzÞlðzÞÞ0ðn  1ÞS5;1 dz
þ h
3
2
Z N
N
SZðtÞf00ðzÞlðzÞ þ l00ðzÞfðzÞ þ f0ðzÞl0ðzÞðn  1ÞS5;2 dz
þ
Z N
N
h4SZðtÞðf00ðzÞl0ðzÞ þ l00ðzÞf0ðzÞ þ f000ðzÞlðzÞ
þ l000ðzÞfðzÞÞðn  1ÞS5;3 dz þ OðhÞ;
M3Eðh2=6Þnðn  1Þðn  2ÞSzðtÞfðzÞlðzÞf ðzÞ þ oðh2Þ;
M4Enðn  1Þh4
Z t
0
ð1=2ÞfðzÞf ðzÞl0ðzÞ dz;
M5Enðn  1Þðn  2Þ
Z t
0
SZðtÞfðzÞlðzÞf ðzÞ dz þ oðh2Þ:
Proof. To avoid becoming repetitious we only give a simpliﬁcation of M1: By using
the similar arguments we can simplify M2–M5:
M1 ¼E
Z t
0
Xn
i¼1
IðZi4tÞdic z  Zi
h
 
y
z  Zi
h
 
1
SðZiÞ dz
¼
Z t
0
E
Xn
i¼1
IðZi4tÞdic z  Zi
h
 
y
z  Zi
h
 
1
SðZiÞ dz
¼
Z t
0
Xn
i¼1
EIðZi4tÞdic z  Zi
h
 
y
z  Zi
h
 
1
SðZiÞ dz
¼
Z t
0
Xn
i¼1
Z N
t
EðdijZi ¼ ziÞf ðziÞ
SðziÞc
z  Zi
h
 
y
z  Zi
h
 
dzi dz
¼
Z t
0
Z N
t
Xn
i¼1
EðdijZi ¼ ziÞf ðziÞ
SðziÞc
z  Zi
h
 
y
z  Zi
h
 
dzi dz:
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Set ui ¼ zzih then hui ¼ z  zi: Hence dzi ¼ hdui: Now,
M1 ¼
Z t
0
Z N
zt
h
Xn
i¼1
fðz  huiÞlðz  huiÞcðuiÞyðuiÞðhÞ dui dz
E
Z t
0
Z N
N
Xn
i¼1
fðz  huiÞlðz  huiÞcðuiÞyðuiÞðhÞ dui dz
E 
Z t
0
Z N
N
hfðzÞlðzÞ
Xn
i¼1
cðuiÞyðuiÞ dui dz
þ
Z t
0
Z N
N
h2ðfðzÞlðzÞÞ0S5;1ðsÞ dz
þ
Z t
0
Z N
N
h3
ðf00ðzÞlðzÞÞ þ l00ðzÞfðzÞ
2
þ f0ðzÞl0ðzÞ
 
S5;2ðsÞ dz
þ
Z t
0
Z N
N
h4
f00ðzÞl0ðzÞ þ l00ðzÞf0ðzÞ
2!
þ f
000ðzÞlðzÞ þ l000ðzÞfðzÞ
3!
 
 S5;3ðsÞ dz þ oðh4Þ:
This completes the proof of Corollary A.2. &
Coefficients of H1 to H

4 :
H1 ðx; sÞ ¼ fr2ðtÞ=r2ðxÞgfð1=f 2ðxÞÞfð2ÞðfðxÞlðxÞÞ0S2;1ðx; y; hÞ
þ fðxÞlðxÞfðxÞlðxÞ
Z Z
cðuiÞyðuiÞcðvkÞyðvkÞ dui dvkg
þ h3lðxÞðf00ðxÞlðxÞ þ l00ðxÞfðxÞ þ f0ðxÞl0ðxÞÞ2rðxÞ2ðn  1ÞS3;1ðsÞ
þ ðf00ðxÞlðxÞ þ l00ðxÞfðxÞ þ f0ðxÞl0ðxÞÞðn  1ÞS3;2ðsÞ
þ l2ðxÞfðxÞðn  1ÞS5;1ðsÞ=f 2ðxÞg;
H2 ðx; sÞ ¼ fr2ðtÞ=r2ðxÞgfð2ÞfðxÞlðxÞS2;0ðx; y; hÞ=f 2ðxÞ þ fðxÞlðxÞlðxÞðn  1ÞS3;0ðsÞ
 ðfðxÞlðxÞÞ0lðxÞðn  1ÞS3;1ðsÞ þ h2fðxÞlðxÞl00ðxÞs2yðn  1ÞS3;1ðsÞ
 ðfðxÞlðxÞÞlðxÞðn  1ÞS3;1ðsÞg;
H3 ðx; sÞ ¼ r2ðtÞfðxÞfðxÞlðxÞðn  1ÞS3;0ðsÞ=r2ðxÞ;
H4 ¼ rðtÞ
Z t
0
1
rðzÞ lðzÞf
00ðzÞs2c
 
dz þ
Z t
0
1
rðzÞ fðzÞl
00ðzÞs2y
 
dz
 
:
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With the expression for H1 ; H

2 ; H

3 ; which were assumed before, now derived, proof
of Lemma A.3 is complete. &
References
[1] E. Altman, B. MacGibbon, Consistent bandwidth selection for kernel binary regression, J. Statist.
Plann. Inference 70 (1998) 121–137.
[2] L.J. Bain, M. Engelhardt, Statistical Analysis of Reliability and Life-Testing Models, Marcel Dekker,
Inc., New York, 1991.
[3] A.W. Bowman, An alternative method of cross validation for the smoothing of density estimators,
Biometrika 71 (1984) 682–684.
[4] J.B. Copas, Plotting p against x; Appl. Statist 32 (1) (1983) 25–31.
[5] L. Fisher, P. Kanarek, Presenting censored survival data when censoring and survival times may not
be independent, in: F. Proschan, R. Serﬂing (Eds.), Reliability and Biometry, SIAM, Philadelphia,
1974, pp. 303–326.
[6] R. Iranpour, P. Chacon, Basic Stochastic Process: the Mark Kac lectures, Macmillan, New York,
1988.
[7] E.L. Kaplan, P. Meier, Nonparametric estimation from incomplete observations, J. Amer. Statist.
Assoc. 11 (1958) 76–105.
[8] M.W. Kattan, P.A. Fearn, S. Leibel, L. Potters, The deﬁnition of biochemical failure in
patients treated with deﬁnitive radiotherapy, Internat. J. Radiation Oncol. Biol. Phys. 48 (2000)
1469–1474.
[9] J.P. Klein, M.L. Moeschberger, Independent or dependent competing risks: does it make a
difference?, Commun. Statist. B 16 (1987) 507–533.
[10] W.A. Link, A model for informative censoring, J. Amer. Statist. Assoc. 84 (1989) 749–752.
[11] A.V. Peterson, Expressing the Kaplan Meier estimator as a function of empirical subsurvival
functions, J. Amer. Statist. Assoc. 72 (1977) 854–858.
[12] M. Quenouille, Approximation tests of correlation in time series, J. Roy. Statist. Soc. B 11 (1949)
18–84.
[13] C.R. Rao, Linear statistical inference and its applications, John Wiley and Sons, New York (1965).
[14] L.P. Rivest, M.T. Wells, A martingale approach to the Coupla-Graphic estimator for the survival
function under dependent censoring, J. Multivariate Analy. 79 (2001) 1–18.
[15] I.G. Ron, T.H. Vishnu, N. Kraminski, A. Bar-An, M.J. Inbar, Phase II study of carboplatin and
etoposide and salvage treatment for patients with metastatic breast cancer, Amer. J. Clin. Oncol. 22
(1999) 35–37.
[16] M. Rudemo, Empirical choice of histograms and kernel density estimators, Scand. J. Statist. 9 (1982)
65–78.
[17] P. Sarda, P. Vieu, Smoothing parameter selection in hazard estimation, Statist. Probab. Lett. 11
(1991) 429–434.
[18] E.F. Schuster, Joint asymptotic distribution of the estimated regression function at a ﬁnite number of
points, Ann. Math. Statist. 43 (1) (1972) 84–88.
[19] P.K. Sen, J.M. Singer, Large Sample Method in Statistics, Chapman & Hall, London, 1993.
[20] J. Sethuraman, N.D. Singpurwalla, Large sample estimates and uniform conﬁdence bounds for the
failure rate based on a naive estimator, Ann. Statist. 9 (1981) 628–632.
[21] A.N. Shiryayev, Probability, Springer, Berlin, 1984.
[22] N.D. Singpurwalla, M. Wong, Kernel estimators of the failure-rate function and density estimators:
an analogy, J. Amer. Statist. Assoc. 78 (382) (1983) 478–481.
[23] J.S. Simonoff, Smoothing Methods in Statistics, Springer, New York, 1996.
[24] E.V. Slud, L.V. Rubinstein, Dependent competing risks and summary survival curves, Biometrika 70
(1983) 643–649.
ARTICLE IN PRESS
N. Ebrahimi, D. Molefe / Journal of Multivariate Analysis 87 (2003) 101–132 131
[25] M.A. Tanner, W.H. Wong, The estimation of the hazard function from randomly censored data by
the kernel method, Ann. Statist. 11 (1983) 989–993.
[26] G.S. Watson, M.R. Leadbetter, Hazard analysis II, Sankhya Ser. A 26 (1964) 101–116.
[27] G.S. Watson, M.R. Leadbetter, Hazard analysis I, Biometrika 51 (1964) 175–184.
[28] M. Zheng, J.P. Klein, Estimates of the marginal survival for dependent competing risks based on an
assumed Copula, Biometrika 82 (1995) 127–138.
ARTICLE IN PRESS
N. Ebrahimi, D. Molefe / Journal of Multivariate Analysis 87 (2003) 101–132132
