Uniqueness in an inverse boundary problem for a magnetic Schr\"odinger
  operator with a bounded magnetic potential by Krupchyk, Katsiaryna & Uhlmann, Gunther
ar
X
iv
:1
20
5.
11
51
v1
  [
ma
th.
AP
]  
5 M
ay
 20
12
DETERMINING A MAGNETIC SCHRO¨DINGER OPERATOR
WITH A CONTINUOUS MAGNETIC POTENTIAL FROM
BOUNDARY MEASUREMENTS
KATSIARYNA KRUPCHYK AND GUNTHER UHLMANN
Abstract. We show that the knowledge of the set of the Cauchy data on
the boundary of a C1 bounded open set in Rn, n ≥ 3, for the Schro¨dinger
operator with continuous magnetic and bounded electric potentials determines
the magnetic field and electric potential inside the set uniquely. The proof is
based on a Carleman estimate for the magnetic Schro¨dinger operator with a
gain of two derivatives.
1. Introduction and statement of result
Let Ω ⊂ Rn, n ≥ 3, be a bounded open set with C1 boundary, and let u ∈ C∞0 (Ω).
We consider the magnetic Schro¨dinger operator,
LA,q(x,D)u(x) :=
n∑
j=1
(Dj + Aj(x))
2u(x) + q(x)u(x)
= −∆u(x) + A(x) ·Du(x) +D · (A(x)u(x)) + ((A(x))2 + q(x))u(x),
where D = i−1∇, A ∈ L∞(Ω,Cn) is the magnetic potential, and q ∈ L∞(Ω,C)
is the electric potential. Notice that here Au ∈ L∞(Ω,Cn) ∩ E ′(Ω,Cn), and
therefore,
LA,q : C
∞
0 (Ω)→ H−1(Rn) ∩ E ′(Ω)
is a bounded operator.
Let u ∈ H1(Ω) be a solution to
LA,qu = 0 in Ω, (1.1)
in the sense of distributions. Denoting by ν the unit outer normal to the boundary
of Ω, we can define the trace of ∂νu+ i(A ·ν)u on ∂Ω as an element of H−1/2(∂Ω)
as follows. Let g ∈ H1/2(∂Ω). Then there is a continuous extension of g to Ω,
which belongs to H1(Ω), and which we shall denote again by g. We set
〈∂νu+ i(A · ν)u, g〉∂Ω :=
∫
Ω
(∇u · ∇g + iA · (u∇g − g∇u) + (A2 + q)ug) dx.
(1.2)
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As u satisfies the equation (1.1), the above definition of the trace of ∂νu+i(A·ν)u
on ∂Ω is independent of the choice of an extension of g.
We introduce the set of the Cauchy data for solutions of the magnetic Schro¨dinger
equation in Ω by
CA,q := {(u|∂Ω, (∂νu+ i(A · ν)u)|∂Ω) : u ∈ H1(Ω) and LA,qu = 0 in Ω}.
The inverse boundary value problem for the magnetic Schro¨dinger operator is to
determine A and q in Ω from the set of the Cauchy data CA,q.
As it was noticed in [17], there is an obstruction to uniqueness given by the
following gauge transformation. Let ψ ∈ W 1,∞(Ω). Then for any u ∈ H1(Ω), we
have
e−iψLA,qe
iψu = LA+∇ψ,qu,
in the sense of distributions. Furthermore, a computation using (1.2) shows that
〈e−iψ(∂ν + i(A · ν))eiψu, g〉∂Ω = 〈(∂ν + i(A +∇ψ) · ν)u, g〉∂Ω
for any g ∈ H1/2(∂Ω). Hence, if ψ ∈ W 1,∞(Ω) satisfies ψ|∂Ω = 0, then
CA,q = CA+∇ψ,q. (1.3)
Thus, given the set of the Cauchy data CA,q for the magnetic Schro¨dinger oper-
ator, one may only hope to recover the magnetic field dA in Ω, which is defined
by
dA =
∑
1≤j<k≤n
(∂xjAk − ∂xkAj)dxj ∧ dxk
in the sense of distributions. Here A = (A1, . . . , An).
As it has been shown by several authors, the knowledge of the set of the Cauchy
data CA,q for the magnetic Schro¨dinger operator LA,q determines the magnetic
field and the electric potential in Ω uniquely, under certain regularity assump-
tions on A. In [17], this result was established for magnetic potentials in W 2,∞,
satisfying a smallness condition. In [11], the smallness condition was eliminated
for smooth magnetic and electric potentials, and for compactly supported C2
magnetic potentials and L∞ electric potentials. The uniqueness results were sub-
sequently extended to C1 magnetic potentials in [19], to some less regular but
small potentials in [12], and to Dini continuous magnetic potentials in [14]. To
the best of our knowledge, the latter result is the best one currently available, in
terms of the regularity properties of magnetic potentials.
The purpose of this paper is to extend the uniqueness result to the case of mag-
netic Schro¨dinger operators with magnetic potentials that are merely continuous.
Our main result is as follows.
Theorem 1.1. Let Ω ⊂ Rn, n ≥ 3, be a bounded open set with C1 boundary, and
assume that A1, A2 ∈ C(Ω,Cn) and q1, q2 ∈ L∞(Ω,C). If CA1,q1 = CA2,q2, then
dA1 = dA2 and q1 = q2 in Ω.
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The key ingredient in the proof of Theorem 1.1 is a construction of complex geo-
metric optics solutions for the magnetic Schro¨dinger operator with a continuous
magnetic potential. When constructing such solutions, we shall first derive a Car-
leman estimate for the magnetic Schro¨dinger operator LA,q, with A ∈ L∞(Ω,Cn)
and q ∈ L∞(Ω,C), with a gain of two derivatives, which is based on the cor-
responding Carleman estimate for the Laplacian, obtained in [16]. To be able
to proceed further with our construction, we also need to exploit a smoothing
argument, for which it seems necessary to assume the continuity of A.
Another important inverse boundary value problem, for which issues of the reg-
ularity have been studied extensively, is Caldero´n’s problem for the conductivity
equation, see [4]. The unique identifiability of C2 conductivities from boundary
measurements was established in [18]. The regularity assumptions were relaxed
to conductivities having 3/2 + ε derivatives in [1], and the uniqueness for con-
ductivities having exactly 3/2 derivatives was obtained in [13], see also [3]. In
[7], uniqueness for conormal conductivities in C1+ε was shown. The recent work
[8] proves a uniqueness result for Caldero´n’s problem with conductivities of class
C1 and with Lipschitz continuous conductivities, which are close to the identity
in a suitable sense.
The paper is organized as follows. Section 2 contains the construction of complex
geometric optics solutions for the magnetic Scho¨dinger operator with a continuous
magnetic potential. Section 3 is devoted to the proof of Theorem 1.1. In the
proof it becomes essential to determine the values of the tangential component
of the magnetic potential on the boundary. This boundary determination result
has been obtained in [2] for continuous magnetic potentials and C1 domains,
under the assumption that zero is not a Dirichlet eigenvalue for the magnetic
Schro¨dinger operator in Ω. Here we no longer assume that the Dirichlet problem
is well posed, and to that end, in Section 4 we show how to adapt the method of
[2] to the present general situation.
2. Construction of complex geometric optics solutions
Let Ω ⊂ Rn, n ≥ 3, be a bounded open set. Following [5, 10], we shall use the
method of Carleman estimates to construct complex geometric optics solutions
for the magnetic Schro¨dinger equation LA,qu = 0 in Ω, with A ∈ C(Ω,Cn) and
q ∈ L∞(Ω,C).
Let us proceed by recalling a Carleman estimate for the semiclassical Laplace
operator −h2∆ with a gain of two derivatives, established in [16], see also [10].
Here h > 0 is a small semiclassical parameter. Let Ω˜ be an open set in Rn such
that Ω ⊂⊂ Ω˜ and ϕ ∈ C∞(Ω˜,R). Consider the conjugated operator
Pϕ = e
ϕ
h (−h2∆)e−ϕh
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and its semiclassical principal symbol
pϕ(x, ξ) = ξ
2 + 2i∇ϕ · ξ − |∇ϕ|2, x ∈ Ω˜, ξ ∈ Rn.
Following [10], we say that ϕ is a limiting Carleman weight for −h2∆ in Ω˜, if
∇ϕ 6= 0 in Ω˜ and the Poisson bracket of Re pϕ and Im pϕ satisfies,
{Re pϕ, Im pϕ}(x, ξ) = 0 when pϕ(x, ξ) = 0, (x, ξ) ∈ Ω˜× Rn.
Examples of limiting Carleman weights are linear weights ϕ(x) = α · x, α ∈ Rn,
|α| = 1, and logarithmic weights ϕ(x) = log |x− x0|, with x0 6∈ Ω˜. In this paper
we shall only use the linear weights.
Our starting point is the following result due to [16].
Proposition 2.1. Let ϕ be a limiting Carleman weight for the semiclassical
Laplacian on Ω˜, and let ϕε = ϕ+
h
2ε
ϕ2. Then for 0 < h≪ ε≪ 1 and s ∈ R, we
have
h√
ε
‖u‖Hs+2
scl
(Rn) ≤ C‖eϕε/h(−h2∆)e−ϕε/hu‖Hsscl(Rn), C > 0, (2.1)
for all u ∈ C∞0 (Ω).
Here
‖u‖Hs
scl
(Rn) = ‖〈hD〉su‖L2(Rn), 〈ξ〉 = (1 + |ξ|2)1/2,
is the natural semiclassical norm in the Sobolev space Hs(Rn), s ∈ R.
Next we shall derive a Carleman estimate for the magnetic Schro¨dinger operator
LA,q with A ∈ L∞(Ω,Cn) and q ∈ L∞(Ω,C). To that end we shall use the
estimate (2.1) with s = −1, and with ε > 0 being sufficiently small but fixed, i.e.
independent of h. We have the following result.
Proposition 2.2. Let ϕ ∈ C∞(Ω˜,R) be a limiting Carleman weight for the
semiclassical Laplacian on Ω˜, and assume that A ∈ L∞(Ω,Cn) and q ∈ L∞(Ω,C).
Then for 0 < h≪ 1, we have
h‖u‖H1
scl
(Rn) ≤ C‖eϕ/h(h2LA,q)e−ϕ/hu‖H−1
scl
(Rn), (2.2)
for all u ∈ C∞0 (Ω).
Proof. In order to prove the estimate (2.2) it will be convenient to use the fol-
lowing characterization of the semiclassical norm in the Sobolev space H−1(Rn),
‖v‖H−1
scl
(Rn) = sup
06=ψ∈C∞
0
(Rn)
|〈v, ψ〉Rn|
‖ψ‖H1
scl
(Rn)
, (2.3)
where 〈·, ·〉Rn is the distribution duality on Rn.
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Let ϕε = ϕ +
h
2ε
ϕ2 be a convexified weight with ε > 0 such that 0 < h≪ ε≪ 1,
and let u ∈ C∞0 (Ω). Then for all 0 6= ψ ∈ C∞0 (Rn), we have
|〈eϕε/hh2A ·D(e−ϕε/hu), ψ〉Rn| ≤
∫
Rn
∣∣∣∣hA ·(− u(1 + hεϕ
)
Dϕ+ hDu
)
ψ
∣∣∣∣dx
≤ O(h)‖u‖H1
scl
(Rn)‖ψ‖H1
scl
(Rn).
We also obtain that
|〈eϕε/hh2D · (Ae−ϕε/hu), ψ〉Rn| ≤
∫
Rn
|h2Ae−ϕε/hu ·D(eϕε/hψ)|dx
≤ O(h)‖u‖H1
scl
(Rn)‖ψ‖H1
scl
(Rn).
Hence, using (2.3), we get
‖eϕε/hh2A ·D(e−ϕε/hu)+ eϕε/hh2D · (Ae−ϕε/hu)‖H−1
scl
(Rn) ≤ O(h)‖u‖H1scl(Rn). (2.4)
Notice that the implicit constant in (2.4) only depends on ‖A‖L∞(Ω), ‖ϕ‖L∞(Ω)
and ‖Dϕ‖L∞(Ω). Now choosing ε > 0 sufficiently small but fixed, i.e. independent
of h, we conclude from the estimate (2.1) with s = −1 and the estimate (2.4)
that for all h > 0 small enough,
‖eϕε/h(−h2∆)e−ϕε/hu+ eϕε/hh2A ·D(e−ϕε/hu) + eϕε/hh2D · (Ae−ϕε/hu)‖H−1
scl
(Rn)
≥ h
C
‖u‖H1
scl
(Rn), C > 0.
(2.5)
Furthermore, the estimate
‖h2(A2 + q)u‖H−1
scl
(Rn) ≤ O(h2)‖u‖H1scl(Rn)
and the estimate (2.5) imply that for all h > 0 small enough,
‖eϕε/h(h2LA,q)e−ϕε/hu‖H−1
scl
(Rn) ≥
h
C
‖u‖H1
scl
(Rn), C > 0.
Using that
e−ϕε/hu = e−ϕ/he−ϕ
2/(2ε)u,
we obtain (2.2). The proof is complete.

Let ϕ ∈ C∞(Ω˜,R) be a limiting Carleman weight for −h2∆. Then we have
〈Lϕu, v〉Ω = 〈u, L∗ϕv〉Ω, u, v ∈ C∞0 (Ω),
where Lϕ = e
ϕ/h(h2LA,q)e
−ϕ/h and L∗ϕ = e
−ϕ/h(h2LA,q)e
ϕ/h is the formal adjoint
of Lϕ. We have
L∗ϕ : C
∞
0 (Ω)→ H−1(Rn) ∩ E ′(Ω)
is bounded, and the estimate (2.2) also holds for L∗ϕ.
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To construct complex geometric optics solutions for the magnetic Schro¨dinger
operator we need to convert the Carleman estimate (2.2) for L∗ϕ into the following
solvability result. The proof is essentially well-known, and is included here for
the convenience of the reader. We shall write
‖u‖2H1
scl
(Ω) = ‖u‖2L2(Ω) + ‖hDu‖2L2(Ω),
‖v‖H−1
scl
(Ω) = sup
06=ψ∈C∞
0
(Ω)
|〈v, ψ〉Ω|
‖ψ‖H1
scl
(Ω)
.
Proposition 2.3. Let A ∈ L∞(Ω,Cn), q ∈ L∞(Ω,C), and let ϕ be a limiting
Carleman weight for the semiclassical Laplacian on Ω˜. If h > 0 is small enough,
then for any v ∈ H−1(Ω), there is a solution u ∈ H1(Ω) of the equation
eϕ/h(h2LA,q)e
−ϕ/hu = v in Ω,
which satisfies
‖u‖H1
scl
(Ω) ≤
C
h
‖v‖H−1
scl
(Ω).
Proof. Let v ∈ H−1(Ω) and let us consider the following complex linear functional,
L : L∗ϕC
∞
0 (Ω)→ C, L∗ϕw 7→ 〈w, v〉Ω.
By the Carleman estimate (2.2) for L∗ϕ, the map L is well-defined. Let w ∈
C∞0 (Ω). Then we have
|L(L∗ϕw)| = |〈w, v〉Ω| ≤ ‖w‖H1scl(Rn)‖v‖H−1scl (Ω)
≤ C
h
‖v‖H−1
scl
(Ω)‖L∗ϕw‖H−1
scl
(Rn).
By the Hahn-Banach theorem, we may extend L to a linear continuous functional
L˜ onH−1(Rn), without increasing its norm. By the Riesz representation theorem,
there exists u ∈ H1(Rn) such that for all ψ ∈ H−1(Rn),
L˜(ψ) = 〈ψ, u〉Rn, and ‖u‖H1
scl
(Rn) ≤
C
h
‖v‖H−1
scl
(Ω).
Let us now show that Lϕu = v in Ω. To that end, let w ∈ C∞0 (Ω). Then
〈Lϕu, w〉Ω = 〈u, L∗ϕw〉Rn = L˜(L∗ϕw) = 〈w, v〉Ω = 〈v, w〉Ω.
The proof is complete. 
Our next goal is to construct complex geometric optics solutions for the magnetic
Schro¨dinger equation
LA,qu = 0 in Ω, (2.6)
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with A ∈ C(Ω,Cn) and q ∈ L∞(Ω,C), using the solvability result of Proposition
2.3 and a smoothing argument. Complex geometric optics solutions are solutions
of the form,
u(x, ζ ; h) = ex·ζ/h(a(x, ζ ; h) + r(x, ζ ; h)), (2.7)
where ζ ∈ Cn, ζ · ζ = 0, |ζ | ∼ 1, a is a smooth amplitude, r is a correction term,
and h > 0 is a small parameter.
First, an application of the Tietze extension theorem allows us to extend A ∈
C(Ω,Cn) to a continuous compactly supported vector field on the whole of Rn.
We consider the regularization A♯ = A ∗ Ψτ ∈ C∞0 (Rn,Cn). Here τ > 0 is small
and Ψτ (x) = τ
−nΨ(x/τ) is the usual mollifier with Ψ ∈ C∞0 (Rn), 0 ≤ Ψ ≤ 1, and∫
Ψdx = 1.
We have the following estimates,
‖A− A♯‖L∞(Rn) = o(1), τ → 0, (2.8)
‖∂αA♯‖L∞(Rn) = O(τ−|α|), τ → 0, for all α, |α| ≥ 0. (2.9)
It will be convenient to introduce the following bounded operator,
mA : H
1(Ω)→ H−1(Ω), mA(u) = D · (Au),
where the distribution mA(u) is given by
〈mA(u), v〉Ω = −
∫
Ω
Au ·Dvdx, v ∈ C∞0 (Ω).
Let us conjugate h2LA,q by e
x·ζ/h. First, let us compute e−x·ζ/h ◦ h2mA ◦ ex·ζ/h.
When u ∈ H1(Ω) and v ∈ C∞0 (Ω), we get
〈e−x·ζ/hh2mA(ex·ζ/hu), v〉Ω = −
∫
Ω
h2Aex·ζ/hu ·D(e−x·ζ/hv)dx
= −
∫
Ω
(hiζ · Auv + h2Au ·Dv)dx,
and therefore,
e−x·ζ/h ◦ h2mA ◦ ex·ζ/h = −hiζ · A+ h2mA.
Furthermore, we obtain that
e−x·ζ/h ◦ (−h2∆) ◦ ex·ζ/h = −h2∆− 2ihζ ·D,
e−x·ζ/h ◦ h2(A ·D) ◦ ex·ζ/h = h2A ·D − hiζ · A.
Hence, we have
e−x·ζ/hh2 ◦LA,q ◦ex·ζ/h = −h2∆−2ihζ ·D+h2A ·D−2hiζ ·A+h2mA+h2(A2+q).
(2.10)
In this paper we shall work with ζ depending slightly on h, i.e. ζ = ζ0 + ζ1
with ζ0 being independent of h and ζ1 = O(h) as h → 0. We also assume that
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|Re ζ0| = |Im ζ0| = 1. Then it will be convenient to write (2.10) in the following
form,
e−x·ζ/hh2 ◦ LA,q ◦ ex·ζ/h =− h2∆− 2ihζ0 ·D − 2ihζ1 ·D + h2A ·D − 2hiζ0 · A♯
− 2hiζ0 · (A− A♯)− 2hiζ1 · A+ h2mA + h2(A2 + q).
In order that (2.7) be a solution of (2.6), we require that
ζ0 ·Da+ ζ0 ·A♯a = 0 in Rn, (2.11)
and
e−x·ζ/hh2LA,qe
x·ζ/hr = −(−h2∆a + h2A ·Da+ h2mA(a) + h2(A2 + q)a)
+ 2ihζ1 ·Da+ 2hiζ0 · (A− A♯)a+ 2hiζ1 ·Aa =: g in Ω.
(2.12)
The equation (2.11) is the first transport equation and one looks for its solution
in the form a = eΦ
♯
, where Φ♯ solves the equation
ζ0 · ∇Φ♯ + iζ0 · A♯ = 0 in Rn. (2.13)
As ζ0 ·ζ0 = 0 and |Re ζ0| = |Im ζ0| = 1, the operatorNζ0 := ζ0 ·∇ is the ∂¯–operator
in suitable linear coordinates. Let us introduce an inverse operator defined by
(N−1ζ0 f)(x) =
1
2pi
∫
R2
f(x− y1Re ζ0 − y2Im ζ0)
y1 + iy2
dy1dy2, f ∈ C0(Rn).
We have the following result, see [14, Lemma 4.6].
Lemma 2.4. Let f ∈ W k,∞(Rn), k ≥ 0, with supp (f) ⊂ B(0, R). Then Φ =
N−1ζ0 f ∈ W k,∞(Rn) satisfies Nζ0Φ = f in Rn, and we have
‖Φ‖W k,∞(Rn) ≤ C‖f‖W k,∞(Rn), (2.14)
where C = C(R). If f ∈ C0(Rn), then Φ ∈ C(Rn).
Thanks to Lemma 2.4, the function Φ♯(x, ζ0; τ) = N
−1
ζ0
(−iζ0 · A♯) ∈ C∞(Rn)
satisfies the equation (2.13). Furthermore, the estimate (2.9) implies that
‖∂αΦ♯‖L∞(Rn) ≤ Cατ−|α|, for all α, |α| ≥ 0. (2.15)
It follows from (2.8) and (2.14) that Φ♯(x, ζ0; τ) converges uniformly in R
n to
Φ(x, ζ0) := N
−1
ζ0
(−iζ0 ·A) ∈ C(Rn) as τ → 0.
Let us turn now to the equation (2.12). First notice that the right hand side g of
(2.12) belongs to H−1(Ω) and we would like to estimate ‖g‖H−1
scl
(Ω). To that end,
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let 0 6= ψ ∈ C∞0 (Ω). Then using (2.15) and the fact that ζ1 = O(h), we get
|〈h2∆a, ψ〉Ω| ≤ O(h2/τ 2)‖ψ‖L2(Ω) ≤ O(h2/τ 2)‖ψ‖H1
scl
(Ω),
|〈h2A ·Da, ψ〉Ω| ≤ O(h2/τ)‖ψ‖H1
scl
(Ω),
|〈2ihζ1 ·Da, ψ〉Ω| ≤ O(h2/τ)‖ψ‖H1
scl
(Ω),
|〈2hiζ1 · Aa, ψ〉Ω| ≤ O(h2)‖ψ‖H1
scl
(Ω).
With the help (2.8), (2.9), and (2.15), we obtain that
|〈h2mA(a),ψ〉Ω| ≤
∣∣∣∣ ∫
Ω
h2A♯a ·Dψdx
∣∣∣∣+ ∣∣∣∣ ∫
Ω
h2(A− A♯)a ·Dψdx
∣∣∣∣
≤
∣∣∣∣ ∫
Ω
h2D · (A♯a) · ψdx
∣∣∣∣+O(h)‖A− A♯‖L∞‖a‖L∞‖hDψ‖L2(Ω)
≤ (O(h2/τ) +O(h)oτ→0(1))‖ψ‖H1
scl
(Ω).
Using (2.8) and (2.15), we have
|〈2hiζ0 · (A−A♯)a, ψ〉Ω| ≤ O(h)oτ→0(1)‖ψ‖H1
scl
(Ω).
Combining the estimates above and the estimate ‖h2(A2+ q)a‖L2(Ω) ≤ O(h2), we
conclude that
‖g‖H−1
scl
(Ω) ≤ O(h2/τ 2) +O(h)oτ→0(1).
Choosing now τ = hσ with 0 < σ < 1/2, we get
‖g‖H−1
scl
(Ω) = o(h) as h→ 0. (2.16)
Thanks to Proposition 2.3 and (2.16), for h > 0 small enough, there exists a
solution r ∈ H1(Ω) of (2.12) such that ‖r‖H1
scl
(Ω) = o(1) as h→ 0.
Summing up, we have proved the following result.
Proposition 2.5. Let Ω ⊂ Rn, n ≥ 3, be a bounded open set. Let A ∈ C(Ω,Cn),
q ∈ L∞(Ω,C), and let ζ ∈ Cn be such that ζ · ζ = 0, ζ = ζ0 + ζ1 with ζ0 being
independent of h > 0, |Re ζ0| = |Im ζ0| = 1, and ζ1 = O(h) as h → 0. Then for
all h > 0 small enough, there exists a solution u(x, ζ ; h) ∈ H1(Ω) to the magnetic
Schro¨dinger equation LA,qu = 0 in Ω, of the form
u(x, ζ ; h) = ex·ζ/h(eΦ
♯(x,ζ0;h) + r(x, ζ ; h)).
The function Φ♯(·, ζ0; h) ∈ C∞(Rn) satisfies ‖∂αΦ♯‖L∞(Rn) ≤ Cαh−σ|α|, 0 < σ <
1/2, for all α, |α| ≥ 0, and Φ♯(x, ζ0; h) converges uniformly in Rn to Φ(·, ζ0) :=
N−1ζ0 (−iζ0·A) ∈ C(Rn) as h→ 0. Here we have extended A to a C0(Rn,Cn)-vector
field. The remainder r is such that ‖r‖H1
scl
(Ω) = o(1) as h→ 0.
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3. Proof of Theorem 1.1
The first step is the derivation of an integral identity based on the fact that
CA1,q1 = CA2,q2, see also [14, Lemma 4.3].
Proposition 3.1. Let Ω ⊂ Rn, n ≥ 3, be a bounded open set with C1 boundary.
Assume that A1, A2 ∈ L∞(Ω,Cn) and q1, q2 ∈ L∞(Ω,C). If CA1,q1 = CA2,q2, then
the following integral identity∫
Ω
i(A1 − A2) · (u1∇u2 − u2∇u1)dx+
∫
Ω
(A21 − A22 + q1 − q2)u1u2dx = 0 (3.1)
holds for any u1, u2 ∈ H1(Ω) satisfying LA1,q1u1 = 0 in Ω and LA2,q2u2 = 0 in Ω,
respectively.
Proof. Let u1, u2 ∈ H1(Ω) be solutions to LA1,q1u1 = 0 in Ω and
LA2,q2u2 = 0 in Ω, (3.2)
respectively. Then the fact that CA1,q1 = CA2,q2 implies that there is v2 ∈ H1(Ω)
satisfying LA2,q2v2 = 0 in Ω such that
u1 = v2 and ∂νu1 + i(A1 · ν)u1 = ∂νv2 + i(A2 · ν)v2 on ∂Ω.
In particular,
〈∂νu1 + i(A1 · ν)u1, u2〉∂Ω = 〈∂νv2 + i(A2 · ν)v2, u2〉∂Ω. (3.3)
It follows from (1.2) and (3.2) that
〈∂νu2− i(A2 · ν)u2, g〉∂Ω =
∫
Ω
(∇u2 ·∇g− iA2 · (u2∇g− g∇u2)+ (A22+ q2)u2 g)dx,
(3.4)
for any g ∈ H1(Ω). Using (1.2) and (3.4), we obtain that
〈∂νv2 + i(A2 · ν)v2, u2〉∂Ω = 〈∂νu2− i(A2 · ν)u2, v2〉∂Ω = 〈∂νu2− i(A2 · ν)u2, u1〉∂Ω.
(3.5)
In the last equality we have also used that u1 = v2 on ∂Ω. Combining (3.3) and
(3.5), we get
〈∂νu1 + i(A1 · ν)u1, u2〉∂Ω = 〈∂νu2 − i(A2 · ν)u2, u1〉∂Ω,
which shows the identity (3.1). The proof is complete. 
The second step is the determination of the boundary values of the tangential
components of the magnetic potentials. First of all, we may assume without loss
of generality that the normal component of Aj satisfies Aj ·ν = 0 on ∂Ω, j = 1, 2.
Indeed, as ∂Ω ∈ C1, by [9, Theorem 1.3.3], there is ψj ∈ C1(Ω) which satisfies
ψj = 0 on ∂Ω and (Aj+∇ψj) ·ν = 0 on ∂Ω, j = 1, 2. Hence, it follows from (1.3)
that Aj can be replaced by Aj+∇ψj , j = 1, 2. Furthermore, by Proposition 4.1 in
Section 4 applied to each connected component of Ω, we conclude that A1 = A2
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on ∂Ω. This allows us to extend A1 and A2 to R
n so that the extensions, which we
shall denote by the same letters, agree on Rn\Ω, and satisfy A1, A2 ∈ C0(Rn,Cn),
j = 1, 2. We also extend qj, j = 1, 2, by zero to R
n \ Ω.
The next step is to use the integral identity (3.1) with u1 and u2 being com-
plex geometric optics solutions for the magnetic Schro¨dinger equations in Ω. To
construct such solutions, let ξ, µ1, µ2 ∈ Rn be such that |µ1| = |µ2| = 1 and
µ1 · µ2 = µ1 · ξ = µ2 · ξ = 0. Similarly to [17], we set
ζ1 =
ihξ
2
+ µ1 + i
√
1− h2 |ξ|
2
4
µ2, ζ2 = −ihξ
2
− µ1 + i
√
1− h2 |ξ|
2
4
µ2, (3.6)
so that ζj · ζj = 0, j = 1, 2, and (ζ1 + ζ2)/h = iξ. Here h > 0 is a small enough
semiclassical parameter. Moreover, ζ1 = µ1+iµ2+O(h) and ζ2 = −µ1+iµ2+O(h)
as h→ 0.
By Proposition 2.5, for all h > 0 small enough, there exists a solution u1(x, ζ1; h) ∈
H1(Ω) to the magnetic Schro¨dinger equation LA1,q1u1 = 0 in Ω, of the form
u1(x, ζ1; h) = e
x·ζ1/h(eΦ
♯
1
(x,µ1+iµ2;h) + r1(x, ζ1; h)), (3.7)
where Φ♯1(·, µ1 + iµ2; h) ∈ C∞(Rn) satisfies the estimate
‖∂αΦ♯1‖L∞(Rn) ≤ Cαh−σ|α|, 0 < σ < 1/2, (3.8)
for all α, |α| ≥ 0, Φ♯1(x, µ1+iµ2; h) converges uniformly in Rn to Φ1(x, µ1+iµ2) :=
N−1µ1+iµ2(−i(µ1 + iµ2) ·A1) ∈ C(Rn) as h→ 0, and
‖r1‖H1
scl
(Ω) = o(1) as h→ 0. (3.9)
Similarly, for all h > 0 small enough, there exists a solution u2(x, ζ2; h) ∈ H1(Ω)
to the magnetic Schro¨dinger equation LA2,q2u2 = 0 in Ω, of the form
u2(x, ζ2; h) = e
x·ζ2/h(eΦ
♯
2
(x,−µ1+iµ2;h) + r2(x, ζ2; h)), (3.10)
where Φ♯2(·,−µ1 + iµ2; h) ∈ C∞(Rn) satisfies the estimate
‖∂αΦ♯2‖L∞(Rn) ≤ Cαh−σ|α|, 0 < σ < 1/2, (3.11)
for all α, |α| ≥ 0, Φ♯2(x,−µ1 + iµ2; h) converges uniformly in Rn to Φ2(x,−µ1 +
iµ2) := N
−1
−µ1+iµ2
(−i(−µ1 + iµ2) · A2) ∈ C(Rn) as h→ 0, and
‖r2‖H1
scl
(Ω) = o(1) as h→ 0. (3.12)
Next we shall substitute u1 and u2, given by (3.7) and (3.10), into the integral
identity (3.1), multiply it by h, and let h→ 0. To that end, we first compute
hu1∇u2 =ζ2eix·ξ(eΦ
♯
1
+Φ♯
2 + eΦ
♯
1r2 + r1e
Φ♯
2 + r1r2)
+ heix·ξ(eΦ
♯
1∇eΦ♯2 + eΦ♯1∇r2 + r1∇eΦ
♯
2 + r1∇r2).
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Using the estimates (3.8), (3.9), (3.11) and (3.12), we obtain that
|
∫
Ω
i(A1 −A2) · ζ2eix·ξ(eΦ
♯
1r2 + r1e
Φ♯
2 + r1r2)dx|
≤ C‖A1 − A2‖L∞(‖eΦ
♯
1‖L2‖r2‖L2 + ‖r1‖L2‖eΦ
♯
2‖L2 + ‖r1‖L2‖r2‖L2) = o(1),
as h→ 0. Furthermore,
|
∫
Ω
hi(A1 −A2) · eix·ξ(eΦ
♯
1∇eΦ♯2 + eΦ♯1∇r2 + r1∇eΦ
♯
2 + r1∇r2)dx|
≤ O(h)(h−σ + h−1o(1) + o(1)h−σ + o(1)h−1) = o(1),
as h→ 0. Here 0 < σ < 1/2. We also have
|h
∫
Ω
(A21 − A22 + q1 − q2)eix·ξ(eΦ
♯
1
+Φ♯
2 + eΦ
♯
1r2 + r1e
Φ♯
2 + r1r2)dx| = O(h),
as h → 0. Hence, substituting u1 and u2, given by (3.7) and (3.10), into the
integral identity (3.1), multiplying it by h, and letting h→ 0, we get
(µ1 + iµ2) ·
∫
Ω
(A1 − A2)eix·ξeΦ1(x,µ1+iµ2)+Φ2(x,−µ1+iµ2)dx = 0, (3.13)
where
Φ1 = N
−1
µ1+iµ2
(−i(µ1 + iµ2) · A1) ∈ C(Rn),
Φ2 = N
−1
−µ1+iµ2
(−i(−µ1 + iµ2) · A2) ∈ C(Rn).
Recalling that A1 = A2 on R
n \ Ω, we may replace the integration in (3.13) over
Ω by an integration over all of Rn so that
(µ1 + iµ2) ·
∫
Rn
(A1 − A2)eix·ξeΦ1(x,µ1+iµ2)+Φ2(x,−µ1+iµ2)dx = 0. (3.14)
The next step is to remove the function eΦ1+Φ2 in the integral (3.14). First using
the following properties of the Cauchy transform,
N−1ζ f = N
−1
ζ
f, N−1−ζ f = −N−1ζ f,
we notice that
Φ1 + Φ2 = N
−1
µ1+iµ2
(−i(µ1 + iµ2) · (A1 − A2)). (3.15)
We shall next need the following result, which is due to [6], see also [15].
Proposition 3.2. Let ξ, µ1, µ2 ∈ Rn be such that |µ1| = |µ2| = 1 and µ1 · µ2 =
µ1 · ξ = µ2 · ξ = 0. Let W ∈ C0(Rn,Cn) and φ = N−1µ1+iµ2(−i(µ1+ iµ2) ·W ). Then
(µ1 + iµ2) ·
∫
Rn
W (x)eix·ξeφ(x)dx = (µ1 + iµ2) ·
∫
Rn
W (x)eix·ξdx. (3.16)
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Proof. By a standard approximation argument, it suffices to prove (3.16) for
W ∈ C∞0 (Rn,Cn) and
φ = N−1µ1+iµ2(−i(µ1 + iµ2) ·W ) ∈ C∞(Rn). (3.17)
We can always assume that µ1 = (1, 0, . . . , 0) and µ2 = (0, 1, 0, . . . , 0), so that
ξ = (0, 0, ξ′′), ξ′′ ∈ Rn−2, and therefore,
(∂x1 + i∂x2)φ = −i(µ1 + iµ2) ·W in Rn.
Hence, writing x = (x′, x′′), x′ = (x1, x2), x
′′ ∈ Rn−2, we get
(µ1 + iµ2) ·
∫
Rn
W (x)eix·ξeφ(x)dx = i
∫
Rn
eix
′′·ξ′′eφ(x)(∂x1 + i∂x2)φ(x)dx
= i
∫
Rn−2
eix
′′·ξ′′h(x′′)dx′′,
where
h(x′′) =
∫
R2
(∂x1 + i∂x2)e
φ(x)dx′ = lim
R→∞
∫
|x′|≤R
(∂x1 + i∂x2)e
φ(x)dx′
= lim
R→∞
∫
|x′|=R
eφ(x)(ν1 + iν2)dSR(x
′).
Here ν = (ν1, ν2) is the unit outer normal to the circle |x′| = R, and we have
used the Gauss theorem.
It follows from (3.17) that |φ(x′, x′′)| = O(1/|x′|) as |x′| → ∞. Hence, we have
eφ = 1 + φ+O(|φ|2) = 1 + φ+O(|x′|−2) as |x′| → ∞.
Since ∫
|x′|=R
(ν1 + iν2)dSR(x
′) =
∫
|x′|≤R
(∂x1 + ∂x2)(1)dx
′ = 0,∣∣∣∣ ∫
|x′|=R
O(|x′|−2)(ν1 + iν2)dSR(x′)
∣∣∣∣ ≤ O(R−1) as R→∞,
we obtain that
h(x′′) = lim
R→∞
∫
|x′|=R
φ(x)(ν1 + iν2)dSR(x
′) = lim
R→∞
∫
|x′|≤R
(∂x1 + i∂x2)φ(x)dx
′
= −
∫
R2
i(µ1 + iµ2) ·W (x)dx′,
which shows the claim. The proof is complete.

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Combining Proposition 3.2 with (3.14) and (3.15), we get
(µ1 + iµ2) ·
∫
Rn
(A1(x)− A2(x))eix·ξdx = 0. (3.18)
The next step is to derive from (3.18) that dA1 = dA2 in R
n. While this step
is well-known, see [14, Lemma 4.8], we present it here for completeness and for
convenience of the reader.
Proposition 3.3. Let W ∈ C0(Rn,Cn). Assume that
(µ1 + iµ2) ·
∫
Rn
W (x)eix·ξdx = 0, (3.19)
whenever ξ, µ1, µ2 ∈ Rn are such that |µ1| = |µ2| = 1 and µ1 ·µ2 = µ1 ·ξ = µ2 ·ξ =
0. Then dW = 0 in Rn.
Proof. It follows from (3.19) that
µ · Ŵ (ξ) = 0 (3.20)
whenever µ ∈ Rn is such that µ · ξ = 0. Here Ŵ is the Fourier transform of W .
Let µjk(ξ) = ξjek − ξkej for j 6= k. Then µjk(ξ) · ξ = 0, and therefore, (3.20)
implies that
ξjŴk(ξ)− ξkŴj(ξ) = 0.
Hence, ∂xjWk − ∂xkWj = 0 in Rn in the sense of distributions, for j 6= k. The
proof is complete.

By Proposition 3.3 we conclude from (3.18) that dA1 = dA2 in R
n. Therefore,
A1 −A2 = ∇ψ in Rn, with some ψ ∈ C10 (Rn).
Next we would like to show that q1 = q2 in Ω. To that end, we first want to
add ∇ψ to the potential A2 without changing the set of the Cauchy data. When
doing so, it will be convenient to work on a large open ball B such that Ω ⊂⊂ B
and supp (ψ) ⊂ B. We shall need the following result, see [14, Lemma 4.2].
Proposition 3.4. Let Ω ⊂ Rn be a bounded open set with C1 boundary, and
let B be a open ball in Rn such that Ω ⊂⊂ B. Let A1, A2 ∈ L∞(B,Cn), and
q1, q2 ∈ L∞(B,C). Assume that
A1 = A2 and q1 = q2 in B \ Ω.
If CA1,q1 = CA2,q2 then C
′
A1,q1
= C ′A2,q2, where C
′
Aj ,qj
is the set of the Cauchy data
for LAj ,qj in B, j = 1, 2.
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Proof. Let u′1 ∈ H1(B) be a solution to LA1,q1u′1 = 0 in B. As CA1,q1 = CA2,q2,
there is u2 ∈ H1(Ω) satisfying LA2,q2u2 = 0 in Ω such that
u′1 = u2 and ∂νu
′
1 + i(A1 · ν)u′1 = ∂νu2 + i(A2 · ν)u2 on ∂Ω.
Here ν is the unit outer normal to ∂Ω. Setting
u′2 =
{
u2 in Ω,
u′1 in B \ Ω,
and using the fact that ∂Ω is C1, we see that u′2 ∈ H1(B). Furthermore, for
ψ ∈ C∞0 (B), we get
〈LA2,q2u′2,ψ〉B =
∫
Ω
(∇u2 · ∇ψ + A2 · (Du2)ψ −A2u2 ·Dψ + (A22 + q2)u2ψ)dx
+
∫
B\Ω
(∇u′1 · ∇ψ + A1 · (Du′1)ψ − A1u′1 ·Dψ + (A21 + q1)u′1ψ)dx
= 〈∂νu2 + i(A2 · ν)u2, ψ〉∂Ω − 〈∂νu′1 + i(A1 · ν)u′1, ψ〉∂Ω = 0,
which shows that C ′A1,q1 ⊂ C ′A2,q2. The same argument in the other direction
gives the claim. 
Using Proposition 3.4, the fact that ψ|∂B = 0, and (1.3), we obtain that
C ′A1,q1 = C
′
A2,q2
= C ′A2+∇ψ,q2 = C
′
A1,q2
.
Thus, by Proposition 3.1 we obtain the integral identity (3.1), which in our case
takes the following form, ∫
B
(q1 − q2)u1u2dx = 0, (3.21)
for any u1, u2 ∈ H1(B) satisfying LA1,q1u1 = 0 in B and LA1,q2u2 = 0 in B,
respectively.
Let us choose u1 and u2 to be the complex geometric optics solutions in B,
given by (3.7) and (3.10), respectively. Notice that in our case, in the defini-
tion (3.10) of u2, the function Φ
♯
2(x,−µ1 + iµ2; h) converges uniformly in Rn
to N−1−µ1+iµ2(−i(−µ1 + iµ2) · A1) as h → 0. Hence, it follows from (3.15) that
Φ♯1(x, µ1+ iµ2; h) +Φ
♯
2(x,−µ1 + iµ2; h) converges uniformly in Rn to 0 as h→ 0.
Plugging u1 and u2 in (3.21) gives∫
B
(q1 − q2)eix·ξeΦ
♯
1
+Φ♯
2dx = −
∫
B
(q1 − q2)eix·ξ(eΦ
♯
1r2 + r1e
Φ♯
2 + r1r2)dx.
Letting h→ 0, and using (3.8), (3.9), (3.11), and (3.12), we get∫
B
(q1 − q2)eix·ξdx = 0,
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and therefore, q1 = q2 in Ω. The proof of Theorem 1.1 is complete.
4. Boundary determination of the magnetic potential
When recovering the magnetic potentials in Theorem 1.1, an important step
consists in determining the boundary values of the tangential components of the
magnetic potentials. The purpose of this section is to carry out this step by
adapting the method of [2]. Compared with the latter work, here we do not
assume that the Dirichlet problem for the magnetic Schro¨dinger operator in Ω is
well posed.
To circumvent the difficulty related to the fact that zero may be a Dirichlet
eigenvalue, we shall use the solvability result for the magnetic Schro¨dinger oper-
ator given in Proposition 2.3, which is based on a Carleman estimate. We have
learned of the idea of using a Carleman estimate to handle the case when zero is
a Dirichlet eigenvalue from the work [16] on the Dirac operator.
The following proposition is an extension of the result of [2] in the sense that the
well-posedness of the Dirichlet problem for the magnetic Schro¨dinger operator in
Ω is no longer assumed.
Proposition 4.1. Let Ω ⊂ Rn, n ≥ 3, be a bounded domain with C1 boundary,
and let Aj ∈ C(Ω,Cn) and qj ∈ L∞(Ω,C), j = 1, 2. Assume that CA1,q1 = CA2,q2.
Then τ · (A1 − A2)(x0) = 0, for all points x0 ∈ ∂Ω and all unit tangent vectors
τ ∈ Tx0(∂Ω).
Proof. We shall follow [2] closely. First an application of Proposition 3.1 allows
us to conclude that following integral identity holds,∫
Ω
i(A1 −A2) · (u1∇u2 − u2∇u1)dx+
∫
Ω
(A21 −A22 + q1 − q2)u1u2dx = 0. (4.1)
Here u1, u2 ∈ H1(Ω) satisfy LA1,q1u1 = 0 in Ω and LA2,q2u2 = 0 in Ω, respectively.
The idea now is to construct some special solutions to the magnetic Schro¨dinger
equations, whose boundary values have an oscillatory behavior while becoming
increasingly concentrated near a given point on the boundary of Ω. Substituting
these solutions in (4.1) will allow us to recover the tangential components of the
magnetic potentials along the boundary.
As Ω is a C1-domain, it has a defining function ρ ∈ C1(Rn,R) such that Ω =
{x ∈ Rn : ρ(x) > 0}, ∂Ω = {x ∈ Rn : ρ(x) = 0}, and ∇ρ does not vanish on ∂Ω.
We fix x0 ∈ ∂Ω, and a unit vector τ , which is tangent to ∂Ω at x0. We normalize
ρ so that ∇ρ(x0) = −ν(x0) where ν is the unit outer normal to ∂Ω. By an affine
change of coordinates we may assume that x0 is the origin and ν(x0) = −en, and
therefore, ∇ρ(0) = en.
DETERMINING A MAGNETIC SCHRO¨DINGER OPERATOR 17
Let ω(t), t ≥ 0, be a modulus of continuity for ∇ρ, which is an increasing
continuous function, such that ω(0) = 0. Let η ∈ C∞0 (Rn,R) be a function such
that supp (η) ⊂ B(0, 1/2), and∫
Rn−1
η(x′, 0)2dx′ = 1,
where B(0, 1/2) is a ball of radius 1/2, centered at 0, and x′ = (x1, . . . , xn−1).
We set ηM(x) = η(Mx
′,Mρ(x)), for M > 0. Hence, for M > 0 large enough,
supp (ηM) ⊂ B(0, 1/M). Following [2], for N > 0, we define v0 by
v0(x) = ηM(x)e
N(iτ ·x−ρ(x)). (4.2)
The function v0 is of class C
1 with supp (v0) ⊂ B(0, 1/M). Following [2], we
relate the large parameters N and M by the equation
M−1ω(M−1) = N−1. (4.3)
Since ω(t)→ 0 as t→ +0, there is M0 such that ω(M−1) < 1 for M > M0. We
shall assume that M > M0 and therefore, N > M .
Let v1 ∈ H1(Ω) be the solution to the following Dirichlet problem for the Lapla-
cian,
−∆v1 = ∆v0, in Ω,
v1|∂Ω = 0.
In what follows we shall need Hardy’s inequality,∫
Ω
|f(x)/δ(x)|2dx ≤ C
∫
Ω
|∇f(x)|2dx, (4.4)
where f ∈ H10 (Ω) and δ(x) denotes the distance from x to the boundary of Ω.
The constant C in (4.4) depends only on the geometry of Ω.
We shall also need the following estimates, obtained in [2],
‖v0‖L2(Ω) ≤ CM (1−n)/2N−1/2, (4.5)
‖v1‖L2(Ω) ≤ CM (1−n)/2N−1/2, (4.6)
‖∇v1‖L2(Ω) ≤ Cω(M−1)N1/2M (1−n)/2, (4.7)
‖δ∇v0‖L2(Ω) ≤ CM (1−n)/2N−1/2, (4.8)
and
‖δ∇(v0 + v1)‖L2(Ω) ≤ CM (1−n)/2N−1/2. (4.9)
Next we would like to show the existence of a solution u1 ∈ H1(Ω) to the magnetic
Schro¨dinger equation
LA1,q1u1 = 0 in Ω, (4.10)
of the form
u1 = v0 + v1 + r1, (4.11)
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with
‖r1‖H1(Ω) ≤ CM (1−n)/2N−1/2. (4.12)
To that end, plugging (4.11) into (4.10), we obtain the following equation for r1,
LA1,q1r1 = −A1 ·D(v0 + v1)−mA1(v0 + v1)− (A21 + q1)(v0 + v1) in Ω.
Applying Proposition 2.3 with h > 0 small but fixed, we conclude the existence
of r1 ∈ H1(Ω) such that
‖r1‖H1(Ω) ≤ C‖A1 ·D(v0+ v1)+mA1(v0+ v1)+ (A21+ q1)(v0+ v1)‖H−1(Ω). (4.13)
Let us now compute the norm in the right hand side of (4.13). To that end, let
ψ ∈ C∞0 (Ω). Then using (4.9) and (4.4), we get
|〈A1 ·D(v0 + v1), ψ〉Ω| ≤ ‖A1‖L∞(Ω)‖δ∇(v0 + v1)‖L2(Ω)‖ψ/δ‖L2(Ω)
≤ CM (1−n)/2N−1/2‖∇ψ‖L2(Ω) ≤ CM (1−n)/2N−1/2‖ψ‖H1(Ω).
(4.14)
Using (4.5) and (4.6), we obtain that
|〈mA1(v0 + v1), ψ〉Ω| =
∣∣∣∣ ∫
Ω
A(v0 + v1) ·Dψdx
∣∣∣∣
≤ ‖A1‖L∞(Ω)‖v0 + v1‖L2(Ω)‖∇ψ‖L2(Ω) ≤ CM (1−n)/2N−1/2‖ψ‖H1(Ω),
(4.15)
and
|〈(A21 + q1)(v0 + v1), ψ〉Ω| ≤ CM (1−n)/2N−1/2‖ψ‖H1(Ω). (4.16)
The estimate (4.12) follows from (4.13), (4.14), (4.15), and (4.16).
Similarly, there exists a solution u2 ∈ H1(Ω) of LA2,q2u2 = 0 in Ω of the form
u2 = v0 + v1 + r2, (4.17)
where r2 ∈ H1(Ω) satisfies (4.12).
The next step is to substitute u1 and u2, given by (4.11) and (4.17) into the
identity (4.1), multiply it by Mn−1 and compute the limit as M →∞. We write
I :=Mn−1
∫
Ω
i(A1 − A2) · (u1∇u2 − u2∇u1)dx = I1 + I2 + I3 + I4 + I5, (4.18)
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where
I1 =M
n−1
∫
Ω
i(A1 −A2) · (v0∇v0 − v0∇v0)dx,
I2 =M
n−1
∫
Ω
i(A1 −A2) · (u1∇v1 − u2∇v1)dx,
I3 =M
n−1
∫
Ω
i(A1 −A2) · (u1∇r2 − u2∇r1)dx,
I4 =M
n−1
∫
Ω
i(A1 −A2) · (v1∇v0 − v1∇v0)dx,
I5 =M
n−1
∫
Ω
i(A1 −A2) · (r1∇v0 − r2∇v0)dx.
Let us compute limM→∞ I1. To that end we have
∇v0 = (∇ηM (x) + ηM(x)N(iτ −∇ρ(x))eN(iτ ·x−ρ(x)), (4.19)
and
v0∇v0 − v0∇v0 = −2iη2M (x)e−2Nρ(x)Nτ.
Thus, using the following formulas
lim
M→∞
Mn−1N
∫
Ω
e−2Nρ(x)η2M(x)dx =
1
2
∫
Rn−1
η2(x′, 0)dx′ =
1
2
,
∫
Ω
e−2Nρ(x)η2M (x)dx ≤ CM1−nN−1, (4.20)
obtained in [2], and the fact that A1, A2 ∈ C(Ω), we get
lim
M→∞
I1 = 2((A1 − A2)(0) · τ) lim
M→∞
Mn−1N
∫
Ω
η2M(x)e
−2Nρ(x)dx
+ 2 lim
M→∞
Mn−1N
∫
Ω
((A1 − A2)(x)− (A1 −A2)(0)) · τη2M (x)e−2Nρ(x)dx
= (A1 −A2)(0) · τ.
(4.21)
Now it follows from (4.5), (4.6) and (4.12) that
‖uj‖L2(Ω) ≤ CM (1−n)/2N−1/2, j = 1, 2. (4.22)
From the estimates (4.7) and (4.22), we obtain that
|I2| ≤Mn−1‖A1 −A2‖L∞(Ω)(‖u1‖L2(Ω) + ‖u2‖L2(Ω))‖∇v1‖L2(Ω) ≤ Cω(M−1).
(4.23)
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By (4.12) and (4.22), we have
|I3| ≤Mn−1‖A1 −A2‖L∞(Ω)(‖u1‖L2(Ω)‖∇r2‖L2(Ω) + ‖u2‖L2(Ω)‖∇r1‖L2(Ω))
≤ CN−1 = CM−1ω(M−1).
(4.24)
Using the fact that v1 ∈ H10(Ω), Hardy’s inequality (4.4), and the estimates (4.8),
and (4.7), we get
|I4| ≤ 2Mn−1‖A1 − A2‖L∞(Ω)‖v1/δ‖L2(Ω)‖δ∇v0‖L2(Ω)
≤ CMn−1‖∇v1‖L2(Ω)‖δ∇v0‖L2(Ω) ≤ Cω(M−1).
(4.25)
Let us now estimate |I5|. To that end we shall first obtain an estimate for
‖∇v0‖L2(Ω). We have, using (4.19),
|∇v0(x)|2 =e−2Nρ(x)(|∇ηM(x)|2 − 2(∇ηM(x)) · ηM(x)N∇ρ(x)
+ η2M(x)N
2(1 + |∇ρ(x)|2))
≤ 2e−2Nρ(x)|∇ηM(x)|2 + 2e−2Nρ(x)η2M(x)N2(1 + |∇ρ(x)|2)).
(4.26)
By (4.20) we get∫
Ω
e−2Nρ(x)η2M(x)N
2(1 + |∇ρ(x)|2))dx ≤ CM1−nN. (4.27)
Next we have
|∇ηM(x)|2 =M2
n−1∑
j=1
(
(∂yjη)(Mx
′,Mρ(x)) + (∂xjρ)(x)(∂ynη)(Mx
′,Mρ(x))
)2
+M2(∂xnρ)
2(x)(∂ynη)
2(Mx′,Mρ(x)),
and therefore, using the estimates∫
Ω
e−2Nρ(x)(∂yjη)
2(Mx′,Mρ(x))dx ≤ CM1−nN−1,
obtained in [2, Lemma 2.1], we get∫
Ω
e−2Nρ(x)|∇ηM(x)|2dx ≤ CM2M1−nN−1 ≤ CM1−nN. (4.28)
Thus, it follows from (4.26), (4.27), and (4.28) that
‖∇v0‖L2(Ω) ≤ CM (1−n)/2N1/2. (4.29)
A direct computation also shows that
‖v0‖L2(∂Ω) ≤ CM (1−n)/2. (4.30)
Let us extend A := A1 − A2 ∈ C(Ω,Cn) to a continuous compactly supported
vector field on the whole of Rn. We consider the regularization A♯ = A ∗ Ψτ ∈
C∞0 (R
n,Cn). Here τ > 0 is small and Ψτ (x) = τ
−nΨ(x/τ) is the usual mollifier
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with Ψ ∈ C∞0 (Rn), 0 ≤ Ψ ≤ 1, and
∫
Ψdx = 1. Then the following estimates
hold,
‖A− A♯‖L∞(Rn) = o(1), τ → 0, (4.31)
‖∂αA♯‖L∞(Rn) = O(τ−|α|), τ → 0, for all α. (4.32)
Let us consider
J :=Mn−1
∫
Ω
A · r1∇v0dx = J1 + J2,
where
J1 =M
n−1
∫
Ω
(A−A♯) · r1∇v0dx, J2 =Mn−1
∫
Ω
A♯ · r1∇v0dx.
Using (4.12), (4.29), and (4.31), we get
|J1| ≤Mn−1‖A− A♯‖L∞(Ω)‖r1‖L2(Ω)‖∇v0‖L2(Ω) ≤ C‖A− A♯‖L∞(Ω) = o(1),
as τ → 0. To estimate J2, it is no longer sufficient to use the bound (4.29), and
therefore, we shall integrate by parts. We get
J2 = J2,1 + J2,2 + J2,3,
where
J2,1 = −Mn−1
∫
Ω
(∇ · A♯)r1v0dx, J2,2 = −Mn−1
∫
Ω
A♯ · (∇r1)v0dx,
J2,3 =M
n−1
∫
∂Ω
(A♯ · ν)r1v0dS.
By (4.5), (4.12), and (4.32), we have
|J2,1| ≤Mn−1‖∇ · A♯‖L∞(Ω)‖r1‖L2(Ω)‖v0‖L2(Ω) ≤ Cτ−1N−1,
and
|J2,2| ≤Mn−1‖A♯‖L∞(Ω)‖∇r1‖L2(Ω)‖v0‖L2(Ω) ≤ CN−1.
Using the trace theorem, the estimates (4.12) and (4.30), we get
|J2,3| ≤ CMn−1‖A♯ · ν‖L∞(∂Ω)‖r1‖H1(Ω)‖v0‖L2(∂Ω) ≤ CN−1/2.
Choosing τ = N−1/2, we conclude that |J | = o(1) as M →∞, and therefore,
|I5| = o(1), M →∞. (4.33)
Hence, for I, defined by (4.18), using (4.21), (4.23), (4.24), (4.25), and (4.33), we
get
lim
M→∞
I = (A1 − A2)(0) · τ. (4.34)
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Furthermore, for u1 and u2, given by (4.11) and (4.17), respectively, using (4.22),
we obtain that
Mn−1
∣∣∣∣ ∫
Ω
(A21 − A22 + q1 − q2)u1u2dx
∣∣∣∣ ≤ CMn−1‖u1‖L2(Ω)‖u2‖L2(Ω) ≤ CN−1.
(4.35)
Thus, we conclude from (4.1) with the help of (4.34) and (4.35) that (A1−A2)(0)·
τ = 0. The proof is complete. 
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