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PREFACE 
The advent of the twentieth century marks the beginning of the 
investigations of classes of rings which turn out to be commutative under 
certain types of hypotheses. An early example is the famous Wedderburn 
theorem (1905) on finite division rings which plays an important role in 
many diverse parts of mathematics. However, it was late 1940's and early 
1950's soon after the development of general structure theory for rings, 
this study received the attention of a wide circle of mathematicians like 
Amitsur, Cartan, Brauer, Kaplansky, Baer, Jacobson, Mc Coy and Faith. Then, 
much significant contribution was made by Herstein alone by generalizing 
some classical commutativity theorems, answering many open questions and 
obtaining various natural conditions which render the rings commutative or 
nearly commutative. Since then the subject has been attracting a host of 
algebraists; to mention a few,Kazlan, Chacron, Nakayama, Ligh, Nicholson, 
Yaqub, Tominaga, Kaya, Hermanci, Luh, Rowen, Bell, Awtar, Gupta, Kishimoto, 
Yuan Chun, Lin, Abu-Khuzam, Richoux and Psomopoulos etc. The purpose of the 
present thesis is to fill many gaps in this area and to investigate large 
natural classes of commutative rings under certain types'of conditions. 
The thesis comprises of six chapters and each chapter is subdivided 
into various sections. The definitions, examples and results in the text 
have been specified with double decimal numbering. The first figure denotes 
chapter, second represents section and third points out the number of the 
definition, the example, the lemma or the theorem as the case may be in a 
particular chapter. For example. Theorem 3.2.7 refers to the seventh theorem 
appearing in the second section of the third chapter. 
II 
Chapter I contains some preliminary concepts and important well known 
results needed in the subsequent text. This chapter, as a matter of fact 
aims at making the present thesis as self-contained as possible. However, 
the knowledge of the elementary ring-theory has been preassumed. Chapter II 
deals with the generalization of commutativity condition, namely xy=yx. We 
start with probing the class of rings in which the commutators [x,y]=xy-yx 
are central and finally prove that a semi prime ring is necessarily commutative 
if it satisfies the condition [(xy) , (xy) -(yx) ]=0 for all ring elements x,y 
and fixed positive integers l,m,n. 
* 
In Chapter III we introduce the notion of (n,K) -rings, a dual concept 
of (n,K)-rings, which was earlier defined by Bell [11] in his paper, 'On power 
maps and ring commutativity'. For a positive integer n, we say a ring R is 
an (n,K) -rings if it satisfies the identities (xy) =y x for all integers m 
with n S m S n+K-1. A number of results have been obtained concerning the 
* * 
commutativity of (n,K) -rings for K = 1,2,3. We also see that an (n,2) -ring 
in which (x+y) =x +y for all ring elements x,y is necessarily commutative, 
while an (n,2)-ring with the same condition may be badly noncommutative. 
The last two sections of the chapter are devoted to the study of the commutativity 
of rings in which (xy) -y x is central. Chapter IV deals with the generaliza-
2 
tion of Boolean condition i.e. x =x. The idea, infact, stems from the ob-
2 
servation that there exist non-Boolean rings satisfying (xy) =xy for all 
ring elements x,y. We exploit this identity to obtain a number of commutativity 
theorems which inturn generalize some well-known results like famous Jacobson's 
theorem (Theorem 1.4.2) and celebrated Wedderburn theorem (Theorem 1.4.1). 
Chapter V opens with a ring-theoretic analogue of a group-theoretic result 
2 2 
which states that a group G is commutative if and only if (xy) =yx y for 
all x,y in G. We also study other well-known polynomial identities and 
Ill 
investigate the classes of commutative rings satisfying generalized forms 
of these identities. In the last section of the chapter we obtain a result 
which states that if R is a ring with 1 satisfying [xy-x y,xl = 0 for 
all x,y in R and fixed integer m,n larger than 1, then R is commutative. 
This result includes a theorem of Bell [10] and extends a result of Putcha and 
Yaqub that a ring satisfying a polynomial identity of the form xy=aj(x,y), 
where co(X,Y) is a word different from XY in noncommuting indeterminates X 
and Y, must have nilcommutator ideal. 
In Chapter VI we obtain a result which helps us derive a number of com-
mutativity theorems which were earlier proved by using very complicated combina-
torial arguments. We know that in general class of rings cancellation is not 
permissible, which forces us to search the painful case-by-case techniques to 
prove ring-theoretic analogues of even simple group-theoretic result. Our main 
result of this chapter allows us a sort of limitted cancellation in rings, lead-
ing to a simplification of many classical proofs, and provides a powerful tool 
to obtain several new results ad libitum ad infinitum. 
In each chapter suitable examples are provided at places to demonstrate 
that the conditions imposed on rings for various results through-out the text 
were not superfluous. The generalizations of some of the results presented in 
the thesis may be possible, but the choice of our examples shows that they cannot 
be extended arbitrarily. 
To meet the requirement of class VIII Chapter XXV of Academic Ordinances 
of Allgarh Muslim University, every chapter and its sections are well-equipped 
with comprehensive introduction, pointing out the important results obtained. 
In the end a list of references of the relevent literature is given. 
IV 
Two papers based on Chapter II and IV have already been published 
in Bull. Austral. Math. Soc. Vol. 31(1985) and Vol. 33(1986), while some 
Portions of Chapter III have been accepted for publication in Bull. Inst. 
Math. (1986) and Bull. Austral. Math. Soc. Vol. 34(1986). Also two 
papers based on certain results of Chapter V are to appear in Indian J. Pure 
and Appl. Math. Vol. 17 No.10(1986) and Tamkang J. Math. Vol. 18 No.4 (1987). 
A paper accepted for publication in Amer. Math. Monthly includes material 
from Chapter VI. 
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PRELIMINARIES 
CHAPTER I 
PRELIMINARIES 
1.1. INTRODUCTION: The object of this chapter is to introduce 
basic concepts, preliminary notions and some fundamental results, which 
we shall require for the development of the subject in the present thesis. 
No attempt will, however, be made to deal with such elementary concepts 
as those of groups, rings, ideals, fields, modules, vectorspaces, homomor-
phisms, direct sums and direct products of ideals and rings etc. For 
most of the material presented in this chapter, we refer to Jacobson [41] 
Mc Coy([50], [51]),Lambek [46], Divinsky [15], Kurash [45], Herstein [32], 
[33] and Rowen [58]. 
By a ring, untill otherwise mentioned, we mean an associative ring 
(may be without unity) containing atleast two elements. 
1.2. We begin with the following: 
EEFINITION 1.2.1 OSTILPOTENT ELEMENT): An element a of a ring R 
is said to be niZ'gotent if there exists a positive integer n such that 
a = 0. 
Zero of a ring is trivially nilpotent, moreover, every nilpotent 
element is necessarily a divisor of zero. For if a ?^  0 and n is the 
smallest positive integer such that a = 0 , and a(a ) = 0 with 
a 5^  0, because n > 1. 
DEFINITION 1.2.2 ( LIE AND JORDAN STRUCTURES): Given an associa-
tive ring R we can induce on R, using its operations, two structures, 
the Lie structure and the Jordan structure by defining the products 
[x ,y ] = xy - yx and (xoy) = xy + yx r e s p e c t i v e l y . 
DEFINITION 1 . 2 . 3 (PRIME IDEAL): An i d e a l P in a r i n g R 
i s sa id to be a Prime ideal i f and only i f i t has the following p rope r ty : 
If A and B are i d e a l s in R such t h a t ABcP, then ASP 
or BE p . 
DEFINITION 1 . 2 . 4 (MAXIMAL IDEAL): An i d e a l M of a r i n g R i s 
c a l l e d a Maximal ideal i f M ?* R and t h e r e e x i s t s no i d e a l A in R 
such t h a t MCACR. 
Thus i f M(?' R) i s a maximal i d e a l , then for any i d e a l A of R, 
McASR holds only when e i t h e r A = M or A = R. 
DEFINITION 1 . 2 . 5 (SEMIPRIME IDEAL)) An i d e a l Q i n 
a r i n g R i s s a i d t o be Semipvime i f and only i f i t has the 
fol lowing p rope r ty : 
2 If A i s an i d e a l in a r i n g R such t h a t A Q Q, then A£Q. 
DEFINITION 1 . 2 . 6 ( COMMUTATOR IDEAL): An i d e a l of a r i n g R 
generated by a l l commutators [ x , y ] , wi th x ,y in R i s known as 
Commutator ideal of R. 
DEFINITION 1 . 2 . 7 ( NILPOTENT IDEAL): An i d e a l A of a r i n g R 
i s sa id to be nilpotent i f t h e r e e x i s t s a p o s i t i v e i n t e g e r n such t h a t 
A"" = (o) . 
DEFINITION 1 . 2 . 8 (NIL IDEAL): An i d e a l A in a r i n g R i s 
sa id to be a Nil ideal i f every element of A i s n i l p o t e n t . 
Every nilpotent ideal is obviously, a nilldeal but not conversely. 
We for the moment provide an example of a nil ideal which is not nilpotent. 
EXAMPLE 1.2.1: Let Z n (n> 1) be the rings of integers modulo p'^  
where p is a fixed prime. Let F = {{a }| a eZ n} i.e. F is the 
n ' n p 
family of all sequences { a } with a e Z n. Define addition and multi-
n n p 
plication on F as follows: 
{ a } + {b } = {a + b } and {a }{b } = { a b } 
n n n n n n n n 
Then F is a ring with sequence {0 } working as zero, where 0 is 
zero of Z n and -{ a } = {-a } . Now let R be the set of all those p n n 
sequences of F which have only finitely many non-zero terms. Than R is 
an ideal of F. 
We consider R as a ring. Let I be the ideal of R consisting 
of all elements of type (pr^, pr„, , pr , 0,—, - ), r, eZ k. 
Let a = (pr^, pr_, — , pr ,0,0-, )e I. Since in Z i, (pr.) = 0, 
- k - k - - -
we get (pr.) = 0 for every i <^k. Thus a = (0,0,0,-, ). Hence I 
is a nilideal. We claim that I is not nilpotent. Now we show that for 
any positive integer n there exists an element ae I such that a ^ 0. 
Define a = {a, } by taking a ,i = P in Z n+1 and a, = 0 for every 
k 5^  n+1. Thus a = (0,0,0, ,p,0,0,-,~). 
(n+1) place 
Since in Z n+1 , p ?^  0, we get 
a^ = (0, 6, 0, — , — , p"^ , 0, 0, — , - - ) / 0 
Hence I j^  (0), for every integer n > 0 . Consequently I is rot a nilpotent 
ideal. 
DEFINITION 1.2.9 ( PRIME RADICAL OF AN IDEAL): The Frime radical 
of an ideal A in a ring R is the intersection of all the prime ideals 
in R which contain A. 
DEFINITION 1.2.10 ( SUBDIRECT SUM OF RINGS): Let T be a subring 
of the directsum S of a family of rings S., i e U indexed by the set U 
and for each ieU, let §. be a homomorphism of S onto S. defined as 
follows: 
ae. = a(i) , a E S. 
If T6, = S. for every ieU., T is said to be a Svbdirect sum of the 
rings S., i e U. 
DEFINITION 1.2.11 (IDEMPOTENT ELEMENT): An element e of a 
2 
ring R is said to be Idempotent if e = e. 
It is obvious that zero is an idempotent element of every ring. 
Moreover, if R contains unity 1, then 1 is also idempotent. Mathematics 
abounds with examples of rings having one or more idempotent elements other 
than 0 and 1 as well. 
DEFINITION 1.2.12 ( IRREDUCIBLE R-MODULE) : A module M over a 
ring R is said to be an Irreducible R-module if MR ^  (0) and if the 
only submodules of M are (0) and M. 
DEFINITION 1.2.13 (FAITHFUL R-MODULE): A module M over a ring R 
is a Faithful R-module (or that R acts faithfully on M) if Mr = (0) 
forces r = 0, r e R. 
DEFINITION 1.2.14 ( JACOBSON RADICAL): The Jacobson vadioal 
J(R) of R is the set of all those elements of R which annihilate all 
the irreducible R-modules. In case R has no irreducible modules, we 
say J(R) = R. 
DEFINITION 1.2.15 (PRIME RING): A ring R is said to be 
Prime if and only if its zero ideal is a prime ideal in R. 
Equivalently, a ring R is prime if and only if either of the following 
conditions holds: 
(i) If A and B are ideals in R such that AB = (0), then A = (0) 
or B = (0). 
(ii) If a, b eR such that aRb = (0), then a = 0 or b = 0. 
DIFINITION 1.2.16 (SEMI PRIME RING): A ring with zero prime 
radical is called Semi prime. This is equivalent to say that a semi prime 
ring is one that contains no nonzero nilpotent ideals. 
DEFINITION 1.2.17 ( SUBDIRECTLY IRREDUCIBLE RING): A ring R is 
said to be Subdirectly irreducible if the intersection of all its nonzero 
ideals is not zero. 
DEFINITION 1.2.18 (PRIMITIVE RING): A ring R is Primitive if it 
has a faithful irreducible R-module. 
DEFINITION 1.2.19 (SEMI SIMPLE RING): A ring R is said to be 
Semi simple If J(R) = (0). 
DEFINITION 1.2.20 (BOOLEAN RING): A ring R is called Boolean 
if all of its elements are idempotent. 
REMARKS 1. A ring R is semi prime if and only If it is a sub-
direct sum of prime rings. 
2. A ring R is semi simple if and only if it is isomorphic to a 
subdirect sum of primitive rings. 
3. Let R be a ring having no nonzero nilideals. ThenR is a subdirect 
sum of prime rings. 
4. A subdirectly irreducible ring has no non-trivial representation 
as a subdirect sum of any rings. 
5. A primitive ring is isomorphic to an irreducible ring of endomor-
phisms of some abelian groups. 
6. Every simple ring is subdirectly irreducible. 
7. Every ring can be represented as a subdirect sum of subdirectly 
irreducible rings. 
8. A Boolean ring has characteristic 2 and is necessarily commutative. 
DEFINITION 1.2.21 (CHARACTERISTIC OF A RING): If there exists 
a positive integer n such that na = 0 for every element a of a ring R, 
the smallest such positive integer is called Chavaatevistio of R (usually 
written as char R). If no such positive integer exists, R is said to have 
characteristic zero. 
Obviously if char R ^ ^ m, then ma = 0 for some aeR implies that a = 0. 
DEFINITION 1.2.22 (CENTER OF A RING): Centev Z(R) of a ring R 
is defined as follows: 
Z(R) = {x e R I xy = yx, for every y £ R} . 
Thus a ring R is commutative if and only if Z(R) = R. 
DEFINITION 1.2.23 (AlfiEBRA): An associative ring A is called 
an Algebra over a field F if A is a vectorspace over F such that for all 
a, beA and aeF, a(ab) = (aa)b = a(ab). 
An algebra is said to be Central simple over a field F if A is a 
simple algebra having F as its center. 
DEFINITION 1.2.24 (FIELD EXTENSION): A Field extension of a field F 
is a pair (K,a) where K is a field and a is a monomorphism of F into K. 
In case of a field extension (K,a ) of a field F, we can identify F 
with its isomorphic copy a(F), a subfield of K and thus treat F itself as a 
subfield of K. Then we simply say that K is a field extension of F. 
DEFINITION 1.2.25 (SPLITTING FIELD): Let f(x) be a polynomial 
of degree nS 1 over a field F. Then a field extension E of F is called 
Splitting field of f(x) if 
(a) f(x) can be factored into n linear factors over E and 
(b) there does not exists any proper subfield E' of E containing F 
such that f(x) can be factored into n linear factors over E' . 
D E F I N I T I O N 1 . 2 . 2 6 (POLYNOMIAL IDENTITY): A p o l y n o m i a l 
f(X^,X , —,X ) in non-commuting indeterminates X^,X , ,X with integral 
coefficients is said to be an identity of a ring R if f(r ,r , ,r ) = 0, 
for every r , r , ,r e R. We simply say that f is a Polynomial identity 
in R. We also say that R satisfies f. 
DEFINITION 1.2.27 (POLYNOMIAL IDENTITY RING): A Polynomial 
identity ring (Pl-ring) is a ring satisfying a polynomial identity whose 
coefficients are all ±1. 
REMARKS 9. We know that every commutative ring satisfies the 
identity f = X^X- - X-X^, and is thus a trivial example of a Pl-ring. 
10. Each finite dimensional algebra over a commutative ring is also 
a Pl-ring. 
11. All subrings, homomorphic images, and direct products of rings 
satisfying f also satisfy f. 
DEFINITION 1.2.28 (TENSOR PRODUCT): Let A be an R-module and 
B be a left -module over the same ring R. Then an R-module T together 
with a map <; : A x B —^ Tis said to be a '.tensor product' of A and B over R 
if the following conditions are satisfied: 
(i) (^(aj^aj^  + a2^2' ^ ^ ^ "'l^  (^ j^ .b) + a^ ^(a2.b) 
C(a, ttj^bj^ + a^b^) = a^ ?(a,bp + a^ cCa.b^) 
(ii) T is generated by the element c(a,b), a e A, beB. 
It is easy to verify that all tensor products of a pair of modules 
A and B over R are unique upto isomorphism and thus we denote essentially 
the unique tensor product of A and B over R by the symbol 
A C& B Or simply A ® B 
R 
For each as A and beB, the element ^(a,b) of A (^  B will be 
denoted by a ® b and called the 'tensor product' of elements a and b. 
An element t of the tensor product A ® B is of the form 
t = Z (a. ®b.) 
i=l ^ ^ 
where a. eA and b. eB for i = 1,2, n. 
1 1 
The tensor product A(^B of A and B is also referred to as 
'Kronecker product'. 
1.3. SOI\IE .KEY BESUIiTS :Ift th i s section we mention some key re su l t s 
extracted from the above referred t e x t s , which wi l l frequently be used in 
l a t e r chapters. 
PROPOSITION 1 . 3 . 1 ( J . Kaplansky [43]): If a division 
Ting D satisfies any polynomial identity then it is finite dimensional 
over its center. 
PROPOSITION 1 . 3 . 2 (S.A. Amitsur f5j): If S is a Pl-ring 
without zero divisors then the division ring of quotients d of S is 
a central division algebra of finite order over its center and satisfies 
the same identities as S. 
PROPOSITION 1 . 3 . 3 (.S.A. Amitsur [5]): A ring S is a Pl-ring 
without zero divisors if and only if S is a subring of a central division 
algebra of finite order . 
PROPOSITION 1 . 3 . 4 {Cartan-Brauer-Eua-theorem [41,Theo-
rem VII]): The only division subring of a division ring D 
which are invarient relative to all inner-automorphisms are 
D and the subfields of the center of D. 
10 
PROPOSITION 1.3.5 [S2^ Theorem 2.1.4]: Let R be a primitive 
ring. Then for some division ring D either R is isomorphic to D , the 
ring of all nxm matrices over D or^ given any integer m there 
exists a subring S of R which maps homomorphically onto D 
PROPOSITION 1.3.6 [33^ Lemma 1.1]: Let R be a ring and 0 ^A, 
n 
a right ideal of R, Suppose that given azA. a = 0 for a fixed integer n ; 
then R has a nonzero nilpotent ideal. 
PROPOSITION 1.3.7 (Fosner's theorem [57]): Let R be a prime 
ring with center Z(R) and a polynomial identity. Then there exists a 
simple ring S = RZ(R), where Z(R) is a quotient field of Z(R), which 
is a ring of quotient of R and is finite dimensional over Z(R). 
PROPOSITION 1.3.8 (Strengthening of Posener's theorem [5?]): With 
all notions of the Proposition 1.3.7, besides assertions of the Fosner's 
theoremJ the center Z(S) of S is Z(R). 
PROPOSITION 1.3.9 (I.N. Herstein [36]): Let R be a ring in 
which given a, be R there exist integers m = m(a,b)il, n = n (ajb)^l 
such that a b = b a . Then the commutator ideal of R is nil. 
1.4. SOME CLASSICAL COMMUTATIVITY THEOREMS: In this section 
we give some well known coimnutativity theorems, which we shall frequently 
refer to in subsequent chapters. 
THEOREM 1.4.1 (Wedderbum [59]): A finite division ring is 
a field. 
11 
THEOREM 1.4.2 (-.Jaaobson [40]): Let R be a ring in which for 
every azR there exists an integer n(a)>lj depending on a, such that 
a = CL, then R is commutative. 
THEOREM 1.4.3 (Jacobson [40]): An algebraic division algebra 
over a finite field is commutative. 
THEOREM 1.4.4 (Kaplansky [44]): Let R be a r-ing with center 
n (x) Z(R) and a positive integer n = n(x) >1 such that x eZ(R) for every 
X e R. If R in addition is semi, simple^ then it is also commutative. 
THEOREM l.^,b(Faith [16]): Let D be a division ring and A ^ D 
a subring of D. Suppose that for every x e D^ x eA, where n(x)^ 1 
depends en x. Then D is commutative. 
THEOREM 1.4.6 ( Herstein [30]): If R is a ring in which the 
mapping x-^x for a fixed integer n> 1 is a homomorphism onto, then 
R is commutative. 
THEOREM 1.4.7 (Bell [9]): Let R be a ring satisfying an 
identity q(X) = 0, where q(X) is a polynomial in a finite number of non-
commuting indeterminatesy its coefficients being integers with highest 
common factor 1. If there exists no prime p for which the ring of 2 'K 2 
matrices over GF(p) satisfies q(X) = 0, then R has a nil commutator 
ideal. Equivalently^ if R has no nonzero nil ideals, then R is commutative. 
CHAPTER II 
ON GENERALIZED COMMUTATIVE RINGS 
CHAPTER I I 
ON GENERALIZED COmUTATIVE RINGS 
2.1 INTRODUCTION: We know that in a commutative Ring R, the 
commutators [x,y] = xy - yx are central. It is natural and interesting 
to question whether a ring in which all the commutators are central, needs 
be commutative? In general the mentioned condition is far removed from 
commutativity. The ring of 3 x 3 strictly upper triangular matrices over 
a field F is one of the examples of those rings which' satisfy the condi-
tion but are noncommutative. It is, rather, surprising that this problem 
could not be investigated till 1962 when Israel N. Herstein [22] established 
that a division ring D in which xy - yx is central for every pair x,y 
of D must be commutative. However, since these constitute a relatively 
small class of rings, it is reasonable to search for more general rings. 
In Section 2.2, we prove that even a semiprime ring with the above condition 
is necessarily commutative (Theorem 2.2.1). Moreover, we generalize the 
hypothesis of our theorem and investigate the class of commutative rings. 
In fact we have succeeded in proving the following result: 'if R is a 
semi simple ring such that for all x,y in R there exists a positive 
integer n = n(x,y) for which either (xy) + (yx) or (xy)'^ -(yx) is 
central, then R is commutative (Theorem 2.2.3)'. 
In Section 2.3 we further weaken the hypothesis and generalize a 
celebrated result due to Belluce , Herstein and Jain [12]. The theorem of 
Gupta [18] becomes a corollary of our theorem. In the end of the chapter 
some examples are provided to show that the results proved by us cannot 
be extended arbitrarily. 
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2.2. The commutativity condition for ring R> namely xy = yx 
for each pair of elements x,yeR was generalized by Israel N. Herstein[22] 
as follows: 'Let D be a division ring in which xy-yx is central for 
every x,y in D, then D is commutative'. As we shall see below, 
this result can be easily extended to semi prime rings. 
THEOREM 2.2.1: Let '^ be a semi yrime ring in which for each 
•x.,y in R J xy-yx is central. ThenR is commutative. 
F i r s t we prove the fol lowing lemma: 
LEMMA 2 . 2 . 1 : Let R be a prime ring and x ?^  0^ be an element 
in Z(R). If for any y in R ^ x y e Z ( R ) , then yGZ(R) 
PROOF: S i n c e x and xy i n Z ( R ) , we h a v e 
(1) xz = zx 
(2) (xy)z = z(xy), for all z e R 
From (1) and (2), we get 
(3) xyz = xzy, for all z e R 
L e t r be an a r b i t r a r y e l e m e n t of R. Then w i t h z = r z , 
(3) y i e l d s (xyr)z = xrzy and with z = r , (1) and (2) y i e l d xr = rx 
and (xy)r = r (xy) r e s p e c t i v e l y . Thus we get 
(rx)yz = xrzy 
or x r (yz ) = x r (zy) 
Consequently, x R(yz - zy) =(0), for all z e R. But since x ?^  0 and 
R is prime, this forces yz - zy = 0, for all ze R. Hence ye Z(R). | | 
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PROOF OF THEOREM 2.2.1: Since R is semi prime in 
in which xy - yxEZ(R) for all x,y in R, it is isomorphic to a 
subdirect sum of prime rings R each of which as a homomorphic image 
of R satisfies the hypothesis placed on R. Hence we can assume that 
R is prime in which xy - yxeZ(R) for all x,y in R. Replace x 
by xy to get (xy-yx)y e Z(R). By Lemma 2.2.1, yeZ(R) unless 
xy-yx = 0. But yeZ(R) also gives xy - yx = 0. Hence in both the 
cases R is commutative.|| 
In [1] Abu-Khuzam and Yaqub generalized the above result of Israel 
N. Herstein as follows: 
THEOREM 2.2.2 [1] : Let R be a division ring suoh that for all 
x,y in R there exists a positive integer n=n(x,y) for whiah (xy) -(yx) 
is in the center of the ring R. Then R is commutative. 
We extend the above result and provide a much simpler and shorter 
proof of the above Theorem 2.2.2. Indeed we prove, 
THEOREM 2 . 2 . 3 : If R is a semi simple ring suoh that 
for all x ,y in R there exists a positive integer n = n ( x , y ) 
for which either (xy) +(yx) eZ(R) or (xy) - ( y x ) e Z (R) , then R 
is commutative. 
To establish the above theorem we begin with the following lemma: 
LEMMA 2.2.2: Let R be a division ring suoh that for all x,y in R 
there exists a positive integer n=n(x,y) for which (xy) +(yx) e Z(R). 
then R is commutative. 
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PROOF: Suppose x,y be nonzero elements of R. By hypo-
thesis there exists a positive integer n = n(x,x y ) such that 
(x.x h"^ + (x"y.xf£ Z(R) 
This implies that y + x y x g Z(R) and hence 
, n , - I n , / H , - I n . TTU-I. 
(y + X y x)x = X (y + x y x). Which gives 
,n - l n 2 . n n . 
x ( y x + x y x ) = x(xy +y x) 
n 2 2 n 
Or y X = X y 
Hence by proposition 1.3.9, R is commutative, because R is a 
division ring. || 
The following lemma is due to L.Neumann which is also reproved in [37] 
LEMMA 2.2.3 [37]: Let R he a ring without nonzero nilvight 
ideals. Suppose that given x,y in R there are positive integers 
1 m n i = i(x,y)^m = m(x,y) and n = n(x,y) such that [x , [x ,y ]] = 0 . Then 
R is oommutative. 
Now we turn to an alternate proof of Theorem 2.2.2 which is of 
course both shorter and more, simple. 
PROOF OF THEOREM 2 . 2 . 2 : Proceeding on the same l i n e s as in 
case of Lemma 2 . 2 . 2 , we get 
2 n j n 2 „ n . 
X y + y X - 2xy x = 0 
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which implies that [x,[x,y ]] = 0 and hence R is commutative by 
Lemma 2.2.3. J | 
PROOF OF THEOREM 2.2.3: Since R is a semi simple ring such 
that for each x,y in R there exists a positive integer n = n(x,y) for 
which either (xy) + (y^) or (xy) - (yx) is central, it is 
isomorphic to a subdirect sum of primitive rings R each of which as a 
a 
homomorphic image of R satisfies the hypothesis placed on R. Hence we 
can assume that the ring R is primitive satisfying the hypothesis of the 
theorem. 
Note that the hypothesis is inherited by all subrings and all homomorphic 
images of R. Note also that no complete matrix ring (D) over a division 
ring D (t> 1) satisfies the hypothesis, as a consideration of x = e^ 
and y = e^ ^ "*" ^i9 shows. Because of these facts and the structure theorem 
for primitive rings, (Proposition 1.3.5) we may assume that R is a division 
ring satisfying the hypothesis of the theorem. Consequently by Lemma 2.2.2 
and Theorem 2.2.2, R is commutative.|| 
It is evident by the following example that the above theorem cannot 
be extended for arbitrary rings. 
EXAMPLE 2.2.1: Consider R =^ a^ O 0 / a., i = 1,2,3 are integers' 
A close look at the above ring shows that Xyz = 0 for all x,y,ze R. 
Hence R satisfies the hypothesis of the Theorem 2.2.3. However, R is 
not commutative. 
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2.3. Several years ago it was proved by Belluce, Herstein and Jain[12] 
that,'If R is a ring in which for each x,y in R there exist integers 
m = m(x,y)> 1, n = n(x,y)> 1 such that (xy) = (yx) , then the commutator 
ideal of R is nil. In this direction we prove the following theorem, 
which is an extension of Theorem 2.2.3, and also that of Abu-Khuzam 
and Yaqub [1]. 
THEOREM 2.3.4: Let Jl,m,n he fixed •positive integers and R he 
» n 
a semi pvime ving in which [ (xy) , (xy) - (yx) ] = 0 fov all x,y ^  R. 
Then R is commutative. 
For the proof of the above theorem we begin with the following lemmas: 
LEMMA 2.3.4: If R is a semi prime ving satisfying the hypothesis 
of the Theorem 2.2.4^ then R has no nonzero nilpotent elements. 
2 
PROOF: Let a e R such that a = 0 . By using l;he hypothesis of 
the Lemma we get, 
(ax) (xa) = [(ax) , (ax) - (xa) ] = 0 for all x e R. 
Hence we have, 
. .1+n+l r, vJl+n , , .1, .n-, (ax) = l(ax) a + (ax) (xa) 1 x 
= {(ax) a(xa) + (ax) (xa) } x 
= {(ax) a + (ax) } (xa) . x 
I 
= {a(xa + x)} {(xa + x)a} . x 
= 0 
If aR •/= (0), then aR is a nonzero nilright ideal satisfying the Identity 
z = 0 for all z in aR and so by Proposition 1.3.6, R has a 
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nonzero nilpotent ideal. This is a contradiction since R is semi prime. 
Thus aR = (0) , which implies that a = 0. || 
LEMMA 2.3.5: If R is a prime ring satisfying the hypo-
thesis of the Theorem 2.2.4^ then R has no nonzero zero divisors. 
PROOF: By Lemma 2.3.4 above R has no nonzero nilpotent elements 
and R is prime also. Hence by Lemma 1.1.1 of [35], R is free from 
nonzero divisors of zero.|| 
LEMMA 2.3.6: If R is a division ring satisfying the hypothesis 
of the Theorem 2.S.4, then R is oommutative. 
PROOF: By elementary computations, hypothesis of the theorem re-
duces to the polynomial identity [(xy) ,(yx) ] = 0 for all x,y in R. 
Now let c be an arbitrary nonzero element of R and S be a division 
subring of R generated by {a c a | a.{^ 0) e R}. Since S = x Sx for all 
nonzero x in R, S is invarlent to all inner-automorphisms and we have 
by Cartan - Brauer - Hua theorem (Proposition 1.3.4) either S = R or 
SGZ(R). But as shown just above for any nonzero a in R there exist 
positive integers 1 and n such that, [(a.a c) ,(a c.a) ] = 0 i.e. 
1-1 1 
[c , a c a] = 0. Now if S = R, then we obtain c £ Z(R). On the other 
hand if S ^  Z(R), then obviously c ^ Z(R). Hence, we have shown that 
X e Z(R) for all xe R. Thus R is commutative by Theorem 1.4.4.11 
Now we are in a position to prove the above theorem . 
PROOF OF THEOREM 2.3.4: It suffices to assume that R is a 
prime ring satisfying the same hypothesis. Thus by Lemma 2.3.5. R contains 
no zero divisors. Hence by strengthening of Posner's theorem (Proposition 
1.3.8), R can be embedded in a division ring satisfying the same polj^ nomial 
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i d e n t i t y , c o n s e q u e n t l y by Lemma 2 . 3 . 6 , R i s c o m m u t a t i v e . |l 
The following example demonstrates t h a t the r i n g R to be semi 
prime in our theorem i s not unneces sa r i l y s t r i n g e n t . 
EXAMPLE 2 . 3 . 2 : Let R be the subr ing generated by the ma t r i ces 
0 
0 
0 
1 
0 
0 
0 
0 
oj 
9 
f 
L 
0 0 1 
0 0 0 
0 0 0 
' / 
("o 0 0 
0 0 1 
^0 0 0/ 
in the r i n g of 3 x 3 ma t r i ce s over Z , the r i n g of i n t e g e r s modulo 2. 
For a l l i n t e g e r s 1> 1, m > 1 and n > 1, [(xy) , (xy) - (yx) ] = 0 holds 
in R. However, R i s not commutative. 
REMARKS. 1 . As a consequence of Theorem 2 . 3 . 4 , with 1 = m = n = 1, 
we ob ta in the r e s u l t due to Gupta [ 1 8 ] . 
2. The example given below due to Baer [7] shows t h a t t he r e s u l t of 
the Theorem 2 .3 .4 cannot be extended to the case when i , m and n a re no 
longer f ixed but depend on the p a i r of elements x and y in R. 
EXAMPLE 2 . 3 . 3 [ 7 ] : C o n s i d e r t h e c o u n t a b l e i n f i n i t e number 
of c y c l i c g r o u p s and l e t t h e i r g e n e r a t o r s be d e n o t e d by b ( 0 ) , 
b ( l ) , , b ( i ) , b ( - i ) . The d i r e c t sum G of these c y c l i c groups w i l l 
be an abe l i an group. Let U ( i ) : G —^ G be a mapping defined by 
b(j)U(i) = 
Then for each i = 1, 2, 
0, if j = 0 mod 2 
b(j-l), otherwise 
•, U(i) is an endomorphism of G. 
Denote by R the ring of endomorphisms of G which is generated 
by the endomorphisms U(l), U(2), U(3), . It has been verified in [7] 
that the ring R is nilring having no nonzero nilpotent ideals. 
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Choose the generators b(l) 5^  b(2) j' b(3) ?^  0. 
Then, 
b(3) (U(1)U(2)) = (b(3) U(l)) U(2) 
= b(2) U(2) 
= b(l) 
t 0 
Again b(3) (U(2) U(l)) = (b(3) U(2))U(1) 
= b(2) U(l) 
= 0 
Thus ,U(1) U(2) 7« U(2) U(l) for U(l), U(2) e R and hence R is 
J 
noncommutative which satisfies the condition [(xy) , (xy) - (yx) ] = 0, 
where 1 = l(x,y), m = m(x,y), n = n(x,y) are positive integers. 
Naturally i and m may be equal to index of nilpotency of xy and n 
equal to that of yx. 
CHAPTER III 
ANTIPOWER MAPS AND COMMUTATIVITY OF RINGS 
CHAPTER I I I 
ANTIPOWER MAPS AND COmUTATIVITY OF RINGS 
3.1. INTRODUCTION: Let n be a positive integer and 
K = 1,2 or 3. Following Bell [11], a ring R is called an (n,K)-ring 
if it satisfies the identities (xy) = x y for all integers m with 
n^mgn + K-1. Several authors have studied the commutativity of (n,K)-rings. 
The first authors, perhaps, to work in this direction were Johnsen, Outcalt 
and Yaqub [42] who proved in 1968 that an (n,l)-ring having unity must be 
commutative for n = 2 • Later Luh [49], Awtar [6], Hermanci [21], Ligh 
and Richonx [47], Bell [11] and Abu-Khuzam [2] etc. considered (n,l), 
(n,2) and (n,3)-rings. The objective of this chapter is to introduce 
* . 
the concept of (n,K)-rings and discuss, what additional conditions will 
yield the commutativity of such rings. 
* 
A ring R will be called (n,K) -ring if it satisfies the identities 
(xy) = y X for all integers m with n< m^ n + K-1. In Section 3.2 
we prove the commutativity of (n,l) -rings with unity 1 imposing torsion 
restriction for the case n = 2. We also show that if R is a semi prime 
2 2 2 
ring in which (xy) -y x is central for all x,y in R, then R is 
commutative (Theorem 3.2.2). In Section 3.3, we prove that an (n,3) -ring 
is commutative, if it has multiplicative identity 1 (Theorem 3.3.3). In 
* 
the end it has been demonstrated by an example that (n,3) -rings canf^t be 
* * 
replaced by (n,2) -rings. However, if an (n,2) -ring satisfies, in addi-
tion (x+y) = X +y , then it is commutative (Theorem 3.4.4). It is 
interesting to note that an (n,2)-ring with the above condition fails to 
obey commutativity. 
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In Section 3.5, we first study (n,l) -rings for fixed n, later 
we consider (n,l) -rings with n depending on x for its values. Our 
theorems (Theorem 3.5.5 and 3.5.6), then say that in these instances only 
restricted class of rings can be commutative. The last two sections are 
devoted to generalize some of the results proved earlier. 
2 2 2 3.2. It is wellknown that a group G satisfying (xy) = x y for 
all X and y in G must be abelian. Johnsen Outcalt and Yaqub [42] 
proved a ring-theoretic analogue of the above group-theoretic result for 
rings with unity. Later on V. Gupta [19] proved the following theorem in 
this direction. 
THEOREM 3.2.1 [19] : Let R be a semi prime ving in whieh 
2 2 2 
(xy) - X y e Z(R) for all x and y in R . Then R is commutative. 
In the present section our objective is to investigate the commuta-
tivity of rings satisfying the following conditions: 
2 2 2 (S) (xy) = y X for all x and y in R 
2 2 2 (**) [z,(xy) - y X ] = 0 for all x,y,z in R. 
A simple computation gives that if additive group of the ring R 
with unity contains no elements of order 3, and satisfies the condition 
(*), then R is necessarily commutative. The following example shows that 
the condition of the existence of unity in the ring is essential. 
EXAMPLE 3.2.1. Let D, be a ring of k x k matrices over a 
division ring D and A,= {(a.JeD, / a . . = 0 (iSj)}, 
Then A, is a noncommutative nilpotent ring of index 3 which satis-
fies the condition (*). 
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Now we establish the following result. 
THEOREM 3 . 2 . 2 : Let R be a semi iprime ring satisfying 
the condition (**). Then R is commutative. 
The following lemmas are pertinent for developing the proof of the 
above theorem: 
LEMMA 3 . 2 . 1 : Let R be a ring and for every x,y in R , 
[ x ^ [ x ^ y ] ] = 0. Then 2 [ x ^ y ] ^ = [ x ^ [ x ^ y ^ ] ] 
PROOF: We have, 
2 [ x ^ y ] ^ = { y [ x ^ [ x ^ y ] ] + [x^y]2} + { [ x ^ [ x ^ y ] ] y + [x^y]2} 
2 2 2 2 
= [x ,y [x , y ] ] + [x , [ x , y ]y ] 
= [x^ [x^y^] ] . II 
LEMMA 3.2.2: J/ R is a semi prime ring satisfying the 
2 
condition (**) , then for any ae R, a =0 implies a = 0. 
2 
PROOF: Let ae R such that a = 0 . Then for x = a, the con-
2 
dition (**) gives (ay) e Z(R) for all y in R. And, in particular, 
2 2 3 
(ay) a = a(ay) = 0 which implies that (ay) = 0 for all y in R. If 
aR / (0) then the above shows that aR is a nonzero nilright ideal satis-
3 
fying the identity z = 0 for all z in aR. So by Proposition 1.3.6, 
R has a nonzero nilpotent ideal which is a contradiction, since R is semi 
prime. Thus aR = (0) and hence a = 0. jj 
Further Lemma 1.1.1 of [35] together with the above result atonce 
yields the following: 
LEMMA 3.2.3: If B. is a prime ring satisfying the condition {,**), 
then R has no proper zero divisors. 
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LEMMA 3.2.4: If R is a prime ring satisfying the condition (**), 
then R is commutative. 
PROOF: First we assert that Z(R) ^  (0). Assume on contrary 
2 2 2 
that Z(R) = (0) then we have (xy) = y x for all x,ye R. On replacing 
3 
X by (x + y) we get [x,y ] = 0 and by Proposition 1.3.9 combining with 
Lemma 3.2.2, x e Z(R) = (0) which forces R =(0X a contradiction. 
Hence Z(R) ^ (0). 
Now let r be a nonzero element in Z(R). Replacing x by (x + r) 
2 2 2 2 
in the given condition (xy) - y x e Z(R), We get r{[x,y ]+y[x,y]}£Z(R). 
Hence by Lemma 2.2.1, 
(1) [x,y^] + y [x,y] E Z ( R ) . 
With X = xy in (1), we get 
(2) {[x,y^] + y[x,y]} yeZ(R). 
Since R is prime and (1) & (2) hold in R, we get by Lemma 2.2.1 
2 
yeZ(R) unless [x,y ] + y [x,y] = 0. But if yeZ(R), then also 
2 [x,y ] + y [x,y] = 0. Thus in every case we have, 
* 
(3) [x,y^] + y [x,y] = 0 . 
CASE I: If Char R = 2 then (3) yields (xy + yx)y = 0 . By 
Lemma 3.2.3, either y = 0 or xy + yx = 0. But if y = 0 then also 
xy + yx = 0. Hence in every case xy + yx = 0, which implies that xy = yx, 
since Char R = 2. Thus R is commutative. 
2 
CASE II: If Char R j' 2, then with x = x + x in (3), we get 
(4) [x^y^] + y [xjy] = 0. 
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Multiply (3) on the right by x, to obtain 
(5) [x,y^] X + y [x,y] x = 0. 
2 2 2 
From (4) and (5) we have [xy.yx] = (xy) - y x , which gives that 
(6) [xy, yx] £Z(R) 
Replacing y by (x + y), (6) yields. 
(7) [x^,[x,y]] eZ(R) 
Putting y = jrx, (7) yields 
(8) {[x^,[x,y]]} xcZ(R) 
2 
Using (7) and (8) and again by Lemma 2.2.1, xe Z(R) unless [x lx,y]] = 0. 
2 
But xeZ(R) also gives [x ,[x,y]] = 0 and so in both the cases 
2 2 2 
[x,[x,y]] = 0. Since [x ,y] = x [x,y] + [x,y]x and x commutes with [x,y], 
2 2 2 
we get [x ,[x ,y]] = 0. Moreover replacing y with (y + y ), we obtain 
2 2 2 2 2 2 2 2 
[x , [ x ,y ] ] = 0 and by Lemma 3 . 2 . 1 , 2[x ,y] = [x , [ x ,y ] ] = 0 which 
2 2 implies that [x ,y] = 0 since Char R 5^  2. Now using Lemma 3.2.2, 
we have 
(9) [x^y] = 0 
2 
With y = X + y in [xy,yx] eZ(R), we get 
(10) [x^,[x,y]] eZ(R). 
3 
Putting y = yx, (10) yields {[x ,[x,y]]}_x£ Z(R). Thus by Lemma 2.2.1, 
3 3 
xeZ(R) unless [x ,[x,y]]= 0. But if xeZ(R), then again [x ,[x,y]]=0. 
3 2 2 
Now in view of the identity [x ,y] = x [x,y] + x [x,y] x + [x,y]x we 
3 3 2 3 3 2 
find [x ,[x ,y]] = 0 which on putting y = y + y gives [x ,[x ,y ]]=0 
3 2 3 3 2 3 2 
and by Lemma 3.2.1, 2[x ,y] = [x ,[x ,y ]] = 0 . This forces [x ,y] =0, 
since Char R / 2. Hence by Lemma 3.2.2 
(11) [x^y] = 0 
26 
2 2 Combining (9) and (11), we get (x y - xyx) = 0 and by Lemma 3.2.2, 
x(xy - yx) = 0 which, by Lemma 3.2.3, implies that either x = 0 or 
xy - yx = 0. But x = 0 also gives xy - yx = 0. Thus in every case 
xy = yx and R is commutative. || 
Further if R is semi prime ring satisfying the condition (**), 
then by using the same arguments as used in the proof of Theorem 2.2.1, we 
may assume that ring R is prime satisfying condition (**). Hence R is 
commutative by Lemma 3.2.4. This completes the proof of our Theorem 3.2.2. 11 
REMARK 1. The result could have been inferred to at equation 
no. (6), using the theorem of [56] or at equation no(9) using Proposition 1.3.9 
together with the Lemma 3.2.2. But in order to make the proof self-contained 
we prefer to prove it completely. 
Example 3.2.1 also demonstrates that Theorem 3.2.2, cannot be extended 
arbitrarily. 
3.3. The study initiated by Johnsen, Outcalt and Yaqub [42] was ex-
tended by many research workers in various directions. Some of the results 
can be looked in ([2], [11], [19], [47]). Our objective is now to extend the 
study of the polynomial identities (*) and (**) defined in the previous 
section. Let n be a positive integer and K = 1,2,3. A ring R will be 
called an (n,K) -ring if and only if it satisfies identities (xy) =y x 
for all integers m with n S m g n + k - 1 . 
We begin with the following: 
THEOREM 3.3.3: Let n be a positive integer and R be an (n,3) -ring 
with unity 1 . Then R is oormutative. 
For n = 1, we are trivially through. Let us, therefore, assume 
27 
n > 1. The following result will be used frequently in the subsequent 
text, which has been proved in [53] also. But we are supplying here its 
independent and more elementary proof. 
LEMMA 3.3.5: Suppose a and b are elements of a r-ing R with 
unityIj satisfying a'\)=0 and (1+a) b=0 , for some positive integer m. 
then b = 0. 
PROOF: We have 1 = {(1+a) - a} . Multiply on the right by b 
to get b = {(1 + a) - a} b. On expanding the right hand side expression 
by Binomial theorem and using the fact that a b = 0 and (1+a) b = 0, 
this forces b = 0. || 
PROOF OF THEOREM 3.3.3: We have, (xy)""'"^ = y""''^x'^''"^  = y W y . 
This implies that 
(1) y [yjX ] = 0 for all x,y z R 
With y = 1 + y in(l), we get (1 + y)" [y.x'^ ''"^ ] = 0. 
Applying Lemma 3.3.5, we have 
n4-1 
(2) [y,x ] = 0 for all x,y e R. 
.^  . .n+2 n+2 n+2 n+1 n+1 „ . . , , 
Also (xy) = y x = y x xy. This yields, 
(3) y'^"'"^[y,x'^"'"^] = 0 for all x.yeR. 
Again replace y by (1 + y) in (3) to obtain 
(4) ( 1 +y)""^ [^y,x"'*'^ ] = 0 for all x,y e R. 
By Lemma 3.3.5, the relations (3) and (4) give 
(5) [y,x ] = 0 for all x,y £ R. 
Multiply (2) on the left by x and combining with (5), we have [x,y]x =0. 
1 1 
Again with x = 1 + x, this yields, [x,y] (1 + x) = 0 Using Lemma 3.3.5 
we finally get [x,y] = 0. Hence R is commutative. 11 
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Example 3.2.1 also demonstrates that the existence of unity in 
the hypothesis of the above theorem is essential. We further point out 
that the conclusion of the above theorem does not followLif we replace 
(n,3) -ring by (n,2) -ring in the hypothesis of the theorem. 
.EXAMPLE 3.3.2: Let T be a noncommutative ring of character-
3 
istic 3 such that T = 0 and R = T x z/(3), where Z/(3) is the ring of 
integers module 3. Define addition and Multiplication in R as follows: 
(a,i) + (b,j) = (a + b, i + j) 
(a,i) (b,j) = (ab + aj + hi, ij) 
3 3 3 4 4 4 
Then R is a ring with unity (0,1) and (xy) = y x , (xy) =y x hold in R. 
Let a,b e T such that ab i' ba, then for (a,0) and (b,0)E R, 
(a,0)(b,0) i (b,0)(a,0) 
Thus R is a noncommutative (n,2) -ring for n = 3. 
3.4. We have observed in the last section that a ring (even with 
A * 
unity) need not be commutative if we replace (n,3) -rings by (n,2) -rings. 
Now it is reasonable to ask what additional condition is required to get 
k k k the commutativity for a ring which satisfies the identity (xy) =y x , for 
just two consecutive integers. In this direction we prove the following: 
THEOREM 3.4.4: Let n be a -positive integer and R be an 
n n n 
(n,2) 
-ring with unity 1 satisfying (x+y) =x +y . Then R is commutative. 
•k 
It is easy to notice that the first condition of the property (n,2) 
together with (n+y) =x +y gives that the mapping x—^ x is an anti-
homomorphism in R. Thus the above theorem extends the study initiated by 
Herstein [30] in early 1960's. The Example 3.4.3 will show that if we 
replace condition (n,2)* by (xy)"=x"y'^  and (xy)"'''^ =x"''"V'^ "'"^  then the 
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result of the above theorem falls. The following lemmas have been essen-
tially proved in [41] and [30] respectively. 
LEMMA 3.4.6 [41]: If x,y e R and [ x,y] commutes with x, then 
[x ,y]=nx ~ [x,y] fov all positive integers n . 
LEMMA 3. 4. 7[30] : Let R be a ring in which for some fixed 
integer n>l, (x+y) =x +y for all x,y e R .Then every commutator in 
R is nil'potentj and the nilpotent elements of R form an ideal. 
PROOF OF THEOREM 3.4.4: We may assume that n > 1. For all 
_, , .n+1 n+1 n+1 n n , . , . -, . ^, .-
x,y£ R (xy) =y x =y x xy,which implies that 
(1) y"[x"'''^ ,y] = 0 for all x,y e R. 
With y = 1+y in (1), we get 
(2) (l+y)'^ "'"^ [x'^ ''"^ ,y] = 0 for all x,yeR. 
By Lemma 3.3.5, (1) and (2) give 
(3) [x'^ '^ y^] = 0 for all x,y e R. 
Thus X £ Z(R). Let U be a nilpotent element of R then there exists 
a positive integer j such that u''=0, where t=n-'. But (1+U) =1+U =1 £ Z(R) 
and (1+U) e Z(R). Now since t and n+1 are relatively primes, (1+U) eZ(R) 
and (1+U) e Z(R) readily give (l+U)eZ(R), which further implies that 
UeZ(R). Thus all the nilpotent elements are central. Hence by Lemma 3.4.7, 
commutators are nilpotent, and thus central. In particular we have 
[x,[x,y]] = 0. Therefore by Lemma 3.4.6, (3) gives (n+l)x'^ [x,y] = 0. 
On replacing x by (1+x), we get (n+1)(1+x) [x,y] = 0. Consequently 
using Lemma 3.3.5, we get 
(4) (n+1) [x,y] = 0. 
Since all the nilpotent elements are central, it is easy to see that 
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2 
U[x,y] = [Ux,y] = 0 for any nilpotent U and in particular, [x,y] =0. Now 
1 = l+[x,y]''=(l+[x,y])''=l+n[x,y] 
which implies that 
(5) n [x,y] = 0. 
By (4) and (5) we get [x,y] = 0 and hence R i s commutative.]] 
The following example shows that (n,2) - r ings in the above theorem 
cannot be replaced by (n ,2) - r ings . 
EXAMPLE 3 . 4 . 3 : Let p be a f i x e d pr ime number and R be 
t h e r i n g c o n s i s t i n g of a l l 3 x 3 m a t r i c e s over GF(p)of t h e form 
'^a b c^ 
o a d 
^0 0 a^ 
Then R is non-commutative and contains unity. It can be easily varified 
that for all x,y in R. (xy)P=xV. (xy)P"'"^ =xP'^ SP"^ \ (x+y)P=xP+yP for 
4 4 4 5 5 5 4 4 4 
odd p and (xy) =x y , (xy) =x y , (x+y) =x +y for p = 2. 
3.5. This section is devoted to the study of commutativity of 
* 
(n,l) -rings. In 1960 Herstein [30] proved that if R is a ring in which 
(xy)=3>x y for all x,y in R and a fixed integer n> l,then every commuta-
tor in R is nilpotent. Moreover the nilpotent elements of R form an 
ideal. Awtar [6] and Hermanci [21] using complicated combinatorial arguments 
established commutativity of rings satisfying the above identity imposing 
torsion restrictions on the additive group R . This study was further 
extended by Abu-Khuzam([2], [4]),and PsomQpoulcs[54]. We would have got 
dual results for the rings with torsion conditions enjoying the property 
(xy) =y X , but to avoid repeatation of techniques we will restrict ourselves 
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to prove the commutativity of certain special types of rings satisfying 
condition (n,l) . Although the following theorem has been generalized 
in Section 3.7, we feel it would be of some interest to present it by 
itself for the sake of completeness. Moreover, the techniques of the 
proof in this instance are entirely different from those used in the 
proof of Theorem 3.7.8 and are much simpler and compratively elementary. 
THEOREM 3.5.5: Let n > 1 he a fixed -positive integer and R 
be an (n,l) -semi prime ring. Then R is oommutative. 
We need the following lemma to prove the above theorem. 
LEMMA 3.5.8: Let K be a semi prime ring satisfying the hypo-
thesis of the above theorem. Then R has no nonzero nilpotent elements. 
2 
PROOF: Let a be an element of R such that a =0. Using the 
hypothesis there exists an integer n^ 1 such that (ay) =0 for all y 
in R. By Proposition 1.3.6, we see that aR =(0), which forces that a=0 
since R is semi prime. || 
PROOF OF THEOREM 3.5.5: For n = 1, the result is trivial 
We may, therefore, assume that n> 1. Let x and y be any pair of 
elements of R, then 
n+1 -n / Nn , sn n n+1 
X y^= x(yx) = (xy) x = y x 
Thus we have [x »y ] = 0 and by Proposition 1.3.9, combining with 
Lemma 3.5.8, R is commutative. || 
This is natural to investigate the situation when n is no longer 
fixed, rather it depends on the pair of elements x and y or at least 
on one of them. The author's conjecture is that the commutativity of a 
semi prime ring in this case may not hold, but a suitable counter example 
is wanting. However, we prove the following theorem: 
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THEOREM 3 . 5 . 6 : Let B. be a semi simple ring. Sup-pose that 
for eaoh xgR theve exists cm integer n=n(x)S 1 such that (xy) =y x. 
for all y e R . Then R is corrmutative. 
We begin with an easy result: 
LEMMA 3.5.9: If ^ is a division ring in which for every 
xe R there exists an integer n=n(x)& 1 such that (xy) =y x for all 
y in R^  then 
(i) (x y) = y X for all y in R and all integers KS 1. 
(ii) (yx ) = x y x .x^'O, for ally in'^ and all integers kg 1, 
PROOF: (i) By induction on k, this part of the lemma can be 
easily proved. 
Ic n Ti Icn (ii) By part (i), we have (x y) =y x . Now multiply both sides 
]^  
by X on the right, we get 
n kn+k , k .n k 
y X = (x y) X 
k k k k 
= X y.x y. .X y.x 
n-times 
k, k.n 
= X (yx ) 
This atonce yields the result of the part (ii)• || 
PROOF OF THEOREM 3.5.6: Without loss of generality we may 
assume that the ring R is primitive. If R is not a division ring, then 
we notice that x = e^„, y = e„, in D the ring of 2 x 2 matrices over 
some division ring D fail to satisfy the hypothesis of the theorem. Hence 
by structure theorem of primitive rings R must be a division ring. Now 
let x,y be two nonzero elements of R then by Lemma 3.5.9(i), there 
exist positive integers n=n(x)> 1 and m=m(y)> 1 such that 
rC Tl Tl Icn 
(1) (x z) =z X , for all z in R and all integers ks 1. 
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(2) (y z)™=z™y , for all z in R and all integers kS 1, 
Using Lemma 3.5.9(ii), we get 
. .mn ,, Nn.m , -1 n n+l>m 
(3) (yx) =((yx) ) = (x y x ) 
, -1 n n+l.m -1 n n+1 -1 n n+1 -1 n n+1 
Now ( x y x ) = x y x . x y x . .x y x 
- \ , n n^m 
= X (y X ) X 
-1, mn mn. , .„. 
= X (x y )x, by (2) 
mn-1 mn 
= X y X 
Also (yx) = ((yx) ) 
. m m n ,„. 
= (x y ) , by (2) 
f, mn mn . , . .,. 
= y X again by using (1). 
Therefore (3) becomes, 
,,. mn mn mn-1 mn (4) y X = X y X 
„ , , , , ,... . //\ . i n inn mn-1 mn-1 mn Since R has been shown above as division ring (4) yields, y x = x y • 
Thus there exist positive integers p = mn = p(x,y)S 1 ar>d q = mn-l=q(x,y)5 1 
such that y^x^ = x^ y^  and hence R is commutative by Proposition 1.3.9. || 
3.6. In Section 3.3 it has been proved that a ring R with unity 1 
satisfying the condition (n,3) , is necessarily commutative. We further 
extend this result as follows: 
THEOREM 3.6.7: Let U be a semi prime ring with unity I in which 
for each x^ y in R there exists an integer n=n(x,y)S 1 suoh that 
(xy) -y X'^EZ(R) J for all k=n, n+1, n+2. Then R is commutative. 
In preparation for the proof of the above theorem we begin with the 
following result due to Gupta [18]. 
LEMMA 3 . 6 . 1 0 [ 1 8 ] : If R is a division ring satisfying 
[xy,yx] = Of or all x^y in R ^ then R is commutative. 
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We first prove the following: 
LEMMA 3.6.11: Jf R is a division ring satisfying the hypothesis 
of the Theorem 5,6.7, then R is commutative. 
k k k 
PROOF: For any x,y in R, we have[(xy) -y x ,z] = 0, 
k=n,n+l, n+2. Let x,y be nonzero elements of R, then with z=xy and 
z=5rx we get respectively 
k k k 
(1) [(xy) -y X ,xy] = 0 , k=n,n+l, n+2, 
(2) [(xy)^-y\^,yx] = 0, k=n, n+1, n+2. 
^ ... k+1 k k k+I which implies that 
But from (1) we get xy x =y x y, 
,„. r k+1 k+1 , „ 
(3) [y X ,yx] = 0 
From (2), we have 
k k k 
(4) [(xy) ,yx] = [ y x .yx} 
Now first combining (3) for k = n and (4) for k=n+l and next combining (3) 
for k = n+1 and (4) for k = n+2 we get respectively, 
(5) [(xy)''"^ \yx] = 0 
(6) [(xy)"'^^yx] = 0 
Since R is a division ring (5) and (6) yield [xy,yx] = 0 which by 
Lemma 3.6.10 forces commutativity of R. || 
LEMMAS .6.12: Let B. be a semi simple ring satisfying the hypo-
thesis of the Theorem 3.6.7. Then R is commutative. 
PROOF: Using the same arguments as those used in the proof of 
Theorem 3.5.6, we may assume that R is a division ring and therefore R 
is commutative by Lemma 3.6.11. || 
The proof of the following lemma can be found in [20]. 
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LEMMA 3 . 6 . 1 3 [ 2 0 ] : Let R be a semi prime ring in which 
2 2 2 2 2 2 
yx +x y+yx y+2yxy=xy +y x-.+ xy x + 2xyx for all x,ye R. Then R i s 
oorrmutative. 
Let A, B be subsets of R, then [A,B] is the additive subgroup 
of R generated by all (ab-ba) with aeA and b e B. The following 
result is proved in [33]. 
LEMMA 3.6.14 [33]: Let R be a ring without any nonzero nilyotent 
ideals. Then any element of R which commutes will all elements of [R,R] 
woASt lie in the center of R. 
PROOF OF THEOREM 3.6.7: Let x,yeJ(R) then ((1+x) (l+y))^-
(H-y)'^ (l+x) e Z(R), k = n, n+1, n-f2. But since (1+x) and (l+y) are 
invertible, using the same procedure as in case of Lemma 3.6.11 we get, 
(l+x)(l+y)^l-Hc) = (l+y) (1+x)^l+y) 
2 2 2 2 2 2 Or yx +x y+yx y+2y5g^  = xy +y x+xy x+2xyx. 
Thus J(R) satisfies the hypothesis of the Lemma 3.6.13 and hence J(R) is 
commutative. Now R/J(R) is semi simple and satisfies the hypothesis of 
our theorem. Thus R/J(R) is commutative by Lemma 3.6.12. Now J(R) is 
commutative and xy-yxeJ(R) for all x,ye R. Using Lemma 3.6.14 we get, 
xy-yx e Z(R). With x = xy we get (xy-yx)yeZ(R). Hence by Lemma 2.2.1, 
yeZ(R) unless xy-yx=0. But yEZ(R) also gives xy-yx=0. Thus in every 
case R is commutative. || 
3.7. In this section we generalize the Theorems 3.2.2, 3.5.5 and 
3.5.6 proved in the previous sections of the present chapter. Though 
the class of rings is still restricted to semiprime but the polynomial 
identity of Theorem 3.2.2, has been well extended, providing a good 
generalization of Theorem 3.6.7 except to the condition that the positive 
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integer n in the hypothesis of the mentioned theorem remains no more 
'global'. More precisely, we prove the following result: 
THEOREM 3.7.8: Let n> 1 be a fixed positive integer and R be 
a semi prime ring in which (xy) -y x eZ(R), for all x.yeR. Then R is 
commutative. 
PROOF: It suffices to assume that R is a prime ring satisfying 
the identity q(x,y,z) = (xy) z-y x z-z(xy) +zy x = 0, which is a polynomial 
identity with coprime integral coefficients. Now if we consider x=ej,2 y~^ 21 
and z=e^„, we find that no 2x2 matrix ring over GF(p) for each p, satisfies 
the identity. Hence by Theorem 1.4.7, R has a nil commutator ideal. Now 
the proof will be completed if we show that a prime ring satisfying 
q(x,y,z) = 0 has no nilpotent elements. 
2 
We assume that there exists a nonzero element x in R with x =0. Using 
the hypothesis we get (xy) z=z(xy) for all y, ze R. In particular with 
z=x we have (xy) x=0 i.e. (xy) =0 for all y in R. If xR / (0), then 
it follows that xR is a nonzero nilright ideal of R in which t =0, 
for each tgxR. Thus xR=(0),by Proposition 1.3.6, The primeness of R 
forces that x=0. This completes the proof of our theorem. i| 
The noncommutative ring of Example 3.2.1, satisfies the hypothesis 
of the theorem for any integer n S1, which shows that the above theorem 
cannot be extended arbitrarily. 
CHAPTER IV 
ON THE COMMUTATIVITY OF GENERALIZED BOOLEAN RINGS 
CHAPTER IV 
COmUTATIVITY OF GENERALIZED BOOLEAN RINGS 
4 . 1 . INTRODUCTION: A r i n g in which every element i s idempotent 
2 (x =x) is called a Boolean ring which can be easily proved to be commutative. 
2 
Naturally, in a Boolean ring R, (xy) =xy for all x,ye R, but there ex-
ist rings satisfying the above identity which are not Boolean. Thus the 
2 
rings satisfying (xy) =xy form larger class of rings than Boolean rings. 
In this chapter we discuss the commutativity of this class or rings 
First part of the chapter (Section 4.2, 4.3 & 4.4) is devoted to the 
study of the commutativity of rings satisfying (xy) =xy and also of rings 
satisfying [(xy) -xy,z] = 0 . At places we may single out the cases for 
n=2. The results proved in these sections might be of interest from, 
possibly, another point of view also. These results at the same time 
generalize the celebrated theorem of Jacobson (Theorem 1.4.2) and inturn 
the classical theorem of Wedderburn which states that finite divison 
rings are fields. 
It is well-known that a ring R with unity satisfying x =x for 
some fixed integer nSl, is Boolean and hence commutative. Last part 
of the chapter obtains a generalization of the mentioned result. In fact 
we prove that if n is a fixed positive integer and R is a ring with 
unity in which x -x is central for all x e R then R is commutative 
(Theorem 4.5.7). The existence of noncommutative nil rings rules out 
the possibility of replacing the 'global' condition for n by 'local' 
ones that relate to only one element at a time. 
4.2. It is well-known that a Boolean ring R satisfies the 
2 _ 
condition x =x for all x in R »^d^ ?^ fije^ g3^ i|^ pily commutative. In 
38 
this section we investigate the commutativity of a bigger class of rings 
weakening the condition that each element of the ring is idempotent. 
2 
We begin our investigations with rings satisfying (xy) =xy and prove the 
following: 
2 
THEOREM 4.2.1 Let R be a ring satisfying (xy) =xy for 
all yi,y in R^  then R is commutative. 
PROOF; First we assert that for any pair of elements a and b in R, 
2 
ab=0 implies ba=0. In fact if ab=0, then ba=(ba) =b(ab)a=0 
Next we show that product of any two elements of R is in the center 
Z(R) of the ring. Let x,ye R, then for any rg R 
2 ((xy) -xy)r=0=xy(xyr-r). Now xy(xyr-r)=0 implies by the remark of first 
2 paragraph that (xyr-r)xy=0 i.e. xyrxy=rxy. Also ((xy) -xy)r=0 implies 
2 
r((xy) -xy)=0 i.e. (rxy-r)xy=0 which implies that xy(rxy-r)=0 i.e. 
xyrxy = xyr. Hence we get r(xy)=(xy)r i.e. xye Z(R). This yields 
2 2 
xy = (xy) =x(yxy) = (yxy)x = (yx) =yx 
Hence R is commutative.|| 
4.3. The ring of Example 2.2.1 given in chapter II shows that a 
2 
ring satisfying (xy) -xye Z(R) may be noncommutative. However, as proved 
below (Theorem 4.3.2) a semi prime ring satisfying the above condition must 
be commutative. Though, this result can be further generalized (Theorem 4.3.3) 
but we feel, it is worthwhile to single out this case from the general one 
in order to include a direct extension of our Theorem 4.2.1 of the last section. 
2 
THEOREM 4.3.2. Let R be a semi -prime ring in which (xy) -xye Z(R) 
for all x,y in R. Then R is comnmtative. 
PROOF: We may assume that the ring R is prime in which 
2 (xy) -xye Z(R). 
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First we assert that Z(R) ?^  (0). Assume on contrary that Z(R)=(0). 
In that case 
2 
(1) (xy) =xy for all x,y in R. 
Replacing x by x+y in (1) and simplifying we get 
(2) (xy +y^x) y = 0 
With X = rx, (2) gives 
(3) (xry^+y^xr) y = 0 
2 2 2 2 
But from (2) ry .y = - y r.y and so (3) yields that (xy -y x)ry = 0 or 
2 2 2 2 
(xy -y x)Ry = (0). Since R is prime, so either y = 0 or xy -y x=0. 
2 2 2 
But y=0 also gives xy -y x = 0. This implies that y e Z(R)=(0) for every 
2 
y in R which gives that (x+y) .y=0 yielding yRy=0. Again R prime 
forces y = 0 i.e. R=(0), a contradiction. Hence Z(R) ^ (0). 
Now let c be a nonzero element in Z(R). Replacing x by x+c in 
2 2 2 
(xy) -xye Z(R), we get c(xy +yxy)e Z(R). Thus by Lemma 2.2.1, xy +yxye Z(R) 
for all x,ye R and so we get 
2 2 
(xy +yxy)y = y (xy +yxy) i.e. 
2 2 
(4) (xy -y x) y = 0. 
Replace x = xr in (4), to get 
2 2 
(5) (xry -y xr)y = 0 
2 2 But (4) implies ry .y=y .ry which on combining with (5) gives 
2 2 2 2 
(xy -y x)ry = 0 or (xy -y x)Ry =(0). The primeness of R forces that 
2 2 2 2 
either y=0 or xy -y x=0. If y=0 then also xy -y x = 0. Hence in both 
the cases we get 
2 2 
(6) xy = y X 
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2 2 2 2 2 3 
Now putting y = x+y in (4) and using x y = y x , x yx=yx , easy 
? 2 
consequences of (6), we get xy'x=yx y for every x,y in R. Hence R 
is commutative by a theorem of Quadri [56].|| 
As remarked earlier, we now attempt to establish a more general 
result. We begin with the following: 
THEOREM 4.3.3. Let n>l he a fixed positive integer and R be a 
division ring in which (xy)'^ -xy£; Z(R) for all x,y in R. Then R is 
commutative. 
PROOF: Using the hypothesis of the theorem, with x=xy , we get 
(1) (xy~ .y)'^ -xy~ .ye Z(R) for all x,y in R. 
Which implies that 
(2) [x'^ .y] - [x,y] = 0 
Again on replacing y by x y in the identity (xy) -xye Z(R) and 
combining (2), we get [x ,y]-[x,y ] = 0. By Proposition 1.3.1, R is finite 
dimensional over its center Z(R). Since fx ,y]-[x,y ] = 0, for any ce Z(R), 
we have (c -c)[x'^ ,y]=[c"x ,y]-[cx,y ]=[(cx) ,y]-[cx,y ]=0. If [x y]=0 
then the result follows from (2). If [x\y] ?t 0 then (c -c) [x",y]=0 
implies c =c for all c e Z(R). This asserts that Z(R) is finite and so R 
is also finite. Hence by a theorem of Wedderburn (Theorem 1.4.1), R is 
commutative. \\ 
Finally we prove the following theorem: 
THEOREM 4.3.4: Let n > 1 be a fixed positive integer and R he a 
semi prime ring in which (xy) -xye Z(R) for all x,y in R . Then R is 
commutative. 
PROOF: Without loss of generality we may assume that R is prime 
in which (xy) -xy is central for all x,y in R. First we shall show 
41 
2 
that R is reduced. Let ae R such that a =0. Using the hypothesis 
we get {(ay) -ay} y=y {(ay) -ay} for all y in R. With y = ya and 
2 3 
using the fact that a =0, we get ayaya = 0 i.e. (ay) =0 for all y in R. 
By Proposition 1.3.6, we see that aR=(0) since R is semi prime hence 
a = 0. Thus prime ring R is reduced, and consequently R is completely 
prime. By Proposition 1.3.3, R can be embedded in a division ring satis-
fying the same polynomial identity, which must be commutative by 
Theorem 4.3.3. Hence R is commutative.|j 
4.4. Now we discuss the commutativlty of those rings in which 
(xy) -yx is central. In this case we prove a little more general result 
as follows: 
THEOREM 4.4.5: Let R be a semi prime ring in which 
[ (xy) -yx,y]=0 for all x,ye R and n be a fixed positive integer. Then R 
is commutative. 
The following lemma is due to Herstein [33, P.5]: 
LEMMA 4.4.1 [33] : Let R be a ring having no nonzero nilpotent 
ideals in which 2x=0 implies x=0 . J/ aeR commutes with all (ax-xa) 
then a is in the center of the ring R. 
PROOF OF THEOREM 4.4.5: Here also assume that R is prime 
in which [(xy) -yx,y]=0 for all x,y in R. Using similar arguments as 
in case of Theorem 4.3.4, we find that R is a reduced ring and so R 
can be embedded in a division ring in which [(xy) -yx,y]=0 for all x,y 
in R. With x=xy we get [(xy y) -yxy ,y]=0. This implies that 
n n 2 -1 . 
X y-yx=yx -y xy i.e. 
(1) [x'',y]y-y[x,y]=0 
Replacing y by (x+y) in (1), we get 
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(2) [x",y]x-x[x,y] = 0 
2 
Again with y=x +y in (1), we have 
(3) [x^ '.ylx^ -x^ Lx.y] = 0. 
Multiply (2) by x on the right to get 
(4) [x^,y]x -x[x,y]x=0. 
2 
On combining (3) and (4), we get x [x,y]-x[x,y]x=0 which implies that 
x[x,y]^[x,y]x=0. 
If char R 5^  2 then by Lemma 4.4.1, R is commutative. Next if 
2 2 
Char R = 2, then x eZ(R), hence (x+y) £Z(R) i.e. xy-yx£Z(R) for 
all x,yeR. With x=xy we get (xy-yx)y e Z(R), Thus by Lemma 2.2.1, yeZ(R) 
unless xy-yx = 0. But if yeZ(R) then also xy-yx=0. Hence in both the 
cases R is commutative. || 
We notice that [(xy) -yx,xy]=0, on simplification gives [xy,yx]=0 
which is a particular case of a theorem of Quadri [56] . Thus we get the 
following: 
THEOREM 4.4.6: If R is a semi prime ping in which for each x,y 
in R there exists a positive integer n=n(x,y)^ l such that [(xy) -yx,xy]=0, 
then R is commutative. 
4.5. It is familiar that a ring R with unity 1 satisfying x =x 
is Boolean hence commutative. In the present section we give a direct gen-
eralization of this result. 
THEOREM 4.5.7: Let n be a fixed positive integer and R be a ring 
with unity 1 in which x -x e Z(R) for alt x,y in R. Then R is commutative. 
The following result due to Herstein [27] is pertinent for the proof 
of the above theorem. 
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LEMMA 4 . 5 . 2 [ 2 7 ] : If for every •& and y in R we can find 
a polynomial P ( t ) with integer coefficients which depend onx and 
2 
y such that x P (x)-x commutes with y, then R is commutative. 
PROOF OP THEOREM 4.5.7: Using the hypothesis of the theorem 
we have 
(1) [x''.y]-[x"'^ \y] = 0 
Replace x by ( 1+x ) in (1) , to get 
(2) [(l+x)".y]-[(l+x)''+^y] = 0 
n-1 
But since [(1+x)^ .y] = n [x,y] + l^^ (^ ) [x'-.y] + [x",y] 
and [(l+x)''"^ \y] = (l+n)[x,y] + E (''"^ [^x^ y] + [x''"^\y]. 
j=2 ^ 
Thus (2) becomes [ Z (?) x^ - ?_. ("^ tSx^ , y ] - [x,y] = 0 
i=2 1 J-'^  J 
2 
i.e. [x p(x)-x,y] = 0 where p(x) is a polynomial with integer coefficients. 
Hence by applying Lemma 4.5.2, we get the required result.|| 
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SOME POLYNOMIAL IDENTITIES THAT IMPLY COMMUTATIVITY OF RINGS 
CHAPTER V 
SOME POLYNOMIAL IDENTITIES THAT IMPLY COMMUTATIVITY OF RINGS 
5.1. INTRODUCTION: For the last three decades several authors 
have been concerned with certain types of hypotheses which, when Imposed 
on a ring render it commutative or almost commutative. Many polynomial 
identities have now become standard. The purpose of this chapter is to 
give a fresh out-look to many such conditions as considered earlier by 
Jacobson, Kaplansky, Faith, Herstein and many others. 
It is a matter of an easy exercise that a group G satisfying the 
2 2 
polynomial identity (xy) =yx y for each x,y in G must be commutative. 
But we do not find any reference in the accessible literature to the ring-
theoretic analogue of this result. Section 5.2 deals with the study of 
the rings satisfying the above identity. This study is further extended 
in Section 5.3 to the rings in which (xy) -yx y is in the center for all 
ring elements x,y and a fixed integer n which is larger than 1. Sections 
5.4 and 5.5 are devoted to the investigation of commutativity of rings satis-
fying some known polynomial identities. 
5.2. In this section our objective is to find a ring-theoretic ana-
logue of the simple group-theoretic result which states that a group G 
satisfying the condition, 
2 2 (*) (xy) = yx y for all x,y in G 
is necessarily abelian. The computation used in establishing the following 
result is very elementary. 
THEOREM 5 . 2 . 1 : If R is a ring with unity I satisfying the 
condition (*), then R is commutative. 
But 
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PROOF: Replacing y by (x+y) in the given identity, we obtain 
(1) {x(x+y)} = (x+y)x (x+y) = x +yx +x y + yx y 
Q / O O r\ 
(2) {x(x+y)]. = X +x y + xyx + (xy) 
Thus (1) and (2) yield, 
2 3 
(3) xyx - yx = 0 
Replacing x by (1+x) in ( 3 ) , we get 
( l+x)y( l+x)^ = y ( l+x )^ = y+3yx^ + 3yx + yx^ 
2 2 2 
Also (l+x)y(l+x) = y + yx + 2xyx + xy +xyx + 2yx. Thus 
2 
(4) xy+2xyx = yx + 2yx . 
Again replacing x by (1+x) in (4) and simplifying we get 
(5) 2xy = 23rx 
Multiplying (5) on the right by x and subtracting from (4) we have xy=yx, 
and R is commutative. || 
REMARKS 1: Existence of unity 1 in the hypothesis of the above 
theorem can be justified by Example 2.2.1. 
Ic 1!" k. S 
2. The Example 3 of [42] would demonstrate that (xy) =y x y does 
not ensure commutativity for any choice of r and s such that r+s = k 
and ks3. However, we present the same example in a slight different way 
which is rather easy to appreciate. 
EXAMPLE 5.2.1: Let R = <aI+B.B = 0 0 d , I = 
> 
fo 
 
Lo 
b 
 
0 
c 
oj 
(l 
0 
Lo 
0 
1 
0 
o| 
0 
1 
a , b , c , d £ Z } w h e r e p i s a p r i m e such t h a t p /k i f k i s odd or 
2p/k if k is even. Now B = 0 , for k^ 3 
, ^^„.k K ^ , k-1 ^ k(k-l) k-2 2 k^  (al+B) = a I + ka B + —^—- a B = a I 
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Since k = - ^ % ^ = 0 in Z , given that p/k and p / - ^ % ^ . / p L 
5.3. We generalize the above theorem for semi prime ring as follows: 
THEOREM 5.3.2: Let n>l be a fixed positive integer and R be a 
semi prime ring satisfying the polynomial identity: 
f(x,y,z) = [(xy) -yx y,z] = 0 for all x,y,ze R. 
Then R is aormutative. 
Although the case for which n=2 in the above theorem, need not be 
singled out in order to make the proof go through in the general case, but 
the proof given in this case is so interesting and simple that we prove it 
in the following by itself. It seems to be necessary also for the natural 
development of the study. 
THEOREM 5.3.3: Let R be a semi prime ring satisfying 
2 2 (xy) -yx y eZ(R) for all x,y in R. The R is commutative. 
PROOF: Without loss of generality we may assume that the ring R 
2 2 is prime in which (xy) -yx y is central. If Z(R) =(0), proceeding in the 
same way as in case of Theorem 4.3.2, we see that R = (0), a contradiction. 
Let us assume, therefore, that Z(R) f (0) and c be a nonzero element in 
2 2 2 
Z(R). On replacing y by y+c in (xy) -yx yeZ(R), we get c(xyx-yx ) eZ(R) 
2 
By Lemma 2.2.1, this yields, (xyx-yx ) E Z ( R ) . NOW with y=yx, we have 
2 2 
(xyx-yx )x£Z(R). Again by Lemma 2.2.1 xeZ(R) unless xyx-yx = 0. But 
2 
xeZ(R) also gives xyx-yx =0. Hence in both the cases we get 
(1) (xy-yx)x = 0 
With y = yr, (1) gives 
(2) (xyr-yrx)x = 0 
From (1), we have xr.x = rx.x and so (2) yields (xy-yx)rx = 0 which 
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gives (xy-yx)Rx =(0), Primeness of R forces that either x = 0 or 
xy-jrx = 0. But x = 0 a l s o gives xy-yx = 0. Hence in every case xy = yx, 
for a l l x , y e R and R i s commutative. || 
Now we turn to our Theorem 5.3.2. 
PROOF OF THEOREM 5.3.2: To consider the commutativity, we can 
assume that R is prime ring satisfying [(xy) -yx y,z] = 0 for all x,y,ze R. 
By Psoner's Theorem [14, P.465] the central quotient of R is a central 
simple algebra over a field. If the ground field is finite, then the center 
of R is finite integral domain, hence R is equal to its central quotient 
and is a matrix ring M (K) for some r ^  1 and some finite field K. We 
shall show that r - 1 later. 
If the ground field isinfinite and f(x,y,z)= 0 is the polynomial identity 
for R. Write f = f +f,H l-f , where f. is a homogeneous polynomial in 
x,y,z. Then f (x,y,z) = fj^ (x,y,z) = =f (x,y,z)= 0 for every x,y,z in R 
since the center of R is infinite. Thus f =f = = f = 0 is also 
o 1 m 
valid in the central quotient of R. Thus f = f + f, H Hf = 0 is 
^ o 1 m 
satisfied by elements in the central quotient of R. Moreover, f = 0 is 
satisfied by elements in A ® L where A is central quotient of R, K 
K 
the center of A, L any field extension of K. In particular taking L to 
be a splitting field of A, A®L='M.(L). Thus f = 0 is satisfied by 
K ^ 
element in M (L). 
Now to prove r = 1, let e •, IS i, JS r, be the matrix units 
u 
in the ring of r x r matrices. Assume that rS 2 and 
f(x,y,z) = [(xy) -yx y,z] = 0, then ^(^i2'^21^12^ ^  ° which is 
a coantradiction. Hence r = 1. Now if r = 1 then the central quotient 
of R is contained in the respective ground field. Hence R itself is 
commutative. || 
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5.'4. Long ago Herstein [28] weakened Jacobscn's condition 
for conimutativity of R, which states that if every element a of R 
satisfies a =a, where n(a) is a positive integer larger than 1, then 
R must be commutative. In fact, Herstdn proved as follows: 
THEOREM 5.4.4 {EeTstein ^[28]): Let R he a ring in which 
(xy-yx) '^  =xy-yx for all x,y in R ^  where n(x,y)>l is an integer. 
Then R is commutative. 
In another paper [30] Herstein proved the following result which was 
later on reproved by Bell [8] also. 
THEOREM 5.4.5 (Herstein [SOJ) : Let R be a ring in which for 
some fixed integer n> Ij (x+y) =x +y for all x,y in R . Then every 
commutator in R is nil-potent and the nilpotent elements of R form an ideal. 
In 1960, Faith [16] extended a result of Kaplansky [44] as follows: 
THEOREM 5.4.6 {Faith, [16] ) : LetR be a division ring and A ^ R, 
a subring of R . Suppose that for every xe R j x e A , where n(x)^ 1 
depends on x. Then R is commutative. 
In this section our objective is to generalize the above mentioned 
identities and investigate the commutativity of semi prime rings. Indeed 
we prove: 
THEOREM 5.4.7: Let R be a semi prime ring which satisfies any one 
of the following polynomial identities: 
H,: [[x,y] - [x,y], z] = 0 for all x,y,ze R. 
H : [(x+y) - x -y ,z] = 0 for all x,y,zeR. 
F: [(xy)",z] = 0 for all x,y,zeR. 
Where n> 1 is a fixed positive integer. Then R is commutative. 
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For the proof of the above theorem, we need the following lemma: 
LEMMA 5.4.1: If a prime ring R satisfies one of the polynomial 
2 identities (H,) (F),t/zen for every aeR ,a =0 implies a=0. 
PROOF: Suppose that R satisfies (H ), then by using hypothesis 
for any x,ze R we have [[a,x] -[a,x],z] = 0. With x=xa we get [axa,z]=0. 
2 2 3 
In particular taking z=x, we have (ax) =(xa) , which gives (ax) =0 for 
all X E R . Thus by Proposition 1.3.6, we see that aR = (0) and therefore 
a = 0, since R is prime. 
Now if R satisfies (H.), then for all x,z£: R [ (a+x) -x ,z] = 0. 
In the expansion of (a +(ax)) the terms with two adjecent factors of a 
and in which a occurs to the left of (ax) are zero, so we get 
[(ax)a >z] = 0. Replace z by (ax) to get (ax) a=(ax) a(ax)=0. 
which implies that (ax) = 0, for all x eR. Hence we get a = 0, as above. 
If R satisfies (F), then obviously [(ax) ,z] = 0 and with z = a 
we get (ax) a = a(ax) = 0. Thus we have (ax) = 0 for all xe R. which 
implies that a = 0. || 
Now we have requisite pieces to prove our main theorem. 
PROOF OF THEOREM 5.4.7: We may assume that the ring R is prime 
satisfying (H )—(F) . 
First let us take the case when R satisfies (H^), that is equivalently, 
H ^(x,y,z) = (xy-yx) z - (xy-yx)z-z(xy-yx) + z(xy-yx) = 0. 
This is a polynomial identity with coprime integral coefficients. Now 
if we consider 
X = e^j + e^2 + ^21 + ^22' ^ = ^ 1 + ^ 2 + ^21 ^""^ ^ = ^ 11 + ^12 
we find that no 2 x 2 matrices over GF(p), p a prime, satisfies the 
identity H (x,y,z) = 0. Hence by Theorem 1.4.7 the commutator ideal of ^  
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is nil. But by Lemma 5.4.1, R has no nonzero nilpotent elements. 
Hence R is commutative. 
Further if R satisfies (H„) then consideration of x = e.,, y = e „, 
z = e and arguing on the same lines as above we get the required result. 
In case R satisfies F, take x = e^„, y = e and z = e „ and 
obtain the commutativity. || 
5.5. Using a result of Bell [10] one can generalize Theorem 4.2. 1 as 
follows: If there exists a positive integer n> 1 such that (xy) =xy for 
each x,y in R, then R is commutative. Thus this class of rings includes 
the rings which satisfy the following identity: 
(*) For all x,y in R and a fixed integer n> 1, x y = xy. 
In this section we deal with the commutativity of the rings satisfying 
the condition (*), which is certainly weaker than the condition (xy) =xy 
for all x,y in R. In fact we prove rather a more general result. 
THEOREM 5.5.8: Let R be a ring with unity 1 in which for each 
x,y in R ' [xy-x y ,x]=0 ^ where m,n are fixed •positive integer larger 
than 1. Then R is commutative. 
PROOF: since R is isomorphic to a subdirect sum of subdirectly 
irreducible rings R each of which as a homomorphic image of R satisfies 
the property placed on R, R itself can be assumed to be subdirectly 
irreducible. Let S be the intersection of all nonzero ideals, then we 
have S i^ (0),. because R is subdirectly irreducible. Let us denote the 
commutator ideal of R by C(R), the set of all nilpotent elements of R 
by N(R) and the set of all zero divisors in R as N'(R). 
Using the hypothesis of the theorem, we get 
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(1) x[x,y] = X [x,y ] for all x,ye R, 
which is a polynomial identity with coprime integral coefficients. If we 
consider x = e ., y = e^ we find that no 2 x 2 matrices over GF(p), 
p a prime satisfies the identity. Hence by Theorem 1.4.7, commutator 
ideal C(R) of R is nil. By repeated use of (1), we see that for any 
positive integer p 
x^[x,y] = x^ X [x,y ] 
2n p-2r , m^m, 
= x x^ [x,(y ) ] 
3n p-3r m , 
= X x*^^ [x,y ] 
and finally, 
(2) xP[x,y] = xP^ Lx.y"*""] 
p 
Now if U is a nilpotent element of R i.e. UeN(R), then U = 0 
for sufficiently large p. By making the use of (2), we have x [x,U] = 0. 
Replace x by (1+x), to get (1+x) [x,U] = 0. Thus by Lemma 3.3.5, we 
get [x,U] = 0 for all x eR. Hence we get 
(3) C(R)E N(R)C Z(R). 
Next we choose the positive integer t = 2 -2. Thus by using (1). 
we have 
t x[x,y] = 2 x[x,y] - 2 x[x,y] 
= (2x)''[2x,y'^ ]- 2x [2x,y] 
= 0. 
i.e. tx[x,y]=0. With x = 1+x, this yields t(l+x)[x,y] = 0. On combining 
we get t [x,y]=0. But, since commutators are central hence by employing 
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Lemma 3.4.6 we have, [x ,y] = tx [x,y] = 0, which yields 
(4) x%Z(R). 
Replacing y by y in (1), we get 
(5) x[x,y J - X [x,(y ) ] = 0 
Since coiranutators are central. We have [x,[x,y ]] = 0, which implies that 
. m^ r m. 
x[x,y ] = [x,y Jx 
• m — 1 
= my [x,y]x, by using (3) & Lemma 3.4.6 
= my x[x,y] , by (3) 
Again using (1) and (3) respectively, above yields 
r m, m-1 r m, n 
x[x,y J = my [x,y ] x 
Using similar techniques, we have 
nr , m.m, r , m^m, n X [x , (y ) ] = [x , (y ) ]x 
, m,m-lr m, n 
= m(y ) [x,y Jx 
2 
m-1 (m-1) r nil n 
= my y [x,y Jx 
2 
1 fm—'\'\ TTi n 
Thus (5) gives my (1-y )[x,y ]x = 0. Then with x = 1+x, we get 
2 
my™"^(l-y^™~-^^)[x,y"](l+x)'^= 0. Thus by Lemma 3.3.5 we have 
2 
my (1-y )[x,y ] = 0, and therefore finally we obtain. 
2 
, m-1. t(m-l) . p m, (6) my (1-;^  ) [x,y ] = 0. 
Now we claim that N'(R)C Z(R). Let UeN'(R), then by (4) 
2 2 
U^(™"^) eN'(R)nz(R) and SU*^ "^"-^ ^ = (0). Since by (6), 
2 2 
TT™-1/-1 TTt(ni-l) >, r TT™1 r, • /I TTt(ni-l) S ^^''^~^ T TT^I n T £ 
mU (1-U )[x,U ] = 0. x.e. (1-U )mU [x,U ] = 0. If 
2 2 
mu°"-^  [x.U™] ^ 0 then (1-u'*^ ™"^ ^ )eN'(R) and so S(l-u'^ '^"~-^ '') ^  (0), 
which gives a contradiction that S=(0). Hence mU [x,U ] = 0. Now 
using (1) and Lemma 3.4.6 we obtain 
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X [ x , u j = XX IX,U J 
2n p , m.m, 
= X [x,(U ) ] 
2n ,,m(m-r) m, 
= X mU '^  [x,U J 
2 2n m-1 (m-1) m^  
=x mU U [x,U ] 
= x " l J ' " ' "'' mU'" "[x,U"'] 2rL (m-1) „ni-lr „mi 
2 2 
This implies that x [x,U] = 0. Then with x = 1+x, we get (1+x) [x,u]=0. 
Using Lemma 3.3.5, we conclude that [x,U] = 0. Hence 
(7) N'(R)C Z(R) 
Now for any xe R , x and x e Z(R) and for any ye R we have by (1), 
, t t m . , , t p , tm r , (x -X )x[x,yj = X X [x,y] - x x [x,yj 
r t , tm nr m, 
= X [x,x y] - X X [x,y J 
r t , n, , t ,m, 
= x[x,x y] -X [x,(x y) J 
= 0. 
Hence we have (x-x )x [x,y] = 0 . If x [x,y] = 0, then with x = 1+x, 
we get (1+x) [x,y] = 0 and using Lemma 3.3.5, [x,y] = 0 forcing that R 
is commutative. On the other hand x [x,y] i" 0 gives (x-x )eN(R). 
But by (7) we obtain(x - x )eZ(R) and so by Theorem 18 of [14] due 
to Herstein, we find that R is commutative. This concludes the proof 
of our theorem. 11 
CHAPTER VI 
A CANCELLATION THEOREM 
CHAPTER VI 
A CANCELLATION THEOREM 
6.1. INTRODUCTION: As we have seen in our previous chapters, 
some ring-theoretic analogues of simple group-theoretic results concerning 
commutativity are established very late [42]. It seems surprising that the 
ring-theoretic versions of many other well-known group-theoretic results 
still escaped the attention of the research workers. The reason for this 
sort of omission is understandable. We know that the essential mechanism 
in the proofs of almost all such results in groups is cancellation, which 
is not permissible in general class of rings. Only a few results could 
be proved by going through several steps of permutations of the substitutions 
like y by x+y and x by x+1 starting with the given identity, while 
to obtain some more results very complicated combinatorial arguments (to say, 
[6], [21]) had to be used. In this chapter we obtain a theorem which allows 
a limited cancellation in rings with unity. In the last section of the 
chapter we use our theorem to easily deduce a number of commutativity 
theorems. 
6.2. Though over the last three or four decades, a great deal of 
work was done which showed that under certain types of hypothesis rings 
had to be commutative, but surprisingly many simple results like one 
obtained by Johnsen, Outcalt and Yaqub [42] in 1968, did not catch atten-
tion of the researchers, working in this domain. The reason is simple 
that the cancellation is essentially not permissible in rings. In this 
section we attempt to obtain a theorem which allows us a sort of cancellation 
in rings and thus helps us derive easily many commutativity theorems. 
The proof of the theorem depends on the simple strategy to substitute 
say, x + 1 for x to get another identity simpler than the original one. 
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Let R [X,Y,Z] denote the ring of the polynomials in noncommuting 
indeterminates X,Y,Z over R. Define an automosphism a on R[X,Y,Z] by: 
(1) a [F(X.Y,Z)] = F(X+1,Y,Z) 
and a a -derivation A = a - x' 
(2) A[F(X,Y,Z)] = F<X+1,Y,Z) - F(X,Y,Z) 
Easy computations show that for any two polynomials F = F(X,Y,Z) and 
G = G (X,Y,Z) in R[X,Y,Z], we have 
(3) A[F+G] = A[F] + A [G] 
(4) A[FG] = ( A[F]) ( a[G]) + F( A[G]) 
and an induction give the Leibniz formula 
(5) A'^[FG] =gj Q ( A^[F]) ( a'' A'^'^LG]) 
This allows us to prove: 
LEMMA 6.2.1: If f is homogeneous of degree n in X , then 
A'^[F(X,Y,Z)]=.n!F(l,Y,Z) and A™[F(X,Y,Z) ]=0 for m>n. 
PROOF: By (3) it suffices to prove the lemma when F(X,Y,Z) is 
a monomial. It can be proved by induction on n. If n = 0, F(X,Y,Z) is 
independent of X and A°[F(X,Y,Z)] = F(X,Y,Z) = F(1,Y,Z). Again 
A[F(X,Y,Z)] = F(X+1,Y,Z) - F(X,Y,Z) = 0 and hence A™[F(X,Y,Z)] = 0 for 
all m>0. 
For induction step, write the monomial F(X,Y,Z) as AXG where A 
is a monomial with no X's in it and G is a monomial of degree n - 1 
in X. Then A[A] = 0 and by (4), A[AX] = A; hence ^^[AX] = A'^"^[A]=0 
for r> 1 by the case n = 0. Again by using (5), we get 
A^CAXG] = (AX) A™[G] + nA (OA'^'-^CG]) 
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By the induction hypothesis the first term on the right side is zero if 
mSn. The second term is zero if m>n; if m=n then 
nA(n-l)!G(l,Y,Z) = n!F(l,Y,Z), which proves the lemma.|| 
Now we are ready to prove the following theorem: 
THEOREM 6.2.1: Let R be an associative ring with unity 1 and 
let F(X,Y,Z) be a polynomial with coefficients from elements of R where 
the indeterminates commute neither with each other nor with the elements 
of R. Suppose that F is homogeneous in X of degree n and homogeneous 
in Y of degree m and that F(x,y,xy -yx)=0 for all x and y in R . 
Then m!n!F(l,l,xy-yx)=0 for all x and y in R. 
PROOF: If F(x,y,xy-yx) = 0 for all x and y in R, then on 
replacing x by x+1, we get 
F(x+l,y,(x+l)y-y(x+l)) = F(x+l.y,xy-yx) = 0 
That is, if F(x,y,xy-yx) is identically zero, the same is true for a[F], 
A[F] and A [F]. Hence n!F (l,y,xy-yx) = 0 for all x and y in R. Now 
apply the whole procedure again on the polynomial F(1,Y,Z) which is homo-
geneous of degree m in Y by using a new derivation A'defined as 
A'[F(X,Y,Z)] = F(1,Y+1,Z) - F(Y,Z) 
The result is the conclusion of the theorem. || 
6.3. APPLICATIONS TO COMMUTATIVITY THEOREMS: We can drive 
a number of results with the help of our theorem proved above. Even those 
results ([6],[21]), which were proved earlier by using very complicated 
combinatorial arguments will become corollaries of our theorem. We need 
just to select a suitable polynomial F(X,Y,Z). 
Let us assume hence onward that R is an associative ring with Unity 1. 
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We begin to prove the following result due to Johnsen, Outcalt and 
Yaqub [42]. 
2 2 2 
THEOREM 6.3.2: Let R be a ring satisfying (xy) =x y for 
all x,y in fi. Then R is commutative. 
PROOF: I f F(X,Y,Z) = XZY, then indeed F(x ,y ,xy-yx) = x^y^-(xy)^=0 
Hence by applying Theorem 6 . 2 . 1 , F ( l , l , x y - y x ) = 0 i . e . xy-yx = 0 and 
r i n g R i s commutative. || 
The noncommutative ring of Example 5.2.1 for p = 3 shows that, 
2 2 2 3 3 3 
if we replace (xy) = x y by the identity (xy) = x y in the hypothesis 
of the above theorem, then the result fails. We notice that the character-
istic of this ring is 3. Does the characteristic of the ring plays any 
3 3 3 
role in the commutativity, if the ring satisfies (xy) =x y ? In the 
following theorem we attempt to settle the question, posed above. 
THEOREM 6.3.3: Let R he a ring satisfying (xy)^=x y for 
all x^y in R. If oharaateristic of R is neither 2 nor 3j then R is 
commutative. 
PROOF: Take F(X,Y,Z) = X^ZY^+ XZXY^ + XYXZY, then 
F(x,y, xy-yx)=x y -(xy)=0 and by our Theorem 6.2.1, 2!2!F(l,1,xy-yx) = 
2!2!3(xy-yx) = 0. But 2 and 3 are not zero divisors in R so xy-yx = 0 
which gives commutativity. || 
In fact applying Theorem 6.2.1, we can derive even more general 
results. As an example we prove below a generalization of Theorem 6.3.2, 
which was earlier established by Awtar [6]. 
THEOREM 6.3.4: Let n>l be a •positive integer and R be a ring 
of not characteristic p for every prime p S n . If R satisfies (xy) =x y 
for all X and y in Rj then R is commutative. 
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PROOF: Just as we did in proof of Theorem 6.3.3, we take 
F(X,Y,Z) to be a sum of n(n-l)/2 monomials each of which is a product 
of one Z by n-1 x's and n-1 Y's (it takes one term to move each Y 
in XYXY to the right, past one X). Then we have F(x,y,xy-yx) = 
X y - (xy) and by Theorem 6.2.1, the above remarks yield that 
2 
m!n! F(l,l, xy-yx) =((n-l)!) (n(n-l)/2)(xy-yx) = 0 which implies 
2 
that xy-yx = 0 if all primes dividing ((n-1)!) (n(n-l)/2) are not zero 
divisors in R.|| 
If we choose the polynomial F(X,Y>Z)= XYZ + ZYX, then we get the 
following result which is a particular generalization of a 'theorem of 
Belluce, Herstein and Jain [12], for the case m=n=2. 
2 2 THEOREM 6.3.5: Let R be a ving satisfying (xy) =(yx) for all 
x,y in R. If the additive group of R has no element of order 2 , then R 
is oomrmtative. 
REMARKS 1. If we take F(X,Y,Z) = ZXY, the polynomial identity 
2 2 (xy) -yx y = 0 or if F(X,Y,Z) = XYZ, then the polynomial identity 
2 2 (xy) -xy X = 0 implies commutativity which is of course Theorem 5.2.1. 
2. Similarly if F(X,Y,Z) = YZX + YXZ + ZXY, then the polynomial 
2 2 2 identity (xy) -y x = 0 implies commutativity provided the additive group 
of the ring R has no element of order 3. 
3. If we consider F(X,Y,Z) = XZ - 2ZY, the polynomial identity 
(x+2y)xy = xy (x+2y) for all x,y in R renders the ring R commutative. 
Other examples can be constructed ad libitum, ad infinitum. 
4. More subtle commutativity theorems, which do not work for all rings 
with unity, also often assume polynomial identities of the form 
F(x,y,xy-yx) = 0 but with F(l,l,xy-yx) = 0. 
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