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Introduction
Nowadays medical imaging modalities such as magnetic reso-nance imaging (MRI) and computed tomography (CT) provide the images as precise diagnostic tools. MRI and CT scans are 
the most widely used methodologies to visualize human anatomy. Medi-
cal images often need pre-processing before being represented as diag-
nostic tools. Image denoising is one of the usual procedures in digital 
image processing, and it has an important role as a preprocessing step 
in various applications. The development of denoising algorithms is a 
very challenging issue because the diagnostic information must be pre-
Original
ABSTRACT
Background: Nowadays, image de-noising plays a very important role in medical 
analysis applications and pre-processing step. Many filters were designed for image 
processing, assuming a specific noise distribution, so the images which are acquired 
by different medical imaging modalities must be out of the noise. 
Objectives: This study has focused on the sequence filters which are selected by 
a hybrid genetic algorithm and particle swarm optimization.
Material and Methods: In this analytical study, we have applied the compos-
ite of different types of noise such as salt and pepper noise, speckle noise and Gauss-
ian noise to images to make them noisy. The Median, Max and Min filters, Gaussian 
filter, Average filter, Unsharp filter, Wiener filter, Log filter and Sigma filter, are the 
nine filters that were used in this study for the denoising of medical images as digital 
imaging and communications in medicine (DICOM) format. 
Results: The model has been implemented on medical noisy images and the 
performances have been determined by the statistical analyses such as peak signal 
to noise ratio (PSNR), Root Mean Square error (RMSE) and Structural similarity 
(SSIM) index. The PSNR values were obtained between 59 to 63 and 63 to 65 for 
MRI and CT images. Also, the RMSE values were obtained between 36 to 47 and 12 
to 20 for MRI and CT images. 
Conclusion: The proposed denoising algorithm showed the significantly incre-
ment of visual quality of the images and the statistical assessment.
Citation: Yousefi Moteghaed N, Tabatabaeefar M, Mostaar A. Biomedical Image Denoising Based on Hybrid Optimization Algorithm and 
Sequential Filters. J Biomed Phys Eng. 2020;10(1):83-92. doi: 10.31661/jbpe.v0i0.1016.
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served while removing the noise. There are 
many works that use different methods for de-
noising medical images. There are two basic 
approaches to image denoising that include 
spatial filtering and transform domain filtering 
methods.
Most of the spatial filters are median based 
filtering techniques, which use the order sta-
tistical information of the pixels in the test 
window. There are so many other filters such 
as weighted median (WM) filter [1], Center 
Weighted Median (CWM) filter [2], Adaptive 
Center weighted median (ACWM) filter [3], 
Switching Median filter [4], Multi-State Me-
dian (MSM) filter [5], Directional Weighted 
Median filter [6], Second-Order Difference 
based Impulse Detection filter [7], Modified 
Directional Weighted Median based filter [8] 
and Modified Weighted based filter [9] which 
were proposed in the literature to remove im-
pulses in the images. In the last decade, vari-
ous denoising algorithms based on wavelet 
transform were introduced. Wavelets give 
a paramount performance in image denois-
ing due to properties such as multi-resolution 
structure and sparsity [10]. Many studies 
which focused on the fusion of the denoising 
approaches have been done. These approaches 
were applied using both wavelet and curvelet 
transform [11], hybridization of wavelet and 
center weighted median filters [12] and also 
neural networks and deep learning [13] for 
eliminating the noise of the image. 
Chawla et al. [14] proposed a method for 
removing the additive white Gaussian noise 
from the CT images in three phases; prepro-
cessing, training and testing. The CT images 
were transformed using multi-wavelet trans-
formation and then obtained multi-wavelet 
coefficients were the inputs of the adaptive 
Neuro-fuzzy inference system. In some other 
studies, the main objectives of denoising meth-
ods for obtaining the best estimate of the origi-
nal image from its noisy version were based 
on using rearrangement of pixels and principal 
component analysis (PCA) [15], total varia-
tion approach and complex dual-tree wavelet 
transform [16], signal-preserving technique 
based on spectral subtraction [17] and modi-
fied spatial filtration approach with adaptively 
decision on the masking center [18]. 
Ali et al. [19-21] proposed a noise reduc-
tion technique using thresholding and window 
based multi-wavelet transformation for CT 
images. This technique, especially was ap-
propriate for removing additive white Gauss-
ian noise and its results showed enhance-
ment in the quality of CT images. Jia et al. 
[22] proposed a synchronization algorithm of 
contrast enhancement and denoising by ap-
plying a differential equation of limited adap-
tive histogram equalization and improvement 
PM model. Golshan et al. [23] presented an 
LMMSE-based method for the three-dimen-
sional denoising of MR images which had 
been modeled MR data as random fields. So 
the method could construct a principled way 
for choosing the samples from a large portion 
of the given data. The parameters of the pro-
posed filter are automatically selected from the 
estimated local SNR. In some studies, differ-
ent hybrid filtering techniques such as a hybrid 
min filter and hybrid max filter for the removal 
of Gaussian noise, impulse noise or random 
noise from medical images were investigated. 
These methods were incorporated into spatial 
and frequency domain analysis. The quality of 
the noise reduction methods was determined 
by the statistical quantity measures [24-27]. 
Oulhaj et al [28] proposed a denoising task 
for different kinds of medical images by NL-
Means algorithm and the effectiveness of the 
discussed algorithms were compared on the 
basis of SNR, PSNR, RMSE the mean struc-
ture similarity index. Devasena and Hemalatha 
[29] proposed a new scheme based on apply-
ing a series of filters by the combination of the 
Kernel, Sobel, and Low-pass (KSL) filtering 
techniques each of which was used to modi-
fy the stable estimate into greater agreement. 
In other studies, techniques that used genetic 
programming based approach and fuzzy ge-
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netic algorithm to find the optimal composite 
filters for removing all types of impulse noise 
from medical images were proposed [30-33]. 
In this study, we propose a sequence of filters 
for denosing of medical images that are se-
lected by the hybrid genetic algorithm (GA) 
and particle swarm optimization algorithm 
(PSO). Then the quality of noise reduction is 




In this analytical study, the sequence filters 
for producing models are selected by the hy-
brid optimization algorithm. Order filters such 
as median, max and min filter, Gaussian fil-
ter, average filter, unsharp filter, Wiener filter, 
log filter and sigma filter are 9 filters, which 
are used for the denoising images in this tech-
nique. We use a Wiener filter to produce bet-
ter results than linear filtering. The Wiener fil-
ter (a type of linear filter) is applied to image 
adaptively.
In such a case that variance is small, Wie-
ner filter performs more smoothly and is more 
selective than a comparable linear filter to 
preserve high-frequency parts and edge of 
an image. Also, when the noise is constant 
power additive noise, such as Gaussian noise, 
the Wiener filter works better. At least the 
model is implemented on medical images and 
the performances are evaluated by statistical 
quantitative measures. PSNR is most easily 
defined via the mean squared error (MSE). For 
a noise-free monochrome image (I (m×n)) and 
its noisy approximation (N), the definition of 
MSE can be: 
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The PSNR (in dB) is defined as:
2
1010 log ( ) I
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= ×                            (2)
MAXI is the maximum possible pixel value 
of the image. Structural similarity (SSIM) in-
dex is a method for measuring the similarity 
between two images to improve on traditional 
methods such as PSNR and MSE. The SSIM 
metric is calculated on various windows of an 
image and is measured between two windows 
x and y of common size K×K:
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Where μx, μy is the average of x and y, σx
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2 
is the variances of x and y and σxy is the covari-




L: dynamic range of pixel value 
k1=0.01 and k2=0.03
b) Proposed Algorithm
In the proposed approach, genetic algorithm 
(GA) with the particle swarm optimization al-
gorithm (PSO) is used as a denoising tool, to 
find the best sequence of filters for denoising 
task. Hybrid filter is a sequential filter where 
different filters are arranged in a sequence to 
obtain the best noise-free image. GA is a com-
putational optimization method that searches 
all parts of the solution space with a different 
kind of solution or a group of features subset 
to find the best answer in each iteration. In GA, 
the searching process only needs to determine 
the value of the objective function at differ-
ent points and also, no additional information 
like differentiation of function is needed. The 
most important operator in the GA algorithm 
is the crossover that creates a new population 
by a combination of chromosome depending 
on their selection. The parents that are selected 
for crossover, transfer their genes with each 
other to create new offspring. Crossover can 
eliminate fragmentation or genetic variation 
in the population. Mutation is another operator 
that creates the variety of solutions. In muta-
tion operator, one gene may be removed from 
the subset or create a new gene that has been 
added to the population. 
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PSO algorithm was developed by Eberhart 
and Kennedy in 1995 [34]. Each particle with 
a velocity adjusted by its own memory and its 
neighbors is moving in the search space to find 
the best solutions. The main difference is that 
there is no crossover and mutation operator in 
PSO, hence it is more likely to be caught in a 
local minimum. But the best particle in PSO 
can remember and affect the other particles. 
So this property of the algorithm can lead to 
faster convergence. In contrast to the PSO 
algorithm, the chromosomes in the GA algo-
rithm share the information with each other. 
Illustration of the pseudo code of algorithm 
for medical denoising application is shown in 
Figure 1. One purpose is to increase the sta-
tistical quantity measures values by selecting 
the best sequence of filters using the proposed 
hybrid PSO/GA algorithm without the need 
of user trial-and-error for the parameter selec-
tion.
In the following we have to make the initial 
population. The initial parameters in genetic 
and PSO algorithm are shown in Table 1.
First, the populations with N chromosome 
are created randomly. The length of particles 
or chromosomes can be explained as, adding 
the number of features which have been se-
lected based on filters and 6 additional genes 
which have been used for determination of 
Figure 1: pseudo-code of GA/PSO algorithm.
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optimum parameters of filters. Primary ran-
dom and binary Initialization takes place first, 
in such a way that 1 shows the existence of a 
filter in the system and 0 is the meaning of not 
existing of that filter. Now each chromosome 
is a word of bits in two main parts. The first 
part is equal to the number of filters (segment 
1), and the second part is used for determining 
and designing their parameters. 
The second segment of a chromosome (two 
bits of the chromosome) determines the size 
value for 9 types of filters such as averaging, 
min, max, median, Gaussian and Wiener. The 
third segment shows the parameters of the 
order filter. We assigned 2 and 4 bits for the 
second and the third parts respectively, which 
were converted to the decimal number during 
the procedure.
The fitness values for all particles have to be 
calculated in order to determine the function-
ality of each particle, which is called valida-
tion of particles. In this step, the fitness values 
for all particles are calculated to determine the 
functionality of each particle, which is called 
validation of particles.
For PSO approach we propose the updating 
procedure of the best particle as xgbest and the 
best personal memories of each particle xibest in 
the whole population. Also, velocity and posi-
tion of the particles are updated based on the 
equation below: 
[ ] [ ] [ ] [ ]( ) [ ] [ ]( ).1 1 2 21i i i best i gbest ij j j j j jv t wv t C r x t x t C r x t x t+ = + − + − (4)
In this paper, we have used a binary PSO al-
gorithm [35], so the velocity of the updating 
procedure would be different. In the binary al-
gorithm, the concept of the velocity is chang-
ing to means of probability and the velocity 
is explaining the probability of the existence 
of 1 in position. The amount of the velocity 
is considered between 0 and 1 which explains 
the probability of being 1 in a position. So the 
velocity would be calculated from the equa-
tion (4) in the real state. Then the velocity has 
been mapped to the value of 0 and 1 by limit-
ing sigmoid function and at the final state the 
position of the particle (i) is determined by the 
equation below:
( ) [ ] [ ]( )1                         .   1      
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(5)
It is to consider that, for increasing the ve-
locity of the system divergence, the limitation 
issue of velocity in the system can be consid-
ered based on maximum and minimum veloc-
ity. It is important to note that in genetic opera-
tors, there is no discussion on speed changes 
or the best memory of offspring. Hence we 
have determined the best memory of offspring 
based on the best memory of parents, which 
have the best fitness value. The speed can be 
selected randomly. 
The roulette-wheel approach has been used 
for selection in the proposed method. Af-
ter the steps for parent selection, the steps 
executing the genetic operators commence. 
Single point, double point and uniform cross-
over by random probability are used to ben-
efit these crossover methods simultaneously. 
Figure 2 is the flowchart of the whole pro-
cess. This flowchart summarizes how the sys-
tem works and the relationships between the 
optimization part and the evaluation part are 
shown. 
The proposed method was tested on CT and 
MRI images. We applied the composite of dif-
ferent types of noise such as salt and pepper 
noise, speckle noise and Gaussian noise to each 
image to make it noisy in two models. The first 




Number of features 9
Number of iteration 10




Table 1: Initial parameters in GA/PSO.
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noise (Gaussian noise with 0.01 variance, salt, 
and pepper noise with a noise density of 0.05 
and speckle noise with 0.04 variance). The 
second model is combination of about 10% of 
each noise (Gaussian noise with 0.1 variance, 
salt, and pepper noise with noise density of 0.1 
and speckle noise with variance of 0.1). Salt 
and pepper noise is a form of noise in which 
represents itself as randomly occurring white 
and black pixels. A spike noise achieves the 
intensity values of random pixels with either 
maximum or minimum values. Gaussian noise 
has a probability density function (PDF) of the 
normal distribution.
Results
Here we used PSNR, RMSE and SSIM val-
ues as our fitness function of the PSO and GA 
algorithms which is directly proportional to 
these values. PSNR is a popular quality metric 
because it is easy and fast to calculate. In gen-
eral, a higher quality image should correlate 
to a higher PSNR value. The results of the al-
gorithm on datasets are shown in Figure 3 for 
noise model 1 and Figure 4 for noise model 2.
Discussion
To investigate the accuracy of the proposed 
PSO/GA hybrid algorithm, the results were 
examined in greater detail. For each MRI and 
CT datasets, the evaluation parameters such 
as PSNR, RMSE, and SSIM are calculated. 
Also, the comparison between these two op-
timization algorithms to find the best param-
eters and the best sequence of the filter to get 
the best free noise images are demonstrated in 
Table 2 for noise model 1 and Table 3 for noise 
model 2.
Another comparison was made between the 
proposed algorithm and other presented algo-
rithms. Table 4 shows the results of the com-
parison based on PSNR and RMSE value.
Conclusion
Performance of proposed denoising algo-
rithms is measured using quantitative and sta-
tistical measures as well as visual quality of 
the images. There have been several published 
methods, each of which approach has its as-
sumptions, advantages, and limitations. An 
appropriate and ideal denoising procedure re-
quires a priori knowledge of the noise, whereas 
a practical procedure may not have the suffi-
cient information about the noise model or the 
variance of the noise. In this paper, we pres-
ent a new approach by applying hybrid of GA 
and PSO algorithms as a denoising process of 
finding the best sequence of filters. So it seems 
better results for image denoising are achiev-
able using a series of filters that are organized 
by the proposed algorithm. The results of the 
present study provide a comprehensive com-
parison of the proposed algorithm and those 
from previously published sources.
Acknowledgment
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Figure 2: Medical image denoising algorithm 
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particle swarm optimization applied to se-
quential filters.
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Figure 3: Outcome of denoising methods on the MRI and CT images of head with noise model 
1: (a,f,k,p) are original images, (b ,g,l ,q) are noisy images, (c,h,m,r) are denoised images by GA 
method, (d,i,n,s) are denoised images by PSO method and (e,j,o,t) are denoised images by hy-
brid PSOGA method. 
Figure 4: Outcome of denoising methods on sample MR and CT images of head with noise 
model 2: (a,f,k,p) are original images, (b ,g,l ,q) are noisy images, (c,h,m,r) are denoised images 
by GA method, (d,i,n,s) are denoised images by PSO method and ((e,j,o,t)) are denoised images 
by hybrid PSOGA method.
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Datasets PSNR RMSE SSIM
Noisy image
MRI 14.85± 0.016 180.286 ± 0.0150 0.0314 ± 0.00000816
MRI 14.87± 0.0235 180.27± 0.0377 0.0311 ± 0.000298
CT 14.63 ± 0.0122 180.25 ± 0.0215 0.0311 ± 0.000189
CT 14.83±  0.0192 180.26  ± 0.0153 0.0312 ± 0.000182
GA
MRI 62.28± 1.76 41.59 ±8.71 0.9969 ± 0.00036
MRI 57.01 ±0.825 54.85 ±  2.39 0.9982 ± 0.0012
CT 56.85 ± 3.64 35.41 ± 1.03 0.9992 ± 0.000692
CT 60.38± 3.48 32.73 ± 2.42 0.9994 ± 0.000351
PSO
MRI 58.96± 3.80 37.79± 9.35 0.9985 ± 0.0013
MRI 63.72± 3.82 36.80 ± 0.0550 0.9991 ± 0.0013
CT 60.89 ± 3.52 18.55 ± 5.41 0.9994 ± 0.000541
CT 66.194 ± 1.97 12.73 ± 0.49 0.9996 ± 0.0002
GAPSO
MRI 63.07± 0.0134 38.47 ± 4.49 0.9981 ±0.0010
MRI 63.5 ± 2.82 36.80± 0.0550 0.9997 ± 0.000577
CT 63.28 ±1.69 13.89 ± 0 0.9998 ± 0.000294
CT 65.222± 0.39 12.31 ±0 0.9997 ± 0.00066
Table 2: Comparison of results between proposed methods as PSNR, SSIM and RMSE values in 
dB for noise model 1. 
Datasets PSNR RMSE SSIM
Noisy image
MRI 11.62 ± 0.0150 180.536 ± 0.0089 0.0156 ± 0.00025
MRI 11.6 ± 0.0071 180.546 ± 0.0167 0.0156 ± 0.0000816 
CT 11.63 ± 0.0122 180.53 ± 0.0192 0.0157 ± 0.0000957
CT 11.61 ±  0.0164 180.54 ± 0.0089 0.0158 ± 0.00001
GA
MRI 54.67± 1.3 66.85 ± 2.5 0.9955 ± 0.0013
MRI 56.73 ± 1.26 63.16±  6.28 0.9990 ± 0.001
CT 56.04 ± 3.26 40.33 ± 4.85 0.9967± 0.00096
CT 58.86 ± 3.23 38.76 ± 1.83 0.9989± 0.0000577
PSO
MRI 61.47 ± 3.58 65.47 ± 0.73 0.9965 ± 0.00036
MRI 60.75 ± 3.69 61.12 ± 3.34 0.9990 ± 0.000635
CT 62.06 ± 1.76 25.91 ± 5.76 0.9985 ± 0.00015
CT 63.78 ± 2.066 20.40 ± 5.90 0.9995 ± 0.000404
GAPSO
MRI 59.63 ± 4.002 44.37 ± 9.83 0.9977 ±0.00115
MRI 63.50 ± 2.81 47.64 ± 9.94 0.9992 ± 0.000152
CT 63.48 ±1.88 16.43 ± 4.91 0.9992 ± 0.0011
CT 64.08 ± 1.63 20.40 ± 5.90 0.9993 ± 0.00023
Table 3: Comparison of results between proposed methods as PSNR, SSIM and RMSE values in 
dB for noise model 2. 
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Proposed works
PSNR RMSE
MRI CT MRI CT
Kota NS, et al [11] 14-71 - - -
Umamaheswari J, et al [12] 31-38 - - -
Chawla P,  et al [14] 14-18 - - -
Mredhula L, et al [15] - 23-25 - -
Lalitha YS, et al [18] 17-28 - -
Ali SA, et al [19] - 36-39 - -
Syed AA [20] - 23-29 - -
Ilango G, et al [24] - 36.5-61.2 - 0.2-3.8
Marudhachalam R, et al [25] 25-59 - 0.5-13 -
Bharathi D, et al [26] 27-45 - 1.6-3.2 -
Marudhachalam R, et al [27] 25-45 - 1-13 -
Sharif M, et al [30] 22.54 - 20.68 -
Anisha KK, et al [31] 22-26 - - -
Our proposed algorithm 59-63 63-65 36-47 12-20
Table 4: Comparison of results between proposed hybrid method and other works as PSNR and 
RMSE values in dB.
Niloofar Yousefi Moteghaed in the Biomedi-
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