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Abst rac t - -A  parallel iterative scheme for solving coupled algebraic Lyapunov equations of dis- 
crete-time jump linear systems with Markovian transitions is introduced. The algorithm is computa~ 
tionally efficient since it operates on reduced-order decoupled algebraic discrete Lyapunov equations. 
Furthermore, the solutions at every iteration are computed by elementary matrix operations. Hence, 
the number of operations is minimal. Monotonicity of convergence is established under the existence 
conditions of unique positive solutions. 
Keywords - -Coup led  Lyapunov equations, Jump linear systems, Parallel algorithms, Discrete- 
time systems. 
1. INTRODUCTION 
Coupled algebraic Lyapunov equations are encountered in the analysis of discrete-time jump linear 
systems with Markovian transitions [1]. Of particular importance are the unique positive definite 
solutions of these systems of equations since they are used to determine the stability/stabilizability 
of the system as well as to evaluate the quadratic performance index of the system under optimal 
control inputs. The difficulties involved in solving these systems of coupled equations result 
from high dimensionality as well as the coupling of the equations. The algorithm proposed in 
this paper eliminates the high dimensionality problems that arise from coupling. Furthermore, 
coupling of the equations i eliminated since the algorithm operates on decoupled linear equations. 
Thus, a parallel algorithm with distributive computations i  achieved. An additional advantage 
of the algorithm is that solutions are obtained by elementary matrix operations; hence, the 
computational effort is minimal. The proposed algorithm exploits the structure of coupling 
encountered in the Lyapunov equations of jump linear systems and differs conceptually from 
algorithms for solving the high-order standard algebraic Lyapunov equations [2-4]. 
2. PROBLEM FORMULATION 
Consider the discrete-time linear system described by 
x( i  + 1) = A( r ( i ) )x ( i ) ,  (1) 
where x E R n is the state of the system and the system parameters are changing in accordance 
with a discrete-time Markovian random process r( i )  that takes on values in a discrete finite set 
S = {1, 2 .. . .  , N). The dynamics of the Markov chain are determined by the difference quation 
~r(i q- 1) = lr(i)P, (2) 
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where Ir is an N-dimensional row of unconditional probabilities and P is a stochastic matrix 
representing the transition probabilities and can be written as 
Pll P12 "'" PIN ] 
• : . . . (3) 
[.PN1 PN2 "'" PNN.J 
The matrix P has the properties 0 _< p~j < 1 and the row sum is 1 (see, e.g., [5]). The coupled 
Lyapunov equations associated with the system (1)-(3) are given by 
K3 = A T p~lKl Aj + Q~, Q j_>0, j= I , . . . ,N ,  (4) 
where the subscript j indicates that the system is in mode r(i) = j, that is, Aj = A(r(i) = j). 
3. MAIN  RESULT 
We propose the following algorithm for solving the system of equations (4): 
KJ re+l) = A T pjlK} 'n) Aj + Qj, = O, j = 1, . . . ,N .  (5) 
The algorithm is valid under the following assumptions. 
ASSUMPTION 1. The system of coupled equations in (4) has unique positive semidefinite or 
positive definite solutions, Kj, Vj. 
ASSUMPTION 2. The matrices Aj, j = 1,..., N are asymptotically stable. 
PROOF OF CONVERGENCE. Under Assumption 1, unique positive semidefinite solutions exist 
for (4). Thus, 
A T ps,g~ & H O, j = 1,...,Y. (6) 
For m = 0, we have 
g~ 1) -- Qs H o, ~ = 1 , . . . ,  N .  (~) 
Hence, 
0 < KJ 1) < Ks, Vj. (8) 
Similarly, it can be shown that KJ 1) < KJ 2) _< KS, Vj. By induction, it follows that the 
algorithm (5) generates monotone nondecreasing sequences {KJ m)} bounded from above by the 
solutions of (4), that is, 
0 : K) °) < KJ I) _< KJ 2) _< ... _< K~ m) < KJ m+') _<... _< Kj, j : 1, . . . ,N.  (9) 
Thus, the algorithm converges by the theory of monotonic onvergence of positive operators [6]. 
Note that Assumption 2 protects the solutions K~ re+l) from escaping to infinity for large values 
of m. Substituting m = o0 in (5) yields 
KJ c¢) = A T pj,Kl (c~) A s + Oj, j = 1, . . . ,N.  (10) 
Since equations (4) and (10) are identical, we conclude that the algorithm (5) converges monoton- 
ically to the unique positive semidefinite solution of (4). 
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4. EXAMPLE 
In order to illustrate the procedure and demonstrate he efficiency of the algorithm, we use the 
following fourth-order system with three switching modes. The system matrices are randomly 
generated and satisfy Assumption 2. The probability transition matrix, P, is given by [!:1 03 06] 
P= 5 0.25 0.25 . (11) 
0.3 0.7 j 
The system matrices are 
A1 
A2 
A 3 --~ 
0.0667 0.0665 0.0844 -0.2257" 
0.1383 -0.1309 0.0797 0.1162 
0.0658 0.0298 0.0645 -0.1018 
-0.2283 0.2438 -0.1990 0.2997 
0.1885 -0.3930 -0.0894 -0.1919" 
-0.4230 0.3598 -0.1224 -0.1548 
0.0350 -0.1950 -0.1967 -0.1017 
-0.2648 -0.0240 -0.0542 0.0484 
0.2746 0.0634 0.3414 -0.0692" 
0.0769 0.4167 0.0283 -0.1207 
-0.1607 0.0344 -0.2227 0.1617 
0.1175 -0.2969 0.4149 0.3314 
and Qj =I4, j = 1,2,3, where I is the 
1.1013 
-0.0873 
K1 
0.0826 
-0.0845 
1.3727 
-0.3205 
1,:2= 
0.0423 
0.0067 
1.1271 
0.0145 
K3= 0.1859 
-0.0201 
identity matrix. The 
-0.0873 0.0826 
1.1095 -0.0644 
-0.0644 1.0705 
0.0370 -0.0890 
-0.3205 0.0423 
1.4451 0.0404 
0.0404 1.0733 
0.0490 0.0613 
0.0145 0.1859 
1.3777 -0.1309 
-0.1309 1.3609 
-0.2112 0.0970 
The following table demonstrates the error propagation: 
(12) 
(13) 
(14) 
following solutions are obtained: 
-0.0845 ]
0.0370 | 
-0.0890 |
1.2012J 
0.0067" 
0.0490 
0.0613 
1.0843 
-0.0201 
-0.2112 
0.0970 
1.2068 
(15) 
(16) 
(17) 
m E (m) 
5 6.7956 x 10 -4  
9 3.6998 x 10 -6 
12 7.3945 x 10 -s  
16 4.0100 x 10 -1° 
19 8.0134 x 10 -12 
where E represents he error defined as 
E (m) = m.ax £~m) 2' 
3 
where £~m) = K~m) _ A T (~--~N=lPjZK[m)) Aj -Q j .  
j = 1, 2, 3, (18) 
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All simulation results are obtained using MATLAB. 
It can be observed that the algorithm is computationally efficient since it took only 12 iterations 
to solve 30 coupled scalar discrete-time Lyapunov equations with accuracy of O(10-s). 
5. CONCLUSION 
The parallel algorithmic scheme presented in this paper can be used to efficiently obtain the 
unique positive semidefinite solutions of coupled Lyapunov equations corresponding to discrete- 
time jump linear systems if they exist. The algorithm has the advantage that it operates on 
reduced-order decoupled equations, thus allowing for parallel processing. In addition, the com- 
putational process is based on elementary matrix operations. Hence, the computational effort is 
minimal. 
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