In this paper methods to simulate the signals in laser interferometers are proposed. The central part deals with the computation of the photocurrent, subsequent phase demodulation and finally the generation of interferometer signals, such as the longitudinal phase readout, differential wavefront sensing signal, differential power sensing and contrast. Here, fundamental Gaussian beams without astigmatism are assumed. The methods are validated in several examples by comparison with experimental data, with analytical results as well as with an intuitively predictable system.
Introduction
The scientific use of laser interferometers for precision length measurements has become extensive in the past decades. For instance in the field of gravitational wave detection, heterodyne and homodyne interferometers are used to sense tiny changes in the optical pathlengths in order to detect and chart gravitational waves [1] [2] [3] . Another example is the use of laser interferometers for spaceborne mapping of the Earth's gravity field [4, 5] . In such interferometers, a laser beam is reflected from a mirror, which we call test mass following the convention in gravitational wave missions. The beam is then interfered with a reference laser beam (see Fig. 1 ). Often, the two beams differ in frequency (heterodyne interferometers) and we will assume that for the discussion, although the methods can also be applied to homodyne interferometers. The resulting interference pattern is recorded with a photodiode which senses any phase shift in the resulting sinusoidal beat note. This phase of the signal is then measured using a phasemeter and converted into a length. The resulting signal is the ''longitudinal pathlength signal'' (LPS) which senses any longitudinal movement of the test mass with high accuracy.
A tilt of the test mass typically causes the beam reflected from the test mass, the so-called measurement beam, to shift away from the center of the photodiode. If the detector is a quadrant photodiode (QPD), this beam walk can be sensed by the imbalance of the sensed power of the four quadrants. The resulting signal is the ''differential power sensing'' (DPS) or ratiometric signal [6] . It can be used to measure tilts of the test mass over a large angular range, limited only by the size of the photodiode or other apertures.
A tilt of the test mass also tilts the phasefront of the measurement beam with respect to the wavefront of the reference beam (see Fig. 1 for an illustration). This causes an imbalance of the phase signals on the various quadrants of the QPD. The difference between these phase signals can be processed to produce the ''differential wavefront sensing'' (DWS) signals [7, 8] . This is a high gain readout of the angle between the wavefronts and thereby a high precision readout of test mass angular movements. In interferometers where the DPS signal does not sense test mass rotations because imaging optics are used to suppress resulting beam walk on the photoreceiver, the DWS signal can still be used for angular readout.
Finally, the contrast or fringe visibility of the interference pattern is a typical interferometer property which gives general information about the alignment status of the interferometer.
The prediction of these signals in laser interferometers is cumbersome, since there exists no simple software tool or analytical method to generate all these alignment signals for fundamental Gaussian beam input. Methods for tracing beams through optical systems are known for decades and also methods for phase demodulation from a photocurrent have been previously discussed in detail (for instance in [9] [10] [11] [12] [13] [14] ). We present now how all these methods can be combined to predict interferometric readout signals like those introduced above, starting from the point of beam definition, tracing through arbitrary three dimensional optical systems to generation of a virtual photocurrent and the subsequent phase demodulation.
In this paper, we describe the basic methods needed for typical laser interferometers. That means in particular, that the following assumptions are made: Laser beams are circular (i.e. non-astigmatic) fundamental Gaussian beams (i.e. in TEM00 mode). Nonpolarizing interferometers are used and all defined surfaces are either flat or spherical and have no structure or defects. Generalization of the methods to, for instance, higher order beam modes (for example needed if a laser beam is clipped by an aperture) or treatment of astigmatism in three dimensions (including nonnormal incidence at curved surfaces) is work in progress and will be described in separate papers.
Outline. In Section 2 the main methods are presented, which describe the computation of longitudinal and alignment signals. In Section 3 several examples are given, comparing the numerical method from Section 2 with experimental data (Section 3.1) and analytical solutions (Sections 3.2 and 3.3). Since an analytical prediction of the LPS in the general case is currently not possible, one intuitively predictable example is given in Section 3.4.
Interferometer signal prediction

Beam impact on detector and resulting photocurrent
In this paper, methods for simulating two beam interferometers are described. It is thus assumed, that after the ray tracing part is completed, there are two beams impinging on a detector: a measurement beam B M and a reference beam B R . These beams interfere and cause a time varying photocurrent J(t) which is proportional to the sensed beam power P S on the detector surface S [15, 16] :
where r is the photodiode responsivity, Z the quantum efficiency, Z the impedance of the medium, and I is the local intensity. Neither the photodiode responsivity r nor the impedance Z of the medium are needed for the phase demodulation and signal computation. These factors are given only for completeness. It is however possible to set r ¼ 2Z ¼ 1 in a numerical computation.
In order to simulate this photocurrent -or effectively the power sensed by the photodiode -the electric fields E R and E M need to be computed. If ðx b ,y b ,z b Þ is a point described in the beamfixed coordinate system, the electric field of a Gaussian beam segment in fundamental mode propagating in z-direction can be written as [17, 18] 
It is convenient to replace the constant E 0 ¼ Eðr b ¼ 0,z b ¼ 0Þ by the total beam power P:
The phase contribution ikz in Eq. (3) is given with respect to the local waist position. We replace this phase by iks where s is the optical pathlength propagated from a suitable reference point. This is necessary in order to compare situations when the waist position moves (for instance by shifting curved optics). This argumentation is equally valid for the Gouy phase, which needs to be accumulated in order to avoid unphysical phase jumps at curved surfaces (cf. Fig. 2 ). The electric field equation thus reads
For the integration over the detector surface, it is convenient to describe the electric field in the detector coordinate frame. For the corresponding coordinate transformation we need the intersection point r is of ray and detector surface and consider the electric field at a point r p on the detector. Both r p and r is are on the detector, such that they are two dimensional with origin at the detector center.
In the beam-fixed coordinate system the direction of propagation d forms an orthonormal basis with two normal vectors, called ''horizontal'' n h and ''vertical'' n v . Since all beams are assumed here to be circular, n h and n v are not uniquely defined but can be chosen as convenient. The coordinate transformation for the electric field of Eq. (3) is then given by
as illustrated in Fig. 3 . The optical pathlength s accumulated in the optical system during the ray tracing procedure is valid for the intersection point r is and the intersection plane spanned by n v and n h . In case of non-normal incidence the additional pathlength ðr p Àr is Þd for all points r p on the detector surface needs to be accounted for by substituting:
The electric field is thus fully defined in beam-fixed coordinates for each beam and for any point r p on the detector surface. Therefore, if two beams impinge on a detector, the beam power sensed by the detector can be computed by a simple integral over the detector surface (cf. Eq. (2)). In general, the integrals can only be evaluated numerically. In that case an adaptive integration package like DCUHRE [19] can be used. Since DCUHRE is designed for integrations over rectangular grids, circular photodiodes can be implemented either by nested one dimensional integrals or by specifying a circular filter function F, which is multiplied to the intensity I in Eq. (2):
where Yðr b Þ is the Heaviside step function, and r c is the radius of the photoactive area. It can be useful to use a differentiable approximation of the Heaviside step function. One option for such an approximation is
Here, W is a constant which can be adapted to the current problem in order to reduce the numerical integration time. For instance W ¼ 0:001r c can be chosen. After the integration (Eq. (2)) is performed, the power sensed by the detector or equivalently the resulting photocurrent is known.
Homodyne and heterodyne interferometry
Eq. (3) can be rewritten using a phase F and an amplitude A:
with
For clarity, the dependence of the beam coordinates r b and z b will be omitted in the subsequent equations. The local laser intensity resulting from the interference of two such laser beams is then
where I is the time averaged local intensity and c I the local contrast (fringe visibility). The phase difference DF contains the pathlength difference between the two beams. The power sensed by the active surface S of a detector is then given by
which has the general form
This follows from the addition theorems of trigonometric functions or the fact that the superposition of general sinusoids with equal frequency is again a sinusoid of the same frequency: P n A n sinðot þf n Þ ¼ A sinðot þ fÞ.
Phase demodulation
With the procedures of the previous section, a virtual photocurrent can be computed. It corresponds to one certain but yet unknown combination of P,c,f in Eq. (22) . Our next aim is to determine P,c,f from a given sensed power P S or equivalently a given photocurrent J. This virtual photocurrent can be processed with the same methods as a real photocurrent in an experiment. We describe here the methods of phase demodulation performed with the phasemeters in the LISA Pathfinder experiment [6] . These methods are based upon a few simple integrals over the sensed power P S in a heterodyne interferometer (Do a0). The first integral is a plain averaging of the power over one period, which results in the mean power P:
Additionally, the following two integrals are needed:
If P S has the form given in Eq. (23), C I and C Q evaluate to 
The values C I and C Q define the complex amplitude C:
which has according to Eqs. (27) and (28) the following value:
The contrast c and phase f are thus extracted from the integrals (25) and (26) using
f ¼ arctan
This method uses integration over continuous data. In order to simulate the experimental sampling procedure, the given equations need to be discretized. This can be performed using the N-bucket algorithm (for instance [9] [10] [11] [12] [13] [14] ). Here, instead of a frequency shift Do a phase shift 2pn=N is introduced in one of the two impinging beams, and Eq. (22) is evaluated N times:
where any number of N Z 3 [14] can be chosen. Since the virtual photocurrent is typically free of noise, there is no need to choose a large N and we usually use N ¼5 to allow consistency checks. The N-bucket algorithm can be used in heterodyne as well as in homodyne interferometers. For heterodyne interferometers, the time dependent photocurrent would be sampled at specific times:
However, in homodyne interferometers where Do is zero, the additional phase shift of 2pn=N has to be introduced explicitly in the experiment. The mean power on the surface S is now computed by
The equivalents to Eqs. (25) and (26) are
and Eqs. (29)- (31), that is the contrast c S and phase f S sensed by a detector with surface S, now becomes
f S ¼ arctan
The consistency and accuracy can be checked by testing whether
From the results (mean power P S , contrast c S , and phase signal f S ) the most important one usually is the phase signal which can be converted to a length by
defining the longitudinal pathlength signal ''LPS''. This signal is the best estimate available in the experiment for the optical pathlength difference between the two interferometer arms (s M Às R ) but it is also influenced by the wavefront curvature and Gouy phase (Eq. (18)) and detector shape (Eq. (33)). An alternative way to find the mean power P, contrast c and phase f is computing the subsequent three integrals:
and using Eqs. (31) and (32) to compute the contrast c and phase
f. This method requires comparable numerical effort but lacks the possibility of consistency checking.
Separation of macroscopic and microscopic phase
The pathlength sðr is Þ accumulated during the beam propagation through the setup (Eq. (13)) is typically in the range of millimeters to meters. We therefore call ksðr is Þ the macroscopic phase. All remaining contributors to the phase F in Eq. (18) are usually in the order of picometer to micrometer (depending on the setup) and are therefore referred to as microscopic phase. In order to avoid numerical precision problems, it is necessary to separate the macroscopic and microscopic phases. This can be performed by omitting sðr is Þ from the electrical field in Eq. (8) , such that only the additional pathlength originating from a tilt of the beam relative to the detector surface is accounted for
This is compensated by adding sðr is Þ to the computed longitudinal pathlength signal by
This method is valid because the macroscopic phase ks is constant over the detector surface S, due to the coordinate transformation performed in Eq. (13).
Alignment signals for quadrant photodiodes
For a quadrant photodiode (QPD), the surface S corresponds to any of the four quadrants. Therefore, four sets of signals (mean power P, contrast c and phase signal f) are generally available for quadrant detectors. By combining these signals, a larger variety of signals can be defined. First, the power sensed by the various quadrants can be compared, which results in a measure of the beam centroid position. The resulting signals are called horizontal and vertical differential power sensing signal (DPS signal) throughout this paper:
where the indices fl,r,t,bg label the {left, right, top and bottom} halves of the quadrant diode, while fA,B,C,Dg label the quadrants according to Fig. 4 . These signals are a measure of the beam centroid position on the QPD.
Similar to the definition of the phase signal and the LPS on a single element detector, it is possible to define a longitudinal pathlength signal for a quadrant detector, by combining the four segments. One possibility is to use the argument of the sum of all complex amplitudes:
This procedure to generate an LPS is used for instance in the LISA Pathfinder (LPF) mission [6] , such that we call it LPS LPF . However, this is not the only possibility to define an LPS for a QPD. One could, for example, also directly average the phases of the various quadrants:
, or apply various weighting factors in the averaging. A comparison of the possible definitions is work in progress and will be discussed in a separate paper. The phase signals of the various quadrants can be compared in a similar way as the mean power for the DPS signal. The resulting signals are the differential wavefront sensing (DWS) signals [7, 8] :
These signals are a readout of the wavefront tilt between the two interfering beams and therefore are also a high gain readout of test mass tilts or more generally component rotation in the interferometer. An illustration of the corresponding effect is shown in Fig. 1 . A comparison between the DPS and DWS signals is listed in Table 1 .
Like for the sum phase, the mean phase on the detector halves are generated via the sum of complex amplitudes [6, 20] :
The last term is preferable, because it avoids the discontinuity of the arg() function on the negative real axis. The macroscopic phase does not contribute to the DWS signals, since it is constant over the entire detector surface-and thus equal on the left and right halves of the diode. Finally, the (mean) contrast for a QPD is defined here as
which is again an approximation of the sensed contrast of an SEPD which has the same diameter as the QPD.
Summary and ray tracing
In the previous sections, methods to compute interferometer alignment signals have been described. In order to use these equations, two Gaussian beams need to be traced to the detector surface and the intersection point r is between each beam and the detector needs to be computed. The complete list of parameters and the corresponding output is sketched in Fig. 5 . In case of a two dimensional interferometer, i.e. all rays are lying in one plane, these parameters can be obtained for instance from OptoCad [21] which uses the full equations for reflection and refraction of elliptical Gaussian beams according to [22] . For full three dimensional interferometers, the authors are not aware of a suitable tool to compute these parameters. The development of such a tool is work in progress and currently exists for circular and simple astigmatic beams. The corresponding methods are implemented in C and Cþþ libraries which are available on request from the authors.
Examples
Comparison to experimental results
In the space mission LISA Pathfinder a heterodyne interferometer will be used to sense displacement changes between two free floating test masses which are about 35 cm apart [1] . Fig. 4 . Labeling of the quadrants of a quadrant photodiode (QPD). Additionally, another heterodyne interferometer senses the relative displacement of one of the two test masses with respect to the optical bench. Their signals are labeled ''12'' and ''1'' respectively. The DWS signals of these interferometers will be used in feedback loops to stabilize the angular jitter of the two test masses. Since the DWS signals are linear in the measurement range, they are typically characterized by coupling factors:
where j labels the interferometer (here either ''1'' or ''12'') and i the test mass (either ''1'' or ''2''). These coupling factors were computed with the numerical procedures described in this paper. In parallel, these coupling factors were measured at the University of Glasgow, using the flight model of the LISA Pathfinder optical bench. The resulting values are listed in Table 2 . These values show agreement to a high degree, even though the simulation was performed for the nominal optical bench, i.e. without implementation of tolerances during the assembly of the optical bench. In particular, nominal beam parameters were used for the simulation, and deviations of these beam parameters have a strong impact on the resulting coupling factors. Additional information regarding the settings of the simulation, the LISA Pathfinder interferometry and the stated values are given in [23] .
Comparison: numerical and analytical DWS signals
In some cases it is possible to compute the DWS response of a system analytically, provided that the beam is small compared to the photoactive surface of the QPD, the slit between the quadrants is negligible, and both the relative angle a between the incident beams on a QPD and the static beam offset x 0s are small. It is thus possible to compare the DWS signal computed with the procedures described in this paper with an analytically computed DWS signal. A simple system fulfilling the listed requirements is given by two interfering beams that propagate freely to a quadrant detector as sketched in Fig. 6 . The specific parameters are listed in Table 3 .
The DWS signal to first order is according to [24] given by
Here, w eff is the effective beam radius on the photodiode
which depends on the spot sizes of the measurement beam w M and reference beam w R . The variables F and s depend on the relative wavefront curvature and the effective waist:
The relative wavefront curvature R rel is defined as
where R M and R R are radii or curvature of the measurement and reference beam at the photodiode surface. Finally, the static lateral beam displacement x 0s describes the beam displacement for a ¼ 0 and the distance z tm specifies the distance between the adjustable mirror and the interference plane.
Result. The resulting DWS signals, computed both numerically and analytically are shown in Fig. 7 . For small beam angles, the numerical and analytical procedures generate identical results. This is regarded as a validation of the procedures described in this paper. For large beam angles, the numerical data deviate from the analytical result. This is understandable, since the analytical equation (Eq. (50)) is linearized, in contrast to the numerical procedure. The numerical results are therefore assumed to be more accurate than the analytical result.
Comparison: numerical and analytical DPS signals
The DPS signal as defined in this paper can be computed analytically for a wide set of systems. This results from the definition of the DPS signals via the time averaged power on the various quadrants without any effects of the interference. Therefore, the DPS signal is computed analytically via
where A R and A M are the amplitudes given in Eq. (17) of the measurement and reference beam. It is then assumed that the reference beam is centered on the QPD while the measurement beam moves. For instance, the measurement beam is shifted by x 0 in the horizontal x-direction and has an incident angle of a. The coordinate transformation of Eqs. (10) and (11) inserted in Eq. (4) is then The most simple system is a single beam incident on an infinitely large QPD without slits. In this case, the DPS signal is given by a simple error function: Fig. 8(a) shows a comparison between this analytical DPS result and the corresponding numerical result, generated with the procedures described in this paper. This figure shows an agreement to a very high degree, even though the curves were generated either numerically using the procedures described in Section 2 thereby including the mixed term 2RðE M E n R Þ or analytically neglecting this mixed term. The settings used for this simple example are listed in the second column of Table 4 . This comparison can also be performed for a more complicated case, with two incident beams and a finite QPD with slits. In this case, the analytical expression for the DPS signal is then given by Eq. (58), where the incident angle a is set to zero to allow clearer arrangement.
A comparison for such a more typical system is shown in Fig. 8(b) , the settings are listed in Table 4 . The analytical and numerical methods generate again perfect agreement. Fig. 7 . Comparison of the DWS computed numerically to the methods described in this paper with the linearized analytical result computed with Eq. (50) (cf. [24] ). For small angles, the numerical and analytical results agree perfectly. For large angles and low contrast the linearized analytical method is not valid. Fig. 8 . DPS signals generated analytically and numerically using a hypothetical QPD with infinite radius and no slits (a) or a finite QPD with slits (b). In (a), only one beam was scanned over the surface of the QPD. In (b), the reference beam was centered on the QPD, while the measurement beam was scanned over the QPD surface. The settings used to generate these results are listed in Table 4 . For the analytical curves, Eqs. (57) and (58) were used, the incident angle a was set to zero.
Table 4
Settings for the results plotted in Fig. 8 . In the system used in Fig. 8(a) , only one beam was used and a reference beam was thus not defined (n.d.). In this example, the QPD size was set to infinity to generate the analytical curve (cf. Eq. (57)), for the numerical result, a finite QPD with 10 mm radius was used. However, this is sufficiently large to generate a perfect agreement in the given range, as shown in Eq. (57).
Parameter
Settings for Fig. 8 
A system with zero LPS and DWS response
The phasefront of a Gaussian beam can locally be approximated by a section of a sphere which is defined by its center and radius of curvature. If the pivot of a tilting beam coincides with the center of this sphere, the beam rotation maps a spherical phasefront upon itself (cf. Fig. 9 ). In that case, the beam tilt will not cause a phase shift on any quadrant of the QPD. Thus, the phase signal and the DWS signal should not sense the rotation. Such a system is given by setting the distance between pivot (test mass) and QPD as twice the Rayleigh range. The beam waist is centered between test mass and QPD. The resulting signals for the settings listed in Table 5 are shown in Fig. 10 . The longitudinal pathlength signal (LPS) and DWS signal show indeed a negligible response in the order of femtometers and nanoradians.
It has therefore been shown for this example, that the numerical procedures described in this paper generate an LPS and DWS response that agrees with intuitive expectations.
Conclusions
This paper describes the methods to predict the interferometer alignment signals LPS, DWS, DPS and the contrast. The simulations include tracing Gaussian beams through typical optical setups consisting of mirrors, beam splitters and lenses up to a detector. On the detector surface, the photocurrent is generated while taking into account the finite detector size and possibly slits (like in a quadrant photodiode). Once the photocurrent is generated, the same phase demodulation procedure can be used as in a corresponding experiment. Finally, methods to define alignment signals were presented. For examples, a comparison was presented to experimental results, as far as possible analytical results and intuitively clear results. All comparisons showed good agreement.
The methods and functions described in this paper are collected in both C-and Cþþ-libraries called ''IfoCad'' which act as Fig. 9 . Gaussian beams and their wavefronts in a system with zero LPS and DWS response. The dotted circle indicates the sphere which represents locally at z ¼ z 0 the wavefront of both the nominal (gray, on axis) and the tilted (light gray, off axis) beam. A QPD at this location does not sense an LPS or DWS response to the shown beam tilt.
Table 5
Settings for the comparison between numerical and analytical DWS signal described in Section 3. toolbox for investigating and optimizing arbitrary interferometers. IfoCad is available on request from the authors.
