We investigate the potential of phase-diversity (PD) and Gerchberg-Saxton (GS) algorithms in the calibration of active instruments. A set of images is recorded with the focal-plane scientific camera, each image having a known and unique defocus. The phase-retrieval algorithms are used, with those images, to estimate the non-common path aberration that needs to be compensated by correct alignment of the instrument. We demonstrate by numerical simulations that such algorithms, in particular GS, are sufficient detection methods to fully correct wavefronts with an rms error at least up to 6 rad -but this requires several iterative correction stages.
INTRODUCTION
Modern astronomical instruments are becoming more and more complex, and they tend to include an increasing number amount of different optical components. This present challenges for the alignment of the optical components, since an ever increasing amount of manual work is needed both at the integration and at the operating sites to bring the instruments to the working condition.
In addition, even more challenging is the fact that components can be located in cryostatic environments, which prevents direct manual adjustments -and important fine-tuning at the operating temperatures.
Most of the top-class optical telescopes have taken approaches to use active and adaptive optics to compensate optical distortions caused by the changing operation conditions. However, these approaches have not yet been taken to the instrumental level at the same extent, although adaptive components are now being more and more deployed (e.g., X-Shooter VLTI).
We would like to propose a general concept making automatic optical calibrations possible at a wide range of new optical instruments. This would be done in two stages: at first, phase-retrieval techniques 1, 2 would be used to determine the wavefront (WF) shape at different points of the focal plane. This would be done by using the intensity images of the imaging camera, and by introducing a known defocus as a phase-diversity. Then, an inverse model of the optical system would be used to determine the alignments that would optimally compensate the observed distortions. These two steps are iterating until a convergence is reached. This paper investigates the first part of the metrology concept. We compare two general phase-retrieval techniques to determine the parameter range at which sufficient phase-retrieval is possible. The latter part of the problem is discussed in our another paper.
SELECTED STUDY CASES
We concentrate on two different phase-retrieval algorithm: phase-diversity (PD), as described by, 2, 4 and GerchbergSaxton (GS). 5 The former makes a gradient search to find the unknown wavefront and object that best fit to the measured data. The latter uses iterative Fourier transforms to apply known restrictions in pupil and focal plane.
We simulated typical wavefront distortions and corresponding defocused focal-plane images. Then, we calculated how well the algorithms were able to reconstruct the unknown wavefronts by using the camera images. The common simulation assumptions are enumerated in the following.
• Imaging: the camera images are simulated using the standard FFT-approach. No additional rebinning is done on the arrays simulated by the Fourier transforms. We assume monochromatic point sources are are used as objects.
• The wavefront error is simulated by 45 Zernike polynomials, the energy distribution follows a power law of (n + 1) −2 , where n is the polynomial radial order. We remove tip/tilt before applying the phase-retrieval since it can be determined simply from the position of the spot. For each identical set of parameters, we always computed 12 different random WF realizations to model the statistics. The wavefront is sampled by an array of 128 × 128 pixels.
• The used phase-diversity implementation is described in. 6 As a modal base, we use Zernike modes, 7 and we reconstruct 166 modal coefficients.
• The implementation of GS algorithm is well described in the literature. The implementations of the phaseunwrapping, however, can vary. Due to an ease of implementation, we have done our unwrapping without any quality-checks. Therefore, our GS phase-retrieval can result in a complete failure, although a smarter unwrapping would give acceptable results. This can be improved in the future.
• The defocus shape, acting as a phase diversity, is created by 3-6 different defocus magnitudes. The applied diversities are evenly distributed between the used focal range. The first image is always focused, and the following images are defocused by distances enumerated in Table 1 (a being the maximum applied defocus distance). 
The phase-retrieval performance was evaluated by what we call an improvement ratio. It is defined as
where φ r is the reconstructed wavefront and φ 0 is the unknown aberration (having TT removed). Thus, improvement ratio 0 means a perfect reconstruction, and ratios higher than 1 mean that the phase-retrieval completely fails.
SIMULATION RESULTS

Simulations studying the optimal diversity magnitude
At first, we studied how well the phase-retrieval methods can reconstruct an unknown wavefront by a single iteration.
We are studying five different WF rms: 0.5, 1, 2, 4 and 6 rad. Since the tip/tilt is removed before applying PD, the actual values are about 20% smaller.
Next, we will study the optimal maximum applied diversity, a (shown in Table 1 ). Fig. 1 shows how the improvement ratio changes as a function of a. We show the plots for two different CCD samplings, when phase-diversity retrieval is applied. PSF width (λ/D) is 2 or 3 pixels. The two different PSF resolutions do not show fundamentally different behavior. The less aberrations in the original WF, the better the PD performs: the optimal improvement ratios are around 0, 0.2 0.6 and 0.8 for WF rms of 0.5, 1.0, 2.0 and 4.0 respectively. As long as more than 3 images are used, the optimal diversity magnitude does not depend on the number of used images. However, it is necessary to use larger diversity magnitudes when the WFs have larger aberrations: the optimums are about 2, 4, 6 and 12 rad for the studied cases.
Regarding the performance of GS algorithms, we noted that the improvement ratio not strongly depend on the applied diversity nor the magnitude of the aberrations in the original WF. Therefore, the results are not plotted here.
Next, we show, in other plots in Fig. 2 , the optimal improvement ratio as a function of required images. Fig. 3 shows the optimal improvement ratio as a function of initial WF aberrations.
It is seen that the number of images has very little impact on the optimal reconstruction, when GS is used. With PD, the optimal reconstruction improves 10-20%, when the number of images is increased from 3 to 4-5. Using more than 5 images has a negligible impact.
The improvement ratios of GS are significantly better compared to PD, in particular at WF aberrations larger than 2 rad rms. At such large aberrations, PD is correcting only 10-30% of the initial WF, but GS can still correctly detect more than 60%.
We also see that the improvement ratio as a function of initial WF rms behaves very differently for PD and GS. With PD, the phase-retrieval gets relatively worse and worse, when the WF aberrations are increased. Below 1 rad, 80-100% of the aberrations are correctly detected, but only 10-50%, when the aberrations are 2-6 rad rms. GS, on the other hand, seems to work relatively best, when the initial WF aberrations have a 2-4 rad rms error: then they correct 80-90% of the WF. However, at WF rms errors of 0.5 or 5-6 rad rms, GS corrects only 70%. When comparing the PSF resolutions of λ/D = 2 and 3 pixels, we see that the impact on optimal improvement ratio is not dramatic. At the largest WF aberrations, PD appears to be ∼5% better with the coarser sampling of 2 pixels. This will be discussed in more detail in the following sections.
Failure rate of phase retrieval
The previous section illustrated the phase-retrieval performance by an averaged improvement ratio, where the average is over random WF realizations. Another way to evaluate the retrieval is to calculate the percentage of the cases where the reconstruction is successful.
We define a case as a failure, when the improvement ratio is more than 0.9-1.0. Thus, we can compute a failure rate by comparing the number of failed reconstructions to the total number of used WF random realizations.
Figs. 4 and 5 show the failure rates of the WF reconstructions for PD and GS, respectively. We study PSF resolutions of λ/D = 2 pix and λ/D = 3 pix, and 3-5 diversity images are used.
It is seen that, again, PD and GS have different characteristics for the failure rates.
Regarding the PD, as long as at least 5 images are used, all the less-strict fail-rates drop to zero when optimal diversity magnitude is applied, even at largest WF aberrations of 6 rad. The reconstructions appear to become significantly more robust, when 5 diversity images are used instead of 3-4; and also a coarser PSF resolution of λ/D = 2 pix gives better results. It is seen that at the optical case (5 images, 6-8 rad rms defocus diversity and λ/D = 2 pix), at least 5-10% of the WF aberrations can be correctly detected if the initial WF rms error is 4-6 rad.
Regarding the GS, it is seen that the failure ratios are remarkably lower. The PD reconstructions are successful virtually always when the initial WF error is lower than 4 rad rms. When the aberrations are increased to 6 radians, we see that with most parameters, the reconstructions fail in 10-20% of the cases. However, by selecting the parameters optimally -enough diversity images and sufficiently large image resolution -this can be avoided. Unlike PD, GS appears to work better with a higher PSF resolution of λ/D = 3 pix. We also see that the optimal diversity magnitude is about 50% lower with GS compared to PD (2-3 rad rms).
Convergence issues of phase-diversity
As observed in the previous section, PD is able to correct only about 20-40% of the unknown WF, if its rms error is 2-4 rad. This happens even if we use a large number of images to obtain a sufficient knowledge for the inversion problem.
When PD is applied for a point-source, the error metric that is optimized should be very close to zero at the optimal wavefront reconstruction. However, there is no guarantee that the gradient search will converge to the global optimum.
We illustreted this issue in Fig. 6 . It shows the improvement ratio as a function of relative error metric:
, where L m (φ) is the error metric at the convergence and L m (0) is the error metric for a flat wavefront. The points come from individual wavefront reconstructions, and the colors illustrate the number of used diversity images.
It is seen, in the left plot, that the L m (φ)/L m (0) ratios tend to appear in bands. For the WFs having aberrations of 0.5-1 rad rms, we see one band close to origin, where both L m and improvement ratios are small. This the optimal point where the PD algorithm should converge to. Then, we see another band that forms a sharp triangle, its tip at the origin and base pointing towards the top-right corner of the plot. It is interesting that the areas where L m would be small and improvement ratio large, or L m large and improvement ratio small, have no data points. This means that the PD algorithm has a region of converge where the phase reconstruction differs from the aberrations causing the measured images -the convergence gets stuck to local minima.
When we increase the aberration up to 4 rad WF rms, we see that the PD no longer converges to such neat bands. Instead, in particular with aberrations of 4 rad rms, we find many cases where L m is very small, but also the improvement ratio is small. We conclude that the phase wrapping (φ > 2π) further increases the issues with the converge-stuck at the local minima. 
Simulations with multiple iterations steps
Next, we show preliminary simulations to illustrate how an iterative phase correction would work with phaseretrieval. We simulate a system that would detect the phase aberrations at an imaging camera, using the phase-diversity. Then, the detected WF error would be corrected by the best approximation of Zernike modes that fit to the reconstructed wavefront.
Since the GS algorithm does the phase retrieval in a more reliable way, we know that these simulations show the pessimistic case. At large WF aberrations, PD can correctly detect only 10-30% of the aberrations, and we will next study, if that is sufficient.
We start with an aberration phases similar to the previous section (initial wavefront rms error 2.0 rad), and then compute the PD reconstruction of 166 modes. Then, the PD reconstruction is removed from the residual phase, and the obtained residual WF is fed to the PD again. We study the convergence during 30 iterations.
We apply a constant diversity magnitude of 1 rad, which is the optimum for small WF aberrations of 0.5 rad, but less what is optimal for 2.0 rad. Fig. 7 shows, in the left plot, the residual WF rms errors as a function iteration. We show the the largest, mean and smallest rms values over the 12 random WF realizations.
It is seen that when 3,4 or 6 images are used, the iteration either diverges or converges to non-zero values, depending on the initial random WF realization. However, when 5 or 7 images are used, 5-10 iterations are sufficient to obtain almost perfect wavefront correction.
To evaluate the robustness of the algorithm, we also made a similar test, but introduced a small error on the applied diversities (defocus distances). This was modeled as a randomly distributed noise, added on all the defocus distances. Fig. 7 shows, in the right plot, the best obtained WF correction as a function of diversity error. It is seen that the algorithm seems remarkably robust, and diversity errors of 0.5 rad (in WF rms) cause an rms error in corrected WF only of 0.2-0.4. Using more images are effective in compensating the diversity errors: using 7 instead of 5 images can more than halve the diversity-based uncertainty error in the corrected WF. 
Computational issues
The gradient-search based phase-diversity algorithms are computationally extremely demanding. Here, we illustrate the current status of our codes on a a typical computing machine.
We wrote our codes in C, and they are able to compute the gradients in parallel. In the examples illustrated in the following, we used 4 CPUs in a single processor (Quad-core Xeon E5504, 2.0 GHz, 800 MHz, 4 MB cache), to make the computations. Fig. 8 illustrates the computational demands. We show, as a function of used images, the total computation time needed for a single WF reconstruction, the number of gradient step iterations and the time per a single iteration.
It is seen that the total computation time per one WF reconstruction increases roughly quadratically from 3-7 min (with 3 images) to 15-60 min (9 images). The total computation time depends strongly on the amount of aberrations in the unknown wavefront: it is possible to reconstruct a WF with an rms of 0.5 rad in about 3-15 min (depending on the amount of used images), but a WF with an rms of 4.0 rad requires 2-3.5 times more computations. This happens because the gradient search converges more slowly in the presence of larger aberrations.
The upper right plot in Fig. 8 shows the number of required iterations as a function of used images. It is seen that a WF with an rms 0.5 rad requires only 5-10 iterations, but more than 15 are needed when the WF aberrations have an rms of 2-4 rad.
It is also interesting how the number of required iterations changes, when more images are used. When we use 7-9 images instead of 3, it is necessary to make 1.5-2.5 times less iterations for WFs with an rms of 0.5-1.0. However, the WFs with an rms of 2-4 rad require 0-10% more iterations.
It needs to be mentioned, though, that we limited the maximum number of iterations to 20, and therefore the data is slightly misleading, in particular with larger WF aberrations. Based on the previous sections, it seems beneficial to use up to 6 images in the reconstruction. Therefore, it can be concluded that, with the current codes and machines, it will take 8-25 min to reconstruct a single WF, and a complete iterative WF correction would take 5-10 times longer. Taking into account the potential of code optimizations (for instance, using more CPUs for gradient computations, reconstructing less modal coefficients, numerically more efficient gradient computation 8 ), we conclude that the computational issues are not a major problem.
CONCLUSIONS
We have studied, by numerical simulations, the potential of phase-diversity and Gerchberg-Saxton algorithms in phase-retrieval. We concentrated in a case where the imaged object is a point source, and the diversity is created by several dynamically adjustable defocus distances. The simulations schemas were designed to be descriptive for systems with a capability to change camera focus and correct low-order aberrations caused by errors in the optical alignment.
The simulations demonstrate that the phase-retrieval can be successfully done, but the magnitude of the unknown WF aberrations limit the accuracy of individual phase reconstructions. In particular, with phasediversity, the issue is severe: wavefronts with an rms error less than 0.5 rad can be reconstructed almost perfectly, but an rms error of 4-6 rad means that only about 10-20% of the unknown WF energy can be successfully detected.
This loss of accuracy in PD is caused by the fact it is using a gradient search prone to getting stuck in local minima. The GS algorithm does not suffer from the effect at the same extent, because it is inherently more efficient to model monochromatic sources and using the imposed constraints in pupil and focal-plane. Therefore, it is not surprising that we saw the GS being able to retrieve the phase with an accuracy of 50% even at 6 rad rms. We believe this is sufficient for our applications.
In addition, we demonstrated that the perfect reconstruction of large wavefronts is not absolutely necessary: starting from initial WF error of at least 2 rad rms, the phase-diversity can be applied iteratively to reach almost an optimal performance. Since GS was shown to retrieve the phase with more than comparable accuracies at 6 rad rms, we conclude that the iterative WF correction should work in practice up to those initial aberration magnitudes. However, in the iterative approach, it is still necessary to have a rough estimate of the magnitudes of the unknown wavefronts to optimize the applied diversity magnitude. We believe this is possible, for instance, by creating a loop-up-table based on the observed maximum intensities at the detector.
Regarding the computational demands, we studied the WF reconstruction times on current easily available computers. Our phase-diversity implementation, which is computationally much more demanding, should be able to complete a full calibration in less than an hour. Gerchberg-Saxton is computationally less demanding since it does not need to estimate the object parameters. Therefore, we conclude neither the computational issues should be the problem.
The next step will be combining the phase-retrieval approaches presented in this paper to the tomography solvers discussed in. 3 To ultimately validate the concept, we need to demonstrate that the iterative optical alignment converges to an optimal wavefront quality at the detector. This means that the inverse problem solving the tomography should be sufficiently tolerant to the retrieval errors we will make at the large WF aberrations. The issue will be addressed in our future work: we will implement detailed end-to-end numerical simulations leading to reliable performance estimates of selected actively calibrated instruments, like the METIS spectrograph.
In the future, it is also possible to include deformable mirrors at the instrumental level to deal with the optical alignment errors. This would make it possible to use arbitrary diversity shapes in the phase retrieval. We have demonstrated by laboratory experiments that such sequential phase-diversity algorithms work well to calibrate the non-common path aberrations in a conventional adaptive optics system. 
