Heritability estimation using genome-wide SNP data is a fundamental research topic with profound implications for studies of the genetic architecture of complex traits. The development of a novel methodology 2, 3 in this direction has spurred studies, on a broad spectrum of complex traits, that have reinforced the view that a substantial portion of missing heritability can be accounted for by hitherto undiscovered common variants 4, 5 and has led to substantial research that has demonstrated that certain functional categories of SNPs contribute disproportionately to the heritability of complex diseases [6] [7] [8] . However, in a recent report 1 , Krishna Kumar and co-authors claim to have proved that the method "may not reliably improve our understanding of the genomic basis of phenotypic variability" even when the assumptions of the method are satisfied exactly and that the heritability estimates produced are highly sensitive to the choice of sample used and to measurement errors in the phenotype.
We investigated these claims by characterizing the dynamical properties of the likelihood function and identified crucial analytic errors that seriously undermine the validity of the authors' conclusions.
METHODS AND RESULTS

The GREML generative model
We consider the following model (Figure 1 ) of the phenotype (which has been simplified, as in Krishna Kumar et al., to exclude any fixed-effects):
where is a 1 vector of random (genetic) effects, is a (standardized genotype) matrix and is the (non-genetic) residual. Here
Thus, the distribution of assumes the following form:
Note that the phenotypic covariance, ( ), is the sum of a genetic covariance and a residual covariance. The Genetic Relatedness Matrix (GRM), which quantifies the genetic similarity between pairs of individuals using the genotype data , can be written as follows:
= /
Singularity index and induced quadratic form
We refer to the function S(Z) ∶= log( Equivalently, the log-likelihood function, now viewed as a function of and 1 , can be written as a sum involving the singularity index and the induced quadratic form: GRM. (For example, the resulting perturbed GRM must be symmetric, which implies that the perturbation matrix must be symmetric as well.) Furthermore, modeling the difference between the true and sample through an error matrix via an additive model ( = + ) makes some very strong assumptions, including that the two matrices, and , are of the same dimension (in particular, same number of variants). It is therefore more sound to evaluate the discordance between the true GRM ( ) and the estimated
GRM (
). The impact of this discordance (arising, for example, from the imperfect tagging of causal variants 2,9 ) on the REML estimate of heritability is indeed a valid subject of research 3 . Interestingly, this issue is related to the classic Horn's conjecture in matrix theory (which was finally settled 10 ) on the spectrum of the sum of two Hermitian matrices and on how the eigenvalues of two Hermitian matrices constrain the eigenvalues of their sum.
Stability analysis under phenotypic perturbation or population stratification and a framework for testing large eigenvalues
The authors evaluated the sensitivity of the likelihood function, and the resulting GREML estimate, to the GWAS data (specifically, phenotype measurement noise and population stratification). We report here crucial errors in the authors' analyses, on which the main conclusions of the study are based. Furthermore, we highlight a methodological gap, which we address using an approach that may be of interest to future studies in population genetics and GWAS of complex traits.
We should note a random matrix theory for the Wishart product matrix (or the GRM) generally assumes a with independent Gaussian entries, and any application in genetics must demonstrate that the relevant theoretical results apply (robustly) to a (non-Gaussian)
matrix (e.g., one consisting of standardized genotype data). The authors appear to claim, clearly incorrectly and rather confusingly, for both and its symmetrization a Wishart distribution (e.g., see pages E62 and E68 of the authors' paper 1 ). In what follows, we will assume that is a standardized genotype matrix (and thus non-Gaussian), and Gaussian-based results that require extension to the non-Gaussian case will be explicitly stated.
Analysis of (in)stability due to phenotype noise
The authors sought to show the instability of the induced quadratic form ( , 1 ), and thus of the log-likelihood, by showing its sensitivity to the phenotype measurement (i.e., to a perturbation of 1 ). In their analysis, this conclusion follows from the instability of the spectral properties of even under a "small perturbation." The authors used the following "equivalence" of perturbations (see equation [A10] of their Appendix A) -namely, the perturbation to the phenotype measurement and the induced perturbation of the matrix :
Applying the Sherman-Morrison-Woodbury identity to the third term of the log-likelihood This simplifies to the following expression (by symmetry of ):
which allows us to quantify the 2 -norm || 1 || as a function of (the perturbed) 1 . Because S(Z) does not depend on 1 , this also gives the rate of change of the entire log-likelihood with respect to the phenotype vector (up to a constant factor). Furthermore, the expression for 1 = 1̃ shows that ∈ ∁ 1 , i.e., it is actually continuously differentiable as a function of 1 .
1 involves a second-degree polynomial in and is therefore continuous as a function of the GRM. Finally, the second derivative (Hessian) matrix, which carries information about the local curvature, does not vary with the phenotype: simulations we performed confirm the stability of the GREML estimate ( Figure 2) . We note that, in fact, both terms ( ( , 1 ) and S(Z)) of the log-likelihood are continuous functions at every
The authors' figure 5 , which was intended to show the variation in the GREML estimates from random sampling from repeated measures of a phenotype, is not unexpected and, furthermore, does not empirically support the flawed theoretical argument about the instability of the log-likelihood.
Stability of second term of log-likelihood in stratified population
Here we are interested in describing the dynamics of the likelihood function with respect to the spectral properties of the GRM in the general context (i.e., not merely when the GRM reflects population stratification). But first we consider a particular structure of genetic relatedness to evaluate the authors' claims concerning the instability of the singularity index S(Z) under population stratification. Using the singular value decomposition (SVD) of ( = For singular values of that are close to 0, log (1 + As we have already noted, the singularity index is also a continuous function at each 
Methodological gap
What is notably missing from the authors' analysis, given its use of the eigenvalues , as an approach for investigating the effect on GREML estimates. In addition to these key methodological gaps, it is important to note that is a property of the matrix rather than of the GREML method. Indeed, a very large would also affect effect size estimation in simple linear regression that jointly fits multiple SNPs as fixed effects; a very large would imply that even a small change in could have a destabilizing impact on the estimated SNP effect sizes and that matrix inversion would be unstable with finite-precision numbers.
The distribution of the largest eigenvalue of the Wishart matrix of a matrix with independent Gaussian entries is known 13 . with independent standard-Gaussian entries and large 17 , we can write
providing an asymptotic distribution for ( ).
The claims made by the authors concerning the stability of the GREML estimates such as through their use of the skew in singular values (such as the "Largest Singular Value" of Figure 3 and the discussion thereof in the text) are, as currently presented, statistically problematic
without consideration of what is expected under the null distribution, which we characterized here.
DISCUSSION
We investigated the dynamics of the GREML model to evaluate the dependence of the heritability estimate on phenotype perturbation and on the spectral properties of the genetic relatedness matrix. We explored the properties of the singularity index and the induced quadratic form as functions of the GRM and the phenotype. Furthermore, we derived an explicit expression for the rate of change (as well as all higher-order ones) in the log-likelihood with respect to the phenotype vector. Having ruled out phenotype perturbation as a cause of the claimed instability, we then explored the dynamical properties of the likelihood function under perturbations in the spectral properties of the GRM. In particular, we examined the sensitivity to outlier singular values, demonstrating that the authors' claims regarding the impact of sampling variability for near-zero singular values were based on an analytic error (and assumed an incorrect view of the structure of genetic relatedness under population stratification). (It should be noted that the observation that population structure, which may be reflected in the largest eigenvalues of the GRM, may confound heritability estimation, and must thus be adjusted for, has been repeatedly discussed and investigated 18, 19 .) Finally, we investigated a methodological gap in the authors' study and highlighted an approach to address it, which may be of broad interest to methods development in population genetics and genome-wide association analysis. ϵ {0.10, 0.30}, we generated the matrix by drawing from the binomial distribution (2, ) and standardizing (i.e., by centering and scaling) the entries. We simulated 100 phenotypes for each MAF. The genetic effects were drawn from the standard normal (0,1).
We used the generative model described in Figure 1 and the necessary residual to arrive at the required level of heritability. The distribution of GREML estimates for ℎ 2 and corresponding standard error is shown for each MAF. 
