Distributed data storages built on the (N, k) threshold scheme (modification of erasure codes) are considered. Storages are represented as two-level trees. An expression for the probability of a complete failure of such systems is received. Dependencies of the failure probability on the value of k, total number of nodes and probability of a single node failure are researched. An approximate formula for calculating the probability of a complete failure event in a large number of nodes is obtained.
Introduction
The problems associated with storing and processing of large amounts of information are constantly arising in today's IT Industry. A common feature of these problems is the high load on the devices under test operating with these data. By this, both volumes of data and requests to them continue to grow well, so we need to scale storage and increase the fault tolerance of the whole system. Construction of distributed data storage systems is an important area of theoretical and practical computer science and affects all aspects of computing and information access. There is a variety of distributed systems architectures and principles of their functioning [1, 2] . The distributed system is generally understood as a computer system with multiple nodes (machines) which somehow interact with each other. The definition is correct for global computer communication networks, LANs, multiple-processor computers in which each computer is endowed with its own control device and a system of interacting processes [2] . By this, such set of independent nodes is represented their users as a single unified system. Data storages have proposed two different redundancy schemes: replication [3] and erasure coding [4, 5] . The practical choice of the scheme depends on features of separate nodes [6] . However, schemes with erasure coding are more preferable [7, 8] . When estimating storage, we usually look on the CPU impact of encoding and decoding [9, 10] , on the penalty of updating small amounts of data [11, 12] and the ability to reconfigure systems with out re-encoding [13, 14] . The storages based on erasure coding are widely used for cloud file systems [15, 16] .
A distributed system consists of a set of separate computing units connected via network. By this, communication network provides a possibility of information exchange between the nodes. Nodes have no shared memory and communicate by sending messages over the network. Network media can deliver messages in no particular order, the messages can be lost, corrupted or duplicated, single nodes can become refused, and connection can be broken. All this can lead to partial or complete data loss.
The data storage and processing system can be modeled as a graph (or tree), in which the vertices are nodes and the edges are unidirectional communication channels. Global state of distributed data storage consists of the states of nodes and communication channels. Moreover, there can be wide reliability variation in nodes and communication depending on manufacturer's equipment and communications services providers.
In this paper we investigate the stability of storage built on the basis of the (N, k) threshold scheme (kind of erasure code) that can be used to provide availability of the information system in a non-uniform network load and the non-uniform distribution of information. The method is based on the representation of the data in the form of the (N, k) threshold scheme which allows to provide all information in the form of n parts (n ≤ N ) in such a way that the user can have access to any k to gather all information in its entirety. Adi Shamir [17] , and Bob Blakley [18] have developed (N, k) threshold schemes independently. The objective of these schemes was to ensure the safe storage of classified information.
The (N, k) threshold scheme considered in this paper differs from the Shamir's algebraic scheme and Blakley's geometric scheme [19, 20] . Its purpose is to provide a minimal increase of the parts size needed to restore all the information relative to the original data size. Furthermore, the N value should be large enough to provide resource availability under intensive use.
The most interesting object of data storage research is their failover [21] [22] [23] . In this paper we carry out a probabilistic analysis of a total loss of distributed stored data based on the (N, k) threshold scheme. By this, we take into consideration that any k − 1 of the existing n parts represents absolutely no information (in the sense of Shannon's information theory) relative to the original data. We obtain expressions for the failure probability of the P ↓ system and for approximate formulas for the P ↓ in the case of a large number of nodes n. We show dependence of the probability P ↓ on the k and n values. Graphs and tables supporting our conclusions are represented.
Statement of problem
Let's consider the scheme of distributed data storage in the form of a twolevel tree (see Figure 1) . We assume that the data is stored in n objects. To ensure data integrity, it is necessary that at least any k of these objects be remained in working condition. We denote a probability of a single node data storage failure by p (all n objects are assumed to have the same probability of failure of p). The probability p is a sum of the node failure probability and the probability of channel failure associated with a present node. The scheme of distributed data storage from n objects.
We assume that the probabilities of failure of each nodes p are the same. It is obvious that in most cases it's not true, and probabilities differ among themselves in small quantities. But if we consider the nodes within a single cluster or a single domain, an equiprobable hypothesis of an individual device failure can be accepted with a high degree of accuracy.
The purpose of this paper is to obtain and analyze the probability of a total loss of data storage based on (N, k) threshold scheme, on the assumption that the failure probability p of each node is the same.
Fault tolerance of distributed data storage
Let's formulate the result relative to the data loss probability in a storage based on the (N, k) threshold scheme.
Theorem 1 Suppose that p is a failure probability of a single machine. Thus, the failure probability P ↓ of a single-level (N, k) threshold scheme with n single nodes is
Proof. Let's consider n single nodes. Suppose that all the nodes operate independently of each other. Thus, the failure probability of m of them is calculated by Bernoulli distribution and equal to
where
and p is failure probability of a single node. Data loss will occur in the system if the number of failed objects is more than n − k. Then the total failure probability of the entire system is the sum of probabilities P m when m > n − k. The result is
We use the representation for the hypergeometric function (Gauss function)
where (q) m = Γ(q + m)/Γ(q) is the Pochhammer symbol, Γ(n) is the gamma function. Thus, the statement of the theorem is implied by (2).
Let's consider the dependence of the entire system failure probability P ↓ on the single machine failure probability p. Obviously, we should expect the increasing p leads to increasing P ↓ . Now we can find the derivative of the total probability in order to show the correctness of this assumption.
The obtained expression for the derivative in the range of p ∈ (0, 1) does not vanish and is positive everywhere. This confirms the assumption that the system failure is continuously increasing by the growth of p. Figure 2 presents the dependence of P ↓ on p for fixed k/n for any k and n. The graph shows that the increasing n leads to a narrowing of the variation range of the system status from reliable to completely unreliable. Also, increasing n shifts the mid-range into lower p. The value of the mid-range is determined by inflection point of the probability graph. The dependence of the entire system failure probability P ↓ on the single node failure probability p. Solid line corresponds to the case of k = 3, n = 5; dashed to k = 15, n = 25; dotted to k = 600, n = 1000.
We consider the examples of data storages where a failure probability of each element is equal to p = 10 −3 . Table 1 shows the values of the probability of a complete data loss for a small number of nodes (n = 1, 6). Obviously, the most stable distribution system (P ↓ ≈ 10 −18 ) is obtained by full data duplication at each node. The system will be the least fault tolerant in the case where the data is smeared all over the store (k = n). The failure of any element results in a complete loss of data in case of such storage. Table 2 shows the values of the failure probability of the entire system for large n. The failure probability of a separate node is taken here as p = 0.01. The dependence of the entire system failure probability lg P ↓ on the single node failure probability p. Solid line corresponds to the case of k = 3, n = 5; dashed to k = 15, n = 25. Table 1 : Approximate values of the failure probability P ↓ for different n = 1, 6, k = 1, n (the probability of single node failure p = 10 −3 ). The cases of full duplication and distribution of all the nodes, as shown in Table 1 , have the minimum and maximum fault tolerance, respectively. It should be borne in mind that the case when the data is uniformly distributed over n nodes is the most cheap (total memory consumption is equal to the sought volume of information N ) and most unstable. The case of full duplication is the most expensive (total memory consumption is equal to n·N ) and most stable. Obviously, you need to choose between the high cost of the algorithm and its stability. To answer this question, we carry out further studies.
Let's analyze the behavior of the interval at which the scheme status is changed from stable to unstable. To determine a value of the center point Table 2 : Approximate values of the failure probability P ↓ for different n = 10, 20, . . . , 50, k = 10, 20, . . . , n (the probability of single node failure p = 0.01). The dependence of the entire system failure probability P ↓ on the single node failure probability p. Solid line corresponds to the case of k = 300, n = 1000; dashed to k = 600, n = 1000; dotted to k = 900, n = 1000.
(the mid-range of the status coincides with the point of the probability graph inflection), let's calculate the second derivative of P ↓ . We obtain
This expression vanishes for
Thus, the range of system reliability variation is shifted towards the low p with increasing n for fixed ratio k/n (see Figure 3) and with increasing the value of the ratio k/n for fixed n (see Figure 4) . Let's consider the dependence of the system failure probability on the ratio k/n. Numerical experiments show the continuous deterioration of the system reliability while increasing the number of k. for k = 1 (k/n = 0.1) to 10 −2 for k = 10 (k/n = 1). We obtained an approximate formula for calculating the failure probability as a result of numerical experiments lg P ↓ ≈ n k n − 0.9 + 100p lg p − 3.8.
This formula is the most accurate for the 0.3 < k/n < 0.8, n ≥ 5 and p < 0.1.
The fault tolerance of large data storage
We formulate the result which follows from Theorem 1 for the case of large n Corollary 1 (Large data storage) For large n and low p failure probability of data store can be approximately calculated by the formula
Proof. The Poisson theorem is valid in the case of large values of n 1 and low p 1, so
where λ = np. Then the sum of the right side (2) can be calculated as
where the generalized gamma function has the form
And hence it follows a formula (6).
Formula (6) can be used over a wide range of changes n (see Figure 6 ). The relative error is 5% and it is achieved for values of k = n/2.
While calculating the probability of the formula (6) we can use both table [24] and efficient numerical algorithms [25, 26] . Figure 6 : Dependence of relative error |lg P ↓ − lg P ∞ ↓ |/|lg P ↓ | on k. The probability of single node failure is p = 0.001. Solid line corresponds to the case of n = 100; dashed to n = 60; dotted to n = 20.
Note that we can also use the Laplace integral theorem for the approximate calculation of P ↓ when np(1 − p) > 10
This formula results are worse than the formula (5) results. This is primarily due to the fact that Φ(x) ≈ 1 for x >5, so we have to calculate the values of Φ(x) with very high accuracy.
Theorem 2 The curve of the failure probability of P ↓ (p, k, n) with increasing the number of nodes n approaches to a step function with a break at the point p = (n − k)/n.
Proof. In the previous section it was shown that the system failure probability is continuously increasing and has an inflection point for p = (n − k)/n. Let's calculate the value of the derivative dP ↓ /dp at this point.
We calculate the limits of the individual multipliers of the formula (3) denoting the k = qn, 0 < q < 1. For gamma functions we use Stirling's formula. For example, for two of them we get By this way,
Next, we calculate the limits of the multiplier containing the probability p by using the remarkable limit
We combine these expressions for the limits of individual multipliers:
Thus, we obtain that curve probability graph strives to a vertical line at point p = (n − k)/(n − 1) with increasing of n.
Consider the values of dP ↓ /dp at points p α = (n − k)/(n − 1) + α for α ∈ (−(1 − q), q). If it turns out that for any α = 0 in this range is valid lim n→∞ dP ↓ dp (p α , qn, n) = 0, it means that the values of P ↓ on the entire range, except for p = (n−k)/(n−1), are constants. Hence, in view of the fact that P ↓ (0, k, n) = 0 and P ↓ (1, k, n) = 1, we find that
We calculate the limits of the multipliers containing probability by using the remarkable limit:
Thus, we obtain lim n→∞ dP ↓ dp (p, qn, n) = A(α, q) lim
As for any 0 < q < 1 and α ∈ (−(1 − q), q)
the limit in (9) tends to zero, that proves the theorem.
Theorem 2 is illustrated in Figures 2 and 4 . We introduce the concept of the (N, k) threshold scheme redundancy level r = n/k. Obviously, the r defines redundancy in data storage, and can range from 1 to infinity.
We formulate the following statement:
Corollary 2 (Full fault tolerance) Suppose the probability of failure of each node p and the required level of redundancy r are fixed, and p < 1 − r −1 . Then, by increasing the number of nodes n it is possible to achieve an arbitrarily small probability of failure of the entire storages P ↓ .
Corollary 3 (Fault tolerance and redundancy) For any failure probability of a single node p and an arbitrarily small failure probability of the entire storages P * ↓ there exist such n and k that (N, k) threshold scheme of storage ensures the failure probability of entire storage less than P * ↓ .
Conclusions
We obtained an expression for the probability of a complete failure of the distributed data storage built on the basis of (N, k) threshold scheme. We investigated the dependence of the failure probability on the k value, total number of nodes n and probability of a single node failure p. Graphs and tables, represented in this paper, show the dependence of the system failure probability on its parameters. An approximate formula for calculating the probability of a complete failure was derived. We derived an asymptotic formula for calculating the probability of the complete failure in the case of large number of nodes n.
We assumed equal probability of failure of all nodes. This assumption narrows the applicability of the proposed model. So this is interesting to study the fault tolerance in case when nodes have different failure probabilities. Also it is interesting to study storage presented in the form of multi-level tree.
