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Abstract 
This thesis presents an approach for supporting the information access requirements 
of engineering designers. Technical and cultural factors are increasing the quantity of 
information that is available to designers. As a consequence, they require improved 
tools not just to retrieve this information but also to allow it to be organised and 
classified into meaningful structures to assist in its management. 
The research has been undertaken from two interrelated standpoints. The first focused 
on empirical studies of the information access requirements of practising designers. 
The second concerned the development, based on the key findings from the initial 
studies, of classification structures for aerospace design information and their 
incorporation in a computer-based information system. 
The empirical studies of designers were carried out in two separate stages. The first 
involved the characterisation of the information usage of a range of engineering 
designers with different backgrounds. The results indicated important differences in 
the usage and storage of information between designers. The second study examined 
documents used by practising designers. From this, a number of core classification 
scheme types were identified that allow information to be organised from a variety of 
user perspectives. 
The results of the empirical studies informed the development of a novel information 
system based on a combination of. (i) faceted-like, automatic, non-mutually exclusive 
classification principles and (ii) a hybrid browsing approach that `prunes' the 
browsable classification scheme, according to concept selections made by the user. 
The system overcomes some of the usual problems of browsing classification 
structures and allows the inference of linked relationships between different 
classification categories. This represents a powerful feature that is beyond the 
capabilities of existing search approaches. 
The benefits of the system, when applied to a number of typical engineering 
information search scenarios, are discussed followed by an evaluation of the 
approach. Finally, a number of conclusions and suggestions for future research are 
suggested. 
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Engineering design is the process of devising a system, product, or artefact to meet some desired need. The 
engineering design process is typically highly complex and involves continual interaction and the interchange 
of information between all those involved. 
The research reported in this thesis has been carried out as part of an industrially focussed project looking at 
developing novel systems to support the information access requirements of engineering designers. This 
introductory chapter begins with a discussion of how various types of information are used within 
engineering organisations, followed by the identification of the limitations of existing approaches for 
engineering information management. A number of assumptions which serve to provide a basis for the 
research are then presented before stating a series of research aims and objectives. Finally, an overview of the 
contents of each of the chapters in the thesis is presented. 
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1.1 Information use in the engineering design process 
To succeed in today's competitive markets, organisations need to continually develop higher quality, 
innovative and feature-packed products faster and more cost effectively than their competitors (Prasad, 
1995). A crucial factor in enabling engineering organisations to meet these challenges is the efficiency of 
their design processes. Whilst the actual cost of design is usually a small part of the cost of manufacturing a 
product, it is the design process that determines a product's ultimate performance, quality and overall cost 
(Eder, 1989; Bradley and Agogino, 1990; Ullman, 1997). 
1.1.1 The importance of information in the engineering design process 
The engineering design process is typically highly complex and consists of interdependent sets of tasks, 
carried out by teams of individuals making decisions using uncertain and incomplete information' (Clarkson, 
and Hamilton, 2000; Busby and Payne, 1998; McMahon, 1994). Fielden (1963) presents the following 
elegant definition, "... Engineering design is the use of scientific principles, technical information, and 
imagination in the definition of a product, machine or system to perform prescribed functions with the 
maximum economy and efficiency". Throughout the process stages, designers access and are provided with 
information from other participants. They then go on to use this and ultimately create new information which 
is exchanged and shared with others (Szykmann et al, 1999; Prasad et al, 1993; Wood et al, 1998). 
Engineering design and manufacturing processes have, in the past, been managed in a serial or sequential 
fashion (e. g. the `over-the-wall' analogy in which the output from a previous stage of the design is `thrown 
over the wall' as the input to the next - without any interaction or opportunity for feedback between stages 
(Ullman, 1997)). However, increasingly complex products and the pressure to develop high quality products 
more rapidly at a lower cost have led to the development of Concurrent Engineering (CE) approaches (e. g. 
Prasad, 1995). Key to the successful adoption of CE is the organisation of the design process so that all 
participants are continually able to influence and affect design decisions through the efficient exchange and 
use of information. Bond and Ricci (1992) note that design takes place by the collaboration of specialists 
who use their own representation and techniques within their domains, but share information with others 
using a common vocabulary. 
The engineering designer can be regarded as one of the nodes of information flow within an organisation 
(Court, 1995). This is schematically illustrated in Figure 1-1 which illustrates the variety of information 
connections to a mechanical designer, working in a Concurrent Engineering environment, observed by the 
author (Lowe et al, 2002). 
The following quote of the designer interviewed by the author and reported in Lowe et al (2002) illustrates 
this - "... I'm like the `hub of a wheel' within the (project) group ... I have to try to satisfy the conflicting 
requirements of all those that have a stake in a design ... The performance engineers might demand a 
particular operational performance (from a unit) which might require a particularly tight set of tolerances ... 
then I need to make sure manufacturing are happy (with the tolerances)". 
1 Note that chapter 2 provides a discussion of the differences between data, information and knowledge. 
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Figure 1-1: The engineering designer as focal point of information flows (Lowe et al, 2002) 
1.1.2 How information is used in the engineering design process 
Those involved in the design process have been found to spend as much as 20-30`7, of their time searching 
for and accessing design information (Court, 1995; Marsh, 1997)2. This can be viewed as an indication of the 
importance of providing better tools to allow engineers to more easily search and retrieve information. 
Salzburg and Watkins (1990) provide added evidence to support the need for better information access and 
retrieval tools. They observed that engineers in a major automobile manufacturer often failed to find useful 
information that exists within the organisation because: 
" Individuals may not be aware of all the relevant information available within an organisation. 
" The cost (or time) to obtain the information in a useful form may be prohibitive. 
Various other studies of information use amongst engineers also illustrate shortcomings, in particular 
revealing marked dispositions towards the use of the most readily available and familiar resources, such as 
personal information stores, informal discussions with work colleagues or known experts within the same 
organisation (Court, 1995: Marsh, 1997: Boston, 1998). However, these sources are likely to be less reliable 
in modern information rich organisations employing Concurrent Engineering approaches (McMahon et u!, 
1999). Prasad et at (1993) note that, "... more research is needed to understand the relationship between the 
individual designer and the engineering enterprise". A similar view has been expressed by the US National 
Science Foundation which observes that, "... companies need a better understanding of their product design 
process. Enhancements in the design organisation and process infrastructure are needed. Tools are needed to 
study the design process in the context of information flow, dependencies and concurrence" (NSF, 1996). 
2 It is an open question as to whether the time engineers spend on information collection is determined by the information 
that needs to be collected, or whether the information collected is determined by the time that engineers are prepared to 
spend on the collection task. 
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In order to provide information support systems that meet the needs of engineering designers, typical user 
requirements need to be characterised. Therefore it is necessary to study how information is accessed and 
used by engineers in the context of their complex social working environments. In technical disciplines, 
computer-based solutions have often been forced upon engineers where there has been an inadequate 
understanding of their needs (Court, 1995; Lowe et al, 1999). This can be contrasted to business information 
systems, which are much more likely to be defined following the completion of a thorough information 
analysis (Knoop, 1997; Liebenau and Backhouse, 1990). 
It is therefore imperative to attempt to formulate a specification of the information that engineering designers 
actually need, based on what they do and the way that they use and handle this information. As noted by 
Foskett (1996), "... we have to ensure that the (information support) tools we prepare meet the needs of our 
users. It is therefore very important to try to define the needs of our users as closely as possible, particularly 
in view of the exponential growth of knowledge and information in recent years". In particular reference to 
design information, Court (1995) notes that "... other design researchers have attempted to classify and 
model the information requirements and flows within an enterprise but these have traditionally focused on 
modelling the design process itself. The identification of the information requirements to support these 
processes ... have in many cases been rather secondary issues". 
1.2 The nature of information 
A distinction is frequently made between the level of formality of different types of information. Owen 
(1983) makes a distinction between formal and informal information3. Formal information is hard 
information, facts, alphabetic symbols and figures that computers can handle. Informal information is soft 
information, conversations, rumours, things seen or heard, ideas in peoples heads, etc. (Owen, 1983). These 
differences are made apparent by considering the distinctions between formal and informal information 
systems. 
Coiera (1997) proposes that, "... A formal information system contains an agreed model for the interpretation 
of data, and data within the system is structured in accordance with that model.... An informal information 
system is neutral to the interpretation of the data, containing no model, and thus imposes minimal structure 
on any data that is contained within the system.... Further, we can say that the model and the act of 
interpreting the data contained within an informal system are external to that system.... In practice these 
models are often kept in the heads of those who create or access the informally stored data.... There is no 
sense in which the data in an informal system is less valuable than formally structured data. It is used in 
fundamentally different ways, and in different situations. In general, we can say that informal information 
systems are used when data is only of temporary value, of interest to a very few people, is complex or its 
content is not predictable in advance". 
The following sub-sections consider formal and informal information from in an engineering design context 
3 Descriptions of formal and informal information are typically used synonymously with hard and soft. Turner (1978) 
states that "... Hard information is verifiable, permanent and documented - e. g. principles, laws, theorems, standards, etc. 
... Soft information is generally nebulous, qualitative, verbal and transient - e. g. opinions, market surveys, ideas, 
proposals, etc. ". 
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1.2.1 Formal design information 
The ultimate output of the engineering design process is a graphical representation of a product which can be 
used in its manufacture, assembly and/or installation. This type of geometric and manufacturing information 
can be considered to be formal in nature as it is highly structured, stored and managed using Computer Aided 
Design (CAD), Product Data Management (PDM), Manufacturing Resource Planning (MRPII) and 
Engineering Database Management systems that are commercially available (McMahon and Browne, 1998; 
Bilgic and Rock, 1997). Similarly other highly structured sources of formal information can be managed by 
database systems including repositories of material properties, company directories, supplier lists and so on. 
Sutton (1996) refers to this formal information as "structured data" and has observed that company 
computer-based storage systems have focussed on the management of structured data that can be readily 
stored in relational databases. However, he estimates that typically less than 15% of an average enterprise's 
electronic information assets can be stored in such a manner with the remaining -85% of assets in the form 
of other, informal types of information. Salzburg and Watkins (1990) from an engineering standpoint 
observe that, "... a significant proportion of the data in existing databases is not useful to engineers. Since 
most of the existing corporate databases were designed for management control, not engineering support, the 
existing data is often not in a form appropriate for use by engineers". Similarly, in a recent paper describing 
the requirements of support systems for mechanical engineering design, Ullman (2002) states that "... current 
CAD systems capture primarily form (i. e. geometric) information. Some systems are adding notebook 
features that allow notation and linking to other information. These additions are in their infancy and are still 
difficult to query.... This area is seen as one with the greatest potential for future design support. Engineers 
spend a great percentage of their time recreating prior work or looking for prior information. The ability to 
capture, archive, and query the full range of design information will have extensive payback in terms of 
design efficiency and design quality". 
1.2.2 Informal design information 
Whilst formal information and the geometric results of the design process are usually adequately captured 
and managed, much of the information that needs to be used by engineering designers is not in such a 
structured form. This has important implications for the representation of the underlying design intent and 
the rationale that supports the final geometric representations4. Design intent and rationale are typically 
represented as informal information. This could be in the form of scattered collections of electronic and 
paper documents, project and personal notebook entries in addition to uncodified personal recollections of 
products and the processes used in their design (Finger, 1998; Shah et al, 1996)5. 
Importantly, many of the most influential design activities that are undertaken in the early stage of the design 
process, tend to be influenced and informed by access to these softer, less formal types of information 
(Bradley and Agogino, 1990; Lowe et al 1999). Thus, at present, engineering information support systems 
are of limited practical help to the designer performing more creative aspects of design, or those that involve 
4 Ullman (2002) notes that design rationale is "... an explanation that answers a question about why an artefact is 
designed the way it is". 
Gruber, quoted in Ullman (2002), states that "... rationales (intents) are constructed and inferred from stored 
information rather than as complete answers". 
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complex reasoning (Finger, 1998). Information management systems for engineering designers should be 
capable of not only providing access to all the information embodied within formal engineering information 
(e. g. drawings, CAD models, FE models, etc. ). They also need to make available the information contained 
within diagrams, letters, reports, memoranda, minutes, customer feedback, etc., that are routinely used by 
engineers and are critical for supporting important collaborative design functions such as team memory, 
design retrieval and negotiation (Court et al, 1996; Lowe et al, 1999). Chapter 3 considers these issues in 
greater detail by presenting a study of the various types of information used by engineering designers. 
As will be demonstrated in chapter 3, much of the information used in the early design stages is more text- 
based in nature (as opposed to geometry-based). As the design process continues the information used by 
engineers changes from textual representations (e. g. the product design specification) ultimately into an 
unambiguous geometric form, from which artefacts can be manufactured. Therefore it is proposed to focus 
this research on the development of systems that organise and help in the retrieval of text-based information6. 
1.3 Current methods for managing text-based information 
Computer-based storage and developments in communication and networking technologies permit, in 
principle, much easier access to a wide range of relevant digital textual information, both within and external 
to organisations. Two fundamentally different (but complementary) approaches can be taken to aid the 
organisation and subsequent retrieval of this information (adapted from Chen et al, 1998)7: 
Directed search techniques - At search-time, users enter a set of keywords as free-text that, 
in their 
opinion, best characterises their information needs. Documents in the information collection do not have 
to be organised or classified in any way. 
Browsing categorised documents - Documents are organised / classified into pre-defined subject 
categories. Users browse the categories when searching for information. 
Directed search tools can be used to fulfil specific queries and retrieve all the various types of documentation 
containing particular user specified search terms. These techniques can be applied to disorganised sets of 
information, although there are difficulties associated with creating suitable queries (in a query syntax 
understandable by a computer system) that actually match the user's search needs (which are expressed in 
complex natural language) (e. g. Chen et al, 1998). Consequently user search queries are approximations of 
their actual requirements. Natural Language Processing (NLP) is a research area which aims to convert 
natural language into a format that can be `understood' and processed by computer algorithms, rather than 
requiring the user to perform this process (Sparck Jones and Willet, 1997). However, as noted by Heflin and 
Hendler (2001), "... NLP is still, and is likely to remain for the foreseeable future, an unsolved problem. 
... machines cannot understand 
(documents) to the extent required to perform the desired tasks". 
Search tools should therefore ideally be combined with approaches that allow the meaningful organisation of 
information - simply put, by organising information a priori it can be more easily found. As noted by 
Foskett (1996), "... (classifying documents) takes time; searching takes time. By increasing our effort at the 
6 It should also be noted that CAD models and drawings also contain a degree of textual annotations which, to a lesser 
degree, can be perceived as a representation of aspects of design rationale. 
7 Note that these different types of search strategies are discussed at length in chapter 4. 
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classification stage - the input - we may well be able to reduce the amount of time we 
have to spend at the 
output stage in searching". Traditionally this organisation of information to 
facilitate sharing and retrieval 
has been associated with the study of classification and library science. However, more recently this 
has 
assumed increasing importance in the application to ever larger electronic information collections and 
has led 
to the emergence of a `new' discipline called Information Architecture (Rosenfeld and Morfield, 1998)8. 
Increasingly company Intranets (and Extranets) have been seen as a means of engineering organisations 
gathering and sharing information within and between organisations. However as noted by Kannapan and 
Taylor (1997), "... the organisation of the shared information is usually ad-hoc and is not designed to 
efficiently serve the diverse information needs of workgroups". This pattern of ad-hoc organisation was also 
identified as a major factor in explaining the disappointing performance of company Intranets, recently 
reported in a benchmarking study of UK companies (Farish, 1999). Just as in a paper-based system, where 
information can often only be located easily by those who have put the information into a filing system, so 
this can also be the case in computer systems where organisational strategies are inadequate (often having 
been developed from esoteric paper-based classification schema) (Lowe et al, 1999; Court et al, 1993). 
As noted by Holowczak (1997) and Foskett (1996), different degrees of computer assistance are available 
in 
the organisation of information, from the fully automatic to the fully manual. However, it is argued that, 
due 
to the increased number of documents which organisations deal with and which information support systems 
will have to manage, approaches need to be developed that permit the largely automatic classification of 
digital documents into categories. These important issues associated with information classification are some 
of the key factors studied in this research and are discussed in depth in chapters 4,5 and 6. 
1.4 Factors affecting the management of engineering information 
Within a CE environment, issues and uncertainties are resolved via the continual exchange of information (in 
the form of various media - e. g. speech, gestures, text and geometry). Clearly the efficient use and 
management of company information has the potential to allow the engineers and design teams to more 
effectively carry out the necessary design tasks. However, there are a number of both organisational and 
technical factors that are making the usage and management of this information more difficult (Hameri and 
Nihtila, 1998; Badke-Schaub and Frankenberger, 1999; Konda et al, 1992; Subrahmanian et al, 1997). These 
factors are considered in the following sub-sections. 
1.4.1 Organisational factors 
The design of engineering products and systems has increasingly become a collaborative task amongst 
designers, design teams and companies that are geographically distributed and temporally unstable (Bolisani 
and Scarso, 1999). This is not only due to the increased complexity of products but is a consequence of the 
need to mitigate the risks associated with their development. The requirement of organisations to reduce their 
operating costs and to increase the ease in which they can respond to customer requirements have also led to 
them becoming more reliant on external organisations, in addition to short term contractors and suppliers, for 
8 Rosenfeld and Morfield (1998) describe Information Architecture as an approach to organise and structure information 
on Web sites and company Intranets in an intuitive way so that users can easily navigate the organisational structures (i. e. 
browse) to locate information. 
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design activities that might once have been carried out within the parent company (Boston, 
1998). Similarly 
Concurrent Engineering (CE) methodologies have profoundly changed the way in which engineers are 
required to continually interact throughout the design process (Nevins and Whitney, 1989; 
Prasad, 1995; 
Salzburg and Watkins, 1990). 
An inevitable side-effect of these actions (which are more fully discussed in chapter 2) is that valuable 
engineering knowledge and experience is more difficult to retain and manage due to the mobility of the 
people involved (Pinelli et al, 1997)9 and the complexity of the interactions between them. Engineers have 
traditionally been reliant on personal contacts and their (or their colleagues') familiarity and memory of what 
happened in the past to inform the decisions that they make (Court, 1995; Marsh, 1997). In a study of 
practising engineers in industry, Marsh (1997) found that designers gained -80% of their information from 
people they knew and -10% from people that they did not. In addition, only 9% of all 
information gathered 
by his subjects came from computers. The aforementioned changes in working trends will inevitably result 
in 
these personal and individual means of connecting to information and knowledge becoming less reliable 
in 
the future (McMahon et al, 1999). 
1.4.2 Technical factors and `information overload' 
Whilst computer technologies have made the creation of documents easier and provided the means to open 
up huge digital collections to searching, in some ways this has paradoxically made the 
location of relevant 
information more difficult. There has been an explosive growth in the quantity of electronic documents that 
can be found within modern organisations, and especially via the World Wide Web. Ehrlenspiel (1997) notes 
that the amount of information available is increasing about 21/2 times as fast as the world's population. 
Lawrence and Giles (1998,1999) attempted to measure the size of the Web and concluded that a lower 
bound estimate for the size of the indexable (or visible) Web was 320 million pages in December 1997, 
rising to 800 million pages in February 1999. However, search engines do not index huge parts of the Web, 
and it has been estimated that the size of the 'invisible' Web could be up to 500 times that of the visible Web 
(Sullivan 2002a). In Lawrence and Giles' most recent study, they found that the most comprehensive search 
engine (at that time Northern Light (2002)), covered less than 20% of the indexable Web pages (significantly 
this percentage coverage deteriorated when compared to their earlier study). Google, the current largest Web 
search engine (Google, 2002), currently has an index of -2 billion Web pages (as of April 2002). 
Within a company environment the growth in information is largely due to the ubiquitous presence and ease 
of use of computer based 'productivity' tools (e. g. word-processors, spreadsheets, etc. ) resulting in much 
larger quantities of information now being produced within organisations than ever before. Another key 
factor causing the explosive growth of information is due to the need (as previously discussed) to exchange 
and share information between those involved in the design process. Modern communications technologies 
and especially the growth of e-mail means that it is now easier than ever to disseminate and publish 
information, much of which is unstructured and informal. All of these factors are leading to the danger of 
engineers becoming overwhelmed by the quantity of information with which they have to work -a concept 
9 This is likely to be a particularly important factor in industries in which the ratio of staff turnover to product life-span is 
low (e. g. in the aerospace, defence and nuclear industries) or in relatively static product technologies where the design of 
`new' products is largely based on previous designs. 
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commonly referred to as `information overload' (Reuters, 1996; Edmunds and Morris, 2000; Arlidge and 
Radice, 2002)10. As a result of the factors previously mentioned, it is therefore proposed to focus the part of 
this research concerned with the practical development of computer-based information systems on providing 
improved means of organising, accessing and retrieving electronic textual information. 
1.5 The need for the research 
It is clear that information use is a critical element in the engineering design process (and increasingly this 
information is both provided and produced in an electronic format). It has already been noted in section 1.1.2 
that it is essential for systems to be developed to take into account the demanding requirements of 
engineering designers, working in a range of organisational contexts and in the various phases of the design 
process (this will be established in more detail in chapter 3). The technical factors, increasing the amounts of 
electronic information available to engineers, are also crucial drivers in determining the need for the research 
(section 1.4). The especially demanding requirements of engineering designers reflect those that are more 
generally applicable to the way in which information and knowledge has been conventionally organised and 
classified. For example, traditionally, classification schemes into which library books are placed (discussed 
more thoroughly in chapter 4) are pre-structured and essentially try to create distinct fields of knowledge 
(Vickery, 1975, Foskett, 1996). 
Ranganathan developed a pioneering approach to classification using a faceted classification scheme 
(Ranganathan, 1965). A faceted approach recognises that any given subject has multiple aspects and, rather 
than assigning fixed classification codes or subject headings, tries to synthesise these aspects in a way that 
best describes the subject. This approach recognises that knowledge is multi-dimensional and that 
information rarely consists of purely simple concepts". This is particularly likely to be the case for textual 
documents used by multi-disciplinary teams of engineering designers. There is consequently a need to 
attempt to identify the different types of classification schemes or subject headings that would be appropriate 
in supporting the different perspectives that are used by a wide range of engineers when searching for 
information (Kannapan and Taylor, 1997; Lowe et al 2000). These issues are considered in chapters 4 and 5. 
1.6 Research aims and objectives 
The following sections summarise the research aims and objectives of the research reported in this thesis. 
However, prior to explicitly stating the research objectives, it is proposed to briefly summarise a list of key 
`foundations' that underpin the research (which are based on the literature and discussed in subsequent 
chapters). 
1.6.1 Foundations 
0 The engineering design process determines a product's ultimate performance, quality and overall cost. 
10 It is significant that the terms `information overload' or 'infoglut' are commonly used. No one would suggest that 
'knowledge overload' is a problem. Distinctions between knowledge and information are discussed in chapter 2. 
11 In the context of this research, concepts are defined as, "... thoughts or notions expressed in words that are relevant to 
people...... (working in a domain)" (ISO 5963,1985). Indexing terms provide the "... representation of a concept 
usually in a term derived from natural language ... preferably a noun or noun phrase (ISO 5963,1985). 
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" Engineering design is an information `driven' process and the effective management of knowledge and 
information is a vital means of improving the engineering design process. 
" The process of organising and classifying information is an inherently useful activity since organised 
and classified information can be more easily retrieved. 
" To cope with rapidly increasing quantities of electronic information available to engineers, the 
organisation and classification of such information needs to be automated. 
1.6.2 Primary research aim 
The primary aim of this research is to develop an improved information management approach to support the 
information access requirements of engineering designers. This will be achieved by gaining a better 
understanding of the information requirements of engineering designers working in a wide range of 
engineering contexts and identifying the various classification schemes that can be used to classify and 
organise information so as to promote its retrieval. Following on from this, the research findings have been 
used to contribute towards the development of a computer-based engineering information system (as noted in 
section 1.8). 
1.6.3 Research objectives 
In order to achieve the previously stated research aim a number of specific objectives have been identified 
which form the basis for this work. 
These research objectives are to: 
" Understand the different information requirements of engineering designers working in different phases 
of the design process and in different organisational contexts. 
" Identify and learn about the attributes of documents used by engineers during document retrieval. 
" Propose an improved information system architecture to support the requirements of engineers, based on 
an understanding of the classification science and computer-based information retrieval literature. 
" Identify and understand the various `facets', or types of classification schemes, used by engineers to help 
organise and classify documents. 
0 Develop guidelines, based on an understanding of the information requirements of engineers, that can 
help engineering designers construct and populate instances of these classification schemes. 
" Characterise different approaches for the automated classification of engineering information and select 
the most appropriate for application in a demonstration system. 
" Test and validate the demonstration information system, by considering its use for retrieving documents 
in a number of typical engineering search scenarios. 
1.7 Thesis structure 
The following paragraphs, and the illustration in Figure 1-2, provide an outline of the contents of the thesis 
chapters that have been identified to address the stated research objectives. The diagram and associated 
paragraphs also highlight the presence of the multiple research contributions that are contained in the thesis. 
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Figure 1-2: Outline structure of the thesis 
Chapter 2 "i he chapter begins by emphasising the importance of the engineering design process in 
determining the successful development of products. A number of definitions of engineering design are then 
presented, with particular emphasis placed on those describing design as an information driven process. It is 
noted that the challenges faced by engineering and design communities are similar to those employed in 
other `knowledge intensive' industries. Therefore a review of general literature related to information and 
knowledge management is given, prior to focusing on issues specifically pertinent to engineering design. 
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Chapter 3- This chapter presents a 2-phase descriptive study, carried out by the author, that provides a 
greater understanding of how information is used by practising engineers in a range of design contexts 
(considered to be an essential pre-requisite in understanding how computer-based support systems for 
engineers can be developed). The first detailed study relates to how engineering designers (from two 
aerospace companies) working in various stages of the design process, and in different social environments, 
use information. The second presents the results of a broader questionnaire survey of designers from UK 
industry. 
Chapter 4- Following on from the previous study, this chapter discusses the way that information can be 
organised to facilitate its retrieval. The chapter starts with a review and discussion of the advantages and 
disadvantages of different information search strategies. The focus is then placed on approaches to aid in the 
organisation and classification of information by concept categories, key factors in supporting the browsing 
of engineering information. As a result of the literature review in this chapter, a novel information system 
approach is proposed, based on a combination of (i) faceted-like, automatic, non-mutually exclusive 
classification principles and (ii) a hybrid browsing approach that `prunes' the browsable classification 
scheme, according to the concept selections made by the user. 
Chapter 5- This chapter presents a study, carried out by the author, that provides an improved 
understanding of the document attributes used by engineers when searching for information. The findings are 
based on interviews and the rigorous analysis of the textual contents of information used by engineers (based 
on studies of the same engineers as those previously considered in chapter 3). The results of the study have 
allowed the author to identify the types of facets (or types of classification schemes) that can be used to 
organise engineering information so as to support its retrieval from multiple perspectives. In addition, a 
generic `information object' model is identified that describes the metadata that can be used to describe the 
key features of engineering documents in an information support system. 
Chapter 6- This chapter provides an overview of various text processing and classification technologies 
that are essential components of the improved information system proposed in chapter 4. After a 
consideration of definitions and relevant terminology, a review of the key characteristics of different 
automated classification approaches is presented. The rationale for selecting the constraint-based automatic 
classification approach, in the context of this research, is then given. The remainder of the chapter provides a 
technical overview of the various `core' components that comprise the constraint-based classifier (which is 
considered necessary in helping to understand the process of classification). 
Chapter 7- Following on from the description of the constraint-based classification approach that has been 
adopted in this research, this chapter presents a series of guidelines for use in the construction of instances of 
`facets' or types of classification schemes and their associated constraints (previously identified in chapter 
6). The guidelines have been developed based on the existing literature but modified to account for the 
author's understanding of the information requirements of engineers (previously presented in chapters 3 and 
5). These guidelines are broadly split into two parts: (i) defining and structuring the concepts that represent 
the main themes in a particular classification scheme that is being modelled and (ii) defining the concept 
rules / constraints that controls the association of documents against the classification headings. 
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Chapter 8- This chapter presents the results of a programme of experimental work which provides an 
understanding of the effectiveness of various automatic constraint-based classification algorithms. The 
various algorithms to associate documents with concepts take into account (i) the frequency of occurrence of 
concept constraints in documents (ii) the weightings assigned to the constraints and (iii) the location of the 
constraints within particular zones of documents. The results of the study provides an understanding of the 
importance of the textual contents of different document parts, in information classification, and the nature of 
the precision-recall trade-off when classifying engineering documents using the various algorithms. 
Chapter 9- This chapter presents a demonstration of a prototype computer-based engineering information 
support tool, based on the underlying principles described in earlier chapters. The system provides an 
interactive approach to the browsing of documents implementing (i) faceted-like, automatic, non-mutually 
exclusive classification principles and (ii) a hybrid browsing approach that dynamically prunes the browsable 
classification scheme, according to the concept selections made by the user. The benefits of the system in a 
range information search scenarios commonly faced by engineers, are illustrated before finally presenting a 
quantitative user-based evaluations of the effectiveness of the constraint-based classification approach, 
applied to engineering documents. 
Chapter 10 - This chapter provides the overall conclusions for the research presented in this thesis. The 
limitations of the work are also discussed, and possible areas for future work identified. Finally the findings 
from the research are compared to the research aims and objectives identified in the introduction. 
1.8 Placing the research into an industrial context 
It is important to place the research reported in this thesis into broader context. This research work has been 
carried out as part of a project called Information for Design Engineering in Aerospace - IDEA (McMahon 
et al, 1998). This industrially focussed project (carried out in collaboration with practising engineers from 
Airbus UK, Computer Sciences Corporation and TRW Aeronautical Systems) had the stated aims of 
"... developing approaches for the rapid capture of information relating to general lessons and experience 
gained from product design and development studies, and for its organisation in an information system to 
facilitate rapid browse, search, and retrieval" (McMahon et al, 1998). 
As noted in the IDEA project proposal (McMahon et al, 1998), the industrial partners will benefit from the 
project "... in three key areas: in time to market through effective re-use of design information; in cost of 
product development, through better use of design information; and in quality of product, through the 
process of continuous improvement based on knowledge gained". 
Figure 1-3 shows how the computer support system, to which this work has contributed, relates to other 
approaches towards information and knowledge management within engineering organisations. The aim of 
the approach has been to complement existing, highly structured and application focused approaches of 
Knowledge Based and Product Data Management systems on the one hand, and the relatively unstructured 
unfocused approaches of hypermedia and the World Wide Web on the other. 
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Figure 1-3: Research focus of the IDEA project (McMahon et a/, 1998) 
lt should be noted that the author was one of two full-time researchers working on the IDEA project. The 
research reported in this thesis therefore represents his contribution towards the project aims - primarily 
related to design, information classification and application issues. The other researcher on the project has 
been concerned with much of the computer-based implementation of the demonstration system (reported by 
Shah (2002)). 
Figure 1-4 provides a schematic overview of how the research on the IDEA project, carried out by the author 
and the other full-time researcher, are related. On the left-hand side of Figure 1-4 is a summary of the 
author's research contributions presented in this thesis (previously identified in Figure 1-2). The right-hand 
side of the diagram (linked by the thick arrows) illustrates how this research has been used by the other 
researcher and incorporated into a computer-based demonstration system. 
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Figure 1-4: Contribution of the thesis to the overall IDEA project 
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Chapter 2 
Information and knowledge use in the 
engineering design process 
The chapter begins by stressing the importance of the engineering design process in determining the 
successful development of products. A number of definitions of engineering design are then presented, with 
particular emphasis placed those describing engineering design as a series of processes in which engineers 
accept inputs (in the form of information) and transform these into information which is subsequently used by 
others. 
It is noted that the challenges faced by engineering and design communities are similar to those employed in 
other `knowledge intensive' industries (e. g. medicine, law, financial services, etc. ). In order to gain a better 
understanding of how engineers use information (and how systems can be developed to support this usage), a 
review general literature related to information and knowledge management is therefore presented. 
Following on from a general discussion of literature, the chapter focuses on issues relevant to information 
and knowledge use more pertinent to engineering design. The complexity and nature of design tasks and 
processes are discussed followed by an overview and discussion of prescriptive design methodologies. Next, 
the importance and use of information and knowledge in the context of Concurrent Engineering is discussed 
before finally presenting a range of conclusions and implications for the remainder of the research. 
This chapter contributes towards the overall thesis by presenting a review of literature related to information 
and knowledge management in the context of the engineering design domain. 
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2.1 The importance of the engineering design process 
A crucial factor in enabling engineering organisations to meet increasingly demanding challenges for timely, 
cost-effective and high quality products is the efficiency of their design processes. As noted by Ullman 
(1997), whilst the actual cost of design is usually a small part of the cost of manufacturing a product, the 
effect of the quality of the design on the overall cost is disproportionately high'. He concludes that, "... the 
decisions made during the design process have a great effect on the cost of a product but cost very little". 
Ullman's comments relate to the design of mechanical products, however the importance of the design 
process is just as significant in the design of any artefact2 (whether those in question are mechanical or 
electronic systems, pieces of software or even the content of a training course) (e. g. Eder, 1989; Bradley and 
Agogino, 1990). 
2.2 The importance of information in the engineering design process 
A common theme in many definitions is that engineering design is a knowledge driven process, 'fuelled' by 
information3. Essentially information is collected from a variety of sources (as inputs to the design process) 
and subsequently processed by knowledgeable participants to generate additional information which 
provides a comprehensive description of the artefact in question (e. g. in the form of CAD models, drawings 
or geometry). Wallace and Hales (1989) note that, "... the design process is essentially an information 
processing activity, usually undertaken by a team of people with its progression depending on the decisions 
made. During the process, a model or description of the technical system is continually refined until 
sufficient information is available for manufacture to take place. The design process cannot be undertaken, 
and a description of the technical system produced, without appropriate working means, that is adequate 
resources and design tools". 
The following definitions are presented so as to emphasise the importance of information within engineering 
design (italics added for emphasis): 
" "... Engineering design is the use of scientific principles, technical information, and imagination in the 
definition of a product, machine or system to perform prescribed functions with the maximum economy 
and efficiency" (Fielden, 1963). 
" "... Engineering design is a process performed by humans aided by technical means through which 
information in the form of requirements is converted to information in the form of descriptions of 
technical systems, such that these technical systems meet the needs of mankind" (Eder, 1989). 
" "... Engineering design is the process of converting an idea or market need into the detailed information 
from which a product or technical system can be produced" (Hales, 1991). 
0 "... (Engineering design) is defined as the transformation of information from the condition of needs, 
1 Ullman (1997) notes the result of the design process can typically change the cost of manufacturing a product by 50% 
(i. e. ±25% for an average manufacturing process) although in some industries this can rise to as high as 75%. 
2 An artefact is "... something created by humans for a practical purpose" (Webster's Collegiate Dictionary (2002)) - i. e. 
the artificial outcome of human activity. 
3 "... (Engineering design) is primarily a mental activity, an activity of thinking" (Hubka, 1982) ' 
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demands, requirements and constraints (including the demanded functions) into the description of a 
structure which is capable of fulfilling these demands" (Hubka and Eder, 1992). 
When referring to engineering design throughout the remainder of this thesis, these 
definitions will be taken 
as a basis for its meaning. 
2.3 Overview of generic information & knowledge management literature 
The challenges faced by engineering and design communities are in many ways similar to those employed in 
other `knowledge intensive' industries (e. g. medicine, law, financial services, etc. ). In order to help 
understand how engineers use information (and how systems can be developed to support this usage) 
it is 
therefore appropriate to briefly review some of the general literature related to information and knowledge 
management. The explosion of interest in information and knowledge management issues in the academic 
literature and the more `popular' business press since the early 1990s is in recognition that the most 
successful organisations, in any industrial sector, are those that can best manage their intellectual assets 
(Stewart, 1997; Davenport, 1997)4. 
2.3.1 The `knowledge society', `information age' and `new economy' 
It has become popular to compare the emergence of the Information Age or the New Economy 
(the terms are 
used interchangeably) with the transformations that marked the Industrial Revolution over a century and a 
half ago. During the Industrial Revolution, whilst ideas and knowledge mattered, of most importance was the 
accumulation of capital. Factory owners paid less for labour than owner-artisans would have paid themselves 
and profited from the difference. This allowed the building up of capital that could be invested in expansion. 
At the same time improvements in the means of distribution (i. e. transport) allowed the size of their markets 
to be increased. 
Drucker is one of the earliest thinkers who noticed the transformation from an industrial based society to a 
more knowledge / information based society. He coined the term 'knowledge work' some time in the 1960s. 
According to Drucker we have entered the 'knowledge society' in which the basic economic resource is 
knowledge (Drucker, 1993). This is also the view of Stewart (1997), who suggests that the Industrial Age 
was ending in 1970s, during the competitive crises of Western manufacturing industry. He notes that, 
"... Whereas at one time the decisive factor was the land, and later capital ... today the decisive factor is 
increasingly man himself, that is, his knowledge". A similar sentiment was also expressed by Dieter Frank, 
Head of Research at BMW who, in his keynote address to the ICED'99 conference in Munich, noted that 
"... Knowledge is the resource of the 21st century. It is the basis for developing and using the other resources 
(land, labour, capital and distribution) and can (partly) replace them or make their use more efficient. Those 
with advanced knowledge management will also be market leaders" (Frank, 1999). 
Brian Arthur, a Stanford University economist interviewed by Stewart (1997), summarises the shift as 
follows. In the 'old economy', people bought and sold 'congealed resources' - ... a lot of material held 
together by a little bit of knowledge". In the new economy 'congealed knowledge' is bought and sold - "... a 
lot of intellectual content in a physical slipcase (think of a piece of software or a modern automobile or 
In addition, since the early 1990s, technological advancements in computing and communications technology have 
provided the infrastructural means of developing computing systems to more easily manage information and knowledge. 
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aircraft, most of whose cost is R&D)"5 . 
2.3.2 The economics of information and knowledge 
As previously noted, knowledge is increasingly viewed as a vital economic resource. It is interesting to 
consider some of the ways in which this resource differs from the traditional factors, as this has important 
repercussions in the way in which it needs to be managed within organisations and communities. 
Information and knowledge constitute what economists describe as a `public good', meaning that they can be 
used without being consumed. In addition, "... Information is structurally abundant. There is always too 
much information. Every economic activity produces more information than it consumes" (Goldfinger, 
1995)6. Finally, and perhaps most importantly, knowledge intensive goods and services have a cost structure 
that is dramatically different from non-knowledge intensive goods and services. Cost are heavily front loaded 
- i. e. the cost of producing the first copy is disproportionately high in relation to the cost of further copies. 
As the information and knowledge content grows for manufactured goods, the cost of design and research 
and development rises in relation to the direct manufacturing costs. 
In knowledge intensive organisations, their tangible assets contribute less to the value of its ultimate product 
(or service) than their intangible assets (the skills of its workers, the quality of its management systems, the 
character of its relationship to customers, etc. ). Stewart (1997) argues that one of the reasons why 
organisations do not manage knowledge properly is that traditional accounting measures and practices are 
based on managing the forms rather than the substance7. In the past such practices provided a reasonably 
accurate measure since accounting for the forms (i. e. the cost of material and labour) captured most of the 
value of the product. However, for knowledge intensive products (and services) such calculations are likely 
to be less appropriate. 
2.3.3 Distinctions between knowledge, information and data 
The following section discusses the ways in which the terms, knowledge, information and data are used in 
the literature. People inherently perceive there to be some difference between these (with knowledge usually 
s Recently, due to the adverse stockmarket conditions affecting the Technology Media and Telecommunications sector, 
popular press commentators have questioned the existence of the so-called `New Economy'. However, the change 
affecting industry is much more profound as illustrated by Reich (1991) and Swyt reported in Stewart (1997) who show 
that an ever growing percentage of people are `knowledge workers' - where information and knowledge are both the raw 
material of their labour and its product. 
6 The ubiquitous presence of computer based productivity tools, improvements in communications technologies and 
electronic information search tools have all contributed towards 'information overload' - as previously discussed in 
chapter 1 (Reuters, 1996; Edmunds and Morris, 2000; Arlidge and Radice, 2002). Drucker (1993; 2000) contends that 
one of the most important challenges in the 21st century will be increasing the productivity of those involved in 
knowledge intensive industries. This is a challenge that can clearly be addressed by the use of improved information 
search and retrieval tools. 
He draws a comparison to a viticulturist that pays more attention to the number of bottles of wine rather than the quality 
of the wine contained in the bottles. As noted by Lewent and Jenkins (quoted in Stewart (1994)), "... the components of 
cost in a product today are largely R&D, intellectual assets and services. The old accounting systems, which tell us the 
cost of material and labour, aren't applicable". 
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replacing information and information replacing data in situations where emphasis 
is to be placed on the 
broader or the more useful aspects). However, it is difficult to accurately distinguish between the terms as 
they are often used interchangeably in practice. This obviously leads to confusion, in part, 
because there are 
differences in the meaning of the same term used in different contexts (especially so for the terms knowledge 
and information). 
In addition, there is still some disagreement in the literature about what constitutes the various 
`types' of 
knowledge and informations. Brown and Duguid (2000) summarise this as follows, "... Is there something 
that knowledge catches but information does not? 2,500 years of unresolved epistemological debate would 
suggest that agonising over definitions would not be fruitful. People are 
increasingly eager that their 
perfectly respectable cache of information be given the cachet of knowledge". 
Note that appendix A presents 
a more comprehensive and thorough discussion of differences between these 
definitions. 
Table 2-1 (Stenmark, 2001) presents some examples of distinctions that are made between the terms in the 
literature. Typically differences and disagreements have arisen from researchers in distinct fields (i. e. 
between philosophers, social scientists, library and cognitive scientists, management theorists and so on). 
In 
particular there are those that view knowledge, data and information as a kind of `stuff 
(which can be 
managed and processed by individuals and organisations), those who regard 
knowledge in its stricter 
philosophical sense, and those with a more `human-centred' view of knowledge as some 
form of 
`competence notion'. 
Author(s) Data Information Knowledge 
Wiig (1993) Facts organised to describe a Truths, beliefs, perspectives, 
situation or condition judgements, know-how and 
methodologies 
Nonaka and A flow of meaningless messages Commitments and beliefs created 
Takeuchi (1995) from these messages 
Spek and Symbols, not yet Data with meaning The ability to assign meaning 
Spijkervet (1997) interpreted 
Davenport Simple observations Data with relevance and purpose Valuable Information from the 
(1997) human mind 
Davenport and A set of discrete facts A message meant to change the Experience, values, Insights and 
Prusak (1998) receiver's perception contextual Information 
Quigley and Text that does not Text that answers the questions Text that answers the questions 
Debons (1999) answer questions to a who, when, what or where why or how 
particular problem 
Choo, Detlor and Facts and messages Data vested with meaning Justified true beliefs 
Turnbull (2000) 
Table 2-1: Comparisons of definitions of data, information and knowledge (Stenmark, 2001) 
Stenmark (2001) distinguishes between two separate tracks of literature about knowledge: the commodity 
view and the community view of knowledge. "... The commodity view considers knowledge as an artefact 
that can be handled in discrete units and that people may, or not, posses.... metaphors such as drilling, 
mining and harvesting are used to describe how knowledge is managed.... (The community view) emerged 
amongst social scientist in the 1960s ..: according to this tradition 
it is impossible to define knowledge 
universally; it can only be defined in practice, in the activities and interactions between individuals". Perhaps 
a lt is also suggested by some that this confusion might be a result of software vendors and management consultants 
attempting to sell 'knowledge management solutions' to organisations (which in some cases might be more accurately 
described as `data processing systems'). 
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the most familiar typology that has been used to distinguish between knowledge as a type of `stuff and as a 
form of `competence notion' is the distinction between the 'explicit' and `tacit' dimensions of knowledge. 
This was originally presented by Polanyi (1966) and subsequently reinterpreted by Nonaka and Takeuchi 
(1995)9: 
"... Explicit knowledge can be expressed in words and numbers, and easily communicated and shared 
in the form of hard data, scientific formulae, codified procedures, or universal principles. Thus, 
knowledge is viewed synonymously with a computer code, a chemical formula, or a set of general 
rules. " 
"... Tacit knowledge is highly personal and hard to formalise, making it difficult to communicate or to 
share with others. Subjective insights, intuitions, and hunches all fall into this category of knowledge. 
Furthermore, tacit knowledge is deeply rooted in an individual's action and experience, as well as in 
the ideals, values or emotions he or she embraces". 
However, Stenmark (2001) argues that the use of the term `explicit knowledge' is nonsensical since there is 
no rational distinction that can be made between explicit knowledge and information. He claims that all 
knowledge is tacit and `explicit knowledge' is in fact information. "... The fact that routines, rules, 
documents and the other examples of `explicit knowledge' ... are useful does not make it knowledge. It is still 
only information, albeit interwoven with the knowledge required both to create it and to interpret it". Alavi 
and Leidner (2001) appear to be of a similar view and note that "... information is converted to knowledge 
once it is processed in the mind of individuals and knowledge becomes information once it is articulated". 
2.3.4 Key differences between knowledge and information 
The following is a summary of some of the key differences between knowledge and information (adapted 
from those presented by Nonaka and Takeuchi (1995), Brown and Duguid (2000) and Stenmark (2001)): 
" Knowledge, unlike information, is about beliefs and commitment (i. e. it is a function of a particular 
stance, perspective or intention). 
" Knowledge, unlike information, is about action (i. e. in an organisational context it is always knowledge 
`to some end'). 
" Knowledge, like information, is about meaning (i. e. both are context specific and relational). 
" Knowledge invariably entails a knower (i. e. information is more or less self sufficient, knowledge is 
associated with someone). 
Knowledge is harder to detach than information (i. e. information is something that can be pointed to, 
found, lost, written down, accumulated, compared, etc. - knowledge is harder to transport, receive or 
quantify). 
" Knowledge is hard to assimilate (i. e. knowledge is something we digest rather than merely hold and 
entails the knower's understanding and some degree of commitment - thus whilst one person often has 
conflicting information, they will not have conflicting knowledge). 
9 Stenmark (2001) notes that Nonaka and Takeuchi use the term `tacit' knowledge in a different sense to that originally 
intended by Polanyi. "... Polanyi speaks of tacit knowledge as a backdrop against which all actions are understood, 
Nonaka (and Takeuchi) use the term to denote particular knowledge that is difficult to express". 
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0 It is possible to have too much information (information overload) but not too much knowledge. 
Throughout the remainder of this research the term knowledge will be used to refer to the "... capacity to act 
rationally" (Newell, 1982). Its usage as a synonym for information (i. e. as 'stuff) will be avoided. 
2.3.5 Systems for supporting information and knowledge management 
In the non-routine activities10 that are characteristic of many engineering design (and other knowledge 
intensive) activities, it is often not possible to predict in advance the specific knowledge or information that 
will need to be called upon. In these instances, computational support systems for information and 
knowledge management should therefore aim to perform two main functions: 
" To codify and preserve bodies of codified `knowledge' (i. e. information) and facilitate their transfer ý. 
" To connect people to the information and expertise that they require, when they require it. 
Choo et al (2000) note that company Intranets provide the underlying infrastructure for a variety of support 
tools. They describe an intranet knowledge management environment which comprises of three overlapping 
`spaces12i each supported by a variety of tools: (i) information space, (ii) communication space and (iii) 
collaboration space. 
The information space provides workers access to corporate information (database, document repositories, 
etc. ) important for providing the stimuli necessary for knowledge creation. Information management systems 
(including indexing, search, retrieval and classification technologies - which are the main focus of this 
research) play an important role in providing the means of allowing workers to retrieve relevant information 
from all that is available from within the organisation. As noted by Dretske (1981), "... information is a 
commodity capable of yielding knowledge". Woodman (1985) describes the requirements of information 
support systems within complex organisations as follows - "... Information management is all about getting 
the right information, in the right form, to the right person, at the right cost, at the right time, in the right 
place, to take the right action". Similarly, Stewart (1997) notes that "... a worker might need precise up-to- 
date information at any given moment, but not necessarily at this moment. What he does need, at every 
moment, is a way to get to the data he might need at any moment". 
The communication space enables workers to collectively interpret information by providing the means to 
converse, discuss and negotiate. The collaboration space enables workers to participate in collaborative work 
10 Draper (2002) notes that, "... in a (design) development process, where the body of knowledge of one phase becomes 
the informational basis of the next phase, and particularly where it is desirable to automate as many routines as possible, 
a measure of how much knowledge is known about (an aspect of) a process or artefact is required". He remarks that 
activities characteristic of the early stages of design should not be automated, since they are not sufficiently well 
understood (i. e. efforts will be ineffective - greater human intellectual input is required, informed by access to 
appropriate information sources). On the other hand, if aspects of a design process are well understood (more typical of 
certain detailed design activities) then efforts should be made to automate the processes (otherwise efforts are inefcient). 
11 In the business management literature the description 'intellectual capital' has become a popular description for such 
material. Klein and Prusak (1994) define intellectual capital as, "... intellectual material that has been formalised, 
captured and leveraged to produce a higher valued asset". 
12 Which can be considered to be virtual equivalents of those that actually exist in organisations. 
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by providing workflow, shared project areas and collaborative writing tools. These latter two aspects can be 
considered to comprise applications that are often described as Computer Supported Co-operative Work 
tools (and are briefly discussed in appendix A). 
It should be noted that the previous identification of the possible uses of computing technology should not 
detract from the importance of the organisational and social aspects that are vital in the communication, 
sharing and dissemination of information and knowledge. Gaining an understanding of how individuals 
groups and teams use information is the key to successfully developing computer support tools. It is also 
important to note a key characteristic of technical systems when compared to social systems. Whilst 
technical change can be revolutionary, social organisations can in general only adapt to such changes 
incrementally (this is referred to as the "law of disruption" by Downes and Mui (1998)). An analysis of how 
engineering designers use information within a range of organisational contexts is provided in chapter 3. This 
follows a more specific discussion of the use of information and knowledge within the engineering design 
process in the remainder of this chapter. 
2.4 Distinguishing between types of design activity 
An understanding of the different types of design activities carried out is important in determining how 
information is applied and how support systems can be developed to meet the demanding information 
requirements of engineers. 
2.4.1 Original, adaptive and variant design 
Pahl and Beitz (1984) distinguish between three types of activity: original design, adaptive design and 
variant design. Ullman (1997) also identifies three broadly similar types of activity classified as: original 
development, further development and adaptive design. 
The definitions presented by Pahl and Beitz (1984) are described below in greater detail (since later chapters 
in this research will refer to these types of design activities): 
Original design - involves elaborating an original solution principle for a system, with the establishment 
of the functions to be included in a design. 
Adaptive design - concerns the adaptation of a known system (i. e. the solution principle remains the 
same) to a changed task or requirement. In this instance, the original design of parts or assemblies is often 
required. 
Variant design - involves varying the size and / or the arrangement of certain detailed aspects of the 
chosen system / function, with the solution principle remaining unchanged. 
The extent to which engineering designers carry out these types of design has been the subject of much 
research attention (Pahl and Beitz, 1984; Court, 1995; Boston, 1998; Duffy and Duffy, 1996, Smith and 
Duffy, 2001). In general researchers have established that the majority of engineering design tasks are non- 
original - i. e. variations or adaptations of original designs. As an example, Gao et al (1998) estimate that 
90% of industrial design activity is based on adaptive design. Pahl and Beitz (1984) report that 25% of 
products are based on original design, 55% on adaptive and 20% on variant design. The implication of this is 
that there is a clear need to store past design information and knowledge in such a way that it can be 
effectively reused (Duffy et al, 1998; Subrahmanian et al, 1997; Smith and Duffy, 2001). 
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2.4.2 Normal and revolutionary design 
However, it should be noted that whilst most design is redesign, periodically the development of 
revolutionary designs is the way in which organisations can gain a major competitive advantage by achieving 
a 'step-change' in product performance. The reuse of explicit information in the form of previous designs 
can typically help achieve gradual improvements in product performance but not a step-change. 
Constant (1980) and Vincenti (1990) consider two fundamentally different design activities called `normal' 
or 'revolutionary' design. These researchers have applied Thomas Kuhn's concept of the role of paradigms 
in disciplined scientific enquiry (and the notions of 'normal' science and scientific 'revolutions' (Kuhn, 
1962)) within the engineering domain. McMahon et al (2002a) note that the `normal' mode of development 
in engineering (i. e. adaptive and variant design) involves the gradual accumulation of knowledge and 
information on customer requirements, on system and sub-system characteristics, on methods of design 
analysis and assessment, and of the interface between the artefact and the environment. They suggest that 
research adds to the knowledge and information that is generally applicable in engineering activities. 
Similarly in a given industry, knowledge and information is accumulated and can be systematically encoded 
(in the context of the frameworks set by established or `guidepost' designs (Sahal, 1981)13). 
Constant (1980) argues that revolution in design is driven by the recognition that there is an anomaly in the 
possibility of scaling the current design approach - dependent on the application of tacit knowledge to 
provide a product innovation 14. 
Implications for support tools for engineering designers 
These observations have a number of implications for computer-based support systems depending on 
whether engineers are performing design based on: 
" well-organised information concerning established design patterns 
" untried design approaches 
These suggest different requirements for computer-assisted support tools. The former supporting the 
provision of formal, systematic, information management and the latter a less formal and more holistic, 
human knowledge management activity. 
2.5 Models of the design process 
The complexity and difficulty of many engineering design problems has tended to make the understanding of 
how engineers work in practice very difficult. However, over the last few decades there have been many 
attempts to provide a formal description of the stages or elements of the design process to identify best 
13 Sahal (1981) studied patterns of technological innovation and proposed that engineers concentrate their effort on the 
development of established engineering patterns (which he terms technological guideposts, such as the Fordson tractor or 
the Douglas DC-3) which form systems that set the boundaries of further research and development. 
14 He quotes the recognition by Whittle (and others) that there was a fundamental limit in the aircraft speeds that could be 
achieved using propellers at a time that the fastest aircraft were flying some 140mph slower than this limiting speed. The 
understanding that allowed this identification to be made would be very difficult to encode, and depends on continually 
reconsidering and re-examining relationships in the design process. 
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design practices (Günther, 1999). Some of the more established design process models include those 
presented by Pahl and Beitz (1984), Hubka (1982), French (1985) and Pugh (1991). These provide 
prescriptive guidelines, generally at a relatively high level of abstraction, as to how the process ought to 
proceed. 
In view of the range of design situations, it is not surprising that there has been some variation in the 
descriptions used in these models, both in terminology and in detail, but in general they agree that design 
progresses in a step-by-step manner from some statement of need, through identification of the problem, a 
search for solutions and development of the chosen solution to manufacture, test and use (McMahon and 
Browne, 1998). Various authors have presented comprehensive reviews of the characteristics of these design 
process models (e. g. Finger and Dixon, 1989a&b; Evbuomwan et al, 1996), therefore only a brief outline of 
two of these will be presented. 
Hubka's general design model (1982) defines engineering design "... as the process of transforming 
information from a customer's statement of requirements to a full description of the technical system", 
noting that the actions carried out are influenced by a wide range of factors - including: the individual 
designer; availability of information; working methods used; techniques of representation employed; the 
quality of management; the working conditions and environment. Figure 2-1 provides a schematic 
illustration of this model. 
Design Process Factors 
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Figure 2-1: Hubka's general model of the design process (1982) 
Information 
One of the most highly developed process models is that presented by Pahl and Beitz (1984). Their model 
advocates a four-phase design process consisting of (i) clarification of the task (ii) conceptual design (iii) 
embodiment design and (iv) detail design (as illustrated in Figure 2-2). 
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It is considered that an understanding of these phases is helpful when considering engineering information 
management as the provision of information inputs (and organisation of the information outputs) to the 
various stages in the design process: 
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Clarification of the task - The design of a product is initiated by its requirement, which usually 
originates from a customer (whether internal or external to the organisation). During this phase, 
information is collected about the customer's design requirements and the constraints related to the 
environment in which the solution will be expected to operate. This information is then used in the 
preparation of a (largely text-based) specification for the artefact - the primary output from this phase. 
Conceptual design - The customer's needs (expressed in the specification) are converted into a concept 
solution, or a number of different concept solutions. The conversion process is often performed by 
decomposing the design problem into a number of more easily solvable sub-problems which provide the 
overall required functionality. By evaluating alternatives against the specification (and other relevant 
information related to the constraints, previous similar solutions, etc. ) the most appropriate concept, 
usually in the form of a sketch or schematic drawing / diagram, can be identified. 
Embodiment design - In this phase the information related to the chosen concept (or concepts) are 
developed in more detail, so that problems are resolved and weak aspects eliminated, into a solution that 
allows the engineering designer to produce a final layout of the selected design. Typically this phase will 
take up a large proportion of the design effort and requires close collaboration (especially in large 
interdisciplinary teams) to ensure compliance with the specification document. The final output of this 
phase is detailed geometry related to the chosen solution that forms the input into the detail design phase. 
Detail design - In this phase the embodiment layout is advanced to a stage such that it can be 
economically manufactured. This typically involves finalising the dimensions, tolerances, materials and 
the formulation of detailed manufacturing plans. 
At this stage, it is also important to emphasise the relative importance of the early phases of the engineering 
design process in determining the overall quality and cost of an artefact. Just as it was previously noted that 
the design process has a proportionately much higher impact on the cost of an artefact, this impact is 
focussed early on in the design process. It has become widely accepted that by the time the early design 
phases have been completed (i. e. the conceptual design), the overall product quality and approximately 80% 
of the total product costs are committed (see Figure 2-3) (Ullman, 1997; Wallace and Hales, 1989; Ulrich 
and Pearson, 1993). Similarly there is a general understanding that the cost of rectifying design errors 











Figure 2-3: Profile of costs committed during the design process (Ullman, 1997) 
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2.5.1 Critique of design process models 
The Pahl and Beitz model (and all other prescriptive models) implies that design problems are solved in a 
`top-down', chronological manner by progressing the design as a whole from an initial customer requirement 
to a fully detailed solution, ready for manufacture. However, in practice, engineering designers (and the 
nature of the design problems) are not easily predicted or modelled. This can be attributed to a wide range of 
factors which are considered below: 
0 Engineering design problems are typically large and highly complex and exhibit all of the properties of 
`wicked' problems as defined by Rittel and Webber (1973) (these are described in appendix B). 
" The behaviour of individuals and teams that are involved in the processes can often appear to be 
irrational (humans often do not behave simply as `goal pursuing agents'). Furthermore, even if the 
behaviour is not irrational it will always be imperfect (as discussed in appendix A). 
" Whilst highly prescriptive models are likely to be most applicable for original design tasks which do 
progress through all of the process steps outlined in the model (in the order show), in practice, most 
design is actually redesign (as discussed in section 2.4.1). 
" For activities involving substantial redesign, much of the design's structure is already known in advance. 
In such cases, design activities often proceed in a `middle-out' fashion (and not in a strictly `top-down' 
manner) since they follow on from the identification of available concepts / systems or ideas of what 
these designs should be (based on prior experiences of similar systems or knowledge of what standard 
components or parts might be available)15 (Finger et al, 1995; Stacey et al, 2000). 
" Linear process models are poor at defining how information is fed back and forth between process 
stages and how iterations should be carried out at various stages. In practice, all design processes include 
various degrees of iteration and feedback from other stages' 6 (Clarkson and Hamilton, 2000). 
" The concept of Concurrent Engineering (section 2.6) is typically not well integrated into prescriptive 
models as they present the design process as a serial, rather than a parallel, chain of activities17 (Finger et 
al, 1995). 
's This is in contrast to an idealised functional representation in which a top-down approach to the representation of a 
device is taken (the overall function is first described and the behaviour of each component subsequently described in the 
context of this function (Chandrasekaran et al, 1993)). Another example is the Structure, Behaviour and Function (SBF) 
model (Goel et a!, 1996) which is an approach for designing (mechanical) devices that explicitly represents the functions 
of the device (the problem), the structure of the device (the solution) and the internal causal behaviour of the device. 
Finger et al (1995) note that, "... whatever the theoretical arguments may be for the way to do design, empirical studies 
show that good designers tend to use a mixture of top-down, bottom-up, and middle-out analytical and synthetic 
approaches when doing design, especially in the preliminary stages". 
16 This can be considered to be analogous to the recognised problems associated with applying business process re- 
engineering principles to non-routine activities (i. e. by attempting to linearise complex processes and remove `non-value' 
adding - but essential - `lateral' interactions). This is discussed in greater depth in appendix A. 
17 In addition, if designers have not been taught or made aware of methodical processes (which is typically the current 
situation in industry) they can result in longer design times (although the resulting designs are likely to be better) 
(Günther, 1999; Ehrlenspiel, 1999). 
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Clarkson and Hamilton (2000) observed from studies of engineering design in industry that the design 
process, whilst superficially easy to break down and structure at a high level of abstraction, actually involves 
multiple information dependency loops and intertwined / repeated tasks (i. e. when considered at a more 
detailed level). They suggest that prescriptive, process-centred modelling techniques tend to be too coarse- 
grained and fail to capture the nature of these interdependencies. 
2.6 Concurrent Engineering (CE) and design 
The pressure to simultaneously produce more complex products in shorter development time-scales is 
leading companies to conduct design, development, analysis and preparation for manufacture in a concurrent 
manner. These activities have traditionally been managed in a serial or sequential fashion with little 
opportunity for feedback between stages (Ullman, 1997). However, as noted by Coughlan and Voss (1992), 
`... US industry sees CE as a methodology to restore the competitive edge in the 1990s as there is strong 
evidence that substantial benefits have been achieved by those that have implemented CE (in terms of 
product cost, quality and time to market)". 
Figure 2-4 shows how design processes in the European aerospace industry are being changed due to 
advancements in Concurrent Engineering processes and techniques (ENHANCE, 2002). Increasingly 
Integrated Product Development (IPD) processes based around multi-functional Integrated Product Teams 
(IPTs) are becoming the norm in the aerospace industry. IPT members are not only multi-functional but 
likely to work for different companies, have different nationalities and stem from different sites of one 
company or even be scattered across the globe (Payne and Deasley, 2001). 
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'K ENHANCE is the name of a major European Union funded project (which commenced in 1998 and finishes in May 
2002) researching CE tools and techniques for application in aerospace engineering design. 
2-14 
Chapter 2 Information and knowledge management 
Finger et al (1995) distinguish between two aspects of CE: 
" `Technical' aspects of CE - focussing on providing the means to allow computer-based information to 
be seamlessly converted between different engineering specialisms (e. g. geometric modelling, stress 
analysis, fluid dynamics, manufacturing, etc. ) through the establishment of data communication 
standards and protocols. 
" `Organisational' aspects of CE - concerned with the creation, management and support of multi- 
disciplinary (i. e. cross-functional) teams that involve all the stakeholders in the design process. 
Both approaches have the same goal of achieving the integration of those involved in the design process, by 
providing the means and infrastructure to facilitate communication between process participants. 
The 'technical' aspects, as defined above, concern a large and active body of research (e. g. Szykman et al, 
2000). Within the context of engineering design, the focus of such work is primarily associated with 
improving the exchange and interoperability of formal CAD data. The most important initiative in this area 
concerns the international development of the Standard for Exchange of Product Data (STEP) protocols 
(discussed in McMahon and Browne, 1998). The scope of STEP is very wide with the stated intent to 
"... capture a computerised product model in a neutral format without loss of completeness and integrity for 
the whole life-cycle of the product" (Schlechtendahl, 1989). 
However, the focus of the work reported in this research is more concerned with the provision of 
computational support for the less formal information that is used by engineers in the design process. 
Computing support systems are able to manage the geometric results of the design process but do not provide 
engineers with information related to the rationale and design intent. This is considered to be a key part of 
the `organisational' aspect of CE as noted in the previous bulleted list. 
It is suggested that research related to the 'organisational' aspects of CE, as previously defined, should 
therefore include a consideration of. 
" Organisational factors related to CE - concerned with issues of how CE workgroups should be 
physically organised and managed. 
" Computer-based support systems for CE - concerned with the development of computing support 
tools to assist engineers working in the various stages of the design process (in the context of their 
physical organisations). 
These two factors determine the way in which engineers in the design process interact with each other and 
share information. Chapter 3 presents research findings that are related to organisational CE factors. This 
contributes towards the thesis by providing an improved understanding of the engineering application 
domain in which information systems are used. Chapter 5 applies these findings and characterises the way in 
which engineers search and retrieve documents from information systems. Having gained insights into how 
engineering documents are searched, chapters 6-9 use these and apply classification and information retrieval 
principles to develop a novel demonstrator information system. 
2.6.1 Organisational factors related to Concurrent Engineering 
In one sense, CE actually complicates the management of activities that are already highly difficult to control 
and co-ordinate by increasing the interactions between those involved in the design process. Mallick and 
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Kouvelis (1992) point out that, "... it is important to realise that the concurrent product development strategy 
usually places an increased demand on the organisational resources and requires increased efforts in 
communication and co-ordination". Whitney et al (1999) note that "... while low-aggregation information 
may be documented, system level information19 mostly resides in people's heads". Similarly, Konda et al 
(1992) state that "... engineers spend a significant portion of their time (more than 50%) in documenting and 
communicating - much of it in the form of formal or informal negotiations". However, whilst arguably 
increasing organisational complexity, such an approach improves the ease in which engineers can informally 
interact -a factor which is especially important in the early and most influential design stages (and more 
generally when attempting to resolve conflict). 
Within the early phases of the design process information is constantly accessed, reinterpreted and reapplied 
as product concepts are conceived, explored and rejected. Crucially, in these stages of the design process, 
much of the information tends to be informal and opinionated as the various participants argue and debate 
their views of how to proceed. This is in contrast the latter stages, the outputs of which are more certain and 
formally defined. However, the efficiency with which engineers in all stages of the design process perform is 
enhanced through informal interaction as problems and conflicts arise throughout the design process (Badke- 
Schaub and Frankenberger, 1999; Finger et al, 1995) (this is also discussed in greater detail in chapter 3). 
The importance of informal modes of communication 
The reason why informal modes of communicating are often preferred can be explained by considering the 
'information richness' of different media. Daft and Langel (1984) present a comparison of different 
communication media and their information `richness' (see Figure 2-5). They note that `high-rich' media 
(i. e. verbal communication) is better at eliminating ambiguity associated with design information than 'low- 
rich' media (rules, equations and reports)20. 
Information medium Information richness 
Face-t f Hi h o- ace g est 
Telephone High 
Written - personal Moderate 
Written - formal Low 
N i f l L umer orma c- owest 
Figure 2-5: Information format and richness (adapted from Daft and Lengel (1984)) 
Thus, informal information will predominate during the early design changes and wherever problems need to 
be resolved as a team activity (i. e. problems involving multiple participants). The obvious implication is that 
design rationale and design intent is communicated in 'rich' media formats which are typically not captured 
within organisations. A study reported by Yen et al (1999) supports this and notes that "... concept 
generation and development occur most frequently in informal media (e. g. sketches, brainstorming sessions, 
conversations and notes) where design capture tools are the weakest. ... while traditional product 
documentation captures explicit knowledge such as requirements, specifications and design decisions, often 
19 i. e. Design dependencies between multiple sub-systems and components. 
20 Daft and Lengel (1984) define 'richness' (a term commonly used in information theory related literature) as, "... the 
potential information-carrying capacity of data". Thus, ambiguity is more easily resolved by using richer media. 
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the contextual or tacit knowledge of the design group is lost". 
Badke-Schaub and Frankenberger (1999), present a study of engineering designers from industry that 
highlights the importance of organisational aspects on the product development process. Their study aimed 
to identify the main factors that influence design work, by building a model of collaborative design work in 
practice. Experimental data was gathered through a combination of 'direct' (e. g. video recordings, 
observations and transcriptions, etc. ) and 'non-direct' (e. g. diary sheets, questionnaires, interviews, etc. ) 
collection methods. They identified five types of 'critical situations', "... where the design process takes a 
new direction on a conceptual or embodiment design level": (i) goal analysis and goal decisions, (ii) 
information and solution search, (iii) analysis of solutions and decision making, (iv) disturbance management 
and (v) conflict management. They noted that in spite of the fact that designers worked individually for 85% 
of the time, 88% of critical situations occurred in group situations. This further emphasises the need to 
organise design teams so that engineers are able to communicate and resolve these critical situations. They 
comment that "... whereas routine-work can be adequately and quickly supported by computer based 
information tools, the importance of social information transfer by asking colleagues in critical situations 
must be emphasised and supported" (Badke-Schaub and Frankenberger, 1999). 
Collocation of the design team 
An influential factor in adopting CE has been the location or proximity of the design team. Allen (1977) and 
Leavitt (1951) examined the effect of a variety of communication networks (e. g. hierarchical and circular) 
that were imposed on teams of people trying to solve problems. The conclusion from these studies was that 
teams within circular networks felt more satisfied, motivated and whilst teams made more initial errors, they 
collectively solved the problems more quickly. This suggests that the use of small, task-oriented teams is an 
efficient way of solving well-focussed problems. 
However, bringing together stakeholders is only one aspect of CE. CE is also dependent on providing the 
means to deliver the right information, to the right individuals, at the right time. Whilst the means of 
communicating this information is easier if stakeholders are collocated, CE has implications on the quality? ' 
of the information that is being communicated. With a sequential design process information is accumulated 
during each phase until it is practically complete before being transferred to the next phase. In CE 
environments however, the activities are performed in parallel and hence information is continually 
transferred and co-ordinated between team members. Smith and Reinertsen (1991) use the term 
`overlapping' to describe this parallel use of information. 
Furthermore, this information may have originated from an incomplete or a current phase and hence team 
members frequently have to work with partial information and subjective interpretations (Almli, 1988). The 
implication of this is that the CE design process is likely to lead to the creation of more short term `mistakes' 
than a sequential approach, but ultimately leads to fewer iterations and significant reductions in overall 
product development times (Nukala et al, 1995). 
Organisational structures for supporting CE and sequential engineering processes can be considered to have 
different impacts on the ease with which knowledge and information can be shared. CE is generally 
associated with a 'product-focussed' or 'project-based' approach in which engineers and designers are 
21 `Quality' in this context relates to various factors including the complettertns1. `nd tability of the information. 
-T (X 
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organised into multi-disciplinary project teams. In contrast, the traditional sequential approach involves 
engineers and technical specialists working in functional groups, involved in tasks related to multiple project 
teams (Prasad, 1995). 
There are some inevitable 'side-effects' associated with forming project specific teams within engineering 
organisations (Brookes et al, 2001): 
The 'functional rump' - certain product development activities may be difficult to place in projects 
either because of low volume or scarcity of resources to perform them. 
Organisational learning issues - project-teams do not provide learning environments (i. e. communities 
of practice - discussed in appendix A) to allow functional specialists to develop and share their technical 
expertise with their functional peers (i. e. the specific skills that initially made them desirable). 
Thus, there can be considered to be tension between attempting to ensure either: 
" Improved communication of information to the various stakeholders in the project-based design team 
(from all the various technical domains involved in the design process) - key in achieving the short-term 
aims of the project team. 
" Improved sharing and accumulation of domain specific information and knowledge within functional 
groups - key for ensuring the maintenance of technical expertise in key domains and hence long-term 
competitiveness. 
For this reason, various matrix or dynamic groupings for the physical organisation of process participants 
have been developed (Bartlett and Ghoshal, 1990; Brookes et al, 2001). These conflicting issues in the 
context of this research are discussed in greater detail in chapter 3. 
2.6.2 Computer-based information support systems for Concurrent Engineering 
Increasingly, computer-based systems can be used to help support the `organisational' aspects of CE 
(previously defined in section 2.6.1)22. As noted by Toye et al (1994), "... CAD systems do not support the 
tasks on which engineers spend the most time: gathering and organising information, communicating with 
clients, suppliers and colleagues, negotiating trade-offs and using each others' services". Therefore for CE 
environments, systems need to be provided that do provide support engineers in carrying out these activities 
(Finger, 1998; Shah et al, 1996; McMahon, 1998). 
Section 2.3.5 provided an overview of some of the characteristics of generic Computer Supported Co- 
operative Work (CSCW) systems, which are clearly also key to improving the way in which distributed 
design teams share and communicate information (also see appendix A). Many of these core areas are served 
by commercial applications (most notably Lotus Notes (2002) and Microsoft Exchange (2002)). Mail 
systems, mail directories and workflow systems are routinely used, and the Web provides an effective (and 
cheap) shared information system with many companies establishing company intranets (and extranets in 
collaboration with suppliers and collaborators). These make it possible for engineers to annotate, attach files 
22 As noted in section 2.6, the issue of developing the 'technical' aspects of CE to allow the exchange and interoperability 
between different CAD systems and analysis packages is still an active and open research question. However this is 
considered to be outside of the scope of this research. 
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and contextualise information (Yen et al, 1999; Nidamarthi, 1999). Video conferencing is now routine in 
many companies, and low-cost hardware capable of transmitting highly compressed video images along 
telephone connections between PC computers is available. High-speed digital communication allows 
designers on different sites to work simultaneously on the same CAD model, and at the same time have 
video and audio communication using the same workstation and the use of a shared whiteboard for the 
drawing of sketches and the posting of images. Research programmes were demonstrating such capability in 
the mid 1990s (SMAC, 1995), and more recently there have been a number of pilot programmes of shared 
distributed design work in academia and industry (e. g. Pena-Mora et al, 2000; Gomes, 2001; Thomson et al, 
2001). 
2.7 Approaches for the management and retrieval of design information 
This section discusses some of the literature related to the development of methods and computer-support 
systems for managing and retrieving design information, especially informal information and that which 
describes the rationale associated with a design. In a recent paper describing the requirements of mechanical 
design support systems, Ullman (2002) notes that "... to a limited degree, PDM systems are beginning to 
manage some of the needed (non-geometric and informal design) information. However, these systems tend 
to be oriented toward information that is well refined and not evolutionary information. Further, these 
systems do not have a formal mechanism for managing information about argumentation leading to 
decisions". The following points (adapted from Shipman and McCall (1997)) note two distinct forms of 
information that are used to represent both design rationale and the outputs of the design process: 
" 'Argumentation' - the reasoning that designers use in framing and solving problems during stages in 
the design process. This includes both the reasoning of the individual designer and the discourse among 
team members in a design project (including what decisions are made, when they are made, who made 
them and why). This information (if captured) will be in the form of textual and specialist graphical 
representations23. 
" `Documentation' - information related to the results of stages (and intermediate stages) of the design 
process and of the final product. This information will be in a variety of both formal and informal 
formats and in a range of representations (primarily including text and geometric information). 
Systems that capture and manage argumentation-based design rationale are currently the early stages of 
research and development (Kunz et al 2001; Yen et al, 1999). Appendix B provides an overview of the state- 
of-the-art of such systems. The storage and management of more general design documentation, whilst more 
mature (especially with respect to formal information) is still the subject of considerable research to 
primarily address the limitations in the management and retrieval of informal information (i. e. the focus of 
this research). A brief discussion of literature relevant to this research is provided below. 
2.7.1 Documentation and design information and retrieval systems 
General document and information management systems are commonly used in practical situations within 
23 In the future advanced multimedia systems (in which video recordings of meetings and discussions could be recorded 
and retrieved) may become commonplace (Yen et al, 1999; Pena-Mora et al, 2000; Kunz et al, 2001 present examples of 
such systems). However, further discussion of these is considered to be beyond the scope of this research. 
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industry. These include PDM systems, company document repositories, document management systems and 
increasingly advanced ways of accessing all of these sources - typically via company `Enterprise 
Information Portals' or company intranets. A detailed review of the capabilities of such systems is beyond 
the scope of this work, however Bilgic and Rock (1997) and Harris et al (1997) provide overviews of 
engineering PDM and engineering document management issues, respectively. 
Some of the limitations of these existing approaches which are addressed in this research are related to the 
ease in which information can be searched and retrieved (these issues are discussed in depth in chapter 4). 
Subrahmanian et al (1997) note that "... one cannot separate `pure' engineering work from information 
management activities (IMA). Given the disproportionate time allocated to IMA in most engineering work, 
supporting IMA (computational or institutional) takes on considerable urgency" (Subrahmanian et al, 1997). 
Design information retrieval incorporates elements from both design research and the field of information 
retrieval (IR). Within the design research community various researchers have aimed to develop improved 
means of searching and retrieving information. Duffy et al (1998) present an overview of some of the 
literature related to indexing and information retrieval approaches for design reuse. 
One of the most applicable systems related to this research is Dedal (Baudin et al, 1993). Dedal grew out of 
protocol studies of designers and through analysis of designer's questions when searching for information. 
They found that questions could be broken down into two parts: a subject (describing part of the artefact 
being designed - e. g. `solenoid') and a descriptor (describing an aspect of the subject, such as its 
performance - e. g. limits on force and temperature'). Using both of these as a means of searching for design 
information was found to result in improved performance when compared to conventional IR approaches. In 
the Dedal system, descriptors and subjects are manually identified which is both time consuming and 
expensive to carry out. Yang and Cutkosky (1997,1999) build on this work by attempting to automate the 
indexing of the 'descriptor' part of a query. Wood et al (1998) have also created hierarchical thesauri of life- 
cycle design issues, design teams, and system functional decompositions which have been subsequently used 
to improve the retrieval of textual design information. These approaches used Singular Value Decomposition 
as a means of determining the underlying meaning of documents. Note that chapter 6 provides an overview 
of relevant information retrieval research in the context of this research and others related to design 
information retrieval. 
2.8 Implications for this research 
The limitations of existing design information retrieval tools are becoming increasingly apparent in today's 
information rich environment - especially in relation to the search and retrieval of informal documents (e. g. 
Ullman, 2002). Practising engineers often value accessibility over quality when selecting information sources 
(Court, 1995, Marsh, 1997) and tend to favour searching for specific pieces of information in order to answer 
specific questions (Pinelli, 1991). Weiner et al (1997) suggest that this is a model that is firmly rooted in the 
educational process, where specific information is required and typically even provided to solve problems 
associated with assignments - "... this model works well in many courses but is not representative of an 
open-ended product development problem". 
McMahon et al (2002a) argue that information management systems (as part of a knowledge management 
environment) should be used to free the engineer to concentrate on a holistic view of the artefact. Thus, 
"... just as the calculator and computer free the engineer from much of the difficulty and drudgery of 
2-20 
Chapter 2 Information and knowledge management 
calculation, so we must look to information management systems to 
do the same for information access, and 
thus to allow the engineer to concentrate on the interpretation of the trends and patterns shown 
in the 
information". 
In the context of this research, it is considered necessary to automate those aspects of the 
design process that 
are well understood but at the same time recognise that many aspects of 
design (especially those involving 
extensive human interaction and those where uncertain and incomplete 
information is used as inputs to a 
decision process) will be resistant to the imposition of prescriptive process models. A more pragmatic 
approach24 is therefore to contribute towards the development of search and retrieval tools that will enable 
engineering designers to more easily access the most appropriate information 
(as opposed to that which is 
most accessible). This will help provide designers with the `raw materials' to make the most rational 
decisions and help provide participants with a better understanding of the factors involved 
in the design 
process. 
2.9 Conclusions 
The following conclusions can be made from the review and discussion of literature presented 
in this 
chapter: 
" The crucial factor in enabling engineering organisations to meet increasingly demanding challenges 
for 
timely, cost-effective and high quality products is the efficiency of their design processes (section 2.1). 
" The engineering design process is highly information intensive. Information is collected from a variety 
of sources as inputs to the design process and subsequently used to generate information which 
ultimately provides a comprehensive description of the artefact (section 2.2). 
" Information differs from other resources in that problems are typically associated with having too much 
(i. e. `information overload'). Improved approaches for organising and searching information can help to 
address these problems (section 2.3.1 and 2.3.2). 
" Information and knowledge are economic resources that need to be effectively managed (section 2.3.3). 
" The term knowledge is often used in two different senses (i) as `stuff' to be managed (i. e. explicit 
knowledge - essentially as a synonym for information) and (ii) as a form of competence notion (i. e. tacit 
knowledge). The use of the term knowledge as a synonym for information is avoided in this research 
(section 2.3.4). 
" Gaining an understanding of how individuals and groups within organisations use information is crucial 
when developing computer support systems. Computational support systems should aim to perform two 
main functions (section 2.3.5): 
> To codify and preserve bodies of information. 
> To connect people to the information and expertise that they require, when they require it. 
" Understanding the different types of design activities carried out by engineering designers can help 
determine how information support systems should be developed (section 2.4). 
24 A particularly important issue when considering that this research was carried out in close collaboration with industry. 
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" Prescriptive design process models imply that design problems can be solved in a `top-down', 
chronological manner. However, in practice, engineering designers (and the nature of the design 
problems) are not easily predicted or modelled (section 2.5). 
" Concurrent Engineering principles provide the means to simultaneously develop increasingly complex 
products in shorter time-scales. However, CE has the effect of increasing the quantity of informal 
communication between engineers (section 2.6). 
" Engineers spend lots of time gathering and organising information, communicating with clients, 
suppliers and colleagues, negotiating trade-offs and so on. However, available computer systems are 
weakest for supporting these tasks (sections 2.6 and 2.7). 
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The previous chapter emphasised the importance of information in the ultimate success of the design process. 
Increasingly, computer support systems can be viewed as essential in providing the means of accessing 
relevant design information. However, for systems to be successful they need to be built on an understanding 
of how engineers work. This chapter contributes towards this understanding by reporting on two distinct 
descriptive studies of how practising engineers (working primarily in mechanical design organisations) 
organise and use information: 
The first is a relatively detailed `case-study' type investigation of ten engineers, from two aerospace 
companies - Airbus UK and TRW Aeronautical Systems. 
" The second is a more general questionnaire survey of engineering designers from UK industry, carried 
out in association with the Institution of Engineering Designers. 
For each of the studies, the experimental methodology is outlined and the results presented and discussed. 
The separate conclusions for each of the studies are then given before finally noting some general 
conclusions and implications for the development of engineering support systems. 
This chapter provides a contribution to the overall thesis by presenting the results and analysis of studies, 
which demonstrate an improved understanding of information use within the engineering application 
domain. 
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3.1 Overview of research methods adopted 
This chapter presents two ethnographic studies of how engineering designers working in industry, use and 
manage information. In combination, these studies provide a better understanding of how the differing 
information requirements of engineers can be met by computer-based information management systems. 
The focus on industrial practitioners is an important strength of the reported results in this chapter. However, 
it is important to firstly discuss some inevitable compromises and practical considerations associated with the 
data collection methods that have been adopted. 
Industrial participants can be viewed as working in `real world' situations as defined by Robson (1993)1. He 
presents a comprehensive discussion of the challenges and difficulties related to `real world' research making 
an important observation that "... entering into this kind of real world enquiry could, with some justice, be 
viewed as capitulation ... However there is the advantage that letting society, 
in the guise of a client or 
sponsor, have some role in determining the focus of an enquiry makes it more likely that the findings are 
both usable and likely to be used". Donald Schön, one of the pioneers of action-based research, expresses a 
similar sentiment related to the difficulties of studying professionals in the work-place. He notes that "... in 
the varied topography of professional practice, there is a high, hard ground overlooking a swamp. On the 
high ground, manageable problems lend themselves to solution through the application of research-based 
theory and technique. In the swampy lowland, messy, confusing problems defy technical solution. The irony 
of this situation is that the problems of the high ground tend to be relatively unimportant to individuals or 
society at large... while in the swamp lie the problems of greatest human concern" (Schön, 1987). Both of 
these observations are particularly relevant to this research which has been carried out within the resource 
and access constraints of an industrially focused investigation. 
Traditional research strategies can take the form of one of the following types (the choice being dependent 
on the nature of investigation being carried out) (Robson, 1993): 
Experiment - measuring the effects of one variable on another. Typically involves: selection of samples 
of individuals from known populations; allocation of samples to different experimental conditions; 
introduction of planned changes to one or more variables; measurement and control of other variables; 
usually involves hypothesis testing. 
Case study - development of detailed intensive knowledge about a small number of related `cases'. 
Typically involves: selection of related cases of a situation, individual or group of interest of concern; 
studying cases in context; collection of information via a range of data collection techniques including 
observation, interview and document analysis. 
Survey - collection of information in a standardised way from groups of people. Typically involves: 
selection of samples of individuals from known populations; collection of relatively small amounts of 
data from large groups using a questionnaire. 
' Robson (1993) presents a number of research categories that involve different degrees of interaction between researcher 
and `client' (or industry in the context of this research). These include: (i) traditional 'scientific' research (ii) building 
bridges between researcher and user (iii) research-client equality (iv) client-professional exploration and (v) client- 
dominated requests. He states that 'real world' research problems are those described by (ii) and (iii) from the list. 
3-2 
Chapter 3 Studies of information use by engineering designers 
The two ethnographic studies, reported in this chapter, are combinations of the latter two descriptive research 
strategies. These approaches provide a practical means of collecting research data in the complex socio- 
technical working environments found in engineering organisations (i. e. where highly controlled `laboratory' 
experiments - in which variables can be easily isolated and controlled - are not possible). In addition, a 
further key distinction between ethnographic studies and 'scientific' studies (in the sense of traditional 
'scientific' research) can be made (Robson, 1993). In the former, theories and concepts arise from the 
enquiry (i. e. after the data collection rather than before it - hypothesis generating). This is in contrast to the 
hypothesis testing approach that characterises a `scientific' study. As a consequence, the studies reported in 
this chapter are essentially descriptive in nature (which is also reflected by the presentation and the statistical 
analysis of the results, where appropriate - see section 3.2.1 and section 3.3.1). 
3.2 Detailed survey of aerospace engineers 
This section reports on a study of how ten engineers from two aerospace companies use and manage 
information in carrying out design tasks. The study participants were selected because they carry out a range 
of engineering activities and work in different social situations. The participants are involved in the design 
and manufacture of complex mechanical and electrical aircraft systems. Company 'A' is a first tier supplier 
employing a dedicated project organisational structure, and company `B' is a larger original equipment 
manufacturer with a matrix/functional structure (at the time of the study). Both operate in a highly 
competitive global market in which engineers and designers are required to co-operate and liaise in complex 
social environments and in extended supply chains. Some of their key operating parameters are summarised 
in Table 3-1. 




No. of drawings to represent a typical 
product 
'A' -10-100 Dedicated project -100 
'B' -1000-10,000 Matrix / functional -10,000 -100,000 
Table 3-1: Characteristics of industrial collaborating organisations 
3.2.1 Methodology 
The ten engineers that took part in this study were selected from the two companies so that they represented 
a range of design activities defined by the following key variables: 
" Engineers working in different stages of the (primarily mechanical) design process (i. e. from feasibility 
concept / embodiment detail manufacturing = in-service support). 
" Engineers organised into different social working groups (characterised by the style of workgroup 
organisation - i. e. dedicated project groups, matrix managed or functional workgroups). 
As previously noted in Table 3-1, companies `A' and `B' have rather different operating parameters. In 
addition, the following broad descriptions can be used to further explain the types of design work and 
projects that the participating engineers were involved with. 
" Design work on new products and future technology - Projects involving the design of a completely new 
range of products, speculative research programmes, etc. 
" Development of new derivatives of existing designs - Projects involving the incremental alteration or 
improvement of existing designs (usually undertaken to widen the range of products offered - e. g. scaled 
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variants - or to incorporate improvements or new technologies). 
" Concessions, modifications and in-service support of manufactured products - Smaller projects that 
include manufacturing concessions, cost reduction exercises, modifications due to component or 
material obsolescence and the in-service support of products. 
Table 3-2 summarises the features of the individuals who took part in this study. Note that a distinction has 
also been made between those involved in the `early' design stages and the `later' design stages, to allow the 
identification of different patterns of behaviour between participants. These broader phases are distinguished 
as follows (loosely based on definitions from Pahl and Beitz, 1984): 
" 'Early' design stages - The collection of information regarding performance requirements and product 
constraints, the establishment of suitable conceptual solutions and the development / embodiment of a 
selected solution. 
" 'Later' design stages - The production of a detailed geometric description of the selected solution, 
including definition of dimensions, materials, surface finishes, tolerances, etc. Tasks carried out by 
manufacturing and in-service support engineers are also included within this category. 
Name Job role at time of Qualifications Experienc Co. Design Phase Type of design 
study (and type) e of design work 
Al Technical specialist Graduate 5 years 'A' Feasibility, concept/ Future 
(Electro-mechanical (Electronic embodiment (Early) technology 
sensors) engineering) 
A2 Technical specialist Graduate 35 years 'A' Feasibility, concept / New projects, 
and expert (Mechanical embodiment (Early) future technology 
mechanical designer engineering) 
A3 Senior fluid system HND 15 years 'A' Detail (Later) Future 
and mechanical (Mechanical technology, 
designer engineering) derivative product 
design 
A4 Mechanical designer Degree 3 years 'A' Detail (Later) Derivative product 
(Aerospace design 
engineering) 
A5 Manufacturing HNC 10 years 'A' Detail, Derivative product 
engineer / mechanical (Manufacturing manufacturing design, 
designer engineering) (Later) concessions and 
modifications 
131 Technical specialist HND (Electronic 10 years 'B' Concept I Future 
(Avionics systems) engineering) embodiment (Early) technology, 
derivative product 
design 
B2 Technical specialist Degree 15 years 'B' Concept / New projects, 
(stress analysis) (Mechanical embodiment, detail derivative product 
engineering) (Early) design 




B4 Senior production and Degree 10 years 'B' Manufacturing Derivative product 
manufacturing (Production (Later) design, 
engineer engineering) concessions 




Table 3-2: Biographical background of the study participants 
In addition, differences were also found to relate to the types of design work participants carry out and the 
expertise and experience that they bring to their roles. Where appropriate, the, engineers employed as 
technical specialists and those concerned with mechanical design and manufacturing issues have been 
identified. Note that with the exception of participant B1 (and to acertain extent Al), all of the engineers 
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involved in the study were primarily involved in mechanical and manufacturing design related tasks. The 
subsequent discussion therefore concentrates on issues of information use specifically related to these 
domains (although the findings are considered to be more generally applicable to a wide range of design 
activities). 
Learning objectives 
The approach taken in this study has been to identify a number of learning objectives that relate to important 
variables in characterising information use. Once these were identified it was then possible to select the most 
appropriate data collection method(s) for a particular objective. Table 3-3 below summarises the data 
gathering method(s) that have been selected for each of these objectives. The following section discusses the 
data gathering approaches in greater detail. 
Data gathering approaches 
The experimental methodology used in this study consists of a combination of different data collection 
methods (see Table 3-3). Note that appendix D contains details (including the degree variation) of results 
gathered for each of the participants (which have been used to create the graphs discussed in section 3.2). 
Learning objective Data gathering 
method(s) 
The background of To find out about the personal background of the engineers taking part In Semi-structured 
the participants the study. interview 
Encompasses: Their professional education and experience, the typical 
engineering / design tasks that they undertake and the stage(s) of the 
design process they are involved with. 
Workgroup To learn about the nature of the social workgroups In which the Semi-structured 
organisation designers work. interview 
Encompasses: Their physical organisation In the company, Interaction 
with colleagues performing similar tasks and the duration and number of 
projects on which they are tasked. 
Workflows and To discover how engineers interact with other colleagues both within and Semi-structured 
information across workgroups and identify the Information they use and that which Interview 
transactions is subsequently passed on to others in the design process. Observation and 
Encompasses: Identification of 'typical' jobs, the information that is used analysis of personal 
In performing these tasks, what is produced as a result and how and workgroup information flows within workgroups. documentation 
Information To characterise the volumes and types of Information that engineers and Observation and 
organisation groups of engineers store. analysis of personal 
Encompasses: Identifying the types and quantities of information and workgroup 
engineers store at a personal and workgroup level. Furthermore, documentation 
discovering how this Information Is organised by engineers. 
Table 3-3: Identification of study objectives and related data gathering approaches 
Within the design research community (and more widely) a variety of both direct and indirect methods have 
traditionally been used to collect information at different levels of detail - such as questionnaires, interviews, 
protocol studies, observation, etc. Depending on the method used (and taking into account the limited period 
of time with which the designers were made available for the study) varying amounts of effort need to be 
made to collect data of different detail, quality and reliability (Robson, 1993). As noted by Robson (1993), 
"... all methods have strengths and weaknesses and you are seeking to match the strength of one to the 
weakness of another". 
Structured interviews 
Prompted by a questionnaire (included in appendix C), these typically lasted a total of between 2-4 hours and 
were audio taped to allow them to be transcribed and interpreted 'off-line'. The interviews were structured so 
that they addressed the various learning objectives noted in Table 3-3, including the elicitation of personal 
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biographical information and also descriptive / anecdotal evidence related to the organisation, flow and 
capture of design information and rationale2. By talking to engineers through descriptions of typical jobs and 
tasks that they perform, it was possible to identify the types and estimates of the quantities of information 
that they use and process as inputs to these tasks, those that they subsequently output and pass onto others 
downstream in the process. These findings form part of the study of information transactions. 
Follow-up visits and information audits - information use 
Information 'audits' lasting between 2-4 days were all carried out on the industrial partners' sites by the 
author. The level of detail of the audits varied as indicated in Table 3-4. 
Personal file audit details Group file audit details 
(size of audit sample and comments) (size of audit sample and comments) 
Partic- No. of A4 Comments No. of A4 Comments 
lpant pages pages 
Co. 'Al' 750 Representative sample (- 5- 400 Representative sample (- 5-10%) from a 
10%) from personal files. typical project file. 
'A2' 500 Representative sample (- 5- 400 Representative sample (- 5-10%) from a 
10%) from personal files. typical project file. 
'A3' 300 Sample of contents (-30%) 500 Sample of project files (-10%) similar to 
from personal files. those maintained by participant 'A4', In 
terms of both quantity and content. 
'A4' 300 Sample of contents (-50%) 8,000 Extensive survey of the entire contents 
from personal files. (-100%) of an active project / design file. 
'A5' 450 Representative sample (-10- 500 Sample of project files (-10%) similar to 
20%) from personal files. those maintained by participant 'A4', in 
terms of both quantity and content. 
Co. 'B1' 250 Representative sample (-5%) N/A Local group files observed to be similar 
, B, from personal files. In nature to the sampled personal file. 
'B2' 750 Representative sample (<5%) 200 Small sample (<5%) from local 
from personal files. workgroup document register. Not 
representative of technical files. 
'B3' 250 Representative sample (-25%) 200 Representative sample (<5%) from local 
from personal files. functional workgroup files. 
'B4' 700 Representative sample (-30%) N/A Local group files observed to be similar 
from personal files, in nature to the sampled personal file. 
'B5' 150 Representative sample (<5%) 250 Representative sample (<5%) from local from personal files. functional workgroup files. 
Table 3-4: Summary of the data collected from the personal I group file audits 
Initially the on-site visits were used to assess the designers' working and social environments. Next, in 
conjunction with information gathered from the structured interviews, data was collected and related to the 
way in which information in both hard-copy and electronic information is organised, accessed and shared at 
(i) a personal, (ii) local workgroup and (iii) company-wide level. Finally a more comprehensive document 
analysis and audit of the volumes and types of information stored in the participants' hard-copy (i. e. paper- 
based) personal and local workgroup information stores was carried out with the aim of: 
" Identifying different information / document types (e. g. memos, faxes, minutes, reports, etc. ) and 
assessing the relative quantity of these category types that make up individuals' and workgroups' 
information stores. 
2 Section 3.3.1 provides some guidance on methods used to structure and design questionnaires. These processes were 
also employed - although to more limited extent, due to the more open nature of the questions - in the development of 
the questionnaire used in the structured interviews. 
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" Determining the degree to which a computer-based system could provide assistance in accessing and 
retrieving all the different information types that are used by engineers. 
" Following on from the second objective, identifying different information / document physical formats 
(e. g. computer-generated text, annotated text, hand-written text, computer-generated diagrams, etc. ). 
It is considered that the observation of the contents of the participants' paper-based information stores 
provides a reasonably accurate reflection of range of information that designers use, since any document type 
or format can be represented in hard-copy format. In contrast, electronic documents are currently only used 
for the representation of a limited range of documentation. 
Table 3-4 summarises the details of these file audits. In most cases, it was only possible (due to time and 
access constraints) to survey sub-sets of the overall repository contents, however reasonable steps were taken 
to ensure that these were representative of their entire contents (by taking random samples of documents 
from different folders within the collections). Note that 'N/A' in the table indicates that files were not 
surveyed. The approach taken in the information audits was to manually count through and classify the 
contents of the stored information according to the document type and also taking into account the 
representation of the information. These manual classification processes are somewhat subjective, however 
since they are based on representative samples of documents used by the engineers they do reflect 
information that is actually used within the companies. 
3.2.2 The background of the participants 
In general, it is apparent that expertise (and to a lesser extent experience) is concentrated at early stages in 
the design process, since decisions made at an early stage tend to have the greatest influence upon the final 
design of a product (Ullman, 1997; Ulrich and Eppinger, 1995). The participating engineers from both 
companies remarked that the amount of experience that individuals possess is particularly important within 
their organisations. This is considered to be a key issue within the aerospace industry, where product 
lifespans are longer than in most other industries and will typically exceed the time in which engineers are 
employed within organisations. When asked what made the experienced engineers valuable the following 
responses, provided by the manufacturing engineer from company 'A' and the senior stress engineer from 
company `B', were typical: 
"... The guys who have worked in the company for a long time carry a wealth of information in their heads ... 
and know where to look and who to ask to find out about things" 
"... (The engineers with considerable experience) are invaluable when doing design reviews since they have 
worked on lots of different projects and will know what approaches worked and what may not have when 
trying to solve similar problems ". 
The senior stress engineer from company `B' also noted that: 
"... through my experience in the company, I know where to look and who to contact to find out all 1 need to 
get jobs done" 
Within both sets of participants it was immediately apparent that there were clear differences between those 
engineers who were acting as technical specialists / company experts (working in the `early' design stages 
and with considerable experience in their organisation), and those concerned with mainstream detailed, 
manufacturing and in-service support activities. These crucial differences between what will be termed 
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`expert' and `detailed' designers are highlighted in the remaining analysis of the detailed study. Note that 
whilst other researchers have also distinguished broad types of engineering designers, there are important 
differences between the `experts' and `detailed' designers used in this study, since they relate to the everyday 
working tasks on which the designers are employed. ; 
3.2.3 Workgroup organisation 
The differences in organisational structure between the two organisations are rather marked. Within company 
'A' the dedicated project teams are relatively small (-10-20 engineers) and physically co-located. This 
facilitates frequent, informal communication and interaction between engineers within the multidisciplinary 
teams (although there are still some additional specialist functional groups that contribute towards the project 
teams). Company 'B' consists of much larger project teams (of the order of hundreds of engineers), typically 
located in multiple, and often widely physically separated, office spaces. However, at a local workgroup 
level the engineers in company `B' are still typically organised into small functional based skill groups of 
-10-20 engineers. The engineers in company 'B' were generally enthusiastic about their functionally 
orientated organisational structure, as the following comments from participants testify: 
"... I find the collocation of my (functional) workgroup highly beneficial. We are mostly working on similar 
types of tasks and deal with similar problems, people and documentation ". 
"... I think that the size of the (functional) workgroup is about right as it promotes informal discussions and 
the 'bouncing-off' of ideas within the team. I would not want to be in a much smaller group working in a 
project team as I value the support that my colleagues provide ... The informal support network is 
particularly important for novices within the group ". 
"... It is important to have like-minded engineers around to prevent staf)`from feeling isolated ". 
Company `A' changed to the current project focused organisational structure -5-6 years ago (prior to this a 
more functionally-based approach was used). In general there was less enthusiasm with the project-based 
structure. Some voiced concerns that it can be harder for individuals within a multidisciplinary team to 
develop their skills within their chosen `specialist' domain. It was widely perceived that collocation with 
others carrying out similar technical tasks is greatly enhanced through social interaction and the discussing 
and sharing of problems. 
"... You can only be trained to a certain level (in a domain), after that development is dependent on work 
experience which is gained by 'on-the-job' training and learning by doing ... this is more easily gained in a 
functional (. ly organised) structure. ... It's a bit like playing a sport, people learn best by playing with people 
that are better than them! ": 
"... Best practice is disseminated by a form of 'osmosis' (via) on-the-job learning and discussions with 
experienced colleagues within the group ". 
These comments, from the expert mechanical designer from company `A' and the stress engineer from 
company `B', relate to the ability of attaining the know-how or 'tacit' knowledge that is essential in carrying 
out many complex processes (i. e. such as design). Nonaka and Takeuchi (1995) describe a process of 
3 These can be contrasted with other distinctions between expert / novice designers (e. g. Leong and Smith, 1997; Ahmed 
and Wallace, 2001) and M and P-designers (e. g. Günther, 1999; Ehrlenspiel, 1999) previously defined in chapter 2. 
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socialisation, whereby `tacit' knowledge can be transferred from one individual to another working in the 
same domain by observation and copying another person's behaviour. Engineers and designers have 
traditionally achieved this through apprenticeships and 'on-the-job' mentoring however these are, to some 
degree, compromised in a project-based organisation. In recognition of this, company 'A' has set-up a 
'technical forum' to improve the inter-project communications between those working in the same domain, 
as noted by a designer from the company. 
"... The forums let engineers working on different projects share common experiences ... they also 
let the 
younger engineers find out about other projects and people (in the company)". 
Despite the reservations expressed by the participants from company `A' it was recognised that there are 
important benefits to be achieved from bringing people together into multidisciplinary project teams. The 
manufacturing engineer from company 'A' noted that: 
"... The project teams provide a greater focus on the project tasks that need to be completed and bring 
people and job roles closer together ... 
Many of the difficulties (1 encounter) concern the manufacturing of 
components and having manufacturing engineers in the design (i. e. project) team helps identify problems 
early on while it's still possible to do something about them ". 
It was apparent that within both organisations the mechanical designers act as a focal point for co-ordinating 
the efforts of the various other engineers and specialists and arriving at a final suitable geometric 
representation of a design that meets the requirements of all parties involved. One of the mechanical 
designers from company 'A' described this as follows: 
"... I'm like the 'hub of a wheel' within the (project) group .. 
J have to try to satisfy the conflicting 
requirements of all those that have a stake in a design ... 
The performance engineers might demand a 
particular operational petformnance (from a unit) which might require a particularly tight set of tolerances 
... then 
I treed to make sure manufacturing are happy (with the tolerances) ". 
Figure 3-1 schematically illustrates how the mechanical designers within the project team can he considered 
to be the focal point within the company. In a functional organisation the interactions between staff are still 
rather similar, although interactions are less concentrated than those with a project focus. 
External suppliers 
Research &III Stress 




Engineering Designer I (ý 










research labs Interfaces outside the 
project team 
Figure 3-1: Mechanical designers - the 'hub of the wheel' 
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The importance of the approval process from the perspective of the mechanical designers was emphasised by 
all of the interviewees. A designer from company `B' noted: 
"... Information which has been `signed-off (i. e. authorised) has a `stamp of approval' and can be trusted. 
... for example, if I made a particular design decision on the basis of what was in an issued drawing (or other 
piece of information) I'd be in a good position to 'defend' it in a design review, or if something went wrong 
later on ". 
Within both organisations, the actual design approval processes are broadly similar. There are a number of 
levels through which a design has to advance, each requiring a different level of formal approval from 
specified individuals with particular responsibilities before it can be `signed off. A designer from company 
`B' noted: 
"... To get a design approved it is necessary to get approval from all the involved specialist departments 
(e. g. stress, aerodynamics, materials and processing, etc. ). During this 'approval circuit', each of the 
specialists have the chance to impose improvements and changes to the design ". 
In this role, the designer clearly benefits from having the various specialists (e. g. performance, stress, 
manufacturing, etc. ) close to hand. A mechanical designer from company `A' noted: 
"... In the event of uncertainty or conflict I get the relevant parties together to discuss the problem. It's then 
up to me (i. e. the designer) to find the best compromise solution ". 
Concurrent engineering benefits are therefore achieved by locating engineers with expertise in different 
technical areas within the same project group, since the interactions and negotiations between different 
disciplines are more easily resolved. The manufacturing engineer from company 'A' noted that he has 
recently moved back into a manufacturing role after a period of 8 years working as a mechanical designer. 
As such he has had to reacquaint himself with all the recent advances in machining and cutting technology4. 
"... It's been amazing how much machining technology has improved recently. Some jobs that might not have 
been feasible 8 years ago are now possible, and with modern cutting tools much higher spindle speed and 
feed rates are possible". 
These advances in machining open up new avenues for designers and it is important that they are exposed to 
this expertise as early as possible. Access to manufacturing engineers within a project team provides a way 
of achieving this interaction more easily than a more functional-based approach. This anecdotal evidence 
would appear to support the findings of Badke-Schaub and Frankenberger (1999) who note that most `critical 
situations' (as opposed to 'routine work') are carried out whilst working in groups. Similarly, Finger et al 
(1995) note that it is the interface between interacting disciplines which are critical when undertaking 
concurrent engineering activities. 
, 
It is proposed that there is a conflict between workgroup organisations that support the following: 
4 This anecdote illustrates that whilst the long product lives and conservative nature of the aerospace industry imply that 
much of the information related to products will be mature, it is still important for organisations to maintain abreast of 
the latest technological and process developments that can be incorporated to improve their products. Abernathy and 
Utterback (1978) note that as product development in an industrial sector matures, further improvements are achieved 
through process innovations (rather than product innovations - which are more important for immature products). 
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" the dissemination of best practice between those carrying out similar technical tasks and working in the 
same domains (e. g. designers sharing time saving `tips' related to their use of a CAD system, or stress 
analysts discussing the validity of assumptions made in a finite element analysis model) 
" the interaction and dissemination of best practice from engineers from other disciplines (e. g. 
manufacturing engineers providing feedback to designers on ways of reducing a product's 
manufacturing cost, or an aerodynamicist providing a designer with a spatial `envelope' into which a 
unit must fit) 
The first point is likely to be most significant in determining an individual's satisfaction with a particular 
working environment, whereas the latter is likely to be more important in determining the overall business 
effectiveness of staff. However, it should be noted that the two factors are inextricably linked in that a 
specialist within a multidisciplinary group can only provide suitable information to the designers within the 
group if able to interact suitably and gain support from colleagues performing similar tasks. 
Within company `A' the projects are of a size such that it is practical to locate those working on a project 
into a single physical location. It is therefore possible to reap the benefits offered by collocating the entire 
team, provided that steps are taken to alleviate the possibility of functional isolation (i. e. with the `technical 
forums') (Brookes et al, 2001). Within company `B', the size of individual projects or of particular technical 
function groups is so large that it is not physically possible to collocate all team / function members together. 
Therefore a more pragmatic approach has been adopted whereby functional members working on particular 
projects are collocated. This provides a combination of the benefits previously noted. 
3.2.4 Workflow and information transactions 
The information that engineers `receive' from other participants in the design process, in addition to that 
which they subsequently pass on (or 'transmit') to others, can be broadly represented by four categories: 
" Geometry - engineering drawings, CAD models, etc. 
" Numbers - engineering calculations, raw performance data, project planning calculations, etc. 
" Words - company reports, technical specifications, written memos and faxes, etc. 
" Diagrams - flow diagrams, circuit diagrams, sketches, layout diagrams, schematics, etc. 
The results presented in Figure 3-2 and Figure 3-3 illustrate 'information transactions' which show, in terms 
of a percentage 'score', the relative types of information typically 'received' and `transmitted' by the 
participants. The thin lines represent values for individuals with an average plot for each category shown as a 
thicker line. (Note that the original data sources can be found in appendix D). 
The similarities between participants in the `early' design stages lie in the variety of information types that 
are received and transmitted, particularly the similar proportions of diagrams, numbers and words (and 
relative lack of geometry when compared to the `later' design stages). For those working in the `later' design 
stages the summary spider plot is asymmetrical. This is not perhaps surprising since the aim of the 'later' 
design stage is primarily to produce all the detailed geometry and other documents to allow the 
manufacturing of products. These participants process their received inputs (which are in a variety of 
information formats), and transform these into detailed geometry, supported by other documents issued with 
the geometry. The relatively large quantity of received geometry that the detail designers use, will. be 
indicative of the fact that they receive layouts and 3D models, from upstream in the design process, and use 
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these to produce detail drawings / models of individual components. 
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R- Geometry,, T- Geometry 
60%-- 
40%-- 
R- Numbers / \T - Numbers 
0°0 
R- Words ýT- Words 
R- Diagrams T- Diagrams 
Received information > Transmitted information 
Figure 3-2: Information transactions for engineers involved in the `early' design stages 
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Received information ý=J Transmitted information 
Figure 3-3: Information transactions for engineers involved in the `later' design stages 
Change in the information representation with design phase 
As the design phase changes (i. e. from the 'early' to 'later' "taeecs) it is apparent that the 'imhortanrr' li. r. 
the relative amounts of information received and transmitte(l) of words decreases, whilst conversely, that of 
geometry increases. Despite this it is clear that at the 'later' design stage (which will be predominantly detail 
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design), the proportion of geometry received amounts to less than half of the total 
information received. This 
observation reflects the trend for Product Data Management (PDM) systems to 
increasingly support all 
manner of enterprise design information. However, these results also indicate that even greater emphasis 
needs to be placed on the management of textual material. 
3.2.5 Information organisation 
From the direct observations and audits of the participants' paper-based and electronic files 
it has been 
possible to make an assessment and comparison of the relative volume and organisation of their personal and 
local group information stores. Table 3-5 shows the ranking criteria that have been used to assess the 
participants. Note that, with the exception of the size of files, 
higher-ranking values imply that the 
information is better organised and co-ordinated. 
Descriptions of the assessment criteria are given below: 
Numeric'score' 1 2 3 4 5 
Size of personal files None <2 files <5 files < 10 files > 10 
files 
Indexing I organisation of personal Un-structured In-between Loosely In-between Highly 
files structured structured 
Proportion of personal Information < 5% < 10% < 25% < 50% > 50% 
that Is stored electronically 
Co-ordination of personal files No co- In-between Some co- In-between Highly co- 
within local workgroups ordination ordination ordinated 
Size of local workgroup files None < 10 files <50 files <100 files > 100 
files 
Indexing i organisation of 'active' Un-structured In-between Loosely In-between Highly 
local group files structured structured 
Proportion of group Information < 5% < 10% < 25% < 50% > 50% 
that Is stored electronically 
Accessibility of archived Always In-between Often difficult In-between Always 
Information difficult to to retrieve easily 
retrieve retrieved 
Table 3-5: Ranking criteria for the information organisation diagrams 
Size of personal files - This is an estimate of the size of the participants' personal information stores (i. e. 
information that is stored and organised locally by the participants). The volume of information is assessed 
by the number of lever arch files (-500 sides of A4 paper) or equivalent, stored. 
Indexing / organisation of personal files - This scale assesses the indexing structure used by the participants 
to organise their personal design information. The scale ranges from assessments of unstructured (i. e. 
randomly arranged) files, to highly structured files (i. e. logically arranged including separate index and 
contents pages with summary details of file contents). 
Proportion of personal information that is stored electronically - An estimation of the proportion of the 
paper-based information kept in the participants' personal information stores that can also be accessed 
electronically. 
Co-ordination of personal files within local workgroups - This is a subjective assessment of the degree to 
which the participants co-ordinate design information in their own personal files with other colleagues in 
their local working groups. 
Size of local workgroup files - An approximation of the size of the participants' local workgroup information 
stores (this may typically consist of the contents of shared local project files, or shared functional workgroup 
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information). 
Indexing / organisation of 'active' local group files - This scale measures how well active local workgroup 
files are indexed / organised (compared to archived files). 
Proportion of local workgroup information that is stored electronically - An estimation of the proportion of 
the paper-based information stored at a local workgroup level that is also available in an electronic format. 
Accessibility of archived information - This provides an indication of how accessible archived design 
information is within the participants' organisation. The ranking includes an assessment of how well 
archived files are organised, in addition to how easily information can be extracted once located. 
When analysing the results the obvious differences between engineers identified as company 'experts' and 
the `detail' designers became clear (as previously discussed). Figure 3-4 and Figure 3-5 shows diagrams that 
illustrate the differences in information organisation between the two types of engineer. (Note that the 
original data sources can be found in appendix D). 
Personal files (- no. of lever arch files) 
Accessibility of Indexing / organisation 




Local group info Personal info - 
proportion on 
computer 
` proportion on ; computer \ \ f 
Indexing / organisation of 
active' local group files 
Co-ordination of 
personal files 
Local group files ( - no. of lever arch files) 
Figure 3-4: Information organisation diagrams for company 'experts' 
Personal files (- no. of lever arch files) 
Accessibility of Indexing / organisation 
archived information of personal files 
Local info - group Personal info - proportion on 43 proportion on 
computer computer 
Indexing / organisation of Co-ordination of active' local group files 
personal files 
Local group files (- no. of lever arch files) 
Figure 3-5: Information organisation diagrams for 'detail' designers 
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Company 'experts' - technical domain specific information 
A comparison of the plots shown in Figure 3-4 and Figure 3-5 indicates that the company 'experts' and those 
working in the 'early' design stages have requirements for much larger quantities of information than other 
participants. In contrast to the 'detail' designers, who may only make frequent reference to a limited cache of 
well-distilled files, the `experts' need access to far larger volumes of information. Feasibility and concept 
design tasks (primarily carried out by 'experts') are characterised by greater uncertainty. As previously 
noted, access to a greater range and quantity of information is required to inform the analysis upon which 
rational decisions are made. However, the requirement to have access to larger quantities of information does 
not in itself explain why the company experts maintained larger personal information stores (since the 
requirements could, in principle, be addressed by shared information repositories). The answer appeared to 
be related to their impressions of how tailored the design of the information systems was in meeting their 
personal information requirements. The senior design engineer from company 'A' noted: 
"... The organisation of the company (information management systems) tries to meet the needs of 
manufacturing ... it concentrates on the management of manufacturing drawings (rather than other 
engineering documents) ". 
He was of the opinion that non-drawing / CAD related information was not managed in a manner that 
facilitates its easy retrieval. He therefore found that maintaining a personal source of information was a 
means of easing access to the information that he needed. Figure 3-6 (and Figure 3-7) compares the relative 
proportions of different types of documents that were measured from the information audits of the `expert' 
engineers (and 'detail' designers). (Note that the original data sources can be found in appendix D). 
The contrast between the contents (in teams of the relative proportion of different document types) of the 
personal and workgroup files illustrates an interesting trend. The large proportion of the company technical 
reports compared with the other, typically less formal types of documentation, indicate that easy access to 
personal copies of, typically domain specific, technical reports is the prime reason for the expert participants 
maintaining large personal collections. In contrast, the workgroup files contain a much greater range of 
document types, including correspondence and memos which are likely to be more associated with the 
contribution to, and administration of, particular projects. Another key factor in determining the importance 
of personal information stores (especially for information that is only available as a hard-copy) was 
articulated by the senior stress engineer from company `B': 
"... I like to have control of my own information and keep copies of documents that I frequently refer to... 
People have a tendency to borrow things and then forget' to return them! ... I'm also reluctant to donate 
personal copies of important (documents) for fear that they might be 'lost'! ". 
These concerns are largely associated with a lack of trust that the 'expert' engineers had in document 
libraries and repositories that are administered at a company-wide (or even at a local group level) - i. e. 
repositories over which they do not have control. Whilst this rather defensive attitude (that was universally 
held by the `expert' designers) is obviously not desirables in terms of encouraging a company culture in 
which information and knowledge is easily shared, it is entirely understandable when their access to personal 
information has a critical impact on their ability to carry out important tasks. 
5 i. e. In the sense of knowledge as `power' within an organisation 
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Figure 3-7: Contents of personal and workgroup file stores for 'detail' designers 
`Detail' designers - project and administrative information 
The 'detail' designers involved in the 'later' design stales have completely different personal int rmatüm 
storage requirements when compared to the company 'experts' (Fig irc 3-4 and Figure 1-5). 'Uctail' 
designers typically maintain a relatively small quantity of personal technical inlormatiun. 'I fits is mainly 
because they tend to be reliant on a very limited number of sources of information (e. g. company specific 
guidelines and standards, etc. ) and the documents used serve a different purpose. In Figure 3-7 the larger 
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proportion of diagrammatic and geometric related information reflects the information that these designers 
are using in developing the final geometric models and drawings which are essentially the `output' of any 
mechanical design process. The proportion of correspondence related information also reflects their position 
within a project task as the 'hub-of-the-wheel' and having to liaise and co-ordinate with other specialists, 
suppliers and customers. The in-service support engineer from company 'B' noted: 
"... I don't usually concern myself with the detailed comments or reports from the departments, my priority is 
to get the designs signed and approved ". 
However (for the participants involved in this study) this also appeared to be partially explained by the high 
degree of confidence which they had in each of their local group filing systems (although this is not likely to 
be universally true within all such workgroups). One of the mechanical designers from company 'A' 
remarked: 
"... I don't have to keep personal copies of everything that I do (i. e. all the documents produced including 
faxes, memos, minutes, etc. ) since I can always get them from the project file (i. e. workgroup filing system) if 
I need to find something". 
In this example, the project file is administered by a senior mechanical designer within the project group 
who, in effect, acts as a `librarian'. The participant explained that it is the confidence which he (and other 
members of the team) have with the `librarian' is a vital factor in ensuring that the files are well-maintained. 
Proportion of personal / group files stored on computer 
Only a relatively small proportion (-'10-20%) of the information contained within the participants' personal 
and local group information repositories is available on computer, which may appear to be surprisingly low 
(Figure 3-6 and Figure 3-7). This can be partly attributed to formal company procedures used in the 
participating companies, which require only the maintenance of master paper / microfiche copies of 
information, due to the difficulties associated with the approval and authorisation of electronic documents 
and drawings. 
Both organisations are in the process of adapting their operating procedures to reflect the ubiquitous use of 
computers in the creation of most documents (in this respects the participating companies might not be 
typical of those in other industries with shorter product life cycles). An interesting observation was that, 
particularly for recent projects, much of the information that is archived or filed as master paper or 
microfiche documents, originates on computer (i. e. CAD drawings, word processed company reports / 
memos). There is consequently the possibility that electronic copies of many documents (particularly those 
that are word processed, as opposed to CAD data) are being discarded once the master paper copy has been 
issued. 
3.2.6 Conclusions and observations from the detailed survey 
This study has identified clear differences have been identified between engineers who can be considered as 
company 'experts' and those who are mainstream design engineers (referred to as `detail' designers). These 
differences manifest themselves in the extent to which personal or local group information collections are 
used, the content and also the strategies for storing and updating the material within these stores. Table 3-6 
summarises some of these key distinctions. 
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Company'experts' 'Detail' designers 
" use large volumes of information " use smaller volumes of Information 
" are heavily reliant on personal collections " maintain smaller personal collections 
" tend not to trust'central' storage systems use group / company Information sources 
" are prepared to search widely for information " are less prepared to 'search' for information 
" most dependant on text based information " use drawings and geometry most frequently 
" are the 'authors' of design guidelines are 'users' of design guidelines 
" know whether relevant work has been done before, 
where to look and whom to talk to 
" carry out design by'look-a-like' 
Table 3-6: Comparison between 'experts' and 'detail' designers 
Other conclusions from the detailed survey include: 
" At the early stages in the design process, textual information is the most important. As the design 
process continues, geometry becomes increasingly important and text based information less so 
(although despite this, only -40-50% of information processed by engineers in these latter stages is 
geometry). 
" The success of any group or company-wide information management strategy / computer system is 
critically dependent on the trust of users in those administering the system. This trust appears to be more 
easily achieved at a local level than at a company-wide level. 
0 In both companies (involved in the study), only a small proportion of personal and group information 
(typically -10-20%) is currently stored on computer. 
0 Much of the information that is archived, or filed as master paper copies, originates on computer. Often 
these electronic copies are being discarded (with the exception of CAD data). 
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3.3 Questionnaire survey of information use by engineering designers 
The previous main section reports on a comparatively detailed study of a small number of engineers from a 
particular industry sector (analogous to `cases'). A complementary research strategy is the survey of a larger 
number of engineering designers with a wider range of backgrounds, an approach that is reported in this 
section. 
3.3.1 Survey methodology 
Questionnaires are ideally suited to gathering data and providing answers to specific questions. They are also 
highly efficient in terms of the time required by researchers to process and interpret the results (i. e. compared 
to structured personal interviews). However, their usage is not without limitations, both in terms of the 
research issues that can be addressed and (if improperly used) the results obtained (Robson, 1993). 
A two step approach to the development of the questionnaire has been adopted: 
" Initially industrial collaborators and personal contacts assisted in testing and providing feedback on a 
pilot questionnaire. 
" This pilot and development process resulted in a final questionnaire that was distributed to members of 
the Institution of Engineering Designers (IED). 
During the questionnaire design and development reference was made to previous questionnaire studies 
which have been carried out with lED members (e. g. Court, 1995; Boston, 1998), in addition to the wider 
literature related to questionnaire design (Robson, 1993; Oppenheim, 1992; Hoinville and Jowell, 1978). 
This helped ensure that the questionnaire consisted of wide-ranging yet concise and easy to answer 
questions. 
Questionnaire development and pilot study 
As noted by Oppenheim (1992), "... Studies which have been inadequately piloted or not piloted at all, will 
find that a great deal of effort has been wasted on unintelligible questions producing un-quantifiable 
responses and un-interpretable results". One of the main points of emphasis for the questionnaire was to 
ensure that it met the aims and objectives of the research objectives identified in chapter 1. Hoinville and 
Jowell (1978) note that, "A good questionnaire has to be designed specifically to suit the study's aims and 
the nature of its respondents. It needs to have some of the same properties as a good law: to be clear, 
unambiguous and uniformly workable. Its design must minimise potential errors from respondents, 
interviewers and coders". 
An initial set of proposed subject areas and questions were drawn up. Following on from this the research 
literature was consulted to provide guidance on questionnaire design. Specifically attention was focussed on 
addressing formatting issues, the use of `open' and `closed' questions, specific and general questions, the 
phrasing and terminology of questions and the variety of question scaling and ranking methods (Robson, 
1993). This process enabled the identification and correction of errors, omissions and ambiguities. The pilot 
6 Note that the detailed study reported in section 3.2 was carried out before the questionnaire survey. To a large extent the 
experience gained from the first study influenced the design of the questionnaire and the methods used in analysing the 
responses. 
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questionnaire was distributed and discussed with the ten engineers that had taken part in the previous in- 
depth study in addition to a similar number of the author's personal contacts who were able to provide 
guidance on refining the final set of questions. 
Main study 
Having developed and refined the questionnaire it was then distributed to the target audience. Valuable 
assistance in this phase was provided by the Institution of Engineering Designers (IED). As noted by Berdie 
and Anderson (1974), improved response rates can be obtained by associating a questionnaire survey with an 
(industrial-based) institution or organisation. The questionnaire was prepared in the form a 4-page A5 
booklet which was distributed with the April 2001 copy of `Engineering Designer', a bi-monthly journal 
distributed to the members of the 1ED (primarily located within the UK). Featured prominently on the front 
page of the questionnaire were details of a Freepost address to help improve the response rate. 
4,000 copies of the questionnaire were circulated to IED members, with a total of 223 usable responses 
returned (5.6%). This response rate is within the typical range of around 5-10% expected from this type of 
survey where questionnaires are distributed anonymously (Court, 1995). In this respect the survey approach 
differed from those reported by Court (1995) and Boston (1998) who used targeted mail-shots7 at a 
representative selection of members of the IED. Despite this different approach used in this survey it was 
found that the respondents provided a similarly broad representation of the IED membership (i. e. in terms of 
their age, experience, qualifications, employer, etc. ) compared to previous studies that targeted samples of 
members (Court, 1995; Boston, 1998)8. These similarities are noted in the following sections, where 
appropriate. 
3.3.2 Questionnaire structure 
The questionnaire was divided into 7 sections, summarised below (appendix E contains the questionnaire in 
its entirety): 
Section 1: General information - questions to assess the background and experience of respondents. 
Section 2: Design work undertaken - questions to assess the proportion and type of design work 
undertaken by participants. 
Section 3: Workgroups and company organisation - questions to characterise the local work and project 
groups that participants work in (including their size and longevity). 
Section 4: Sources, types and age of information used - self-explanatory. 
Section 5: Personal information storage - questions to characterise the types and quantities of technical 
information (both paper and electronic) stored and maintained at a personal level. 
Section 6: Local group information storage - questions to characterise the types and quantities of technical 
information (both paper and electronic) stored and maintained at a local work group level. 
Section 7: Company-wide issues - other miscellaneous information usage and company-wide issues. 
7 i. e. Questionnaires and pre-paid envelopes were sent to a sample of TED members, with the names and addresses of 
members provided by the institution. 
g It should be noted that in any anonymous study, the sample sets of returned questionnaires is subject to selection bias. 
Such samples are therefore not necessarily an entirely accurate reflection of the population as a whole (i. e. they are non- 
random and are likely to have a skewed distribution). Appendix F notes how this affects the statistical analysis of results. 
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3.3.3 Questionnaire results 
The results from the respondents of the questionnaire are presented in the following sections. The results 
calculated as the arithmetic mean of all respondents are provided as a baseline (note that the 'raw' data and 
variability analyses are graphically presented in appendix F). In addition to the summary observations for all 
respondents, the results have also been analysed to include only those for particular sub-sets of respondents 
that include (where appropriate): 
" respondents with different job roles 
" respondents working in different industrial sectors 
" respondents working in different sizes of organisations and with different organisational structures 
It is considered that these factors are likely to be important in determining the usage of information by 
engineering designers. 
3.3.4 Overview of questionnaire respondents 
The responses were from engineering designers employed in a wide range of industry sectors. in dilicrcnt joh 
roles with a range of different experiences. Figure 3-8 and Figure 3-9 summarise the experience profiles and 
job titles of the 223 respondents. Note also that approximately 33% of respondents had over 25 years 
engineering experience and nearly 90% over 10 years (a reflection of the membership of the IED) although 
other age groups were also reasonably well represented (with the exception of inexperienced engineers 
again a reflection of the IED membership)'). 
Respondents were also quite evenly represented between different sizes of company with -25% from small 
and medium companies and the remaining 50%, from large organisations". Approximately 30"-; % of 
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Figure 3-8: (Q1) Various job roles of respondents 
1' In Court's survey of IEO members (1995), - 50°%5% had over 25 years experience and 94",, had at least 10. 
"' This compares to 35°/, from small companies, 20% from medium and 45% from large companies reported by (burl 
(1995). 
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Figure 3-9: (Q7) Industrial sectors in which respondents work 
3.3.5 Time spent on design tasks 
Figure 3-10 and Figure 3-11 summarise the results which identify (i) the proportion of time spent carrying 
out various tasks -- including 'useful' design time and (ii) of this 'useful' design time, the proportion of time 
spent carrying out various tasks. 
Separate results are shown for different job roles (i. e. designers", technical specialists and managers'to 
allow the identification of differences between different types of respondent. 
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Figure 3-10: (Q8) Proportion of time spent of various types of tasks 
Despite sonic variation in the results (apparent from the graphs sho\ýn in appendix FF), it is immediately 
apparent that the managers spend a high proportion of their time on information intensive administrative 
tasks (-48% c. f. a 28% baseline). Designers and the technical specialists spend comparable proportions of 
time on design related tasks. 
On average -20% of the respondent's design time is spent searching and absorbing information, although the 
technical specialists and managers can be seen to spend a significantly higher proportion than the average 
(-28% and -26% respectively). This is likely to reflect the information intensive nature of design activities 
carried out by engineers working in these types of roles. 
11 Unless specifically stated 'designers' is used to describe the combined results of designers and senior designers. 
12 Unless specifically stated 'managers' is used to describe the combined results of managers and senior managers. 
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Figure 3-11: (Q9) Proportion of design time spent of various types of tasks 
Figure 3-12 summarises the proportion of time spent by respondents working in dilfcrent phases of the 
design process. Designers tend to be working in the 'later' design stages than technical specialists and 
managers (and thus likely to share similar characteristics to the 'detail' designers previously discussed). The 
technical specialists (and to it lesser extent the managers) were more likely to be working in the 'earlier' 
stages ofrlesign with -70%/ (c. f. -50% baseline figure) reported to be in leasibility / concept or embodiment 
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Figure 3-12: (Q10) Proportion of time spent in stage of the design process 
3.3.6 Organisation of workgroups 
The questionnaire asked respondents to characterise their organisational structure within their company 
(from dedicated project teams at one extreme to functionally-based at the other), size of local work-group 
and ease of informal interaction with engineers performing similar tasks to themselves. Of all the 
respondents 60% worked in primarily project-based workgroups, -17'%% in matrix and -23°x, in primarily 
functionally-based workgroups. 
Respondents from working in project-bused groups (lid not express any distinct preference or dislike for 
these arrangements, similarly the sources of' their information and the organisation of their personal and 
workgroup stores were similar to the baseline. The main differences appeared to be related to the usage of' 
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workgroup information stores. Respondents indicated that they accessed workgroup stores more frequently 
than average. Matrix organisations were more common in medium and larger sized companies where 
respondents were working on larger numbers of projects in larger local workgroups. Unsurprisingly the size 
of the local workgroup information stores were also larger, which also explains the tendency for the stores to 
be less well structured or easily accessed than average. Functional-based organisations were especially 
common amongst respondents in the aerospace industrial sector. An increase in the ease of informal 
workgroup interactions was noted although most significant was the greater importance attributed to local 
workgroup information sources, linked to the larger sizes of these group stores. These information stores 
were also observed to be more highly structured and respondents more likely to note that files could be easily 
located. 
Those that found interactions with engineers performing similar tasks either `inconvenient' or `often 
awkward' comprised -13% of respondents. Of these most (-70%) were from large organisations, likely to be 
an indication of the more complex nature of group interactions in large companies, 3. The size of local 
workgroup files was appreciably larger with 57% of respondents reporting that the files were in excess of 
50+ lever arch files, which compares to the 38% baseline (see section 3.3.8 below). It was also apparent that 
the proportion of these group files that are available electronically was also appreciably smaller. 45% of 
respondents noted that less than 5% were available electronically (c. f. 30% as the average baseline). 
Those that found interactions with engineers performing similar tasks 'convenient' comprised -36% of 
respondents. A larger proportion were from small companies (-37%) with proportionately fewer from 
medium and large size organisations. Interestingly the proportion of respondents in various types of 
organised workgroups (i. e. project, matrix, functional) were similar, although the size of these groups were 
larger than those that found interactions `awkward'. Perhaps most significantly, the respondents were more 
likely to be tasked on fewer simultaneous projects (with -50% working on one or two projects c. f. a baseline 
figure of -30%). The size of workgroup paper based files and the proportion available electronically did not 
appear to be a contributing factor, although the organisation of these files was much more likely to be highly 
structured. 
3.3.7 Sources, types and age of information used 
Figure 3-13 shows the results of assessments of the technical information needs of respondents which are 
satisfied by various sources14. In all cases, the importance of personal sources is apparent with -37% of all 
respondent's information requirements being met by personal sources. This figure is even higher for the 
technical specialists. 
13 This is also reflected in the finding that a larger number of engineers from this set spent more time in meetings than on 
average (-21 % c. f. 13%). 
14 Court (1995) notes that there is the danger of confusing information `types' and `sources' and goes on to provide the 
following definitions which are used in this research: "... Type of information is what information is required to 
undertake a particular task" - for example a material strength, a production lead time, technical report, letter, etc. 
"... Source has been defined as where such information can be obtained" - for example a library, catalogue, supplier, etc. 
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Figure 3-13: (Q17) Proportion of information requirements met by various sources 
The average ages of information used by all respondents was: -25'S% less than 1 year old, -38% 1-5 year, 
old, 22% between 5-10 years and 15'%, 10+ years old. Of those working in the aerospace industry the 
proportion of recent information was higher (--35% - perhaps being related to the larger amounts of 
information necessary to co-ordinate activities between larger groups) however, the proportion of 
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Figure 3-14: Information transaction diagrams for different job roles 
Figure 3-14 presents the information transaction diagrams for the questionnaire respondents (i. e. similar to 
those initially presented in Figure 3-2). Respondents were asked to assess the proportion of information types 
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that they received from, and subsequently transmitted to, other people in the design process. Despite some 
marked variation in the collected data (noted in appendix F), the result still indicate differences in the 
information requirements of engineering designers working in different stages of the design process and with 
different job roles (as previously discussed in section 3.2.4). The designers (and senior designers) accept 
information in a variety of formats and then are focussed on outputting geometric information. This is in 
contrast to the technical specialists and managers. It is proposed that Figure 3-14 can help explain some of 
the way in which design rationale or intent is stored within organisations. Considering the transactions in the 
'early' stages it can be seen that the output of the early stage is not the same as the input into the latter stage. 
The discrepancy is due to the quantities of textual documentation (e. g. reports, meeting notes, etc. ) that are 
created, largely for the purpose of recording the reasoning for important decisions made in the 'formative' 
design stages (and not actually used by those in the `later' stages). In a similar manner, the geometric input 
into the latter stages can be viewed as an indication of the degree of reuse of previous designs made by those 
working in the `later' stages. 
3.3.8 Personal and local group information storage 
This section of the questionnaire investigated the size, contents and structure of the respondent's personal 
and local-group stores (including both paper-based and electronic information stores). In order to present the 
results of the questionnaire in a compact manner, information organisation diagrams, similar to those 
presented in section 3.2.5 have been constructed15. Whilst Figure 3-15 only shows the average results for 
each particular category, they do allow the identification of some differences between the different types of 
respondents. 
Significantly the personal information sources were most important for the specialist respondents 
(accounting for -45% of information requirements met c. f. a -37% baseline). This is also reflected in the 
larger volume of personal information stores. It is also apparent that there is a trend for these personal stores 
to be less well structured and organised which also accounts for the reduced tendency for the contents to be 
shared or accessed by colleagues. For the managers, the volume of their personal information stores was also 
higher than average, with -44% and ~55% of managers and senior managers, respectively, reporting that 
they had more than 10 lever arch files in their personal information stores (c. f. a -35% baseline). 
15 The following questions from the questionnaire (shown in appendix E) respond to the various ranking criteria 
previously presented in Table 3-5: Size of personal files - Q21a, Indexing / organisation of personal files - Q22, 
Proportion of personal information that is stored electronically - Q2Ib, Co-ordination of personal files within local 
workgroups - Q27a, Size of local workgroup files - Q29a, Indexing / organisation of 'active' local group files - Q30, 
Proportion of group information that is stored electronically - Q29b, Accessibility of archived information - Q35. 
Appendix F shows the mean results and the degree of variation for each of the types of respondent. 
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Figure 3-15: Information organisation diagram for survey respondents 
Table 3-7 summarises some of the directed questions related to local, workgroup and company-wide 
information usage. Included in the final column are some comments noting differences between those 
employed in different job roles or in different sized organisations (where appropriate). 
Question Proportion Proportion Comments 
answering answering 
'Yes' 'No' 
Do you keep uncontrolled personal 60% 40% The proportion answering 'Yes' was 66% 
copies of company controlled for designers and only 31% for managers. 
Information? Company size did not appear to be a factor. 
Do you date-stamp information? 49% 51% The proportion answering 'Yes' was higher 
amongst designers (55%) and lower for 
technical specialists and managers (-42%). 
Are you aware of company archiving 55% 45% The proportion answering 'Yes' was 62% 
procedures? for large and only 52% for small companies. 
Do you have access to a shared 84% 16% The proportion answering 'Yes' was 98% 
computer network storage drive? for large and only 63% for small companies. 
Table 3-7: Responses related to local and group information usage 
The high proportion of respondents noting that they `illegally' keep personal copies of controlled 
documentation is interesting and reflects the importance of convenient access in determining the information 
that engineers use. Having noted the reliance of many participants on personal collections the fact that only 
-50% date stamp information is of some concern. Similarly, number of respondents who do not appear to be 
aware of company archiving procedures (assuming that they exist) suggests that many companies need to 
improve their information management procedures. The widespread use of shared computer network drives 
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implies that computer based information systems could be used to promote the management of 
information, 
as long as it is stored on networked storage drives. 
Figure 3-16 provides estimates of the types of information that is stored within respondents' personal 
information stores (which can be compared to the results of the 'information audit' previously reported in 
section 3.2.5). These confirm the broad trend identified in previous audit of personal information stores 
(illustrated in Figure 3-6 and Figure 3-7) in the sense that textual infiOrmation (both formal and informal) 
1forms 
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Figure 3-16: (Q23) Proportion of information types in personal collections 
3.3.9 Company-wide issues 
The use of networked PCs and storage of tiles is very common within organisations. Similarly c-mail has 
become ubiquitous with -95% of respondents having access to e-mail (dropping to 97% in small companies). 
Having noted this it was interesting that fax messages, as a means of' communicating with customers and 
suppliers, were still nearly as frequently used as e-mail messages. Faxes are obviously favoured due to their 
convenience (e. g. the case in which a sketch or diagram can be included), however the information contained 
in a fax is difficult to store in a format that is computer readable or easily indexed - key factors in promoting 
future retrieval. 
Figure 3-17 provides a summary of results related to the respondents' asscssmcnts of how often they use a 
range of IT tools. The frequency with which word-processors are used by participants, especially by the 
specialists and managers, illustrates the importance of textual information throughout the design process 
especially in the `early' stages. In addition to the dilierences observed between the different job roles, it 
should also be noted that there were important differences primarily related to the figures tier the usage of 
`company intranets1" and the `Internet' when comparing respondents from small / medium companies. 
"' Although the large number of company reports (i. e. formal information) held by 'experts' in the previous study are not 
necessarily apparent from the result shown in Figure 3-16. Note also that general iechniru/ in%rn"ntuliun included, 
"... suppliers catalogues, brochures, magazine articles, etc. " (appendix E, Q23). Some of this will be textual, however it is 
not likely to be an electronically readable textual format, unlike many of the other information types. 
"A 'company Intranet' is considered to specifically refer to an internal company Web-site or portal. 
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Unsurprisingly respondents from larger organisations tend to frequently use an Intranet (and in general not 
the Internet), a trend that is reversed for small and medium companies (as many do not have a company 
Intranet'). 
Constantly 
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d 
E Couple of times 
cS / week 
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Itf Internet (Web) 
Figure 3-17: (Q44) Assessment of the usage frequency of a range of computer tools 
3.3.10 Conclusions and observations from the questionnaire survey 
The conclusions from the results of the questionnaire survey of 223 I1: l) members are as follows: 
" Engineering designers spend a large proportion of their time carrying out administrative tasks and 
searching for & absorbing technical information. 
Engineers working in all stages of the design process are reliant on personal sources of information. This 
is despite the fact that more appropriate information stored in different sources may he available from 
within (or external to) the organisation (e. g. -6O% of questionnaire respondents admitted to keeping 
unauthorised copies of controlled documents). 
0 At the early stages in the design process, textual information is the most important. Iluwever, as the 
design process continues, geometry becomes increasingly important. 
The continued usage of word processors and c-mail systems throughout the design process illustrates the 
need for systems that help manage access to (and the retrieval of) textual intormation. 
Nearly -50% of questionnaire respondents were not aware of companv information archiving 
procedures (this is despite the finding that between --33-5O% of infürntation used by respondents is over 
5 years old). 
Shared, networked computer drives arc becoming ubiquitous. 'These potentially provide easy access to a 
large amount of electronic company information. 
3.4 Comparisons between the two studies 
The two different studies have provided a range of complementary findings. In both cases it has been bind 
that engineering designers spend a large proportion of their time searching for and absorbing technical 
18 Nearly 90% of respondents (dropping to 73% from small companies) were aware that their company had a Web-site. 
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information. The results also indicate important differences in the extent to which personal, local group and 
company-wide information is used by participants working in different design contexts. For computer-based 
design information systems to be successfully developed they will need to meet the differing requirements of 
various designers that they are intended to support (as noted in section 3.5). The studies reported in this 
chapter contribute towards the thesis by demonstrating an improved understanding of information use within 
the engineering application domain. 
In the detailed study of engineering designers (i. e. section 3.2), particularly clear differences were identified 
between engineers who were acting as technical specialists / company experts (working in the `early' design 
stages and with considerable experience in their organisation), and those concerned with mainstream 
detailed, manufacturing and in-service support activities. These have been referred to as (i) 'expert' and (ii) 
`detailed' designers respectively. In the findings from the questionnaire survey (i. e. section 3.3) such clear 
distinctions were not as immediately apparent. However it was found that interesting patterns could be 
observed by considering the results of respondents who classified themselves as (i) managers & technical 
specialists19 and (ii) designers. 
Broadly, similar observations from the two studies can be made by comparing the groups labelled (i) and (ii) 
in the paragraph above. Such cross-study similarities are particular apparent in terms of the stage of the 
design phase in which the participants / respondents work, the types of design activities that they carry out 
and their patterns of information transactions and usage (as shown in Figure 3-2 and Figure 3-14). Having 
noted this, the marked differences in information organisation patterns, observed for the detailed survey 
participants (i. e. Figure 3-4 and Figure 3-5) were not as apparent from the results of the questionnaire 
analysis (i. e. Figure 3-15). Whilst some of the trends were confirmed (e. g. the smaller sizes of designers' 
personal files and the greater proportion of specialists' personal information that is stored electronically) 
others were not (e. g. the size and degree of organisation of local group files). It is considered that these 
differences can largely be attributed to the different working environments of the companies represented in 
the detailed survey (i. e. large aerospace companies, complex projects, etc. ) compared to those for many of 
the questionnaire respondents (i. e. a mixture of small medium and large companies in a variety of 
industries2). 
3.5 Overall conclusions and implications 
The work reported in this chapter contributes to the overall thesis by demonstrating an improved 
understanding of information use within the engineering application domain. The following summarises the 
conclusions and implications for the remainder of this research that have resulted from the two studies: 
" At the early stages in the design process, textual information is the most important. As the design 
process continues, geometry becomes increasingly important and text based information less so (sections 
3.2.4 and 3.3.7). 
" The inadequacy of existing information management approaches and support systems is likely to be a 
19 Note that managers and technical specialists were also considered as separate groups in section 3.3. 
20 Obviously the size, organisation and the degree of co-ordination of group files will be different in character for small 
companies. 
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factor in explaining the large amount of time participants spend searching for information (section 3.2.5 
and 3.3.5). 
" Engineers working in all stages of the design process (although especially those in the 'early' stages) are 
reliant on personal sources of information. This is due to perceived or actual inadequacies of existing 
company information management approaches (sections 3.2.5 and 3.3.8). 
" Improving the indexing and organisation of collections of information (both paper-based and electronic) 
makes their contents more accessible to those not familiar with them, making their usage (or re-usage) 
more likely (sections 3.2.5 and 3.3.8). 
" The ubiquity of word processors and e-mail systems illustrates the need for systems to promote the 
management and retrieval of text information throughout the design process (sections 3.2.5 and 3.3.9). 
" Shared, networked computer drives and e-mail systems are increasingly common within organisations 
and are providing the means of opening up digital document repositories to searching (section 3.3.9). 
" Computerised support tools and retrieval systems offer the means of providing potentially easy access to 
electronic information that is stored within (and external to) companies (section 3.3.9). 
lt should be noted that, whilst much of the study carried out in section 3.2 concerned the analysis of paper- 
based documentation used by engineers, increasingly information is being produced and made available in an 
electronic format21. These insights into information use contained in this chapter will be used, in the 
remainder of this thesis, to focus on the development of computer-based, automated approaches for the 
organisation of informal electronic information. 
3.6 Limitations of the research 
The case studies of ten engineers allowed a detailed analysis and characterisation of the information use, 
access and storage behaviour of engineers from a range of different design contexts. It is inevitable with an 
industrially-based study that the research approaches used can be criticised, in this instance due to the 
subjective interpretation of some of the results and also the limited number of cases that have been collected. 
However, by surveying a wider and larger number of respondents, the questionnaire survey complements the 
case-studies since they provide a larger number of experimental participants (i. e. 223 respondents c. f. 10 
cases). The observation that many of the patterns (e. g. reliance on personal collections and information 
transaction patterns) observed in the detailed cases is backed up by the survey data arguably adds some 
credence to these observations22. 
It should also be noted that the issue of the quantity of different types of information has been referred to in 
many of the results that are presented in this chapter (e. g. in the detailed case-studies, a 'page-counting' 
21 It is was observed from the participants in section 3.2, and the questionnaire respondents in section 3.3, that one of the 
reasons why local paper copies of electronic information was being stored at a personal level was due to the inadequacy 
of computer-based search tools. 
22 Having noted this, any anonymous questionnaire study is inevitably subject to selection bias. Such samples are 
therefore not necessarily wholly reflective of the population (i. e. the membership of the lED or the wider engineering 
design `community'). 
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approach has been adopted to calculate the size of information stores - whereby quantity is measure of the 
number of pages occurring in personal or group stores). Obviously this simple measure of quantity of 
information fails to take into account the information content of different representations (i. e. some formats 
might be richer in information content than others). Having noted this, it is considered that the observation of 
the relative proportion of different types does provide a reasonable indication of those information types that 
are found to be of most value by participants and respondents. 
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Searching and classifying information 
This chapter begins with a review and discussion of the advantages and disadvantages of the two main search 
strategies that are used within information systems to help locate information: 
" Directed searching (ad-hoc retrieval). 
" Browsing pre-organised information collections. 
Having noted the benefits of each of these, the advantages of adopting hybrid approaches, which combine 
browsing and directed searching, are given. 
The focus of the discussion then shifts to consider the different classification approaches that can be used to 
organise information to facilitate browsing. Particular emphasis is given to a discussion of the key 
characteristics and the similarities of classification schemes, subject headings and thesauri. An analysis of 
various classification approaches is then presented with the focus placed on the benefits of faceted-like 
classification. Next, an overview of engineering classification schemes is presented before finally discussing 
implications for the remainder of this research. 
This chapter provides a contribution to the overall thesis by proposing (following a discussion and analysis 
of related literature) a means of searching hierarchical classification structures, based on a combination of 
(i) faceted-like, non-mutually exclusive classification principles and (ii) a hybrid browsing approach that 
dynamically prunes the browsable classification scheme, according to the concept selections made by the 
user. 
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4.1 Information searching models 
When a user interacts with a computer-based system to search through a collection of documents, they must 
typically attempt to express their idealised search criteria in a way that can be interpreted by the system. 
Figure 4-1 presents a simple interaction model that can be used to describe traditional keyword-based search 
processes (adapted from Hearst (1999)). 
User information need' 
e. g. `... find documents about low velocity 
Impact damage on composites" 
translated by the user 
Query' 
e. g. "impact AND damage AND (carbon 
OR glass)" 
Reformulate or II Submit query to information system 





Figure 4-1: Simple information search model (Hearst, 1999) 
However, this simple interaction model makes the underlying assumption that the user's information needs 
are static. In reality users learn and subsequently refine their search behaviour during the search process and 
as retrieved documents are examined and assessed (Bates (1989) described this a 'berry picking' search 
approach). Hearst (1999) notes that these factors (particularly since the advent of hyperlinks) make it no 
longer sensible to ignore the role of scanning, browsing and navigation within the search process itself. 
Several other models of search strategies have been proposed in the literature (e. g. Waterworth and Chignell, 
1991; Meadow, 1992). Meadow's list of search types includes the categories of known-item search, specif ic- 
information search, general information search and database exploration. Bates (1986) proposes a number of 
information retrieval strategies that partitions the information search space along two dimensions: directed- 
undirected and active passive. The first dimension describes how much the searcher knows about the search 
target, and the second dimension models user behaviour to attain the search goal. She suggests that 
traditional search strategies (such as that illustrated in Figure 4-1) are designed to work in the active-directed 
region where the user has a good idea about the nature of the information being sought. However, these are 
not the most appropriate for undirected searches where browsing is likely to be more suitable. 
From the previous discussion, two broad types of search strategies can be identified. These are termed 
retrieval and browsing and are discussed in the following sections. 
User information need - "... a natural language declaration of the information need of a user" and query - "... the 
expression of the user information need in the input language provided by an information system" (adapted from Baeza- 
Yates and Ribeiro-Neto, 1999). 
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4.1.1 Retrieval 
Retrieval tasks are typically characterised as activities in which users seek documents to satisfy an 
information need (i. e. a directed or 'keyword' search). This is termed an ad-hoc information retrieval task 
within the wider information retrieval (IR) research community, reflecting that the documents in the 
collection remain relatively static when compared to the user information need. A different but related 
retrieval task is one in which the user information need remains relatively static in comparison to the 
document collection, and documents are presented to system users without their direct intervention (i. e. an 
automated, passive mode of retrieval - documents are pushed toward the user). This type of retrieval task is 
most commonly referred to as filtering retrieval (or information filtering) within the IR research community. 
Note that the definitions provided below have been adapted from Baeza-Yates and Ribeiro-Neto (1999). 
Ad-hoc retrieval (i. e. directed search) - "... standard retrieval task in which the user specifies their 
information need through a query which initiates a search for documents in the collection which are likely to 
be relevant to the user". This is characteristically a directed and focused approach in which the user describes 
an information need via a query and the system must locate the information that best matches or satisfies the 
request (Figure 4-1). 
Filtering retrieval - "... retrieval task in which the user's information need (transformed into a user 
information profile) is relatively static while new documents constantly enter the document collection. 
Typical examples of this include news wire services and electronic mail lists". Feedback of the relevance of 
documents provided to the user by the filtering system can be used to improve the user information profile. 
4.1.2 Browsing 
Browsing is still a process of information retrieval although with objectives that may not initially be clearly 
defined (i. e. it is "... typically a casual and unhurried process" (Waterworth and Chignell, 1991)). In addition, 
the process of browsing is likely to involve more dynamic interaction with a system than retrieval tasks, due 
to its less directed approach. The design of an appropriate Human Computer Interface (HCI) is therefore 
especially important in supporting browsing (Hearst, 1999; Pollitt, 1997). The following definitions in this 
section have been taken from Chen et al (1998). 
Browsing - "... an exploratory information seeking strategy that depends on serendipity. Especially 
appropriate for ill-defined problems and for exploring new domains. Browsing explores both the 
organisational structure of the information space and its contents. Users typically rely on pre-existing mental 
models (i. e. a cognitive representation of a problem situation) of information organisations as they explore". 
Searching for documents in a collection using a browsing strategy can take one of two main forms: 
Hierarchical browsing - "... the exploration of a collection of documents that have been previously 
organised into meaningful classes or categories (which represent important concepts2 in a domain) according 
to their semantic contents". 
Hypertext browsing - "... hypertext can be considered to consist of a series of document parts, represented 
by nodes, that are correlated by directed links in a graphical structure. Hypertext browsing is the traversal of 
2 Concepts are defined as, "... thoughts or notions expressed in words that are relevant to people ... (working in a 
domain)" (ISO 5963,1985). 
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the directed graph linking document nodes together". Hypertext therefore allows users to browse text non- 
sequentially on a computer screen, in an arbitrary manner (Nielsen, 1990). 
The approach that is most widely applicable within a general information retrieval environment (and which 
forms the main focus of this research) is the hierarchical browsing of pre-classified clocuments. 
Traditionally, document classificotion3 processes have been undertaken manually (and still are to a large 
extent). However, due to the overwhelming quantities of information that are available to engineers and the 
time pressures that are placed on them, in many instances. manual classification is no longer practical. This 
research therefore focuses on how computing technologies can be used to help auromatically clas. sifi, 
electronic documents into classification schemes that support engineering information retrieval. 
4.1.3 Comparison of the various search strategies 
Figure 4-2 schematically illustrates how users carry out retrieval and browsing tasks when searching for 
documents to satisfy their information need. 
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Figure 4-2: Comparison between different search strategies 
In both browsing and retrieval tasks the user has goals which are to be fulfilled, however a browsing task is 
typically less clear than a searching task. Note also that information search strategies can be classified as 
either 'pulling' or 'pushing' actions. In a 'pulling' strategy it is the user who initiates the search for 
information. In a 'pushing' strategy (i. e. filtering), information retrieval is carried out by the system in a 
permanent fashion by presenting relevant documents to users4. Note that within the context of this research 
the focus is placed on the development and use of active iiifor, natiun . cup/part Y , stems more specifically a 
Document classification (or 'document categorisation') - Assigning a document to pre-defined classes (categories) 
from a classification scheme, according to the concepts contained in the document. Within the literature a distinction is 
sometimes made between 'electronic' classification of documents and traditional 'library' classification (e. g. of physical 
books). Library classification has traditionally required books to be assigned into mutually exclusive classes (Mostafa ei 
ul, I998). However in the context of information retrieval research, this definition is relaxed to allow classification to 
refer to the assignment of document membership to multiple classes. Note also that categorisation is sometimes used to 
refer to the association of multiple document classes with a document. In this research the terms classification and 
categorisation are used synonymously. 
a Stewart (1997) uses an analogy that compares the paralysing effect of just-in-case information' to 'just-in-case-parts'. 
This analogy between just-in-case' and 'just-in-time' information leads to the concept of actively delivered information. 
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hybrid of ad-hoc retrieval and hierarchical browsing (discussed in greater detail in section 4.1.5). However, 
the research is also largely applicable to the passive search and retrieval modes. 
The key distinction between these two types of search approaches is that browsing strategies require 
documents in a collection to be organised in some meaningful way, prior to the user initiating a search - 
usually through some process of document classification. The majority of the intellectual effort in the design 
of computer systems to support browsing is therefore in the classification and organisation of documents, 
prior to the user carrying out a search5. 
A classification system consists of two essential components: 
"A classification or ordering scheme (or multiple schemes) against which documents can be associated. 
" Some means of deciding how to assign documents into the classification or ordering scheme(s). 
4.1.4 Advantages and disadvantages of the different approaches 
As is apparent from the previous discussion, each of the various search strategies has particular 
characteristics that make them more suitable in certain search scenarios. 
Keyword-based ad-hoc retrieval 
Keyword-based ad-hoc retrieval, which has traditionally been the most common in computer-based systems, 
is particularly suited to carrying out highly directed searches and allows users to perform searches on 
disorganised collections of information of any size. However, users face problems when interacting with the 
query interfaces currently provided by retrieval tools. The user is required to express their information need 
(represented in natural language) in the form of a suitable query (represented by a combination of words, 
possibly with conjunctive operators). 
Without taking into account the semantic content of the document it is not easy to precisely specify a query 
unless it is very straightforward6 (Chen et al, 1998). Typically poorly formed queries lead to highly 
indiscriminate search results, (either far too many document `hits' in relation to a search, or no 'hits' at all) 
and consequent `information overload'. Unfortunately, studies have shown that system users are generally 
very poor at formulating suitable queries (even when the query syntax allows for complex queries) (Anick, 
1994; Waterworth and Chignell, 1991; Bates, 1989). 
Browsing organised information 
When performing fairly broad and uncertain searching tasks, browsing a hierarchy eliminates the problem 
associated with query formulation by giving the user the freedom to explore the organisational structure(s) of 
document collections. In many instances hierarchical subject categories typically achieve good performance 
in domain specific tasks, may lead to serendipitous results, and promote sharing within work-groups (Letson, 
2001; Chen et al, 1998; Kannapan and Taylor, 1997). 
s In contrast, retrieval strategies can be applied to disorganised collections of documents and the main technical challenge 
is associated with the interaction of users (either directly or indirectly) with the system at 'search time'. 
6 The user may also get unexpected results if unaware of the logical view of the text adopted by the system. Chapter 6 
discusses indexing and text processing in greater detail). Chapter 6 also considers issues related to the complexities and 
vagaries of natural language. 
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Problems with browsing are typically associated with whether users are familiar with the organisational 
structure since users become frustrated when they fail to find documents when searching branches in a 
hierarchy7. This can be particularly problematic if documents are only located in a single location within a 
classification scheme - as in the case in books that are located in a single shelf position or electronic files 
that exist in a single directory or folder on a computer. Another drawback is that the construction and 
continual maintenance of the schemes is subject to a large amount of knowledge engineering and is difficult 
to automate (Foskett, 1996; Rowley and Farrow, 2000). 
4.1.5 Review of hybrid approaches allowing searching and browsing 
In practice it has become apparent that tools need to be developed that combine the benefits of all the 
approaches outlined (Rosenfeld and Morville, 1998; Hearst, 1999). Whilst retrieval search tools are the most 
easy to fully automate, the indiscriminate nature of these have made the use of additional tools that permit 
the browsing of meaningfully collected documents, desirable an information systems. Browsing interfaces 
can provide users with a more `friendly' and intuitive means of interacting with a system (Manber et al, 
1996) since they are particularly suited to novel user-interface based approaches (Hearst, 1999)8. 
This trend towards the 'fusion' of retrieval and browsing approaches is apparent within the Internet search 
tool community, where ad-hoc retrieval search engines are seen as a complement to pre-organised 
collections of documents in subject directories. An example is given by considering the Yahoo subject 
directory9 (Yahoo, 2002) which now also provides users with a link to a keyword based search tool that uses 
7 An example of this is when searching for information stored in a hierarchical classification scheme. If a user is 
unfamiliar with a scheme they may need to continually 'drill-in and out' of different branches in the hierarchy to locate 
information. If the desired information is deep in the hierarchy, or not available in a particular branch, this can be a time 
consuming and frustrating process. 
8 Many researchers have demonstrated novel types of browsing interfaces. Chen et al (1998) present a browsing interface 
based on a Kohonen Self Organising Map (SOM). A SOM is a means of automatically organising documents and 
presents the results in the form of a 2D `floor plan', containing multiple regular shapes that correspond to sub-collections 
of documents. The size of these `categories' is related to the number of documents that they contain. 
Hearst (1999) and Card et a] (1999) provide details of other 2D and 3D browsing tools that have been recently developed 
(including 'fish-eye' lenses, hyperbolic tree viewers, cone trees, etc. ). However, as yet, usability studies have generally 
found that `advanced' 2D and 3D representations as a means of visualising information do not improve the ease with 
which users can navigate organisational structures. Indeed there is evidence to suggest that many (especially novice) 
users are actually confused by non-standard representations (Sebrechts et at, 1999; Chen et at, 1998). 
9 Subject directories are manually compiled guides to the Web, with pages (or more usually sites) organised into 
meaningful categories that are browsed by users. Examples include Yahoo (Yahoo, 2002) and the Open Directory Project 
(ODP, 2002). They are a popular way for users to search the Web, as pages are organised from a human perspective, and 
they generally only include `quality' information (i. e. humans make a judgement as to what is worth including). Surveys 
of the popularity of Web search tools, reported by Sullivan (2002b), show that Yahoo (Yahoo, 2002) is one of the most 
popular, being used by 47% of Web users. It is interesting to note the remarkable popularity of Yahoo, when considering 
that it has a relatively poor coverage of the Web (in terms of pages indexed). Sizes of various Web directories are 
compared in Sullivan (2002c). In January 2001 Yahoo had classified 1.9 million pages/sites (and the ODP 2.5 million). 
Web directories can be seen to be remarkably popular considering that they index less than I% of information available 
on the Web (the size of the Google index at that time was in excess of-I billion pages). 
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the Google ad-hoc retrieval engine (Google, 2002). Similarly, the primarily keyword-based Google also now 
provides a link to a directory of classified Web pages (although rather confusingly not to Yahoo but to the 
Open Directory Project (2002)). 
A related trend is the development of ad-hoc retrieval search tools that aim to organise the results of a search 
process into pre-defined organisational structures on-the-fly. A number of Web search engines 
(NorthernLight (2002), Vivisimo (2002) and Wisenut (2002)) allow users to initially carry out keyword 
searches and then classify the returned 'hits' into mutually exclusive categories which can be browsed. 
However, these approaches do not allow users to explore multiple categories simultaneously, dynamically 
update the hierarchical display of available concepts according to user selections, or cross-reference between 
documents that are classified into multiple categories. 
McMahon et al (1995) present a hypertext-based information system called Review that allows the browsing 
of documents that are presented in a simple list, but indexed using arbitrary collections of attribute-value 
pairs (essentially a non-hierarchical - i. e. flat - listing of relevant concepts). This allows the gradual 
refinement of searches by allowing users to progressively apply more stringent search criteria that documents 
must meet for them to be judged as relevant. As concepts are selected from those available, the results set is 
refined so that only those documents relevant to the selected concepts are presented. 
An improved approach to the browsing of documents has been proposed by McMahon et al (2002b) - called 
No-Zero-Match (NZM) browsing. This builds on the previous Review system (McMahon et al, 1995) but 
rather than being restricted to search refinement on the basis of collections of attribute-value pairs, the 
approach allows the interactive browsing of documents that are hierarchically classified into multiple 
categories. NZM browsing involves the user selecting concepts of interest from a hierarchical classification 
scheme (or from multiple classification schemes) on a graphical display (against which documents have been 
classified). As concepts of interest are selected, the hierarchical display is pruned and the number of 
documents associated with concepts in the hierarchy updated, to reflect the selections made by the user. In 
this way, the user is guided by the graphical display in the selections that may be made, and there is no 
possibility of ending with a null result. The NZM approach is therefore a hybrid of conventional browsing 
and ad-hoc retrieval search strategies. Users initially browse the hierarchically arranged concepts in a 
graphical display (in a similar manner to conventional hierarchy browsing in a file manager, for example). 
However, when a concept is selected, the system essentially performs a directed search on the classified 
documents, using the selected concept as the search criterion. The NZM approach allows the user to 
incrementally build-up search criteria by selecting combinations of concepts from a hierarchical tree (as 
opposed to specifying the directed search criteria in a single step). In addition, prior to the user selecting 
concepts, the system interface provides the user with an indication of how discriminating each concept is as a 
`search' criteria by showing the number of documents that will be included in the results set if an additional 
concept is selected. 
Conceptually similar approaches to NZM browsing have been proposed in the literature, notably by Pollift 
(1997) and English et al (2002). However, both of these systems are quite restricted in terms of the 
interactive performance that can be achieved (i. e. the number of documents and the size of hierarchical 
structures that can be browsed). This is due to their reliance on the manipulation of standard databases and 
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their use of SQL1°-based search queries. The NZM approach adopts a fundamentally different approach, 
from a computational perspective, based on the manipulation of a highly efficient and novel matrix-based 
representation (McMahon and Crossland, 2002). It is suggested that these factors make the NZM approach 
more suitable for applying to relatively large collections of documents classified against complex 
hierarchical structures". Another advantage of the NZM browsing approach, compared to the similar 
approaches in the literature (e. g. the Active Navigation portal engine developed from the Microcosm system 
(Davis et al 1992; Crowder et al 1999; Multicosm, 2001), is the greater sophistication of the graphical user 
interface. The NZM interface allows users to more easily control the presentation of valid concepts that can 
subsequently be chosen (McMahon et al, 2002b). 
In the next few sections of this chapter the focus of the discussion will be placed on issues that need to be 
considered when developing organisational schemes for the classification of textual information. This will 
primarily consist of an overview of background theory regarding the information classification literature. 
Following on from this discussion, a number of practical issues and implications for this research are 
considered before finally presenting a series of conclusions. 
4.2 Classifying information 
Classification involves the development and use of schemes for the systematic organisation of knowledge 
(represented as information). "... Without classification there could be none of the human thought, action and 
organisation that we know. Classification transforms isolated and incoherent sense impressions into 
recognisable objects and recurring patterns". (Langridge, 1992). However as noted by Steinberg, (1996), in 
an article describing the importance of different approaches to organising information on the Web, "... even 
librarians admit that the schemes used today are antiquated and inadequate: the phrase `classification in 
crisis' has become a cliche in the library community.... (traditional classification schemes) are poor at 
classifying knowledge in `newly' established fields ... more importantly, library classification is bound by 
restrictions that the digital world is not". 
Classification schemes can never be considered as 'right' or `wrong' - instead they can only be viewed as 
being more or less suited to their intended purpose. "... All such classifications ... are inadequate, since they 
fail to do justice to man's infinite variety. But, if we are to make any attempt to understand the different ways 
in which different kinds of individuals experience the world, we must use classifications" (Langridge, 1992). 
The origins of modern approaches towards document classification are founded on principles originally 
developed by library scientists (e. g. Rowley and Farrow, 2000; Foskett, 1996; Taylor, 1992). The traditional 
functions of a library were to gather, organise / classify and distribute information. However, in recent times, 
with the development of the Web and computer networking technologies, the problem of gathering and 
10 Structured Query Language (SQL) is a standardised syntax for specifying how SQL-compliant databases should be 
searched. 
11 As noted in McMahon et at (2002b), the underlying NZM approach is intended to be scalable for application to the 
number of documents that might be found within a company (i. e. of the order of tens / hundreds of thousands (and 
ultimately millions) of documents). However, the approach is not sufficiently scalable to be applied to the hundreds of 
millions / billions of documents available on the Web (unlike some of the previously mentioned search engines that allow 
the on-the-fly classification of queries - e. g. NorthernLight (2002)). 
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distributing information has assumed lesser importance. In contrast, the organisation and classification of 
information is seen as the key to enabling people cope with the ever-increasing quantities of documents to 
which they have access. Whereas once many companies would have a library and dedicated library staff to 
help people find information, improvements in computing and communications technology have resulted in 
company intranets and Enterprise Information Portals (EIPs) (Kannapan and Taylor, 1997; Infoconomy, 
2002) being used to replace these functions. 
However, as in a physical library, the usefulness of company intranets and EIPs as a means of locating 
information are crucially dependent on the way in which documents contained in the company repositories 
are organised and presented to users. This has lead to the emergence Information Architecture as a discipline 
which is concerned with the structuring of information on Web sites and Intranets in an intuitive way so that 
users can easily browse the organisational structures to locate information (Rosenfeld and Morfield, 1998). 
"... Classification is to content as mapping is to geography. It is an essential tool that allows the person 
visiting a web-site to navigate it quickly and efficiently" (Letson, 2001). 
4.2.1 Definitions 
Much of the terminology used within the literature is considered to be rather confusing. In part, this is likely 
to be due to the different disciplines which are all involved in this area of research (e. g. library science, 
information and computer science, linguistics, etc. ). Thus standard terminology which is typically well 
understood (e. g. classification hierarchies, concept hierarchies, category headings, subject headings etc. ) are 
often almost used interchangeably with the more 'complex' descriptions of thesauri, taxonomies and 
ontologies12. 
4.2.2 Taxonomies, subject headings, thesauri and classification hierarchies 
Taxonomy comes from a Greek word meaning `arrangement' or 'order', and (within the context of this 
research) can be considered to represent a way of ordering information so that humans can make sense of the 
arrangement so as to locate information. At its simplest, a taxonomy (in the context of this research) can be 
considered as a set of classes (analogous to 'containers' which represent subjects, topics, headings, 
categories, concepts, etc. ) into which items (i. e. documents) can be sorted. The classes are chosen according 
to an organising principle that determines what goes where, which makes the content meaningful and usable 
for humans (Letson, 2001). The organising principle might be a logical structure akin to the biological 
taxonomies applied to plants and animals or a set of conventional or arbitrary categories useful in a particular 
12 For example, Winkler (1998) and Steinberg (1996) note that Yahoo (wrongly) refers to their classification headings 
used in their directory as an 'ontology'. In discussion of the Yahoo directory as a means of organising Web pages, 
Winkler (1998) describes the construction of the directory headings as "... as a rather hybrid project ... its aim is to 
harness to a uniform system of categories millions of completely heterogeneous contributions from virtually every area 
of human knowledge, without regard to their perspectivity, their contradictions and rivalries". He goes on to remark that 
"... (the Yahoo classifications) ... are known in house, with restrained self-irony(? ), as 'the ontology"'. This criticism is 
perhaps a little unfair, as it is easy to criticise any category hierarchy as being either inconsistent, too simple, too 
complex, unwieldy, hard to use, not up to date, etc. What cannot be disputed is Yahoo's popularity, despite the growth in 
the Web and the development of more `complex' search tools. Arguably this might be considered to be because of the 
pragmatic approach taken by the designers of the Yahoo classification to emphasise user-friendliness at the expense of 
the theoretical rigour espoused by many librarians. 
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setting (e. g. the division of news stories into business, sports and entertainment sections) - i. e. a class- 
member relationship (chapter 7 discusses these issues in greater detail). A classification hierarchy, concept 
hierarchy and group of subject headings are all examples of taxonomies and are used synonymously to 
describe a structure used to organise information. 
Strictly speaking thesauri are special examples of taxonomies and have different characteristics to 
classification / concept hierarchies and subject headings. Thesauri are (or should be) composed of terms that 
represent single concepts and contain relationships to broader terms, related terms and narrower terms" (ISO 
2788,1986; ISO 5963,1985). In contrast, many subject headings or classification hierarchies represent 
compound subjects containing more than one concept. However, in practice, many so-called `thesauri' (e. g. 
the Ei Thesaurus in the engineering domain) do not adhere to these standards and can be viewed as subject 
headings or classification hierarchies14. 
4.2.3 Ontologies 
"... There are a number of terms we abuse in the Al community.... One such term is ontology" (Hendler, 
2001). In the context of this research an ontology is "... essentially, the specification of a conceptualisation - 
that is, defined terms and relationships between them, usually in some formal and preferably machine- 
readable manner" (Hendler, 2001). This represents the definition of a formal ontology which is more 
concerned with providing a means of enabling the reuse of information and knowledge across computer 
systems (Chandrasekaran et al, 1999; Schlenoff et al, 1999; Swartout and Tate, 1999; Uschold, 1998). An 
ontology is typically conceived and expressed as a set of concepts (e. g. entities, attributes, and processes - 
their definitions and their relationships to other concepts). A formal ontology in a particular domain 
represents a very large step in complexity from a classification hierarchy or thesaurus (i. e. taxonomy) - 
necessary in promoting interoperability between computer systems (it should also be noted in the literature an 
`informal' ontology is sometimes (confusingly) used as a description of a taxonomy). Figure 4-3 shows three 
categories of uses for ontologies of various levels of formality described by Gruninger and Uschold (1996). 
Interoperability Communication 
between systems between people and organisations 
Reusable components Reliability Specification 
Systems engineering 
Figure 4-3: Three main categories of uses for ontologies (Gruninger and Uschold, 1996) 
13 In this sense they are not strictly hierarchies but directed acyclic graphs - although they are typically presented to users 
in the form a hierarchy. 
14 In a highly critical article of the inadequacies of subject headings as replacements for thesauri, Dykstra (1988) notes 
that the relationship between terms in thesauri are defined and displayed according to rules, whereas the relationship 
between subject headings (and classification hierarchies) are often inconsistent. She also notes that whilst there are 
international standards for the construction of thesauri (ISO 2788,1986; ISO 5964,1985) there are none for subject 
heading lists. Chapter 7 discusses the construction of classification hierarchies in greater detail. 
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There is a considerable difference between the requirements of a taxonomy which is typically designed for 
use by humans, and an ontology which is designed to promote interoperability between computer systems. 
Humans bring their common sense and `general knowledge' which allows them to fill in gaps in any 
organisational scheme. Computers are unintelligent and need everything to be expressed in a precise way 
(Hunter, 2001). Much of the recent research interest in ontologies is as a result of the proposed development 
of the Semantic Web (which is discussed in more detail in appendix G). 
4.2.4 Library classification and cataloguing 
Traditionally within libraries, each book (or other physical document) could only be located in a single 
position on the shelves (determined by its single library classification code). However, most books cover 
multiple subject topics and the library user needed a way to find a book without having to puzzle out the 
classification system. "... It was to meet this need that the other great intellectual effort of descriptive 
cataloguing and subject analysis took place" (Berring, 1995). Subject and descriptive cataloguing is the 
process of precisely describing each document and creating a separate set of records reflecting those 
descriptions. These bibliographic records describe the books according to a standard protocol, thus enabling 
the library user to find a specific book by any one of a number of access routes. Human `experts' use 
standard subject heading lists" and classification codes and decide on the most appropriate to assign, based 
on their understanding and identification of the most important concepts (Bowker and Star, 1999). 
The location of information according to its intellectual content has therefore traditionally been provided in 
one of two ways: 
0 Through classification of the actual document - achieved by the use of classification codes J6. 
" Through catalogue records of the document (i. e. a metadata index) - which contain terms or phrases 
from subject heading descriptors or thesauri'7. 
15 The origins of these subject heading lists can be traced back to the development of the co-ordinate index, an important 
development in modem information science (Foskett, 1996). The co-ordinate index was a list of all terms that can be co- 
ordinated, or combined, during cataloguing or during searching. These co-ordinate indexes developed into subject-based 
terminology lists showing semantic relationships between terms, and provided the basis for standards for the construction 
and use of subject headings and thesauri. In pre-co-ordinate indexing, terms from the co-ordinate index are combined at 
the time of cataloguing into subject strings. Post-co-ordinate indexing involves the co-ordination of terms by the searcher 
at the time of searching. Full text indexes (discussed in greater detail in chapter 6) act as de facto co-ordinate indexes, 
and in most online library catalogues today, the process of post-co-ordination is achieved through the use of Boolean 
operators (Taylor, 1992; Foskett, 1996). 
16 Examples of classification codes include: DDC (Dewey Decimal Classification), LCC (Library of Congress 
Classification), Engineering Index (Ei) Classification Codes and the ACM (Association for Computing Machinery) 
Classification. 
" Examples of subject heading descriptors include: Engineering Index (Ei) Thesaurus, LCSH (library of Congress 
Subject Headings), MESH (Medical Subject) Headings, GLIN (Global Library Information Network) Headings. Ei 
(2002) note that their subject descriptors listing - i. e. the Ei Thesaurus "... maps the classification code to the subject 
entry, making pre-search strategizing more efficient" (an example metadata index record from Ei Compendex is shown 
in Figure 4-4). 
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It is appropriate to note an observation made by Foskett (1980) related to the similarities between 
classification schemes and thesauri. "... An argument often levelled against schemes of classification as 
instruments for arranging and indexing documents is that, once published, they at once become fossilised and 
unable to cope with the ever-advancing dynamic continuum of knowledge - which is, of course precisely 
what they set out to do. The thesaurus, it is claimed, does not suffer from this disability and is thus to be 
preferred as a superior tool. Such comments seem to indicate an unawareness ... (that) the well-constructed 
thesaurus itself depends on a classificatory structure whether this is acknowledged or not". 
Therefore, within the context of this research, it is considered to be appropriate to consider both the means of 
assigning classification codes and concept / subject heading descriptors as classification activities. The 
characteristics of various classification schemes and subject headings will now be discussed. 
4.3 Types of classification schemes 
There are three general types of classification schemes (Taylor, 1992): 
Enumerative -a scheme based on the concept of a universe of knowledge that is divided into 
successively narrower and more specific subjects. 
Synthetic - is a scheme in which new classes can be developed for new topics that are not already listed 
and establishes logical rules for dividing topics into classes, divisions and sub-divisions. 
Analytico-synthetic (or faceted) - assigns terms to individual concepts and provides rules for the local 
cataloguer to use in constructing classification headings for composite subjects. 
4.3.1 Enumerative and synthetic classification schemes 
Traditional universal classification systems like the Dewey Decimal Classification (DDC18), Library of 
Congress Classification (LCC') and the Universal Decimal Classification (UDC2) are primarily 
enumerative (DDC exhibits some synthetic characteristics). When using such schemes the classifier's job is 
to pick one of the ready-made classification codes for the particular document. However, the number of 
specific subjects that have to be related in a classification (i. e. a field of knowledge), is potentially infinite. 
18 The DDC was first produced by Melvil Dewey in 1876, originally being produced for a small North American college 
library. This is perhaps the best-known classification scheme, now in its 21st edition, and is still widely used in public 
libraries throughout the world and in some specialist and university libraries. It has a fundamental in that it is divided into 
ten sections, this is combined with the fact that all these major divisions were allocated in the la edition (now over 100 
years old). Foskett (1996) notes that the 17`h edition purported to have introduced a `faceted' structure which has 
continued in the subsequent editions. Whilst this change has in part been due to the influence of theoretical debate within 
the library community, the limitations of the classification scheme are fundamental and in-built. 
19 The LCC was drawn up in 1897 and was explicitly compiled to meet the needs of the Library of Congress's huge 
collection of books. It is too detailed and complex for use in small libraries, although has been adopted by many research 
and university libraries throughout the world (Foskett, 1996). 
20 First published between 1904-07, the UDC is essentially an elaborate expansion of the Dewey Decimal Classification 
using various symbols in addition to Arabic numerals to create long and expressive notations for particular documents. 
This makes it more appropriate for use in specialist libraries and collections. Its adoption by the International 
Organisation for Standardisation (ISO) has ensured its world-wide use (Foskett, 1996). 
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Knowledge is multi-dimensional, the interconnections of concepts can spread out in many directions and 
usually each topic or subject is a synthesis of several such multiply connected concepts. Subjects so 
formed 
are said to exhibit `lamination'. "... Puranik, a colleague of Ranganathan (a pioneer of faceted classification - 
discussed in section 4.3.2), analysed the subject matter of five different scholarly journals over about 50 
years, and showed that while in 1900 over half the sample subjects were `simple' concepts, 
in 1950 over 
85% were compounds exhibiting lamination" (Vickery, 1975). This trend towards increasingly multi- 
disciplinary and less well-defined technical disciplines is likely to be a continuing phenomenon. 
Other criticisms that can be levelled at these types conventional classification schemes include (Foskett, 
1996; Rowley and Farrow, 2000): 
" they are prone to subjectivity and cultural bias 
" they are can lag behind the development of subject areas 
These criticisms are, to varying degrees, addressed by faceted classification approaches. 
4.3.2 Faceted analysis and classification 
Although not the inventor of facet analysis, Ranganathan is credited as the first to systematise and formalise 
the theory (Foskett, 1996; Rowley and Farrow, 2000). Star (1997) remarks that Ranganathan's foundational 
classification work reads like a manifesto in that "... the enemy (is) rigid attempts at universal descriptions of 
knowledge which are not grounded in people's needs or experiences". 
Facets are "... clearly defined, mutually exclusive, and collectively exhaustive aspects, properties or 
characteristics of a class or specific subject" (Taylor, 1992). Facet analysis, applied to the presentation and 
physical layout of thesauri, involves (Rowley and Farrow, 2000): 
" Identifying sets of terms representing concepts. This involves the identification of multiple 'simple' 
concepts from the compound subjects (s) that describe a document. 
" The grouping of the terms representing the simple concepts into a number of mutually exclusive 
categories (called facets). 
" Organising the facets into a limited number of fundamental categories - these fundamental categories 
can be viewed a being different types of classification schemes. Thus the process of organising facets is 
essentially analogous to a process of classification scheme construction. 
Note that, as previously described in section 4.2.2, strictly speaking a thesaurus contains references to single 
concepts. However facet analysis (as described in the previous list) can also be applied to subject headings 
and classification hierarchies (the concepts in subject headings and classification hierarchies are not 
necessarily single concepts - this is discussed in section 4.4.4). 
Ranganathan (1965) identified five fundamental categories of facets in his Colon Classification - 
personality, matter, energy, space, and time (referred to as the acronym PMEST). In an engineering design 
information context these could comprise: personality - artefacts and the end product of the design process 
(e. g. aircraft, wing, widget, etc. ); matter - materials used to describe artefacts (e. g. Li-Al alloy, carbon- 
reinforced composite, etc. ); energy - engineering operations or processes (e. g. designing, manufacturing, 
etc. ); space - physical locations (e. g. company sites, etc. ); time - dates associated with documents or 
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artefacts21. Various other researchers have proposed variations of these 
fundamental categories of facets (e. g. 
Rowley and Farrow; Vickery, 1975). As an example those presented 




> Concrete (e. g. natural, living, man-made) 






Strengths of faceted classification schemes 
When a new subject is needed, a classifier using an enumerative scheme will 
have to wait until the scheme 
provides a term for that particular subject. In the case of a faceted scheme 
it is much easier to combine 
already-existing terms to form a new subject. "... Faceted analysis ... 
does reflect a natural way of thinking, 
because it separates out the various elements of a compound subject, by means of relating them to certain 
general categories which are comprehensible to any user" (Foskett 1996). In addition, 
because the concepts / 
facets for each classification scheme are compiled independently of each other, this ensures that the terms 
chosen can be developed and maintained independently. 
4.4 Classifying engineering and company specify information 
Various `home-grown' and specialised classification schemes, subject headings and thesauri have been 
developed in technical domains where universal schemes were viewed as being inadequate (see Table 4-1). 
Type Characteristics Examples Subject headings 
Universal General (covering all DDC (Dewey Decimal Classification), LCSH (Library of Congress 
Schemes subject areas). Designed UDC (Universal Decimal Classification), Subject Headings) 
for world-wide usage LCC (Library of Congress Classification) 
Subject-specific Designed for use by a Ei (Engineering Information) Ei Thesaurus, MESH 
schemes particular subject Classification, NLM (National Library of (Medical Subject 
community Medicine) Classification, GLIN (Global Headings), ACM 
Legal Information Network) Thesaurus 
Classification, ACM (Association of 
Computing Machinery) Classification 
Home-grown Designed for use In one Yahoo, Open Directory Project, Controlled vocabulary lists 
schemes particular service INFOMINE, Company specific schemes and thesauri 
Table 4-1: Characteristics of various classification schemes 
Table 4-1, adapted from Koch et al (1997) provides an example of the variety of classification schemes that 
are available22. Within the engineering domain there are a number of relevant subject-specific schemes and 
21 In this research these fundamental categories will be considered as types of classification schemes. Chapter 5 
considers the identification of fundamental categories (i. e. types of classification schemes) from an engineering design 
perspective. Chapter 7 considers the construction of instances of these various types of schemes. 
u The Subject Analysis Systems (SAS) collection (maintained by the University of Toronto) maintains a clearinghouse 
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thesauri that have been developed. These include the INSPEC scheme and thesaurus - developed by the 
Institution of Electrical Engineers in the UK (INSPEC, 1999), the ACM Classification - developed by the 
Association for Computer Machinery in the US (ACM, 1998) and the IEEE and NASA thesauri (IEEE, 
1998; NASA, 1998). An example most relevant to this research is the Engineering Index (Ei) classification 
scheme and thesaurus. 
4.4.1 Engineering Index (Ei) classification and thesaurus 
Engineering Information, also known as Ei, compiles bibliographic databases of engineering information and 
literature. The most popular of these is Ei Compendex which contains over three million records of 
interdisciplinary engineering information in electronic form with -220,000 new records being made available 
each year (Ei, 2002). 
The latest version of the Ei classification scheme, which is used to organise these database records, 
comprises of six main categories, subdivided into 38 subject series and over 800 individual classes. Up to 
four levels of increasing specificity are provided below the main categories. In addition to a classification 
scheme, Ei maintains a `thesaurus' of terms (really a listing of subject headings as previously discussed). The 
1995 edition of the Ei Thesaurus lists 16,372 terms with about 8,300 of these described as preferred terms. 
For most of the preferred terms Ei editors provide mappings to classes from the Ei classification. The 
mappings are intellectually assigned and not based on term/class code co-occurrence statistics in the 
Compendex database. The average number of classification codes (main and optional classifications taken 
together) per term is 1.7. Inversely, 1l terms on average are assigned to every one of the classes used as main 
classifications (Vizine-Goetz, 1999). 
Example bibliographic metadata index 
The following section provides an example of the use of multiple classification codes and subject headings in 
describing a document taken from the Ei Compendex bibliographic database (Figure 4-4). This record 
essentially provides a metadata index. 
The various attributes that are defined for this metadata record are determined by the chosen metadata 
scheme. Dublin Core (DC) is a simple metadata scheme that has gained wide acceptance in the library and 
information science research and Web standards communities (Dublin Core, 2002). The standard 
encompasses 15 metadata elements that can be used to describe any document, and aims to promote 
interoperability with other metadata communities23. Note that either a larger or smaller number of elements 
might be appropriate for any given application - however, DC supports the local extension to the standard to 
allow the inclusion of additional metadata elements. Often predefined hierarchies of classification codes and 
standard subject headings or terms will be used as a basis from which document classification codes and 
for English language classification schemes, subject heading lists, and thesauri. The collection (available on-line at: 
www. fis. utoronto. ca/resources/inforum/sas. htm) contains over 2,000 titles in a wide variety of subjects. 
23 The Dublin Core (DC) metadata elements comprise: Title; Creator; Subject; Description; Publisher; Contributor; Date; 
Type; Format; Identifier; Source; Language; Relation; Coverage; Rights. Refer to bttn: //nurl. oraJdc/documents/rec-dces- 
19990702. htm for further details related to the usage of these elements. Note the correlation between the DC metadata 
elements and those used by the Ei Compendex records. 
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subject controlled descriptors are selected24, these can then be used to support the automatic classification of 
documents. In addition, this crucially allows the association of a document with important terms, subject 
headings and concepts (containing phrases and combinations of words) which might not necessarily be 
included within the text in a particular sequence of words25. 
Title: Framework for a knowledge-based system for risk management in concurrent engineering 
Authors: Caillaud, Emmanuel; Gourc, Didier; Garcia, Luis Antonio; Crossland, Rose; McMahon, Chris 
Author Ecole des Mines d'Albi-Carmaux, Albi, Fr 
address: 
Journal ref: Concurrent Engineering Research and Applications, v 7, n 3, (1999), p 257-267 
ISSN. 1063-293X 
Publisher: Technomic Publ Co Inc 
Publisher Lancaster, PA, USA 
address: 
Abstract: Knowledge is a requirement for concurrent engineering, and therefore an approach to capture and 
organize the different knowledge to be taken into account in concurrent engineering is proposed. 
This approach, known as the 'Methodology for Knowledge Engineering for Concurrent Engineering' 
(MEKECE) 
... (Author abstract) 
References: 37 Refs. 
Language: English 
Main controlled Concurrent engineering 
descriptor 
Controlled Risk management, Expert systems, Product design, Product development, Process engineering, 
descriptors: Production engineering, Cost effectiveness 
Identifiers: Design for manufacturing 
Classification 723.5,913.6,912.2,723.4.1,913.1,911.2 
codes: 
Figure 4-4: An example metadata index record from Ei Compendex 
4.4.2 Examples of classification schemes and thesauri in industry 
A pioneering example, originally developed in the 1960s, was a scheme called Thesaurofacet (Aitchison et 
al, 1997). This was originally developed as a combined thesaurus and faceted classification scheme for 
organising engineering information in the English Electric company. Within the aerospace industry, Boeing 
24 For example, in the `Subject' identifier from the Dublin Core metadata set, the use of various standard element 
encoding schemes are allowed. These include LCSH (Library of Congress Subject Headings), MESH (Medical Subject 
Headings) and the DDC, UDC and LCC library classification scheme codes. In the Ei Compendex record shown, the 
classification codes refer to those found in the Ei Classification scheme (the following link shows examples of the subject 
headings used in the 900 (Engineering, General) category - httn: //eels. lub. lu. se/ei/9. html . The controlled descriptors in 
the record are taken from the Ei Thesaurus. 
Zs Consider the situation where a composite material engineer identifies an interesting electronic paper, from an 
American academic institution, relating to carbon fibre composites. In addition, within this engineer's working group, 
such documents are being classified into a subject hierarchy so that they can each share the interesting information that 
they find. In this workgroup, the paper should be associated with the classification heading "Carbon Fibre Reinforced 
Composites", part of their subject category organisational headings. Note that this is despite the fact that the document 
does not contain the word `fibre' (but instead `fiber'). Relying on the purely textual representation of documents would 
inevitably miss such subtleties that are frequently occurring in natural language. 
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has made a considerable investment in the development of a manually constructed technical thesaurus to 
support its design, documentation and support processes (Clark et al, 2000). Boeing's thesaurus contains 
37,000 terms and over 100,000 links between terms to provide broader, narrower and related term 
relationships. 
Another relevant example of an engineering classification scheme has been developed by Findlay Publishing 
(a UK-based specialist publisher of magazines and directories related to engineering companies and suppliers 
(Findlay, 2002)). This classification scheme, originally developed for application in an engineering 
component selection and specification tool, covers a wide range of engineering sectors and contains over 
15,000 product categories (Hunter, 2001; Findlay, 2002). 
4.4.3 Specialist engineering search tools and subject gateways 
The applications of search engine technologies to the Web have greatly improved the ease with which an 
increasingly large body of information can be retrieved. However, the major search engines are not focussed 
on indexing the large body of technical and scientific literature that is available on the publicly indexable 
Web. One of the reasons is that many of these articles are stored in formats that are not indexed by search 
engine tools (e. g. PDF26, postscript and zipped files). Giles et al (1998) describe a search engine (called 
CiteSeer) that is specifically designed to provide access to such information. 
There has also been much research carried out related to the development of `subject gateways' (analogous 
to Web directories like Yahoo or an organisation's EIP) to allow the organisation and access of online 
resources in specialist subjects (which are selected, rated and described by experts within a particular 
subject). A recent important project concerned with this was the DESIRE project (1999). DESIRE has 
produced a range of tools and techniques for aiding in the initiation and management of subject gateways. 
The IMesh Toolkit also provides tools and standards for subject gateway developers (IMesh, 2002). 
Examples of (English language) subject gateways within the broad engineering `domain' include: 
" Edinburgh Engineering Virtual Library (EEVL, 2002) - This provides access to over 8,500 engineering 
Web-sites (as of April, 2002) covering a wide range of domains. Each site is vetted to ensure a degree of 
quality control before being added to the library. The classification scheme adopted by EEVL is an in- 
house scheme which is loosely based on the Ei Classification. 
" Engineering Electronic Library, Sweden (EELS, 2002) - Similar in concept to EEVL, EELS provides 
access to 1,500 quality assessed Internet resources in the technical sciences (note that as of April 2002 
the service is no longer being maintained). EELS is arranged according to the Ei classification scheme. 
Both of these gateways provide a range of high quality engineering resources that are manually classified by 
expert human librarians. However, the overhead associated with the identification and classification of 
relevant information is large and not likely to be practical within many industrial contexts in which large 
quantities of information are being produced. Such considerations obviously impact on the need for the 
research described in this thesis. 
26 Google started indexing documents in Adobe PDF format in mid-late 2001. 
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4.4.4 Classifying information within organisations 
There are some important differences between the types of documents that are used within an industrial 
organisation and those that are found more generally on the Web. Much of the information of interest within 
organisations, whilst relatively informal, often has to go through an approval process and tends to consist of 
a restricted range of document types that may have a particular type of structure. This structure can be 
modelled and possibly used to aid in the retrieval and classification of documents (e. g. a company technical 
report could be modelled crudely as having a title, summary, introduction, body text and conclusions - i. e. 
expository text (as defined by MacLeod (1990)). In contrast, information on the Web can be authored and 
published by anyone, and whilst (currently) in the form of HTML, does not necessarily have any defined 
data model. 
An additional key difference is associated with the indexes constructed from the documents in company 
document collections, compared to those available on the entire Web (chapter 6 considers the subject of 
indexing in greater detail). Keyword-based web search tools (e. g. AltaVista, Google, etc. ) can be considered 
to treat the Web, in its entirety, as a single (albeit enormous) collection of documents. However, the relative 
coverage of such search engine indexes (to create an all embracing index of the Web) is poor in comparison 
to those that would be expected of company-wide collections of documents (recent studies suggest that the 
largest search engines typically index only -20% of the `visible' Web (Lawrence and Lee Giles, 1999)). 
Furthermore, it is estimated that -40% of the contents of the Web changes every month (Kahle, 1997). In 
contrast to the Web, a company collection of documents is likely to be more comprehensively indexed as the 
collection index will be semi-static since document collections are smaller and less `volatile'. 
4.5 Practical issues and implications for this research 
Despite their theoretical advantages, `pure' faceted classification schemes (such as Ranaganathan's Colon 
Classification and the Bliss Classification - previously discussed in section 4.3.2) are not widely used 
(Rowley and Farrow, 2000). This is primarily due to the difficulty of always being able to consistently 
separate compound concepts into single concepts. However, work on faceted classification has profoundly 
influenced the development of other classification schemes. 
Since the 1960s, all major schemes except the Library of Congress Classification have been partially 
restructured on a faceted basis (Foskett, 1996). To attempt to overcome this, the LCC is supported by the use 
of Library of Congress Subject Headings (LCSH) which acts as a `pseudo-thesauri' enabling the association 
of multiple LCSHs to represent all the various concepts associated with a document. These LCSHs are 
typically subdivided into four types which can be considered to be similar to the fundamental categories of 
facets previously identified in section 4.3.2 (Rowley and Farrow, 2000). These subject-heading types are: 
" Topical subdivisions - related to the various subjects that can be used to describe a document 
" Form subdivisions - facet related to the type of document that is being described 
" Geographic subdivisions - facet related to physical locations associated with a document 
" Period subdivisions - facet related to a time period associated with a document 
In a paper discussing the rejection of existing classification schemes on the Internet, Weinberg (1996) notes 
that "... the ultimate representation of the thought content of a document ... represents optimisation in 
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classification and indexing. However, human beings may not require this. Pointing the user to a manageable 
chunk of text or number of documents that can be scanned in a reasonable amount of time for the desired fact 
or information would constitute satisficing in the field of content analysis". 
This pragmatic approach towards satisficing requires that "... some assumptions of the more rigorous 
rational-analytic models are relaxed to permit decision makers to deal with the more realistic information 
processing and decision-making demands" (Taylor, 1993). This approach has been criticised by some, 
including Stoll (1995) who describes some of the classifications that are being developed for the Internet by 
non-librarians as amateurish (it is likely this was a reference to the classification structure used by Yahoo). 
Weinberg (1996) also notes that categories developed for Web-based classification schemes commonly 
include categories which are not mutually exclusive - contrary to one of the principles of classification 
theory (Taylor, 1992). 
However in the case of electronic documents (that are not tied to their physical location) it is arguably less 
critical to slavishly adhere to the concepts of mutual exclusivity, provided that documents can be organised 
into multiple categories that better match the user's requirements (another principle of classification theory). 
Faceted classification principles support this more pragmatic approach. For the remainder of this research, 
concerned with the development of improved engineering information systems, it is proposed to adopt a 
position whereby the classification of documents into multiple concept categories is permitted (i. e. the 
association of documents with multiple subject headings from single or multiple classification schemes). 
Allowing documents to be associated with concept categories from multiple classification schemes (ideally 
each of which represents a distinct facet) helps avoid one of the navigational problems associated with the 
`strict' classification of documents into single categories in a hierarchical structure - most notably the need 
to continually 'drill-in and out' of the hierarchical structure to locate documents. If a document can be 
rationally associated with multiple concepts then it is considered sensible for it to be classified with all those 
that apply, rather than being forced to choose the single most appropriate concept. However, if conventional 
browsing interface approaches were adopted, the advantages of allowing the multiple association of concepts 
with documents would be quickly offset. This is due to the larger overall number of instances of documents 
that would inevitably be classified with concepts in a classification scheme(s). 
It is proposed that more successful solution can be achieved by combining non-mutually exclusive, faceted- 
like classification principles with a hybrid browsing approach that permits the hierarchical classification 
scheme display to be pruned dynamically according to the selections made by the user. The No-Zero-Match 
search approach provides the means to achieve this and exhibits a number of advantageous properties in 
comparison with other hybrid search approaches (as previously described in section 4.1.5). The overall effect 
of combining the multi-concept classification principles and the NZM browsing approach is to reduce the 
size and complexity of the hierarchical display of concepts with which users need to interact. As users select 
concepts from the classification scheme in the NZM interface, the hierarchical display is pruned and the 
number of documents associated with concepts in the hierarchy updated to reflect the selections made by the 
user. This process of browsing / searching can be repeated until the document results set features a suitably 
small number of documents through which the user will be prepared to look-27. Since the size and complexity 
27 Blair (1980) proposed the concept of futility point - the number of documents that users will be willing to browse 
before giving up. Depending on the nature of the document collection this can vary between 10-30 for many users. 
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of the hierarchy with which the users are required to browse is being continually pruned, it is proposed that 
the problem of having to continually `drill-in and out' of the (smaller) hierarchy is reduced (although not 
totally eliminated). 
Note that chapter 5 reports on studies of documents used by engineers and identifies the various types of 
classification schemes that are required to support the different perspectives that engineers use to search for 
information28. (These are analogous to the LCSH types (described above) and Ranganathan's fundamental 
categories of facets (described in section 4.3.2)). In addition, a description of the application and assessment 
of a demonstration engineering information system, which adopts the combination of faceted-like multi- 
concept classification principles and NZM browsing, is provided in chapters 7 and 9. 
4.6 Conclusions 
The following conclusions can be made from the discussion of literature presented in this chapter. They are 
divided into two sections, the first related to the discussion of models of information searching (section 4.1) 
and the second related to information classification issues (sections 4.2 to 4.5): 
4.6.1 Information searching 
" The two fundamental types of information search strategies (namely (i) directed searching and (ii) 
browsing of pre-organised information collections) are each suited to particular types of tasks - however 
each has their drawbacks (sections 4.1.1 to 4.1.4). 
> Directed search approaches are indiscriminate (and lead to either too many or too few `hits'). 
> Browsing pre-classified documents requires an understanding of the classification structure. 
However, it can become frustrating if users are required to continually 'drill-in and out' of the 
structure to locate documents. 
" Hybrid search approaches combine the benefits of directed searching and browsing whilst reducing 
many of the problems traditionally associated with browsing (section 4.1.5). 
4.6.2 Classifying information 
" At its simplest, the process of document classification consists of 'placing' documents into sets of 
'containers' that are chosen according to some organising principle (section 4.2). 
0 Classification schemes, subject headings and thesauri are all examples of taxonomies that are used to 
organise information so that humans can make sense of the arrangement and locate documents (this is in 
contrast to formal ontologies which are designed to promote interoperability between computer systems) 
(section 4.2.2). 
" Electronic documents in a collection are not constrained by physical restrictions in the same way as 
Similar results have been observed with more recent Web usability studies (Nielsen, 1999; Larson and Czerwinski, 
1998). 
28 It is also important to note that "... a classification system designed by engineers may prove to be more instinctively 
navigable by other engineers" (Hunter, 2001). 
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books in a library. Therefore it is possible for electronic documents to be classified into multiple concept 
categories (4.2). 
0 Universal classifications of knowledge are inflexible and not grounded in people's needs or experiences 
(section 4.3.1). 
0 Knowledge is multi-dimensional, and a document's subject can be synthesised from several multiply 
connected types of concepts, described as facets (section 4.3.2). 
" It is proposed to adopt, in the remainder of this research, an information management approach that 
combines faceted-like, multi-concept classification principles with hybrid No-Zero-Match browsing. In 
tandem it is proposed that these can be used to develop an improved information system (section 4.5). 
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Characterising information used by 
engineering designers 
For computer-based systems to be successful they need to be built on a better understanding of not only how 
engineers access and use information (the subject of chapter 3) but also by characterising the documents that 
will ultimately be managed by such systems. This chapter contributes to this understanding by initially 
providing an overview of related engineering literature followed by an identification of the distinctions 
between attributes related to either a document's content or associated with the context in which documents 
are produced. Next the experimental methodology and results are presented for two different investigations of 
documents used by practising engineers. These investigations aim to: 
" Identify the key attributes from various commonly used document types that are most helpful when 
searching for information. This is to help identify the multiple classification schemes that can support 
different user search perspectives. 
" Analyse the textual content of these typical documents. This is to provide an insight into understanding 
how automatic computer approaches could be used to automatically classify documents. 
Finally, implications for the development of engineering support systems are given, in addition to general 
conclusions relevant to the remainder of this research. 
This chapter provides a contribution to the overall thesis by providing an improved understanding of 
document attributes used by engineers when searching for information. In addition, the different types of 
facets (or types of classification schemes), that can support the retrieval and classification of engineering 
information from multiple perspectives, are identified. 
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5.1 Overview 
Chapter 3 reported that many engineers are (arguably over) reliant on personal information collections, even 
though networked computer repositories are becoming ubiquitous and offer potentially easier access to 
information (free from the physical constraints of personal and paper-based collections). This can be 
attributed to the inadequacy of existing approaches to classification and retrieval. As noted by Kannapan and 
Taylor (1997), "... the organisation of shared information is usually ad-hoc and is not designed to efficiently 
serve the diverse information needs of (engineering) workgroups". Just as in paper-based systems, where 
information can often only be located easily by those who have filed it, this can also be the case in computer 
systems which represents the focus of this research. Organisational strategies may be inadequate', or the 
process of assigning classification or subject headings could be reliant on error-prone and inconsistent 
humans (Larson, 1992). Computer-based storage permits, in principle, much easier access to a wide range of 
relevant information. Classification schemes can be created to organise documents2, and information can be 
easily associated with multiple subject descriptors or hierarchical categories, as described in the previous 
chapte?. More importantly, electronic documents are amenable to computer indexing which can be used to 
help assist (and automate) this process. 
However, for computer-based systems to be successful they need to be built on a better understanding of not 
only how engineers access and use information (the subject of chapter 3) but also by understanding and 
characterising the types of documents that will ultimately be managed by such systems. This chapter 
contributes to this thesis by presenting analyses of documents used by practising engineers with the aim of: 
" Identifying the key attributes from various commonly used document types that are most helpful when 
searching for information. By understanding which attributes are most useful when searching for 
information, it should be easier to identify multiple classification schemes that can support different user 
search perspectives (and hence provide multiple `faceted' views on collections). 
" Analysing the textual content of these typical documents. This is to help provide an insight into 
understanding how automatic computer approaches could be used as an aid in classifying documents so 
that they can subsequently be browsed by users. 
Note that the findings of this part of the research (i. e. reported in this chapter) will be used to inform those 
subsequently reported in chapters 6 and 7. In chapter 7 guidelines for the detailed construction of the various 
types of classification scheme, identified in this chapter, are considered. A description of the technical 
infrastructure that underpins the automatic classification approach that has been adopted in this research is 
discussed in chapter 6. 4 
As noted in chapter 3, nearly -50% of questionnaire respondents were not aware of company archiving procedures. 
2 Note that the terms document is used synonymously with information object and is used to refer to any item of 
information - e. g. technical reports, e-mail messages, faxes, informal notes, CAD models, sketches, company 
procedures, and so on. 
3 Within the context of this research it is considered to be appropriate to consider both the means of assigning 
classification codes and concept / subject heading descriptors as classification activities. References to classification 
schemes, subject descriptors, taxonomies, etc. are therefore used synonymously in this chapter. 
Note that the choice of automatic classification approach determines how the classification schemes need to be 
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5.2 Related research 
"]'he previous chapter briefly discussed general enginecrinlo classification schemes, subject headings and 
thesauri (e. g. the Ei classification and thesaurus). However, these resources are primarily aimed at 
associating documents with quite general technical and domain subjects and concepts. Within a practical, 
industrial context the concepts and attributes of documents cannot often be adequately related to such general 
schemes. Furthermore, many aspects of documents that need to be characterised are not related to technical 
or domain related concepts. This can be illustrated by considering the example metadata record and the 
Dublin Core attributes, previously presented in chapter 4 (Dublin Core, 2002). 
Many engineering design researchers have recently tried to identify and gather together related terms to 
support the organisation and exchange of design information. Some recent examples of these, considered to 
be relevant to this research, are briefly discussed in the remainder of this section. 
Kannapan and Taylor (1997) describe an 'information projection methodology' to support the "... diverse 
information needs of different audiences", within an engineering context. Their approach creates domain 
information models for workgroups through discussions and brainstorming sessions (although they note that 
such an approach is most suitable for small workgroups). They group related topics / concepts (i. e. subject 
headings or classification categories) together into aspects which arc then related to different user 
perspectives as schematically illustrated in Figure 5-1. 
User Aspect D Aspect B 
perspective 2 
topic 1 topic 19 
topic 3 
topic 6 
topic 10 topic 12 
topic 13 ,, 1e 
2A-spect 
topic 2A spect F 
apect F 
topic 11 
topic 5 topic 17 




topic 8 topic 9 
topic 4 
Aspect C Aspect A 
tops 14 User perspective 1 
Aspect E 
User perspective I 
Figure 5-1: Viewing information from multiple perspectives (Kannapan and Taylor, 1997) 
Paling et a! (1999) propose an active design knowledge system that aims to provide designers with "... only 
the critical design inforniation that is necessary". They suggest that the knowledge base should be supported 
by a number of ontologies to support a variety of user perspectives. These include: a product-level ontology, 
domain-level ontology, organisational-level ontology, content ontology and context ontology (although they 
have not yet implemented this system or developed their ontologies). 
Moore el u/ (1999) present a proposed intelligent workflow support system for the scale-up process in the 
chemical industry (which is based on the Enterprise ontology (e. g. Uschold, 1998)). This system makes use 
of the following ontologies: artefacts (physical components and equipment), inlörmation (types of 
constructed. It is therefore appropriate to review and discuss automatic classification (chapter 6) prior to providing it 
detailed discussion of the construction of classification schemes (chapter 7). 
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information), tasks (carried out by participants), organisational structure (organisation of part icipants), 
capabilities (domain specific skills of participants), agents (participants), computer support (computing 
infrastructure). Note that these can be seen to bear a resemblance to the fundamental categories of facets (i. e. 
PMEST - discussed in chapter 4) identified by Ranganathan (1965). 
Finally, Hansen et ul (2001) have developed an 'ontology' to help interpret various research studies that are 
being carried out in the engineering design research domain. They have identified the following types: actors 
(part icipants), activities (carried out by participants), information (types of information), artefacts (outcomes 
of a process) and the research environment. 
These related studies have been used to help identify the specific document attributes and the fundamental 
categories of classification scheme types, used in the document analysis process (described in section 5.6.1). 
5.3 Distinguishing between a document's content and context 
The document investigations carried out by the author revealed the existence of a number of key attribute, 
for various types of documents used by engineers. It was found that these could be broadly considered as 
being related to either a document's content or associated with the context in which documents are produced. 
These are listed below and illustrated in Figure 5-2. It is considered that presenting these distinctions at this 
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Figure 5-2: Attributes to describe documents 
" Context - attributes relating to the circumstances in which the document was produced, and further 
broken down into: 
'Simple' coniesl document attributes (typically generic attributes relating tu the türmal of' it 
document - author, size, date, etc. ). These attributes are apparent from a cursory inspection of 
electronic file properties. 
'Complex' context document attributes. Some of these attributes will be generic (tor particular 
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industry sectors) and comprise process related issues (e. g. routing rules, retention rules, etc. ) and 
also more subjective assessments of information attributes (e. g. document authority, validity, 
coverage, etc. ). These are generally not immediately obvious from a brief inspection of a document. 
" Content - primarily company specific attributes relating to the document's content, 
further sub-divided 
into: 
¢ Product / component descriptors (related to specific company product attributes - e. g. track slat 
shutter, wing rib, LVDT, etc. ) 
¢ Domain descriptors (related to specific technical and business related domains - e. g. stress analysis, 
aerodynamics, procurement, etc. ) 
5.4 Experimental methodology 
The experimental approach used in this study has been based on an extension of the case-studies of ten 
aerospace engineers (working in different workgroups and in different phases of the design process), 
previously reported in chapter 35. Each participant was asked to identify up to 12 typical documents that they 
regularly use on a day-to-day basis (e. g. technical reports, e-mail messages, faxes, informal notes, CAD 
models, sketches, company procedures, and so on). The study was then carried out in two stages, reported in 
the following main sections: 
" Identification of the attributes used by the engineers when searching for information - using the 
documents as a basis for identifying attributes (section 5.5). 
" Document analysis - analysing the textual content of the documents identified by the engineers (section 
5.6). 
Following on from a presentation and discussion of these results, conclusions and implications for the 
development of engineering support systems are given. 
5.5 Identification of the attributes used when searching for information 
The process of identifying document attributes was achieved by discussing with each individual (and for 
each of their documents) and noting document features that would provide useful search criteria6 if they 
needed to retrieve documents of a similar type? from a larger collection. In order to guide and structure this 
s The reader should refer to chapter 3, which discusses in some detail the background of the engineers that have 
contributed to this study. This chapter also contains a discussion of the limitations of `real world' research methods that 
are also applicable to the research reported in this chapter. 
6 Note that a distinction is made between attributes used to aid in the search process and other attributes that may be 
important for other reasons - e. g. issue number may be very important in controlling the release of a document but is less 
likely to be a main search attribute. 
7 Document type is effectively used to describe a class of documents that share a common set of attributes. Document 
types are not the same as document formats. The word `types' is used with respect to a document taxonomy each with 
attributes. Therefore 'letter', 'memo' and 'e-mail' are not document types, instead these are considered as physical 
templates of a single document type (e. g. correspondence - as they are likely to be characterised by very similar 
attributes - e. g. <To>, <From>, <Date> and <Author>). 
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discussion process, a listing of -40 content and context related attributes (shown in Table 5-1 and Table 5-2) 
was provided as a prompt. These attributes were gathered from a series of brainstorming sessions with the 
practising engineers, from the Dublin Core metadata scheme of attributes (identified from the library science 
community - Dublin Core (2002)) and by an examination, carried out by the author, of examples of 
information provided by the industrial collaborators. Note that the standard Dublin Core attributes 
(previously discussed in chapter 4) are relatively restricted*, however the scheme supports the local extension 
of the standard to allow the inclusion of additional metadata elements. The author's suggested additional 
attributes (the third columns in Table 5-1 and Table 5-2) could therefore be used as such an extension within 
an engineering design context. 
The participants were then asked to rank the importance of each attribute (from a searching point of view) 
on an arbitrary scale of 1-5 (where 1 is an unhelpful and 5a very useful attribute). The 20 most popular 
attributes from this initial list are presented and discussed in section 5.8. It became immediately apparent, 
from the exemplar documents supplied by the participants, that a distinction could be made between 3 
broadly different types of information that are used by all of the participating engineers: 
0 Correspondence (e. g. short faxes, e-mails, letters, etc. ) 
0 CAD models / drawings 
0 Technical documents (e. g. technical reports, memos, etc. ) 
Engineering information systems therefore need to provide access to all of these types. However, it was 
noted that the participants used different search strategies depending on the type of object for which they 
were looking - i. e. for each of the different types of information object, different attributes are important. 
These differences are discussed in section 5.8. 
Attribute name Description of 'Dublin Core' More specific description of attributes Identifled by the 
attributes (where applicable) author 
Abstract Short summary of document contents 
Comments Author comments / also specific user comments and suggestions 
Domain - Main Main domain to which the document primarily refers 
controlled descriptor 
Domain(s) - Other domain(s) to which the document refers 
controlled descriptors 
Other E. g. index, contents, list, list of headings, etc. 
Product - main Main physical product to which the document refers, if 
controlled descriptor appropriate 
Product(s) - Other physical products to which the document refers if 
controlled descriptors , appropriate 
Project Project(s) to which the document refers 
Subject / domain Assessment of the dynamic nature of a particular subject area dynamism 
Subject / identifier The topic addressed by the work Business area and / or technical area / engineering activity 
Title The name of the document 
Table 5-1: Content related document attributes 
8 The Dublin Core (DC) metadata elements comprise: Title; Creator; Subject; Description; Publisher; Contributor; Date; 
Type; Format; Identifier; Source; Language; Relation; Coverage; Rights. Refer to http: //dublincore. org for further details 
related to the usage of these elements. 
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Attribute name Description of 'Dublin Core' More specific description of attributes 
Identified by the 
attributes (where applicable) author 
Author The person(s) primarily responsible 
for the Intellectual content of the 
document 
Author role Description of the author's role (e. g. senior pump 
consultant, section leader) 
Authority Document's authority (related to author, subject and date) 
Checked / List of people who have checked and approved the 
approved by document for validity 
Coverage The spatial location and / or temporal 
duration characteristics of the 
document 
Date The date of publication 
Destination The organisation to which correspondence (if applicable) Is 
location addressed 
Destination name - The contact at a particular organisation 
to whom 
correspondence (if applicable) is addressed 
Distribution Distribution list 
Document type The document type or genre (report, 
procedure, correspondence, etc. ) 
Form The physical manifestation of the 
document, such as PostScript file or 
windows executable file. 
Format of Inferred from the document contents - e. g. text, diagrams, 
document contents calculations 
Identifier String or number used to uniquely 
identify the document 
Language Language of the intellectual content 
Other Other attributes not listed 
Other agent The person(s), such as editors, 
transcribes and illustrators who have 
made other significant intellectual 
contributions to the work 
Physical i Physical location of the document and the storage location 
electronic location of the 'master electronic copy 
Project Project(s) to which the document refers 
Publisher The agent or agency responsible for 
making the document available in Its 
current form 
Relation Relationship to other documents Parent / child relationships - e. g. supporting documents that 
elaborate on the contents of a document such as supporting 
calculations, superseded or up-issued documents 
Rendition / Is the document available in a currently supported file 
revisability format? (I. e. a way of identifying the need for updating 
documents) 
Revision history Revision history 
Size /# of pages of - Size Inferred from the document's formatting, e. g. no. of 
main text / characters, pages, diagrams, etc. 
diagrams, etc. 
Source Documents, either print or electronic, - 
from which this document Is derived, if 
applicable 
Stage in the design - Stage in the product life cycle 
process 
Temporal duration - Estimated longevity of document. Inferred from the subject/ 
characteristics domain dynamism and the date 
Treatment 'Depth' of coverage of a subject. Inferred from document 
type, contents, etc. 
Validity Inferred from document type / author and other attributes 
Version number Version number 
Table 5-2: Context related document attributes 
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5.6 Document analysis - Document Content Profiles 
This section outlines the approach used to characterise the textual contents of typical documents identified by 
the engineers (these are referred to as Document Content Profiles (DCPs)). Note that the aim of this analysis 
was not to identify the terms that best represent the key concepts or topics occurring in a section of a 
document (i. e. like a human `back-of-the-book' indexer), but instead concentrate on all the words and 
phrases used by document authors and attempt to classify these into suitable categories. 
This detailed textual analysis comprises the identification of terms and phrases identified by the author and 
the participating engineers as being meaningful, followed by their assignment into the various categories 
(identified below in section 5.6.1). This process provides an insight into understanding how automatic 
computer-based approaches could be used as an aid in the organisation of engineering information. Note that 
these collections of categorised terms and phrases will ultimately need to be further developed to form the 
subject headings / classification schemes that will comprise a key element of any future information system 
(this issue is considered in chapter 7). 
5.6.1 Descriptions of categories used in the document analysis 
A number of possible fundamental categories (as previously discussed in chapter 4) have been identified by 
the author to group similar and related terms occurring in the document test set (using those presented in 
section 5.3 as an initial basis). These are intended to characterise the variety of facets and perspectives that 
need to be supported by a design information system. The categories evolved during the document analysis 
process, but were finally chosen to ensure their compliance with the following criteria: 
" The differentiation between a document's content and context related terms (as previously discussed). 
" The separation of domain specific terms. 
" The separation of company specific terms. 
It is considered that de-coupling the technical domain and company specific terms is a key factor in enabling 
the future development of these categories into classification schemes that can be shared and reused within 
companies and between communities of practice (since the technical domain terms will be much more likely 
to be generic between companies). 
Note that the categories used for the document content analysis are mutually exclusive (i. e. each term can 
exist in only a single category) and that, at this stage, no attempt has been made to identify any 
organisational structure to develop these into classification schemes (this is discussed in chapter 7). Given 
the limited number of documents that could be studies it was not felt that it would be appropriate to use 
finely grained classification subdivisions. The categories resemble the fundamental categories of facets (i. e. 
PMEST - discussed in chapter 4), however they have been adapted so as to be widely applicable to general 
engineering document sets. 
The six refined taxonomy categories that have been created by the author to analyse the contents of the 
document test set are presented below: 
(A) Technical domain descriptors -a category comprising words and phrases used in technical 
domains (examples of these from the documents considered include: chrome detachment, leakage 
flow, scroll leakage, CFD analysis, Tsai-Hill failure criteria). 
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Terms are highly domain specific and nominally company generic (e. g. within the stress analysis 
domain, engineers from the different companies will use broadly the same technical vocabulary). 
(B) Product descriptors - terms and phrases used to describe a physical component, assembly or 
feature (examples include: motive flow gear pump, reheat burner manifold, weir diameter, slat 
track shutter, inner rear spar). 
These terms are highly company or product domain specific. 
(C) Resource issue descriptors - words and phrases related to organisational structure, departments, 
staff, customers and clients (examples include: Dr. J Smith, Allison Engine Co., Customer 
Support Department, Group B83). 
These terms are highly company specific. 
(D) Business issue descriptors - terms and phrases used to describe more generic business issues, 
still of relevance to engineers taking part in the study (examples include: risk analysis, cost 
estimation, project milestone). 
These terms are nominally company generic. 
(E) Contextual attributes - terms associated with the environment in which a document was 
produced (examples include: date, author, project, technical authority, document type). A 
distinction can additionally be made between `simple' and `complex' contextual attributes (as 
previously discussed and shown in Figure 1). 
Terms are nominally company generic (although attribute values might not be). 
(F) Contextual 'clues' - additional terms important in understanding a document's context, including 
words and phrases from which implications about a document can be made (examples include: 
highlighted a difficulty, could be the cause, problem encountered, solved the problem). 
Terms are company generic. 
5.6.2 Document analysis procedure 
The documents identified by the practising engineers were initially provided in a paper-based format. These 
were then scanned and converted into a text-based electronic format to facilitate the text analysis process 
described below: 
(i) The text was rigorously analysed, line-by-line, by the author for the occurrence of meaningful 
words and phrases (this resulted in the identification of a total of -5,000 unique terms). 
(ii) The meaningful terms identified in stage (i) were marked up electronically (see Figure 5-3 for an 
example of how terms were identified) and classified into one of the six fundamental categories 
previously presented in section 5.6.1 (i. e. mutually exclusive categories). 
(iii) The participating engineers were then asked to pick out, from their selected documents, relevant 
words and phrases that they considered would be helpful if they were searching for that 
particular document. Note that these terms form a subset of those identified by the author in 
stages (i) and (ii). In addition, the marked-up objects from stage (i) were not made available to 
the engineers. 
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From: Smith, John 
E Contextual Sent: 26'" April 1999 
attributes To: 
Atherton, Mike Boycott, Geoff: Gaffing, Mike; Beckham, Paul 
B Product 
descriptors M, ke, 
In-flight observations o slat track shutters on A300 MSN 
Technical 147 were made by the ig Testing roup on a routine 
i b h ll h h f domain e ma no u y st at t es utters 
deployed, despi e back-las in the shutter drive 
mechanism. In flight, the s utter section makes a good fit 
with the wing nose profile . The eff iea better Contextual inspite of the worn 
`clues' mechanisms and free play . The situation seems to be 
common across the span of tracks 4 to 10. 
Business Conclusions: The aerodynamic profile of the wing leading 
edge is not degraded by typical wear and no evidence of issue which could cause leakage has been found. 
descriptors I used"'i:,. -"'.;; is this OK? 
ý. .. _.. _.. _.,,. ý Regards, 
Resource 
C issue BUrs descriptors 
Skill Grotip La , Aerodynamic [ngmeerin 
Figure 5-3: Extract of an analysed document demonstrating how terms were categorised 
5.7 Results and discussion from the two investigations 
The results from the two investigations outlined in sections 5.5 and 5.6 are reported separately in the 
following two sections (sections 5.8 and 5.9). Following on from the presentation and the discussion of the 
results, implications for the development of engineering support systems are given, in addition to general 
conclusions relevant to the remainder of this research. 
5.8 Results - attributes used when searching for information 
The results of the identification of the attributes used when searching for information are summarised in 
Table 5-3 (note that appendix H shows the degree of variation in the raw data collected from the engineers). 
The top 20 attributes (from the more comprehensive initial list of -40 previously presented) for the three 
distinct document types (i. e. correspondence - CAD models and drawings - technical documents) are listed, 
together with an importance score from 1-5 (an average figure of all the engineers surveyed). The shading of 
cells in the table reflects whether the identified attribute is related to a document's context (shaded) or 
content (unshaded)9. Note also that the attributes with importance scores of less than 3 have been `greyed 
out' to emphasise those with higher scores. 
In general the participants identified similar indexing attributes as being important, tending to rank highly, 
for all documents, a limited range of obvious attributes (e. g. project, title, identifier). In all cases the use of 
company and domain specific descriptors scored highly on the ranking scale. A difference in the spread of 
attribute importance values is particularly apparent from the results table (appendix H shows the degree of 
variation for the raw data). It is clear that CAD models and drawings can be adequately represented by a 
more limited number of core attributes. However for text based documents, many of the subjective complex 
context related attributes (e. g. treatment, validity, authority, etc. ) start to become important, particularly for 
technical documents. The designers remarked that any model or drawing that has been formally issued is 
9 Note that the project attribute relates to both content and context. 
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equal/i' valid. This is not the case of textually based documents that can i'cn-i tivide/v 
in technical content. 
scope and quality. 
Correspondence Score CAD models I drawings Score Technical documents Score 
1" Project 5.0 Project 5.0 Project 5.0 
2"" Author 4.8 Identifier 5.0 Author 4,7 
3"' Identifier 4.8 Version number 4.8 Title 4.7 
4"' Title 4.8 Title 4.8 Product(s) - controlled 
descriptors 
4.7 
5"' Date 4.6 Product(s) - controlled 
descriptors 
4.3 Date 4.3 
6"' Destination name 4.6 Checked / approved by 3.5 Publisher 4.3 
7"' Product(s) - controlled 
descriptors 
4.6 Document type 3.5 Document type 4.3 
Publisher 4.4 Domain(s) - controlled 
descriptors 
3.5 Identifier 4.3 
9°i Document type 4.4 Treatment 4.3 
10"' Destination location 4.2 Validity 4.0 
11"' Domain(s) - controlled 
descriptors 
3.6 Domain(s) - controlled 
descriptors 
4.0 
12'" Form 3.4 Abstract 4.0 
13"' Validity 3.4 From 3.7 
14"' Authority 3.2 Checked / approved by 3.7 
15"' Treatment 3.2 Authority 3.7 
16°i Subject / domain dynamism 3.7 
17"' Author role 3.0 
181° Temporal duration 3.0 
19" 
20t' 
Table 5-3: Summary of the attribute importance rankings 
5.8.1 Identifying a figure of merit for documents 
The study participants remarked that it would be highly desirable to have 'figure of' merit' attribute 
associated with text based documents - i. e. a signpost to point designers in the direction of the most relevant 
information first. The way in which such a figure of merit could be calculated is dependent on numerous, 
inter-linked and difficult to quantify factors. 
The assessment could be a function of some combination of the following: 
Author and knowledge of author's expertise 
" Peer review (has it been reviewed? -- by whom? ) 
" Recommendations (e. g. number of links to a document) 
" Age of the document 
" Rate at which documents age in the technical or business domain (i. e. temporal duration) 
Type of document 
" Formality 
" [)ate (in what role was the author employed when the document was created'? ) 
" The breadth of coverage of a document 
The technical complexity of a document 
Further work is necessary to quantity these 'fuzzy' complex context related attributes. 
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5.8.2 A proposed document type model 
The ranked results from Table 5-3 have been used to create a document metadata model for an engineering 
information system (shown in Figure 5-4). Each instance of a particular type will be a document, with a 
specified set of values applied to a relevant set of attributes (shown in the boxes accompanying the object 
type names). In the model shown, a categorisation of document types is represented by a class hierarchy. The 
highest-level object class is document containing a set of attributes inherited by all document sub-types. At 
the next level down is the main distinction between documents on the basis of representation format. 
Currently text based documents are of main concern and these have been further subdivided into 
correspondence, technical documents and `intermediate' documents (which may include incomplete or 
working documents not intended for wide circulation). 
A `rule of thumb' used when creating the hierarchy of sub-classes of object types is that a sub-class should 
be created only if additional, specialised attributes can be attached to the sub-types of documents. These 
additional attributes would be used to support searching, reporting or the data mining of documents. Thus the 
attributes at the highest level for the document class apply to all subsequent sub-types. 
Document 
Title, Author(s), Date, Publisher 
Product descriptors, Domain descriptors 
Project(s), Description, Type 
Relations / links to other documents 
Identifier, Confidentiality 
Document file format, Location 
'"'°"-°°'y'°'"' Type: Text based documents aype: muiumeaia (type: ) CAD model documents documents Software 
Version number Authority 
(-formality) data I 
Checked / approved by 
Treatment / coverage 
Subtype: Interactive 
'Quality/ validity presentation 
/ 
Drawing type (e. g. fiche, pictorial I sound ! Subtype 
CADDS) Product'dynamism' 
Domain 'dynamism' moving 






Checked ! approved by 
Issue # 




Figure 5-4: Proposed document model 
The document type model is deliberately generic and independent of the actual document content. In 
addition, to enhance flexibility, the model shown deliberately contains some additional document formats 
that have not yet been identified by the participants (e. g. multimedia objects, software objects, etc. ) but could 
in the future as multimedia informal capture tools become more prevalent (Yen et al., 1999). 
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5.9 Results - detailed document analysis 
This section presents the results of the detailed document analysis described in section 5.6. The following 
broad categories of information types (similar to those previously observed in section 5.8) have been 
identified from those provided by the participants for analysis. Some key features of these types are 
considered below: 
" Correspondence - It was found that these could usually be readily identified due to their length and 
textual content. Documents tend to be short (< -350 words) and tend to relate to a particular technical / 
business issue, component or product. 
" Technical reports, notes, etc. - These documents typically contained between -500 and 6000 words. 
Despite wide variations in length, similar profiles of textual content were observed for this document 
type. 
" Manuals / catalogues, etc. - These documents varied widely in length although they could be 
distinguished according to the frequent references to the physical products and assemblies to which they 
relate. 
" CAD Models and drawings - These are not text based and therefore have not been studied in detail 
(although it is recognised that the textual content of these objects can be indexed into text databases). 
Spider graphs have been used to present summaries of the results of the Document Content Profiles for the 
text-based documents (presented in Figure 5-5, Figure 5-6 and Figure 5-7). The scales on the spider graphs 
represent the percentage of document contents (in terms of number of words) that fit into a particular 
category. Note therefore that the sum of the values on the axes do not add up to 100%, since only a 
proportion of the contents of a document (typically -40-60%) contain `meaningful' terms. 
Each graph features two separate plots described below: 
" Outer plots - the average number of `meaningful' terms for each object category identified from the 
detailed textual analysis (carried out by the author as previously described). 
0 Inner plots - the average number of terms subsequently identified by the participating engineers. 
Distinct content profiles have been identified for each main types of document (i. e. correspondence - Figure 
5-5, technical reports - Figure 5-6 and manuals / standards - Figure 5-7). The spider plots show the average 
plots for all the documents analysed in each object type. Note that broadly similar results were apparent for 
documents of the same type, irrespective of technical domain or particular company. Appendix I provides a 
summary of the gathered experimental data and an illustration of the degree of variability in the results. 
Inevitably some inconsistencies in the classifications of terms are likely, due to the 'fuzzy' nature of some of 
the categories used (particular category (F) - Contextual 'clues') (resulting in the variability noted in 
appendix I). Another consideration is that each document has currently been assigned to a single category. In 
most cases such a judgement was straightforward, however in certain instances documents could arguably be 
placed into multiple categories. This was particularly true for e-mail and fax messages containing extensive 
technical discussions / content. In these instances the documents have been judged to be more akin to 
technical report rather that items of correspondence. This decision has been made on the basis that greater 
emphasis should be given to, the textual content of documents rather than the format in which they are 
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presented. However the limitation remains that it is not possible to define the stage at which a fax or e-mail 
(nominally a form of correspondence) contains `enough' technical content to be more suitably regarded as a 
technical document. Note that this issue is reflected in the design of the information system which this work 
supports1°. 
To attempt to reduce variability in document analysis within and across the identified document types, efforts 
were made to ensure that the analysis process was carried out in as consistent manner as possible. These 
variations were reduced by carrying out the analysis of all documents within a limited time period and by 
monitoring the proportion of `meaningful' terms identified (this proportion remained between -40-60% of 
the number of words contained in documents). 
5.9.1 Document Content Profile (DCP) - correspondence (Figure 5-5) 
The items of correspondence contain relatively large proportions of people's names and simple document 
attributes, and are particularly rich in contextual `clues'. In contrast, the proportion of terms related to 
descriptive products and technical terms are relatively small. It was noted that most of the correspondence 
documents analysed were written for internal `consumption'. Where this is the case the writing style is 
generally less formal and domain and company specific terms and acronyms are often used without 
explanation. 
(A) Technical d 
2,4' 
20 






contents in each 
taxonomy `" (B) Product 
category '-, descriptors 
71 
Inner plo Outer plot/ (E) Contextual``-'meaningful' --"m i'dful. 
C) Resource issue 
attributes terms identified, }arms Identified descriptors 
by engi ears  by author's 
analysis 
(D) Business issue descriptors 
Figure 5-5: Document Content Profile for items of correspondence 
These traits can be explained by considering that often correspondence type documents will form part of a 
broader discussion or interlinked `thread' of documents (i. e. a type of `conversation') on a related topic, 
product or business issue. Consequently those engaging in the conversation will usually have been party to 
previous discussions and will be aware of any relevant background and technical information. Due to this 
10 The system permits the classification of a document `against' multiple (faceted) classifications - e. g. multiple technical 
classifications, business issue classifications, etc. 
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lack of context giving information, a document from a thread is, in isolation, likely to be of only transient 
value and unlikely to be easily understood by someone from outside the conversation. This is analogous to 
overhearing a fragment of a potentially interesting verbal conversation, although not being able to understand 
fully what is going on since it is not known what different people have previously contributed, what role they 
have in the discussion, or perhaps even what item or product they are actual referring to. Of much more 
potential long-term benefit are complete threads of correspondence which, when considered as a whole, are 
likely to contain much of the necessary contextual information necessary to fully understand them (ever after 
the event). 
5.9.2 DCP - Technical reports, papers, etc. (Figure 5-6) 
The reverse argument can explain the look of the content profiles for the technical reports. These documents 
contain relatively large proportions of descriptive product names, engineering phenomena and activities (i. e. 
category (A)) and contextual clues. The proportion of other categories of terms is less than for 
correspondence objects, particularly those relating to contextual attributes and resource issue descriptors. 
(A) Technical domain descriptors 
24 % of documents' ý20 
contents in each 
(F) Contextual 16 taxor om 
~`- (B) Product 






(E) Contextual Inner 
plot, outer plot, "-ý 
'meaningful' ,ý 'meaningful' , --,, 
(C) Resource issue 
attributes terms identified terms identified descriptors 
by engineers ,- by author's 
analysis 
(D) Business issue descriptors 
Figure 5-6: Document Content Profile for technical documents 
Technical reports and papers, etc. are more comprehensive and detailed in their coverage of technical 
material (which is reflected by their higher word count). In contrast to the correspondence objects, individual 
technical reports and papers can usually `stand-alone' since they contain more context information related to 
relevant background work, physical products / components or domain specific information. This was also 
generally observed to be the case for the technical e-mails and faxes incorporated into this category (taking 
into account the limitations previously noted). A technical report / paper generally aims to provide a much 
more complete account of a particular investigation, project or item of work (i. e. the whole 'story' rather than 
a fragment). Indeed, often this account should be complete enough for a suitably qualified engineer to be 
able to read and understand the contents, given little or no involvement in the particular package of work to 
which the technical document refers (although this might not quite be as valid for technical e-mails and 
faxes). 
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5.9.3 DCP - Manuals / catalogues, etc. (Figure 5-7) 
The extracts from the various manuals, catalogues and standards exhibited quite different profiles compared 
to the other document types, and were generally more variable. The profile graphs are dominated by the 
large 
proportion of terms that relate to the physical product, assembly or component to which the manuals refer. 
The lack of additional descriptive terms and simple object attributes also reflects the nature of the strict 
grammar and restricted vocabulary used when writing the documents (Wojcik, 1998). 
(A) Technical domain descriptors 
(F) Contextual % /f 16 
'clues' 
/ý12 
plot, (E) Contextual 
meaningful' 





taxonomy (B) Product 
category "-descriptors 
Outer nlot' (C) Resource issue ''meaningful' 
,, 
ý 
terms identified descriptors 
-"by authors 
p nalysis 
(D) Business issue descriptors 
Figure 5-7: Document Content Profile for technical documents 
5.9.4 Terms identified by the participants 
The results from the participant's annotation of the documents demonstrate some interesting trends. The 
shape of the spider plots are broadly similar to results from the academic analysis (for all document types), 
although the participants appear to place greater emphasis on the descriptive product names, and simple 
document attributes and terms to interpret a document's context. In contrast, less emphasis is placed on the 
contextual clues. 
This apparent relative lack of importance of the context `clues' was slightly surprising as they appear to 
partially contradict some of the observations related to the relative importance of object attributes (discussed 
in section 5.8). One explanation for this is that the participants could have been over-familiar with the 
documents that they provided for the analysis. This would result in the participants not realistically assessing 
the importance of fuzzier contextual clues. It should also be noted that all of the engineers that took part in 
the study are reasonably experienced (the least experienced engineer had been employed at one of the partner 
organisations for over four years). This means that the engineers taking part are all familiar with much of the 
company and domain specific terminology used within their organisations. It is considered that novice users 
and less technically experienced staff would be more likely to find the contextual and background technical 
information contained in documents more useful when searching for information, although this proposition 
has yet to be tested. 
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5.10 Conclusions and implications 
This chapter contributes to the overall thesis by providing an improved understanding of the characteristics 
of documents used by engineers. The main conclusions and research implications from the results presented 
in this chapter are considered below. Note that the observations chapter are deliberately intended to be 
general in nature and independent of technical domain (since the study participants were working in a variety 
of technical domains within their organisations - including mechanism design, stress analysis, fluid 
dynamics and avionics). 
5.10.1 Identification of search attributes 
" The standard Dublin Core attributes (suggested by the library science and Web standards communities)) 
are relatively restricted, additional attributes have been proposed by the author which extend these 
standards within an engineering design context (section 5.5). 
" Different attributes are important when searching for different types of documents (section 5.8): 
> Drawings and CAD models can be represented by a small number of core attributes. 
> For text-based objects (particularly technical reports), more complex context related attributes are 
important. 
" The ranked results from assessing the importance of search attributes have been used to create a 
document metadata model for an engineering information system (section 5.8.2). 
5.10.2 Document content analysis 
"A number of fundamental categories of types of classification schemes, which can be used to organise 
engineering information and hence provide multiple perspectives on collections, have been identified. 
These include: technical domain descriptors, product descriptors, resource issue descriptors, business 
issue descriptors, contextual attributes and contextual 'clues' (section 5.6.1). 
" Classification of the contents of documents into these high-level categories provides broadly similar 
Document Content Profiles - irrespective of the company or technical domain (section 5.9). 
" Three distinct types of text-based documents have been identified: (i) correspondence, (ii) technical 
documents and (iii) manuals, catalogues and standards. These different object types each have distinct 
content profiles (section 5.9). 
" Correspondence documents, when considered in isolation, are often of limited value (if they are a part of 
a larger 'thread' of documents - i. e. each item of correspondence is analogous to a single piece of a 
larger jigsaw). Complete threads of correspondence provide much of the contextual and relevant 
background information necessary for them to be understood (i. e. all of the pieces of a jigsaw are in 
place)(section 5.9.1). 
" Technical documents (e. g. formal reports) contain comprehensive background and contextual 
information (5.9.2). 
" The study participants placed greater emphasis on product names and product-related terms compared to 
background explanatory terms. However, less experienced engineers and those unfamiliar with a 
particular document are likely to rank this background information more highly (section 5.9.4). 
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Overview of automatic classification 
systems 
This chapter presents a review of the underlying computing technologies that have been used to develop a 
constraint-based automatic document classifier. Initially an overview of relevant definitions and terminology 
is presented before considering the following issues: 
"A discussion of the advantages and disadvantages of the various approaches that can be used to 
automatically classify textual information. A comparison is made between approaches that automatically 
classify documents into (manually) pre-defined classification schemes and those that automatically 
cluster documents according to their textual content. 
" The constraint-based classification approach that has been adopted in this research is described (note that 
subsequent chapters discuss the application of this approach, from an engineering design perspective, in 
greater detail). 
0 The underlying information retrieval and indexing principles that underpin the constraint-based 
automatic classification process are explained. 
Finally a number of conclusions and implications for the development of engineering support systems, 
relevant to the remainder of this research, are given. 
This chapter provides a contribution to the overall thesis by presenting the rationale for adopting a 
constraint-based automatic classification approach within the context of this research. 
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6.1 Overview 
Chapter 4 discussed the benefits to be achieved from organising information using classification schemes to 
allow users to browse and explore collections of documents. This was followed by a study of practising 
engineering designers in chapter 5, which identified the types of classification schemes or facets that could 
help provide engineers with multiple perspectives on information collections. This chapter follows on from 
these and contributes to the overall thesis by discussing the rationale for adopting an appropriate automatic 
classification approach in the context of this research. Having identified the automatic classification 
approach, the chapter then presents an overview of the underlying computing technologies used to develop 
and implement the automatic document classifier that is considered in the remainder of this thesis. 
As previously discussed in chapter 4, the rationale for developing automatic classification systems is that it is 
not economically viable to employ people to organise and classify the ever increasing number of electric 
documents that are being produced within organisations. A further advantage of automatic classification is 
that differences in human perception (both between individuals and according to a particular individual's 
mood) can lead to erroneous and inconsistent classification (Larson, 1992). Automatic techniques therefore 
have the advantage of allowing documents to be consistently organised. 
6.2 Definition and clarifications of terms used 
Before reviewing the various strategies for organising and retrieving information in detail, a brief 
clarification of some of the terminology used in this chapter is presented. The sources of the definitions are 
adapted from those given in IS05963 (1985), IS02788 (1986), Baeza-Yates and Ribeiro-Neto (1999) and 
Sutton (1996). 
Concept (or `subject / category topic') - "... Thoughts or notions expressed in words that are relevant to 
people... (working in a domain)". A concept can be considered to be a "... unit of thought" and is represented 
by indexing terms or phrases (1S05963,1985). 
Classification scheme (or 'ordering scheme') -A model (of a domain) that identifies the important concepts 
and arranges them in a 'meaningful' way (often in the form of a classification hierarchy). 
Document (or 'information object') - Any item of information that is amenable to indexing. 
Document classification (or `document categorisation') - Assigning a document to pre-defined classes 
(categories) from a classification scheme, according to the concepts contained in the document'. 
Collection -A group of documents. This term is used to describe discrete sets of documents, which may 
form the basis of a particular index. 
Indexing term (or `keyword') -A pre-selected term which can be used to refer to the content of a document 
t Within the literature a distinction is sometimes made between 'electronic' classification of documents and traditional 
'library' classification (e. g. of physical books). Library classification has traditionally required books to be assigned into 
mutually exclusive classes (Mostafa et a!, 1998). However in the context of this report, this definition is relaxed to allow 
classification to refer to the assignment of document membership to multiple classes. Note that the term categorisation is 
sometimes used to refer to the association of multiple document classes with a document - the terms classification and 
categorisation are used synonymously in this research. 
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Note that indexing terms can either be defined manually or automatically with the following subtle 
differences. Manually defined indexing terms (e. g. those found in the back of a textbook) can be described as 
"... the representation of a concept in the form of ... a term 
derived from natural language, preferably a noun 
or noun phrase" (IS05963,1985). Usually, in computer generated indexes, all (or most of) the unique words 
that occur in a collection are used as indexing terms. 
Index - An alphabetical or systematic listing of subjects which refers to the position of each indexing term in 
a document or collection of documents. An index is a data structure built on the basis of a document's (or 
collection's) text that facilitates the searching for documents (or a part of a document) in a collection (or an 
individual document). 
Information Retrieval (IR) - "... the retrieval of information from a collection of documents. The retrieved 
documents aim to satisfy a user's information need" (Baeza-Yates and Ribeiro-Neto, 1999). 
User information need -A natural language declaration of the information need of a user. 
Query - The expression of the user information need in the input language provided by the information 
retrieval system. 
6.3 Review of automatic classification approaches 
As previously reported in chapter 4, a classification system consists of two `components': 
" Classification or ordering scheme(s) consisting of a collection of concepts against which documents can 
be assigned. 
" Some means of deciding how to assign documents with the concepts in the classification or ordering 
scheme(s). 
These two `components' can either be manually specified, or alternatively automatically inferred in some 
manner. Obviously in a manual classification process, the specification of both of these components is 
carried out by people (i. e. the construction of the classification scheme and the process of deciding how to 
assign documents with concepts in the classification scheme is carried out by a human librarian). 
In (semi) automated classification processes, the degree to which the specification of these components can 
be carried out automatically is dependent on the selected classification strategy. In general, the identification 
of the classification scheme is still carried out manually - i. e. the classification scheme is pre-defined. The 
main differences lie in the algorithms used to decide how to classify documents into the scheme. The 
exception to this is in the use of clustering methods, which do not have to classify documents into pre- 
defined categories2. Instead, clustering allows for the fully automatic organisation of documents into 
arbitrary groups (i. e. clusters) which are related by some metric. 
A discussion of the characteristics of different automatic classification approaches is presented in the 
following sections. 
2 Note, that clustering approaches can also be used as a statistical means of classifying documents into pre-defined 
categories. 
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6.3.1 Constraint-based classification (into pre-defined schemes) 
This classification method is conceptually the most straightforward and is reliant on pre-coded sets of 
constraints (i. e. rules or heuristics) that relate the textual content of documents3 to concepts / subject 
headings in the pre-defined classification schemes. The sets of constraints contain mappings between terms 
and term phrases, possibly with additional features such as weighting algorithms that allow the combination 
of multiple sets of constraints (e. g. McCune et al, 1987; Hayes and Weinstein, 1991; Paijmans, 1993). 
The following provides an example of a simple constraint. Consider a subject "Composite Materials", which 
might be one of many concept or subject headings contained within a classification scheme. The constraint 
for this concept could require documents to contain one of the following terms or phrases: `carbon fibre', 
`glass fibre', `epoxy', `CFC or `GFRP'. A modified set of constraints could require multiple occurrences of 
single terms or phrases to occur (or even multiple occurrences of multiple terms or phrases) in documents 
before a document is associated with a concept in the classification scheme4. 
The advantage of this type of approach is that it is conceptually simple and transparent to system users. The 
main disadvantage is the manual effort required to build and maintain the classification scheme and the 
constraints that relate words and phrases to the classification headings. Note however, that to some extent 
these negative aspects can be addressed by deploying automated means of extracting appropriate keywords 
and phrases from documents (e. g. Jones and Stavely, 1999; Gutwin et al, 1999; Maedche and Staab, 2001). 
6.3.2 Machine learning and statistical classification (into pre-defined schemes) 
In any machine learning or statistical approach, users must identify training sets of example documents that 
are representative of each of the pre-defined classification categories. The training process allows the 
classification algorithm to develop the means to classify documents into particular categories according to 
the textual contents and characteristics of the training sets. Once this training process has been completed the 
classification algorithm will have been `programmed' to classify new documents into appropriate categories, 
according to their textual content. 
A wide variety of approaches have been described in the literature (e. g. Rocchio, 1966; van Rijsbergen, 
1979; Yang and Liu, 1999; Aas and Eikvil, 1999). Aas and Eikvil (1999) present a comprehensive review of 
approaches that include regression models, nearest neighbour classifiers, decision trees, Bayesian classifiers, 
Support Vector Machines and neural networks. 
The main advantage of these approaches is that they require little human intervention, once suitable training 
sets of documents have been identified for the classification categories of interest. The performance of such 
systems can also be improved over time by incorporating user feedback to continually re-train the network. 
The main drawback is associated with the identification of the training documents -a far from trivial task in 
practical situations, especially if the classification scheme is highly sub-divided and structured (e. g. in the 
3 Or more accurately the logical representation of the documents contained in an index. Indexing issues are discussed in 
section 6.5.2. 
4 Classification algorithms are the subject of chapter 8. 
s What constitutes a satisfactory training set varies and is highly dependent on the variation of documents for a given 
application. 
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form of a hierarchy with many branches). The `quality' of the training documents (in terms of 
how 
representative the training documents are of those that will be processed by the system) 
is crucial in 
determining the classification system performance. As an indication, Letson (2001) quotes from a vendor of 
machine-learning based classification software (www. inxight. com) who notes that, "... the best algorithms 
available - under optimal conditions, with hundreds of training documents and narrow 
data sets - can 
manage 75-80% accuracy in categorisation. On a typical intranet, with its broad range of content, the 
best 
tools, with training sets of 10 or 20 documents, are getting 50-80% accuracy". Yang and Liu (1999) note that 
"... while the rich literature provides valuable information about individual methods, clear conclusions about 
cross-method comparisons have been difficult because often the results are not directly comparable". They 
go on to present a comparative study of five text classification methods: Support Vector Machines (SVM), a 
k-Nearest Neighbour (kNN) classifier, an Artificial Neural Network (ANN) approach, the Linear Least 
Squares Fit (LLSF) mapping and a Nave Bayes (NB) classifier. They found that the SVM, kNN and LLSF 
outperformed the ANN and NB approaches for small training sets per category (-10), but all performed 
similarly when dealing with large training sets6. 
Another feature of this type of classification approach is that the inner workings of the classification 
algorithms remain hidden and do not provide system users with insights into the classification process. 
Whilst a lack of transparency may not necessarily be regarded as a negative factor, erroneous system 
performance could be more difficult to address if inappropriate training documents or user feedback is 
provided to the system. 
6.3.3 Natural language I case-based classification (into pre-defined schemes) 
Systems that use this approach to classify information are reliant on the processing of natural language text 
to extract document concepts and relate these to nodes in a pre-defined classification scheme7. A large 
amount of research in this area has been carried out (e. g. Smeaton 1992; Lewis and Sparck Jones 1996; 
Bruninghaus and Ashley, 2001)8. Natural Language Processing is typically achieved through a process 
involving Part-Of-Speech (POS) analysis. This process involves the use of a POS tagging system to analyse 
the textual content of a document and assign tags to words that reflect their syntactic usage9. Note however 
that due to the complexities of natural language, words can belong to multiple and different syntactic 
6 It should be noted that these experiments were carried out on the Reuters-21578 reference collection of newswire 
reports which are generally short, well-structured documents (i. e. not necessarily characteristic of information that is 
widely used by engineers). 
7 As will be seen in this section, the natural language (or lexical / semantic) processing approach can be seen as an 
extension of the constraint-based and machine learning approaches previously discussed. 
g In appendix J, reference is made to the TIPSTER research project (TIPSTER 1991-1998). The two main parts to the 
TIPSTER project involved the TREC (Text Retrieval) and the MUC (Message Understanding) conferences. Natural 
Language Processing (related to Information Extraction) formed a large part of work reported in the MUC conference 
series. 
9 The following are examples of 'types' of words used in natural language: adjectives, adverbs, articles, conjunctions, 
nouns, prepositions, pronouns and verbs. The following link shows examples of POS-tags from the Penn-Treebank tagset 
httl2: //www, itg. ed. ac. uk/software. /Denn. htmi. 
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categories in different contexts10. A POS-tagger must therefore identify distinct words 
(sometimes termed 
`tokenising' -a process carried out in all full-text indexing), determine the possible meanings 
in the given 
context ('morphological classification") and assign the correct meaning in the given context 
('morphological disambiguation' 12) (Marcus et al, 1993). Thus, when attempting to classify a newly 
submitted document, the document is initially linguistically processed into a case representation which 
highlights the salient concepts and features of a document according to pre-defined mappings between the 
actual textual content and the case representation. This representation is then processed and similar cases are 
retrieved from the existing case base. If an identical case match is found then the appropriate classification 
heading can be extracted. However in the event that an exact match cannot be found then it becomes 
necessary, using some form of similarity metric, to adapt the new case to those contained within the case 
base. 
A case-based approach has certain advantages particularly that in time, as additional cases are added, then 
the performance of the classifier will improve. However there are several drawbacks to the approach. It 
is 
necessary to spend effort identifying suitable prototypical documents to set up the initial case base. More 
formidably, the lexical analysis process typically relies on explicitly codified linguistic knowledge to allow 
the mapping of words into the case representation. This is either a highly manually intensive process or 
subject to limitations associated with machine learning approaches as previously noted 
13. 
6.3.4 Document clustering 
Clustering methods differ from the others that have been described. They are not really automatic 
classification techniques since they do not classify documents into pre-defined categories. Instead, clustering 
allows for the fully automatic organisation of documents into arbitrary groups (i. e. clusters), whereby those 
within a particular cluster are related by some metric. Typically, clustering algorithms allow for the 
customisation of the number of clusters, a minimum and maximum size for each cluster and a similarity 
function that is optimised with threshold values below which an object is not considered to be a member of a 
cluster. A variety of overviews of clustering approaches are provided in the literature (e. g. van Rijsbergen, 
1979; Salton and McGill, 1983; and Baeza-Yates and Ribeiro-Neto, 1999). 
10 For instance, the word 'books' can have two quite different meanings. In the sentence "she books many cost codes", 
the word "books" is a third person singular verb. However, in the sentence "he reads many books", the word is a plural 
noun. 
11 Usually implemented as a lexicon lookup (i. e. a lexicon relating words to the particular POS). Words are listed in the 
lexicon with and the lookup retrieves all possible meanings for a given word. 
12 There are two main approaches to POS-tag disambiguation, machine learning (neural network) and rule-based 
approaches. 
" Invention Machine Inc. claim to have developed a search tool that uses lexical analysis to allow individuals to carry 
out highly accurate and precise searches on company-wide repositories of technical information (see www. cobrain. com, 
and Taupin (1999)). This tool has been specifically developed to aid in the discovery of scientific and technical 
information, with a particular focus on patent analysis. It is interesting to note that the company claims in their marketing 
literature to have spent in excess of 1,250 man-years developing the system -a figure that perhaps reflects the daunting 
nature of such a knowledge acquisition task. 
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The major advantage of these methods as a means of organising documents 
is that the process is carried out 
fully automatically, without the need for having previously identified suitable classification schemes. 
However, whilst being fully automatic, clustering can be difficult to control and influence. General concept 
themes are not `extracted' from documents, instead the clusters are related according to the 
frequency of 
occurrence of words (and usually not phrases) within documents in a collection (at a particular 
instance in 
time). The result of this is that clustering can result in the juxtaposition of themes corresponding to 
different 
14 levels of abstraction. 
Table 6-1 provides an example of the results of a document clustering exercise carried out 
by the author 
using the 390 papers from the proceedings of ICED'99 (Lindemann et al, 1999). The 
documents were 
clustered using a commercial information management application supplied 
by Verity's (2002). The 
proprietary clustering algorithm initially suggested 6 clusters and also identified the 
keywords that are used 
to characterise the members of the clusters (shown in the second column). As can 
be seen from Table 6-1 the 
clusters do not represent clear-cut perspectives on a collection and many of the terms that 
have been used as 
a basis for clustering are not particularly meaningful within the `ICED domain'. 
Keywords characterising the cluster 
Cluster I object, users, CAD, menus, gloves, scene, navigation, hand, 3-D, device 
Cluster 2 design, designer, functions, safety, system, approach, innovation, structure, environmental, risk 
Cluster 3 model, products, design, engineering, simulation, mechanical, performance, Implementation, variables, CAD 
Cluster 4 method, development, companies, introduction, processes, project, design, Influence, tool, industry 
Cluster 5 processes, knowledge, information, system, object, model, support, management, configuration, modelling 
Cluster 6 products, companies, customer, functions, development, architecture, collecting, markets, PDP, require 
Table 6-1: Clusters identified when organising ICED99 papers 
Thus, in addition to confusing more general and specific themes and subjects within a given cluster, 
clustering also manages to mix together the different perspectives that users might have on a collection of 
documents (as previously discussed in chapter 5). Rather than representing a single coherent viewpoint, a 
cluster set may instead provide a combination that does not relate to any meaningful topic structure that a 
human would construct (Hearst, 1999)16 
14 Chen et al (1998) used hierarchical clustering methods to create a Kohonen Self Organising Map (SOM) of 110,000 
Web sites from the entertainment section of Yahoo. The weakness of their approach can be illustrated by noting that the 
resulting map of the information space contained the subject clusters 'StarTrek' and `Sci-Fi' at the same 'level' - despite 
the fact that 'StarTrek' is a specialisation of the concept 'Sci-Fi'. 
13 Verity is an established vendor of information management software. One of the applications provided by Verity is a 
document clustering tool which uses proprietary clustering algorithms to extract keywords that characterise a particular 
cluster. Verity uses a vector-based information retrieval model (described in section 6.5.3). By using this model, 
documents are represented as vectors and clusters are formed from documents that are similarly represented in vector 
space. 
16 Morville (2000) notes, in a highly critical overview of commercial automatic classification systems, that "... Autonomy 
(2002) takes the auto-classification hyperbole a step further, claiming that their Portal-in-a-Box provides `an out-of-the- 
box solution that enables online publishers and corporations to easily create and automatically maintain an easy-to- 
navigate customised portal site, removing the need for manual labour in the process of categorising, tagging, (and) 
hypertext linking large amounts of information'. He goes on to state that "... they are over-selling these automated 
6-7 
Chapter 6 Overview of automatic classification systems 
Another important aspect of clustering is that clusters are created on the basis of the available documents at a 
given instance in time. As the contents of the information collections (on which the clusters are 
based) 
changes, so will the clusters. In this respect they are not really suitable for organising 
incomplete or dynamic 
collections for browsing - since users will have to learn different organisational structures. 
6.4 Choice of automatic classification system 
The previous section has described a number of automatic classification approaches. In the context of the 
overall research programme and having understood the activities and information requirements of 
engineering designers (chapters 3 and 5) it is clear that a clustering approach is not appropriate. 
This is not to 
dismiss the benefits of clustering out of hand, since they can provide an effective and low-cost means of 
organising and identifying patterns from document collections 
17 
. 
However, the advantages of providing multiple user search perspectives on collections is considered to 
be of 
prime importance. Engineering design is essentially a collaboration between communities of practice who 
communicate using a common terminology (Bond and Ricci, 1992). It should therefore 
be possible to 
identify important concepts and descriptive terms within particular domains (e. g. from procedures, 
guidelines, technical documents, etc. ) and use these as a basis for describing the concepts in classification 
schemes (and also the terms for the sets of constraints - chapter 7 discusses these issues in detail). 
The other factors that affect the choice of classification approach are related to the characteristics of the 
document collections which were to be used to help develop a pilot information system. It was considered to 
be especially important to de-couple the development of classification schemes (and the means of classifying 
documents into these schemes) from the availability of documents. This was an important practical 
consideration related to the logistical issues of obtaining document test collections from collaborating 
industrial partners'8. In practice the automatic classification system had to be developed on the basis of 
documents that were not yet available in large numbers. This reduced the viability of machine learning-based 
approaches due to the limited number of documents that were available as training sets. When taking into 
account all of these factors it was considered that the constraint-based approach offered the most pragmatic 
way forward. 
The remainder of this chapter discusses some important background issues that help explain the workings of 
the constraint-based automatic classification system adopted in this research. Such an understanding is 
necessary before considering the development of classification schemes and constraints (chapter 7) and the 
effectiveness of automatic classification algorithms (chapter 8). After an overview of the architecture of the 
system, a discussion of full-text indexing techniques and information retrieval models are provided (sections 
6.5.2 and 6.5.3 respectively). 
classification products in a way that may pump up sales in the short term, but will inevitably lead to a major back-lash as 
their customers learn the hard way that software alone can't solve their portal problems ... 
Humans are needed to develop 
an overall information architecture strategy (and) ... to create key classification schemes". 
17 As an example within the engineering domain, Matthews et al (2001) provide an overview and a comparison of the 
utility of a range of clustering methods for exploring the structure of knowledge in design databases. 
18 These types of constraints are likely to be typical of those which will always be faced when practically deploying 
systems in an industrial setting (Sutton, 1996). 
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6.5 Classification and retrieval system infrastructure 
The high-level processes that are carried out by the con. ciraint-haled automated classification system that has 
been adopted in this research (necessary in organising documents so that they can subsequently be browsed) 
are very similar to those carried out when performing ad-hoc and filtering retrieval tasks (as discussed in 
chapter 4). Systems that support constraint-based classification and retrieval tasks both share a common 
system architecture (schematically illustrated in Figure 6-2). For each of these tasks, a generic /nf umution 




'Query Information System 
input' Retrieval System 'output' 
Figure 6-1: Architecture for constraint-based classification, ad-hoc and filtering retrieval 
systems 
Figure 6-2 shows how the generic system components (shown in Figure 6-1) are modified when carrying out 
classification or retrieval tasks. For example, in a classification task the quert' in/put takes the form ofa set of 
classification constraints for each concept in the scheme. In an ad-hoc retrieval task the ytccert' input takes the 
form of a search phrase. Table 6-2 summarises the various inputs and outputs to the generic Information 
Retrieval System for the variety of classification and retrieval tasks shown in Figure 6-2. 
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Figure 6-2: Architecture of information classification and retrieval systems 
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Query input Collection input System output Collection volatility 
Ad-hoc retrieval At search time - user Collection index Documents matching 
Semi-static 
information need is query 
translated into a query 
Filtering retrieval At search timet9 - user Collection index Documents matching Dynamic 
information profile is (documents to be user profile 
translated into a query filtered) 
Classification Prior to user search - Collection index Category(ies) from Semi-static 
(to enable classification heuristics (documents to be scheme(s) relevant to 
browsing) are defined classified) documents 
Table 6-2: Architecture of information classification and retrieval systems 
An important feature is the concept of the re/ei'ancce of retrieved documents / categories that are associated 
with the query input. Information retrieval is concerned with retrieving 21 documents / categories about a 
specified subject. In order to satisfy the query input (the simplified representation of the user 
information 
need) the system needs to interpret the contents of documents in the collection index and rank them 
according to sonne relevancy measure related to the query input 
10. 
ßaeza-Yates and Ribeiro-Neto (1999) note that "... the primary goal of an information retrieval system is to 
retrieve all the documents (or in the context of this research concept categories) which are relevant to a user 
query (i. e. quern input) while retrieving as few non-relevant documents (or concept categories) as possible. 
... 
Thus, ranking algorithms are at the core of information retrieval systems". The ranking process is 
described in section 6.5.3. 
6.5.1 Query inputs 
The issues associated with the formulation of queries (both for retrieval and classification) are fairly 
complex. In one sense such inputs to the information retrieval system are dependent on whether a retrieval or 
classification task is being performed (as noted in Figure 6-2 and Table 6-2). 
I lowever, more Fundamentally, the types of query that can be processed by an information retrieval system 
are dependent on the underlying indexing strategy and information retrieval model that is being adopted. 
These issues are discussed in sections 6.5.2 and 6.5.3 respectively. In a retrieval task, the glwr%' input can be 
considered to be in the form of a set of keywords (readers will be familiar with performing such queries in 
Web search engines -- e. g. Google or AltaVista). Depending on the information retrieval model adopted by 
the system, various means of combining together multiple words to form phrases is possible to allow the 
submission of more complex queries. In a constraint-based classification task, the formats of the queries that 
are submitted to the system are similar, although will generally be more complicated. Rather than the user 
specifying a single query at search time, classification constraints consist of a range of' multiple, individual 
queries for each concept in the classification scheme. 
6.5.2 The collection index (i. e. collection input) 
Indexes are data structures primarily built to cope with the organisation of information so that yuc'rvv inin't"; 
can be resolved and relevant documents located, ranked and extracted from collections. Indexes are crucial 
19 In this retrieval mode, searching is being performed continuously as documents are added to the collection. 
20 This is in contrast to data retrieval for which there is no concept of relevance - data is either retrieved or it is not. 
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for providing efficient access to documents and can range in size from containing only a small number of the 
most important key terms (e. g. a metadata index (as discussed in chapter 4), or 'back-of-the-book' index) to 
complete full text listings of every unique word in a collection, complete with the precise location of each 
word occurring in documents contained within the collection (a full-text index). 
The mandatory use of metadata indexes in early bibliographic and digital library text retrieval systems was 
primarily due to constraints imposed by the technical limitations of computing hardware at the time. 
However, it is now possible to represent very large collections of documents (e. g. the 'entire' Web) using 
full-text indexes. Witten et al (1999) note that some 300,000 word appearances are indexed in Cruden's 
concordance21 of the Bible, printed on 774 pages (Cruden, 1941). Using binary search methods, the correct 
page in the Bible for any word entry in the concordance listing can be quickly located. Modem full-text 
computer retrieval systems are essentially employing the same principles. However, usually it is possible to 
keep a listing of all the unique indexing terms and also the computer's equivalent of the concordance (i. e. the 
words and positions in which words occur within the collection) in the computer's data structures, to allow it 
to be rapidly searched22. 
Appendix J provides a more comprehensive technical description of issues related to full-text indexes. 
6.5.3 Information Retrieval System adopted in this research 
The approach adopted in this research has been to use a commercial application (supplied by Verity (2002)) 
to provide the core Information Retrieval System functionality and the means of creating document 
collection full-text indexes (i. e. the collection input). The Verity Information Retrieval System adopts a 
vector-based information retrieval model that determines how queries are matched to documents and how 
the relevance of query inputs are subsequently calculated. Within practical and commercial systems, the 
vector-based information retrieval model (as described in appendix J) is very popular. A large number of 
alternative retrieval models have been compared in the literature but the consensus seems to be that, in 
general, the vector-based approach is either superior or as good as existing alternatives23. This is emphasised 
by Baeza-Yates and Ribeiro-Neto (1999) in a review of modern approaches to IR who note that "... this 
appears to be the consensus among (IR) researchers, practitioners and the Web community, where the 
popularity of the vector model runs high". 
21 In this context, a concordance is a listing of all the distinct meaningful words that are contained in a book, in addition 
to an indication of where in the book (typically the page number and line number) these words occur. 
22 Note that not all words that make-up a document's text are equally significant for representing the semantics of a 
document (i. e. in written language some words carry more meaning than others). Full-text indexes are therefore often 
processed using text operations to remove words that do not convey meaning. Such operations reduce the size of the 
index (i. e. the lexicon and the occurrences list) and speed up the overall functioning of the information system. 
23 There are a number of distinct information retrieval models which can be adopted by an Information Retrieval System 
- including Boolean, probabilistic and vector models. All these different types, to a greater or lesser extent, use 
correlations between the frequency of occurrence of indexing terms contained in queries and the collection full-text index 
as a means of determining the relevance of documents within a collection. Essentially the vector-based model recognises 
that the use of binary weights is too limiting (i. e. the Boolean model) for general information retrieval tasks and proposes 
a framework in which partial matching and ranking of documents to a user query is possible. This is the key distinction 
between approaches that are suitable for information retrieval compared to data retrieval. 
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The vector model allows the computation of the degree of similarity between documents in the collection and 
the query input. By sorting retrieved documents in decreasing order according to a similarity measure, users 
are provided with the freedom to examine documents that only partially match a query. When calculating the 
degree of similarity between a query and a document collection the following factors are often taken into 
account: 
0 Index term frequency (TF) - i. e. the frequency of occurrence of terms within a document 
" Inverse document frequency (IDF) - i. e. an additional factor that effectively reduces the weighting 
assigned term frequency factors (TF) according to the length of documents and the number of times that 
terms occur within the collection as a whole. 
A more detailed discussion of ranking algorithms and similarity measures that are used in systems adopting 
the vector-based retrieval model are presented in appendix J. 
Note also that chapter 8 considers the assessment of various automatic classification algorithms which are 
based on applications of the vector retrieval model to allow the partial matching of classification constraints 
with documents. 
6.6 Conclusions and implications 
This chapter provides a contribution to the overall thesis by presenting the rationale for adopting a constraint- 
based automatic classification approach within the context of this research. The conclusions and research 
implications from the preceding discussion are considered below. 
0 There are two broad approaches to automatic classification that have been reviewed (section 6.3): 
Those that classify documents into pre-defined schemes (including constraint-based, machine 
learning and NLP-based approaches). 
> Those that fully automatically organise documents according to clustering metrics. 
"A constraint-based classification approach has been adopted in this research due to the following factors 
(section 6.4): 
> The importance of allowing meaningful pre-defined schemes to be used that can provide users 
with multiple search perspectives on collections. 
> The lack of suitable training sets of documents. 
> The need to de-couple the development of classification schemes from the availability of 
documents. 
0 The core architecture of the constraint-based classifier includes (section 6.5): 
> Inputs (concept constraints (query input) and a document index (collection input)) = processed 
by an Information Retrieval System = outputs (concepts from the pre-defined scheme that are 
relevant to documents). 
" The query input is a series of search queries that represents the classification constraints that have been 
identified for each concept in a classification scheme (section 6.5.1). 
" The document collection input is a full-text index of the document collection to be classified (section 
6.5.2). 
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"A vector-based information retrieval model (used by the Information Retrieval System) allows the 
partial matching (i. e. ranking) of the collection input with the query input (section 6.5.3). Depending on 
the classification algorithm adopted, the system classifies documents from the collection with concepts 
in the classification scheme24. 





This chapter proposes generic guidelines for supporting the construction of instances of types of classification 
schemes (and their associated constraints) for a constraint-based automatic classifier. Firstly, an overview of 
relevant literature related to the construction of ontologies, expert systems and thesauri is presented. The 
remainder of the chapter then discusses the distinctions between hierarchical and associative concept 
relationships and presents a series of guidelines to help in the creation and modification of instances of 
classification schemes. 
Finally, implications for the development of engineering support systems are given, in addition to general 
conclusions relevant to the remainder of this research. 
This chapter provides a contribution to the overall thesis by presenting guidelines for constructing instances 
of classification schemes and constraints, based on the general literature and the author's understanding of 
information use in the engineering design domain. 
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7.1 Overview 
Chapter 6 presented a discussion of various automatic document classification techniques and an explanation 
of the rationale for adopting a constraint-based classification approach in the context of this research. 
Similarly, as previously noted in chapter 4, standard subject heading listings and classification schemes have 
gained widespread use (particularly in relatively 'broad' technical fields) for the assignment of meaningful 
concept descriptors. However, in specific applications within organisations and specific technical domains, it 
is necessary to consider the way in which new collections of subject headings and classification schemes can 
be specified. 
This chapter contributes towards the thesis by proposing guidelines for supporting the construction of 
instances of types of classification scheme (and their associated constraints) for a constraint-based automatic 
classifier. These different types of schemes support the classification and subsequent browsing of document 
collections from multiple user perspectives (identified in chapter 5). Particular emphasis is placed on the 
difficulty in identifying associative links between terms in a classification scheme which are conventionally 
used to improve the navigability of 'hierarchically' arranged structures. In this chapter, it is shown that 
associative links between concepts in classification schemes can be automatically inferred, by adopting a 
combination of faceted-like classification principles, in addition to a hybrid browsing approach that 
dynamically prunes the browsable classification scheme according to user selections. 
The process that has been developed to assist in the creation and structuring of classification categories and 
constraints is presented in two main stages: 
" The first stage (described in section 7.8) concerns the definition and organisation of classification scheme 
headings that represent the main concepts. Note that this is perhaps the most critical aspect of the process, 
as the ultimate performance of a classification system is dependent on the identification and organisation 
of concepts that are meaningful and relevant to prospective users. 
" The second main stage (described in section 7.9) concerns the definition of the classification scheme 
constraints that indicate which documents from a collection should be associated with each concept in the 
classification scheme. 
The first of these is a more generic series of tasks and is applicable for any of the automatic classification 
approaches previously identified in chapter 6. In contrast, the latter main stage is specific to the constraint- 
based classification approach that has been adopted in this research. 
It should be noted that there is not a single correct way to develop a classification scheme and associated 
constraints within a given domain (this is also emphasised by Schreiber et al, 1999; Noy and McGuiness, 
2001). The process of identifying and structuring the important concepts and topics is an intellectually 
demanding and a subjective exercise'. There will always be valid alternatives that different individuals with 
different backgrounds, experiences and opinions will consider to be more appropriate than those suggested 
by others. In this respect it is not the aim of this chapter to identify a prescriptive methodology that will 
' As previously discussed in chapter 6 the automatic identification of such classification schemes cannot (certainly at the 
current time and in the foreseeable future) be automated. However there are automated means to help assist in the less 
critical task of identifying terms to be used as classification constraints. 
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provide the means to allow anyone to construct an instance of the single best classification scheme (within a 
domain). Instead the more realistic aim is to provide guidelines that should help a suitably qualified 
individual become aware of the factors that should be taken into account when identifying subject concepts 
and related constraints2. These are based on related literature and the author's understanding of information 
used in the engineering design domain (from chapters 3 and 5) and should help to make the process of 
identifying / structuring classification categories more transparent and rational3. 
7.2 Review of related literature 
In the previous review of different classification approaches it was noted that the main disadvantage with the 
constraint-based matching is the manual effort required to formulate the (typically hierarchical) structure and 
define the constraints for each node in the scheme. Similar disadvantages are encountered with methods used 
for the construction of thesauri, ontologies and knowledge based systems (Schreiber et al, 1999). Therefore, 
prior to presenting the approach that has resulted from this research, it is appropriate to discuss some of the 
related literature. 
7.2.1 Ontology construction guidelines 
As previously discussed in chapter 4, the key factor that distinguishes an ontology from a taxonomy or 
classification scheme is the requirement for all concepts (and relationships between concepts) to be formally 
specified. This is essential when promoting the interoperability between computer systems (due to such 
systems' inherent inability to understand natural language). Noy and McGuiness (2001) suggest that the 
origins of ontology construction guidelines can be traced back to the literature related to object-oriented 
design (e. g. Rumbaugh et al. 1991; Booch et al. 1997). An object-oriented programmer is primarily 
concerned with associating methods with classes and a programmer makes design decisions based on the 
operational properties of a class. However, an ontology designer makes these decisions based on the 
structural properties of a class (Noy and McGuiness, 2001). 
Maedche and Staab (2001) provide a review of related literature related to the semi-automatic extraction of 
ontologies. However, these extraction processes are highly iterative and are usually (at best) semi-automatic 
processes°. They note that "... fully automatic machine knowledge acquisition remains in the distant future". 
In practice the design of meaningful, structured classification hierarchies and ontologies involves a 
substantial degree of manual expert `hand-crafting' (Morville, 2000). Guarino and Welty (2000), Uschold 
2 For example, it would not be appropriate for a novice to suggest and organise the important concepts within a highly 
specialised technical domain. 
3 However it will not be able to make the process repeatable. In this sense the design of a suitable scheme is an exercise 
in wicked problem solving (as discussed in appendix B). The `best' classification scheme depends on the particular 
application in mind and the extensions that are anticipated. These will vary from case to case according to the 
characteristics of the users of the information system, the size and characteristics (both present and future) of the 
document collections and the dynamism of the domain for which the scheme is being constructed (Noy and McGuiness, 
2001). 
Typically such systems are able to extract nouns and noun phrases (which are most likely to represent the important 
concepts in a domain) by identifying the Parts of Speech in documents (refer to chapter 6 for more details). Following on 
from this the relationships and structure between the terms have to be defined, typically by hand. 
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(1998), Farquhar (1997) and Gomez-Perez et al (1998) provide more comprehensive discussions on formal 
aspects of knowledge modelling related to ontology construction. Within the literature there are also a variety 
of methodologies that have been proposed to allow the development of ontologies (e. g. Benjamin et al 1994; 
Uschold, 1996; Gomez-Perez et al, 1998). However, these are necessarily `cumbersome', in the context of 
this research, due the degree of formality required as the output of these modelling processes. 
7.2.2 Expert systems - domain knowledge modelling guidelines 
Avison and Fitzgerald (1995) note that "... the development of expert systems has usually been on a 
somewhat ad-hoc basis with no well-established methodology available". The KADS and KADS-II research 
projects aimed to develop a comprehensive methodology for knowledge-based systems construction5. The 
resulting CommonKADS methodology is comprehensively described in a book (detailing nearly a 
decade of 
research work) by Schreiber et al (1999). Of most relevance to this research, the book contains a chapter 
related to the construction of domain knowledge models for expert systems. Part of this process 
involves the 
identification of important concepts and terms within a domain and the structuring and organisation of these 
in a model. MOKA is another methodology (including a set of software tools oriented to knowledge-based 
engineering applications) that provides a means of collecting, structuring, and formalising the engineering 
knowledge associated with designs (Stokes, 2001). MOKA is primarily intended to help build knowledge- 
based engineering systems, although part of the process involves the identification and structuring of 
concepts within a technical domain. 
7.2.3 Taxonomy, thesaurus and subject heading construction guidelines 
In contrast to the requirements for machine interoperability, people browsing (largely hierarchical) 
classification schemes have the ability to deal with the complexities and vagaries of natural language. 
Similarly, engineers have a 'background' technical vocabulary (noted by Bond and Ricci (1992)) and an 
understanding of typical business related terms that are common within their organisations6. The definition 
of the terms and constraints in the classification schemes do not therefore have to be as explicitly defined as 
in a formal ontology. Thus, approaches to aid in the design and construction of classification schemes, 
subject headings and thesauri are considered to be the most appropriate in the context of this research. 
Noy and McGuiness (2001) provide the outline of a methodology based on their experience of constructing 
`ontologies' similar to those found on the Web. They cite the Yahoo and Amazon Web-sites as examples, 
although as previously discussed in chapter 4, these are more appropriately described as subject heading lists, 
taxonomies or classification schemes (i. e. not as ontologies). The Open Directory Project (2002) and 
Rosenfeld and Morville (1998) also provide limited guidance and advice related to the design and 
construction of hierarchical schemes for classifying Web-pages. The most well established and relevant to 
s The KADS projects were major EU ESPRIT projects originated in the early 1990s. The resulting CommonKADS 
methodologies can be considered to be analogous to the various information system development methodologies that 
have emerged over the years (such as SSADM, STRADIS, SSM, etc. - Avison and Fitzgerald (1995) present an 
overview of these and note the similarities that exist between information systems and expert systems development). 
6 It is suggested that if a series of guidelines were being developed for application with non-English speakers with no 
knowledge of English grammar or without any exposure to the domains corresponding to the various classification 
schemes then a more formal approach would be justified. However, this is not the case in most practical circumstances. 
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the guidelines reported in this chapter are provided by the International Standards Organisation, as noted 
below: 
" ISO 2788 (1986), "Guidelines for the establishment and development of monolingual thesauri". 
" ISO 5964 (1985), "Guidelines for the establishment and development of multilingual thesauri". 
" ISO 5963 (1985), "Methods for examining documents, determining their subjects, and selecting 
indexing terms". 
However, in the approach that has been adopted it has been necessary to adapt the thesauri development 
guidelines, to take account of the differences between thesauri and subject headings (as noted by Dykstra 
(1988) and in chapter 4). 
7.3 Relationships between concepts in schemes 
The most common and easily visualised relationships between concepts in a particular scheme are 
hierarchical relationships. Classification schemes and taxonomies are primarily hierarchical in nature and 
are typically viewed as tree-like structures with general concepts becoming more specialised with larger 
numbers of sub-concepts. However, depending on the domain of interest and on the design of the scheme, 
some concepts might be related on logical and semantic grounds to other concepts. 
In these instances a range of associative relationships can be used to link concepts. Associative links can 
help avoid navigational problems associated with strict hierarchies by allowing users to link between 
separate branches in an apparently `hierarchical' structure? (these polyhierarchical relationships are 
represented using directed acyclic graphs that allow links to be made between different branches). The 
following sub-sections discuss some of the characteristics of hierarchical and associative relationships 
relevant to this research. 
7.3.1 Hierarchical relationships 
As noted in ISO 2788 (1986) "... (hierarchical relationships) most distinguish a systematic thesaurus from an 
unstructured list of terms". This type of relationship is based on degrees or levels of superordination and 
subordination, where the superordinate term (or superclass) represents a class or whole and a subordinate 
term (or subclass) refers to its members or parts8 (in thesauri these are typically expressed as broader and 
narrower terms). ISO 2788 (1986) distinguishes between three logically different types of hierarchical 
relationships - the generic relationship, the hierarchical part-whole relationship and the instance relationship. 
These are defined and discussed in greater detail in section 7.8.4. 
7 The directory structure for the Yahoo Web-site (2002) is a good example of a primarily hierarchical arrangement of 
concepts that includes cross-reference links to concepts that are in completely different branches of the directory (these 
can be identified by the @ suffix). 
8 Sometimes a distinction is made between direct subclasses and indirect subclasses. A direct subclass is the "closest" 
subclass of the class: there are no classes between a class and its direct subclass in a hierarchy. That is, there are no other 
classes in the hierarchy between a class and its direct superclass. Note also that a subclass relationship is transitive (i. e. If 
B is a subclass of A and C is a subclass of B, then C is a also subclass of A). 
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7.3.2 Associative relationships 
Whereas hierarchical relationships are relatively straightforward to identify without ambiguity, associative or 
related terms present much more of a complex issue, and no system has yet succeeded 
in defining precisely 
which terms should be enumerated as related terms to any other term (Foskett, 1980; Aitchison et al, 1997). 
Foskett (1980) offers the following explanation of why this is the case - "... the RT (related term) relation 
may be designed to suit specific user groups, and so no actual generalised rule is possible". 
The ISO 2788 (1986) guidelines for the establishment and development of monolingual thesauri state that 
"... the associative relation is usually employed to cover the other relations between concepts that are related 
but are neither consistently hierarchical nor equivalent". The ISO 2788 (1986) guidelines and Aitchison et a! 
(1997) suggest means of identifying links to related terms by identifying a number of categories of semantic 
relationships to link concepts contained in different branches of a classification hierarchy or 
in different 
classification schemes9. Aitchison et al (1997) suggest that "... the part-whole relationship 
is the strongest 
non-hierarchical relationship, the other relationships being more tenuous and difficult to categorise". 
Salustri and Lockledge (1999) present a paper that contrasts different types of `part-whole' relationships 
from an engineering perspective. They note that care needs to be taken in specifying part-whole relationships 
to avoid modelling and logical errors. "... Reasoning about parts and wholes without discriminating between 
the various possible part-of relations can lead to unreasonable conclusions. To see the kind of logical errors 
that can arise, consider the following three statements: (i) a piston is part of an engine, (ii) an engine is part 
of a car and (iii) a car is part of a rental fleet. From the first two statements we can deduce that a piston is 
part of a car, which is entirely reasonable. On the other hand, we can reason from all three statements that a 
piston is part of a car rental fleet, which makes sense only on the most literal level" (Salustri and Lockledge, 
1999). In the example above confusion can be avoided by restricting the consideration to hierarchical part- 
whole relationships (as noted in section 7.8.4). 
7.3.3 Concept relationships adopted in this research 
The identification of related terms in thesauri provides a means of helping to refine and improve search 
queries (Baeza-Yates and Ribeiro-Neto, 1999). However the approach taken in this research has been to 
focus on the identification of hierarchical relationships between concepts (into which document collections 
are subsequently classified). This is due to the following factors: 
" Associative relationships are difficult to identify and tend to be more subjective than hierarchical 
relationships (Foskett, 1980; Aitchison et al, 1997) (section 7.3.1 and 7.3.2). 
" There is a danger that a large number of associative relationships may make the organisation of concepts 
in the scheme confusing and more difficult for users to understand1° (Guarino and Welty, 2000). 
I These include: part-whole relationships, similarity, antonimity (i. e. a concept is the opposite of another), cause and 
effect, instrumental relation and material relation. Consider the following two examples: (i) an action and the product of 
the action - e. g. WELDING related to METALLIC-STRUCTURES and (ii) concepts related to their properties - e. g. Li- 
Al ALLOY related to TENSILE STRENGTH. 
10 The following comments made by Guarino and Welty (2000) are related to this point. "... (Polyhierarhical 
relationships) make taxonomies confusing; if the purpose of an ontology is to make the meaning clear, then the meaning 
should not be clouded by using the same mechanism to signify more than one thing, since there is no way to 
7-6 
Chapter 7 Constructing constraint-based classification schemes 
Hierarchically structured information can generally be more easily visualised and navigated when 
compared with network structures (Hearst, 1999). 
" This research has adopted a hybrid browsing approach that dynamically prunes the browsable 
classification scheme, according to the concept selections made by the user. As previously noted in 
chapter 4, the combination of adopting faceted-like, non-mutually exclusive classification principles and 
hybrid browsing (using the No-Zero-Match technique (McMahon et at, 2002b)) helps overcome some of 
the navigational problems of browsing hierarchies that associative relationships are intended to 
address' 1. 
An demonstration of this latter point is can be made by considering the problems faced by a user browsing a 
Web-site directory search tool, such as Yahoo (2002), or a computer File Manager. In a strict hierarchy it is 
only possible to traverse up and down the branches (where general concepts at the top of an organisational 
structure become more specific towards the bottom). Associative relationships allow users to navigate across 
branches by linking selected concepts together. A 'hierarchical' structure with links between separate 
branches provides a means of traversing across branches. However, this advantage is offset by the added 
complexity of the concept structure, increasing the likelihood that the user will loose track of which part of 
the `hierarchy' is actually being navigated. In the implementation of the hybrid search approach adopted in 
this research, users select concepts of interest from classification schemes (against which documents have 
been classified) on a graphical display. As each additional concept of interest (or combination of concepts) is 
selected, the hierarchical display is pruned and the number of documents associated with the concepts in the 
hierarchy updated to reflect the selections made by the user (i. e. if no documents are associated with a 
concept then it is removed from the display). The hybrid search process has the effect of reducing the size 
and complexity of the hierarchical display of concepts from which users can select. 
Furthermore, the combination of faceted-like, non-mutually exclusive classification principles and hybrid 
No-Zero-Match browsing allows the `automatic' inference of associative links between multiple concepts in 
a given classification scheme (or between concepts present in separate classification schemes). This can be 
illustrated by considering an example (taken from the demonstration system which is more comprehensively 
described in chapter 9) of an industrial document set that has been classified against a number of 
classification schemes and is searchable using a NZM user-interface (shown in Figure 7-1). Figure 7-1 shows 
the results of a user having selected the concepts "Bristol University" and "Correspondence 12". For the 
"Technical Topics" classification scheme, three concepts are available for selection (i. e. three concepts in 
this scheme are related to the concepts "Bristol University" and "Correspondence"). In the `original' 
classification scheme there is a more comprehensive listing of nearly a dozen technical topics. However, 
these have been reduced to only three due to the concept selections made by the user. In the example given, it 
is therefore possible to 'automatically' infer than "Bristol University" is related to the concept "Information 
disambiguate the usage. Furthermore there is at least some empirical evidence derived from studies of programmers who 
maintain object-oriented programs that multiple inheritance is confusing and makes taxonomies difficult to understand". 
" Chapter 9 presents examples of the information management approach proposed in this thesis, applied to a number of 
common search scenarios in the engineering design domain. These examples are intended to demonstrate the advantages 
of the approach. 
12 This relates to the document type correspondence as previously discussed in chapter 5 and noted in section 7.4. 
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Figure 7-1: Screenshot from a NZM browsing system (McMahon et al, 2002b) 
7.4 Classification schemes to support multiple user perspectives 
As previously noted in chapter 5, designers working in different technical domains, and in different stages of 
the design process, will search and browse collections of documents from different perspectives. Chapter 5 
presented six types of. cchemes that are proposed to forum the basis of an engineering automatic classification 
system. The list below presents these different types (note that depending on the intended application, it may 
be appropriate to have more than one instance of a particular type q/' scheme - e. g. multiple technical 
classification schemes, one for each domain of interest): 
(A) Technical domain descriptors - Terms are highly domain specific and nominally company generic 
(B) Product descriptors - These terms are highly company or product domain specific. 
(C) Resource issue descriptors - These terms are highly company specific. 
(D) Business issue descriptors -- These terms are nominally company generic. 
(F) Contextual attributes - Terns are nominally company generic. 
(F) Contextual 'clues'- Terns are company generic. 
13 It was previously noted by Foskett ( 1980) that "... the RT (related term) relation may be designed to suit specific user 
groups, and so no actual generalised rule is possible". The automatic association between concepts that is made by the 
NZM browsing approach is determined by the sensitivity of the automatic classification algorithm that has been adopted. 
This can be tailored to suit the requirements of system users. Chapter R discusses the various classification algorithms in 
more detail. 
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It should be noted that the guidelines reported in the latter part of this chapter are most suited for the 
development of classification scheme types (A), (B), (C) and (D) which consist of primarily descriptive 
concepts (in contrast to contextual concepts). It has been found by the author that most instances of 
classification schemes will be of these types 14. Note that, in addition to the classification scheme types (A), 
(B), (C) and (D) it is also appropriate to include additional scheme types that relate to the format of 
documents and also the time periods associated with them. Taken in combination these classification scheme 
types represent all of the fundamental categories of facets previously presented in chapter 4. However these 
types are specifically suited to applications within the engineering design domain. 
7.5 Implementation of the constraint-based automatic classifier 
As noted in chapter 6, a vector-based indexing and retrieval system provides the core functionality of the 
constraint-based classifier. Concept constraints (query input) and document indexes (collection input) are 
processed by an Information Retrieval System to provide outputs in the form of concepts from the pre- 
defined scheme that are relevant to documents. The results of this classification process are then browsed 
using a hybrid search / browse interface (as previously described in chapter 4). 
7.5.1 Classification scheme constraints 
The classification scheme constraints consist of listings of words and phrases that are associated with the 
classification scheme headings. When the occurrence of the words or phrases are detected in documents, it is 
assumed that the document is associated with a particular concepts. A key feature that has been incorporated 
into the automatic classification system, adopted in this research, is the ability to accumulate evidence related 
to whether (or not) documents should be associated with a particular concept. This is accounted for by 
identifying the following types of constraints for each concept (and where appropriate a relevance score for 
the constraint): 
" Positive association constraints - This is the most common type of constraint. The multiple occurrence of 
a concept constraint strengthens a document's association with the concept. A relevance score is also 
assigned to the constraint to determine this strengthening effect. 
" Negative association constraints - The opposite of the previous constraint type. The occurrence of a 
concept constraint weakens the document's association with the concept. A relevance score is also 
assigned to the constraint to determine this weakening effect. 
" Definite association constraints - The occurrence of a single instance of a particular constraint places the 
document above the threshold (irrespective of previously accumulated positive or negative evidence). 
14 The scheme type (E), defining document contextual attributes, is a special case and has already been discussed in 
chapter 5 and by Lowe et a! (1999). The guidelines presented in this report are therefore not applicable to this particular 
hierarchy type. The contextual 'clues' (type (F)) scheme is also different in nature to hierarchies (A) - (D) and can be 
viewed as related to Natural Language Processing techniques (as previously described in chapter 6). 
15 In addition, a threshold is associated with the concepts so that a document scoring above the threshold for a concept is 
associated with it, whilst one scoring below will not. This association threshold variable allows a performance trade-off 
to be made between precision and recall, according to the particular requirements of the system (this is discussed in 
greater detail in chapter 8 and in section 7.9.3). 
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" Definite NOT association constraints - The occurrence of a single instance of a particular constraint 
places the document below the threshold. 
7.6 Identifying the types of schemes needed for a given application 
Note that before presenting the guidelines for the construction of particular instances of classification 
schemes, some thought needs to be given to identifying the number and types of schemes that will be 
required by users. The appropriate number and range of types will vary from application to application 
(according to the nature and subject of the documents in the collections) however a representative example in 
an engineering context, with which the author has been involved, is presented below. 
Table 7-1 shows the various scheme types that were used for organising technical documents in the Airbus 
Research and Technology document database (described in greater detail in chapter 9). In this example the 
documents were not actually related to any particular product and so a product descriptor scheme has not 
been included. Similarly, the documents in the collection were primarily technical in nature and so a scheme 
describing business issues was not needed. 
Classification scheme types No. of 
schemes 
Instance(s) of the scheme type (see Figure 7.1) 
(A) Technical domain descriptors 1 " Technical research topics. 
(B) Product descriptors 0 " n/a 
(C) Resource Issue descriptors 3 " Airbus projects 
" Staff and department names 
" Partners and company names 
(D) Business issue descriptors 0 " n/a 
Document formats I " Document types 
Time periods I " Dates 
Table 7.1: Classification schemes identified for a practical application 
7.7 Principles underlying the guidelines 
The following list shows key factors that should be considered during the development of classification 
schemes and constraints. These have been informed by relevant literature, the author's experiences in 
developing classification schemes and by the insights gained in chapters 3 and 5 (i. e. by studying the 
information requirements of engineers and the contents of the documents that they use): 
" Where possible existing company (or external) classification schemes, directories, keyword lists, 
dictionaries and other lexical resources should be reused as a starting point. This should aid in the 
reduction of the amount of `expert' human intervention required to craft the classification schemes. 
" Concepts in the schemes should be close to objects (physical or logical) in the domain of interest (ISO 
2788,1986) (also discussed in 7.8.4). 
" De-coupling the technical domain and company specific terms should help promote the sharing and reuse 
of schemes between different groups and organisations (chapter 5). 
" The concept of literary warrant16 from library science can be used to help assess the validity of concept 
16 Defined as the actual or probable existence of documents that are about the subject for which a concept category is 
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categories (Rowley and Farrow, 2000; Foskett, 1996). 
" the schemes and constraints must be considered to be living and subject to continual change and 
improvement according to the requirements of system users. It is particularly important that additional 
detail can be added (or subtracted) incrementally by authorised users (i. e. methods are scalable). 
7.8 Structuring and defining concepts in a classification scheme 
A good classification scheme should achieve some compromise between (i) being overly difficult to navigate 
due to a complex hierarchy structure containing many extraneous concepts and (ii) not being discriminating 
enough with a flat structure and too many documents associated with each concept. The following guidelines 
are therefore intended to help assist in finding a balance. 
Figure 7-2 provides a graphical outline of the process that has been used to develop instances of 
classification schemes. Note also that the square boxes in the diagram represent process steps and the 
rounded boxes either the input to, or the output from, a process stage. 
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Figure 7-2: Structuring and defining of concepts in the classification scheme 
7.8.1 Step 1: Identify classification scheme type 
This step (in conjunction with step 2) is concerned with identifying the scope of the classification scheme. 
Initially the type of conceptual hierarchy that is being developed (according to the definitions presented in 
section 7.4) needs to be identified. The choice of the classification scheme type will have an effect on the 
defined (Rowley and Farrow, 2000). 
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existing sources of topic headings that can be reused in the classification scheme. It is also necessary to 
identify users and human experts that can aid in the later stages of the process (as described in section 7.9). 
Outcome - Identification of the classification scheme type (see section 7.4). 
7.8.2 Step 2: Characterise document collections 
A key consideration in identifying the scope of the classification scheme is the size of the document 
collections (both current and future) and the proportion of such collections that are related to the 
classification scheme under development. For example, if only a small number of documents in a collection 
are going to be relevant to a particular set of concepts, then there is little point defining a broad and deep 
hierarchy structure. It is therefore necessary to estimate the number of documents that are relevant to a 
scheme, prior to deciding on the overall structure (i. e. the number of concepts and levels required in the 
hierarchy which will determine the effort that should be expended in developing a scheme). 
There are two ways in which this can be achieved: 
" Experts who are familiar with the contents of the document collection may be able to simply estimate the 
proportion of documents in the collection(s) that are related to the classification scheme under 
development. 
" Where this is not the case, or for much larger sets of `unknown' documentation, either a representative 
sample of the collection can be browsed through by an expert and the proportion of relevant documents 
estimated and scaled (i. e. similar to the approach previously described). Alternatively it should be 
possible to identify a set of keyword search terms that are likely to be highly characteristic of the broad 
topic area in question. The size of the result set obtained by a keyword search will give an indication of 
the approximate number of documents that have to be classified by the system. 
Outcome - An estimate of the number of documents that need to be classified. 
7.8.3 Step 3: Decide on the classification scheme structure 
For the reasons previously discussed in section 7.3, the classification schemes take the form of a hierarchy. 
There are a number of variables associated with the definition of a hierarchically organised collection of 
concepts: 
" The number of high-level concepts in the classification scheme. 
" The number of children that each concept in the hierarchy is allowed to have17. 
" The allowable depth of the hierarchy (i. e. the number of levels of branches). 
" The number of documents classified at each node in the hierarchy. 
Clearly in any practical implementation there is likely to be great deal of variation between the number of 
sub-concepts that a parent might have and the number of documents associated with each node in a 
17 Note that Norman (1991) presents an extensive discussion of how the shape of a hierarchy can affect the ease with 
which it can be browsed. The shape of a hierarchy is determined by patterns related to the number of children that 
concepts in a hierarchy are allowed to have. 
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hierarchy. In an attempt to characterise this variation and to see if it is possible to develop a relationship that 
would allow an initial first-cut 'guestimate' of an appropriate hierarchy structure to be found, a short series 
of experiments were carried out using certain parts of the Open Directory Project (ODP) Web-directory . 
The aim was to see if it would be possible to identify simple patterns related to (i) the number of children 
that concepts in the classification schemes have and (ii) the number of documents that are classified at nodes 
in hierarchies. Data was collected for two different classification schemes from the overall ODP structure 
and was gathered by simply recording the number of child concepts and the number of documents at nodes in 
the hierarchies: 
" The first was a more general classification scheme. The data collected aimed to characterise only the 
first two levels of nodes below the high-level concept 'Science'. At the time of the study, -70,000 
doctmicnts were classified into this scheme. 
" I'he second was it more specific classi/ication scheme (actually a subset of the `Science' scheme - i. e. 
the concept 'Technology' has the concept `Science' as a parent). Data was collected to characterise all of 
the sub-concepts of 'Technology'. At the time of the study -9,000 documents were classified into up to 
( hierarchical levels below `Technology'. 
The rationale for collecting measurements from a more general and a more specific scheme was due to the 
way in which the ODP classification scheme is edited. High-level concept categories (i. e. the general scheme 
noted above) are strictly controlled by `librarians', and therefore likely to exhibit characteristics of more 
carefully crafted classification schemes. In contrast, detailed concept categories in highly specific domains 
are dependent on the contributions of volunteers who might not be expected to develop as good classification 
schemes. The results of the measurements are shown in Figure 7-3. 
-+-- More specific scheme (Science => Technology => further 6 levels down in hierarchy) 
--More general scheme (Science => further 2 levels down in hierarchy) 














For the more specific classification scheme 














Figure 7-3: Characteristics of two Web-based classification schemes 
The concepts in the more general classification scheme have fewer child concepts than in the more specific 
case, although the results appear surprisingly similar. Nearly 80% of the concepts in both schemes have 
fewer than 8-10 children. In the specific classification scheme -8O'Yo of the concepts have less than --20 
documents classified into them. However the results provide some indications to suggest problems with the 
18 The ODP (2002) is similar in concept to Yahoo (2002). ODP provides the Google search engine's Web-directory 
results (although it is developed independently of Goog)c). 
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design of the hierarchies. In both cases many concepts have either too many or too few children'9. Similarly, 
for the specialised scheme, the wide distribution of the number of classified documents suggests that many 
concepts contain either too many or too few documents. 
Using these findings, in addition to the concept of the futility point20 (FP) and the number of documents to 
be classified (N,,,,,. ) it is possible to estimate the ideal classification structure in terms of the required 
hierarchy depth (n). However, this assumes that each concept in the hierarchy has the same number of child 
concepts (in) and also that the number of documents at each node is constant (assumed to be the value of FP) 
- i. e. the hierarchy is perfectly 'balanced'. These two assumptions are clearly over-simplifications, and not 
likely to be valid for an entire document collection or a large classification scheme. However the approach 
could be used as a basis for an ideal target, or for assessing the suitability of a particular branch or subset of a 
larger hierarchy. 
FP 







Figure 7-4 shows the results if it is assumed that FP = 20. 
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Figure 7-4: Calculating the required hierarchy depth for a perfectly balanced hierarchy 
'9 Larson and Czerwinski (199x) note the importance of the 'magic' number 7 in terms of the number of menu options or 
hierarchical categories which it is sensible to present to users in a graphical user interface. 
20 As previously noted in chapter 4, the tütility point is the number of documents that users will he willing to browse 
before giving up. Depending on the nature of the document collection this can vary between 10-30 for many users (with 
similar results having been observed with more recent Web usability studies). 
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The expression is clearly most sensitive to the variable m and this has been observed to vary considerably for 
the two schemes that have been considered (illustrated in Figure 7-3). A further discussion of these issues is 
considered to be a suitable subject for further work. 
As previously noted, it is not possible to specify prescriptive guidelines that suggest a single best way of 
creating a classification scheme structure in a given domain. Other important additional factors, which 
cannot be quantified, are associated with: (i) the personal preferences of the users of a particular system and 
(ii) how the performance of the system (in terms of the precision and recall - see section 7.9.3) should be 
optimised. Generally novice users in a domain have been observed to find browsing the most effective means 
of discovering relevant documents classified in a hierarchy (Chen et al, 1998). Thus a `narrow and deep' 
classification scheme is likely to provide the best solution for novice users. Expert users on the other hand 
might find it more convenient to search through a broader but shallower hierarchy, thus obviating the need to 
browse through multiple levels before arriving at the documents that they require. In principle there is no 
reason why multiple hierarchies could not be developed to support multiple types of user, although more 
frequently it is considered that a compromise between these factors will be sought. 
As previously indicated there are many combinations of hierarchy breadth / depth that could be adopted. In 
practice, the final decision related to the structuring of the hierarchy can only be made when taking into 
account all the various factors indicated in the flow diagram presented in Figure 7-2. 
Outcome - An approximate suggestion of the number of child concepts and the hierarchy depth and breadth 
for the intended application. 
7.8.4 Step 4: Populate the classification scheme structure 
Gruninger and Uschold (1996) and Noy and McGuiness (2001) identify the following approaches for 
populating and constructing concept hierarchies: 
"A top-down approach - starts with the definition of the most general concepts in the domain and 
subsequent specialisation of concepts. 
"A bottom-up approach - starts with the definition of the most specific classes (i. e. the leaves of the 
hierarchy) with subsequent grouping of these into more general concepts. 
"A combination development process -a combination of the top-down and bottom-up approaches. 
They note that none of these three methods is inherently better than any of the others. However within a 
practical industrial setting it is likely that some pre-existing information sources will be available as a 
starting point for populating schemes. Following on from the studies of information use by engineers 
(reported in chapter 3) it was found that likely sources of these sources include: (i) company information 
sources and (ii) external information sources. Table 7-2 suggests examples of resources that could be used to 
help populate the classification schemes. Note that the degree to which each of these could possibly provide 
useful information will be dependent on the nature of the particular scheme that is being developed. In 
addition, whilst the reuse of existing sources of categories is useful, a degree of human intervention is 
inevitably required to craft the hierarchy for the intended application21. 
21 It should be remembered that it is worth spending additional effort getting the populated classification scheme titles 
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Various 'types' of Company Information sources to aid External Information sources to aid 
classification scheme hierarchy population hierarchy population 
[A] Technical domain company reports, internal standards, manuals contents and index pages from text books 
hierarchy and processes and reports, library classification codes, 
standards 
[B] Physical product product breakdown structures, component technical dictionaries and glossaries, 
descriptor hierarchy maintenance manuals, product catalogues, competitor's product literature and 
BOM listings documentation 
[C] Resource issue company telephone directories, company staff Standard Industrial Classification codes, 
descriptors listings, project management tools, Kompass directory, etc. 
departmental and project group structures, 
preferred suppliers lists 
[D] Business Issue company business process guidelines, contents and index pages from text books 
descriptors company manuals and processes and reports, library classification codes, 
British, Industrial and International 
standards (e. g. IS09000, IS010006, etc. ) 
Table 7-2: Resources to aid in the population of the classification scheme structure 
Naming convention for describing concept headings 
Defining naming conventions for concepts is an important part in making a classification easier to 
understand (Noy and McGuiness, 2001). Nouns and noun phrases are preferred since they form the most 
concrete part of speech. A single-word adjective or adverb would usually not convey much specific meaning, 
while a verb concept, though it can be specific, is usually converted into the gerund form used as a noun 
(drawing, machining, etc. ). ISO 2788 (1986) outlines some tests that can be used to assess the validity of 
candidate names for concept headings (examples of these are provided in parentheses, where appropriate): 
" Concrete entities 
> Things and their physical parts (e. g. wing, wing rib, track slat shutter) 
Materials (e. g. Li-Al alloy, GLARE, high carbon steel) 
0 Abstract entities 
> Actions and events (e. g. analysing, machining, assembling) 
> Abstract entities, and properties of things, materials or actions (e. g. elasticity, cost) 
> Disciplines (e. g. aerodynamics, stress analysis) 
¢ Units of measurement 
0 Individual entities, or `classes-of-one' expressed as proper nouns (e. g. Airbus UK, CSC) 
Concept names should be easy to understand and use a familiar naming convention. ISO 2788 (1986) 
suggests conventions for naming nouns that take singular / plural forms and also for verbs, adjectives etc. 
Whilst such guidelines help in the specification of concepts, it is considered that the use of descriptions and 
terminology that will be familiar to potential users is likely to be the key factor in identifying concept names. 
Hierarchical relationships between concepts 
As previously discussed in section 7.3, hierarchical relationships are used to represent specialisations of 
and structure correct at this early stage, as a poorly defined classification hierarchy will not help in the subsequent 
retrieval of documents. It does not matter how good the automatic classification performance is if the classifications into 
which documents are placed are of little utility to potential system users. 
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parent concepts (ISO 2788,1986): 
The generic relationship - Identifies a link between a class or category and its members or species 
(i. e. an is-a relationship). "... Every subordinate term should refer to the same basic kind of concept as 
its superordinate term; that is both the broader and the narrower term should represent a thing, or an 
action, or a property, etc. " (ISO 2788,1986)22. In addition, members are amenable to the logical 'all- 
and-some' test23. This is intended to avoid subjectivity when assigning terms to categories. 
The hierarchical part-whole relationship - "... This relationship covers a limited range of situations 
where the name of a part implies the name of its possessing whole in any context" (ISO 2788,1986). 
The concepts can then be arranged in a hierarchical manner. In the guidelines these "... limited range 
of situations" include: (i) systems and organs of the body, (ii) geographical locations, (iii) disciplines 
and fields of study and (iv) hierarchical social structures. In the context of this research examples of 
such relationships would include product breakdown structures, social / organisational structures and 
technical disciplines. 
The instance relationship - "... This relationship identifies the link between a general category of 
things or events, expressed as a common noun, and an individual instance of that category, the 
instance then forming a class-of-one which is represented by a proper name" (ISO 2788,1986). An 
example could include the concept AIRCRAFT-TYPE and the instances A320 and A380. 
Outcome -A populated classification scheme structure. 
7.8.5 Step 5: Refine the classification scheme and structure 
The process of continually monitoring and updating the classification scheme structure is of crucial 
importance in ensuring the effective performance of any system making use of the hierarchies. The following 
factors are those most likely to have an effect: 
" Changes in the classification scheme structure (e. g. due to a change in the requirements of system users). 
" The availability of pre-existing sources of relevant headings (e. g. if new information comes to light, 
experts suggest alterations, etc. ). 
The previous discussion in section 7.8.3 that presented a means of identifying the ideal structure of a 
perfectly balanced hierarchy could be used to identify particularly weak parts of the hierarchy. However, as 
noted by Noy and McGuiness (2001), "... there are no hard rules for the number of direct sub-classes that a 
class should have. However, many well structured classification schemes have between two and a dozen 
22 In the guidelines the concepts METALS (a class of materials) and CASTING (an action) are examples of concepts that 
should not be hierarchically related. In contrast, METALS and NON-FERROUS METALS, could be generically related 
as they both represent materials. 
23 As an example consider the concepts AIRCRAFT TYPE, WIDE-BODY AIRLINERS and AIRBUS AIRCRAFT. The 
`all-and-some' test would allow WIDE-BODY AIRLINERS and AIRBUS AIRCRAFT to be subordinates of 
AIRCRAFT TYPE. However it would not allow AIRBUS AIRCRAFT to be a subordinate of WIDE-BODY 
AIRLINERS. This is because whilst some members of the class WIDE-BODY AIRLINERS are members of the 
AIRBUS AIRCRAFT class, only some (and not all) of the AIRBUS AIRCRAFT are regarded as WIDE-BODY 
AIRLINERS. 
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0 It 'a class has only one direct subclass there may be a modelling problem or the scheme is not complete. 
" Ifthere are more than a dozen subclasses for a given class then additional intermediate categories may 
he necessary. 
Outcome -A refined, populated classification scheme structure. 
7.9 Defining and populating of the classification scheme constraints 
The process of gathering the constraints to populate the classification schemes has to occur for each node in 
the previously defined classification scheme (the subject of section 7.8 of this report). The following outline 
stages should therefore be followed to create new hierarchy constraints for each of the nodes in a hierarchy 
(Figure 7-5 should help in the interpretation of these stages - also note that when modifying the constraints 
for a pre-defined concept it is possible to skip to stage (iv) in the list). 
(i) select a high-level concept 
(ii) select a child sub-concept (i. e. a particular branch from the hierarchy) 
(iii) select a leaf node associated with that sub-concept (if there are any) 
(iv) identify constraints for the selected node (using the process described later in this section and 
illustrated in Figure 7-6) 
(v) repeat the population process for any sibling nodes 
(vi) when all sibling nodes have been populated, constraints for the parent node are defined 
(vii) this process is repeated until the high-level concept is reached 
Figure 7-5 illustrates the sequential application of this process. A high-level concept is selected and then the 
child sub-concepts are processed from left to right in the diagram shown. The left-most sub-concept does not 
have any child sub-concepts and thus hierarchy constraints are defined (1) (using the process outlined in 
Figure 7-6 and described in the following sections). Next the centre-left sub-concept is selected, which is 
found to have two children which are leaf nodes in this branch. The constraints for these child nodes are 
populated (2), (3) followed by more general constraints for the concept (4). The centre-right sub-concept is 
then selected and constraints defined (5). Next the right-most sub-concept is selected and its children 
populated with constraints (6), (7) followed by itself (8). Finally constraints are defined for the selected high- 
level concept (9). Note that it is suggested that an `editor' be assigned to take responsibility for the upkeep of 
particular branches of hierarchies according to their expertise. 
------i 
----I 
















Figure 7-5: Gathering constraints for a selected high-level concept 
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An outline of the process used to gather terms and phrases to populate the classification scheme constraints 
is 
presented in Figure 7-6. The numbers in Figure 7-6 are to aid in the subsequent detailed description of the 
process. In the diagram the square boxes represent process steps and the rounded boxes either the input to, or 
the output from a process stage. 
Node in the concept 
hierarchy 
Expert human Identify' positive Identity negative Identity definite Identity definite NOT 
judgement association words / association words i concept association concept association 
phrases' phrases' words! phrases words / phrases 
System user +ve accumulative ve accumulative 
judgement evidence evidence 
Company 
intormation Assign an importance Assign an importance 
sources weighting weighting 
External 
+ve term ve term Definite) Definite) information NY weightings weightings YES terms OT terms 
sources 





review process and constraints 
Expert human Measure performance of ttie 
O 
input concept hierarchy 
oncept hierarchy 
and constraints 
Figure 7-6: Definition of the classification scheme constraints 
7.9.1 Step 1: Identify sources of constraints 
The initial stage is the selection of the particular node for which constraints are to be defined (as discussed in 
section 7.9), and the identification of information sources that can be used to gather these. It is not 
considered to be practical to suggest a highly prescriptive approach to the identification of possible 
constraints, as these will vary according to the particular instance of' the hierarchy type that is heing 
developed. 
Table 7-2 suggests a number of company and external sources for classification constraints. Note that the 
selection of appropriate human expertise to help in the identification of the constraints is a particularly 
important feature of this approach. 
It is suggested that where possible a fairly broad range of personnel (from domain experts to the users of the 
system) be used to identify and populate the constraints. 
Outcome - Identification of company / external sources of' indexing terms and domain experts that can help 
define classification constraints. 
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Types of classification Company information sources to External information sources to aid 
scheme aid hierarchy constraint population hierarchy constraint population 
[A] Technical domain indexes and keyword lists associated with Indexes from text books and reports, 
hierarchy company reports, company databases, specialist dictionaries I thesauri of terms (e. g. 
company acronym lists and standard AECMA, aerospace and specialist technical 
terminology dictionaries) 
[B] Physical product product breakdown structures, component technical dictionaries and glossaries, 
descriptor hierarchy maintenance manuals, product competitor's product literature and 
catalogues, BOM listings documentation 
[C] Resource issue company acronym lists, company Standard Industrial Classification codes, 
descriptors telephone directories, company staff Kompass directory, etc. 
listings, project management tools, 
departmental and project group structures, 
preferred suppliers lists 
[D] Business Issue company business process guidelines, indexes from text books and reports, 
descriptors company manuals and processes dictionaries I thesauri of terms, British, 
Industrial and International standards (e. g. 
BS7000 part 10) 
Table 7-3: Resources to aid in the identification of classification constraints 
7.9.2 Step 2: Identify constraints 
The definition of the classification scheme constraints can be carried out in a less strictly controlled manner 
than for the structure of the classification scheme. As noted in section 7.8, when defining and populating the 
classification scheme structure it is necessary to maintain strict controls (as the performance of any automatic 
classifier is dependent on the quality of the specified hierarchy). However this is not necessarily the prime 
concern with the population of the constraints. Often the population of the constraints can benefit from the 
contribution of many people who will ultimately be using the system. However, it is essential that there is an 
individual who can exercise overall editorial control. 
The identification of the words and phrases to populate the classification constraints is amenable to continual 
updating (i. e. the constraints can be seen to be living and subject to continual revision). Judgement as to the 
weightings and the type of constraint (as discussed in section 7.5.1) can be made by the personnel suggesting 
the constraints, although they may possibly be subject to revision by the editor (to ensure that consistent 
weighting scores are uses by different contributors). It is likely that the majority of terms that will be of the 
'positive' type, as these are the most straightforward and intuitive to gather. Greater caution needs to be 
exercised in the use of the 'definitely YES / NO' terms (as an incorrectly specified term could conceivably 
have adverse effects on the classification process). 
Outcome - The following sets of terms for a particular concept node are the outputs of this process stage: 
positive constraints and weightings, negative constraints and weightings, definitely YES 
constraints and definitely NO constraints. 
7.9.3 Steps 3 and 4: Improve system performance 
Fine tuning of the defined concept constraints can be carried out once the performance of the classification 
scheme constraints has been evaluated. Two closely coupled measures that are used to assess classification 
performance are precision and recall. Precision is a measure of the proportion of relevant documents in a 
classification set, whereas recall is a measure of the proportion of all the relevant documents that are 
contained within the classification set. In the classification system used in this research, documents are 
assigned to concepts according to a weighing factor that associates documents to particular concepts (taking 
into account positive / negative accumulative evidence and definitely YES / NOT terms). One of the key 
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features of the system is that it is possible to vary the threshold values below which associations between 
concepts and documents in the collections are made (typically a less stringent threshold (i. e. `low' scores) 
improves recall at the expense of precision whereas stricter thresholds (i. e. `high' scores) improve precision 
at the expense of recall)24. Chapter 8 discusses these issues in greater detail. 
There are a number of broad strategies that can be taken to modify the system performance (from either the 
perspective of recall or precision). These are summarised in Table 7-4 (and also discussed in chapter 8): 
Increase recall Increase precision 
Adding or deleting constraints Add more general words and phrases Delete overly general words and phrases 
terms Add highly discriminating words and 
phrases 
Modifying constraint weightings Increase positive weightings Decrease positive weightings associated 
associated with more general terms with more general terms (c. f. 
(c. f. discriminating terms) discriminating terms) 
Increase positive weightings associated 
with discriminating terms (c. f. more 
general terms) 
Varying the system association Use a low association threshold value Use a higher association threshold 
threshold value 
Table 7-4: Factors that can be used to improve system recall and precision 
Outcome - Modified classification constraints suited to the particular requirements of system users in a 
particular domain. 
7.10 Conclusions and implications 
The main conclusions, research implications and contributions of this chapter to the overall thesis are 
considered below: 
" There is not a single best way of identifying and structuring the important concepts in a domain. These 
guidelines aim to make a classification scheme builder aware of the various factors that influence the 
design of a classification scheme (and associated constraints - section 7.1). 
" The guidelines can be used to assist in the construction of particular instances of classification schemes 
that have been previously identified in chapter 5 (section 7.4). 
" When identifying and structuring concepts for a classification scheme the focus has been placed on 
identifying hierarchical relationships between concepts (section 7.3): 
¢ Hierarchical relationships are relatively straightforward to identify without ambiguity. 
Associative relationships can be used to help avoid some of the navigational problems associated 
with strict hierarchies, however they are difficult to identify, tend to be subjective and make the 
organisation of concepts in a scheme confusing. 
¢ The combination of adopting faceted-like, non-mutually exclusive classification principles and a 
hybrid browsing approach helps overcome some of the navigational problems of browsing 
hierarchies that associative relationships are intended to address. 
24 Note that the next chapter discusses various performance measures and classification algorithms in greater detail. 
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0A five step process for the construction of classification schemes is presented (section 7.8): 
¢ (i) Identify classification scheme type (ii) characterise document collections, (iii) decide on 
classification scheme structure, (iv) populate the classification scheme structure and (v) refine the 
classification scheme structure. 
"A four step process for defining and populating classification scheme constraints (for each of the 
concepts in the previously defined classification schemes) is presented (section 7.9): 
> (i) Identify sources of constraints, (ii) identify constraints, (iii) and (iv) improve system 
performance. 
These guidelines have been used to develop the classification schemes used in the example engineering 
information systems presented in chapter 9. It should be noted that the means for assessing the `quality' of 
the classification schemes and constraints that are developed using these guidelines are not currently well 
developed. This is primarily since the construction of classification schemes is an inevitably subjective 
exercise - an issue that is stressed by those who have published guidelines in the literature25. However, it is 
considered that the development of metrics for assessing the quality of classification schemes could be 
developed from work reported in this chapter. This is therefore a suitable topic for further research work (as 
noted in section 7.8.3). 
ZS i. e. There is no single correct way of representing all of the concepts within a domain. 
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Assessing the effectiveness of automatic 
classification algorithms 
This chapter presents experimental work that evaluates the effectiveness of a variety of algorithms that have 
been developed for the constraint-based automatic classifier (previously described in chapter 6). Initially a 
brief consideration of the merits of classification performance measures is given. Following on from this the 
various features of the classification algorithms are discussed. These algorithms associate documents with 
concepts and take into account (i) the frequency of occurrence of concept constraints in documents (ii) the 
weightings assigned to the constraints and (iii) the location of the constraints within particular document 
zones. 
The classification algorithms are assessed (using standard measures of precision and recall) by considering 
the effectiveness with which documents from two engineering-based document collections can be classified. 
These measurements determine the degree of correlation between concepts suggested as being relevant to 
documents by the algorithms, compared to those chosen by a human expert. After presenting and discussing 
the results of the classification experiments, a number of conclusions and implications concerning the use of 
the algorithms in a demonstration engineering information system are suggested. 
This chapter provides a contribution to the overall thesis by showing how the textual contents of different 
document 'zones' determine the effectiveness of document classification. The chapter also provides an 
improved understanding of the nature of the precision-recall trade-off when classifying engineering 
documents using constraint-based classification algorithms. 
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8.1 Overview 
Chapter 4 presented the rationale for adopting an information management approach based on a combination 
of (i) faceted-like, non-mutually exclusive classification principles and (ii) a hybrid browsing approach that 
dynamically prunes the browsable classification scheme, according to the concept selections made by the 
user. Chapter 6 then discussed the reasons for adopting a constraint-based automatic classification approach 
in the context of this research, with chapter 7 presenting generic guidelines for constructing the classification 
schemes (and their associated constraints) for the classifier. This chapter contributes to the thesis by 
presenting the results of experimental work that evaluates the effectiveness of various algorithms that have 
been used in the constraint-based classification system to automatically classify documents. 
8.2 Classification performance measures 
At one level, the technical performance of a classification system can be easily measured using quantitative 
results. Such measurements might include the time taken to process a `query input' against a given document 
collection, or possibly the computing resources (e. g. memory, disk space, CPU load) required to store the 
collection index or to process the query. However, a more difficult task (and the subject of this chapter), 
concerns measuring the relevance of assigned document classification categories in response to a user's 
`query input'. As has been previously discussed, in the explanation of the limitations of the Boolean 
information retrieval model (chapter 6), documents do not neatly fit into relevant and non-relevant sets. 
8.2.1 Precision and recall 
A common approach for measuring the classification of documents into multiple categories is to consider the 
task as a series of disjoint binary classification tasks (Aas and Eikvil, 1999; Baeza-Yates and Ribeiro-Neto, 
1999; Holowczak, 1997). For each category and for each document, assessments have to be made as to 
whether the document belongs to a category or not. When evaluating the performance, the following sets are 
of interest: 
"a- the number of documents correctly assigned to the category 
"b- the number of documents incorrectly assigned to the category 
"c- the number of documents incorrectly rejected from the category 
The computer classification system generates an answer set of assigned concept categories for the document 
collection (i. e. a+ b). There is also a set of concept categories that represent the 'correct' answers that an 
expert has decided as being actually relevant to the `query input' (i. e. a+ c). 
From these sets the performance measures precision and recall can be defined (refer to Figure 8-1): 
precision =aab recall = 
a+ c 
These are the most commonly used performance measures and are visualised by the plotting graphs of 
precision-recall (Witten et al, 1999). In the examples presented in this chapter a classification threshold 
parameter is varied (see section 8.3) to allow the calculation of multiple precision-recall valuesi. 
The effect of this is to alter the size of the set a+b whilst a+c remains constant. 
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Theoretically, perfect system performance would be indicated by a precision of 1.0 for all values of recall. 
However, in reality there is always a performance trade-off and system precision inevitably falls as recall 
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Figure 8-1: Measuring classification performance in terms of precision and recall 
The precision and recall calculations are made for each node in a classification scheme, after serially 
processing each document contained in the document collection (section 9.3 explains how documents are 
classified). In order to attain a measure for overall algorithm performance. the performance of all the 
hierarchy nodes are averaged and the standard deviation calculated (refer to Figure 8-1 ). This approach 
therefore assumes that the performance of the algorithms at all concepts in the classification hierarchy is 
equally valid, irrespective of the number of documents that have been classified'. This is termed a macro- 
averaging performance measure (van Rijsbergen, 1979, Aas and Eikvil, 1999). The significance of this is 
that performance scores are nol weighted according to the number of documents in it category. 
Approaches that give equal weighting to each document in a collection are called micro-twee-aging 
performance measures (van Rijsbergcn, 1979, Aas and E: ikvil, 1999). It was considered that it would not 
have been appropriate to weight the measurement results according to the numbers of documents classified, 
as it would assign a greater importance to the performance of algorithms when assigning documents to 
higher level concepts (which will inevitably include larger numbers of documents) when compared to lower 
level concepts (which will, by dehinition, include fewer documents). 
8.2.2 Alternative performance measures 
In addition to precision and recall, there is it range of related measures that can he adopted if it further 
2 Note that in the case of an in%rmarion retrieval task, the user is not presented with all the documents in the suggested 
set at once. In retrieval problems, documents assessed as relevant by the system are initially sorted according to a degree 
of relevance (i. e. in a ranked list). The user then examines this ranked list starting from the 'loh' document. In this 
situation, the recall and precision measures vary as the user proceeds with an examination of the answer set. 
It has been assumed that this is the case, provided that at least five documents have been classified into it category. the 
figure of five documents was arbitrarily selected after it degree of experimental trial and error. It was töund that using 
this 'threshold' prevented erroneous and misleading performance values being included in the average calculations, 
whilst not excluding a number of valid results. 
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classification set is identified: 
"d- the number of documents correctly rejected from the category 
Using a combination of all the sets from a to d the following measures can be defined: 
fallout =b; accuracy = 
a+d ; error = 
b+c 
b+d a+b+c+d a+b+c+d 
However, these are not commonly used (c. f. precision-recall) and have not been adopted in this research4. 
The difficulties associated with measures such as precision and recall have been well-documented (Raghavan 
et al, 1989; Baeza-Yates and Ribeiro-Neto, 1999). These problems mainly concern the requirement of those 
assessing the systems to have a detailed knowledge and understanding of the document collections and the 
classification categories that are available for assignment. Whilst this may be the case for carefully selected 
and controlled experimental test collections (e. g. the TREC reference collections discussed in chapter 6 and 
in appendix J), this is an arduous practical requirement for more general sets of documents. This explains 
why it has only been possible to evaluate constrained document collections (and limited classification 
schemes) within the context of this research (section 8.4). 
Other user-orientated measures that attempt to quantify the informativeness of the retrieval or classification 
process have been proposed as complementary measures (e. g. coverage ratio, novelty ratio, relative recall 
and recall effort5 - Korfhage, 1997). However these alternative measures have not been widely adopted. 
Such measures are typically less dependent on the details of the selected classification algorithms and more 
concerned with user interface and Human Computer Interaction (IICI) issues (e. g. Nielsen, 1993; McMahon 
et al, 2002b)6. 
8.3 Description of the classification process 
This section provides an overview of the classification process adopted to measure multiple precision-recall 
values for the classification algorithms. For each document (and for each of the different algorithms) the 
scores are calculated for each concept and sub-concept in the hierarchy. In practice, documents are serially 
classified until all those in the collection have been processed. Figure 8-2 outlines the details of the document 
classification process in a multi-stage graphical form for a single algorithm. The process is divided into a 
number of steps and includes the application of a particular classification algorithm and the specification of a 
classification sensitivity threshold parameter. 
4 van Rijsbergen (1979) also presents other measures such as the E-evaluation measure and the related harmonic mean. 
These measures aim to combine precision and recall values at a given instance into a single figure, however they are not 
widely used. 
s In the context of information retrieval: Coverage ratio is defined as the fraction of documents known to the user to be 
relevant which have actually been retrieved or classified. Novelty ratio is the fraction of the relevant documents retrieved 
(or classified) which were previously unknown to the user. Relative recall is given by the ratio between the number of 
relevant documents found by the system and the number of relevant documents that the user expected to find. Recall 
effort is given by the ratio between the number of relevant documents the user expected to find and the number of 
documents examined in an attempt to find the expected relevant documents. 
6 Chapter 9 briefly discusses HC! factors. 
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The specified classification threshold determines whether a document's scores for the concepts in a scheme 
are high enough to justify its association with one, or more, of the concepts. By varying this parameter, the 
precision-recall performance is changed (i. e. the sensitivity of the classification algorithms is altered). If a 
low threshold is used, documents with less supporting evidence for a concept (in the form of the concept 
constraints) will be classified. Similarly, using a higher threshold will result in only documents with 
increased amounts of supporting evidence being associated with concepts. 
document 
Concept A 
Ei sub-concept (i) 
constraint 1 
--- constraint 2 
constraint 3 
--- constraint 4 
9 sub-concept (ii) 
F--- constraint 1 
---- constraint 2 
---- constraint 3 
] Concept B 
-- -- constraint 1 
ý--- -- constraint 2 
Apply classification 
algorithm (e. g. a simple 
count of the number of 
occurrences of constraints 
in the document) 
Score 
Concept A 3 
p {_] sub-concept (i) 2 
R sub-concept ii 1 
- Concept B 
raw document scores 
Using the classification algorithm ®a score for each node in the 
hierarchy is calculated for the 
document from the collection. 
Classification scheme 
Classify a given document from a 
collection into a specified classification 
scheme. 
A document is associated with a scheme 
If its textual content matches the 
constraints for a given concept or sub- 
concept. (Documents are processed 
sequentially from the collection. ) 
Apply a document 
'threshold' variable 
(e. g. N22 constraints occur 
then the document Is 
associated with a concept) 
Association 
O Concept A y 
D sub-concept (i) y 
R0 sub-concept (ii) 
Concept B n 
Document is therefore classified into the 
document associations 
Classify document A given document is associated with a following nodes in the hierarchy: concept or sub-concept In the hierarchy Concept A If the document score exceeds the user 00 sub-concept (I) specified threshold. 
Figure 8-2: Document scoring and classification process 
A schematic illustration of how the classification threshold affects algorithm performance, in terms of 
precision and recall, is shown in Figure 8-3. In the Venn diagram, the size of the `correct' category set (a + 
c) remains constant, and the size of the automatically suggested categories (a + b) varies according to the 
classification threshold, thereby determining the sensitivity of the chosen algorithm. There is consequently a 
direct trade-off between system recall and system precision. At the lowest sensitivity threshold, system recall 
is maximised (at the `expense' of precision). As the sensitivity threshold is increased the performance 
indicator (as shown on the graph in Figure 8-3) tends to shift to the upper left-hand side (since precision and 
recall graphs are typically observed to follow exhibit inverse-power relationships (Wood et al, 1998)). 
8-5 
Chapter 8 Assessing the effectiveness of automatic classification algorithms 
Available 'Correct' 
concept concept 
categories category set 
lýý v c) 
Automatically 
assigned concept set 
(a + b) 
Correctly assigned concepts (a) 
'High' classification threshold 
Available Correct' 
concept concept 
categories category set 





'Low' classification threshold 
1 
'high' 




















Figure 8-3: The effect of changing the classification threshold on algorithm performance 
8.4 Document test collections and classification schemes 
Two sets of document collections (and associated classification schemes) have been used in the testing 
programme. Details of these collections, and the schemes into which they have been classified, are discussed 
below and summarised in Table R-l . 
Document collection Key features Scheme(s) into which documents are classified? 
Airbus UK documents 360 documents, mixture of (1)'Limited' Technical research topics 
document types, limited 
range of technical subjects. " 
11 top level concepts (i. e. schemes) 
Documents in MS Word " 20 second level concepts 
format (see section 8.4.2 for 
pre-processing details). " 19 third level concepts 
Total of 82 constraints 
(2)'Original' Technical research topics 
" 11 top level concepts (i. e. schemes 
" 20 second level concept, 
" 19 third level concepts, 
Total of 254 constraints 
(3) 'Expanded' Technicýrl rwe; uch toincs 
" 11 top level concepts (i. ee. !, r berm s) 
" 20 second level concepts 
" 19 third level concepts 
Total of 342 constraints 
International 390 documents, single (1) Technical concept hierarchy: 
Conference on document type (technical 
Engineering Design papers), wide variety of 
9 top level concepts (i. e. schemes) 
proceedings - ICED'99 technical subjects. Total of 264 constraints (i. e. recommended keywords) 
Table 8-1: Key features of experimental document collections and schemes 
For the Airbus UK collection, classification performance has been assessed on the ability to classify into top and second 
level concepts. This is primarily due to the collection size not being large enough to adequately characterise a3 level 
classification scheme. Results for the I('IiD concept hierarchy arc gathered for the single level scheme. 
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The Airbus UK scheme was created from scratch to help organise documents contained in part of the 
Research and Technology department's document databases. The guidelines, previously described in chapter 
7, were used to help identify and organise suitable concepts for classifying the documents. An additional 
experimental `variable' has been introduced by considering the effect of using the same concept hierarchy 
but for which (i) a larger number of concept constraints have been defined and (ii) a more limited set of 
constraints. (This covers the issues discussed in the latter two steps of the concept constraint guidelines, 
previously presented in chapter 7). 
For the second case, an electronic version of the ICED'99 conference proceedings was used as the document 
collection (Lindemann et al, 1999). The classification scheme was developed after studying the use of 
keywords by the authors of ICED'99 papers. This analysis (described in appendix K and by Lowe et al 
(2001)) resulted in the identification of conference themes and recommended keywords that were used by 
organisers of ICED'01. (Note that chapter 9 also includes the presentation of a more complex classification 
scheme in the engineering design domain that has been used to organise papers submitted to ICED'OI). 
8.4.1 Identification of the `correct' concept category set (a + c) 
As previously noted in section 8.2.2, the main difficulties in measuring the performance of an automatic 
classifier is the need to have document collections for which the 'correct' classification categories are 
already known. For both test collections, assessment of the correct concept category sets for documents 
(against which the performance of the algorithms were compared) were carried out primarily by the author 
although with assistance from industrial collaborators (for the Airbus UK collection) and members of the 
ICED'O1 organising committee (for the ICED'99 collection). 
8.4.2 Document pre-processing 
Note that for both document sets a certain amount of document pre-processing was carried out on the 
original files (most being in MS Word format). This was to allow an investigation of the algorithms applied 
to document features (i. e. the title, keyword and heading fields) and also to investigate the effect of zoning 
(described in section 8.5.3). Documents were initially converted into HTML format. This conversion allowed 
the paper title and keyword fields to be identified as <meta> tags and, where appropriate, the document 
headings converted into <hl>, <h2>... <h> tags. The search engine, as described in the following sections, 
could then more 'intelligently' process these marked-up documents. 
8.5 Comparison of classification algorithms 
This section describes the classification algorithms that have been investigated. Note that Table 8-2 contains 
a listing of the different algorithms that have been investigated on the two different document collections -a 
`yes' indicates that an algorithm has been tested against a collection and a `no' indicates that it has not. 
The Airbus UK scheme in this chapter actually refers to the Technical research topics scheme previously presented in 
the example shown in chapter 7 (and also in chapter 9). 
9 Note that the author's academic supervisors were part of the organising committee of ICED'Ol. The keyword analysis 
of ICED'99 papers, carried out by the author, was used to help identify conference themes and the recommended 
keywords. These were then used to help in the assignment of papers submitted to the conference into the most 
appropriate conference session (i. e. a process related to document classification tasks). 
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The algorithms are of two types (i) those that are applied to the entire document and (ii) those that are 
applied to particular document features and document zones. Note that, for the Airbus UK documents, the 
title and keyword fields for the MS Word documents (which represent two important document features) had 
not, in general, been completed by document authors1°. It was therefore not possible to test some of the 
feature-based classification algorithms using this document collection (see Table 8-2). 




Algorithms TestNumberofTerms (TNOT) yes yes 
applied to entire 
documents TestscoreUsingUserValues 
(TUUV) yes yes 
TestSimpleScore (TSS) yes yes 
Algorithms TesthowManylnFieldSNIPPET (TIFS) yes yes 
applied to 
document TesthowManylnFieldTITLE (TIFT) no yes 
features TestanylnFieldKeywords (TIFK) no yes 
TestnumberlnHeadings (TNIH) no yes 
Table 8-2: The different classification algorithms 
A vector-based free text search engine provided by Verity (Verity, 2002) was used to provide the constraint- 
based classification system's core indexing and retrieval functionality (as described in chapter 6 and in 
appendix J). The algorithms were identified by the author as being initial candidates for the automatic 
classification system and the results were extracted using the Verity search engine. Additional detailed 
descriptions of the algorithms are provided in the following paragraphs. 
8.5.1 Algorithms applied to entire documents 
TestNumberoITerms (TNOT) 
Description: The output for the TNOT algorithm, for a particular document and concept, is simply the total 
number of occurrences of concept constraints (i. e. the term frequency or TF). 
TestscoreUsingUserValues (TUUV) 
Description: For each document and concept, the TUUV score is related to a combination of the frequency of 
occurrence of concept constraints (i. e. TF), in addition to the constraint's relevance weightings 
in the concept hierarchy. Relevance weightings for single terms can vary between -1 and +1. 
(Note that the scores are not normalised to take into account of the length of documents - i. e. 
the formula does not include an `an 'Inverse Document Frequency (IDF) component' (as 
discussed in chapter 6)11). 
10 The title and keyword fields can be found in the "Eile > Properties > Summary" drop-down menu in MS Word. Only a 
small proportion of the files from the collection (-5%) had the title field completed. None of the files in the collection 
had populated keyword fields. Such metadata can be very useful in improving the performance of IR systems. 
11 The failure to take into account the length of documents is obviously a limitation of this algorithm (especially if the 
documents contained in collections vary widely in length). It was found that the Verity vector-based search engine tool- 
set does not allow easy access to the length of documents from the full text index. Verity provides a proprietary 
algorithm (called <ACCRUE>) which takes into account both the frequency of occurrence of terms (i. e. constraints) and 
the length of documents (i. e. an `Inverse Document Frequency (IDF) component'), although its inner workings are not 
transparent. 
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TestSimpleScore (TSS) 
Description: The TSS score is calculated using a proprietary algorithm, based on the <ACCRUE> operator 
available from the Verity application tool-set. The <ACCRUE> operator uses a TF-IDF 
similarity formula to relate the contents of documents to concept constraints (as previously 
discussed in chapter 6). Note that the details of the various weighting terms used in the 
<ACCRUE> operator are not published - although it might be expected to perform comparably 
with a wide range of TF-IDF formulas (Zobel and Moffat (1998) found that the performance of 
a wide variety of similarity formulas were broadly comparable12). 
8.5.2 Algorithms applied to document features 
TesthowManylnFieldTITLE (TIFT) 
Description: The TIFT score for a document and concept is the total number of instances of constraints that 
are found in the title field of a document. 
TestanylnFieldKeywords (TIFK) 
Description: The TIFK algorithm determines whether any of the constraints, associated with a particular 
concept, are present in the keywords field of a document. 
TestnumberlnHeadings (TNIH) 
Description: The TNIH score is the total number of constraints that are found in the headings field of a 
document. 
TesthowManylnFieldSNIPPET (TIFS) 
Description: The TIFS score for a particular document and concept is simply the total occurrence of concept 
constraints that are found in the document snippet (the snippet is defined as the first 400 
characters in a document). 
8.5.3 Investigating document zoning 
In addition to the experiments on entire documents, an investigation was also carried out to investigate the 
effect of classifying documents on the basis of the textual content of particular document zones. Note that 
this series of experiments was only conducted using the pre-processed ICED'99 documents, as these 
documents all had a consistent structure (whereas documents from the Airbus UK collection did not). 
Technical papers from the ICED proceedings can be considered to be examples of 'expository' texts (as 
defined by MacLeod (1990)). A zone-based model of an ICED paper can be considered to comprise the 
following: title, keywords, 'snippet' (the first 400 characters in a document), headings (the section headings 
(Note that due to the lack of transparency provided by Verity, more recent development work on the classification 
system, to which this research has contributed, has used an alternative vector-based search engine. Shah (2002) discusses 
these issues in greater detail). 
12 Note that in addition to the taking into account TF-IDF factors, the <ACCRUE> operator also takes into account the 
relative position of the terms occurring in the document when calculating a document relevance ranking. Terms that 
occur nearer to the start of a document are assumed to be of a higher significance than those near to the end. 
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used within documents), introduction & conclusions (a combination of the introduction and conclusion 
sections) and body text (i. e. the full-text excluding the title, keywords, introduction, conclusion and 
references). The occurrence of constraints within different document zones is likely to provide different 
degrees of evidence as to whether a document should be associated with concepts in a classification scheme. 
To test this proposition, `zoned' papers from the ICED'99 collection were classified into the simple scheme 
described in Table 8-1. Papers were assessed as being either relevant or not for each of the various concepts 
(and were therefore associated with any number of concepts in the scheme). The results for each 
classification category were then combined into a single average precision-recall figure for each document 
zone. Whilst the classification performance for each of the categories can vary considerably, the average 
plots provide a means of isolating the effect of zoning13. 
8.6 Discussion of document classification results 
The following section presents and discusses the results of the automatic classification of the Airbus UK and 
ICED'99 document collections. Appendix L contains an example of the original plots from which the 
summary graphs have been constructed - this plot includes error bars on the precision and recall axes oft I 
standard deviation. 
Whilst the line-graphs provide the most convenient way to compare the various algorithms, in reality the 
performance of the algorithms are discontinuous. Each data point, for a particular algorithm, represents the 
results gathered when using a different classification threshold value. For example, for the TNOT (and also 
TIFT, TIFS and TNIH) algorithm, document scores are measured on the basis of the frequency of occurrence 
of concept constraints. It is therefore only possible to gather results for a limited number of integer values for 
each classification threshold (e. g. for in the case of document titles for the ICED'99 collection it is rare for 
more than two occurrences of a concept constraint to occur). 
8.6.1 Differences between document collections 
It is important to emphasise that the performance of the algorithms is highly dependent on the particular 
document collection and the classification scheme for which they are being tested. In this regard, the Airbus 
UK and the ICED schemes have a number of distinctive features (as summarised in Table 8-2). The general 
performance of the algorithms for the Airbus UK collection and hierarchy is better when compared to the 
ICED documents (Figure 8-4). This can be attributed to the much broader nature of the technical concepts 
included within the ICED hierarchy, when contrasted with the relatively narrow technical content of the 
Airbus UK technical hierarchy (section 8.6.4 discusses some of the results associated with different sizes of 
constraint sets for the same hierarchy, tested against the Airbus UK collection). 
The absolute numbers from the graphical results, taken in isolation, are therefore not highly significant. Of 
greater note are the relative comparisons between the performance of different algorithms tested against the 
same document collections. Whilst the document test sets are not that large, the performance of these 
algorithms do exhibit consistent trends for both document collections and hierarchies. These trends are 
13 It should be noted that the manually classified documents sets, against which all the automatic classification algorithms 
are assessed, were made by human experts on the basis of access to the whole documents (i. e. the same set of assigned 
documents is used in all the experimental performance calculations). 
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discussed in the following sections. 
8.6.2 Entire document classification results 
Figure 8-4 summarises the results for the TNOT, TUUV and TSS measurements, applied to the entire 
documents, for both the Airbus UK and the ICED'99 collections (note that the results for the different 
collections cannot be directly compared due to the factors previously discussed in section 8.6.1 ). One of the 
most obvious observations is the similarity between the plots measuring the performance of the TNOT, 
TUUV and TSS algorithms for each of the collections. Within the bounds of experimental error, differences 
in classification performance do not appear to be significant. 
Airbus UK collection 
0.81 
0.6 
"" 0 ICED'99 document 
collection '"., " ". , ýr, 
0.4 
...... TNOT (Term frequency) 
0.2 TUUV (Term frequency & weighting) 
TSS (Verity algorithm) 
0 
0 0.2 0.4 0.6 0.8 1 
Recall 
Figure 8-4: Comparison of TNOT, TUUV and TSS classification algorithms 
Note that the TNOI' and TUUV algorithms simply take into account the number of occurrences of 
constraints (i. e. terms) whereas TSS also introduces it factor to normalise the results according to the length 
of documents (i. e. an 'IUF-component'). Papers in the I('I: D'99 collection are all similar in terms of 
document length and structure. The inclusion of an II)l -component might not therefore be expected to have 
much of an impact on the observed results. The Airbus UK documents had it more varied range of document 
types (including technical reports and correspondence) and it was therefore more surprising to note that the 
TSS algorithm was not demonstrably superior to the other algorithms. 
An important difference between the various algorithms lies in the degree of human intervention that is 
required to specily the constraint terms (and weightings). For the TUUV algorithm, manual input is required 
to both specify the constraints and the associated constraint weightings. If no weightings are applied to the 
concept constraints then TUUV essentially behaves like the TNOT algorithm (since TUUV is related to the 
frequency of occurrence of' terms and associated weighting tiºctors), The main disadvantage with FNO'l' is 
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the lack of classification threshold `granularity'. The classification threshold for the TNOT algorithm (or 
TUUV without weighted terms) has only a very limited range of values (typically between I and 5 for the 
ICED'99 collection). This is not the case for the TLJUV and TSS algorithms that can have a much wider 
range of values, and hence a finer granularity. 
Note that for the pilot engineering information system (described in chapter 9) the TUUV algorithm has been 
adopted. It was considered that the benefits of the transparency of the TUUV algorithm and the fact that the 
test document collections (for which systems needed to be developed) generally consisted of similar types of 
documents, justified this selection. Having said that it is acknowledged that a more general application would 
require the use of more complex algorithms that include an ID-component (and take into account the zone 
and document feature algorithm results - described below in sections 8.6.3 and 8.7) 
8.6.3 Document zone classification results 
Figure 8-5 illustrates the results for the ICED'99 collection comparing the performance of the classification 
system for various different document zones (i. e. including an assessment of the TIFK, TIFT, TIFS and 
TIFH algorithms). The `whole paper' line represents the baseline plot against which the others should be 
compared. It is apparent that the document keywords (TIFK), title ('L'IFT) and 'snippet' (TIFS) provide the 
greatest likelihood of containing textual evidence to support the classification into categories that match the 
human assignments. This confirms the expected finding that 'important' terms are featured in a paper's title 
and mentioned early in the document. Having said this it might be expected that the TIFT and TIFK 
algorithms should provide high precision over the entire recall range. As previously noted in section 9.4 (and 













Figure 8-5: Investigation of zoning effects for the ICED'99 collection 
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The body text and the introduction & conclusions provide similar results in comparison with the baseline. 
Whilst it is expected that the body text would be a less rich source of classification constraints than the 
baseline (which is indeed the case), it is perhaps surprising that the introduction & conclusion zone results do 
not exhibit better performance. Another surprising finding is the heading plot which suggests that paper 
authors do not use particularly descriptive headings within documents. One might instinctively expect 
document headings to be more likely to contain concept constraints that could aid in the classification of 
documents. However these results suggest otherwise and tend to indicate that document heading titles used 
1 by authors are no more indicative of a document's content than the text when considered in its entirety4. 
8.6.4 Differences between the alternative constraint sets 
Figure 8-6 shows a comparison of the results for the different constraint sets used to classify documents from 







0.4 """""" Limited constraint set 
Original constraint set 
Expanded constraint set 
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Figure 8-6: Comparison of results for difference classification constraint sets 
Note that it is not possible to generalise from the results shown in Figure 8-6 since they only show the results 
for a single instance of a classification scheme. It might be expected that an extended set of concent 
constraints would provide a wider range of recall values, although at lower levels ol'precision than a more 
limited constraint set. The results in Figure 8-6 broadly follow these trends in the sense that the extended 
constraint set has a wider range of recall values. However, the detrimental performance that might have been 
expected from the extended set, compared to the limited and the `original' set, is not apparent. Therefore, in 
this example it might be concluded that the extended constraint set provides a better overall precision-recall 
performance than the original (or the limited) set. 
14 An implication might be that automatically generated tables of contents (i. e. constructed from user-defined headings) 
might not necessarily provide a good source of subject descriptors or concert categories. 
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8.7 General observations and discussion 
As previously discussed, the classification algorithms studied in this chapter can be considered to fall into 
one of two groups. The TNOT, 'TUUV and TSS algorithms provide the widest range of performance values 
and the greatest overall flexibility and are not reliant on the identification of document features. They are 
particularly suitable when high recall is required. The other algorithms (TIFK, TIFS, TIFT and TNIII) which 
are generally targeted at particular document features and zones achieve a generally higher precision, 
although only at lower levels of recall. A practical information system will have to make use of the 
classification results as a means to help users subsequently browse documents. By combining the strengths 
(and weaknesses) of the algorithms it should be possible to provide users better suited to meeting a range of 
information requirements. 
Figure 8-7 suggests a means by which a range of user browsing requirements could be met by combining the 
algorithms. The process, outlined in the flow-chart, would be applicable if either high precision or a 
compromise between high precision and recall is required. If high recall is the only priority then it would be 
most computationally efficient to only use a TUUV / TSS-type algorithm. However, this is unlikely to be a 
particularly common scenario, since even if high recall is required, users would still benefit from being 
presented with the most precise results calculated using the other algorithms. Note that chapter 9 discusses 
different application scenarios in greater detail. 
Apply TIFT 
algorithm 
pl Present "I" NO 
results to user (or 
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ply a more general algorithm 
Start 
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Figure 8-7: Combining multiple algorithms to achieve better overall performance 
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In the diagram, the various algorithms are sequentially applied, commencing with those that provide the 
highest precision. For each algorithm, a refining sub-process can be carried out (the shaded box in the 
diagram) that involves manipulating the classification threshold parameter to determine the number of 
documents that are presented to the user. Note, however, this is currently a proposal and the existing 
implementation of the pilot engineering information system (considered in chapter 9) uses a TUUV 
algorithm (as described in section 8.6.2). 
8.8 Conclusions 
The main conclusions, research implications and contributions of this chapter to the thesis are considered 
below: 
" System performance is measured using precision and recall. Different users and different use scenarios 
will determine which of these will be the key performance measure (chapter 4). If the minimisation of 
information overload is a key priority then precision is the key parameter. On the other hand, if an 
exhaustive and thorough search for all documents related to a subject is needed, then recall is the critical 
factor (section 8.2). 
0 In general, the achievement of an improvement in precision will necessarily result in a decrease in recall 
(and vice versa) (section 8.2.1). 
0A specified classification threshold value can be used to alter the performance of the classification 
algorithms in terms of precision and recall (section 8.3). 
0 The classification algorithms studied in this chapter fall into one of two groups (section 8.5): 
¢ Those applied to entire documents - i. e. TUUV, TNOT and TSS 
¢ Those applied to document zones and document features - i. e. TIFK, TIFH, TIFS and TIFT 
" The TUUV and TSS algorithms provide broadly similar performance, although TUUV does not take 
into account the relative length of documents (which is likely to be more important for more general 
information collections). They are particularly suitable where recall performance is important (section 
8.6.2). 
" The TIFK, TIFS and TIFT algorithms are particularly suitable for application where high precision 
performance is important (because they target document features that are most likely to contain 
classification constraints). However they only work at low recall levels (section 8.6.3). 
" Results show that the performance of the TNIH algorithm is not as good as the other targeted approaches 
(i. e. TIFK, TIFS and TIFT). This suggests that document-heading titles used by authors are not 
particularly representative of the overall content of documents (section 8.6.3). 
" Classification performance is highly dependent on the quality of the concept hierarchy and constraints. 
A balance has to be struck between constraint sets that are too limited (and may have a poor recall 
performance) and those that contain too many over-generic constraints (that will adversely affect system 
precision) (section 8.6.4). 
" The document zoning results demonstrate that classification performance benefits can be achieved by 
combining multiple algorithms to take advantage of their various different strengths (section 8.7). 
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8.9 Implications for future system development 
The performance of the various classification algorithms broadly fall into two groups: (i) those applied to 
whole documents or to document zones and (ii) those that are targeted to particular features of documents 
(e. g. title, keywords, document headings, etc. ). The first set provides the widest range of performance values, 
the greatest overall flexibility and are also particularly suitable where classification recall performance is 
important. The second group of targeted algorithms achieves a generally higher classification precision, 
although only at lower levels of recall. 
Ideally the information systems that are being developed in conjunction with this research should combine 
the strengths of various algorithms. However the current implementation of the automatic classifier (which is 
presented in chapter 9) only uses the TUUV algorithm. The incorporation of the improved algorithms (and 
the multi-algorithm approach illustrated in Figure 8-7) is a subject of current development work and will be 
considered by Shah (2002). 
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Previous chapters have proposed that an improved information management approach can be developed by 
combining hybrid browsing (that dynamically prunes the displayed classification scheme, according to the 
concept selections made by the user) with non-mutual exclusive classification principles. This chapter shows 
how demonstration computer systems, based on this proposal, provide greater assistance in retrieving 
engineering documents when compared to existing search and browse techniques. 
Three types of typical engineering search scenarios are identified, for which existing directed search and 
browsing techniques provide users with insufficient support. These include: (i) searching a component 
catalogue (ii) searching a company Intranet or network drive and (iii) searching documents on the Web. For 
each of these cases, the benefits gained from the implementation of a demonstration system, built using the 
improved information management approach, are described. 
The latter part of the chapter presents quantitative user-based evaluations of the effectiveness of the 
constraint-based classification approach, applied to engineering documents. These results are based on 
feedback provided by the authors of papers published in the proceedings of ICED'OI I. 
This chapter contributes to the overall thesis by demonstrating the unique benefits of an improved 
information management approach that combines: (i) faceted-like, non-mutually exclusive classification 
principles and (ii) a hybrid browsing approach that dynamically prunes the browsable classification scheme, 
according to the concept selections made by the user. 
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9.1 Overview 
Chapters 2 and 3 established the importance of effective information management for engineering 
organisations and identified how systems need to be designed to account for the demanding information 
requirements of engineering designers. It was noted that whilst computer technologies have made the 
creation of documents easier, and provided the means to open up huge digital collections to searching, this 
has paradoxically made the location of relevant documents more difficult. 
Chapter 4 identified two main strategies for searching for information: (i) directed searching using free-text 
keyword search engines and (ii) browsing information that has been organised into pre-defined 
organisational structures. However, it was also noted that hybrid search / browse techniques can be used to 
help overcome the various problems associated with browsing and directed searching. 
In chapter 4, the author proposed an information management approach that combines faceted-like 
classification principles in conjunction with a hybrid browsing approach that permits the hierarchical 
classification scheme display to be dynamically pruned (according to the selections made by the user). This 
approach has been implemented as a demonstration computer system by combining: 
0A hybrid search application and user interface based on No-Zero-Match search principles (chapter 4)1 
"A constraint-based automatic classifier that permits the classification of documents into multiple 
classification schemes or `facets' (chapters 5,6,7 and 8). These multiple classification schemes support 
the retrieval of documents from multiple user-perspectives. 
By using the NZM approach (in conjunction with non-mutual exclusive classification principles) it has been 
proposed that users will be provided with the benefits of a navigable collection of hierarchically arranged 
documents, whilst managing to overcome some of the limitations associated with traditional browsing2. 
This chapter contributes to the overall thesis by testing this proposal - for different trial implementations of 
the demonstration computer system. A range of typical engineering search scenarios are initially identified in 
section 9.2 and examples given as to how the improved approach can better meet the information 
requirements of engineering designers. 
Sections 9.3 and 9.4 then present two user-based evaluations of the effectiveness of a specific engineering 
application of the demonstration system. These are based on feedback from the authors of papers published 
in the proceedings of ICED'O1 (Culley et al, 2001). 
1 The NZM-based approach has been selected in the implementation due its advantageous characteristics when compared 
with other similar approaches (as noted in chapter 4). 
2 As previously discussed (in chapter 7) when browsing hierarchically classified information, if the desired documents 
are located deep in the hierarchy (or not available at all in a particular branch) the browsing process can be time 
consuming and frustrating (due to the need to continually 'drill-in and out' of the hierarchy). This type of difficulty can 
be alleviated by using associative links between branches or by allowing the classification of a document into multiple 
concept categories (although both of these approaches have drawbacks). 
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9.2 Engineering applications of the demonstration system 
The demonstration system that has been developed in conjunction with this research can be considered to be 
generic in nature, since its applications are not necessarily restricted to the engineering design 
domain3. 
However, engineering design is a particularly information intensive activity that can be aided by providing 
participants with systems access to improved information systems. Table 9-1 presents a number of typical 
document4 search scenarios using a variety of `types' of information system that have been identified by the 
author. These `cases' are representative of those that have been observed to be commonly encountered by 
engineers working in the engineering design domain, using existing search techniques. However, 
in each of 
these different situations, traditional information systems provide insufficient assistance to users. 
Information Description of Initial search Problem encountered 
system type 
Case (1) An engineer is searching a catalogue for components with Unfortunately the engineer 
physical and performance characteristics that are suitable does not know how to refine 
Collection of database for a particular application. However, upon querying the the search to find components 
records in a catalogue database with a query related to the Ideal requirements, the that may be suitably close to 
system responds with an error message stating that there the requirements for the given (Highly structured are no components that exactly match the query. application. 
'documents') 
Case (2) A project manager is searching on the company Intranet for The manager does not know 
an Item of correspondence (written by a colleague who is on whether the colleague has 
Company Intranet leave) addressed to a supplier, related to a particular project organised documents into the 
and technical issue. Documents are organised in a folder supplier name folder, the (Loosely structured structure on the network but it is not known which folder will project name or the technical documents) contain the document of interest. domain folders. 
Case (3) An engineering designer wants to find technical papers on In this Instance the designer is 
the Internet relating to quality management approaches in not sure how to refine the 
'Grey literature' on the design. The query <"quality management" AND search so as to retrieve a more 
Internet "engineering design"> is submitted to a major search engine focussed set of search results 
and it is found that there are over 13,000 documents that better matches their 
(Unstructured returned, many of which do not appear to be relevant. needs. documents) 
Table 9-1: Typical search strategies and problems that are commonly encountered 
" Case 1: Searching a collection of database records in a catalogue - The results from the database do 
not indicate which, if any, of the user's query terms are matched in the database and which other records 
may be a close match to the entered terms. 
" Case 2: Searching for documents stored on a company Intranet (or a workgroup's shared network 
drive) - The user needs to have an understanding of the company Intranets' organisational structure in 
order to succeed in document retrieval. 
" Case 3: Searching for 'grey literature' on the Internet - The search engine does not indicate additional 
terms that the user might use to identify the most relevant documents among the 13,000 originally 
identified. 
3 Note that non-engineering applications of the demonstrator have included the organisation and classification of second- 
hand automobile adverts and acts of parliament. These are browsable using a Web-based NZM application (see - 
htte//n7m. diR. hris. ac. uk). 
° Note that the term document is used to describe any item of information that is amenable to indexing (as defined in 
chapter 6). Thus database records, letters, fax messages, reports, Web-pages, etc. are all examples of documents. 
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Using conventional approaches, in all of these cases, users have difficulty in carrying out searches without a 
detailed understanding and familiarity of the retrieval environment. The following sub-sections describe 
example implementations of the demonstration information system for each of the cases. These sections 
discuss the characteristics of the search scenarios in greater detail and show how the automatic classification 
approaches, combined with NZM browsing, can help engineers more easily locate relevant documents. 
9.2.1 Case 1- Searching a component catalogue 
In this implementation of a component catalogue, a series of records (i. e. documents) containing data relating 
to rolling element bearings have been automatically classified into a variety of classification schemes. These 
include: bearing types (ball bearing, roller bearing, taper roller etc), calculation factors, bearing dimensions, 
load ratings, speed ratings and special characteristics. Each record refers to a description of a particular 
bearing. Note that in this instance the classification of the documents is precise, since each information entity 
can be unambiguously classified into a series of categories - i. e. a bearing is of a particular type, has a single 
range of physical dimensions, either has a standard or a tapered bore and so on. 
Figure 9-1 shows the screen display of the implemented demonstrator, prior to the user having made any 
concept selections. The interface presents the user with: (i) the classification hierarchy (ii) a list of 
`matching' entities (although since no search criteria have yet been selected by the user, all available 
bearings are listed) (iii) a list of selected concepts (which is 'blank' since none have yet been selected) and 
(iii) the display for a single bearing record, highlighted in the entity list. The display of concepts in the left- 
hand window pane allows the selection criteria to be entered in any desired order. For example, in one 
instance a designer may first select the external dimensions of the bearing since these may be critical to the 
application; in another the first selection might be the load rating or the particular bearing type. In each case, 
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Figure 9-1: A bearing catalogue demonstration system - before making concept selections 
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Figure 9-2 shows the resulting display after the user has made three concept selections by interacting with 
the demonstrator's NZM interface. The figure shows that of the initial 620 bearing records, the first selection 
made by the user reduces the number of matching bearings to 111-i. e. only those of single row type. The 
next user selection is carried out on this filtered set of I11 single row bearings, and determines the range of 
bearing sizes that are required. Note that this selection comprises a set of two concepts which are essentially 
combined together (i. e. the user is selecting bearing size ranges of 70mm<80mm OR 80mm<100mm). This 
selection further reduces the matching set of entities from 111 to 20. Finally the user selects a bearing speed 
which is applied to the filtered set of 20 matching bearings. This third selection reduces the matching entities 
set to only 5 records that match all of the criteria listed in the concept selection list. In this application it is 
considered that the matching entities set is small enough for the user to be prepared to browse the records'. 
This rapid reduction of matching entities is characteristic of browsing using the demonstration system. The 
No-Zero-Match interface allows the user to incrementally build-up their search criteria by selecting 
combinations of concepts from the graphical display. In addition, prior to the user selecting a concept, the 
system interface provides the user with an indication of how discriminating each one will be as a 'search' 
criterion by showing the number of documents that will be included in the results set if any additional 
concept is selected. The main benefit of the approach, in this application, is that the user is continually 
guided in the concept selections that can be made. In contrast, conventional directed search techniques 
present users with unhelpful error messages (e. g. "no components match your search") that offer no guidance 
on how searches can be refined. 
s The user is likely to continue to refine their search selections until the number of matching entities is below their 
'futility point' (i. e. the number of documents through which users will he willing to browse - as described in chapter 4). 
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9.2.2 Case 2- Searching a company Intranet or network drive 
In conventional approaches to classification, documents are assigned to a single concept category. Therefore 
users are not able to create queries based on multiple selections of concepts within a particular classification 
scheme. In addition, if the desired documents are located deep in the hierarchy (or not available at all in a 
particular branch) the browsing process can be time consuming and frustrating (as previously noted in 
2 on 
page 10-2). The approach adopted in this application is to allow documents to be classified against all of the 
relevant concepts that apply (in this regard the classification of documents is not necessarily precise - c. f. the 
previous case noted in section 9.2.1). Following this classification process the NZM user interface provides a 
means of identifying browsing criteria that can be interactively refined or broadened. 
As an example, consider an implementation of the demonstration system applied to the classification and 
organisation of documents from a company's research organisation (in this case the Airbus UK collection 
previously introduced in chapters 7 and 8). Each document is classified into multiple different types of 
classification schemes that describe: the technical concepts, the people and organisations involved in the 
described work and in the production of the document, the project names and dates, the type of document 
and so on (see Figure 9-3). 
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Figure 9-3: A company Intranet demonstration system 
By using the visual feedback from the NZM interface, the search case described in Table 9-I (i. e. in which it 
project manager is searching for an item of correspondence addressed to a supplier and related to a particular 
project / technical issue) becomes straightforward. The project manager may select the criteria for their 
search in any order, and will be given visual feedback to allow further refinement. In the example show, the 
person browsing has shown interest in correspondence involving Bristol University. The results in the NZM 
tree display (Figure 9-3) shows that selecting additional technical criteria will further reduce the document 
results set. 
The concept tree also provides the useful feedback that items of correspondence with Bristol Universiry are 
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concerned with three technical topics: (i) aerodynamics and fluid flow (one document), (ii) component design 
and analysis (one document) and (iii) information management (three documents). This type of complex 
search also provides the important benefit of allowing users to be presented with automatically inferred 
associations between concepts in the different classification schemes. For example, the user might be able to 
infer a relationship between UM/ST and Bristol University (as both institutions might be involved in a 
particular research project or technical research area). 
Another example of a realistic (but complex) user query that the demonstration system is able to provide a 
simple `answer' to is "... what are the names of all of the research partners involved in project X". The user 
would select project X from the concept hierarchy and the listing of associated research partner concepts 
would be updated to present only those related to the particular project. Using conventional search 
approaches the user would first have to retrieve all of the documents related to project X and then manually 
search through these for the names of research partners -a potentially difficult and tedious task. The 
information management approach proposed in this thesis can therefore be seen to provide clear benefits to 
users, when compared to existing techniques. 
9.2.3 Case 3- Searching documents on the Web 
This application of the demonstration information system concerns the classification and subsequent 
browsing of engineering related Web pages that have been initially retrieved by a conventional directed 
search engine' (shown in Figure 9-4). 
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Figure 9-4: A Web-based demonstration system 
`' In this sense the scenario is similar to that addressed by the NorthernLight, Vivisimo and Wisenut search engines 
previously described in chapter 4. 
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In the example implementation shown in Figure 9-4, a query string <"quality management" AND 
"engineering design"> was firstly submitted to a popular search engine (although obviously any search query 
could be used). A customised utility was then used to gather the search results (in the form of a list of the 
Web addresses - i. e. URLs). This collection of URLs was then automatically classified 
into a hierarchical 
classification of design research topics prepared for the organisation of papers submitted to the ICED'01 
conference (Lowe et at., 2001)'. Once indexed and classified, these results could be interactively browsed 
using the hybrid NZM search interface (see Figure 9-4). 
It should be noted that during the classification process, by changing the classification threshold parameter 
(as noted in chapter 8) the resulting level of precision or recall adopted by the classification algorithm could 
be varied. In the example implementation show, a high recall algorithm classifies documents into a greater 
number of concept categories than a high precision algorithm (although the relationship between a document 
and a concept category may be more tenuous in the former case). For the particular set of engineering URLs 
retrieved, a high recall algorithm classified all 13,500 documents (i. e. Web pages) into 420 categories, as 
shown in Figure 9-4. A high precision algorithm classified 2,750 of the 13,500 documents into 290 
categories. Experimenting with the precision used in the classification algorithm suggested that high recall 
algorithms are more valuable when trying to find specific content in a Web-page. In this instance the system 
gives a better indication of the possible content of documents, and a wider variety of terms for refining a 
search. The presence of documents in the results set that are unrelated to the browsable categories is less 
important because further selections can be used to quickly filter the set down to a manageable number of 
documents. By contrast, when browsing for generally relevant documents in a particular domain, a high 
precision classification algorithm eliminated documents (such as engineering course syllabi) that are related 
to large numbers of concepts but contained little content on any specific concept. 
(Note also that, in a similar manner to that previously described in section 9.2.2, the demonstration system 
provides users with the important benefit of allowing associations between concepts in the same (or in 
different) classification schemes to be automatically inferred). 
9.3 Analysis of ICED'01 paper abstracts 
This section reports on a series of experiments carried out when using the constraint-based classifier to help 
associate papers submitted to the organisers of ICED'01 with the most appropriate conference themes8. The 
aim was to gain some insights into the way in which authors selected the themes for papers, in addition to 
assessing the `quality' of the recommended keyword list suggested by the conference organisers. In the 
experiment the conference themes were considered as classification categories and the classification 
constraints consisted of the recommended keywords (as described in chapter 8 and in appendix K). 
7 These classification schemes are the same as those evaluated in section 9.4. 
Note that the author's academic supervisors were part of the organising committee of ICED'01. The conference themes 
were identified approximately one year before the actual ICED'01 conference took place. Originally 9 themes were 
identified from an analysis of the use of keywords by the authors of papers published in the ICED'99 proceedings (as 
previously described in chapter 8 and in appendix K). However, this was subsequently reduced to 8 to reflect the nature 
of the papers that were submitted to the conference organisers. 
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9.3.1 Experimental methodology 
In the request for paper abstracts, circulated within the engineering design community, authors were asked to 
select the theme they felt most appropriately reflected their paper during the submission process. Authors 
were also asked to choose keywords from the `recommended' listing of 247 terms (see Lowe et al (2001) and 
appendix K for further details). From the 375 abstracts that were accepted by the organisers', 334 of the 
abstracts included at least one suggested conference theme (292 papers were associated with a single theme 
and 42 with a choice of either two or three themes that authors considered to be relevant). Abstracts that did 
not contain an assigned theme were not included in the subsequent analysis. For the documents assigned to 
multiple themes, it was assumed that they were partially associated with each of the multiple themes (i. e. a 
document assigned to two themes was considered to be `half associated' with both themes and so on). Whilst 
the accepted abstracts did vary slightly in length, it was found that the results were relatively insensitive to 
the choice of classification algorithm. Therefore a simple term frequency algorithm (as described in chapter 
8) was used. In addition, document pre-processing, and the calculation of precision and recall, was carried 
out in the same manner as that previously described in chapter 8. 
9.3.2 ICED'01 classification results and discussion 
Figure 9-5 and Figure 9-6 illustrate the varying performance of the demonstration system in classifying the 
abstracts into each of the different conference themes. When submitting abstracts for the conference, authors 
were asked to select descriptors from the recommended keyword list, and hence it should be expected that 
the whole abstract would be very likely to contain terms related to the theme selected by the author (as is the 
case). Note however, by ignoring the title and keywords in the analysis this influence is eliminated (Figure 9- 
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Figure 9-5: ICED'01 results - entire abstract 
9 Whilst 375 paper abstracts were accepted for publication, only 326 full papers were finally submitted for inclusion in 
the proceedings. 
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Figure 9-5 and Figure 9-6 can be used to provide an indication of the quality of the keywords and phrases 
that are used to associate the abstract with the particular themes. It is apparent that the Current issues and the 
Engineering design in industry themes perform particularly poorly, providing some evidence that these two 
themes are not adequately represented by the recommended keywords. Another factor is likely to be due to 
the less 'concrete' nature of these two themes. Authors were asked to select only a single conference theme 
to be associated with their abstracts. It was observed that, where possible, authors had a tendency to choose 
the more technical topics from the conference themes. 
The Engineering design in industry theme (and Current issues) is likely to be widely applicable to a large 
number of abstracts, often as a secondary theme. The Design techniques and tools theme perhaps provides 
the best contrast to the Current issues and Engineering design in industry. It is considered that this can be 
attributed to higher `quality' nature of the constraints (that are easier to define due to the more `clear-cut' 














s ý( " Äf - ýC 
Current Issue s 
Engineering design In Industry 
Conference themes 








- ýE -Knowledge & Into 
mgmt 
-" -Org & mgmt of 
design 
-+ -Design education 
I- ' -Current Issues 
In 
0.2 0.4 0.6 0.8 
Recall 
Figure 9-6: ICED'01 results - abstract body (I. e. not Including title or keywords) 
When considering the conference themes that are automatically suggested by the constraint-based classifier, 
it was found that when using the entire abstract, -60% of abstracts are `correctly' assigned when taking into 
account only the single theme that has accumulated the most evidence (i. e. the system suggests the same 
themes as those selected by the authors). This rises to -72% if either of the top two themes are included, 
-85% for the top three, rising to a maximum -90%. The fact that the maximum value does not reach nearer 
100% indicates that in 10% of cases, authors have assigned a theme to their abstracts but not used any of the 
recommended keywords associated with the selected theme. 
The results for the classification of the abstract body text collection (i. e. excluding the title and keywords) 
determined that -42% of abstracts are correctly assigned using the single highest automatically assessed 
theme. This rises to -60% for the top two themes, ~72% for the highest three, rising to a maximum of -80%. 
This is an encouraging finding in that the automatic classifier can be used to 'correctly' identify -80% of the 
themes identified by authors when the classification of an abstract into multiple categories is permitted. 
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These results have been used to help develop and transform the conference themes and recommended 
keywords into a more comprehensive series of classification schemes that are discussed in section 9.4 below. 
9.4 User evaluation of the ICED'01 demonstration information system 
This section presents a user-based evaluation of the effectiveness of the classification approach adopted in 
this research. The results are based on feedback from the authors of papers published in the proceedings of 
ICED'01 (Culley et al, 2001). In this user-based evaluation, the actual authors of papers were asked to rate 
the relevance of the concepts that the automatic classification system selected from pre-defined classification 
schemes (i. e. authors were not made aware of all of the categories from which those selected were chosen). 
9.4.1 Survey methodology 
The ICED schemes, used to classify the proceedings of ICED'01, were developed from the conference 
themes previously discussed in section 9.3. A total of 8 technical classification schemes were further sub- 
divided to include a total of 420 concepts (including 3,250 concept constraints)10 using a maximum 
branching depth of a further 4 levels (although in most instances a depth of 2-3 additional levels was found 
to be adequate). 
Clearly this degree of complexity in the hierarchy is excessive when considering that the ICED'01 
proceedings only include 326 papers. However, since the schemes were also being developed with the aim of 
allowing much larger numbers of documents from the Web to be classified (i. e. the application described in 
section 9.2.3), it was considered to be justified. Furthermore, the NZM search interface has the advantage of 
essentially allowing the complexity of the classification schemes to be hidden from users when applied to 
small sample collections. For the 326 ICED'01 papers, many of the highly specific 3`d or 4t' level concepts 
are unlikely to be applicable (this is discussed below). However for a larger collection of -13,000 documents 
from the Web then the use of a more sub-divided and deeper hierarchy is justified. In the case of the 
ICED'01 collection, if no documents are classified into concept categories then they are not displayed to 
users (i. e. the displayed classification schemes are simpler than the actual schemes). 
Classification process 
The collection of ICED'01 papers was classified against the schemes using a constraint-based automatic 
classification system and adopting an intermediate precision-recall classification threshold parameter (as 
previously described in chapter 8). Documents were only associated with a concept provided that multiple 
occurrences of multiple concept constraints could be identified. It was found that a higher recall approach 
resulted in the identification of too many erroneous concepts for each paper and a high precision approach 
did not manage to identify at least a single relevant concept for each of the papers. The results of the 
classification process can be found on-line at: http: //nzm. dig. bris. ac. uk/IcedOl/frameset-init2. jspll 
10 The 420 concepts refer to those related to the 8 high level concepts (each of which can be regarded as a separate 
classification scheme). A CD-ROM was distributed to all of the delegates at ICED'01 which included the conference 
proceedings classified against the ICED classification schemes (described in this section) and featuring a No-Zero-Match 
search interface. However, an additional classification scheme was used that included an additional -600 concept 
categories related to the names of the authors and co-authors of papers. These have not been included in this analysis. 
't Note that only the introductions of the ICED'01 papers are shown (for copyright reasons). However, the classification 
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Gathering the experimental feedback 
In order to gather the experimental feedback the assigned concepts for each of the papers in the collection 
were identified. A personal e-mail message was then sent to the primary author of each of the papers 
in the 
collection. These messages included the name(s) of the paper(s) written by the author and included a listing 
of all of the concepts that had been automatically suggested by the classification system12 (appendix M gives 
an example of one of these messages). Authors were asked to reply to the original e-mail message indicating, 
on a 5-point subjective scale (i. e. 1= very poor, 2= poor, 3= acceptable, 4= good, 5= very good), their 
level of agreement with the automatically assigned concepts. The personalised e-mail messages were sent to 
260 people identified as being the first authors of the 326 papers (i. e. 80% of first authors). 
A total of 25 authors (from 15 unique institutions and 12 countries) replied and provided feedback on 36 of 
the papers (i. e. -11% of the papers published in the proceedings). With such a low response rate, especially 
in relation to the number of concepts that are found in the classification schemes, the ability to assess all 
except the most commonly occurring high-level concepts is obviously limited 
13. Therefore in order to 
analyse the results, the assessment of concepts has been restricted to only the top level in each of the 8 
classification schemes. The assessments of the validity of concepts at lower levels have been assumed to be 
related to the concepts at the first level in the schemes (i. e. if a document is related to a sub-concept then it is 
also related to the parent concept). 
9.4.2 Survey results and discussion 
Table 9-1 summarises the results from the assessment of the 36 papers from the ICED'OI proceedings. A 
total of 307 concepts were assigned (and hence assessed) for the 36 papers - i. e. on average -8-9 concept 
categories were identified for each paper (obviously the classification threshold factor determines the 
ultimate number of concepts that are assigned). Figure 9-7 illustrates a graph which shows the average 
number and the quality of constraints associated with papers from the test set. This graph also includes error 
bars (one standard deviation) to indicate the degree of variation in the results. 
Due to the relatively small number of assessments, in comparison with the number of concepts in the 
classification schemes, it is only possible to make some limited observations on the results presented in 
Table 9-1 and Figure 9-7. Primarily the ratings provided by the authors give an indication of the 'quality' of 
the concept constraints (and also the constraint-based classification approach). The results do not provide any 
direct feedback related to the choice and structuring of concepts in the classification schemes. However it is 
likely that some inferences can be made by considering those concepts which received multiple poor ratings 
(as shown in Table 9-1), since authors might be expected to be more likely to assign poorly chosen or 
structured concepts with low ratings. 
was carried out on the full text of the documents. 
12 Note that attempts were made to gather this information via an on-line questionnaire. Delegates at the ICED'01 
conference were provided with a CD-ROM containing an electronic copy of the proceedings, classified into the ICED 
classification schemes and with an NZM front-end. The CD-ROM also included a link to an on-line questionnaire. 
However, not enough useful data could be collected due to a lack of respondents. 
13 Note that out of the 420 concepts, 283 were not actually assigned to any of the papers in the assessment set. These 
concepts typically corresponded to those occurring at relatively low levels in the schemes. 
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Design Theory and Research Methodology 83 3.39 
_> Design theory 14 3.07 
_> Design research methodology 17 3.18 
=> The nature of design 45 3.49 
_> Creativity and Innovation 7 186 
Product and Systems Modelling 27 3.63 
=> Engineering drawing 1 2.00 
_> Engineering diagrams 0 n/a 
_> Computer-aided design 18 4.00 
=> Product modelling 1 5.00 
=> Product data management (PDM) 3 3.67 
_> Virtual reality 4 2.00 
Design Methods, Techniques and Tools 94 2.94 
=> Al-based design 9 2.33 
_> Techniques for Quality Engineering 6 2.17 
_> Optimisation techniques 5 4.00 
_> Design under uncertainty 13 3.77 
_> Domain-specific methods 16 1.81 
=> Problem-solving and decision methods 9 3.22 
=> Conceptual phase synthesis tools 18 3.61 
_> Design analysis and simulation 7 3.57 
=> Embodiment phase 1 4.00 
=> Detail phase 5 2.00 
=> Manufacturing phase 0 n/a 
_> Development phase 0 n/a 
_> In-service phase 2 3.50 
=> End-of-life phase 0 n/a 
_> Biomimetics 0 n/a 
=> Rapid prototype manufacture and development 3 0.00 
Knowledge and Information Management 27 2.96 
_> Knowledge management 2 2.50 
=> Design information management 8 3.38 
=> Data mining and processing 0 n/a 
_> Design reuse and design intent 1 5.00 
=> Lessons learned and best practice 0 n/a 
_> Ontology and taxonomy 1 1.00 
_> Al-based design 15 2.80 
Organisation and Management of Design 33 3.55 
=> Concurrent engineering 2 1.50 
_> The design chain 7 2.86 
=> Design organisations and design teams 7 4.57 
=> Product management 2 3.50 
_> Project management 9 2.78 
=> Risk and uncertainty management 4 5.00 
_> Management of change 2 5.00 
Design Education 16 3.50 
=> Academic design education 9 3.56 
_> Industrial design training 5 3.40 
=> Qualities of designers 1 5.00 
=> Modes of learning 1 2.00 
Engineering Design in Industry 15 3.40 
_> Technology transfer 1 3.00 
=> Industrial case studies 2 3.00 
_> Design in SMEs 1 3.00 
_> Specific industrial sectors 9 3.33 
_> Benchmarking and performance metrics 1 5.00 
_> Examples of good and poor designs 1 4.00 
urrent Issues - Globalisation, Sustainability, Legislation 12 3.25 
_> Error in design 7 3.71 
_> Impact of the artefact on the environment 3 2.00 
=> Sustainable engineering 0 n/a 
_> Legal and ethical issues 0 n/a 
=> Product life-cycle analysis 2 3.50 
307 3.25 
Table 9-2: Assessment ratings for the ICED classification schemes 
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`Quality' of concepts associated with papers 
Figure 9-7: Number and quality of concepts associated with ICED'01 papers 
From Figure 9-7 it can be seen that the number of 'very good' or 'good' concepts that have been assigned to 
papers significantly exceed those that are 'poor' or 'very poor'. Similarly in Table 9-2, the average ratings 
for most of the categories are higher than 3. Perhaps most encouragingly it was found that: (i) 33 of the 36 
papers were associated with at least one concept rated as 'very good' and (ii) all of the papers were 
associated with at least one concept rated as 'good' or 'very good'. Therefore, when documents are permitted 
to be classified into multiple concept categories this implies that over 90°hß are identified with a highly 
representative concept (and 100(k with a relevant concept). 
9.4.3 Limitations of the ICED demonstration system survey 
It should be noted that this survey does not pretend to provide a rigorous evaluation of the implementation of 
the demonstration information system described in this chapter. The approach has been to attempt to provide 
a quantitative evaluation by potential users to complement the benefits previously discussed in the anecdotal 
cases (described in sections 9.2.1,9.2.2 and 9.2.3). The survey approach is recognised as being limited since 
it necessarily combines two variables in the assessment that should (ideally) be separated. These include: 
0 The performance of the automatic classification algorithm (which in itself is a combination of the 
effectiveness of the algorithm, the quality of the concept constraints that have been identified and the 
choice of the classification threshold parameter value). 
" The `quality' of the classification schemes (in terms of the whether the concepts that have been 
identified and structured are recognised as being representative of the domain). 
The results of the previous study, reported in section 9.3, provided some feedback related to this latter point. 
An attempt was also made to gather more relevant feedback related to the more complex ICED schemes, via 
an on-line questionnaire survey (as noted in 12 on page 10-11). However, not enough useful data could be 
collected, due to the lack of respondents. Despite these limitations the results can be used to help identify 
those concepts that have been assigned `poor' ratings (i. e. below an expected average of 3 on the subjective 
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rating scale) and those with `good' ratings (i. e. above 3). Such results can then indicate where effort should 
be expended on modifying the classification constraints or the actual structure of the classification schemes. 
9.5 Conclusions 
The main conclusions, research implications and contributions of this chapter to the overall thesis are 
considered below: 
" The author has identified three types of typical engineering search scenarios for which existing directed 
search and browsing techniques provide insufficient support: (i) searching a component catalogue (ii) 
searching a company Intranet or network drive and (iii) searching documents on the Web (section 9.2). 
" In each of these scenarios, implementations of the improved information approach proposed by the 
author (combining hybrid NZM browsing in conjunction with faceted-like, non-mutual exclusive 
classification principles) have been demonstrated to provide users with clear benefits, when compared to 
conventional approaches (section 9.2). 
" The demonstration information systems, described in this chapter, show how users are able to infer 
complex associations between concepts. This enables users to carry out complex search queries which 
are not possible using existing search strategies. 
" The results from an analysis of the classification of ICED'O1 papers into a simple scheme (consisting of 
conference themes and recommended keywords) have been used as a basis for developing more complex 
engineering design classification schemes - these are referred to as the ICED schemes (section 9.3). 
" User-based feedback on the classification of papers into the ICED schemes has helped to identify 
weaknesses in both the structuring of concepts in the schemes and the constraints used to define 
concepts (section 9.4). 
" For an example implementation of the demonstration system in the engineering domain, the author has 
demonstrated that the constraint-based automatic classifier can be used to provide a useful classification 
for nearly all of the documents in the collection (section 9.4). 
The next chapter will present the overall conclusions of this research work and make a number of 
suggestions for future work. 
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Chapter 10 
Conclusions and suggestions for 
further research 
This chapter summarises the overall research work reported in the thesis. A broad overview of the research 
work is initially given, followed by a review of the research methods used to gather experimental data. The 
key research contributions are then summarised and discussed before noting some of the limitations of the 
work. Finally, some suggestions for further investigations are presented. 
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10.1 Overview 
In this thesis, the author's studies of information use by practising engineers (chapter 3) and the related 
detailed analysis of documents used by these engineers (chapter 5) have highlighted various limitations with 
existing approaches for searching and retrieving engineering information. From these the need for a new and 
improved Information management approach has been identified, supported by reviews of literature related 
to: (i) knowledge and information management in engineering design - chapter 2 (ii) information search and 
classification - chapter 4 and (iii) information retrieval and automatic classification - chapter 6. 
The proposed improved information management approach is based on a combination ot: (i) faceted-like, 
non-mutually exclusive classification principles and (ii) a hybrid browsing approach that dynamically prunes 
browsable classification schemes, according to concept selections made by users. A demonstration system 
has been developed, based on this proposal, and taking into account the research contributions reported in 
this thesis (summarised in Figure 10-1 - first shown in chapter 1- and discussed in the remainder of this 
chapter). The computer-based implementation incorporates a constraint-based automatic classification 
system and a hybrid No-Zero-Match interface for the browsing of hierarchically classified documents (note 
that the rationale for adopting these two system components is explained in chapters 4 and 6). 
Research contribution LIDEA project 
of the thesis 
Literature review O Literature review/ analysis 
Chapter 20 Minor research contribution 
Identification of a 
novel engineering 
0 Significant research contribution information 
management 
approach 
Understanding how Overview & identification 
practising engineers use & of information organising 
access information techniques 
Chapter 3 Chapter 4 
F 
Chapter 5 Chapter 6 
Developing and 
testing the system 
from an engineering 
Developing & assessing an improved perspective 





Research using the findings 
of the thesis 
faceted-like classification principles 
constraint-based automatic classifier 
hybrid search/browse approach 
Computer implementation of a 
demonstration engineering 
information system 
Figure 10-1: Contribution of the thesis to the overall IDEA project 
This thesis has also contributed towards the development and assessment of engineering implementations of 
the demonstration system. Guidelines to support the building of instances of classification schemes have 
been presented (chapter 7) and various algorithms used in the constraint-based automatic classifier, studied 
(chapter 8). In addition, the benefits of the improved information management approach have been 
demonstrated (chapter 9). A number of realistic information search scenarios have been identified (which 
represent those typically fticed by engineers) and for each of these, the benefits gained from using an 
implementation of a demonstration system (built using the improved information management approach) are 
described. 
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10.2 Outline of research methods adopted in this thesis 
Chapter 2 presents a review of literature related to the management of knowledge and information, firstly in 
a general sense and secondly more specifically concerned with engineering design. In this chapter it was 
established that knowledge and information are increasingly viewed as economic resources that need to be 
effectively managed. However, it is proposed that it is not possible to manage knowledge per se, as it is a 
personal notion of competence associated with individuals' ability to understand, interpret and act upon 
information'. Multiple references are made to the observation that it is not the lack of information that poses 
obstacles for workers in knowledge intensive industries (such as engineering), but information `overload'. 
Following on from the initial literature review, the research presented in the thesis comprises two distinct 
'threads', which are described below: 
Existing information search and organisation strategies (i. e. directed searching and the browsing of pre- 
organised document collections - chapter 4) are not typically well suited to meeting the needs of engineers in 
information rich environments - especially when searching for informal text-based electronic information 
(identified in chapter 1 as the main focus of this work)2. This research therefore proposes an improved 
information management approach (chapter 4) and ultimately describes the development and testing of 
improved computer support applications to help engineering designers more easily organise and find relevant 
information (chapters 7,8 and 9). 
However, for such systems to be successful they need to be built on an understanding of the way in which 
engineers use information in the context of their social workgroups - i. e. how information is managed and 
used within the broader knowledge environment. A major part of this research has therefore been the study of 
the information requirements of engineering designers, taking into account the importance of social 
interactions in the creation, organisation and maintenance of documents, in addition to the types and the 
content of information used (chapters 3 and 5). 
The research methods that have been used in collecting experimental data to support the two `threads' of 
research, discussed in the previous paragraphs, are outlined in the following sections: 
10.2.1 Understanding information use by practising engineers (chapters 3& 5) 
" Detailed case studies - Semi structured interviews, observation and analyses of `real-life' working 
environments and document collections. For a relatively small number of cases (specific to the 
aerospace industry) the aim was to learn about how information is used, organised and managed 
throughout the design process and in different organisational and social settings. Detailed analyses of the 
technical content of information used by practising engineers were also carried out. 
" Questionnaire survey - Distributed to members of the Institution of Engineering Designers. The aims 
1 Various definitions and distinctions between knowledge and information are presented in chapter 2 (and in appendix 
A). The approach taken in this research is to avoid the use of the term (explicit) knowledge when referring to tangible 
`stuff that is more appropriately described as information. 
2 Current approaches are either (i) indiscriminate and not able to provide a manageable number of the most relevant 
documents to users (directed keyword searches), or (ii) unable to cope with ever increasingly large quantities of 
documents that are being produced (browsing pre-organised collections). 
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were broadly similar to those previously identified for the case studies (although the larger number of 
survey respondents represented a wider range of design tasks and different industries). 
10.2.2 Developing an improved engineering information system (chapters 7,8 & 9) 
" Experiments - Assessments of the comparative performance of various algorithms for a constraint-based 
classifier, in addition to measures of the ability of the developed system to automatically classify 
engineering documents into pre-defined classification schemes. 
" Identification and characterisation of typical search scenarios - Descriptions and illustrations of the 
benefits of the information management system that has been developed (when compared to 
conventional search techniques) in a range of search cases, commonly faced by engineers. 
" E-mail survey - Gaining feedback from the authors of engineering papers as to the, relevance of technical 
concepts (from a series of classification schemes that aim to identify the important concepts within the 
engineering design domain) that have been assigned to the papers. 
From the analysis of the collected data (in addition other insights gained from the wider literature) this thesis 
provides a number of research contributions concerned with the organisation and classification of documents 
within an engineering design context. These research contributions are summarised in the following main 
section. 
10.3 Overview of key research contributions 
The following presents a summary of the key research contributions that are contained in the thesis: 
" The studies of practising engineers demonstrate an improved understanding of how information is used 
within the engineering application domain (chapter 3) - see section 10.3.1. 
" The study of documents used by engineers provides an understanding of the importance of different 
document attributes used during document retrieval. In addition, the detailed study of the textual content 
of engineering documents has allowed the identification of the types of `facets' (or classification 
schemes) that can be used by engineers to organise documents (chapter 5) - see section 10.3.2. 
" The experimental assessment of constraint-based classification algorithms provides an understanding of 
the precision-recall trade-off when classifying engineering documents using constraint-based 
classification algorithms. Furthermore, the data provide insights as to how the textual contents of 
different document `zones' determines the effectiveness of document classification (chapter 8) - see 
section 10.3.3. 
Note that there are other aspects of the research reported in the thesis that have not been so straightforward to 
ground in experimental evidence, but nevertheless provide useful knowledge to those working in the 
engineering design domain: 
" The reviews of literature related to information retrieval and classification science have allowed the 
author to propose an improved information management approach to support the information access 
requirements of engineers3 (chapters 4 and 6) - see section 10.3.4. 
3 The implementation of the proposed improved information management approach incorporates two core components: 
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" Guidelines for constructing instances of classification schemes and constraints have been proposed, 
based on the general literature and the author's understanding of information use in the engineering 
design domain (chapter 7) - see section 10.3.5. 
"A range of typical engineering search scenarios have been identified, for which existing directed search 
and browsing techniques provide users with insufficient support. For each of these cases, the benefits 
gained from the implementation of a demonstration system, built using the improved information 
management approach, are described (chapter 9) - see section 10.3.6. 
The following sub-sections discuss each of these research contributions in greater detail. 
10.3.1 Understanding information use within the engineering application domain 
Chapter 3 presents a study of the use of information by engineering designers. The results indicate important 
differences in the extent to which participants working in different design contexts use personal, local group 
and company-wide information. Computer-based design information systems need to be developed to meet 
the differing requirements of each of these various design contexts. In this study, particularly clear 
differences have been identified between: (i) engineers that can be considered as company `experts' 
(including technical specialists and managers) and tend to be working in the early formative stages of the 
design process and (ii) those who are mainstream design engineers (referred to as `detail' designers) working 
in the later stages. In the early stages of the design process, textual information is the most important. 
However, as the design process continues, geometry comes to dominate the information. requirements of 
participants. 
It was found that engineers working in all stages of the design process are reliant on personal sources of 
information, especially the company `experts' who generally have greater textual information requirements 
and much larger stores of such information. The inadequacy of company information management 
approaches and support systems are likely to be factors in explaining this apparent (over) reliance on 
personal information stores (which are likely to become increasingly unreliable in information rich 
organisations employing Concurrent Engineering practices (McMahon et al, 1999)). In addition, it was found 
that the success of group and company-wide information systems were critically dependent on the trust of 
users in those administering the system. In a number of instances a lack of trust, and the inadequacies of 
current search and retrieval techniques, was found to explain why the engineers felt the need to maintain 
large local collections of personal information. 
10.3.2 Understanding the characteristics of documents used by engineers 
Classification systems have the potential to allow information to be searched and retrieved rapidly and 
efficiently. However, the key to achieving these benefits is the identification of the various different ways 
that can be used to organise and classify information (since it is not possible to identify a single `correct' 
classification scheme for all users - as discussed in chapter 4). Chapter 5 presents a study of the contents of 
typical documents that are used by engineering designers. This study provides an improved understanding of 
document attributes used by engineers when searching for information, and then uses the various document 
(i) a constraint-based automatic classification system and (ii) a hybrid No-Zero-Match interface for the browsing of 
hierarchically classified documents. Chapters 4 and 6 explain the rationale for selecting these components. 
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attributes to identify types of classification schemes (or `facets') which can provide engineers with 
different 
perspectives on document collections. 
It was found that different attributes are important when searching for different types of documents. Whilst 
drawings and CAD models can be represented by a small number of core attributes (e. g. title, project, 
identifier) text-based documents and items of correspondence ideally require a more complex range of 
attributes to be specified (e. g. treatment, validity, authority). These attributes have been considered as being 
either related to the content of a document, or the context associated with the production of a document. A 
number of different types of classification schemes, which could be used to organise engineering information 
and hence provide multiple perspectives on collections, have then been identified. These types of content 
related schemes include: (i) technical domain descriptors, (ii) product descriptors, (iii) resource issue 
descriptors and (iv) business issue descriptors. The context related attributes comprise either `simple' 
attributes that can be directly extracted from documents (e. g. author, version, date, etc. ) or `complex' 
attributes (e. g. authority, quality, and validity) which need to be inferred in some manner by the combination 
of other attributes". 
10.3.3 Assessing the effectiveness of constraint-based classification algorithms 
Chapter 8 presents an experimental study that evaluates the effectiveness of various algorithms that have 
been used in the constraint-based classification system adopted in this research (chapter 6). It was found that 
the performance of the various classification algorithms broadly falls into two groups: (i) those applied to 
whole documents or document zones and (ii) those that are targeted to particular features of documents (e. g. 
title, keywords, document headings, etc. ). The first set provides the widest range of performance values (in 
terms of precision and recall), the greatest overall flexibility and are also particularly suitable where 
classification recall performance is important. The second group of targeted algorithms achieves a generally 
higher classification precision, although only at lower levels of recall. 
The results for the application of constraint-based classification algorithms to particular document zones 
confirmed the expected finding that 'important' terms (i. e. concept constraints) are featured in a paper's title 
and mentioned early in a document. The results for the body text and the introduction & conclusions zones 
provided similar results when compared to those for the entire document (i. e. the baseline against which 
other results have been compared). Whilst this result was expected for the body text zone, it is perhaps 
surprising that the classification of papers based on the contents of the introduction & conclusion zones was 
not more accurate. Another surprising finding was that the results measured on only the basis of the headings 
assigned by authors (treated as a separate zone) provided poor classification performance results. One might 
instinctively expect document section headings to be more likely to contain concept constraints that could aid 
4 For example the `validity' of a document might take into account the contextual attributes author, date and size in 
addition to content related attributes related to concepts identified in the document that are related to a particular 
technical domain. This is considered to be a suitable topic for further research (see section 10.5). 
s The performance of classification systems is conventionally measured using precision and recall ratings. Different users 
and different use scenarios will determine which of these will be the key performance measure. If the minimisation of 
information overload is a key priority then precision is the key parameter. On the other hand, if an exhaustive and 
thorough search for all documents related to a subject is needed, then recall is the critical factor (although the 
achievement of an improvement in precision will necessarily result in a decrease in recall (and vice versa)). 
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in the classification of documents. However, these results suggest otherwise and tend to indicate that the 
document heading titles used by authors are less indicative of a document's content than the text when 
considered in its entirety6. 
10.3.4 Proposing a new information management approach 
In the review of information search and classification approaches in chapter 4 it was noted that, for electronic 
documents, it is arguably not critical to slavishly adhere to the one of the 'traditional' principles of 
classification science - i. e. mutual exclusivity. This is because electronic documents are not tied to their 
physical location and can be more usefully organised into multiple classification schemes that reflect the 
various perspectives that can be used to search for information (as noted in section 10.3.2). Allowing 
documents to be associated with concept categories from multiple classification schemes can help avoid one 
of the navigational problems associated with the `strict' classification of documents into single categories in 
a hierarchical structure - most notably the need to continually `drill-in and out' of the hierarchical structure 
to locate documents. 
Chapter 4 therefore proposes the rationale for an improved information management approach based on a 
combination of: (i) non-mutually exclusive, faceted-like classification principles and (ii) a hybrid browsing 
approach that permits the hierarchical classification scheme display to be pruned dynamically according to 
the selections made by the user7. 
10.3.5 Presenting guidelines for constructing classification schemes 
Chapter 7 presents a series of guidelines that have been developed and adopted in this research to help assist 
in the creation and structuring of instances of classification schemes (as previously identified in chapter 5). 
The guidelines take into account the decision to use a constraint-based automatic document classification 
approach (discussed in chapter 6) and are based on thesauri and ontology construction guidelines. They 
consist of two broad stages (each of which is further broken down into a number of steps): (i) defining and 
structuring the concepts that represent the main themes in a particular classification scheme that is being 
modelled and (ii) defining the concept constraints that control the association (i. e. classification) of 
documents with the classification categories. 
It is noted that there are important distinctions that have to be made between hierarchical and associative 
relationships between concepts in schemes8. By adopting the proposed information management approach 
(i. e. classification of documents into multiple classification schemes and the adoption of the hybrid No-Zero- 
Match browsing approach (described in chapter 4)) it is demonstrated that the need to define associative 
6 An implication might be that automatically generated tables of contents (i. e. constructed from user-defined headings) 
might not necessarily provide a good source of subject descriptors or concept categories. 
7 Note that if conventional browsing interface approaches were adopted, the advantages of allowing the multiple 
association of concepts with documents would be quickly offset. This is due to the larger overall number of instances of 
documents that would inevitably be classified with concepts in a classification scheme(s). 
8 Whereas hierarchical relationships are relatively straightforward to identify, related terms present much more of a 
complex issue, and no system has yet succeeded in defining precisely which terms should be enumerated as related terms 
to any other term (see chapter 7). 
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relationships between concepts in different schemes is reduced. As each search concept is selected from any 
of the multiple classification schemes, the NZM interface reduces the size and complexity of the hierarchical 
display of concepts from which users can subsequently make selections. In addition, this graphical display 
provides a means of automatically identifying related concepts in other classification schemes according to 
the selections made by a particular user. In this sense the feedback from the graphical display and the 
presentation of concepts is automatically customised according to each individual's search selections. This 
represents a powerful feature that is beyond the capabilities of existing information management systems. 
10.3.6 Assessing the effectiveness of an improved engineering information system 
Chapter 9 demonstrates the benefits of the improved information management approach (identified in section 
10.3.4) that combines: (i) faceted-like, non-mutually exclusive classification principles and (ii) a hybrid 
browsing approach that dynamically prunes the browsable classification scheme, according to the concept 
selections made by the user. 
A number of demonstration implementations of the system are provided which aim to characterise the types 
of information search scenarios that are commonly encountered by engineers working in the engineering 
design domain. These include: (a) searching a component catalogue, (b) searching a company Intranet for 
documents and (c) searching the Web for information. In these typical cases, searching for information using 
current directed search and browsing techniques results in difficulties (primarily linked to the inherent trade- 
offs between precision and recall). The application of the improved information management approach, 
embodied in a demonstration system, provides users with the benefits of a navigable collection of 
hierarchically arranged documents, whilst managing to overcome many of the limitations associated with 
traditional browsing approaches. 
10.4 Limitations of the research work 
The following sections note some of the limitations of the data gathering and analysis approaches that have 
been adopted in this research. 
10.4.1 Understanding information use by practising engineers (chapters 3& 5) 
The case studies and questionnaires that have been used to understand how engineers use information are 
obviously influenced by the size of the samples that can be monitored, observed and collected. The report on 
the detailed case studies in the first part of chapter 3 was limited by the collaborative arrangements of the 
research to 10 cases, although these were carefully chosen so as to represent a wide range of typical design 
contexts from within the collaborating companies. The case study methodology provided a detailed analysis 
and characterisation of information use, access and storage behaviour of engineers from a range of different 
design contexts. However, it is inevitable with an industrially based study that case-study approaches can be 
criticised, in this instance due to the subjective interpretation of some of the results and also the limited 
number cases collected. Despite these limitations it is considered that the detailed studies have allowed the 
identification of issues of practical importance. 
The questionnaire survey complements the case studies since they have provided a larger number of 
experimental participants (i. e. 223 respondents c. f. 10 cases). The observation that many of the patterns 
found in the detailed cases is backed up by the survey data arguably adds some credence to these 
observations, although as in any anonymous study, the sample set is subject to a selection bias. Unlike 
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previous similar surveys of IED members conducted by Court (1995) and Boston (1998), in this study, the 
questionnaire was distributed to all members of the institution, rather than a targeted sample of representative 
members. Nevertheless, it was found that the overall profile of respondents (in terms of age, background, 
qualifications, etc. ) was actually very similar in comparison to these studies. This indicates that the data 
gathering approaches adopted in this research are equally valid when compared to these similar previous 
studies. 
10.4.2 Developing an improved engineering information system (chapters 7,8 & 9) 
It should first be noted that the guidelines presented in chapter 7 do not try to identify a single best way of 
identifying and structuring the important concepts in a domain (it is suggested that such an aim is not 
realistic). Instead the guidelines aim to make those building the classifications aware of the factors that 
should be taken into account and which could influence the design and structuring of the classification 
schemes. 
The measurements of the effectiveness of the classification algorithms (chapter 8) and also the concepts 
associated with engineering papers (chapter 9) are both highly dependent on the quality of the classification 
hierarchy and constraints. Comparisons between the relative performance of different classification schemes 
and document collections cannot therefore be made (as noted in chapter 8). Attempts were made to gather 
user feedback directly related to the quality of the ICED classification schemes (chapter 9) however not 
enough specific data could be collected to carry out a meaningful assessment. Instead an indirect assessment ' 
has been made by assuming that concept categories which have been assigned `poor' user ratings might be 
due to either the specification of inappropriate concept constraints or -due to a modelling error in the 
classification scheme construction. The development of metrics to assess the quality of engineering 
classification schemes is considered to be an issue of future work (10.5.3). 
Finally, it should also be noted that the classification algorithms that have been adopted are relatively crude. 
The algorithm adopted in the system described in chapters 8 and 9 does not include an `Inverse Document 
Frequency (IDF) component' which means that the performance will be adversely affected when applied to 
collections of documents that vary widely in terms of the number of words that are contained (as discussed in 
chapter 7)9. However this is not likely to have had an impact on the results reported in chapters 8 and 9 since 
the two document test collections were made up from documents that were of a similar type and length. 
10.5 Future areas of research 
The following sections identify a number of issues that would be suitable candidates for further investigation. 
10.5.1 Identification of an information `quality' metric 
Identifying a `figure of merit' for documents from a combination of the various attributes (from chapter 5) 
would provide a challenging research exercise and could aid in the identification of the most important 
documents within a particular collection. For example, in the document classification process the 
classification algorithms could be modified to include additional factors that account for the age of 
9 This issue was primarily due to a limitation in the Verity (2002) search engine that was originally adopted in the 
prototype system. 
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documents, the half-life of information in a given domain, the `validity', `authority' etc. (as discussed in 
chapter 5). 
10.5.2 Refining the concept of information transactions 
In the study of information use by engineers it was noted that the `information transaction diagrams' (which 
illustrates participants' information inputs and outputs as various types of information - i. e. geometry, 
numbers, words and diagrams) do not 'balance' when comparing participants working in the early and later 
design stages. Thus, when considering the transactions in the early stages it can be seen that the output of the 
early stage is not the same as the input into the latter stage. The discrepancy will be due to the quantities of 
textual documentation (e. g. reports, meeting notes, etc. ) that are created, largely for the purpose of recording 
the reasoning for important decisions made in the formative design stages (and not actually used by those 
in 
the later stages). In a similar manner, the geometric input into the latter stages can be viewed as an indication 
of the degree of reuse of previous designs made by those working in the later stages. A more detailed 
analysis and characterisation of these issues would be an interesting issue for further work. 
10.5.3 Identification of metrics for assessing classification schemes 
It has been noted that the performance of the automatic classifier will be highly dependent on the quality and 
the overall structure of the classification schemes that have been developed. There are not currently adequate 
guidelines available for suggesting or assessing the suitability of classification structures. Models to allow 
the prediction of how to most appropriately structure a classification scheme to facilitate browsing would be 
useful (the simple model presented in chapter 7 makes some very large assumptions). In addition, the 
development of metrics to allow predictions of the costs and the time required to populate particular 
classification schemes (or parts of such schemes) would ultimately help in the practical deployment of such 
systems. 
10.5.4 Improving the constraint-based classifier 
The constraint-based classifier (into pre-defined schemes) that has been adopted in this research is reliant on 
manual input for the identification and structuring important concepts, and for the identification of concept 
constraints. There is particular scope for the adoption of automated approaches for the identification of the 
concept constraints. Approaches for the semi-automatic construction of ontologies (as discussed in chapter 
7), which allow the automatic extraction of noun phrases from document collections, could assist in 
providing this functionality (e. g. Jones and Stavely, 1999; Gutwin et al, 1999). 
Note that it is considered that the construction and organisation of concepts (i. e. categories) in classification 
schemes is likely to remain a largely manual process. Whilst there is some scope for the use of automated 
approaches to identify concepts from documents (in a similar way to identifying concept constraints from 
representative documents in an information collection) it will still be necessary to arrange and structure these 
concepts manually (Maedche and Staab, 2001; Morville, 2000). 
10.5.5 Wider testing and evaluation 
One of the limitations of the research work has been the use of relatively small document collections and 
classification schemes when performing comparative measurements (section 10.4.2). This is primarily due to 
the manual effort that is needed to identify the `correctly classified document set' against which computer 
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algorithms need to be assessed (as described in chapter 8). However, the effort required to judge which 
concepts in a classification scheme should be associated with documents in a collection obviously rapidly 
increases according to the size of the document collection and the complexity of the classification scheme. 
Within the wider Information Retrieval community the same problem prompted the development of a 
number of reference collections to facilitate the comparison of studies carried out by different research 
groups (the TREC collections are perhaps the most well-known examples (as discussed in chapters 4 and 6)). 
Given the interest and the importance of the development of information support tools for the engineering 
community it might therefore be worthwhile to investigate the possibility of creating reference collections of 
documents and important concepts related to the engineering design domain. 
10.6 Overall conclusions 
Information used in the engineering design process consists of many different information types, it is often 
highly dynamic and characterised by complex relationships amongst documents. It is also characterised by 
the importance of individual human activity and of complex social interactions in its creation, organisation 
and maintenance. Increasingly, computer systems are used for the storage, indexing and dissemination of 
information, but for such systems to be successful they must be built on an understanding of the way in 
which engineers use information in the context of their social workgroups. 
This research presents studies of information use by practising engineers and related detailed analyses of 
their documents. These studies have enabled a better understanding of how engineering designers interact 
with information to be developed. Insights from these studies have then been used to identify a new and 
improved approach to support their information access requirements. A number of realistic engineering 
information search scenarios have then been identified and for each of these, the benefits of adopting the 
improved information management approach, are described. 
(Note that the research contributions reported in this thesis have been described in two journal papers and a 
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APPENDIX A 
Information and knowledge management 
This appendix is intended to complement chapter 2 by presenting a more detailed discussion of a number of 
issues relevant to the management of information and knowledge within organisations. These include: 
" Distinctions between knowledge, information and data (section A. 1) 
" Converting `tacit' knowledge into `explicit' information (section A. 2) 
" Managing the knowledge environment (including social factors, communities of practice, learning 
organisations, etc. - section A. 3) 
0 Required functions of information support systems (including CSCW issues - section A. 4) 
A. 1 Distinctions between knowledge, information and data 
The following sections will discuss the ways in which the terms, knowledge, information and data are used 
in the literature. People inherently perceive there to be some difference between these (with knowledge 
usually replacing information and information replacing data in situations where emphasis is to be placed on 
the broader or the more useful aspects). However, it is difficult to accurately distinguish between the terms as 
they are often used interchangeably in practice'. 
A. 1.1 Data 
Definitions of data (literally meaning things given) are the least controversial. Foskett (1996) proposes that 
"... data consists of unprocessed facts", without any given context. Burch et a! (1974) note that, "... data are 
language, mathematical, or other symbolic surrogates which are generally agreed upon to represent people, 
objects, events and concepts". Abram (1997) presents a very similar definition, "... data are raw facts that 
have no context or meaning on their own". Wilson (1987) proposes the definition "... the representation of 
information, independent of meaning". 
A. 1.2 Information 
Information is a more ambiguous term (particularly in the context of 'information theory'). The following 
definitions are those found in standard dictionaries. "... information is knowledge or the reception of 
1 Toffler (1990), one of the first to popularise the subject of knowledge management uses the words 'data', `information' 
and 'knowledge' almost interchangeably in his book, so as in his own words, "... to avoid tedious repetition". In 
addition, in many instances, not only are the definitions vague the relationships between them can cause confusion. The 
literature often describes the relationships (between data, information and knowledge) as a hierarchy with commentators 
defining information in teens of data and knowledge in terms of information. This implies that data may be transformed 
into information and information into knowledge. However, as noted by Alavi and Leidner (2001), ".... knowledge must 
exist before information can be formulated and before data can be measured to form information". 
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knowledge or intelligence" (Oxford English Dictionary, 2002), "(Information is)... (a) the communication or 
reception of knowledge or intelligence (b) knowledge obtained from investigation, study or instruction" 
(Webster's Collegiate Dictionary, 2002). Both these definitions allude to the fact that information can either 
be viewed as `stuff or to the communication (or reception / learning) of `stuff. Perhaps confusingly, both 
definitions include the term `knowledge' and thus imply that information is also equivalent to knowledge. 
This is also the view of Foskett (1996) who notes that, "... information is what we know, i. e. shared 
knowledge ... information 
is knowledge shared by having been communicated". It is proposed that these 
definitions might have been more applicable when considering information as the contents of a library (i. e. 
books, periodicals and articles that have been peer reviewed and otherwise vetted prior to publication to 
ensure their 'accuracy')2. However, in its most general sense, `information' has been used to describe all 
manner of often highly informal material (not necessarily written), which will often not have been checked 
and may, in many instances, be plainly wrong. It would therefore be incorrect to view such information as 
`shared knowledge'. It is proposed that this confusion might arise from the view that strictly speaking, 
knowledge can only exist at the level of an individual (as Foskett (1996) notes, "... knowledge is what I 
know"). Thus in order to share this individual knowledge with others, it needs to be codified, communicated 
and received by others. Whilst it is true that knowledge, in order to be shared must be translated from the 
ephemeral into a form of information (i. e. speech, text or pictures) that can be communicated and understood 
by others, it does not necessarily follow that all such information is equivalent to knowledge. 
Bateson (1979) cryptically suggests that, "... Information consists of differences that make a difference". By 
this, he is proposing that information provides a new point of view for interpreting events or objects, which 
illustrates previously invisible meanings or sheds light on unexpected conditions. Nonaka and Takeuchi 
(1995) observe that this implies that whilst information is a necessary medium or material for eliciting and 
constructing knowledge, information in itself does not necessarily embody knowledge in itself. Dretske 
(1981) also notes that "... Information is a commodity capable of yielding knowledge, and what information 
a signal carries is what we can learn from it ... Knowledge is identified with information-produced belief'. 
Other definitions also view information, in its more limited sense, as a kind of `stuff. "... Information is data 
recorded, classified, organised, related or interpreted within context to convey meaning" (Blumenthal, 1969), 
"... Information is a tangible representation of data or knowledge within a specific context" (Abram, 1997). 
At this stage it is useful to consider differences between information and data by considering what is meant 
by the terms data retrieval and information retrieval (note that this is discussed in more detail in chapter 6)3, 
as they help to clarify the distinctions between the two. Requests for data are deterministic and require no 
logical decisions on the part of the enquirer - the supplied answer is either right or wrong. On the other hand, 
requests for information are probabilistic and may involve a set of logical decisions on the basis of the user 
(and different users may have different views on what matches their individual retrieval needs depending on 
the given context). A request for information should result in a useful answer (which itself is a matter of 
judgement by the user) that does not necessarily have to be complete. 
2 Incidentally, Foskett is a library scientist and the first edition of her classic textbook was published in 1969. 
3 Perhaps significantly the term `knowledge retrieval' is not popularly used in practice. 
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'Information theory' 
One of the major differences in the literature when considering the use of the term information is that 
between what can be described as the `syntactic' (the form of) perspective and the `semantic' (meaning of) 
perspective. An illustration of syntactic information is found in Shannon's (1948) `information theory' in 
which the flow of signals (i. e. `information') is measured without any regard to their inherent meaning. His 
model is concerned with describing the communication of signals (i. e. what he calls information) between a 
source and a receiver. In the model, a source has a message that needs to be transmitted to a receiver (the 
message needs to be encoded prior to transmissions and then decoded to be understood by the receiver). Two 
additional features also need to be considered in the model - noise and feedback. Noise can be considered to 
be anything that interferes with the communication of the transmission of the message from the source to the 
receiver. Feedback helps reduce the effect of noise as it can help the received clarify aspects of the sender's 
message that they do not understand. Effective communication takes place when there is a high degree of 
correspondence between the sender's intentions and the receiver's interoperation (Liebenau and Backhouse, 
1990). 
Interestingly Shannon admitted that this way of viewing information is problematic and later commented, 
"... I think perhaps that the word `information' is causing more trouble ... than it is worth, except that it is 
difficult to find another word that is anywhere near right. It should be kept solidly in mind that (information) 
is only a measure of the difficulty in transmitting the sequence produced by some information source" 
(quoted by Roszak, 1986). Dretske (1981) argues that a genuine 'information theory' would be a theory 
about the content of messages, not a theory about the form in which this content is embodied. 
A. 1.3 Knowledge 
Knowledge is the term that is often least widely understood and most inappropriately applied (e. g. in the 
context of discussing 'knowledge management'). As Sveiby (1987) notes, "... knowledge can mean 
information, awareness, knowing, cognition, sapience, cognisance, science, experience, skill, insight, 
competence, know-how, practical ability, capability, learning, wisdom, certainty, and so on. The definition 
depends on the context in which the term is used". Prior to considering definitions in detail, it is worth 
briefly considering the history associated with the definition of `knowledge'. Whilst it may appear to be 
rather abstract, it has been argued by Nonaka and Takeuchi (1995) that these philosophical debates have 
shaped the way in which management and organisational studies (of which knowledge and information 
management make an important contribution) have developed'. 
Philosophical enquiry of knowledge 
The philosophical enquiry of knowledge is known as epistemology. Whilst philosophers have generally 
agreed on a definition of knowledge as "justified true belief' there the agreement ends. This definition of 
`They argue that management literature in the past century can be divided along two developmental lines, similar to the 
development of the epistemological traditions noted in this appendix. On the one hand is the 'scientific' perspective 
(advocated by Frederick Taylor and Herbert Simon amongst others) and on the other hand is the 'humanistic line' 
(advocated by George Mayo and Karl Weik amongst others). The century-long history of management studies can be 
viewed as a series of controversies between both camps and the (largely) unsuccessful attempts at a synthesis between 
them. 
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"justified true belief' is problematic in `practice', since epistemologists have not agreed what `justified' 
should be or what constitutes `truth's. In general, there have been two great epistemological traditions in 
(Western) philosophy - rationalism and empiricism6. Rationalists state that knowledge is the product of some 
ideal mental process. According to this view there exists a priori knowledge that can be deduced from 
rational reasoning grounded in axioms (i. e. knowledge is obtained deductively). Mathematics is a classic 
example of this kind of reasoning. In contrast, empiricism claims that there is no a priori knowledge and that 
the only source of knowledge is sensory experience (i. e. knowledge is obtained inductively). According to 
this view, everything in the world has an intrinsically objective existence. Experimental science is the classic 
example of this view. 
`Tacit' and `explicit' knowledge 
The philosopher Gilbert Ryle (1949) distinguished between two different 'types' of knowledge, 'know how' 
and 'know that'. He noted that learning about a subject primarily involves the accumulation of 'know that' - 
principally data, facts and information. Learning about, however, does not produce the ability to put 'know 
that' into practical use (i. e. knowledge as some type of competence notion). This, Ryle argued, calls for 
'know how', which does not come through the accumulation of information. Learning how to do something 
can only be carried out in practice, which explains why the same information (e. g. a manual, book, verbal 
instructions, etc. ) directed at different people (with different backgrounds and experiences) does not result in 
the same knowledge in each. Practice and context shapes the assimilation of information by individuals. 
Michael Polanyi (1966) was the first to distinguish between the 'explicit' and the 'tacit' dimensions of 
knowledge. He suggests that human beings acquire knowledge by actively creating and organising their own 
experiences - "... we can know more than we can tell". In making the distinction between the tacit and 
explicit dimensions, Polanyi argues that no amount of explicit knowledge can provide individuals with the 
tacit (and trying to reduce one to another is not possible). This resembles Ryle's view that 'know that' does 
not produce 'know how'. Information, all these arguments suggest is not enough, on its own, to produce 
actionable knowledge. 
3 Epistemologists have struggled with three major arguments: (i) what is the nature of knowledge, (ii) what is the origin 
of knowledge and (iii) how can the reliability (i. e. 'truthfulness') of knowledge be assessed. 
6 Plato was the first to build a structure of thought on knowledge from a rationalistic perspective. Aristotle, a student of 
Plato, criticised his mentor and argued from an epiricistic perspective. The Platonic and Aristotelian views were inherited 
through intermediate philosophers and by modem epistemology's two mainstreams in the 17th Century - the Continental 
rationalist movement (including Rent Descartes) and in contrast the British empiricist movement (founded by John 
Locke). These two streams were brought together in the 18th and 19th Century by various philosophers including the 
Immanuael Kant, Georg Hegel and Karl Marx. In the 20th Century important epistemological contributions were made by 
Edmund Husserl and Martin Heidegger, Jean-Paul Satre and Ludwig Wittgenstein who founded the analytical philosophy 
movement, focussing on the language which people use to describe phenomena and the relationship between knowledge 
and action. Finally, the American philosophical tradition pragmatism (founded by William James and further developed 
by John Dewey) opposed theories of knowledge that sought to separate theory, practice, knowledge and action. Dewey 
maintained that "... ideas are worthless except as they pass into actions which rearrange and reconstruct in some way, be 
it little or large, the world in which we live" (Dewey, 1929). Russell (1961) provides a comprehensive review of the 
history of Western epistemology. Nonaka and Takeuchi (1995) also provide an interesting comparison between the 
Western and Japanese philosophical traditions. 
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Nonaka and Takeuchi (1995) define these two types of knowledge? as follows: 
"... Explicit knowledge can be expressed in words and numbers, and easily communicated and shared 
in the form of hard data, scientific formulae, codified procedures, or universal principles. Thus, 
knowledge is viewed synonymously with a computer code, a chemical formula, or a set of general 
rules. " 
"... Tacit knowledge is highly personal and hard to formalise, making it difficult to communicate or to 
share with others. Subjective insights, intuitions, and hunches all fall into this category of knowledge. 
Furthermore, tacit knowledge is deeply rooted in an individual's action and experience, as well as in 
the ideals, values or emotions he or she embraces". 
They go on to suggest that tacit knowledge can be further segmented into two different types. The first is a 
technical dimension, which encompasses the kind of informal and hard-to-pin-down skills of crafts captured 
in the term 'know-how'. They also note that tacit knowledge includes an important cognitive dimension. 
"... (Tacit knowledge) consists of schemata, mental models, beliefs and perceptions so ingrained that we take 
them for granted. The cognitive dimension of tacit knowledge reflects our image of reality (what is) and our 
vision of the future (what ought to be). Though they cannot be articulated very easily, these implicit models 
shape the way we perceive the world around us". They go on to argue that the transmission of explicit 
knowledge has been the dominant mode of knowledge transfer in the Western tradition (since it can be easily 
written down in books and papers, processed by a computer, transmitted electronically, or stored in 
databases). The authors suggest that tacit knowledge is the more important form of knowledge, even though 
it is the subjective and intuitive nature of tacit knowledge that makes it difficult to process in the same way 
as explicit knowledge. 
The great virtue of personal tacit knowledge is that it is automatic and instinctive, requiring little or no time 
or thought and is based on what has worked (or equally importantly not worked) in the past. However, 
Langley (1995) notes that unaided human judgement is frequently flawed, in that people tend to be unduly 
influenced by recent or vivid events, consistently underestimate the role of chance and are often guilty of 
wishful thinking. Problems with becoming reliant on tacit knowledge are also largely associated in the way 
in which it is disseminated verbally in social environments (e. g. over cups of coffee or `around the water- 
cooler'). Tacit knowledge is not only difficult to communicate (and prone to being misinterpreted) but might 
be wrong or have been superseded - it tends to become stubborn and locally entrenched (Stewart, 1997). 
Other knowledge typologies 
In addition to Polanyi's distinction between `tacit' and `explicit' knowledge (and Nonaka and Takeuchi's 
7 Stenmark (2001) notes that Nonaka and Takeuchi use the term `tacit' knowledge in a different sense to that originally 
intended by Polanyi. "... Polanyi speaks of tacit knowledge as a backdrop against which all actions are understood, 
Nonaka (and Takeuchi) use the term to denote particular knowledge that is difficult to express". 
' This is a particularly important issue in industries or individual companies where there is a reluctance to document 
negative experiences. This can be due to a variety of reasons. One might be due to an organisation's culture preventing 
individuals from wanting to be associated with projects that went wrong. Another factor, important in heavily regulated 
industries (e. g. aerospace, automobile and nuclear industries), is the need to avoid documenting anything that might be 
perceived as a criticism of a product or a product's design which could later be used in litigation against the company. 
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interpretation of these types), a variety of alternative knowledge typologies have 
been presented in the 
literature. Boisot (1995) advocates the distinction between proprietary, public, personal and common-sense 
knowledge and Choo et al (2000) differentiate between tacit, explicit and cultural 
knowledge. In the 
engineering design domain, Hubka and Schregenberger (1987) identify descriptive, prescriptive and 
normative types and Ullman (1992) distinguishes between general, domain specific and procedural 
knowledge. Finally, Blackler (1995) and McMahon cri a/ (2002a) (who present a modification of Blackler's 
typology applied to engineering design - Table A-1) distinguish between embodied, embedded, embraincd, 
encultured and encoded knowledge. 
Knowledge Type Knowledge Definition Engineering design example 
dimension 
Explicit Systematic routines, procedures Company documents on design 
Embedded knowledge and practices procedures & sign-off 
Explicit Knowledge represented by signs Engineering text book on the 
Encoded knowledge and symbols in books, manuals principles of aerodynamics 
and recorded works 
A combination Knowledge from the process of Personal log-book of experience Encultured knowledge of the two achieving shared understanding. on design project 
Tacit "Knowledge about" - the ability to Personal experience of a variety of 
Embrained knowledge work with complex ideas and design projects 
concepts. 
Tacit "Knowledge how" - practical Personal ability to plan and Embodied knowledge thinking; problem solving. execute a design project 
Table A-1: A typology of knowledge (McMahon et al, 2002a) 
All of these typologies are based on the assumption that some knowledge is difficult to articulate through 
language and exists in the form of experiences of which we are not aware. Another assumption implicit in 
these typologies is that some knowledge can be expressed verbally, collected in books and manuals and 
distributed. 
Following on from the previous discussion, the next section will consider 'knowledge' in the sense of an 
organisational asset by considering the various approaches which aim to allow knowledge to be codified into 
a reusable resource. 
Knowledge as `intellectual capital' 
Another term that has more recently been used (especially in business sind management literature) to 
distinguish between different types of knowledge and information, particularly at an organisational level, is 
'Intellectual Capital'. Klein and Prusak (1994) have defined intellectual capital as, "... intellectual material 
that has been formalised, captured and leveraged to produce it higher valued asset". This definition 
distinguishes between `intellectual material' and `intellectual capital', since it is argued that an un-tethered 
idea or piece of information is not actually an organisational asset. 
Sullivan (I998) suggests a variation to this definition and proposes that intellectual capital, "... has two 
major components: intellectual resources and intellectual assets. The intellectual assets of a firm reside 
within the minds of the employees.... This resource includes the collective experience, skills, and general 
know-how of all the firm's employees. We call it a resource because it is available to the company to use fier 
profit generation, yet it would be difficult for the company to sell these assets in disembodied form. 
... 
Intellectual assets, the second component of intellectual capital, are the codified, tangible or physical 
descriptions of specific knowledge to which the company can assert ownership rights, and they can readily 
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trade these assets in a disembodied form". This definition emphasises the difference, from an organisational 
management perspective, on the tacit skills of employees and those that provide organisations with a more 
obvious business benefit. 
A. 2 Converting `tacit' knowledge into `explicit' information 
Edvinsson (1997) makes a distinction between the intellectual capital that is `rented' by an organisation and 
goes home at night (which he calls human capital), and that which is owned by organisations and is left 
behind (which is called structural capital). He goes on to note that it is not possible to manage intellectual 
capital unless it can be located and identified in forms that can be effectively managed. This is a recurring 
theme in the business management literature which emphasises the need for organisations to somehow 
transform and capture the tacit personal knowledge of employees into a shared and codified information 
resource (described as a codification knowledge management strategy by Hansen et al (1999)). Stewart 
(1997) notes that, "... (intellectual capital) becomes an asset when some useful order is created out of free- 
floating brainpower - that is when it is given coherent form; when it is captured in a way that allows it to be 
described, shared and exploited; and when it can be deployed to do something that could not be done if it 
remained scattered around ... Intellectual capital is packaged useful knowledge". Drucker (1993) also 
emphasises the need to develop methodologies that allow the conversion of "... ad hoc experience into 
system ... anecdotes into information, and skill into something that can be taught and learned". 
However, there are differences in opinion on how practical such a goal is. As Abram (1997) notes, this is not 
straightforward, "... The plain fact is that knowledge per se cannot be managed. In fact, capturing knowledge 
in any form other than into a human being's brain, reduces it to information, or worse, data. Only the 
knowledge environment can be managed.... Although knowledge by its very definition cannot be managed, 
the process can". Whilst this statement in one sense suggests inherent limitations with 'knowledge 
management' it does note the need to emphasise the wider environment which encompasses the innate skill 
and ability of individuals, the work processes that people use, the social organisation of people within 
companies and the supporting computing infrastructure that can promote the retrieval, communication and 
sharing of information (and knowledge). Davenport (1997) refers to this as an `information ecology'. Even 
Nonaka and Takeuchi (1995), who are great advocates of the value and importance of nurturing tacit 
knowledge note that "... tacit knowledge needs to become explicit; what's unspoken must be said aloud. 
Otherwise it cannot be examined, improved or shared ... It's a never ending cycle: identifying tacit 
knowledge; making it explicit so that it can be formalised, captured and leveraged; encouraging the new 
knowledge to soak in and become tacit". Whilst there is a danger that in trying to formalise tacit knowledge 
certain aspects will be lost in the translation, this does not provide an argument for not trying to capture that 
which can be codified (i. e. it is not realistic that all tacit knowledge can be formalised but it is worth trying 
where possible). Rather this suggests the need for a pragmatic approach in which it is recognised that where 
practical tacit knowledge needs to become explicit. Such an approach would take into account that obviously 
not all tacit knowledge is as important as others and certain tacit knowledge (e. g. that which is highly 
personal or negative) will resist any attempts at codification. 
Nonaka and Takeuchi's `knowledge spiral' 
Nonaka and Takeuchi (1995) present a model that illustrates how knowledge is used within organisations 
and how it can be converted from one type to another (i. e. from tacit to explicit). This model is similar in 
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some respects to the ACT model, developed in cognitive psychology (Anderson, 1983). However. 
in the 
ACT model, knowledge transformation is considered to be primarily unidirectional (from explicit to tacit)". 
13oisot (1987) also presents a 'knowledge cycle' involving related transformation processes, although 
arguably this is less developed than the 'knowledge spiral' presented in Figure A-1. Nonaka and Takeuchi 
argue that such knowledge transformations have to be considered as an interactive spiral, and it is when tacit 
and explicit knowledge interact that innovations can emerge. Their approach is founded by distinctions 
between two 'dimensions'. The first (which they call the epistemological dimension) related to the type of 
knowledge - i. e. tacit and explicit knowledge. The second (which they confusingly call the ontological 
dimension) is concerned with the 'levels' of knowledge creating entities - i. e. individual, group, 
organisational, inter-organisational. They note that a spiral of interaction takes place when the tacit and 
explicit knowledge is shared and moved to and from individuals, groups and organisations. At the core of 
their theory lies in describing how such a spiral emerges. They describe four modes of knowledge conversion 























Individual Group Organisation Inter-organisation 
Level of knowledge creating entity 
Figure A-1: Nonaka and Takeuchi's knowledge spiral (1995) 
Their 'knowledge spiral' can be explained as Follows. Firstly, socialisation usually starts by building a 'field' 
of interaction. This field facilitates the sharing of member's experiences and mental models (resulting in 
"sympathised knowledge" shared mental models and technical skills). Secondly, the externalisation mode 
is triggered by meaningful dialogue or collective reflection, in which team members (often using appropriate 
analogies or metaphors) are able to articulate hidden tacit knowledge (this results in "conceptual 
knowledge", embodied as metaphors, analogies and models). Thirdly, the combination mode is triggered by 
networking with other people within the organisation and allowing knowledge to be combined to address 
new problems or product development issues (which results in "systemic knowledge" such as new models, 
technologies and products). Finally, learning by doing triggers the internalisation process in which shared 
experiences (developed and shared by the other modes of interaction) are internalised into individuals' tacit 
knowledge bases (which results in valuable "operational knowledge" about production and design and 
working processes, etc. ). 
The ACT model hypothesises that for cognitive skills to develop, all declarative knowledge (which broadly corresponds 
to explicit knowledge) has to he transformed into procedural knowledge (i. e. tacit knowledge) used in activities such as 
riding a bike or playing a musical instrument. 
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A. 3 Managing the knowledge environment 
F. W. Taylor was the first proponent of scientific methods and procedures to attempt to formalise workers' 
experiences and tacit skills into objective and `scientific' knowledge and highly prescriptive working 
procedures (the most important of which was the time and motion study). However some were of the view 
that this 'top-down' management approach failed to perceive the experiences and judgements of workers as 
source of new knowledge. Limitations in the application of scientific management gave rise to human 
relations theory, which highlighted the importance of human factors in management. G. E. Mayo showed 
that social factors such as morale, `sense of belonging to a group' and interpersonal skills all improved 
productivity. He criticised the Taylorist view and argued that humans are social animals that can only be 
understood by accounting for the social environment in which they work (Kennedy, 1998). 
This dichotomy between `rationalists' on one side and `humanists' on the other has continued with Herbert 
Simon's information processing theories (1969) and proponents of Business Process Re-engineering (e. g. 
Hammer and Champy, 1994). Strongly influenced by the development of the computer and of cognitive 
science, Simon investigated the nature of human problem solving and decision making and developed a view 
of individuals and organisations as `information processing machines'. Simon built a scientific theory of 
problem solving and decision-making based on the assumption that human cognitive capacity is inherently 
limited. Using this concept of 'bounded rationality', Simon built a model of the human thought process as a 
form of information processing. Simon noted that an organisation facing a complex environment should 
design itself in a way that minimises the need for information distribution among its units, in order to reduce 
the information load on them. However, it can be argued that Simon overemphasises the logical aspect of 
human reasoning and of organisational decision making processes, and the limitations of human cognitive 
capacity. He attempted to formalise information and knowledge by disregarding the 'non-linguistic mental 
processes' and `tacit knowledge' (emphasised by Polanyi (1966)). Simon argued that effective information 
processing was only possible when complex problems were simplified and only when organisational 
structures were specialised so that units did not have any unnecessary interactions with each other. Simon's 
view has been challenged by many who emphasise the irrational and ambiguous nature of human problem 
solving and decision-making (Cohen, March and Olsen (1972)). They argued that in contrast with choice 
theories dominant in economics and decision science, preferences may emerge as a consequence of action 
rather than guiding such an action a priori. 
A. 3.1 Business processes modelling 
More recently, from the mid-1980s to the mid-1990s, Business Process Re-engineering (BPR) adopted a 
structured primarily 'information processing' oriented view on how organisations should carry out tasks. 
Advocates of re-engineering assumed that business organisations were similar to other bureaucracies. Over 
time, they come to serve themselves first, customers and investors next. By distinguishing between value- 
adding and non-value-adding processes, re-engineering teams insisted on often completely changing existing 
working practices - "... forget all you know ... don't automate, obliterate" (Hammer and Champy, 1994). 
This view is also reflected in the development of formal engineering process models, such as the ICAM 
DEFinition (IDEF) family of modelling methods, originally developed during the US Air Force Integrated 
Computer-Aided Manufacturing (ICAM) programme (IDEF, 2002). 
Brown and Duguid (2000) are highly critical of the impact that BPR has had on companies. They suggest 
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that many of the celebrated success stories associated with BPR are those in which the working processes are 
well defined (e. g. procurement, billing, shipping, etc. ). In contrast, BPR has been less successful (and indeed 
harmful) in organisations that are less clearly defined by process information and in which the `lateral' ties 
between people performing similar tasks are important in sharing valuable information and tacit knowledge 
(in terms of BPR, such lateral ties are perceived as non-value adding). They argue that the effects of 
misguided re-engineering initiatives are still apparent throughout industry. What was not immediately 
obvious (until after the re-engineering had been carried out) was that complex socio-technical organisations 
are highly dependent on the tacit knowledge of their employees in order to carry out business operations. 
Novice and inexperienced staff do not posses this knowledge and so many `knowledge-intensive' businesses 
found themselves having to re-hire staff as consultants, just to keep businesses running10. They go on to 
suggest that it is more than a coincidence that `knowledge management' succeeded BPR as a management 
`fad' in the mid-1990s. 
Nonaka and Takeuchi (1995) argue that the view of organisations as `machines' for information processing 
(deeply ingrained in the traditions of Western 'scientific' management) whilst effective in explaining how 
organisations function, has a fundamental limitation in that such a view cannot explain innovation. They note 
that, "... When organisations innovate, they do not simply process information ... they actually create new 
knowledge and information, from the inside out, in order to redefine both problems and solutions and in the 
process, to re-create their environment". They argue that the key to knowledge creation lies in the 
mobilisation and conversion of tacit knowledge to explicit knowledge, which is critically dependent on social 
processes (related to the personalisation knowledge management strategy proposed by Hansen et al (1999)). 
This is also the view of Liebenau and Backhouse (1990) who note that, "... the formal (organisational) 
structure, must follow and cannot innovate. Rules are changed only when management wishes to respond to 
threats and opportunities. Since responding creatively to threats and opportunities is the mark of success, 
only by paying attention to the informal system can businesses thrive". This might help explain why BPR 
was more successful when applied to routine activities rather than those associated with complex, 
knowledge-driven and creative activities (e. g. research and development, engineering design and so on)". 
A. 3.2 Social organisations and learning environments 
From outside an organisation, meaning is often most easily gained by considering `high-level' process based 
and cross-functional accounts of why tasks are carried out. However, from within organisations, people take 
a more lateral view and look less to their superiors to whom their work is subsequently passed, than their 
peer group for explanations of what they do and why. Research into workgroups, like that into the difficulties 
of home working, suggests that people rely heavily on lateral occupational ties to overcome the limits of 
process-based information. This social interaction is vital in two important respects: (i) allowing those 
involved in complex activities to interact so as to resolve conflicts and determine the strategies for solving 
problems (ii) providing an environment in which it is possible to learn from those carrying out similar tasks 
10 This factor is particularly important in organisations where project and product lives are long (e. g. in the aerospace and 
nuclear industries). 
1 Within the engineering design domain some argue that innovation can actually be encouraged by formal processes - 
e. g. 'design science' viewpoint, TRIZ, etc. (Hubka and Eder, 1992; Amft et al, 1999). 
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and exchange tacit expertise. Langley (1995) has suggested a distinction between situations of 'uncertainty' 
(where facts are unclear) and situations of 'equivocality' (where values and objectives are unclear). The 
former can be aided through formal analysis and access to the appropriate information, and the latter is more 
dependent on social interactions. In the engineering domain Badke-Schaub and Frankenberger (1999) studied 
engineering designers carrying out complex design tasks and noted that whilst they most of their time 
working individually, the 'critical situations' (i. e. those that have a important consequence of the direction of 
the design), are mostly resolved through group and social interactions. 
Liebenau and Backhouse (1990) note that "... social behaviour is sustained notwithstanding rules. All 
institutions are built upon informal behaviour; this is the glue which binds their structure. It is rule and 
formality which constitute the explicit parts of the institution's behaviour, but they have no meaning without 
the informal goals, assumptions and expectations which hold together those institutions". Formal systems are 
those modelled and described by a prescriptive set of processes. Behind any formal system are responsible 
agents, people holding responsibility that they cannot relinquish. However, formalism tends to veil 
responsibility, and diminish it because the application and adherence to the processes and the rules becomes 
the prime issue. They go on to suggest that "... rules apply in particular conditions. When those conditions 
change, then those rules fail. However, principles have general applications". In interpersonal negotiations, 
people do not always behave rationally and may change their immediate priorities for the sake of preserving 
the social conditions that make negotiations possible. Thus, an individual might avoid a confrontation, even 
if they are in the right, because asserting their rights may damage their relationship with other individual. 
Similarly, authorities may turn a blind eye if they sense that enforcing a rule or law could be more 
damaging'2. 
As noted by Brown and Duguid (2000), "... To understand human negotiation ... requires understanding 
humans as more than simple goal pursuing agents". Avison and Fitzgerald (1995) observe that "... Human 
activity systems are less predictable (than computer systems) because human beings may not follow 
instructions in the same way a piece of software does, not interpret instructions in the same way as other 
people do or in the way that they themselves might have done on previous occasions". 
A. 3.3 Communities of practice 
A noted nuclear physicist stated in a published interview (quoted in Rosenbloom and Wolek (1970)) that 
"... speech is the important thing, not the written word. You have to go around and talk with people and be in 
contact if only to learn that this particular mess of papers here on my desk is rubbish and these others are the 
important thing". Stewart (1997) and Brown and Duguid (2000), discuss at length some of the lessons 
learned from research carried out at the Xerox PARC Institute for Research on Learning (IRL). The IRL 
aimed to study how people learn and discovered, most fundamentally, that learning is a social activity and 
happens in groups and communities of common interest (as opposed to the typical view of a student burning 
the midnight oil over a book in isolation). This is an insight that has a number of implications, since not 
every group provides a good environment in which to learn. The most effective groups were found to be 
12 This is a good example of where the tacit knowledge of people carrying out a particular task will differ from that 
explicitly noted by the `ruling' organisation. Such organisations should encourage the feedback of this tacit knowledge to 
ensure that the explicit guidelines can be improved (which requires staff to be given a certain degree of autonomy). 
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organised like professional societies where people collaborate because they have something to learn and 
something to contribute. In contrast, project teams have a planned agenda and report to a higher authority. A 
community of practice is voluntary, longer-lived, and has no specific deliverable. 
The communities of practice and networks support people carrying out tasks, but are not central to the tasks 
themselves. In this regard, `traditional' functionally based organisational structures provide greater lateral 
support and the development and sharing of expertise than project-based organisations. Peers, engaged in 
parallel not sequential practices, provide valuable resources for each other (Wenger, 2000). As noted, project 
groups have a planned agenda and composition of multidisciplinary skills that are less good at developing 
skills in a particular discipline. Thus functional organisations provide the best means of developing expertise, 
but are not as suitable at linking them with experts in other fields. Incidentally, Hornett (quoted in Brown and 
Duguid, 2000) found that virtual and geographically distributed teams, linked by computing networks, 
tended to mirror that of physical groups and teams in organisations. She notes that "... going virtual does not 
allow you to go vertical. Lateral ties are as significant in cyberspace as in the old world". Stewart (1997) 
suggests that increasingly knowledge workers offer their first and deepest loyalty to their professional 
communities of practice rather than to their employees. Thus, a paradox lies at the heart of modern 
organisations. Whilst companies have weakened the ties of staff job security and loyalty, they more than ever 
depend on the skills and knowledge that people bring to their work. 
A. 3.4 Systems thinking and learning organisations 
Throughout their book, Nonaka and Takeuchi (1995) point out important differences that they observe 
between the approaches adopted by Westerners and the Japanese towards learning. They note that the 
Japanese are more sympathetic to the view that the most effective learning comes from direct experience and 
through trial and error ("... a child learns to eat, walk and talk ... with the body not just the mind"). They 
suggest that the premise widely held in the West is that knowledge can be acquired, taught and trained 
through manuals, books, lectures and courses. Checkland (1981) argues that social systems are complex 
systems that cannot be studied through reductionism. Such systems are said to exhibit emergent properties 
(i. e. the behaviour of the whole is different to the sum of the parts). This has led to the development of the 
systems paradigm (characterised by a concern for the bigger picture, the emergent properties and the inter- 
relationships between the parts of the whole)'3. Senge (1995) a proponent of the `learning organisation' 
views `systems thinking' as "... the discipline that integrates the disciplines, fusing them into a coherent body 
of theory and practice". He also suggests that it as "... a philosophical alternative to the pervasive 
reductionism in Western culture - the pursuit of simple answers to complex issues". Senge (1995) also 
recognises that many organisations suffer from learning disabilities and proposes the learning organisation as 
a practical model which includes both active and passive learning. He notes that "... teams, not individuals, 
are the fundamental learning unit in modern organisations ... unless teams can learn, the organisation cannot 
learn". 
13 Checkland (1981) developed Soft Systems Methodology (SSM) from the basis of systems theory. He argues that 
systems analysts need to apply their skills to problems that are not well defined. `Soft' thinking attempts to understand 
the fuzzy world of complex organisations (in contrast to `hard' approaches such as structured data analysis methods) 
(Avison and Fitzgerald, 1995). 
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A. 4 Required functions of information support systems 
As noted in chapter 2. in the non-routine activities that are characteristic of knowledge intensive activities it 
is often not possible to predict in advance the specific knowledge or information that will need to be called 
upon. Computational support systems for information and knowledge management should therefore aim to 
perform two main Functions 14: 
" to codify and preserve bodies of codified `knowledge' (i. e. information) and facilitate their transfer, and 
" to connect people to the information and expertise that they require, when they require it. 
Choo el al (2000) describe an intranet information environment which comprises of three overlapping 
`s aces''' each supported b variety of tools: º) Information space, (ý communication space and Iii p' YaY(u ý) () 
collaboration space. 
The information space - which is the focus of this research - provides workers access to corporate 
information important for providing the stimuli necessary for knowledge creation. Information management 
systems (including indexing, search, retrieval and classification technologies) play an important role in 
providing the means of allowing workers to retrieve relevant information from all that is available from 
within the organisation. 
The communication space enables workers to collectively interpret information by providing the means to 
converse, discuss and negotiate. The collaboration space enables workers to participate in collaborative work 
by providing workflow, shared project areas and collaborative writing tools. These latter two aspects can be 
considered to comprise applications that are often described as Computer Supported Co-operative Work 
tools (CSCW) or GroupWare (although the latter is sometimes only used when applying to software support 
for small or narrowly focussed groups). CSCW systems, "... support groups of people engaged in it common 
task (or goal) and that provide an interface to a shared environment" (Ellis, 1991). Figure A-2 presents a 
variant of the space and time categorisation originally presented by DeSanctis and Gallupe (1987) and 
refined by Johansen (1989). 
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Figure A-2: Approaches to Computer-Supported Co-operative Work (CSCW) 
'a These can be considered to be similar to the codification and personalisation strategies towards knowledge 
management suggested by Hansen et al (1999). 
" Which can be considered to be virtual equivalents of those that actually exist in organisations. 
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Note that this identification of the possible uses of computing technology should not detract from the 
importance of the organisational and social aspects that are vital in the communication, sharing and 
dissemination of information and knowledge. Gaining an understanding of how individuals groups and teams 
use information is the key to successfully developing computer support tools (as noted in chapters 2 and 3). 
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APPENDIX B 
Problem solving models in engineering 
design 
This appendix is intended to complement chapter 2 by presenting a more detailed discussion of problem 
solving and argumentation-based rationale models, relevant to the engineering design domain. This includes 
a discussion of the following: 
" Generic problem solving models (section B. 1) 
" Problem solving in scientific and technological domains (section B. 2) 
" Problem solving in engineering design (section B. 3) 
" Management of argumentation-based design rationale (section B. 4) 
B. 1 Generic problem solving models 
Design and the process of designing artefacts has often been likened to specific applications of problem 
solving'. Herbert Simon's view of design as ill-structured problem solving (Simon, 1969; Newell and 
Simon, 1972) remains an important theory in design research and has shaped the formation of prescriptive 
engineering design models. He proposes that fulfilment of purpose or adaptation to a goal involves a relation 
among three factors: the purpose or goal, the character of the artefact (reflecting the goal and the external 
environment), and the environment in which the artefact performs (Simon, 1969). His theory distinguishes 
between: 
0 Defined problems - These can subsequently be considered as being either (i) ill-structured or (ii) well- 
structured problems. 
0 IH-defined 'problems' -A problem that is ill-defined is incorrectly defined. 
Problems cannot be properly treated until they are defined (and hence an ill-defined 'problem' cannot yet be 
properly regarded as a problem). Simon used the term ill-structured to refer to problems that a problem 
solving agent2 is not able to immediately bring enough knowledge to, so as to identify all the conditions that 
a solution must satisfy. This occurs as a result of the cognitive limitations of the agent, according to Simon, 
not because of some property of the problem. Ill-structured problems are, according to Simon, solved by 
suitably decomposing the initially ill-structured problem into a hierarchy of well-structured problems, whose 
Although design problems are often more complex, difficult and involve more people than 'typical' problems in highly 
structured domains. Eckert et al (2001) remark on the complexity of large-scale engineering products and note that the 
design of a passenger aircraft takes over 100,000 person hours. The author's industrial collaborators have suggested that 
this figure is an underestimate and the real figure is likely to be at least an order of magnitude greater. 
2 Such as a human design engineer. 
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solutions are then re-combined to form a solution to the original problem. 
Rittel and Webber (1973) use the term 'wicked problem' to challenge Simon's claim that all ill-structured 
problems can be decomposed into independent or only weakly dependent sub-problems. Wicked problems 
represent a category in which the sub-problems (related to the overall solution) are necessarily highly 
interdependent and therefore resistant to top down, methodical analysis. Design problems are cited as prime 
examples of `wicked' problems, and illustrate how a solution to one sub-problem typically strongly governs 
the solutions to other sub-problems. In such cases, any (even small) change to one part of a design could 
have a large impact on other parts or aspects of the current design that are based on solutions to other 
(dependent) sub-problems3. Some of the characteristics of wicked problems are outlined below (Rittel and 
Webber, 1973): 
" they cannot be usefully defined in such a way that all stakeholders agree on the problem to solve (i. e. 
they cannot be exhaustively described) 
" they have no clear stopping rules 
" they only have better or worse solutions (i. e. no right and wrong ones) 
" they have no objective measure of success 
" they require iteration 
" they have no given alternative solutions - they must be discovered 
" they are all unique 
" the selection of the level of abstraction to define the problem is a matter of judgement 
" there is often a moral, political or professional pressure against failure 
Rittel and Weber (1973) argue that the fundamental way in which groups tackle such problems is to discuss 
them (note that this is also known as argumentation). Consensus emerges through the process of laying out 
alternative understandings of the problem, competing interests, priorities and constraints - determined by the 
way in which participants can apply information and their knowledge. The application of formal modelling 
and analysis tools is therefore impractical before the problem can be articulated in a concise, agreed upon 
and well-bounded manner. 
B. 2 Problem solving in scientific and technological domains 
Studies of problem solving have typically aimed to characterise the differences between novices and experts 
(or poor and good problem-solvers) working in a particular domain, with the aim of gaining insights from the 
more effective behaviour of experts. This is a particularly relevant issue in the context of this research (since 
chapter 3 considers the differences between engineers with varying levels of experience carrying out a range 
of different design tasks, and the information support requirements of these engineers). 
3 For Simon, `wickedness' in a problem implies that the ill-structured problem has not been, or not yet been, properly 
decomposed into well-structured sub-problems (as a result of the agent not having brought enough knowledge to bear on 
its decomposition). 
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There is a large body of research literature related to how individuals solve problems in scientific and 
technological domains4. It is considered that it is relevant to briefly consider some of the outcomes of such 
research since it can be related to how groups of engineering designers use and share information when 
tackling design problems. 
B. 2.1 Problem solving in well-defined domains 
Schönfeld (1985) studied how individuals with various levels of expertise (from novices to experts) tackled 
mathematical problems (i. e. well-structured problems). From this study he was able to identify three broad 
types of problem solving behaviour (illustrated in Figure B-1): 
0 Type 1: Individuals are prone to wasting their time in a `wild-goose chase'. These people do not arrive to 
the solution although they `apparently' have been made aware of all the required explicit knowledge. 
0 Type 2: Individuals are able to control their reasoning processes. They evaluate each new idea and either 
eliminate these, put them to one side or develop solutions according to their evaluation of the likelihood 
of success. Their control serves to avoid mistakes and `wild-goose chases' and ensures a good utilisation 
of their knowledge. The individuals in this category are not experts of the domain, but are meta-experts` 
in control. 
" Tvpe 3: Individuals are experts in the technical domain. The meta-knowledge of control is not required 
since they have all the knowledge necessary to jump straight to the correct solution. 
solution solution solution 




initial information initial information initial information 
Figure B-1: Problem solving behaviour types (Lecoeuche et al, 1996) 
These types of behaviour were also found to be observed for those tackling well-structured problems in other 
scientific domains. Researchers have observed that when sufficiently familiar with the problems, experts can 
solve them directly. They compile their knowledge to relate data to solutions without creating a mental 
model which they might previously have used (i. e. rather like an expert system). However, this knowledge, 
whilst being more efficient, is more `brittle' in the sense that it is difficult to adapt to general situations 
(Lecoeuche et al, 1996). 
Leong and Smith (1997) present an overview of studies carried out in the fields of physics, mathematics, chemistry, 
biology in addition to design. Note also that in describing the different way that scientist and designers tackle problems 
Lawson (1980) notes that "... scientists problem-solve by analysis, whereas designers problem-solve through synthesis". 
The term meta-expert stresses the ftct that those individuals have a meta-knowledge expertise but no expert knowledge 
of the problem domain (Lecoeuche et al, 1996). 
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Leong and Smith (1997), in providing an overview of selected research related to scientific problem solving 
and note that, "... there is a remarkably consistent set of characteristics that distinguish expert problem 
solvers across the sciences". They suggest that the following patterns can be used to describe these different 
types of behaviour: 
" expert solvers are better at translating problem statements into actionable steps 
0 expert solvers plan their solutions more fully and in greater detail 
" expert solvers make greater use of physical reasoning techniques 
B. 3 Problem solving in engineering design 
"... (Engineering design) is primarily a mental activity, an activity of thinking" (Hubka, 1982). Whilst 
information can be considered to be the key input to the various stages of the design process, the engineer 
then has to apply their expertise and skill in undertaking the required tasks to transform that information 
(Hubka and Eder, 1992). Ullman (2002) presents a model of design problem solving (based on Newell and 
Simon's information processing model (1972)). Figure B-2 shows this model that includes an internal, 
human problem solving environment (inside the mind of the designer) and an external environment (outside 
the mind of the designer). 
Human problem solving 
environment 
. Long " Lterm memory 
" Short term memory 
External environment 
" support development 
" capture information 
" archive information 
" communicate 
information 
" provide information 
" guide work 
Figure B-2: Engineering design problem solving environments (Ullman, 2002) 
At this stage it is useful to consider the mental activities that are exhibited by individuals involved in 
engineering design. The following list (Hubka, 1982) considers the mental activities that are exhibited by 
individuals involved in engineering design: 
" Association takes place by forming connections between different concepts; the occurrence of one 
concept can cause another associate concept to rise into consciousness. In this way new ideas can be 
stimulated by association. 
" Thought can either be conscious, pre-conscious or unconscious. The pre- and unconscious modes are 
sometimes regarded as irrational. One aim of methodical design processes is to favour conscious thought 
processes. 
0 Intuition is understood as experiential thought in which thought processes are no longer fully conscious. 
In the sense of the previous paragraph, this constitutes pre-conscious thought. 
0 Care is required to avoid thought process that may result in design fixation and inaccurate problem 
definition (particularly when subject to time pressures). 
Bringing this work up to date, Stacey et al (2000) remark that within specialist domains competence is a 
relative notion that can always be challenged. ".,.. While expert designers have a wide knowledge of facts and 
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examples, their essential expertise lies in skills for analysing and solving particular kinds of problems`"' 
(Stacey et a!, 2000). Cross and Cross (1997) carried out a detailed study of the behaviour of two designers, 
both considered as experts, using various data gathering approaches. From their investigation they suggested 
that expert designers employ the following design strategies: 
" systematically view the design situation 
" frame the problem in a challenging way 
" use first principles in the generation of design concepts 
However, since their study did not compare these experts with the behaviour of novice designers, it is not 
possible to determine how the strategies used by novice designers might have compared. 
Leong and Smith (1997) present the results from a study of how groups of professional (i. e. 'expert') and 
student (i. e. 'novice') engineering wanis solve a laboratory design exercise'. A summary of their results is 
shown in Figure B-3. The graphs illustrate the importance of the information retrieval and exchange 
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Figure B-3: Proportion of time spent carrying out design activities (Leong and Smith, 1997) 
Ahmed el a/ (1999) and Ahmed and Wallace (2001 ), describe the results of observations, discourse analyses 
and interviews of novice and experienced engineers working in real industrial settings (in contrast to 
laboratory exercises). They observe that, "... novice designers were fount to be aware of what they needed to 
know in queries regarding topics such as domain knowledge, but not about design strategies employed by 
experienced designers, suggesting that they were unaware of them". They go on to suggest that novice 
designers require support in identifying ºrhui they need to know. In contrast the experienced designers knew 
This is perhaps linked to Liang et u! 's ( 1998) observation that "... experienced designers talk of how it can, at tunes, be 
simpler to 're-invent the wheel' than to find and interpret someone else's original documents". 
7 Teams tackled the Delta Design Exercise (Bucciarclli vt id, 1991). The Delta exercise involves a team of four people 
co-operating to design the living environment for inhabitants in an imaginary world. The exercise, whilst somewhat 
contrived, replicates in microcosm the reality that no matter how hard designers on a team try to decompose a task into 
separate phases, or to define clean interfaces, they still find it impossible to avoid the intersection of interests, the framing 
of trade-offs and their resolution through negotiation (Leong and Smith, 1997). 
Early part of the exercise 
60 
U Student teams 113 
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who to contact, were aware of relevant documents and knew what questions to ask to resolve issues. They 
propose that novice designers are most appropriately supported by providing them questions that should be 
asked rather than answers8. However, clearly once the questions have been identified it is still necessary to 
provide the means to retrieve the information that can provide the answers to the questions (i. e. the focus of 
this research). 
Novice designers were observed to use a particular pattern of trial and error, resulting in several iterations. 
The designers would generate and then immediately implement a decision. The results would then be 
evaluated, and if successful, the designer would move to the next decision. If rejected the process would be 
repeated. In contrast, experienced designers were observed to adopt a different pattern (Figure B-4). They 
generated decisions and then evaluated the consequences prior to implementation. Similarly, this type of 
behaviour was observed in Leong and Smith's (1997) study. 
Novice designer's pattern Experienced designer's pattern 
Generate Implement Evaluate Generate Evaluate Implement Evaluate 
Reject Reject 
Figure B-4: Behaviour of types of engineering designers (Ahmed et al, 1999) 
Another relevant study is reported by Günther (1999). He observed, in a laboratory situation, the behaviour 
of two types of engineering designers: 
P-designers - designers who gained experience in practice, with neither a university degree nor a formal 
education in design methodology. 
M-designers - designers with a university education in design methodology, who gained design 
experience from projects in co-operation with industry. 
From this study he concludes that P-designers work primarily in a time-orientated manner. On average, P- 
designers needed 30% less time than M-designers in completing a good or satisfactory solution. These 
designers spent less time on conceptual design, elaborated fewer variants, produced less detailed 
documentation of the process and partly skipped design phases. The resulting designs are not-optimal, but 
are "... fairly good" (Günther, 1999). M-designers were observed to behave in more of a quality-oriented 
manner. They are more able to design innovative and low-cost solutions - although the design processes 
necessary to achieve these goals inevitably take longer. Ehrlenspiel (1999) similarly notes that, 
"... (methodical) design requires more effort9, but on the other side, is more likely to find optimal solutions". 
8 The questions are gathered into the following categories: (i) be aware of reasons, (ii) keep options open, (iii) refer to 
past designs, (iv) consider issues, (v) be aware of trade-offs, (vi) question data / specification, (vii) be aware of 
limitations and (viii) is it worth pursuing? One of the advantages of this approach is that systems are not heavily reliant 
on captured knowledge. 
9 He notes that design procedures and methodical principles result from the limitation of an individual's working 
memory. The behaviour of P-designers is unconscious and has its origins in 'training on the job' and in processes of 'trial 
and error'. Unconscious, automated processes are faster than those with conscious, rational thinking. Design- 
methodology therefore leads to longer processes, "... as long as (the situation exists in which) there has been no intensive 
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B. 4 Management of argumentation-based design rationale 
As noted in chapter 2, there are two distinct forms of information that are used to represent both design 
rationale and the outputs of the design process (adapted from Shipman and McCall (1997)): 
" `Argumentation' - the reasoning that designers use in framing and solving problems during stages 
in 
the design process (discussed below in section B. 4.1). 
" 'Documentation' - information related to the results of stages (and intermediate stages) of the 
design 
process and of the final product (the main focus of this research and discussed in the body of chapter 2). 
B. 4.1 Argumentation-based design rationale systems 
Hu cl a/ (2000) present a survey of design rationale systems and outline the architecture of a design rationale 
support system which supports the access to various different forms of information in addition to 
argumentation-based rationale. However, they note that, "... although designers can benefit by using design 
rationale systems, most systems are still in the laboratory stage. ... a number of 
important prototypes have 
been developed, but few design rationale systems have made it into practical use in industry". 
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Figure B-5: The general architecture of a design rationale system (Hu et al, 2000) 
Argumentation-based design rationale systems make use of generic decision making and argumentation 
theories. They use a semi-formal graphical format for laying out the structure of arguments (Buckingham- 
Shum and Hammond, 1994). By making the issues, alternatives and Uragile-offs in design activities explicit, 
the context and rationale behind key decisions can be captured for future reference and re-use. The Issue- 
Based Information System (IBIS) is the best known generic framework for capturing argumentation (Kunz 
training to have made it (i. e. methodical design) as natural as speaking or swimming" (Ehrlenspiel, I999). 
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and Rittel, 1970; Rittel and Webber, 1973)10. 
More specifically in the engineering design domain, Ullman and D'Ambrosio (1998) present a model of 
engineering decision making called the Consensus Model (Figure B-6). The model is based on previous 
descriptive studies of individual designers based on Simon's information processing model of human 
cognition (Stauffer and Ullman, 1991) and the IBIS argumentation-based rationale model (Kunz and Rittel, 
1970; Rittel and Webber, 1973). The Consensus Model consists of the following core components: 
Value model 
Criteria 




















Agreement adopts Alternatives 
(decision) (Options, 
proposals, ideas) 
Figure B-6: Ullman and D'Ambrosio's design Consensus Model (1998) 
Issues - An issue is a statement of an area of concern. 
Criteria -A criterion limits solutions to the concerns raised by an issue. 
Alternatives - An alternative is an option generated by a designer (design team) to address or respond to 
a particular design issue(s). The goal is to find an alternative that the participants agree to adopt. 
Evaluation - Is the activity of determining how well the alternatives resolve the issue. Argumentation is 
the act of drawing conclusions and applying them to the issue under discussion. 
The rectangular boxes show the types of information required in the design decision making process. The 
rounded boxes show the key activities that occur during the process (note that the activities that generate 
issues, alternatives and criteria or those supporting the generation of the evaluation information are not 
'shown). 
Advantages and disadvantages of argumentation-based design rationale tools 
Ullman and D'Ambrosio (1998) note some advantages of using argumentation-based design rationale 
recording tools when recording meetings in a design context: 
0 The tools provided shared memory for the design team. The history of decisions made and recorded 
10 The IBIS model organises the deliberation process into three elements: (i) issues - identified problem(s) to be solved 
by deliberation (ii) positions - proposed solutions developed to resolve the issue(s) (iii) arguments - evidence that can be 
used to support or oppose positions. 
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could be easily reviewed by the design team. 
" The tools helped the design team to detect issues that had "fallen through the cracks". 
" The tools helped the team to more quickly understand the problems they were trying to solve. 
" The tools helped structure information related to the issues, positions and arguments. This helped focus 
meeting agendas. 
" The tools supported team communication with all levels within the organisation. People not at a design 
meeting could easily find out about the issues that were discussed - not just the final outcome. 
Inevitably there is often some 'communication loss' during the process of translation from a richer 
communication medium into a semi-formal graphical format. However, more importantly, they also add a 
layer of documentation and currently impose a significant overhead on the design process. This is 
exacerbated by the fact that those who benefit from rationale capture are often different from those who are 
asked to perform it (Klein, 1993; Rodgers, 2001). 
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APPENDIX C 
Detailed survey of aerospace engineers - 
questionnaire 
The questionnaire contained in this appendix was used to help structure the interviews carried out with 
practising engineers, reported in chapter 3. 
INTRODUCTION 
The aim of this questionnaire is to establish how you and your colleagues (on a personal level, as a 
member of work groups and the company as a whole) retrieve, store and index information for use 
in the design process. 
Part of the questionnaire will be a factual information gathering exercise, with other questions 
asking for your views on the accessibility of relevant information (both technical information and 
company procedures), and whether you think there are any improvements which could be made to 
improve access. 
1. PERSONAL INFORMATION 
The aim of this section is to put the results of this interview into context, by finding out about your 
professional background. 
1.1. Review brief CV and career summary of participant. 
How long have you worked within the organisation? 
How long have you been working in your current role? 
Prior to this how did your role /job differ? 
2. THE NATURE OF THE WORK AND WORKING GROUPS 
This section attempts to establish how working groups are structured within your organisation, and 
find out how you fit into this structure. It also asks how you relate to functional peers within the 
organisation on a day to day basis (a functional peer is defined as a colleague with similar technical 
skills and background, who may well be carrying out similar technical tasks on different projects). 
2.1. What projects are you currently working on and how is your time split? 
2.2. Are you working within a mainly project-based (e. g. A340-600) or functional (e. g. Design) 
working group(s)? 
2.3. How many technical personnel are there working in your working group(s), and from what disciplines? 
2.4. How many functional peers are working within your working group(s), (a) in the immediate 
vicinity and (b) within the project group (if applicable)? 
2.5. Within your working groups describe the reporting structure - is this documented? 
2.6. Who do you report to - are you required to report to more than one colleague (i. e. do you 
report to both project / function managers)? 
2.7. Are you aware of the roles of others within your work group(s)? - is this information formally recorded? 
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Answer the following on the basis of whether you mainly work in a project or functional working 
group: 
2.8. What do you perceive to be the benefits of your workgroup arrangements? 
2.9. What do you perceive to be the disadvantages of your workgroup arrangements? 
2.10. Any suggestions to improve these arrangements? 
2.11. Any other general comments regarding this section? 
Information dissemination with functional peers 
2.12. How often do you discuss technical issues with peers who are not directly related to your 
working group? 
Is this often enough - would it help to increase this type of communication? 
In what forum do these discussions take place? 
2.13. Suggest ways of improving communication between functional peers. 
3. ABOUT THE NATURE OF WORKFLOWS 
The questions in this section relate to the flow of information within workgroups for `typical' 
tasks. It concerns how you receive work instructions, the information you receive from other 
people and other sources whilst working on a job, and the `outputs' which you produce as a result. 
3.1. How long does a `typical' job take? 
3.2. Can you describe one? 
Could you think of a number of attributes which could be used to describe a typical task? (e. g. by 
discipline - mechanical, system - leading edge, project - A340 etc) 
3.3. What is a typical `unit' of output from a task? 
3.4. Do you tend to perform the same sorts of tasks from one job to another? 
3.5. What leads to the starting of a new job? 
3.6. How do work instructions come to you - is this process always the same or is it often 
different? 
3.7. Are records of these instructions and allocated jobs, held locally and are records / indexes kept 
to remember who did what? 
3.8. What information is provided to you from other engineers in the process, at the time of doing a 
piece of work (i. e. what information is provided as an input to a specific job)? It may help to 
consider what information you receive from other functions and projects e. g. Test and 
Development, Structures, Aerodynamics, Design, R&T, Quality etc. 
3.9. What information do you generate and pass on to other engineers (i. e. what are the typical 
outputs from a typical job)? As in 3.8, it may help to consider the various other functions and 
projects. 
3.10. How much of the information referred to in the previous two questions, is stored on database 
management systems? 
3.11. For all the above how many are your personal inputs / outputs, and how many are attributed 
to the project group? - are these inputs / outputs recorded against groups / individuals? 
3.12. Can you identify any `general knowledge' which you automatically use? - i. e. what type of additional information would a novice designer require which you automatically use? 
3.13. What information is generated in the course of a piece of work, but does not get 
communicated to anyone else? 
3.14. Do you keep personal copies of this information?, does this information tend to be 
destroyed?, is it indexed? 
3.15. Does the notion of explicit / implicit / auxiliary models help in categorising information and 
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activities? 
Where: Explicit = form, dimension, tolerance, surface condition (found on drawings, diagrams 
etc) 
Implicit = strength, durability, performance etc. (often estimates only): 
Explicit + Environment (e. g. external loads) = Implicit 
Auxiliary model (e. g. FE models, kinematic models etc) 
3.16. Any other comments regarding this section? 
4. SPECIFIC JOBS: WHAT DO YOU KEEP FROM EACH JOB AND HOW IS IT 
INDEXED - AT PERSONAL AND GROUP LEVEL? 
This section focuses on the management of information on specific jobs and tasks and whether this 
occurs at a personal or work group level. Questions are subdivided into `certification' information 
(i. e. strict, formal information which must be kept for possible inspection by aviation authorities 
etc. ) and 'informal' information (i. e. information generated on specific jobs but which may come in 
handy for subsequent similar jobs). 
Certification information 
4.1. For a typical job, what information has to be kept? 
Where is this stored, how is it indexed and who is responsible for storing the information? 
4.2. Is this information of use when working on similar or related jobs? 
Can you give some examples? 
4.3. How long is the information kept? 
4.4. What happens as the information ages (is there an archiving policy)? 
4.5. Are computers used for any of the indexing tasks? 
4.6. How would you make this information more useful / easily available? 
4.7. Any other comments regarding this section? 
`Informal' information 
4.8. What happens to information which does not have to be kept but `may come in handy' for 
other similar jobs - is this information stored / indexed? 
If so, is it on a group or personal level, and who takes the responsibility for storing the 
information? 
4.9. Is there a person within the group who acts as a `librarian'? 
4.10. Where do you / the group store this sort of information (e. g. individual / group filing cabinets, 
drawers etc. )? 
4.11. How do you file / index this sort of information (alphabetically, by project / product etc. )? 
Is this cross referenced to formally stored information? 
4.12. Do you date stamp information that you put into filing cabinets? 
4.13. How often is this information thrown away? 
Is this a structured process? 
4.14. Do other people have access to your filing cabinets / information store (both personal and 
group)? 
How often do other people use these? 
4.15. Do you have access to colleagues' information stores? 
How often do you use other colleagues' information stores? 
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Is the information accessible? - would you use it more if it was more accessible? 
4.16. Are computers used for any of the indexing tasks? 
Can you easily locate and make use of any of this information? 
4.17. In general how satisfactory do you think your processes (and colleagues) are for storing and 
indexing this `informal' information? Any suggestions to make improvements? 
4.18. Any other comments relating to this section? 
5. PERSONAL GENERIC INFORMATION I. E. NOT SPECIFIC TO A SINGLE 
JOB 
This section focuses on the management of your personal information which is of general use for 
all manner of tasks (i. e. not project or job specific information). 
5.1. How do you collect information you find generally useful for your work? 
5.2. What sort of information do you keep in your `personal library'? 
5.3. How do you store and index this information? 
5.4. Do you date stamp this information? 
5.5. How do you know when to replace / update the information? 
Do you rely on suppliers to send updated versions of catalogues, for example? 
5.6. How often do you throw information away? 
Is this a structured process? - comment 
5.7. Do you use computers for any of the indexing tasks? 
Why /why not (e. g. access to PCs etc). 
5.8. Do other people have access to your filing cabinets / information store? 
How often do other people use it? 
5.9. Do you have access to colleagues' information stores? 
How often do you use other colleagues' information stores? 
Is the information accessible? - would you use it more if it was more accessible? 
5.10. Do you co-ordinate with colleagues what information you / they store? 
Why / why not? 
5.11. In general how satisfactory do you think your processes (and colleagues) are for maintaining / 
storing and indexing generally useful information? Any suggestions to make improvements? 
5.12. Any other comments relating to this section? 
6. COMPANY PROCEDURES / PROCESSES 
The questions in the previous sections have generally related to `factual' technical information. 
This section concerns how you access and use company procedures and processes during a job. 
6.1. How do you find out about company rules and procedures for engineering activities and other 
administrative duties (e. g. filling in expense forms)? 
How frequently do you use these? 
Are they easily accessible? 
6.2. To what extent is information formalised into standards and guidelines? 
6.3. Does your ability to follow procedures come mainly from training or experience? 
How would a novice designer start using the procedures? 
6.4. How do you rate the company procedures which you use for design?, do they represent best 
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company practice?, should they be updated more / less frequently? 
6.5. Any other comments relating to this section? 
7. OTHER ISSUES 
The following questions concern some related issues of interest - lessons learned (as a result of 
projects going well or badly) and also how you search for information. 
Lessons learned 
7.1. Have you been involved in a project which went very well / badly? 
How were the lessons learned from this experience disseminated within the organisation? 
How could this dissemination have been improved? 
Searching for information 
7.2. When searching for general information applying to a job, what activities typically take the 
longest? 
7.3. Explain how you would find (a) a particular drawing number (b) a supplier's catalogue (c) the 
manufacturing capabilities of a subcontractor (d) a text book on a technical subject. 
7.4. How do you find out who to contact in the company if you are carrying out some work on a 
similar project to one that was carried out some time in the past? 
7.5. How do you find out who is an expert on a particular topic?, and how do you know that they 
are an expert? 
7.6. Suggest ways of helping in the above cases. 
7.7. Is there an easily accessible record of names of people who worked on projects / experts in 
particular fields? 
7.8. Do you think that functional / project group based structures have an affect the answers in the 
above cases? 
7.9. Any other comments about this section? 
8. COMPANY WIDE INFORMATION STORAGE 
This section concerns ways in which your company stores and makes available generally useful 
information for staff. 
8.1. What is done within the company to develop and maintain information resources? 
What else should be done? 
8.2. Are there specialist library / information based staff or knowledge engineers to help find 
information? 
8.3. Do you use the company library? 
What for? 
Any other comments about the company library? 
8.4. Are magazines / journals circulated through the office? 
8.5. Do you have access to a computer linked to the internet? 
Do you use the Internet for finding out information? 
8.6. Any other comments about this section? 
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APPENDIX D 
Detailed survey of aerospace engineers - 
results 
This appendix provides a summary of the 'raw' experimental data collected during the detailed survey of 
aerospace engineers (reported in chapter 3). Results are presented for each of the following categories: 
" Workgroup organisation results (section D. l) 
" Workflow and information transaction results (section D. 2) 
" Information organisation results (section D. 3) 
" Personal and workgroup paper-based file audit results (section D. 4) 
" Assessments of the age of information used (section D. 5) 
" Assessments of the importance of sources of information (section D. 6) 
For the categories listed, the individual results for each of the ten study participants are presented. Note that 
the participants are labelled using the notation described in Table 3-2 (i. e. Al, A2, A3, A4, A5, BI, B2, B3, 
B4, B5). (Table 3-2 also provides a summary of the biographical background of the study participants). 
D. 1 Workgroup organisation results 
This series of result illustrate how the study participants are organised within their parent organisations (i. e. 
into a project or functionally organised workgroups). The results also include an assessment of the relative 
use of computers by the participants and an indication of the size and duration of the project(s) on which they 
are working. Table D-1 shows the ranking criteria that have been used by the author to assess the 
participants. Brief descriptions of these criteria are also given below. Note that, in general, the numerical 
rankings do not indicate that one 'extreme' is preferable to another (i. e. a ranking of 'S' is not necessarily 
better than 'I'). 
Organisation -A measurement of how the participants are organised within their organisation. At one 
`extreme' lies a dedicated project orientated structure and at the other a functionally organised working 
group (with a balanced matrix organisational structure representing an intermediate position). 
Number of projects - The number of projects on which participants are working. Those working in a 'pure' 
project orientated structure will be working on a single project, whilst those in matrix and functionally 
organised workgroups, may be working on multiple projects. 
Duration of 'typical' projects - An indication of the likely duration of 'typical' projects. 
Size of local workgroups - This provides a measure of the size of the participants' local working groups 
within their company organisational structure. This would typically constitute the size of a project team or 
local functional workgroup. 
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Number working on projects - An approximate indication of the total number of people working on typical 
projects within organisations (includes those working in different functional workgroups, although nominally 
on the same project). 
Relative workgroup insularity - This scale is related to the lack of frequency of interactions between people 
working on a particular project (i. e. a low ranking implies frequent project team interactions). This concerns 
not only interactions between local workgroup members (i. e. not just local functional groups) but also 
interactions with other members of a project. 
Formality of communications within the organisation - An indication of the mode of communications, 
typical of staff working on project tasks (ranging from informal conversations to formal written memos and 
signed faxes). 
Relative use of PCs and workstations -A comparison of the use of PCs and CAD workstations to perform 
day-to-day tasks. 
Numerical 'score' 1 2 3 4 5 
Organisation Dedicated Intermediate Balanced Intermediate Functional 
project team matrix group 
No. of projects on which 1 project 2 3 4 >5 projects 
participants are working 
Duration of 'typical' projects <2 months <6 months <1 year <2 years >2 years 
Size of local workgroups <2 <10 < 20 <40 >40 
Total number of people working <2 <10 < 20 <40 >40 
on projects 
Relative workgroup Insularity About once a > once a week Once a week Once a month < once a 
(measured by Interaction day month frequency) 
Degree of communication Informal Intermediate Mixture of the Intermediate Formal 
formality within the organisation two 
Relative use of PCs and Never used Used once a Once a week Used every Used 
workstations month day continually 
Table D-1: Ranking criteria for the workgroup / organisation diagrams 
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Figure D-2: Workgroup organisation plot - participant 'A2' 
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Figure D-9: Workgroup organisation plot - participant 11341 
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Figure D-10: Workgroup organisation plot - participant '135' 
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D. 2 Workflow and information transaction results 
The information that engineers 'receive' from other participants in the design process, in addition to that 
which they subsequently pass on (or 'transmit') to others, can be broadly represented by four categories: 
" Geometry - engineering drawings, CAD models, etc. 
" Numbers - engineering calculations, raw performance data, project planning calculations, etc. 
" Words - company reports, technical specifications, written memos and faxes, etc. 
" Diagrams - flow diagrams, circuit diagrams, sketches, layout diagrams, schematics, etc. 
The results presented in this section show for each of the study participants, in terms of a percentage 'score', 
the relative types of information typically 'received' and `transmitted'. 
Note that the values shown represent assessments made by the author whilst observing and auditing the study 
participants. 
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Figure D-12: Information transaction plot - participant 'A21 
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D. 3 Information organisation results 
These results provide an indication of the relative volume and organisation of the participants' paper-based 
and electronic files. The scales on the axes of the graphs have been arranged so that comparisons can 
be 
easily be made between personal files and local group files (similar axes for the personal and group files are 
diametrically opposed). Table D-2 shows the ranking criteria that have been used to assess the participants. 
Note that, with the exception of the size of files, higher-ranking values imply that the information is better 
organised and co-ordinated. 
Numeric 'score' 1 2 3 4 5 
Size of personal files None <2 files <5 files < 10 files > 10 files 
Indexing I organisation of personal Un-structured In-between Loosely In-between Highly 
files structured structured 
Proportion of personal information < 5% < 10% < 25% < 50% > 50% 
that is stored electronically 
Co-ordination of personal files No co- In-between Some co- In-between Highly co- 
within local workgroups ordination ordination ordinated 
Size of local workgroup files None < 10 files <50 files <100 files > 100 files 
Indexing I organisation of 'active' Un-structured In-between Loosely In-between Highly 
local group files structured structured 
Proportion of group Information < 5% < 10% < 25% < 50% > 50% 
that is stored electronically 
Accessibility of archived Always In-between Often difficult In-between Always 
Information difficult to to retrieve easily 
retrieve retrieved 
Table D-2: Ranking criteria for the information organisation diagrams 
Size of personal files - This is an estimate of the size of the participants' personal information stores. The 
volume of information is assessed by the number of lever arch files or equivalent, stored. 
Indexing / organisation of personal files - This scale assesses the indexing structure used by the participants 
to organise their personal design information. 
Proportion of personal information that is stored electronically - An estimation of the proportion of the 
paper-based information kept in the participants' personal information stores that can also be accessed 
electronically. 
Co-ordination of personal files within local workgroups - This is a subjective assessment of the degree to 
which the participants co-ordinate design information in their own personal files with other colleagues in 
their local working groups. 
Size of local workgroup files - An approximation of the size of the participants' local workgroup information 
stores. 
Indexing / organisation of 'active' local group files - This scale measures how well active local workgroup 
files are indexed / organised (compared to archived files). 
Proportion of local workgroup information that is stored electronically - An estimation of the proportion of 
the paper-based information stored at a local workgroup level that is also available in an electronic format. 
Accessibility of archived information - This provides an indication of how accessible archived design 
information is within the participants' organisation. 
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Personal files (- no. of lever arch files) 
5-J 
Accessibility of 4" Indexing / organisation 
archived information of personal files 




Indexing / organisation of Co-ordination of 
active' local group files personal files 
Participant'A2' Local group files (- no. of lever arch files) 
-Co. 'A' average 
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Figure D-26: Information organisation plot - participant'BI' 
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Figure D-27: Information organisation plot - participant '132' 
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Figure D-28: Information organisation plot - participant 'B31 
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Figure D-29: Information organisation plot - participant 'B4' 
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Figure D-30: Information organisation plot - participant 'B5' 
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D. 4 Personal and workgroup paper-based file audit results 
The results in this section provide a more detailed assessment of the information contained within the 
information profile participants' paper based personal and local group / project files. The results were 
gathered by surveying appropriate samples of documents and information. 
Table D-3 summarises the details of these file audits. In most cases, it was only possible (due to time and 
access constraints) to survey sub-sets of the overall repository contents, however reasonable steps were taken 
to ensure that these were representative of their entire contents (by taking random samples of documents 
from different folders within the collections). Note that `N/A' in the table indicates that files were not 
surveyed. 
Personal file audit details Group file audit details 
(size of audit sample and comments) (size of audit sample and comments) 
Partic- No. of A4 Comments No. of A4 Comments 
Ipant pages pages 
Co. 'Al' 750 Representative sample (- 5- 400 Representative sample (- 5-10%) from a 
10%) from personal files. typical project file. 
'A2' 500 Representative sample (- 5- 400 Representative sample (- 5-10%) from a 
10%) from personal files. typical project file. 
'A3' 300 Sample of contents (-30%) 500 Sample of project files (-10%) similar to 
from personal files. those maintained by participant 'A4', In 
terms of both quantity and content. 
'A4' 300 Sample of contents (-50%) 8,000 Extensive survey of the entire contents 
from personal files. (-100%) of an active project / design file. 
'A5' 450 Representative sample (-10- 500 Sample of project files (-10%) similar to 
20%) from personal files. those maintained by participant 'A4', in 
terms of both quantity and content. 
Co. 'B1' 250 Representative sample (-5%) N/A Local group files observed to be similar 
'B, from personal files. in nature to the sampled personal file. 
'B2' 750 Representative sample (<5%) 200 Small sample (<5%) from local 
from personal files. workgroup document register. Not 
representative of technical files. 
'B3' 250 Representative sample (-25%) 200 Representative sample (<5%) from local 
from personal files. functional workgroup files. 
'B4' 700 Representative sample (-30%) N/A Local group files observed to be similar from personal files. In nature to the sampled personal file. 
'B5' 150 Representative sample (<5%) 250 Representative sample (<5%) from local from personal files. functional workgroup files. 
Table D-3: Summary of the data collected from the personal I group file audits 
The approach taken in the information audits was to manually count through and classify the contents of the 
stored information according to the document type and also taking into account the representation of the 
information. 
These manual classification processes are somewhat subjective, however since they are based on 
representative samples of documents used by the engineers they do reflect information that is actually used 
within the companies. 
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Figure D-31: Contents of personal paper-based information stores - all participants 
D-21 
po0000000 
CC) r (p LO 11 MN 
s3uaauo3 ali4 Iejol 10 % 




























Figure D-32: Contents of workgroup paper-based information stores - all participants 
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D. 5 Assessments of the age of in formation used 
The following results present an assessment of the age of the design information used by the various 
participants. These assessments have been made based on observations from the interviews and subsequent 
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Figure D-33: Age of information used - all participants 
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D. 6 Assessments of the importance of sources of information 
These results are based on the observations from both the initial information profile interviews and the 
subsequent follow-ups. Sources were identified as falling into one of the 5 category `levels' listed below: 
" Personal information - information that is stored and maintained by the individual participants. 
Typically includes: personal (usually uncontrolled) copies of documents, regularly used standards and 
technical documents, details of commonly used components, generally useful information (e. g. from 
textbooks and magazine articles), etc. 
" Local group information - information that is stored and maintained within the participant's local 
workgroup. Typically includes: current technical project files, `historic' design information, local 
workgroup document registers and document stores, generally useful and inherited information, 
technical guidelines, etc. 
" Company wide information - information that is stored and maintained at a larger group or company 
level, such as: copies of internal company reports, archived design schemes and drawings, archived 
project files, maintenance manuals, specialist technical guidelines, company contact lists, resources on 
the corporate web site or from the company library, etc. 
0 Supplier / customer information - information provided by suppliers or customers. Could consist of: 
documents and interactions with suppliers and customers, brochures, catalogues, etc. 
" Global information - sources of information that are maintained by any other external organisations, 
such as: magazines, external technical papers and reports, new textbooks, technical courses and 
seminars, trade fares, the Internet, etc. 
Note that the distinction between the sources is made as a basis of the 'level' at which the information is 
stored, rather than where it may originate. For example, within company `A', designers are all issued with 
personal copies of engineering guidelines, which contain information related to good engineering practice 
within the company. These would be considered as representative of personal information, although the 
guidelines originate at a company level. 
A similar rationale applies when considering the uncontrolled copies of frequently used standards that many 
designers refer to and keep in their personal technical files. These are categorised as personal information (or 
local group if shared within a workgroup) rather than as company wide (for company standards) or global 
information (for ANSI or British Standards). 
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Figure D-34: Importance of various sources of information - all participants 
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APPENDIX E 
Questionnaire survey of IED members 
The questionnaire contained in this appendix was distributed to the 4,500 members of the Institution of 
Engineering Designers, as described in chapter 3. Note that the physical presentation of the questionnaire has 
been slightly altered in this appendix. The original was designed to be distributed as a 4-page booklet. 
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A Survey To Investigate How Information Is 
Stored And Used By Engineering Designers 
Dear Engineer, 
We would like to ask for your assistance in helping us to find out more about how engineering 
designers use, store and access technical information. As you are undoubtedly aware, 
design is a highly complex process involving a multitude of complicated interactions between 
engineers, managers, suppliers and customers. Large quantities of data and information are 
produced throughout the design process, in a variety of formats. However, existing computer- 
based approaches for managing and storing engineering information tend to focus on the 
final geometric results of the design. This is despite the fact that much of the design rationale 
is embodied in the wide range of different types, formats and sources of information that are 
routinely used by engineers throughout the design process. 
This survey is part of a research project being undertaken at the Universities of Bristol and 
Bath, to develop systems for the automated organisation, storage and delivery of information 
to engineering designers. This questionnaire is intended to help better characterise the wider 
information usage and requirements of designers working in different social contexts and 
different stages of the design process. By learning more about how practising engineers 
actually use and store information, it will be possible to influence the future development of 
information systems to better meet designers' needs. 
When completing the questionnaire it is important to 
concentrate on your recent experience. This will give us 
with a series of 'snapshots' of peoples' activities that, in 
combination, will provide useful insights into the way 
engineers work. 
Many thanks for your co-operation in this project. 
Chris McMahon, Alistair Lowe, Steve Culley 
Please return completed 
questionnaires to the following 
FREEPOST address: 
Design Survey (Mech Eng) 
FREEPOST (SWB1690) 
University of Bristol 
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Section 1: General Information 
Q1. How many years experience in engineering do you have? 
0-2 3-5 fl 6-10 11-15 16-20 F-I 21-25 r7l 26+ 
Q2. Which of the following best describes your job title? 
Senior engineering manager E Engineering manager 
F-I Senior designer Designer 
Technical specialist 
Other 
Q3. During your career, for how many separate companies have you been employed? 
2E3 F-I 4 5+ 
Q4. What formal academic qualifications do you hold? 
f7 Degree (e. g. BSc, BEng, MSc) F-I HND / HNC OND / ONC No formal qualifications 
Q5. Are you registered with the Engineering Council? Chartered Incorporated 
fl Not registered 
Q6. Using the following definitions, would you describe your current company as being small, medium or large? 
Small - companies with less than Medium - companies that do 
[ Large - companies with more than 
50 employees and an annual not fit into either the small or 200 employees and an annual 
turnover of less than £5 million large categories turnover greater than £50 million 
Q7. What type of industry is your company involved in? (tick all that apply) 
Aerospace Agriculture E Automotive E Construction E] Process 
Defence E Manufacturing fl Utilities / energy r7 Nuclear Other 
Section 2: Design Work Undertaken 
Q8. Estimate the proportion of your time spent carrying out the following types of tasks. 
oho Design time (i. e. design / off, Managerial / oho Other (including non- 
technical and related work) administrative work productive time e. g. travel) 
Q9. What proportion of your total design time (i. e. from previously) is spent carrying out the following? 
oha Searching for information concerned with your off, Spent in % Designing, drawing and CAD 
work and absorbing this information meetings modelling 
E: E Performing analyses and calculations oho Other 
Q10. What proportion of your total design time is spent in the various stages of the design cycle listed? 
Feasibility / concept % Embodiment % Detail L% Manufacturing In-service support 
Section 3: Workgroups and Company Organisation 
Q11. Which of the following best describes the way in which you are organised in your company? (see footnotes below) 
E] Dedicated Project biased [] Balanced Functional Functional 
project team matrix matrix biased matrix group3 
Q12. How many different projects are you currently tasked on? 
El 1 D2 [-ý 3 F-ý 4 F-ý 5+ 
Q13. What is the typical duration of these projects? 
E] 0-2 months 3-6 months E] 6 months -1 year F-I 1-2 years J 2+ years 
1A dedicated project team typically consists of group of physically co-located engineers all working on the same project. Irrespective of 
the technical task they are undertaking. Responsibility for the project solely lies with the project manager. 2 Engineers working in a balanced matrix organisation will be equally accountable to their project and functional (i. e. line) managers. 3A functional organisation organises engineers according to the technical task that they perform (as opposed to the projects they are working on). Engineers are accountable to their function (or line) managers. 
E-2 
Appendix B Questionnaire used to survey lED members 
Q14. How many engineers are there in your local workgroup? (NB Your local workgroup consists of your immediate 
project team or functional colleagues that are physically co-located in your immediate vicinity) 
F1 1-2 3-5 6-10 F-I 11-15 15+ 
Q15. 
F] 
To what extent do your organisational arrangements (i. e. physical location and workgroup size) affect informal 
discussions and interactions with engineers in your company carrying out similar technical work to yourself, but 
who are not working on the same project? 
It is inconvenient u 
to interact with 
those working on 
similar technical 
tasks 
It is often 
awkward to 
interact with those 
working on similar 
technical tasks 
U It is sometimes 
awkward to 
interact with those 
working on similar 
technical tasks 
u It is usually 
convenient to 
interact with those 
working on similar 
technical tasks 
U It is convenient to 
interact with those 
working on similar 
technical tasks. 
Q16. How do you communicate with engineers both within your company and external to it? A distinction has been 
made between those in your local workgroup, your company and with customers and suppliers. 
(please fill in all the corresponding boxes: where 1= never and 5= very frequently) 
Personal Telephone E-mail Fax Letter 
contact 
Local Workgroup a a a a o Other company departments FI EJ F-I a 17 
Customers and suppliers 
El E El 
Section 4: Sources, Types and Age of Information Used 
Q17. Estimate the proportion of your technical information requirements satisfied by the following sources: 
oho (i) Your 
personal 
oho (ii) Your local 
workgroup 




% (v) Public global 
information 
information information (e. g. other sources (e. g. sources (e. g. the 











018. Following on from the previous question, how important are each of the these sources in informing the design 
decisions that you make from day-to-day? (where I= unimportant and 5= very important) 
1(i) Personal (ii) Local 1 (iii) Company wide L] (iv) Specialised I1 (v) Public global 
information workgroup information external information 
information sources sources 
Q19. This question aims to assess the age of the design information that you use when carrying out technical tasks. 
What proportion of the technical information that you use fits into the following categories? 
I<1 month I month -1%1 year -55 years - 10 %> 10 years 
old year old years old years old old 
F 
Q20. The physical information that you "receive" from other people in the design process, and pass onto (or "transmit") 
to others can be broadly represented by the following categories: 
Diagrams - e. g., sketches, schematics, layout diagrams, flow diagrams, etc. 
Geometry - e. g. engineering drawings, CAD models, etc. 
Numbers - e. g. engineering calculations / analyses, performance data, etc. 
Words - e. g. company reports, technical specifications, faxes, memos, etc. 
Using these definitions, estimate the proportion of the various types that you "receive" and "transmit" 
Information "Received": Diagrams % Geometry Numbers % Words 
Information "Transmitted": % Diagrams % Geometry L% Numbers % Words 
Section 5: Personal Information Storage 
Q21. Estimate the quantity of parer-based technical information that you store locally in your personal files in terms of 
number of lever arch / box files, or equivalent. Use the following 'scale': 1 lever arch file =500 sheets of A4 paper, 2 ring binders =1 lever arch file, 4 document wallets .1 lever arch file. 
Volume of personal I/a or box files: E] N/A <2 files 7 2-5 files r-I 6-10 files 10+ files 
What proportion of these files are also available in a digital / electronic format? 
Proportion of these files available 0 0-5% [] 6-10% E] 11-25% 26-50% (-I 50+% 
electronically: 
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Q22. How well organised are your paper-based personal files? 
Contents of Files are Files are El Files are quite well Files are highly 
files are loosely ordered reasonably well structured and structured and 
randomly and structured structured (e. g. arranged (e. g. by arranged (e. g. very 
arranged (e. g. by coarse by coarse fine hierarchical fine hierarchical 
subject topics subject headings subject topics, date subject topics, date 
or date) and date) and project) and project) 
Q23. Estimate the proportion of your paper-based personal files that consist of the following types of information? 
F__-_/- (i) Correspondence % (ii) Company specific "informal" and (iii) Company specific "formal" (e-mail messages, "intermediate" technical information (e. g. information (e. g. issued 
faxes, letters, etc. ) notes, draft memos and reports, minutes, reports, memos, guidelines, 
F--9/- 
etc. ) etc. ) 
(iv) Drawings and a/o (v) Generally useful technical information (vi) Other 
diagrams (supplier catalogues, brochures, magazine 
articles, etc. ) 
Q24. Following on from the previous question, how useful are these in helping you to make technical decisions? 
(where 1= not very useful and 5= very useful) 
(i) Correspondence (ii) Company specific "informal" and (iii) Company specific 
"intermediate" technical information "formal" information 
(iv) Drawings and diagrams (v) Generally useful technical information (vi) Other 
Q25. How many electronic files (of all types i. e. e-mail messages, word processor documents, CAD drawings) do you, 
on average, create per week and what proportion are stored at the 'levels' shown? 
No. of electronic files created per week: 0-2 E] 2-5 5-10 10-20 E] 20+ 
Files not Stored locally on a F% Stored on a network a/o Stored on a network 
permanently personal computer (i. e. drive administered at a drive administered at a F 
stored not on a network drive) local workgroup level wider, company level 
Q26. This question aims to assess how well ordered your personal electronic riles are. Select the most appropriate 









Finding files is 





naming / filing 
conventions 
Files can usually be 
found without too 
much trouble! 
(occasional lapses 
in sensible naming 
and the placement 
of files into 
directories) 
! can usually find files 
quite easily! (files are 
placed into structured 
directories and 
sensibly named 
topics, date - 
directory structure 
could be improved) 








Q27. How frequently do your colleagues access your personal paper-based and electronic files? 
Paper-based files: Never Rarely E] Occasionally E] Frequently Constantly 
Electronic files: Never [] Rarely E] Occasionally E Frequently E Constantly 
Q28. Do you currently keep any uncontrolled personal copies of information related to E] Yes No 
company standards, procedures or guidelines (i. e. controlled information)? 
Section 6: Local Group Information Storage 
Q29. Estimate the quantity of paper-based technical information that is stored at a local workaroup level (i. e. shared filing cabinets and shelves) in terms of number of lever arch I box files. 
Volume of local workgroup files: N/A (skip to Q34) Fý < 10 files [] 11-20 files F-I 21-50 files 50+ files 
What proportion of these files are also available in a digital / electronic format? 
Proportion of these files 0-5% El 6-10% 11-25% 26-50% [1 50+% 
available electronically: 
Q30. How well organised are these paper-based local group files, if applicable? 
Contents of files Files are loosely [:: ] Files are [] Files are quite well F7 Files are highly 
are randomly ordered and reasonably well structured and structured and 
arranged structured structured arranged arranged 
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Q31. Is there a person within the workgroup who determines how information 
Q Yes Q No 
should be stored (i. e. acts as a "librarian")? 
Q32. Do you date stamp information that you put into the group store? 
Q Yes Q No 
Q33. Are there company procedures to determine when information in the group Q Yes Q No 
store should be archived? 
Q34. Do you have access to a shared computer network drive? 
Q Yes Q No (skip to Q36) 
Q35. How ordered are computer files arranged on the network drives? Select the most appropriate comment: 
F7I always have F7 Finding tiles is Files can usually be ]I can usually rind files E] I can always find 
trouble finding often difficult! found without too quite easily! files easily! 
files! much trouble! 
Q36. How frequently do you access these workgroup paper-based and electronic files? 
Paper-based files: F-I Never F-I Rarely Occasionally E Frequently Constantly 
Electronic files: Never fl Rarely E Occasionally fl Frequently fl constantly 
Section 7: Company Wide Issues 
Q37. Does your company have a library? 
Q38. Do you have your own desktop PC? 
Q39. Is your PC connected to a network? 
Q40. Are some of your PC files stored on a server? 
Q41. Do you have your own CAD workstation? 
Q42. Do you have access to e-mail? 
Q43. Does your company have a web site? 
Q Yes Q No 
Q Yes Q No (skip to Q41) 
Q Yes Q No (skip to Q41) 
Q Yes Q No 
Yes No 
Yes F No 
Yes [ No 
Q44. Can you indicate, using the following scale, how often you use the following computing facilities? 
(0 = no access, 1= once a month, 2= once a week, 3= couple of times a week, 4= once a day, 5= constantly) 
rj Word- 
Spread- CAD Engineering II Company Internet 
processor sheet software analysis tools Intranet (Web) 
(e. g. FE, Mathcad) 
Any additional comments or observations would be welcomed. 
Thank you very much for your help. 
E-5 
Appendix F Questionnaire survey of lED members - results 
APPENDIX F 
Questionnaire survey of IED members - 
results 
This appendix provides a summary of the `raw' experimental data collected from the questionnaire survey of 
members of the Institution of Engineering Designers (reported in chapter 3). The questionnaire used to 
collect the data is presented in appendix E. 
Results are shown for each of the following categories of respondents: 
" All respondents - 223 completed questionnaires (section F. 1) 
" Respondents described as `designers' - 130 completed questionnaires (section F. 2) 
" Respondents described as `technical specialists' - 24 completed questionnaires (section 0) 
" Respondents described as `managers' - 47 completed questionnaires (section F. 4) 
" Respondents working in the aerospace industry - 41 completed questionnaires (section F. 5) 
For each category of respondents, the arithmetic mean of the answers to the questionnaire is presented. 
Where applicable, the graphs include error bars showing the variation of the results from the mean (to 
±1 standard deviation). It should be noted that since the data was collected from anonymous questionnaires, 
additional statistical confidence testing (e. g. using t-tests, ANOVA, etc. ) has not been carried out. Such tests 
require data to be random and normally distributed - which are not the case for the collected data. 
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F. 1 All respondents 
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Figure F-1: Questionnaire data - all respondents (Q1-Q8) 
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Q16b. Frequency of methods used to Q16c. Frequency of methods used to 
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F. 2 Respondents described as `designers' 
Q1. Years of engineering experience Q2. Job title 
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Q30. Assessment of organisation of workgroup Q31. Do respondents have workgroup 
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F. 5 Respondents working in the aerospace industry 










0 ------- -. -O-T Senior Manager Technical 
Senior Designer 
O to 23 to 56 to 10 11 to 15 16 to 20 21 to 25 Over 25 manager specialist designer 
40 














I 10 j 0i 
One Two Three Four Five of more 
Olhei 
F7 
ONC I OND None 




v 4) 50 T1 c g 







Chartered Incorporated Not registered Small Medium 
Q7. Industrial sector employed 
80 - 
0 
C C) C 















Degree HND / HNC 
Large 










IDesign timeDAdministrativ[oOther (non-productive) 
a°e ýýýýe oýý, 
e 
c}`°c eyy ýeýGe ýýc`°A Oet°iý Jýýea` Ogre` 
Ij 
5Q Aýcý JýoF cyýýý 
Qcý ýe 
Jyao yýe 
Figure F-29: Questionnaire data - aerospace industry respondents (Q1-Q8) 
F-30 
Appendix F Questionnaire survey of IED members - results 










Searching for infc[I Meetings 0 Designing, etc. [] Analysis 0 Other I 
Q11. Company organisational structure 
50 
Q10. Time spent on stages of the design cycle 
70 







"Feasibility / concept QEint, udiment ®Detail 
QManufacturing Din-service support 
Q12. Number of projects currently tasked on 
50 
n 40 -- -ý 
C 40 
a c 30 d 
ä 30 








project team biased matrix biased based 
0- 
matrix matrix One Two Three Four Five of more 








0 to 23 to 66 to 12 1 to 2 years 2+ yea 
months months months 
Q15. Ease of informal interaction with engineers 









rn 40 c 







tto2 3to5 61010 11to15 154 
engineers engineers engineers enginerirs engineers 
rs 
Q16a. Frequency of methods used to 
communicate with engineers in local workgroup 
5 
d4 





4) 1 Lý 
. 
Sometimes Usually Convenient 
awkward convenient 
0 
Z Person[] Telephonen F-mall Q FaxLat ester 




Appendix F Questionnaire survey of lED members - results 
Q16b. Frequency of methods used to 
communicate with engineers in other company 
departments 
Q16c. Frequency of methods used to 









Person QTelephonep E-mail Q Fax 0 Letter l" Person Q Telephone19 E-mail Q Faxt Letter 
Q17. Proportion of information requirements met Q18. Importance of information sources 
by types of source 5r 
60 I' ý'. >4 




®Personal QLocal workyroup OCompany wide 0personal QLocal wurh ruu yp pC; umpany wide 
QSpecialised external E] Public external I 10 Specialised external 13 Public external 








M< 1 month Q1 month to 1 year E31 year to 5 years 
Q5 to 10 years Q 10+ years 









10 0 0t 
®Diagrams Q Geometry ? Numbers Q Words   Diagrams Q GeometrM Num hers Q Words 
Figure F-31: Questionnaire data - aerospace industry respondents (Q16b-Q20b) 
F-32 
tionnaire survey of lED members - results 

















0 F--i Ll Ll DH0 : ---U 
H 
N/A <2 files 2 to 5 files 6 to 10 files 10+ files 0 to 5% 6 to 10°ý. 11 to 251/. 26 to 5017O 50*% 
Q22. Assessment of organisation of personal Q23. Proportion of information types in personal 
files store 
50 -- -- 50 
40 40 





 Correspondence QInformal (company specific) 
Random Loosely Structured Well Highly 
ordered structured structured 
®Formal (company specific) QDrawings and diayrams 
(2 General technical information Anther 






0) 4) V 
2 
Ep 
Correspondence Q Informal (company specific) 
DFormal (company specific) []Drawings and diagrams 









Q25a. Number of electronic files created by 








.- 0 to 22 to 55 to 10 10 to 20 20+ 








Not str, r#! r1 '; tared k ally Workgroup company widi. 
wide network network 
Figure F-32: Questionnaire data - aerospace industry respondents (Q21a-Q25b) 
F-33 
Appendix F Questionnaire survey of IED members - results 






0lii -- - -- .II. 
E 
Always Usually Neither Usually easyAlways easy 
difficult difficult 
Q27a. Frequency with which colleagues access 












Q27a. Frequency with which colleagues access Q27b. Frequency with which colleagues access 









Qa 10 F 
Never Rarely Occasionally Frequently Constantly Never Rarely Occasionally Frequently Constantly 
Q28. Do respondents keep uncontrolled 













029a. Size of workgroup paper based files 
50 








° 10 ;E 
o of N/A < 10 files 11 to 20 files2l to 50 files 50+ files 0 to 5% 6 to 10% 11 to 25% 26 to 50% 504% 
Figure F-33: Questionnaire data - aerospace industry respondents (Q26-Q29b) 
Never Rarely Occasionally Frequently Constantly 
F-34 
Appendix F Questionnaire survey of JED members - results 







































Structured Well Highly 
structured structured 















Q36a. Frequency with which respondents access 





















Always Usually Neither Usually uasyAlwuys uasy 
difficult difficult 
Q36b. Frequency with which respondents access 




Rarely Occasionally Frequently Constantly 
40 
c 





Never Rarely Occasionally Frequently Constantly 
Figure F-34: Questionnaire data - aerospace industry respondents (Q30-Q36b) 
F-35 
Yes No 
Appendix F Questionnaire survey of lED members - results 








































Q40. Do the respondents store PC files on a 
server? 
1 nn . 
-- 
J 








































Q44. How often do the respondents use the 














[j FngI ,r ng analysis tools 
[] Inter rt (Wob) 





Appendix G Semantic Web technologies 
APPENDIX G 
Semantic Web technologies 
This appendix is intended to complement chapter 4 by presenting an overview of Semantic Web 
technologies. 
The growth in interest in the development of organisational structures (i. e. classification hierarchies, subject 
headings, thesauri, etc. ) to allow humans to browse organised collections of documents can be seen as being 
related to the development of the computer understandable Semantic Web as envisioned by Berners-Lee et 
al (2001). The development of the Semantic Web has been proposed as a means of allowing machines to 
understand Web' pages through the use of semantically enriched languages and ontologies (Ding et al, 2002; 
Fensel and Musen, 2001). These languages are an important aspect of the Semantic Web and are briefly 
discussed although a detailed consideration is beyond the scope of this research. 
Hendler (2001) notes that "... because NLP (natural language processing) is still (and is likely to remain for 
the foreseeable future) an unsolved problem, machines cannot understand the Web pages to the extent 
required to perform the desired tasks. An alternative is to change the Web to make it more understandable by 
machines, thereby creating the Semantic Web". In a sense this can be viewed as the humans `meeting' the 
computer half-way by using tools to provide additional mark-up / annotations attached to documents on the 
Webe. To realise these goals, Internet mark-up languages must move beyond the implicit semantic 
agreements inherent in community-specific controlled languages, thesauri and subject headings. 
XML (eXtensible Mark-up Language3) allows the encoding of all kinds of data exchanged between 
computers, using XML Schemas (or Document Type Definitions i. e. DTDs) to prescribe the data structure 
(North and Hermans, 1999). Using XML it is possible to specify a wide range of user-specified mark-up 
tags. However, XML does not provide any interpretation of the data beforehand so it does not contribute to 
the `semantic' part of the Semantic Web (i. e. it does not provide a definition of what the tags mean). To 
achieve this the XML needs to be tied to an ontology that defines the meaning of the marked-up data and 
1 Currently, Web pages are generally written in HypcrText Mark-up Language (IITML). The language is very simple 
with HTML using a very limited set of 'tags' to mark-up the text that determines how Web-pages arc physically 
represented - i. e. how they look (examples of common mark-up tags include: <hl> - level I headings, <h2> - level 2 
headings, <p> - paragraph / body text, etc. ). The tags used in HTML do not provide a rich means of extracting semantic 
information. 
2 An interesting parallel can be drawn between these technologies and the development of feature-based CAD. In CAD, 
geometry in itself is essentially meaningless (in the same way as textual data taken out of context is). Feature recognition 
in CAD can be considered to be analogous to the natural language processing of text. Similarly, feature-based design is 
analogous to adding mark-up to text. Finally, problems associated with the viewpoint dependency of features in CAD can 
be related to the need to use standardised mark-up when identifying the semantic content of textual documents. 
3 XML provides an easy to use syntax for Web data and can be considered to be a cut-down version of Standard 
Generalised Mark-up Language (SGML) (Goldfarb, 1990). 
G-1 
ADDendix G Semantic Web technologies 
tags in an unambiguous way. 
A notable initiative related to the development of Semantic Web technologies is the DARPA Agent Mark-up 
Language (DAML, 2002) project which is co-ordinating the development of prototype languages and tools to 
show the potential of such approaches. DAML+OIL is an ontology specification language (using the XML 
representation of an RDF model) that is being developed to combine the best features of a number of 
ontology specification languages (DAML, 2002; Mcllraith et al, 2001). Resource Descriptor Framework 
(RDF) is a mechanism to associate meaning with data (XML provides a syntax to encode the data). It is not a 
language but a model for representing data about 'things on the Web'. This type of data about data is 
metadata and the 'things' are called resources in RDF vocabulary. RDF's basic data model consists of: 
resources (objects - e. g. a reference to a Web page), properties (attributes) and statements (values). A 
property is a specific aspect, characteristic, attribute or relation that describes a resource (Klein, 2001). 
Another similar approach and competing `technology' is related to the development of XML TopicMaps 
(XTM) which provides another means of linking the representation of information in XML to its meaning 
(TopicMaps. Org, 2002). Moore (2001) presents a comparison between these similar and competing 
technologies. 
In 1980, Foskett noted that "... with so many organisations finding the need for a thesaurus, and so many 
thesauri being compiled it may seem surprising that more attention has not been given to the compatibility 
between the various schemes". The Semantic Web technologies essentially try to address this issue and 
provide the means to allow communities to develop and share particular `dialects' of mark-up based on 
XML°. 
4 Examples of these can be found on the Web at www. xml. ore and www. open-oisis. org, www. daml. orr and 
www. ontology. org. Detractors of the concept of the Semantic Web note that for semantically marked-up documents to be 
really useful the ontologies that are used need to be ubiquitous. There is still a great deal of manual effort required to: (i) 
construct the ontologies (and agree on ways of agreeing and co-ordinating these) that define the data structures and tags 
which are used to represent the semantics within a range of useful domains and (ii) encode the documents using the 
defined tags. 
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APPENDIX H 
Attributes used when searching for 
information 
This appendix contains details of the raw data collected from the case study participants and reported in 
chapter S. 
For the content and context related attributes that were identified and assessed, the average rating for each of 
the attributes is given in addition to the standard deviation (which provides an indication of the degree of 
variability in the subjective assessments). 
H. 1 Content related document attributes 
Correspondence CAD models I drawings Technical documents 
Ave Std dev Ave Std dev Ave Std dev 
Abstract 2.2 1.23 1.8 0.46 4.0 0.00 
Comments 0.0 n/a 0.0 n/a 0.0 n/a 
Domain - Main controlled descriptor 3.6 0.52 3.5 0.53 4.0 0.89 
Domain(s) - controlled descriptors 3.6 0.52 3.5 0.53 4.0 0.89 
Other 0.0 nla 0.0 n/a 0.0 nla 
Product - main controlled descriptor 4.6 0.52 4.5 0.53 4.7 0.52 
Product(s) - controlled descriptors 4.6 0.52 4.3 0.46 4.7 0.52 
Project 0.0 n/a 0.0 n/a 0.0 nla 
Subject l domain dynamism 0.8 0.76 0.5 0.52 3.7 1.03 
Subject / identifier 2.8 1.03 2.0 0.00 2.7 1.03 
Title 4.8 0.42 4.8 0.46 4.7 0.52 
Table D-1: Content related document attributes 
H-1 
Appendix H Identification of attributes used when searching for information 
H. 2 Context related document attributes 
Correspondence CAD models / drawings Technical documents 
Ave Std dev Ave Std dev Ave Std dev 
Author 4.8 0.42 2.0 0.76 4.7 0.52 
Author role 2.8 0.42 1.0 0.00 3.0 0.00 
Authority (importance) 3.2 0.79 1.3 0.52 3.7 1.37 
Checked / approved by 2.4 0.84 3.5 0.53 3.7 0.52 
Coverage 0.0 n/a 0.0 n/a 0.0 n/a 
Date 4.6 0.52 2.0 0.76 4.3 0.52 
Derivation from document types 0.4 0.52 0.5 0.53 1.3 1.37 
Destination location 4.2 0.42 1.8 0.52 2.0 0.00 
Destination name 4.6 0.52 1.8 0.52 2.7 1.37 
Distribution 1.0 0.00 0.3 0.52 1.0 0.00 
Form 3.4 0.84 1.5 0.93 3.7 0.52 
Format of object contents 1.4 0.84 1.0 0.00 1.7 1.03 
Identifier 4.8 0.42 5.0 0.00 4.3 0.52 
Language 0.0 0.00 0.0 0.00 0.0 0.00 
Object type 4.4 0.52 3.5 0.53 4.3 0.52 
Other 0.0 n/a 0.0 n/a 0.0 n/a 
Other agent 1.6 0.52 1.5 0.53 2.3 0.52 
Physical / electronic location 1.6 0.76 0.8 0.00 1.7 0.58 
Project? 5.0 0.00 5.0 0.00 5.0 0.00 
Publisher 4.4 0.52 2.8 0.89 4.3 0.52 
Relation 1.8 1.03 1.5 0.93 2.3 0.52 
Rendition / revisability 0.8 1.15 1.0 0.52 1.7 0.58 
Revision history 0.8 0.42 1.0 0.00 1.0 0.00 
Size /# of pages of main text / 
diagrams, etc. 
1.4 0.52 0.5 0.53 1.3 0.52 
Source 1.6 1.07 1.0 0.76 2.3 0.52 
Stage In the design process 1.6 0.52 2.3 0.89 1.7 n/a 
Temporal duration characteristics 1.2 0.53 0.3 0.52 3.0 0.00 
Treatment 3.2 0.79 1.0 0.52 4.3 0.52 
Validity 3.4 0.52 1.3 0.52 4.0 0.00 
Version number 1.6 0.52 4.8 0.46 2.7 1,03 
Table H-2: Context related document attributes 
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APPENDIX I 
Detailed document content analysis - results 
This appendix provides a summary of the experimental data collected for the detailed document analysis of 
text-based engineering documents identified by aerospace engineers (reported in chapter 5). Results for 
Document Content Profiles (DCPs) are presented for the following categories of documents: 
9 Correspondence (section 1.1) 
> terms identified from the author's analysis (Figure 1-1) 
> terms identified by the engineering designers (Figure I-2) 
0 Technical reports, papers, etc. (section 1.2) 
> terms identified from the author's analysis (Figure 1-3) 
> terms identified by the engineering designers (Figure I-4) 
0 Manuals, catalogues, etc. (section 1.3) 
> terms identified from the author's analysis (Figure 1-5) 
¢ terms identified by the engineering designers (Figure 1-6) 
Note that the graphs are primarily intended to indicate the degree of variation in the results described in the 
latter part of chapter 5. For each of the figures, the thin black lines indicate the results of the analysis of a 
single document. The thicker grey line shows the average calculated from all of the individual results (which 
are those shown in chapter 5). 
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1.1 Document Content Profiles - correspondence 
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Figure 1-2: DCP correspondence - terms identified by engineers 
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1.2 Document Content Profiles - technical reports, papers, etc. 
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Figure 1-4: DCP technical reports, papers, etc. - terms Identified by engineers 
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1.3 Document Content Profiles - manuals, catalogues, etc. 
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APPENDIX J 
Full text indexes, text operations & 
information retrieval models 
This appendix is intended to complement chapter 6 by presenting greater technical 
detail about: 
" Full text indexes (section J. 1) 
" Text operations (section J. 2) 
" Information Retrieval models (section J. 3) 
An understanding of these issues should help the reader to understand the 
detailed workings of the 
constraint-based classification system that has been adopted 
in this research. 
J. 1 Full text indexes 
The mandatory use of metadata indexes in early bibliographic and 
digital library text retrieval systems was 
primarily due to constraints imposed by the technical 
limitations of computing hardware at the time. 
However, it is now possible to represent very large collections of documents (e. g. the 'entire' Web) using 
full-text indexes. The most commonly used indexing structure in information retrieval systems (and that 
adopted in the system used in this research) is the inverted file. An inverted file consists of two elements 
(Witten et al, 1999): 
. The lexicon - also called the vocabulary or wordlist. 
. The occurrences - also called the document list. 
The lexicon is a listing of all the unique words that are contained in the text. The occurrences list indicates 
the position of the words in the lexicon within the original documents. The space that is required to store the 
index lexicon is relatively small and determined by the number of distinct words that arc found within a 
collection, in addition to the length of theses words. Heaps' law can be used to predict the number of distinct 
words that occur in a collection of documents (Heaps, 1978). This law states that the vocabulary size (P) of a 
text, or collection of n words is: 
V= Kn ß 
K is normally between 10 and 100 and ß is a positive value less than one. Experiments on the TREC"2 
collection' (Araujo et al, 1997; Bacza-Yates and Navarro, 1997) which is considered to be reasonably 
The TREC-2 reference collection refers to the document collection provided to participants of the second Text 
Retrieval Conference (TREC) held in 1993. The TREC series was part of the TIPSTER programme that was set-up by 
the US National Institute of Standards and Technology and ran from 1991-98 (TIPSTER 1991.98). The yearly TREC 
conferences included participants from industry and academia. The conferences allowed the direct comparisons of text 
retrieval systems from participants, through the use of standardised collections of documents, input queries and 
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representative of documents that will be found within organisations, 
have shown that the most common 
values for Pare between 0.4 and 0.6. This model 
is also valid for application to the Web as a collection of 
documents (Baeza-Yates and Ribeiro-Neto, 1999). Hence, a document collection's unique vocabulary can 
be 
considered to grow sub-linearly with the text size, in a proportion close to 
its square root. 
t 
The total size of the lexicon for the TREC-2 collection, which has a size of over 
1 Gb, is -5 Mb. The 
occurrences list demands considerably more space, and 
in practice the space overhead can be 30-40% of the 
size of the original text (Witten et al, 1999). Interestingly, 
from the TREC-2 collection, 33 terms (e. g. 'the', 
`a', `and', `it', etc. ) account for -30% of all word appearances and 11 % of all the pointers 
in the inverted file 
index. Furthermore the top 135 most popular words generate 25% of the pointers in the inverted list file. 
Thus, in an uncompressed index, a quarter of the inverted 
file space would be saved by omitting these terms 
(although such omissions will have implications on the subsequent queries that can 
be supported by a system 
using such an index). Another means of reducing size of the occurrences 
file is to use block addressing. 
Block addressing is used to give an approximate location of a word within the 
document (e. g. to the nearest 
line in a document), as opposed to its exact location (with the advantage that 
fewer block addresses need to 
be stored - although obviously limiting the accuracy of searches 
to the nearest block). 
Inverted files are quite amenable to compression using a variety of approaches, including text operations 
which are described in the next section. 
J. 2 Text operations and information pre-processing 
Not all words that make-up a document's text are equally significant for representing the semantics of a 
document (i. e. in written language some words carry more meaning than others). Therefore it is of en 
considered to be worthwhile to pre-process the text of the documents in a collection to determine which 
words would be valuable to include as index terms. A variety of text operations can be applied to a collection 
index, often in order to remove words that do not convey meaning. Such operations reduce the size of the 
index (i. e. the lexicon and the occurrences list) and speed up the overall functioning of an information 
system3. 
performance measures. The TREC conferences also provided a forum for organisations to compare and contrast their 
results. Each TREC conference consisted of a number of 'streams' to allow the assessment of systems in response to 
different types of information retrieval problems (two of the main streams were related to ad-hoc and filtering retrieval 
tasks). Note that for each query to be applied to the reference collection, human experts had already manually pre- 
decided upon which documents should be returned as relevant. 
In addition to the TREC series, the Message Understanding Conference (MUC) series, was the other main component of 
the TIPSTER programme. The MUC conferences were concerned with natural language processing. text summarisation 
(abstracting) and information extraction. 
2 Witten et al (1999) also present a discussion of other approaches to full text indexing using signature files and suffix 
arrays. However they note that, "... we examine them (i. e. signature files and suffix arrays) in considerable detail, not 
because we recommend their use, but in order to allay any concerns that signature files may prove to be a superior 
solution. In fact, compressed inverted indices are almost always superior to signature files and bitmaps (suffix arrays) in 
practical situations, in terms of both the space required for the index and the time needed to respond to typical queries". 
3 Note that in the following discussion the emphasis will be placed on text operations from the perspective of being 
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There are two factors, both related to the complexities and usage of natural language, that explain why 
certain words within a document carry more meaning than others: 
0 The `information content' that is conveyed by words (related to their relative frequency of occurrence). 
" The type of words, on their basis of usage in natural language (i. e. some types of words (i. e. nouns) 
convey more semantic content than others - as noted in the discussion of natural language based 
classification systems in chapter 6. 
Information theory (the foundations of which were laid by Shannon (1948)) can be used to help explain how 
the frequency of occurrence of terms within documents, in relation to the text collection as a whole, can be 
used to convey information. The theory basically states that the amount of information that is conveyed by a 
word (i. e. indexing term) is inversely related to its frequency of occurrence. Thus, a term that occurs very 
frequently within documents in a collection does not convey much information. Zipf's law provides an 
approximate model of the expected distribution of the frequencies of words within a text (Zipf, 1949). Luhn 
(1958) developed Zipf s ideas, going on to propose a numerical measure of significance for sentences (based 
on the number of significant and non-significant words in each portion of the sentence) to automatically 
create literature abstracts. In relation to Luhn's work, van Rijsbergen (1979), notes that "... is interesting that 
these (Luhn's) ideas are really basic to much of the later work in IR". 
J. 2.1 Text indexing operations 
Figure J-1 contains a schematic diagram of how text operations can be applied to change the system's logical 
view of a document (i. e. from the original document format into various index representations). Note that for 
the purposes of this discussion, only the text processing operations will be discussed. In the inverted file 
index created from the document, the lexicon and occurrences list are shown side-by-side. Each occurrence 
of a word in the lexicon is identified by a line number4 which relates to the absolute location of the word in 
the original document. 
J. 2.2 Initial document processing 
This step is associated with converting the original representation of the document into a stream of words 
that can be considered to be indexing term candidates. As shown in Figure J"l, the original document (that 
contains text and structure - which provides additional contextual information about the document) is 
initially converted into a textual representation of words (this is essentially similar to the tokenising process 
previously noted in the discussion of natural language based classification systems in chapter 6). At first 
sight, this might appear to be trivial in that all that is required is the recognition of spaces as word separators. 
However, the following types of textual characters need to be considered with care: digits, hyphens and 
punctuation (Fox, 1992). Whilst numbers usually do not make good index terms, they may in certain 
circumstances aid in the formulation of a query input. Hyphens are often used inconsistently within 
applied to the collection index. However, such operations can usually also be applied in order to simplify the query 
inputs that are made to the system. 
4 The line number is used for clarity. In practice alternative representations are used in the occurrences list to represent 
the word locations, typically in the form P: W, where P is the paragraph number within the document and IV the word 
number within the paragraph. 
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documents. and so any decision to include (or omit) these characters will result in sonic subsequent 
difficulties. The same is true for punctuation marks, although normally they are removed from both the index 
and also 'query inputs'. The full text index created from the document that has been initially processed 
according to the text processing previously described, is shown in Figure . 
I-I (the index labelled 'I "Lill 'Text 
Index'). Note that in addition to the full text index, a number of alternative variations of inverted file indexes 
are shown to illustrate the effect of applying the different text operations outlined below. 
Manual Index Term Selection 
(e. g. traditional bibliographic indexes) 
Original Document 
(featuring text and structure) 
Ist Jan 2000 
From: Smith, J 
To: Jones, A 
Arthur, 
The following attached document 
discusses some of the possible options 
for the future standardisation of CAD / IT 
systems within the Research and 
Development department. CAT IA, 
IDEAS, and Pro-Engineer have been 
considered although, as yet. no firm 
cnndusim have been made I'd 
appreciate any comments that you might 
have ASAP We are looking to make a 
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Figure J-1: Application of text transformations to document representations 
J. 2.3 Case folding 
Case folding involves the conversion of the indexing terms into the same case (either upper or lo%%cr case). 
The case of letters is often not important for the identification of indexing term.. Ilowevcr in certain 
instances (particularly for common nouns, acronyms, names and initials) case foldint i; in lead to a 'loss. ' of 
important indexing terms. As an example consider the word 'I"T' in the context of the tkmeurnent showwwn in 
Figure J-l. This is an acronym for Information Technology, and is likely to he a useful indlcxing term Ideally 
it should not be `confused' with the much less useful personal pronoun 'it' or 'It'. 
J. 2.4 Stopword removal 
As prcviously noted, , surd,, that occur very frcyucntly in a ilucuttucnt eullcrtion tit) not iu; ikr pm )d ii lein f 
terms, as they are poor discriminators. It was previously noted that in the I RI: ('-2 collection, only 33 terms 
accounted for nearly a third of all the occurrences of indexing terms within the collection, More gcncrallý, 
the size of an uncompressed index can be reduced by -40°;, (I3acza-Yates and kihcirrr-Nctu, 1999) through 
the removal of stop words. Articles, prepositions and conjunctions are natural candidate` tut a list of 
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stopwords. More extensive lists of stopwords might include some verbs, adverbs and adjectives. In (Frakes 
and Baeza-Yates, 1992) a list of over 400 common stopwords is presented. 
Despite the benefits to be gained from stopword removal, Witten et at (1999) note that when compression 
algorithms are applied to inverted files then the benefit of removing stopwords is marginal. When 
compressed, the stopwords require the fewest bits per pointer to store and hence the overall space saving is 
much smaller than might be expected by removing these pointers. Furthermore, in many cases, frequency 
alone is not necessarily a reliable enough indicator of the words that are safe to exclude from an index, due to 
the complexities and vagaries of natural language. Some of the most common words (e. g. may, can and will) 
are verbs that are homonyms for rarer nouns (e. g. May in the example shown in Figure J-1). Consequently 
stopword elimination is likely to result in reduced system performance. This is also emphasised by Lawrence 
et a! (1999) who consider the searching of large indexes of technical reports. They found that it is important 
that stopwords are not removed from indexes of technical papers. 
J. 2.5 Stemming 
In many cases, a `query input' might specify a word, although only a variant of this word may actually be 
present in a relevant document. Plurals, gerund forms (i. e. words ending in `-ing') and past tense suffixes are 
examples of syntactical variations which may prevent matches between the terms contained in the `query 
input' and the collection index. This problem can be partially overcome with the substitution of the word by 
their respective stems. 
Stemming is a technique for reducing words to their grammatical roots, and a stem is a portion of a word 
which is left after the removal of its prefixes and (more commonly) suffixes. Many examples can be seen in 
the transition from the full text index, to that which incorporates stemming - Figure . 1-1 (the Porter stemming 
algorithm (Porter, 1997) is commonly used and yields comparable results when compared to more 
complicated stemming approaches (Baeza-Yates and Ribeiro-Neto, 1999)). 
Stems are thought to be useful for improving retrieval performance since they act to reduce variants of the 
same root word to a common stem. Furthermore, stemming has the effect of reducing the number of distinct 
indexing terms, and hence the size of the index. However, there is some controversy in the literature 
surrounding the relative benefits of stemming. Frakes and Baeza-Yates (1992) compare a number of different 
studies that lead to conflicting conclusions. Whilst they favour the use of stemming, the results arc 
inconclusive. 
J. 2.6 Noun index term selection 
As previously discussed, nouns convey the most semantic meaning in documents. An alternative text 
operation to those previously considered would be to identify all of the nouns present within documents and 
use these as the indexing terms. This is analogous to the selection of subject descriptor terms when manually 
creating a metadata index. 
The Inquery system (Broglio et al, 1995) uses this approach through the systematic elimination of verbs, 
adjectives, adverbs, connectives, articles and pronouns from an intermediate document text representation. 
J. 2.7 Text operations applied in this research 
In general, the application of text operations to both the query and collection inputs have been avoided since 
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text operations tend to increase the likelihood of users becoming confused since they may not be familiar 
with the logical view of documents adopted by the system. However, in the case of the ICED'99 collection 
(see chapter 8) it was found to be marginally beneficial to case fold indexes and queries. 
J. 3 Types of information retrieval models 
There are a number of distinct information retrieval models, including Boolean, probabilistic and vector 
models. These different types, to a greater or lesser extent, use correlations between terms contained in 
queries and documents (i. e. the textual content), as a means of determining relevant documents within a 
collection5. 
J. 3.1 Boolean retrieval models 
The Boolean model is the simplest information retrieval model and is based on set theory and Boolean 
algebra. Due to its straightforward theoretical formalism and inherent simplicity, this model was adopted in 
many of the early bibliographic systems (Sharp, 1975). Using an inverted file index and a Boolean query, it 
is straightforward to process user queries. In addition, individual terms can be combined with the operators 
AND, OR and NOT to form more complex queries. The most serious drawback with a system using the 
Boolean model is that, in response to a query input, documents can only be assigned to either relevant or 
non-relevant sets. The lack of a means of ranking documents, or ability to process partial query matches 
leads to poor performance. It has been shown that substantial improvements in retrieval performance can be 
gained through the use of alternative models (such as the vector-based model - section ]. 3.3) that take into 
account term weightings within queries and documents (van Rijsbergen, 1979; Salton and McGill, 1983). 
Modifications to the simple Boolean model have been proposed, including the use of a fuzzy set Boolean 
model (Radecki, 1979; Sachs, 1976; Tahani, 1976) and the so-called extended Boolean model (Salton et at, 
1983). However these are only of theoretical interest, as they have not been widely adopted. 
J. 3.2 Probabilistic models 
Probabilistic information retrieval models date back to the early 60's (Maron and Kuhns, 1960). The aim of 
such models is to estimate Pq(RIDd), the probability that a document, D4, is relevant (R) to a query, q. 
However, whilst attractive because they are based on firm theoretical foundations for evidential reasoningb 
(Del Favero and Fung, 1993), in practice they have rarely been used in operational retrieval systems. Salton 
and Buckley (1988) presented results that appear to show that the vector model is expected to outperform the 
probabilistic model with general collections (although other researchers have found the reverse to be the case 
- e. g. Croft (1983), Broglio et al (1995)). 
The most well documented example, in the academic literature, is the Binary Independence Retrieval (DIR) 
probabilistic model. This was first introduced in 1976 by Robertson and Sparck Jones (1976) and is 
thoroughly discussed by van Rijsbergen (1979). More recently Bayesian network approaches to probabilistic 
retrieval have been developed which retain the sound theoretical basis of the traditional probabilistic models, 
Note that in addition to the document content, it is possible to use the contextual content or structure associated with a 
document as a means of matching queries to documents. 
6 This is in comparison with the non-probabilistic, statistically based vector retrieval models. 
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but are able to overcome some of the weaknesses of the BIR model. In Bayesian information retrieval, the 
basic inference network consists of a document network and a query network that is intended to capture all of 
the significant probabilistic dependencies among the variables represented by nodes in the document and 
query networks (Turtle and Croft, 1991; Del Favero and Fung, 1993). Given the prior probabilities associated 
with the documents, and the conditional probabilities associated with the interior nodes, the posterior 
probability associated with each node in the network can be computed using Bayesian statistics. The 
Bayesian retrieval model has been implemented in the Inquery retrieval system (Broglio et al, 1995) and has 
shown to compare favourably with other retrieval systems. However, whether Bayesian networks will 
become popular and widely used for information retrieval (in comparison with vector-based models) remains 
to be seen (Baeza-Yates and Ribeiro-Neto, 1999). 
J. 3.3 Vector retrieval models 
The vector model recognises that the use of binary weights is too limiting (i. e. the Boolean model) for 
general information retrieval tasks and proposes a framework in which partial matching of documents to a 
user query is possible7. The vector model allows the computation of the degree of similarity between 
documents in the collection and the query input. By sorting retrieved documents in decreasing order 
according to a similarity measure, users are provided with the freedom to examine documents that only 
partially match a query. Much early work in this area was carried out by Salton and his colleagues at Cornell 
University in the development of the SMART system (Salton and Lcsk, 1968; Salton, 1971). Due to the 
popularity of vector-based models, and its use in the constraint-based classification system adopted In this 
research, the theoretical background will be considered in greater detail than the alternative models. 
J. 3.4 Simple co-ordinate matching 
The most simple way of providing more flexibility than a simple binary yes / no is to count the query terms 
that occur in each document. The more terms that appear, the more likely that it is to be relevant. The 
approach is called co-ordinate matching. Table J-I presents a trivial collection of 5 documents that will be 
used to help explain relevant concepts in the following discussion. Note that for clarity, the third column 
presents a simplified representation of only the first three letters of the terms occurring in the documents. 
Stopwords (`for' and `and') have also been removed. 
Table J-1 shows the same collection of documents represented as binary vectorsa represented by n 
components, n being the number of distinct terms in the collection (this table also presents two queries that 
are represented as n-dimensional vectors - these arc discussed in the following paragraph). 
Consider that a user wishes to search the collection using the query geometric. Clearly document 5 is the best 
(and only) relevant answer. Now suppose that the user wishes to perform the more complex query for 
engineering information. In a conjunctive Boolean sense (i. e. engineering AND information), document I is 
the only answer. However, there are 3 other documents that might also be relevant, which contain only one 
of the specified terms9. Thus a co-ordinate matching approach will yield the following document importance 
7 This is the key distinction between approaches that are suitable for information retrieval compared to data retrieval. 
8 Note in document 1, the term 'engineering' occurs twice (i. e. the 2 in brackets following from the binary digit). 
9 This obviously assumes that the user in specifying the term 'engineering' will not be interested in 'design' , even 
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ranking: Di > D2 = D4 = D5 > D3 = 0. A document that contains any of the terms is viewed as a possible 
answer, but preference is given to those that contain all or most of them. 
Document ID (d) Document 'contents' Document representation (Dd) 
1 Engineering information for engineering design eng inf eng des 
2 Engineering knowledge management eng kno man 
3 Design documentation management des doc man 
4 Knowledge and information management for design kno inf man des 
5 geometric information for design geo lnf des 
Document 
ID (d) 
Document term vectors (wd, ý 
des doc eng geo Inf kno man 
1 1 0 1(2) 0 1 0 0 
2 0 0 1 0 0 1 1 
3 1 1 0 0 0 0 1 
4 1 0 0 0 1 1 1 
5 1 0 0 1 1 0 0 
Query Query term vectors (wj 
geometric 0 0 0 1 0 0 0 
engineering 
information 
0 0 1 0 1 0 0 
engineering 0 0 1 0 0 0 0 
Table J-1: Sample document collection and query vectors 
The similarity measure for a query Q, with document Dd, can be determined using the following expression: 
M(Q, Dd)=Q-Dd 
Where the operation `" ' is inner product multiplication (i. e. 'dot' product). The inner product of two n- 
dimensional vectors, X= (xi) and Y= (y, ), is defined to be: 
n 
X "Y=I xiyi 
i=l 
For example: 
M(engineering, DI) = (0,0,1,0,0,0,0) " (1,0,1,0,1,0,0) =1 
Co-ordinate matching introduces the concepts of partial matching and ranking, however the following 
drawbacks are that it does not take into account the following: 
0 the frequency of occurrence of terms within a document 
0 the frequency of occurrence of terms with the documents in the collection as a whole 
" the length of documents (i. e. long documents containing many terms are automatically favoured by the 
co-ordinate matching approach) 
though in more practical circumstances these might be considered to be synonymous. Note that the examples are meant 
only to serve as a simple illustration of the technology. 
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A discussion of weighting factors, that can be introduced to improve on the similarity measure between 
query and document, is now presented. 
J. 3.5 Improved similarity measures1° 
In the example query previously discussed, the term engineering appears twice in document 1, but only once 
in document 2. However both would be ranked equally in response to the query engineering using simple co- 
ordinate matching. This can be tackled by replacing the binary judgement with an integer, indicating the 
number of times the term appears within documents. This factor is called the within-document frequency of 
the term, fd,,. Taking into account fd,, when calculating the inner product similarity for the previous example 
query gives: 
M(engineering, DI) = (0,0,1,0,0,0,0) " (1,0,2,0,1,0,0) =2 
More generally, a term t in a document d can be assigned a document-term weight vector (see below), 
denoted wd,,, and another weight wq,, assigned to the query vector (query-term weight vector). The document / 
query similarity measure is the inner product of these two factors: 
M(Q, Dd)=Q-Dd ->wqd Wd. t 
t=1 
A co-ordinate matching similarity measure also does not take into account the relative occurrence of terms 
within the document collection as a whole (i. e. the term `scarcity' with respect to the document collection, 
not just the document). This can be accounted for by introducing a factor that reduces the weights of terms 
according to the number of times that the term occurs within the collection as a whole, w, (Sparck Jones, 
1973). This is often described as weighting terms according to their inverse document frequency (IDF). 
Various formulas can be used to calculate, w,, all of which take into account the number of documents that 
contain a term t, denoted by f,. If rank is regarded as a measure of importance, a very simple expression that 
can be used to calculate the term weighting (see the first expression below). More commonly used formulas 
are slightly more complex. The second expression contains a logarithm that provides a 'diminishing return' 
according to the frequency of term occurrence. This prevents a term for which f, =I from simply being 
regarded as twice as important as a term for which f, = 2. 
wt= 
1ý 
; or w1=1n 1+ fN-, r t 
When calculating the document-term vector (wd,, ), the term weighting factor (w, ) is usually combined with a 
relative term frequency factor (rd,, ) - or more simply a term frequency factor (TF). The relative term 
frequency can be calculated as a function of the within-document frequency (ft, ), using a variety of different 
formulas: 
10 Note that similarity measures are not only applied to calculate the document-term vectors (wd., ), but also to calculate 
weighted query-term vectors (wd,, ) using the same concepts. Usually weighting factors will be applied to both the 
document and query term vectors. For the sake of clarity in this part of the discussion the narrative concentrates on the 
application of weighting terms to document-term vectors. 
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rd, r = 
fd, 
r or rd, r =1 + 
In fd, 
r 
In the latter formula, the logarithm gives diminishing returns as term frequencies increase. 
J. 3.6 Combination of term frequency (TF) and inverse document frequency (IDF) 
The document-term vectors are formed by combining the term frequency and inverse documents frequency 
factors as follows: 
wd, = rdl "wr 
These approaches for assigning document-term weights are called TF-IDF similarity measures". Zobel and 
Moffat (1998) evaluated a large number of combinations of similarity formulas against TREC reference 
collections and concluded that no single combination outperforms any particular other over a range of 
queries. They suggest that the ultimate choice of similarity function tends to be a subjective choice. Salton 
and Buckley (1988) consider several variations of weighting formulas for the calculation of wd,, and Salton 
and McGill (1983) provide a general discussion of various index-term weighting techniques. 
Whatever the weighting formulas that are adopted, all inner product methods, as currently described, favour 
long documents over short ones (i. e. the latter effect listed in section J. 3.4). It is therefore common to 
introduce a normalisation factor to take into account the relative length of documents under consideration. 
Thus another variation for a normalised inner product similarity measure is: 
n 
M(Q, Dd)='=' ID I 
a 
Where IDd k Lfd, i is the length of the document obtained by counting the number of indexed terms (note 
that other measures for document length could be used - such as the square root of the document length). 
A more straightforward way to understand the application of the various weighting terms can be gained by 
considering the use of a vector space representation. 
J. 3.7 Vector space - cosine similarity measure 
Whatever term weights w, and relative term and document frequencies rd., and rq,, arc assigned, and whatever 
document-term weights wd,, and query-term weights wy,, arise from these assignments, the result is the same. 
Each document and each query is represented by a vector in n-dimensional space. Vector algebra can be used 
to measure the similarity between two vectors (i. e. the document and the query) by calculating the difference 
in their direction (irrespective of the length). This is found by calculating the angle 0 between the two 
vectors. 
IfX and Yare two n-dimensional (x, ) and (y, ), the angleObetween them is given by: 
" TF-IDF is used to describe any similarity measure in which the term frequency (/7, ) is used in a monotonically 
increasing way and the term's document frequency (f, ) in a monotonically decreasing way. TF-lDF similarity measures 
can also be introduced into probabilistic retrieval models. 
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X"Y=IXIIYIcoso 




The angle 0 can be calculated from: 
n 
XYE xim 
cos e= IXIlYI r-' 2 
xi2 xwy 
i=i =1 
Witten et a! (1999) note that this formula provides a clear visualisation of what the ranking rule 
accomplishes, "... imagine the set of documents being points in the positive region of n-dimensional space, 
with the short documents close to the origin and the long ones further away from it. A query can be imagined 
as a ray emanating from the origin, piercing the space in some desired direction. Within this framework, the 
task of the ranking method is to select the documents that lie closest to this ray in an angular sense. Since 
cosO =I when 0=0 and cosh =0 when the vectors are orthogonal, the similarity measure can be taken as 
the cosine of the angle between the document and query vector - the larger this cosine, the greater the 
similarity. " 
These considerations lead to the cosine rule for ranking (where cos(Q, Dd) is a measure of similarity between 
query and document vectors i. e. sim(Q, Dd)): 
ý 
cos(Q, Dd) _ 
Dd 
=1" wq. t -wd. t QI IDd I WgWd t= 
Where Wd and Wq represent the Euclidean lengths (i. e. weights) of the document and query respectively. 
However, since Wgwill be constant for any given query this need not be included into any calculations, since 
while affecting the numeric similarity scores, the document ranking order will be unaffected. 
The following provides an illustrative example for a document / query similarity measure. Using the 
terminology in the previous paragraphs, suppose that the document and query vectors arc described by the 
following weighting formulas: 
w, =1n I+r ; rq, =1+1nf9,,; rd,, =1+lnfd.,; wq, =rq., "w,; wda=rdJ"w, 
The similarity calculation is then described by: 
sim(Q, Dd)= 
nl 
I(i+infqt). in( 1+N (l+lnfdý)"ln 1+N 
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The following Table J-2 applies the cosine measure to the collection of documents previously considered. 
The first part of the table shows the corresponding document-term vectors (where the entry for row d and 
column t is wd,, the weight of the term t in d). Also recorded are values for f, (the number of documents 
containing t, and w,, calculated using the IDF rule above). The latter part of the table shows four queries Q, 
the resulting values ofsim(Q, Dd), and the ranking order for documents using this similarity measure. 
Document 
ID(d) 
Document term vectors (wd, ý Wd 
des doc eng geo Inf kno man 
1 1 0 1.69 0 1 0 0 2.206071 
2 0 0 1 0 0 1 1 1.732051 
3 1 1 0 0 0 0 1 1.732051 
4 1 0 0 0 1 1 1 2 
5 1 0 0 1 1 0 0 1.732051 
ft 4 1 3 1 3 2 3 
wt 0.81 1.79 0.98 1.79 0.98 1.25 0.98 
Document 
ID (d) 
Query I document vector similarity - s1m(Q, Da), for the query shown 
geometry engineering engineering 
Information 
engineering design knowledge 
and document management 
1 0 0.74 1.17 1.04 
2 0 0.56 0.56 2.02 
3 0 0 0 2.79 
4 0 0 0.48 1.59 




5 1>2 1>2-5>4 3>2>4>1>5 
Table J-2: Weighted document collection vectors and example query results 
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APPENDIX K 
Analysis of the use of keywords by ICED 
authors 
K. 1 Introduction 
This appendix presents the results of an analysis of the use of 'keywords' by the authors of papers submitted 
to various engineering design conferences'. This work was originally carried out in conjunction with the 
organisers of ICED'012. The aim of this was to help identify suitable conference themes and a restricted set 
of recommended keywords to facilitate the assignment of submitted papers to the most appropriate 
conference sessions. However, the results also provide some interesting insights into the vocabulary used by 
the design research community. 
K. 2 Survey of the use of keywords in ICED'99 and TMCE 2000 
As sources of data, keywords from 390 papers published in the ICED'99, and a further 73 papers from the Yd 
Tools and Methods in Concurrent Engineering Symposium (TMCE 2000) were extracted. These were 
considered to be representative of a broad and a more limited technical domain respectively. Unique 
keywords and phrases were initially identified from those used by paper authors and then the frequency of 
these was determined. Note that those differing only in terms of capitalisation, plurals, punctuation or 
UK/US spelling variations were merged. The results from the analysis are shown in Figure K-I (also see 
Lowe et al, 2001). 
The results clearly indicate the lack of a standardised terminology used by researchers and practitioners 
within the engineering design domain. Some argue that such a lack of a consistent terminology is a constraint 
on the ability of design from maturing into a scientific discipline (Samuel et al, 2000). Whether or not this is 
the case, the lack of consistently used keywords certainly reduces their effectiveness as an aid to information 
retrieval. 
In the particular context of this research, the keyword analysis was used to help in the identification of 
suitable conference themes and to generate a recommended keyword list for each of them (totalling 247 
recommended keywords). 
The themes and their associated recommended keywords are presented below in section K. 3. 
In this appendix the description `keywords' refers to either single terms or phrases of terms that have bccn used to 
describe the contents of engineering conference papers. 
2 Note that the author's academic supervisors were part of the organising committee of ICED'O1. 
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Figure K-1: Analysis of keyword usage frequency by authors of ICED'99 and TMCE 2000 
conference papers (Lowe et al, 2001) 
K. 3 ICED'01 conference themes and recommended keywords 
An overview of each of the conference themes i, provided in addition to it listing of the recommended 
keywords for each ofthe themes. Note that in total, 247 keywords were recummcnifcd. 
Design "Theory and Research Methodology (34 recommended keß %%ords): concepts tiºr underlying 
theories about dsign; o erall models of the design process; research methodologies and approac lies to 
creativity and innovation in design. 
adaptive design, descriptive models of the design process, design ethics, design philosophy. empirical study, ethnography, 
evolutionary design, interviews, modes of design, original design, prescriptive models of the design process, process 
modelling, protocol analysis, reflective practice, revolutionary design, structure of requirements, survey, systematic product 
development, technological trajectories, theory of technical systems, types of design, user evaluation, user observation, 
variant design, drivers of innovation, human creativity, innovation methods, innovative products, principles of invention, 
problem solving techniques, psychology of creativity, theory of inventive problem solving, TRIZ, VDI 2222. 
Product and Systems Modelling (25 rccommcndcd keýHords): concepts for papers conccrntnt', the 
modelling of product characteristics representation of shape; description of product configuration; 
description of engineering systems -- but not for the modelling of' product characteristics such as stress and 
performance. These models are described by Sub ( 1990) as Design Parameters and McMahon ( 1994) as 
Explicit Attributes because they must be defined explicitly tiºr the artefact to be realised. 
assembly modelling, computer-aided design, configuration modelling, constraint-based design, curve and surface design. 
design representations, digital mock-up, engineering diagrams, engineering drawing, feature-based design, functional 
modelling, geometric modelling, modelling standards, Parametric modelling, product architecture, product data 
management, product modelling, rapid manufacture, schematic drawing, solid modelling, STEP, systems modelling, 
tolerance modelling, variational modelling, virtual reality. 
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Design Methods and Tools (35 recommended keywords): concepts for papers concerning techniques 
for 
defining and evaluating designs - techniques used in the specification phase; the concept, embodiment and 
detail phases; techniques used in Design for X; optimisation etc. 
aesthetics, axiomatic design, biomimetics, configuration management, design for assembly, 
design for durability, design for 
manufacture, design for strength, design structure matrix, design-for-X, engineering analysis, ergonomics, evolutionary 
optimisation, failure mode and effect analysis, finite element methods, fuzzy techniques, human 
factors, layout design, man- 
machine interaction, modularity and standardisation, multi-objective optimization, optimisation 
techniques;, predictive design 
analysis, probabilistic design, product families, product platforms, product structuring, prototypes, quality 
function 
deployment, quality Issues, simulated annealing, Taguchi methods, total quality management, value engineering, variant 
management. 
Knowledge and Information Management (19 recommended keywords): concepts predominantly 
concerned with the management of knowledge and information that 
feeds into the design process, not with 
information relating to the outcomes of the process. 
design information management, design reuse, design understanding, expert systems, hypermedia and multimedia, 
information analysis, classification and retrieval, information representation, Intranet, knowledge acquisition, 
knowledge 
management, knowledge representation, knowledge-based engineering, knowledge-based systems, 
lessons learned 
systems, machine learning, ontologies, product data management, taxonomies, Web-based systems. 
Organisation and Management of Design (33 recommended keywords): concerned with the organisation 
and management of the design process, and of the people and teams involved in the process. 
benefits evaluation, business process reengineering, change processes, collaborative design tools, competitiveness, 
complexity management, computer supported cooperative work, concurrent engineering, cooperative design, cost. 
estimation, customer integration, customer satisfaction, design management, design reviews, design strategy, design 
teams, economic viability of new technologies, human resources, Interfacing to manufacturers, Interfacing to suppliers, 
investment appraisal, make or buy decisions, market survey and evaluation, modern portfolio theory, performance 
management, performance metrics, planning and workflow methodology, product life cycles:, product planning, risk analysis 
and management, video conferencing, virtual enterprises, workflow management. 
Design Education (21 recommended keywords): self-explanatory. 
assessment, cognition and learning process, computer-aided learning, co-operative learning, corporate training center, 
creative education, curriculum, design competitions, design education, design projects, design skills, design training, 
distance learning, experiential learning, Industrial training, Interactive learning, learning environments, proficient designers, 
student teams, training of designers, vocational training, 
Design in Industry (36 recommended keywords): used to identify particular industry sectors, and also to 
identify issues of particular interest to industry - technology transfer etc. 
aerospace engineering, agricultural engineering, architectural engineering, automotive engineering, barriers to 
implementation, best practice, building engineering, civil engineering, computer systems engineering, competitive products, 
construction, design domains/areas, electrical engineering, engineered-to-order, fluid power. Industrial applications, 
industrial case study. Industrial co-operation, Industrial design, Industrial design engineering. Industrial product design, 
Introduction of methods in industry, major infrastructural projects, marine engineering, mechanical engineering Industry, 
mechanical product design, mechanisms, mechatronics, medical devices, mining engineering, railway technology, robotics, 
small companies, SMEs, textile engineering. 
Current issues: globalisation, sustainability and legislation (44 recommended keywords): concepts 
considered by the ICED organising team as especially relevant to the conference theme - "... building a 
partnership between research and industry". 
alternative energy, codes and standards, defective design, design for disassembly, design for recovery, design for 
recycling, design for the environment, developing countries, distributed design, eco-design, eco-effectiveness, eco- 
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efficiency, electronics recycling, end of life activity, end-of-life value, environmental classification, environmental 
compatibility, environmental data sources, environmental impact awareness, environmental requirements, globalisation, 
green design philosophy, green machining, green product development, human power, international collaboration, 
international interchange, international markets, life cycle assessment, life cycle costing, life-cycle, material compatibility, 
product legislation, product liability, recyclability, recycling, remote teaming, safety, safety impact assessment, 
sustainability, sustainable design, sustainable product systems, the global engineering supply chain, whole 
life cost. 
K. 4 Survey of the use of keywords in ICED'01 
After the ICED'0I conference was held it similar analysis to that previously reported in section K. 
2 as 
carried out with the ICED'Ol proceedings. The results, illustrated in Figure K-2. show sonic 
interesting 
comparisons with those previously presented in Figure K-1. 
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Figure K-2: Analysis of keyword usage frequency by authors of ICED'01 conference papers 
Most notably the number of unique keywords has been reduced from 1049 (l('1.1)'91)) to 57K I I('I i)'OI ). 
Clearly the use of recommended keywords has resulted in sonic standanlisation in the terms that have been 
used to describe papers in the 1('1: I)'() I proceedings. This is not surprising, since authors were asked to select 
from the recommended list when suhmitting papers, however I igure K-2 indicates that a much larger 
proportion of the keywords are used more than once which is preferable to the existence of large numbers of 
infrequently used keywords. 
Whilst it is not possible to identify a direct correlation between the frequency of usage of kcywonis and their 
`quality', it was certainly observed in the study of' the I( 1,1)'99 and the 'l M('I.. 00 papers that man. N of the 
keywords that had only been used once were poor at describing the content of hapcrti. The identification of 
more descriptive keywords provides a better characterisation of the contents, of documents and improves 
their use as an aid to information retrieval and classification. 
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APPENDIX L 
Variability of precision-recall measurements 
l he airn of, this appendix is tc gi\e an indication of the wide ýariahihtý in the hrcciion-recall ýalucs that 
were measured when assessing the performance of the various classification algorithms in chapter K. Figure 
L-I shows an example precision-recall plot for the TNOT algorithm applied to the Airbus UJK document 
collection. The macro-averaged precision-recall value is shown with ±I standard deviation error bars (the 
variation in Figure L-l is typical of that measured when assessing other algorithms). 
The summary results presented in chapter K show non-increasing interpolated precision values (which are 












Figure L-1: Example precision-recall results for a classification algorithm 
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APPENDIX M 
Gathering feedback on the classification of 
ICED'01 papers 
This appendix gives an example of one of the customised e-mail messages that were distributed to the 
authors of papers published in the ICED'01 proceedings (as described in chapter 9) to gather feedback on the 
classification schemes used. 
Subject: ICED'01 Conference CD-ROM Feedback 
Dear Gordon 
At the recent ICED'01 conference, as an author and delegate you were 
provided with a CD-ROM containing the papers presented at the conference. 
As an add-on to the CD-ROM, an experimental search / browse tool was 
included. This tool makes use of a classification hierarchy against which 
papers have been automatically assigned, on the basis of their textual 
content. 
We would very much welcome your feedback related to: 
(i) the overall structure of the hierarchical categories used to classify 
the papers 
(ii) the tool's user interface 
(iii) the accuracy of the automatic classification of the paper(s) for 
which you were author. 
To collect this feedback we have prepared a short on-line questionnaire 
which we would be grateful if you completed. Its address is; 
http: //www. dig. bris. ac. uk/iced/feedback/ 
If you do not have time to complete the questionnaire, we wonder if you 
might nevertheless comment on the accuracy of the assigned categories for 
your papers, by replying to this e-mail. In each case the paper name is 
given, followed by the categories to which the software has assigned the 
paper (e. g. Category -> Sub-category -> Sub-sub-category). 
Please assign a rating (1 6 very poor, 5- very good) following each 
categorisation. Please also feel free to suggest any other categories 
that we might use for the paper. 
Paper title: THE ORGANISATION AND MANAGEMENT OF ENGINEERING TENDERS 
Engineering Design in Industry -> Industrial case studies 
Organisation and Management of Design -> Risk and uncertainty management 
Design Methods, Techniques and Tools -> Optimisation techniques -> Branch 
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and Bound Methods -> Stochastic Methods 
Design Theory and Research Methodology -> The nature of design -> Types 
of design -> Adaptive design 
Design Theory and Research Methodology -> Design research methodology -> 
Observation based design research 
Finally, you may be interested to visit the ICED01 retrospective site at 
http: //www. dig. bris. ac. uk/iced/icedol/ 
Many thanks for your help. 
Yours sincerely 
Rose Crossland, Alistair Lowe, Chris McMahon and Tulan Shah 
M-2 
Appendix N Publications arising from this research 
APPENDIX N 
Publications arising from this research 
This appendix lists the various papers that have been published as a result of this research: 
McMahon, C. A., Lowe, A. and Culley, S. J. (1999), "An Information Connection Model of Design", 
Proceedings International Conference of Engineering Design, ICED99, August, Munich, Germany, p. 
1651-1656. 
" Lowe, A., McMahon, C. A., Shah, T. and Culley, S. J. (1999), "A Method for the Study of Information 
Use Profiles for Design Engineers", Proceedings of ASME DETC 1999, September, Las Vegas, Nevada, 
DETC99/DTM-8753. 
" Lowe, A., McMahon, C. A., Shah, T. and Culley, S. J. (2000), "An Analysis of the Content of Technical 
Information Used by Engineering Designers", Proceedings of ASME DETC 2000, September, 
Baltimore, Maryland, DETC2000/DTM-14545. 
" Lowe, A., McMahon, C. A., Shah, T. and Culley, S. J. (2001), "The application of an automatic 
document classification system to assist the organisers of ICED01", Proceedings of the International 
Conference on Engineering Design, ICEDOI, August, Glasgow, UK, p. 179-186. 
" McMahon, C. A., Lowe, A., King, A. (2002a), "Managing knowledge to free the designer's mind", 
International Conference (in honour of Herbert Simon), The Sciences of Design - The Scientific 
Challenge for the 21st Century, INSA-Lyon, 15-16 March 2002. 
" McMahon, C. A. and Lowe, A. (2002), "Opportunities and challenges of knowledge managcmcnt", 
Fourth International Symposium on Tools and Methods of Competitive Engineering, TMCE2002, April 
22-26,2002, Wuhan, Hubei, China. 
" McMahon, C. A., Crossland, R., Lowe, A., Shah, T., Sims Williams, J. and Culley, S. J. (2002b), "No 
Zero Match browsing of hierarchically categorised information entities", Accepted and to appear in 
AIEDAM Special Issue: Human-computer Interaction in Engineering Contexts, November, 2002. 
" Lowe, A., McMahon, C. A., and Culley, S. J. (2002), "Design Information Profiles: A New Method for 
Characterising the Information Use Profiles of Engineering Designers", submitted to the International 
Journal of Operations and Production Management. 
" Lowe, A., McMahon, C. A., and Coleman, P. C. (2003), "The application of an novel information 
management approach within Airbus UK", submitted to the International Conference on Engineering 
Design, ICED03, Stockholm, Sweden. 
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