Numerical simulation, clustering and prediction of multi-component
  polymer precipitation by Inguva, Pavan et al.
Data-Centric Engineering (2020), xx:xx 1–18
doi:10.1017/xxxx
RESEARCH ARTICLE
Numerical simulation, clustering and prediction of multi-
component polymer precipitation
Pavan Inguva1,2, Lachlan Mason3, Indranil Pan3,4, Miselle Hengardi2 and Omar K. Matar2*
1Department of Chemical Engineering, Massachusetts Institute of Technology, Cambridge 02139, United States. 2Department
of Chemical Engineering, Imperial College London, London SW7 2AZ, United Kingdom. 3Data Centric Engineering Program,
The Alan Turing Institute, 96 Euston Road, London NW1 2DB, United Kingdom. 4Centre for Environmental Policy, Imperial
College London, London SW7 2AZ, United Kingdom.
*Corresponding author. E-mail: o.matar@imperial.ac.uk
(Received xx xxx xxxx)
Keywords: Polymer Blend; Morphology; Image Analysis; Classification; Prediction
Abstract
Multi-component polymer systems are of interest in organic photovoltaic and drug delivery applications, among
others where diverse morphologies influence performance. An improved understanding of morphology classifica-
tion, driven by composition-informed prediction tools, will aid polymer engineering practice. We use a modified
Cahn–Hilliard model to simulate polymer precipitation. Such physics-based models require high-performance
computations that prevent rapid prototyping and iteration in engineering settings. To reduce the required com-
putational costs, we apply machine learning techniques for clustering and consequent prediction of the simulated
polymer blend images in conjunction with simulations. Integrating ML and simulations in such a manner reduces
the number of simulations needed to map out the morphology of polymer blends as a function of input parameters
and also generates a data set which can be used by others to this end. We explore dimensionality reduction, via
principal component analysis and autoencoder techniques, and analyse the resulting morphology clusters. Super-
vised machine learning using Gaussian process classification was subsequently used to predict morphology clusters
according to species molar fraction and interaction parameter inputs. Manual pattern clustering yielded the best
results, but machine learning techniques were able to predict the morphology of polymer blends with ≥90%
accuracy.
Impact Statement
By providing predictive tools to polymer engineers that assist in predicting morphological features from easily
knowable (or measurable) input parameters, the need to perform time-consuming and costly experiments to
obtain desired morphological behaviours in such complex systems is reduced. This could reduce the overall
complexity of the Research and Development (R&D) process for a variety of industries. Applying data-driven
approaches to analysing simulation data may also help to identify trends and features that are important but
might not otherwise be detected by humans.
1. Introduction
Multi-component polymer systems are of industrial interest in a variety of applications such as high-
performance plastics (Nauman and He, 1994), membrane systems(Yang et al., 2018; Ulbricht, 2006),
nanoparticle and nano-colloidal systems (Lee et al., 2017; Li et al., 2017), and drug delivery (Lao et al.,
2008; Inguva et al., 2015). One of the key features considered during the research and development
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(R&D) and/or manufacturing process is the morphology of the polymeric particles/blends formed. The
morphology can profoundly impact the final product’s performance and usability as for many applica-
tions, there is an optimal morphology that is desired. Understanding the relationship between polymer
properties and their resultant blend morphology will therefore help guide product development from
synthesis to manufacturing steps.
Computational methods provide an excellent tool for modelling various phenomena across various
scales in polymeric systems (Gooneie et al., 2017). Modelling techniques can be applied to understand
and evaluate a variety of thermodynamic and transport properties such as polymer-blend miscibility.
They can also be used in engineering and manufacturing applications to understand how morphological
structures form or how materials respond to processing conditions. On a molecular/atomic scale, tech-
niques such as molecular dynamics have been widely used in polymer systems to evaluate properties
such as the miscibility and interactions of polymers in a blend or with other species (Luo and Jiang,
2010; Prathab et al., 2007), diffusion coefficients and transport characteristics (Pavel and Shanks, 2005),
composite elasticity (Han and Elliott, 2007), and nanoparticle morphology (Li et al., 2017). Recent,
non-equilibrium molecular dynamics simulation studies have also considered the effect of shear on
the morphology of anisotropic nanoparticles (Bianchi et al., 2015; Delacruz-Araujo et al., 2016) such
as Janus nanoparticles which are an interesting case within the possibility space of multi-component
polymer systems.
Continuum-based techniques are typically applied at length and time scales orders of magnitude
larger than discrete approaches. Phase-field models such as the Cahn–Hilliard equation (Cahn and
Hilliard, 1958) are useful in capturing the dynamic behaviour of structures and morphologies in het-
erogeneous systems. The Cahn–Hilliard model accounts for various thermodynamic driving forces for
morphology evolution, such as homogeneous free energy and interfacial energy, and can also be adapted
to further account for other relevant transport phenomena such as convection(Wodo and Ganapathysub-
ramanian, 2012). Previous continuum-scale simulations of multi-component polymer systems have
focused ‘uphill’ diffusion, as described by the Cahn–Hilliard equation. Examples of previous appli-
cations include systems of two polymers and one solvent (denoted PPS) (Shang et al., 2011; Alfarraj
and Nauman, 2007), or ternary polymer systems (Nauman and He, 1994; Alfarraj and Nauman, 2007).
Studies that have considered the influence of convective transport in multi-component systems have
only evaluated a single polymer species precipitating out of solution (Tree et al., 2017; Zhou and Pow-
ell, 2006). Consequently, there is a knowledge gap in the understanding of how systems containing
more than one polymer, i.e. PPS and PPP systems, behave in the presence of convective mass transport.
Machine learning (ML) has increasingly found use in physical simulations and computational mod-
elling by complementing or replacing traditional modelling approaches. ML is noted in having strength
in pattern recognition and data mining (Brunton et al., 2020) which correspondingly enables it to be
used for many tasks relevant to physical simulations. Previous studies have applied ML to develop
data-driven surrogate/reduced order models (ROMs) to improve the speed of computations and results
generation (Peherstorfer et al., 2017; Janet et al., 2018; San and Maulik, 2018). ML has also been
used to improve the accuracy of physical simulations by enabling the development of data-driven clo-
sures (Duraisamy et al., 2019) and models (Chmiela et al., 2017) which can capture more data than
traditional first principles or empirical models. Within the material sciences, ML has similarly found
increasing use in a variety of cases ranging from the prediction of macroscopic self-assembled struc-
tures using molecular properties (Inokuchi et al., 2018) to the prediction of novel permanent magnets
(Möller et al., 2018) and in the optimisation of alloy properties (Ward et al., 2018).
In polymer science specifically, ML has been used to optimise polymer-gel screening for injection
wells (Aldhaheri et al., 2017) and solar cells (Jørgensen et al., 2018), to improve polymeric interfacial
compatibilisation (Meenakshisundaram et al., 2017), and to classify and predict the physical features of
polymer systems. For instance, supervised feed-forward neural networks have been used to recognise
configurations produced from Monte Carlo simulations of polymer models, distinguishing between
differently ordered states (Wei et al., 2017). Self-folding mechanisms of polymer composite systems
have also been modelled (Guo et al., 2013). There is however a knowledge gap in the use of ML as a
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tool for classifying and predicting polymer blend morphology. ML techniques are well suited to this
end as they are able to learn complex features from the data, which facilitates pattern recognition and
dimensionality reduction (Cai et al., 2018).
Previous work in the broader material science field has typically considered only one aspect of the
pipeline such as employing dimensionality reduction to identify important features that contribute to
the outer structure of nanoparticles (López-Donaire et al., 2012) or applying supervised machine learn-
ing for classification of new carbon black samples (Fernandez Martinez et al., 2017). The present study
hence applies a machine learning workflow, comprising the use of dimensionality reduction techniques
with a clustering algorithm, to separate morphological data into clusters of distinct morphologies. Pat-
tern prediction and design-space mapping are investigated via classification, using Gaussian process
classification (GPC) techniques, in the low-dimensional transformed feature space. The present anal-
ysis is restricted to PPP systems and does not consider the effects of convective mass transfer. The
value of the workflow developed in this study is twofold: (i) the approach is generalisable to additional
engineering fields beyond polymer science; and (ii) polymer blends can be studied more expediently
as regions of interest (input parameters/morphology) can be first identified which allows resources
(computational/experimental) to be focused.
2. Theory and Methodology
We address the problem set where physics-based simulation outputs need to be predicted from known
input parameters: a workflow for integrating physics-based simulations and ML clustering is outlined
in fig. 1.
2.1. Physics-based Cahn–Hilliard system
The Cahn–Hilliard equation is well suited for modelling polymer blend precipitation at continuum
length and time scales. Three different polymer species a, b, c are tracked, however the following
derivation is kept as general as possible to demonstrate the applicability of the model to n compo-
nent mixtures. We use a modified Cahn–Hilliard system based on the work of (Petrishcheva and Abart,
2012) which has the advantage of being able to handle mixtures where the components may have orders
of magnitude difference in diffusivities. The ability of the model to handle components with large dif-
ferences in diffusivity is important in modelling systems with polymers and solvents or polymers of
significantly different chain lengths (Alfarraj and Nauman, 2007).
The model used in the present work is also easier to implement than the earlier method of Alfarraj
and Nauman (2007) for handling components with large difference in diffusivity. Alfarraj and Nauman
(2007) introduced a ‘proportional flux method’ within a finite difference scheme to ensure that the sum
of fluxes into a point is zero. The proportional flux method introduces two issues: (i) the method itself
is an heuristic solution without a robust theoretical foundation (Nauman and Savoca, 2001), and (ii)
many modern partial differential equation (PDE) solvers, for example FEniCS (Logg et al., 2012) and
FiPy (Guyer et al., 2009), are primarily declarative and ad hoc adjustments to standard discretisations
are difficult to implement.
The Cahn–Hilliard equation, as previously mentioned, models uphill diffusion where the driving
force is gradients in the chemical potential µ rather than concentration. Correspondingly, the flux ji of
species i can be represented as
ji = −
∑
j
Li j∇µj, (1)
where each Li j is a species mobility coefficient and L is square symmetric. The following constraints
are imposed on the flux expression due to the Onsanger reciprocal relations and that the total flux into
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Figure 1. Workflow for integrating the physics-based simulation set with ML dimensionality reduction, clustering and prediction algorithms.
a point is zero (Petrishcheva and Abart, 2012):
Li j = Lji,
∑
i
Li j = 0,
∑
i
ji = 0. (2)
Correspondingly as per Petrishcheva and Abart (2012), ji can be expressed in terms of differences in
chemical potentials:
ji =
∑
j
Li j∇(µi − µj). (3)
As the Gibbs energy functional is scaled by RT , Li j can be expressed with the following relationship:
Li j = −Di j xi xj, (4)
where xi and xj are the mole fractions of species i and j, respectively. The mobility coefficients Li j are
composition dependent, but the Di j effective diffusion coefficients can be constant.
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To obtain the relevant transport equation for each species, we apply the continuity equation:
∂xi
∂t
+ ∇ · ji = 0, (5)
where t is time. To determine an expression for the chemical potential, a generalised Landau–Ginzburg
free energy functional for N components, Gsystem, which accounts for inhomogeneity in the system is
first considered (Cahn and Hilliard, 1958; Nauman and Balsara, 1989):
Gsystem
RT
=
∫
V
[
g(x1, x2, ..., xN ) +
N−1∑
i
κi
2
(∇xi)2 +
∑
j>i
N−1∑
i
κi j(∇xi)(∇xj)
]
dV, (6)
where g is the homogeneous free energy contribution, and κi and κi j are the self and cross-gradient
energy parameters, respectively. To evaluate whether the simulation has reached an equilibrium state,
the Gibbs free energy was determined at each time-step as per eq. (6). For polymeric systems, the
homogeneous free energy is well represented by the Flory–Huggins equation:
g(x1, x2, . . . , xN )
RT
=
N∑
i
xi
ni
ln xi +
∑
j>i
N−1∑
i
χi j xi xj, (7)
where ni is the polymer chain length and χi j is the Flory–Huggins binary interaction parameter.
The generalised chemical potential, applicable for inhomogenous systems, for each species i can be
expressed as the variational derivative of the Gibbs energy functional (Cogswell, 2010; Nauman and
Balsara, 1989):
µi =
δGsystem
δxi
=
∂G
∂xi
− ∇ · ∂G
∂∇xi . (8)
We replace xi with a, b, c to represent the mole fractions of the three species of interest: A, B and C,
respectively. We can write the following equations for the differences in chemical potentials:
µAB = µA − µB = ∂g
∂a
− ∂g
∂b
− (κA − κAB)∇2a + (κB − κAB)∇2b (9)
µAC = µA − µC = ∂g
∂a
− ∂g
∂c
− κA∇2a − κAB∇2b (10)
µBC = µB − µC = ∂g
∂b
− ∂g
∂c
− κB∇2b − κAB∇2a. (11)
The gradient energy parameters for the PPP system (Nauman and He, 1994) can be evaluated as follows.
We specifically consider the case of all polymer species having the same radius of gyration RG and
diffusivity:
κA =
2
3
R2G χAC, (12)
κB =
2
3
R2G χBC, (13)
κAB =
1
3
R2G
(
χAC + χBC − χAB
)
. (14)
The compositional dependence of κi and κi j is neglected following an approach commonly used by
similar simulation studies (Alfarraj and Nauman, 2007; Zhou and Powell, 2006; Nauman and He, 1994).
This also simplifies the computations.
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Combining the expressions for the chemical potentials eqs. (9) to (11), species flux eqs. (3) to (4)
and the continuity equation eq. (5), we arrive at the following transport equations tracking species A
and B:
∂a
∂t
= ∇ ·
(
DABab∇µAB + DACac∇µAC
)
, (15)
∂b
∂t
= ∇ ·
(
− DABab∇µAB + DBCbc∇µBC
)
. (16)
Species C is obtained by using a material balance constraint:
c = 1 − a − b. (17)
For symmetric PPP systems, where all species diffusivities can be assumed equal, the equation
system given by eqs. (15) to (17) reduces to that considered by Nauman and He (1994).
2.1.1. Scaling
We introduce the following scalings:
x = dp x˜, (18)
t =
nd2p
DAB
t˜, (19)
where dp is the characteristic length scale. The chemical potential and Gibbs energy functional are
scaled by RT (denoted from here on as µ˜i and g˜, respectively). We consider the case of a symmetric
PPP system i.e. all the polymer species have the same chain length and diffusivity, thus resulting in the
following equation system:
µ˜AB = µ˜A − µ˜B = ∂g
∂a
− ∂g
∂b
− (κ˜A − κ˜AB)∇˜2a + (κ˜B − κ˜AB)∇˜2b, (20)
µ˜AC = µ˜A − µ˜C = ∂g
∂a
− ∂g
∂c
− κ˜A∇˜2a − κAB∇˜2b, (21)
µ˜BC = µ˜B − µ˜C = ∂g
∂b
− ∂g
∂c
− κ˜B∇˜2b − κ˜AB∇˜2a, (22)
∂a
∂t
= ∇˜ ·
(
ab∇˜µ˜AB + ac∇˜µ˜AC
)
, (23)
∂b
∂t
= ∇˜ ·
(
− ab∇˜µ˜AB + bc∇˜µ˜BC
)
. (24)
Equations (20) to (24) model the polymer blend demixing dynamics and form the final set of
equations to be solved.
2.1.2. Numerical implementation
Numerical solution of the Cahn–Hilliard equation is challenging due to the fourth-order derivative:
hence, the equation is typically treated as set of coupled second-order PDEs (Jokisaari et al., 2017) as
shown in the equation system of eqs. (20) to (24). The system was reformulated to variational form and
solved with an open-source finite-element solver, FEniCS (Logg et al., 2012).
An unstructured square mesh of domain-length 40 dimensionless units was generated with a reso-
lution of 80 cells along each domain boundary. Periodic boundary conditions were applied on the left
and right boundaries and Neumann conditions were applied to the top and bottom domains. Unknown
variables were treated implicitly and a backward Euler method was applied for time discretisation.
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PPP cases were simulated for a duration of t˜ = 400 with time step ∆t˜ = 0.02, corresponding to
a physical duration of t = 16 s. Physical parameters were set to RG = 200 × 10−10m, dp = RG,
DAB = 10−11m2s−1. Values of χi j simulated ranged from 0.003 to 0.009 via automated batch script-
ing (Di Tommaso et al., 2017). In total 1140 simulation runs were performed, representing a total of 5
independent input parameters. The entire simulation process took ∼80 000 core-hours. Benchmarking
and model validation is discussed in the supplementary material.
2.2. Machine learning
2.2.1. Methodology and workflow
The ML workflow consisted of three steps: (i) dimensionality reduction, (ii) clustering and (iii) super-
vised learning. Dimensionality reduction is required to address the curse of dimensionality (Kriegel
et al., 2009), which can make clustering of high-dimensional data, such as raw simulation images,
prohibitively expensive. Clustering on the low-dimensional processed data was used to identify mor-
phologies. Supervised ML, using GPC, was then used to determine a relationship between the physical
input parameters and the resultant morphology.
2.2.2. Dimensionality reduction
Each simulation generates a high-resolution colour image of the physical morphology, where RGB
image channels form a proxy for species molar fraction (i.e. subject to the material balance of eq. (17)).
Prior to dimensionality reduction, each images was preprocessed to 200×200 pixel resolution. The
dimensionality reduction itself was applied using three candidate techniques: (i) principal component
analysis (PCA), (ii) t-distributed stochastic neighbor embedding (t-SNE) and (iii) autoencoder com-
pression (Wang et al., 2016). The three techniques used are representative of the three broad categories
of techniques for dimensionality reduction available: (i) matrix decomposition or linear techniques,
(ii) Manifold learning or non-linear techniques and (iii) ANN-based techniques. PCA and t-SNE were
implemented using scikit-learn (Pedregosa et al., 2011), while the autoencoder was implemented using
Keras (Chollet et al., 2018).
For PCA and t-SNE pipelines, the set of species concentration fields was extracted as three greyscale
images (200×200); image arrays were then flattened and concatenated into a one-dimensional array of
length 120 000 (3×200×200) representing each simulation result. For the autoencoder, the preprocessed
colour images were used as direct inputs.
Principal component analysis (PCA): For a set of input arrays, the q principal components (PCs)
form the orthonormal axes onto which the retained variance under projection is maximal. The PCA
pipeline within scikit-learn was undertaken using the probabilistic model of Tipping and Bishop (1999):
the number of retained PCs, q, was varied between 0 and 100, corresponding to the dimensionality of
the embedding.
t-distributed stochastic neighbor embedding (t-SNE): Non-linear dimensionality reduction was
undertaken in scikit-learn using the t-SNE technique (Maaten and Hinton, 2008; Wattenberg et al.,
2016). The number of embedding dimensions was varied from 2 to 10, while the perplexity was varied
from 5 to 50.
Autoencoder compression: An autoencoder (Lecun et al., 1998) is a specific type of artificial neutral
network (ANN) that consists of two sections: (i) an encoder that compresses high-dimensional data
to low-dimensional ‘bottleneck’ representation and (ii) a decoder that recovers the original data from
the encoded data (Hinton, 2006). Autoencoders are highly suitable for dimensionality reduction, with
performance often exceeding alternative techniques such as PCA (Wang et al., 2016; Hinton, 2006).
Autoencoders are ideal for image analysis applications (Chen et al., 2017); moreover, the hidden-layer
nodes at the ANN bottleneck can be exploited for downstream clustering pipelines.
Autoencoder architectures can be labelled using a convention T–N , where T denotes the layer type
and N is the number of layers. Layer types explored presently include (i) densely connected (denoted
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‘Dense’) and (ii) convolutional (denoted ‘Conv’). The simplest autoencoder architectures consist of an
input and output layer with one or more Dense layers in a stacked fashion: Dense–1 has a single dense
encoder layer which also serves as the bottleneck, while Dense–2 and Dense–3 contain additional
layers. More complex architectures, such as LeNet–5 (Lecun et al., 1998), apply a combination of
Dense and Conv layers.
All candidate autoencoders were trained on the full preprocess image data set, enabling autoencoder
compression to be implemented into the same workflow, fig. 1, as PCA and t-SNE dimensionality
reduction. Due to the small data set size, the conventional split into training and validation sets (Chen
and Huang, 2019; Petscharnig et al., 2017) for evaluating clustering accuracy was not undertaken. A
summary of all explored autoencoder types and hyperparameters is given in the supplementary material.
Hyperparameter optimisation for the dense autoencoders was performed using Talos Autonomio (2019)
(fractional random search over 10% to 15% of the grid; 10 epochs), while convolutional autoencoders
were tuned manually.
2.2.3. Clustering
To implement a purely unsupervised learning pipeline, the clustering method and/or use of an
appropriate metric, heuristic or algorithm should be able to estimate the optimal number of clus-
ters. scikit-learn implements a variety of clustering algorithms; such as affinity propagation, spectral
clustering, hierarchical clustering and k-means; which can be used to this end.
The popular clustering algorithm k-means as implemented in scikit-learn was used to carry out
clustering as a means of measuring ‘sign of life.’ Sign-of-life in this case refers to there being initially
positive results from a naive application of a clustering algorithm which then justifies further explo-
ration. To this end, k-means was found to be as effective as any of the clustering algorithms outlined
above and was used as the default clustering algorithm for all the embeddings generated by the various
dimensionality reduction techniques.
The k-means algorithm works by clustering the data-points into k groups by minimising the within-
cluster sum of squares (WCSS) (Yuan and Yang, 2019). The algorithm requires an initialisation method
(set to ‘k-means++’) and a predetermined number of clusters, k. Evaluating an appropriate number for k
is one of the main challenges when using k-means and the elbow method was used. The elbow method
method involves running k-means for a range of k values and calculating the distortion or the total sum
of square errors (Yuan and Yang, 2019). Ideally, when the number of clusters nears the real number of
clusters, there is an inflexion in the distortion, showing as an ‘elbow’ in a plot of distortions versus k.
For the clustering of the t-SNE embedding of the Conv–3/4/5 autoencoder bottleneck values,
k-means was ill suited as it is unable to effectively identify clusters where the cluster shape is non-
globular. In this case, affinity propagation was used Frey and Dueck (2007). Affinity propagation does
not require the declaration of the number of clusters to perform clustering, but rather it performs clus-
tering based on passing messages between the data-points which represents the fitness of one sample
to exemplify the other until a set of exemplars are identified, representing the final number of clusters
(Frey and Dueck, 2007). The implementation of affinity propagation in scikit-learn was used and it has
two main hyperparameters: the preference which refers to the strength of a data-point to be an exemplar
and the damping ratio which was set to 0.9 for stability.
2.2.4. Supervised learning
A scikit-learn GPC model was trained on the initial concentrations (a0, b0) and corresponding clus-
ter label. A test set (20% of the data) was used to check if the classifier returned the correct cluster,
given the specific parameters. Radial basis functions (RBFs) with a length scale of 1.0 were selected
for the Gaussian process kernel. The data augmentation process is described in the results and discus-
sion section. To perform the prediction, the initial species concentrations (a0, b0) were varied within
a specific range (a0 ∈ [0.1, 0.8], b0 ∈ [0.1, 0.45]) and passed into the trained GPC to evaluate the
morphology maps as shown in fig. 10.
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3. Results and Discussion
3.1. Polymer demixing simulation results
The numerical stability of Cahn–Hilliard solution methods is a known issue, especially when using
the Flory–Huggins free-energy function at higher χi j values (Brunswick et al., 1998). Three possible
simulation states were identified as shown in table 1, demonstrating the impact of numerical issues on
the solution of the physical model: either the simulation would diverge prematurely due to numerical
instability (State 3a) or even though the input parameters were selected such that the physical system is
in the chemical spinodal, no demixing would occur (State 2). The present data set of 629 images was
restricted to samples from States 1 and 3b. A representation of how the Gibbs energy evolved with time
for each of the three cases is shown in fig. 2.
Table 1. Different states that a simulation could take. Images from states 1 and 3b are used in the data set.
State identity (State ID) Description
1 Gsystem decreased over time and appeared to taper off: solutions converged for
the full simulation period t˜ and a pattern formed.
2 Solutions converged for the full simulation period t˜, but Gsystem appeared to
remain constant: simulations with this State ID did not generate any patterns.
3a Gsystem initially decreased and a pattern began to emerge, however the simula-
tion diverged and was terminated early: the pattern was unusable.
3b Gsystem decreased and started to plateau with the simulation generating a usable
pattern, however the solution did not converge for the full simulation period t˜.
Figure 2. Representative solutions for each Gibbs energy state. The state ID for each line is annotated next to the line for reference.
3.2. Dimensionality reduction and clustering
The effectiveness of each dimensionality reduction and clustering technique is summarised in fig. 3:
techniques were assessed.
3.2.1. PCA
The image set could not by partitioned into distinct embedded-space clusters via PCA. As shown in
fig. 4, the number of clusters evaluated by k-means consistently remained between 5 and 6 independent
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of the number of retained PCs, demonstrating that the application of PCA here is ineffective. PCA
was not capable of learning distinguishing features of the system as a number of clusters, each with a
distinct morphology, did not emerge.
Figure 5 shows how the clustering took place in 2D space: each cluster contained a variety of
morphologies and was therefore not distinct. Each cluster was however consistent in terms of the pre-
dominant continuous phase. This is evidenced in the sample images for each cluster. For example,
cluster 0 contains globular dispersed-phase patterns, however a mixture of core–shell (one component
encapsulates the other), single-component (one component is present) and miscible (both components
are mixed) patterns are present in the globular structure. A detailed description of the various observed
morphologies and exemplar images is available in the supplementary material. Similar clustering
behaviour was observed when retaining higher numbers of PCs.
Figure 3. Dimensionality reduction and clustering results – Red: Method is unable to yield useful results; Yellow: Method is able to yield
results of some significance, however the method is still inadequate; Green: Method that yielded the best results.
Figure 4. Captured variance and optimal cluster number: the optimal number of clusters remained between 5 and 6 independent of the
number of PCs retained.
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Figure 5. PCA dimensionality reduction (2 PCs retained) with k-means clustering (6 clusters). Sample images from each cluster are shown.
3.2.2. t-SNE
For t-SNE dimensionality reduction techniques, the variance in the optimal number of clusters was
observed to increase with the number of embedding dimensions as shown in fig. 6. For almost all values
of perplexity, the optimal number of clusters was 5 for two embedding dimensions, and 7 to 8 for three
embedding dimensions. A maximum in the number of clusters was observed for the combination of 7
embedding dimensions and perplexity 10.
Clustering in three or more embedding dimensions resulted in outlier clusters which contained only
1 to 2 datapoints (not shown). Clusters of outlying datapoints in the embedded space distorted the k-
means process. The optimal number of clusters is also more sensitive to the perplexity values which is
reflected in the increasing variance in the number of optimal clusters. A visual inspection of the images
from each cluster for sample cases revealed poorer clustering performance compared to PCA or t-SNE
in two embedding dimensions with clusters having more variation in the types of morphologies and the
species of the continuous phase present.
Use of two embedding dimensions resulted in more consistent clustering performance, with the
optimal number of clusters mostly remaining at 5: a representative example can be seen in fig. 7.
The dimensionality reduction and clustering performance was comparable to PCA; while there was
significant mis-clustering within each cluster, each cluster was generally consistent with regards to the
continuous-phase species present. Ultimately, both PCA and t-SNE techniques were unable to capture
an adequate number of features to describe the diverse morphologies arising from ternary-polymer
blends, prompting the exploration autoencoders as an alternative unsupervised ML workflow.
3.2.3. Autoencoders
The performance of each autoencoder architecture tested is shown in table 2 together with reconstructed
images and representative loss and accuracy values. Increasing the size and depth of the Dense autoen-
coders, which increases the number of tuneable parameters, did not improve the loss and accuracy
values, which plateau at ∼0.01 and ∼0.6, respectively, for the optimal set of hyperparameters. The
reconstructed image quality remains consistently poor. Autoencoders with Dense layers only generated
poor embeddings of the images and were not further explored.
Conv autoencoder architectures performed significantly better than Dense architectures as evidenced
by the reconstructed images in table 2. The accuracy and reconstructed image quality increased with
the number of bottleneck embedding dimensions. A dimensionality of &500 is necessary to recon-
struct both the morphology and continuous-phase species identity. A set of reconstructed images and
loss/accuracy results for Conv–3,4,5 autoencoders is presented in the supplementary material for a
range of bottleneck filter values. The addition of a Dense layer at the bottleneck of the Conv–Dense
autoencoders increased the number of required parameters (≥109): hence, only Conv–4,5 Dense–2,1
autoencoders were tested due to their tractable memory requirements. Conv–Dense performance was
comparable to Dense–1,2,3 architectures and was not further explored.
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Figure 6. Number of clusters as a function of number of embedding dimensions and perplexity. Configurations with 4, 6 and 9 embedding
have been omitted for clarity. The variance in the optimal number of clusters is shown in parentheses below the x-axis. The variance
generally increases with the number of embedding dimensions.
Figure 7. t-SNE results in 2D with perplexity 30 and 5 clusters. Sample images from each cluster are shown. The clustering performance is
similar to the results from using PCA. There is a variety of different morphologies present in each cluster, but the species of the continuous
phase is comparatively consistent.
Clustering via k-means was performed directly on the Conv autoencoder bottleneck as shown in
fig. 8. Performance was found to be comparable with the other dimensionality reduction techniques
tested (PCA and t-SNE): clustering on the full embedding yielded a similar number of clusters as the
previous approaches.
As the dimensionality of the bottleneck was comparatively high (∼100 to ∼1000), stacking of addi-
tional dimensionality reduction techniques to further reduce the data dimensionality was performed
(Maaten and Hinton, 2008). Applying PCA and retaining 2 PCs was not effective, yielding cluster-
ing performance comparable to applying PCA or t-SNE directly. Further dimensionality reduction was
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applied to the bottleneck values using t-SNE with a final two-dimensional embedding. The resulting
data-point distribution shown in fig. 9a almost exactly coincides with the composition a0 and b0: by
following the "S" shape curve from the bottom, the value of a0 increases. This result was consistent
across the various Conv autoencoders and the results from the combination of the Conv–4 (4 Filters)
bottleneck and t-SNE is presented in fig. 9.
Clustering via k-means techniques is ill-suited due to the shape of the embedded data shown in
figs. 9b and 9c: the clusters cannot be ellipsoidal/spherical. Two alternative options were tested as
shown in fig. 3: (i) manual clustering following the composition trend and (ii) affinity propagation.
Affinity propagation (with optimal preference −250) resulted in 24 clusters each of comparable size
(fig. 9b), while manual clustering following the composition trend yielded 21 clusters of varying sizes
(fig. 9c). The clustering carried out by affinity propagation and manual clustering following the com-
position trend had ∼30% of ∼17.6% of the datapoints within each cluster not corresponding to the
majority morphology of that cluster. Furthermore, both clustering techniques resulted in non-unique
clusters as different clusters would have the same majority morphology: this reduces the inherent value
of each cluster as a bin to capture a distinct morphological class, adversely impacting the usability of the
cluster labels for the subsequent supervised ML tasks. The majority pattern of each cluster for both man-
ual clustering following the composition trend and affinity propagation clustering from the Conv–4(4
Filters)—t-SNE dimensionality reduction are presented in the supplementary material together with a
separate direct manual clustering of the high-resolution images based on the morphology.
We speculate that it may be possible to obtain further improvements in the clustering performance
for this case by adopting classical image-analysis and feature-engineering approaches. However, such
approaches are beyond the scope of the present work as the premise of applying unsupervised ML is
defeated when feature engineering is performed. Classical feature engineering and extraction identify
defined features such as edges or shapes, hence classical image analysis is conceptually similar to man-
ual clustering. In addition, while the dimensionality reduction and clustering sections of the proposed
workflow had limited success in the present study, the workflow is generalisable and can be imple-
mented with minimal modification. However, performing feature engineering constrains the workflow
as it requires the features to be re-engineered for each new problem.
Figure 8. k-means clustering on Conv–4 (4 filters) embedding (a plane of k = 4 clusters is shown for reference). Performing k-means
clustering directly on the Conv autoencoder bottleneck values consistently resulted in 4 to 6 clusters. .
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Table 2. Autoencoder performance for each architecture. Results for Dense–2 and Conv–Dense architectures have been omitted
due to similarity with other Dense autoencoders. Dense and Conv–Dense autoencoders were observed to have lower accuracies and
produce poorer image reconstructions than Conv autoencoders.
Autoencoder architecture Encoding dimensionality Loss / Accuracy Sample 1 Sample 2
Original Images (200, 200, 3) = 120 000 0.0 / 1.0
Dense–1 500 0.0111 / 0.5982
Dense–1 5000 0.0119 / 0.6000
Dense–3 20 0.0204 / 0.6039
Conv–3
(4 Filters) (25, 25, 4) = 2500 4.5042 × 10
−4 / 0.9654
Conv–4
(4 Filters) (13, 13, 4) = 676 0.0012 / 0.9280
Conv–5
(4 Filters) (7, 7, 4) = 196 0.0050 / 0.7949
3.3. Morphology prediction
The manual cluster identities obtained by performing manual clustering directly on the high resolution
images were used to train a prediction model. Even though affinity-propagation clustering and manual
clustering following the composition trend on the Conv–t-SNE embedding as outlined in fig. 3 was able
to identify clusters with reasonable accuracy (fig. 9b), each cluster did not represent an intrinsic mor-
phology. Therefore, the manual labels were deemed to be more appropriate for downstream supervised
learning.
The simulation has a total of 8 parameters: the composition which is controlled by a0, b0, the poly-
mer chain lengths Ni for i = 1, 2, 3 and the binary interaction parameters χi j for (i, j) = (1, 2), (1, 3),
and (2, 3). Polymers of the same chain length, Ni = 1000 for all i, were considered in this study which
resulted in a total of 5 independent variables. For ease of visualisation, 2D slices of the 5D space are pre-
sented when we consider how the composition affects the morphology for different cases of interaction
parameters. The entire image data set together with corresponding simulation parameters is available
in the supplementary material.
The quantity of raw data for a given slice was approximately 25 to 50 datapoints. The low count
was deemed inadequate for stable predictions (whereby the prediction quality becomes independent of
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Figure 9. (a) Reduced datapoints labelled by initial composition: each group of constant (a0, b0) contains mulitple simulations with varying
χi j (half of the cluster labels are omitted for clarity); (b) Affinity propagation clustering on Conv–4 (4 filters) with t-SNE embedding; (c)
Manual clustering on Conv–4 (4 filters) with t-SNE embedding: applying t-SNE to the bottleneck values of Conv autoencoders arranged the
datapoints based on initial composition. Affinity propagation yielded k = 21 while manual clustering following the trend yielded k = 24
clusters .
the data quantity), and data augmentation was hence applied. Performing additional simulation runs
was not considered due to computational limitations and anticipated numerical instability issues. Data
augmentation was performed under the assumption that slight perturbations in a0 and b0 do not change
the morphology of the polymer blend. The size of the data set was increased threefold by considering
(a0 ± , b0 ± ) for  ∈ {0.002, 0.005}. The associated uncertainty introduced to the prediction was
bounded by 5%. This comes about when considering the smallest datapoint a0 = 0.1, b0 = 0.1 and the
largest change of ±0.005. The `2 norm changes by 5% in this case and is lower for all other datapoints.
As shown as fig. 10, the prediction process was able to yield maps whereby input values of a0
and b0 could be mapped to distinct morphological clusters using the cluster numbers from the manual
clustering process. The test data has been overlaid onto each plot for reference. The prediction accuracy
for the first case presented where χi j = χik = χjk = 0.003 was found to be 100%. The second case
where χi j = χjk = 0.006, χik = 0.003 had a prediction accuracy of 93%. The high performance of the
GPC in mapping the regimes demonstrates the capability of supervised machine learning techniques
for morphology prediction.
4. Conclusion
Physics-based simulations of ternary polymer demixing were implemented using Cahn–Hilliard theory
and a numerical solver. Despite difficulties due to numerical instabilities, a comprehensive data set was
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(a) (b)
Figure 10. Prediction of blend morphology for (a) χi j = χik = χjk = 0.003 and (b) χi j = χjk = 0.006, χik = 0.003.
generated that covers meaningful parameter ranges, including Flory–Huggins interaction parameters
and molecular size.
The performance of conventional dimensionality reduction techniques (PCA and t-SNE) when clus-
tering the simulation results into distinct categories was inadequate for use in downstream supervised
learning tasks. Application of machine learning to the present simulation set remains a challenging task:
the techniques struggled to identify unique polymer-blend features that are important for morphology
characterisation. It may well be possible to apply more sophisticated clustering techniques, the time
and cost investments may significantly exceed those of direct manual labelling and yield comparatively
poorer results. Supervised machine learning using GPC was used to predict the polymer blend mor-
phology to within ≥93% accuracy; the accuracy is anticipated to increase with the addition of further
simulation training data.
The data set (included in the supplementary material) enables users to obtain reasonable first pre-
dictions of polymer-blend morphologies for polymers with comparable physical parameters, bypassing
computationally expensive simulations: resources can hence be targeted at regions of interest in the
physical parameter space. The present framework can be readily extended for ternary polymer blends
with modified physical properties. Extension is also envisioned for entirely different systems, includ-
ing binary polymer blends (PP) and Polymer–Polymer–Solvent (PPS) systems, and the coupling of
Navier–Stokes models for prediction of shear on polymer-blend morphology.
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1 Autoencoder Hyperparameters
1.1 Dense autoencoders
The following list documents the hyperparameters explored during the hyperparameters optimisation step for the Dense
autoencoders.
1. The activation function. This is the function that determines the output of a neuron in the neural network. The
following activation functions are tested: 1) Rectified Linear Unit (ReLU), 2) Exponential Linear Unit (ELU) and 3)
Sigmoid. The activation function for the last layer was kept as ‘Sigmoid’
2. The loss function. This is the error function which is evaluated during the neural network training stage and the
training strives to minimise the losses. The following loss functions were tested: ‘logcosh’, ‘mean squared error’,
‘binary crossentropy’ and ‘poisson’.
3. The optimizer. This is the optimization algorithm that is used to minimize the loss. The following optimizers were
tested: ‘Adam’, ‘adam’, ‘RMSprop’.
4. The number of nodes in the hidden layers. If the architecture has hidden layers, the following values were tested : 2048,
1024, 512, 256 and 128.
5. Dropout. Dropout causes a fraction of neurons to be discarded randomly during training. This helps to reduce
overfitting. Values of dropout tested are 0, 0.1 and 0.2.
6. Shuffling. This option shuffles the data during the training phase before each epoch. This helps reduce overfitting of
the neural network. This is a boolean parameter with either ‘true’ or ‘false’.
7. Batch Size. The batch size is the number of samples per gradient update. The following values were tested: 100, 200,
300 and 629. For the larger neural networks, e.g. Dense-3, the batch size was clipped to between 100 and 200 due to
memory constraints.
8. The number of hidden layers in the encoder and decoder sections. The architecture of an autoencoder is typically
symmetric, hence the number of layers and nodes per layer in the encoder and decoder are the same. 0, 1 and 2 hidden
layers in the encoder/decoder section are tested. This results in the autoencoder having 3, 5 or 7 layers including the
input and output.
9. Encoding dimensions. This refers to the number of nodes at the bottleneck and is the dimensionality of the encoded
representation of the data. This parameter is first tested within the hyperparameter optimisation with values of 20, 50
and 100 and is further evaluated after an optimal autoencoder structure is selected.
10. Epochs. An epoch is an iteration over the data provided. For the hyperparameter optimization process, this was kept
at a low value of 10 for all parameter combinations as the computational time would otherwise become intractable. For
Dense 1/2/3 autoencoders, 30 epochs were adequate for convergence.
1.2 Convolutional autoencoders
The convolutional autoencoder has similar hyperparameters as the dense autoencoder along with a few more to consider:
1. Number of convolutional layers present. 1 to 3 layers are explored. This also corresponds to the number of MaxPooling
layers present as MaxPooling is used to perform spatial down-sampling after each convolutional layer in the encoder
section.
2. Number of filters per convolutional layer. This is the number of
3. Size of the convolutional kernal. This is typically given in the form (m,n) and typically ranges from 2×2 to 10×10
pixels.
4. Size of the MaxPooling pool size which corresponds to the integer factor used to perform downsampling. This was kept
at 2.
From the hyperparameter optimisation, for the Dense autoencoders, the following settings were used: activation function
= ‘ReLU’, batch size = 100, dropout = 0, loss function = ‘logcosh’, optimiser = ‘Adam’ and shuffling = ‘False’. These results
were consistent across the Dense–1 and Dense–2 autoencoders. The optimal Dense–3 autoencoder had the following different
settings: activation function = ‘ELU’, loss function = ‘mean squared error’, optimiser=‘Nadam’ and number of hidden-layer
nodes = 128.
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Minimal manual hyperparameter optimisation was necessary for Conv autoencoders as the default hyperparameters such
as the size of the convolutional kernel (3×3) and pool size (2) were able to yield satisfactory performance. The batch size
was however reduced to 50 due to memory constraints. Hence, these variables were kept constant for Conv and Conv/Dense
autoencoders. The deeper the autoencoder, the greater the number of epochs of training were necessary; Conv–3 autoencoders
required 75 epochs, Conv–4: 120 and Conv–5: 160.
2
2 Model validation
The following images are obtained both from the work of Nauman and He Nauman and He (1994) and our model. This
comparison enables the bench-marking and validation of the implemented code. These simulations correspond to a static
PPP case with a range of initial values of a0 and b0 and varying values of χij . From a visual inspection of the rest of the
plates, there is more than 90% agreement between our model and the work of Nauman and He (1994), indicating that the
developed model is accurate.
(a) Plate 1 - Simulation (b) Plate 1 - Benchmark (c) Plate 2 - Simulation (d) Plate 2 - Benchmark
(e) Plate 3 - Simulation (f) Plate 4 - Benchmark (g) Plate 4 - Simulation (h) Plate 4 - Benchmark
(i) Plate 5 - Simulation (j) Plate 5 - Benchmark (k) Plate 6 - Simulation (l) Plate 6 - Benchmark
(m) Plate 7 - Simulation (n) Plate 7 - Benchmark (o) Plate 8 - Simulation (p) Plate 8 - Benchmark
(q) Plate 9 - Simulation (r) Plate 9 - Benchmark (s) Plate 10 - Simulation (t) Plate 10 - Benchmark
(u) Plate 11 - Simulation (v) Plate 11 - Benchmark (w) Plate 12 - Simulation (x) Plate 12 - Benchmark
Figure 1: Reproduced simulations (Left) and benchmark results (Right) corresponding to plates 1-12 from Nauman and He
Nauman and He (1994).
3
3 Direct manual classification of blend morphology
Table 1: Summary of manual classification with sample images and descriptions
Cluster
number
Morphology
description
Sample image
Cluster
number
Morphology
description
Sample image 2
0
Two phases are present, one
phase is continuous. The other
phase is dispersed as spherical
or globular dots.
1
Three phases are present, one
phase is continuous. The
other two phases are dispersed
as spherical or globular dots
with occasional connectivity
between the two phases
2
Three phases are present, one
phase is continuous. The other
two phases are dispersed as
spherical or globular dots.
3
Three main phases are present,
one phase is continuous. The
other two phases form chains
of beads with each bead con-
taining one phase.
4
Three phases are present, one
phase is continuous but ap-
pears as narrow channels in a
weblike manner. The other
two phases are dispersed as
distorted islands.
5
Two main phases are present,
one phase is continuous. The
other phases forms globular or
dumbbell shaped islands.
6
Three phases are present.
None of the phases are con-
tinuous and all the phases ap-
pear as globular or distorted is-
lands. The islands of each of
the phases are of comparable
sizes
7
Two main phases are present,
one phase is continuous with
two components present which
are well mixed. The other
phase forms globular or dumb-
bell shaped islands.
8
Three phases are present.
Two phases appear in a co-
continuous manner with the
third phase appearing as glob-
ular islands within the chan-
nels of one phase.
9
Three phases are present. Two
phases adopt co-continuous /
elongated shapes while the
third phase appears as small
islands either joining the two
larger domains or simply ad-
joined.
10
Three phases are present. One
phase is continuous. The other
two phases adopt a core-shell
morphology where one phase
appears as the core and the
other phase encapsulates the
core as a shell.
11
Three phases are present.One
phase is continuous will the
other two phases adopt a
Janus particle morphology.
Occasionally, globular par-
ticles of one or two mixed
components will be present.
12
Two main phases are present.
One phase is continuous. The
other phase consists of two
components which are mixed
and appear as globular or
dumbbell shaped islands
13
Two main phases are present.
Both components adopt a co-
continuous structure. The
third component may accumu-
late at the interface between
the two co-continuous phases.
14
Two main phases are present.
One phase is continuous. The
other phase adopts compara-
tively larger globular and rod-
like structures.
- - -
4
4 Manual classification of blend morphology following dimensional reduction
with Conv-4 and t-SNE
Table 2: Summary of manual classification with sample images and descriptions
Cluster
number
Morphology
description
Sample image
Cluster
number
Morphology
description
Sample image 2
0
2-3 phases are present, The red
phase is continuous. The other
phases are dispersed as spheri-
cal or globular dots. The dots
are comparatively spaced out.
1
2-3 phases are present, The red
phase is continuous. The other
phases are dispersed as spher-
ical or globular dots which
can be connected in the form
of chains and janus particles.
The dots are comparatively
closer.
2
2 phases are present, The red
phase is continuous. The blue
phase is dispersed as spherical
or globular dots. The dots are
comparatively closer.
3
2-3 phases are present, The
red phase is mostly continuous,
taking on a web-like form. The
other phases are dispersed as
spherical or globular dots with
more frequent connectivity as
chains. The dots are compara-
tively closer.
4
2 phases are present, The red
phase is continuous. The blue
phase is dispersed as larger
spherical globs, rods or dumb-
bells. This cluster is conceptu-
ally similar to 2
5
3 phases are present, The red
phase appears as either webs
or as islands. The other phases
are dispersed as islands as well
with possibility connectivity as
chains.
6
3 phases are present, The red
phase appears as webs or dis-
crete islands. The blue phase
is dispersed as larger spherical
globs, rods or dumbbells. This
cluster is conceptually similar
to 2
7
2 phases are present, The red
phase is continuous. The blue
phase appears as globular dots
and/or elongated rods.
8
3 phases are present. Each of
these phases appear as discrete
islands with no phase appear-
ing continuously.
9
2 phases are present, The blue
phase appears as small chan-
nels or dumbbells that appear
throughout the domain. The
other phase appears with a
similar pattern, but consist of
the red and green phases mix-
ing together.
10
3 phases are present. Each of
these phases appear as discrete
islands with no phase appear-
ing continuously. This is simi-
lar to cluster 8.
11
3 phases are present. The
red phase appears as thin webs
and the green and blue phases
appear as thin rods and globu-
lar structures. There is overlap
with cluster 6.
12
3 phases are present. The
blue and green phases ap-
pear co-continuously with the
red phase appearing as dis-
crete islands adjoined to the
green phase or forming a layer
between the green and blue
phases.
13
2 phases are present. Blue
and green phases appears as
co-continuous phases.
5
Cluster
number
Morphology
description
Sample image
Cluster
number
Morphology
description
Sample image 2
14
2 phases are present. The red
and blue phases appear as co-
continuous phases.
15
3 phases are present. Blue
and red phases appears as co-
continuous phases. The green
phase appears as globular is-
lands in the form of chains or
within the red channels.
16 Identical to cluster 9. 17
This cluster is conceptually
identical to cluster 15, but the
red and green phases are re-
versed.
18 Identical to cluster 13. 19
This cluster is conceptually
identical to cluster 4, but the
blue and red phases are re-
versed.
20
Three phases are present. The
blue phase is continuous and
the red and green phases
adopted a core-shell morphol-
ogy with the green phase being
the core.
21
This cluster is conceptually
identical to cluster 19, but
the red phase is replaced with
green.
22
Similar to cluster 20. However,
the size of the core-shell struc-
tures are smaller
23
This cluster is conceptually
identical to cluster 2, but the
red phase is replaced with blue
and the blue phase is replaced
with green.
6
5 Affinity propagation clustering of blend morphology following dimensional
reducation with Conv-4 and t-SNE
Table 3: Summary of manual classification with sample images and descriptions
Cluster
number
Morphology
description
Sample image
Cluster
number
Morphology
description
Sample image 2
0
2-3 phases are present, The red
phase is continuous. The other
phases are dispersed as spheri-
cal or globular dots. The dots
are comparatively spaced out.
1
2-3 phases are present, The red
phase is continuous. The other
phases are dispersed as spher-
ical or globular dots which
can be connected in the form
of chains and janus particles.
The dots are comparatively
closer.
2
3 phases are present. The red
phase is continuous, forming
web-like channels of varying
thickness. The other phases
are dispersed as spherical or
globular dots which frequently
are connected to form chains.
3
2 phases are present. The red
phase is continuous. The blue
phase appears as spherical par-
ticles or rods / dumbbells.
4
3 phases are present. The red
phase is continuous, forming
web-like channels of varying
thickness. The other phases
are dispersed as spherical or
globular dots which frequently
are connected to form chains.
5
3 phases are present. None
of the phases are continuous
with each phase forming is-
lands that are in contact with
the other phases.
6 Similar to cluster 3. 7
3 phases are present. The
red phase is continuous with
a web-like morphology of vary-
ing thickness. The blue phase
appears as channels or dis-
torted islands and the green
phase appears as islands. Oc-
casional connectivity between
green and blue phases to form
chains is present.
8 Similar to cluster 7. 9
Similar to cluster 5. The is-
lands formed by the green and
blue phases are comparatively
larger.
10 Similar to cluster 9. 11
Similar to cluster 6. However
the blue phase forms longer
rods and distorted globular
structures.
12 Similar to cluster 9. 13
3 phases are present. The blue
and green phases form chan-
nels with the red phase ac-
cumulating as discrete islands
connecting the channels or at
the interface between the blue
and green phase.
7
Cluster
number
Morphology
description
Sample image
Cluster
number
Morphology
description
Sample image 2
14
2 phases are present. The blue
and green phases adopt a co-
continuous morphology.
15
2 phases are present. The blue
and red phases adopt a co-
continuous morphology.
16
3 phases are present. The
blue phase is continuous. The
red and green phases adopt a
chain-like morphology.
17 Similar to cluster 14.
18
2 phases are present. The blue
phase is continuous. The red
phase adopt a globular dot or
rod-like morphology.
19
Similar to cluster 18. But the
red phase is replaced by green.
20
3 phases are present. The
blue phase is continuous. The
red and green phases adopt a
core-shell morphology with the
green phase being the core.
8
6 Convolutional autoencoder image reconstruction
The dimensionality of the embedding can be understood as a product of the number of convolutional layers as captured in the
autoencoder structure label and the number of filters at the bottleneck. A Conv-3 autoencoder has the image downsampled
by 23 = 8× which results in the dimensionality of each filter being 25 × 25 = 625. If the bottleneck layer has 3 filters for
example, then the dimensionality of the embedding is given by 625× 3 = 1875.
Table 4: Reconstructed images from convolutional autoencoders
Autoencoder
structure
1 Filter
(Loss)
(Accuracy)
2 Filters
(Loss)
Accuracy)
3 Filters
(Loss)
(Accuracy)
4 Filters
(Loss)
(Accuracy)
5 Filters
(Loss)
(Accuracy)
Conv-3
(0.0020)
(0.8171)
(9.6092× 10−4)
(0.9312)
(5.2737× 10−4)
(0.9614)
(4.5042× 10−4)
(0.9654)
-
Conv-4
(0.0121)
(0.4318)
(0.0027)
(0.8016)
(0.0018) // (0.8617)
(0.0012)
(0.9280)
-
Conv-5
(0.0079)
(0.6804)
(0.0060)
(0.7516)
(0.0051)
(0.7905)
(0.0050)
(0.7949)
(0.0042)
(0.8225)
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