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Abstract
Modern technology has enabled an ever growing collection of data from numerous
sources, in mixed forms and types. Such complex data, particularly their heterogen-
eity, pose a pressing challenge to the research community. To this end, representation
learning, a new emerging paradigm in statistical machine learning, is providing a
driving force and the underlying fundamental theory. The key intuition is to learn
meaningful representations that reveal the hidden structures and interdependencies
in data.
Supervised learning of representations requires annotated labels which are labour
intensive for large-scale data. Thus, a more plausible approach is to learn altern-
ative data representations that best explain the data without the need for labels.
Addressing this goal, this thesis extends an important class of such methods known
as restricted Boltzmann machines (RBMs). An RBM represents data through a hid-
den layer, which can serve as input for further machine learning tasks. Importantly,
the RBM is a building block for deep architectures to learn hierarchical represent-
ations. The contributions of the thesis are: (i) novel algorithms and systems for
learning structured representations from complex data; and (ii) applications of such
systems to a wide range of practical problems in healthcare, vision, text, and signal
processing. Five orthogonal structural aspects of data are investigated.
The ﬁrst structural aspect involves primitive data types (real-valued, nominal) seen
in heterogeneous, multimodal domains. We extend a recent RBM variant known
as the mixed-variate restricted Boltzmann machine (MV.RBM) to include more
primitive types and demonstrate the eﬃcacy for patient modelling. The proposed
model outputs a homogeneous representation called a “latent proﬁle” that can be
used for patient clustering, visualisation, disease correlation analysis and prediction
– a new capacity that has not previously seen in healthcare.
The work is then extended to encompass the second structure arising from data
manifolds – the topology that governs the local arrangement of data points. This
results in a novel distance metric learning method that simultaneously achieves mul-
tiple goals: (i) preserving the regularities of the multimodal space, (ii) encouraging
structured sparsity in the representation space, (iii) maintaining small intra-concept
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distances, and (iv) keeping inter-concept data points separated. Tested on a large
social image dataset, our method outperforms state-of-the-art methods and gains
signiﬁcant improvements over the standard nearest-neighbour approach.
The third work aims to uncover coherent thematic parts in nonnegative data, e.g.
those found in text and images. We propose a novel model called nonnegative
restricted Boltzmann machine (NRBM) which enforces nonnegativity of the RBM’s
weights. The capacity of NRBM is threefold: (a) controllable decomposition of the
data into interpretable parts, (b) estimation of the intrinsic nonlinear dimensionality
of data, and (c) stabilisation of linear predictive models. We compare such capacity
with nonnegative matrix factorisation (NMF) and latent Dirichlet allocation (LDA)
on well-known datasets of handwritten digits, faces, documents and heart failure
patients. The decomposition quality on images and stability results on medical
records are comparable with, or better than, what are produced by the NMF, and
the thematic features uncovered from text are qualitatively interpretable in a manner
similar to that of LDA. The learnt features, when used for classiﬁcation, are more
discriminative than those discovered by both NMF and LDA.
The fourth structural aspect is underlying relations among data dimensions en-
coded as a feature graph. Standard RBMs do not incorporate this information as
they operate entirely on the bag-of-words assumption. This results in lower coher-
ence in feature thematic grouping. We introduce graph-based regularisation schemes
that exploit the linguistic structures in document corpus and the diagnostic coding
structures in medical data. We show that the proposed techniques improve them-
atic coherence, facilitate visualisation, provide means for estimation of intrinsic di-
mensionality, reduce overﬁtting, support transfer learning, stabilise linear predictive
models, and retain comparable predictive performances.
Finally, tensors comprise the ﬁfth structural aspect. Tensors involve multiple modes
rather than a single mode as in traditional ﬂat vectors (e.g., EEG signals represented
as 〈channel, time, frequency〉). Aiming at discovering the compact latent representa-
tions of tensors, we make a key contribution by introducing tensor-variate restricted
Boltzmann machines (TvRBMs). Our models generalise RBMs to capture the mul-
tiplicative interaction between data modes and the latent variables. TvRBMs are
highly compact in that the number of free parameters grows only linear with the
number of modes. We demonstrate the capacity of TvRBMs on three real-world
applications: handwritten digit classiﬁcation, face recognition and EEG-based alco-
holic diagnosis. The learnt features of the model are more discriminative than the
comparative baselines, resulting in better classiﬁcation performance.
Notations
In this thesis, a heavy load of notations is used. We have tried to keep mathematical
notation as consistent as possible throughout the thesis. This leads to several slight
diﬀerences in notations from common or original research literature.
Notation Description
∅ An empty set
R The set of real numbers
 End of a proof
⊥ The conditional independence operator
 The deﬁnition operator, i.e. ‘deﬁned as’
w scalar value
w = [wn]N column vector: [w1,w2, ...,wN]

W = [wnk]N×K matrix
W = [wd1d2...dN ]D1×D2×...×DN N-mode tensor
wn n-th component of vector w
wnk n-th row and k-th column element of matrix W
wn· n-th row vector of matrix W
w·k k-th column vector of matrix W
〈x, y〉 inner product
x ◦ y outer product
W ×¯nw n-th mode product
x1:N the set of N samples: x1:N = {x1,x2, ...,xN}
Ep [f (x)] expectation of function f (x) over distribution p
x[n] the n-th data point
x[1:N] N data points from x[1] to x[N]
x〈k〉 variable vector at the k-th step
〈f (x)〉p expectation of function f (x) over distribution p
KL (q‖p) Kullback-Leibler divergence
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Abbreviations
Abbreviation Description
i.i.d independently and identically distributed
w.r.t with respect to
2DLDA two-dimensional linear discriminant analysis
2DNMF two-dimensional nonnegative matrix factorisation
2DPCA two-dimensional principal component analysis
AIS annealed importance sampling
BM Boltzmann machine
BMM Bayesian mixture model
BoW bag-of-word
CD contrastive divergence
CSL conservative sampling-based log-likelihood
DBN deep belief network
gRBM graph-induced restricted Boltzmann machine
KL-div Kullback-Leibler divergence
LDA latent Dirichlet allocation
MAP mean average precision
MCMC Markov chain Monte Carlo
ML maximum-likelihood
MRF Markov random ﬁeld
MV.RBM mixed-variate restricted Boltzmann machine
MVFA matrix-variate factor analysis
NDCG normalised discounted cumulative gain
NMF nonnegative matrix factorisation
NRBM nonnegative restricted Boltzmann machine
PCA principal component analysis
PCD persistent contrastive divergence
PoE products of experts
PT parallel tempering
RBM restricted Boltzmann machine
SVM support vector machine
TvRBM tensor-variate restricted Boltzmann machine
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Chapter 1
Introduction
The rise of the new data science discipline and big data analytics is changing com-
merce, research and science. The future generation of data practitioners and scient-
ists needs to be ready to deal with the unprecedented growth of data in volumes,
problem complexity and, in particular, heterogeneity. To this end, statistical ma-
chine learning – a blend of statistics and computational science – is providing the
driving force and the underlying fundamental theory. Unlike traditional problems
in statistics, a modern machine learning task typically has to deal with thousands of
variables. And what makes the problem become even more challenging is the lack
of rigorous frameworks to deal with data heterogeneity.
Representation learning has recently emerged as a new promising learning paradigm,
which has been a driving force in many areas including computer vision, document
modelling and signal processing. The key intuition is to develop a statistical frame-
work that can capture data regularity and high-level semantic constructs to reveal
explanatory latent structures and interdependencies of the data space. Consider, for
example, the task of extracting features to represent images. Discriminative features
should not only capture most of the useful information, they also should be com-
pact and invariant against changes in illumination conditions, orientations, scaling or
translation. In signal processing, the learnt features of EEG signals (the recordings
of electrical activity of the human brain from the scalp) are expected to be compact
but preserve the multimode structures in time, frequency and channels, and capture
interactions between data modes. Another example is in document analysis where
it is desirable to learn meaningful latent thematic features, which are usually in the
form of a set of groups of semantically related words within documents.
While these examples are typical analysis tasks with single data type and modality,
modern datasets are increasingly heterogeneous. The prevalence of social network
sites, data on the Internet, and advances in wearable devices provide the data ﬂow
that can be collected more easily than ever from numerous sources such as cameras,
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2sensors, human opinions, user preferences, recommendations, ratings, and moods
(multisource). Such data can also exist in a mixed form of texts, hypertexts, network
connections, images, videos, speech, and audio (multimodality). Data also vary
in their types including binary, categorical, multicategorical, continuous, ordinal,
count, and rank (multitype). The combination of multisource, multimodality and
multitype has created a new kind of mixed data modelling, posing a unique challenge
to the research community.
Supervised learning of representations requires annotated labels which are labour
intensive for large-scale data. Thus, a more plausible approach is to learn alternative
data representations that best explain the data without the need for labels. In this
thesis, we focus on an important class of such learning methods known as restricted
Boltzmann machines (RBMs) (Smolensky, 1986; Freund and Haussler, 1994). An
RBM is a bipartite undirected probabilistic graphical model wherein a hidden layer
connects to a visible data layer. For the purpose of data representation, the raw data
is mapped into latent factors. Each latent factor is a group of features constituting
a pattern represented by the parametric map. Hence each unit in the hidden layer
acts as a feature detector, and together, all the hidden units form a distributed, and
discrete representation of data (Hinton and Ghahramani, 1997; Bengio et al., 2013).
Representation learning by RBMs has three major advantages. First, the repres-
entation is highly compact1 and can serve as a surrogate input for further machine
learning tasks. Second, the RBM oﬀers very fast representation estimation on un-
seen data using a single matrix operator. This is because there are no connections
within layers, allowing for eﬃcient inference (Hinton, 2002). Third, the RBM can
be extended to simultaneously model multiple types and modalities of complex data
(Tran et al., 2011). The joint model transforms heterogeneous data into homogen-
eous representations that are more useful for further analysis.
With such capabilities, RBMs are suitable for complex data modelling and large-
scale problems. RBMs have been successfully applied to a large variety of ap-
plications including classiﬁcation, retrieval, speech recognition, feature extraction,
and collaborative ﬁltering2. Importantly, this class of models can be interpreted as
stochastic neural networks, pretrained and then stacked layer-by-layer as a build-
ing block for deep architectures (Hinton and Salakhutdinov, 2006; Salakhutdinov
and Hinton, 2009a). In 2006, the success of training deep networks triggered the
current explosion of deep learning. This ﬁeld has gained a substantial amount of
attention from major players such as Microsoft, Google, Facebook, Apple, IBM, and
1For K binary units, there are 2K − 1 non-empty conﬁgurations that can explain the data.
2The RBM is a key to winning a million-dollar machine learning competition, the Netﬂix com-
petition (Salakhutdinov et al., 2007; To¨scher et al., 2009).
3Baidu (Bengio, 2009; Krizhevsky et al., 2012; Hinton et al., 2012). These companies
have deployed industrial applications and established research laboratories on deep
networks, in which RBMs are expected to be a core theory component.
The standard RBMs, however, have several important limitations when applied to
complex data. One major issue is the inability to deal with mixed types. There
have been various attempts to extend the RBM, notably the mixed-variate RBM
(MV.RBM) of Tran et al. (2011). However, they still suﬀer from some key limit-
ations. First, the MV.RBM has not incorporated count data. This primitive data
type is important in representing word counts in document modelling, bag-of-word
features in computer vision, and the presence of diagnosis codes aggregated over
time in medical data.
Another important issue of MV.RBMs is that their learnt representations have not
necessarily reﬂected data manifolds. A data manifold is a geometrical structure in
which data points are governed in their local arrangements. Thus high-dimensional
data are expected to concentrate in the vicinity of a manifold of much lower dimen-
sionality. In terms of “representation”, the learnt representations can be considered
to learn data manifolds by capturing the variations in the input space.
Another major issue is that RBMs do not usually produce satisfactory results in
learning parts-based representations, which is desirable in representing the additive
nature of data (Agarwal et al., 2004). In RBMs, the learnt representation is fully
distributed across hidden units. Thus the learnt features do not generally represent
parts and components (Teh and Hinton, 2001), making them less interpretable. For
example, when learning facial features, RBMs do not discover individual parts (e.g.
eyes, nose, mouth, forehead), thus it is hard to explain how a face is constructed.
Another drawback of RBM-based models is that their input only takes unstructured
data. Thus, the RBMs cannot explicitly exploit rich domain relations or prior know-
ledge. Examples of prior knowledge are links between semantically-related words in
WordNet, such as words (‘automobile’ and ‘boat’) that share an ancestor (‘vehicle’)
in the WordNet noun hierarchy. Likewise, a similarity word-graph can be induced
from an external corpus (e.g. Wikipedia, Reuters) using statistics on words and
word pair frequencies. Another domain knowledge includes inherent structures in
electronic medical records (EMR) in healthcare. These structures can arise from the
repeated presence over time of a disease or the hierarchical organisation of diseases
and interventions.
In addition, while RBMs have been designed for vector data, a signiﬁcant proportion
of real data are naturally best to be represented in the form of tensors instead of
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vectors. Thus, applying RBMs on the tensor data has two problems. First, the
tensor data needs to be ﬂattened into a linear vector - thereby, the vectorisation
breaks the explicit multimode structures, losing vital information about interactions
across modes. Second, this ﬂattened data representation leads to an increase in the
number of parameters to be estimated, hence usually resulting in a suboptimal
learning solution.
This thesis will address these ﬁve drawbacks of RBMs to enhance their capabilities
in representation learning and complex data modelling.
1.1 Aims and scope
This thesis investigates further into RBMs, focusing on structured learning repres-
entations from complex data and its applications. Our objectives are:
  To derive novel algorithms and systems based on RBMs for learning structured
representations from complex data. We incorporate a wide range of structures
into the RBM-based models without losing their eﬃcient parameter estimation
and fast inference;
  To apply such systems to a wide range of practical problems and settings in
healthcare, vision, text and signal processing.
We study ﬁve orthogonal structural aspects of data:
  The ﬁrst structural aspect involves primitive data types (binary, real-valued,
nominal) seen in heterogeneous, multimodal domains. We extend the mixed-
variate restricted Boltzmann machine (MV.RBM) (Tran et al., 2011) to in-
clude one more primitive type – count, represented as a replicated softmax
(Salakhutdinov and Hinton, 2009b). Applied to healthcare analytics, the
MV.RBM seamlessly integrates multiple data types for each patient aggreg-
ated over time and outputs a homogeneous representation called “latent pro-
ﬁle”, which we use for patient clustering, visualisation, and diagnosis codes
prediction on a cohort of diabetes patients.
  The work on MV.RBM is then extended to encompass the second structure
arising from data manifolds. This results in a novel probabilistic solution to
learn both the representation from multiple feature types and modalities and
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the distance metric. The learning is regularised so that the learnt repres-
entation and information-theoretic metric will (i) preserve the regularities of
the multimodal spaces, (ii) enhance structured sparsity, (iii) encourage small
intra-concept distances, and (iv) keep inter-concept data points separated. We
experiment our model on a large social image dataset.
  The third work aims to uncover coherent thematic parts in nonnegative data,
e.g. those found in text and images. We propose a novel model called nonneg-
ative restricted Boltzmann machine (NRBM) which enforces nonnegativity of
the RBM’s visible-hidden mapping weights. The NRBM not only produces
the controllable decomposition of data into interpretable parts, but also oﬀers
a way to estimate the intrinsic nonlinear dimensionality of data, and to stabil-
ise high-dimensional linear predictive models. We demonstrate the capacity
of our proposed model on well-known datasets of handwritten digits, faces,
documents and heart failure patient records.
  The fourth structural aspect is underlying relations among data dimensions
encoded as a feature graph. We introduce graph-based regularisation schemes
that exploit the linguistic structures and the diagnostic coding structures,
which in turn can be constructed from either corpus statistics or domain know-
ledge. We perform comprehensive experiments of our model in document mod-
elling and patient modelling with a variety of evaluations: graph construction
methods from in-domain, out-domain, and existing lexical databases.
  Finally, tensors comprise the ﬁfth structural aspect. Aiming at discovering
the compact latent representations of tensors, we make a key contribution by
introducing tensor-variate restricted Boltzmann machines (TvRBMs). Our
proposed models generalise RBMs to capture the multiplicative interaction
between data modes and the latent variables. We demonstrate the capacity
of TvRBMs on three real-world applications: handwritten digit classiﬁcation,
face recognition, and EEG-based alcoholic diagnosis.
1.2 Signiﬁcance and contribution
The signiﬁcance of the thesis is organised around two central lines of work: (i)
introducing novel algorithms and systems to learn structured representations for
complex data and (ii) applying such systems to a wide range of practical problems in
healthcare, vision, text, and signal processing. In particular, our main contributions
are:
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  A novel latent patient proﬁling framework which is an extension and applic-
ation of mixed-variate RBM, to a complex hospital chronic disease dataset.
We address three problems: clustering, understanding of diseases within sub-
groups, and diseases prediction. It is noteworthy that these capacities are not
previously seen in healthcare. Experimenting on a cohort of diabetes patients,
our proposed framework outperforms baseline models, in both clustering and
prediction. The signiﬁcance of this work is a framework that helps healthcare
centres and clinicians to deliver outcomes that can integrate with their oper-
ations to enhance clinical eﬃciencies. Using such systems, the management
and supervision on diabetes patients in particular, as well as other kinds of
diseases patients in general, would have the potential to improve.
  A novel probabilistic image retrieval framework that simultaneously learns
the image representation and the distance metric. The framework extends
the mixed-variate RBM to construct a robust latent image representation
with sparsity structures, and to enhance the distance metric eﬀectiveness by
imposing intra-concept and inter-concept constraints. The experimental res-
ults demonstrate that the proposed method outperforms recent state-of-the-
art methods and gains signiﬁcant improvements over the standard nearest-
neighbour approach on a well-known large social image dataset.
  A derivation of the nonnegative RBM (NRBM), a probabilistic machinery
that has the capacity to discover interpretable parts-based representations
and semantically plausible high-level features for additive data such as im-
ages and texts. The method can also stabilise linear predictive models for
high-dimensional data. In addition, the NRBM can be used to uncover the
intrinsic dimensionality of the data, which is an ability not seen in stand-
ard RBMs. We provide a comprehensive evaluation of the capability of our
model as a representational learning tool on image, text and medical data,
both qualitatively and quantitatively. The decomposition quality on images is
comparable with or better than that produced by the nonnegative matrix fac-
torisation (NMF) (Lee and Seung, 1999), and the thematic features uncovered
from text are qualitatively interpretable in a similar manner to that of the lat-
ent Dirichlet allocation (LDA) (Blei et al., 2003). The learnt features, when
used for classiﬁcation, are more discriminative than those discovered by both
NMF and LDA and comparable with those by RBM. Therefore the NRBM
can be an alternative to the NMF and LDA for a variety of data processing
tasks.
  A systematic approach, a graph-induced RBM, to encode domain-speciﬁc
knowledge into the RBM through prior feature graphs. The graphs encode
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three kinds of data relations: pairwise correlation, pairwise smoothness and
groupwise smoothness. The approach allows the model to capture data struc-
tures better, to support transfer learning from one domain to another, and to
stabilise linear predictive models. We perform comprehensive experiments of
our proposed model in document modelling and patient modelling with a vari-
ety of evaluations: graph construction methods from in-domain, out-domain,
and existing lexical databases. The experimental results demonstrate the ca-
pacity of our method in overﬁtting prevention, generalisation performance on
held-out documents, estimation of intrinsic dimensionality, improvement of
word group coherence with and without transferring prior knowledge, docu-
ment classiﬁcation, word embedding, and stabilising risk factor selection.
  A new way of computing distributions over the tensor space using RBM, res-
ulting in a novel model called tensor-variate RBM (TvRBM). The TvRBM
preserves the multimode structures of the data through multiplicative inter-
actions between modes to capture the factors of variation in the data. The
model is highly compact: the number of mapping parameters grows linearly
rather than exponentially with the number of modes, thus allows learning with
limited data. We comprehensively evaluate the eﬀectiveness of our method on
three applications: handwritten digit classiﬁcation, face recognition, and alco-
holic diagnosis using EEG signals. The learnt features of the model are more
discriminative than those of the comparative baselines, resulting in better clas-
siﬁcation performance.
1.3 Thesis structure
This thesis consists of 8 chapters and supplementary materials in the appendix. The
rest of the thesis is organised as follows:
  Chapter 2 provides a review of literature and background that are related
and essential for further development of our key models. The materials cover
exponential family distributions, graphical models with sampling techniques,
Boltzmann machines, data structures modelling and representation learning.
The exponential family serves as the foundation for the derivations of learning
and modelling individual types for RBM. Foundations of Markov random ﬁelds
and Markov chain Monte Carlo techniques provide insights of RBM from the
viewpoint of probabilistic graphical models. Finally, we present a general
view on the aims of our work, i.e. complex data modelling and representation
learning.
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  Chapter 3 comprehensively reviews the RBM upon which our contributions are
built. The chapter covers modelling, parameter estimation, inference, model
evaluation, type-speciﬁc, structural RBMs and its representation power. The
applications and evolution of the machinery are presented through the deriv-
ations of its variants. Lastly, we discuss the limitations of standard RBMs to
motivate our further research contributions.
  Chapter 4 presents our ﬁrst major improvement over RBMs through patient
proﬁle modelling and probabilistic image retrieval frameworks. Our targets
are to represent comprehensive mixed-type data and to learn representation
under manifold constraints. We seek to contribute novel applications in bio-
medical informatics and image retrieval by presenting our proposed framework
on the diabetes cohort and imagery dataset, and demonstrate eﬃciencies of
our methods by comparing them with several baselines and state-of-the-art
methods. We also discuss the related work and modelling choices as well as
other potentials of the proposed frameworks.
  Chapter 5 addresses the discovery of parts-based representations by intro-
ducing a variant of RBM. We present the derivation and properties of the
so-called nonnegative RBM to learn coherent additive features for nonneg-
ative data, and to stabilise linear predictive models. The experiments focus
on visual receptive ﬁelds learning, textual semantic features discovering, and
model stabilising. Later, we provide an in-depth discussion of the work and
the related literature.
  Chapter 6 proposes a principled way to introduce domain knowledge into
RBMs, focusing on an important class of constraints that arises from a network
of features. We employ a graph-theoretic approach for structure embedding,
resulting in a class of learning methods called graph-induced RBM. Focus-
ing on document modelling and patient modelling, we build word-graphs and
feature-graphs from multiple copra and existing databases, such as WordNet
and domain knowledge. We perform extensive experiments to evaluate the
eﬃcacy of the proposed framework.
  Chapter 7 introduces a novel model called tensor-variate RBM to model the
distribution of tensor data. First, we describe the tensor notations, followed
by model representations and parameter learning of our matrix-variate RBM
and tensor-variate RBM. We then report the experimental results on three
applications: handwritten digit classiﬁcation, face recognition and alcoholic
diagnosis using EEG signals. Discussion on the related literature is provided
at the end of the chapter.
  Chapter 8 summarises the main content of the thesis and outlines future work.
Chapter 2
Related Background
In this chapter we review the literature related to this thesis. As previously stated,
this thesis mainly focuses on structured representation learning using restricted
Boltzmann machines (RBMs). First we brieﬂy describe the exponential family and
its typical distributions that contribute to generalised models of RBMs. Then we
provide fundamental foundations of Markov random ﬁelds, Markov chain Monte
Carlo sampling and general Boltzmann machines. The chapter ends by reviewing
the domains of data structures modelling and representation learning.
2.1 Exponential family
The exponential family is a broad class of discrete and continuous distributions. In
what follows, we explore the general representation of exponential family and then
derive typical distributions that serve as principal components of our models.
2.1.1 Distribution representation
A probability density is said to be in the exponential family if it is of the following
form:
p (x;θ) = h (x) exp
[
θφ (x)− A (θ)] (2.1)
where: x is the vector of random variables; θ denotes the natural or canonical
parameters; φ (x) refers to suﬃcient statistics; and A (θ) is the log-partition or
cumulant function. The function h (x) is independent of the parameter θ. The
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function A (θ) ensures p (x;θ) is a proper density, thus:
A (θ) = log
ˆ
x
h (x) exp
[
θφ (x)
]
dx (2.2)
The log-partition function contributes two key features: the ﬁrst derivative of A (θ)
is equal to the mean of the suﬃcient statistics – φ (x) and the second derivative is
equal to the variance1:
∂A (θ)
∂θ
= E [φ (x)] (2.3)
∂2A (θ)
∂2θ
= Cov [φ (x)] (2.4)
As the covariance can be shown to be positive deﬁnite, the log-partition function is
convex w.r.t the parameter θ.
2.1.2 Maximum-likelihood estimation
Given a datasetD that consists of N i.i.d observation values: D = {x[1],x[2], ...,x[N]},
we wish to ﬁnd an exponential distribution that best describes the data. The most
popular method is based on maximum likelihood (ML) principle in which the log-
likelihood reads:
logL (D;θ) =
N∑
n=1
log p
(
x[n];θ
)
(2.5)
Here we assume that the data is drawn from a distribution parameterised by θ. Thus
our objective is to ﬁnd an optimum θˆ that maximises the log-likelihood function w.r.t
the constraints of the model:
θˆ = argmax
θ
logL (D;θ)
We are interested in two types: fully-observed models and models with latent vari-
ables.
1Proof is provided in Appendix A.
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2.1.2.1 Learning with fully-observed variables
For fully-observed case, the log-likelihood in Equation-(2.5) reads:
logL (D;θ) =
N∑
n=1
[
log h
(
x[n]
)
+ θφ
(
x[n]
)]− NA (θ)
Since −A (θ) is concave and∑Nn=1 θφ (x[n]) is linear in parameter θ space, the log-
likelihood is concave so that it has a unique global maximum. Taking the gradient
of the function w.r.t θ, we obtain:
∂ logL (D;θ)
∂θ
=
N∑
n=1
φ
(
x[n]
)− N∂A (θ)
∂θ
=
N∑
n=1
φ
(
x[n]
)− NE [φ (x)] (2.6)
Here we have used the ﬁrst derivative of log-partition function in Equation-(2.3).
Setting to zero, we obtain:
E [φ (x)] =
1
N
N∑
n=1
φ
(
x[n]
)
(2.7)
We can see that the empirical average of the suﬃcient statistics equals the model’s
theoretical expected suﬃcient statistics. This is also equivalent to the moment
matching approach which can provide the ML solution.
2.1.2.2 Learning with latent variables
For the model with latent variables y, the log-likelihood involves the integral over
the latent space as below:
logL (D;θ) =
N∑
n=1
log
ˆ
y
p
(
x[n],y;θ
)
dy (2.8)
The log-likelihood now contains the sum nested inside a logarithm. In the rest of
this section, we review two methods to maximise this partial data log-likelihood:
expectation maximisation and a gradient-based optimisation.
Expectation maximisation. Expectation maximisation (EM) (Hartley, 1958;
Dempster et al., 1977) is a popular algorithm for maximum likelihood parameter
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estimation with latent variables. The intuition behind EM is iteratively maxim-
ising the lower bound of the data log-likelihood. In each iteration, it alternatively
performs two steps: expectation (E-step) and maximisation (M-step). The E-step
determines a local lower bound of the log-likelihood whilst the M-step optimises the
bound. From this viewpoint, the EM is also considered an alternating minimisation
algorithm – a special form of coordinate descent in a Kullback-Leibler divergence
(Kullback and Leibler, 1951).
Now let us derive the lower bound for data log-likelihood. According to the Jensen’s
inequality, we have:
logL (x;θ) = log
ˆ
y
p (x,y;θ) dy
= log
ˆ
y
q (y | x;θ) p (x,y;θ)
q (y | x;θ)
≥
ˆ
y
q (y | x;θ) log p (x,y;θ)
q (y | x;θ)
=  (q,θ) (2.9)
for any arbitrary distribution q (y | x;θ), also called “averaging distribution”, and
 (q,θ) is an auxiliary function, i.e. the lower bound of the log-likelihood. The EM
is a coordinate ascent on the function  (q,θ) as follows:
E-step: q〈k+1〉 = argmax
q

(
q,θ〈k〉
)
M-step: θ〈k+1〉 = argmax
θ

(
q〈k+1〉,θ
)
At the k-th iteration, the E-step seeks a maximiser of 
(
q,θ〈k〉
)
w.r.t the averaging
distribution given the parameters. Then the M-step, given such distribution, optim-
ises the parameters to increase the lower bound. Then the E-step releases the gap
at the next iteration.
A straightforward solution for the E-step is q〈k+1〉 (y | x) = p
(
y | x,θ〈k〉
)
. Substi-
tuting this into the lower bound function, we have:

(
p
(
y | x,θ〈k〉
)
;θ〈k〉
)
=
ˆ
y
p
(
y | x;θ〈k〉
)
log
p
(
x,y;θ〈k〉
)
p
(
y | x;θ〈k〉
)
=
ˆ
y
p
(
y | x;θ〈k〉
)
log p
(
x;θ〈k〉
)
= log p
(
x;θ〈k〉
)
= logL
(
x;θ〈k〉
)
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From Equation-(2.9), logL (x;θ) is an upper bound of  (q,θ). Thus this is an
optimal solution.
The early development of the EM is presented in (Hartley, 1958). Dempster et al.
(1977) further provide the formalisation and proof of convergence. More recent
developments and applications of EM are presented in (McLachlan and Krishnan,
2007). An alternative approach is to use generalised EM, where we use gradient-
based optimisation methods in the M-step (Koller and Friedman, 2009). The EM,
however, suﬀers from a limitation in that the rate of convergence is typically good on
the ﬁrst few steps, but can become extremely slow when the method approaches local
optima. Thus the EM may require many iterations, and the higher dimensionality
can dramatically slow down the E-step. Furthermore, the EM is known to be very
sensitive to the initialisation.
Gradient-based optimisation. Another approach to maximise the log-
likelihood is gradient-based optimisation. In order to derive the gradient of log-
likelihood function, let us start from the log-partition function in Equation-(2.2).
With presence of latent variables, the function becomes:
A (θ) = log
{ˆ
x
ˆ
y
h (x,y) exp
[
θφ (x,y)
]
dydx
}
Given the observation x, the partial log-likelihood function reads:
A (x;θ) = log
{ˆ
y
h (x,y) exp
[
θφ (x,y)
]
dy
}
(2.10)
Using the ﬁrst derivative properties in Equation-(2.3), we have:
∂A (θ)
∂θ
= Ep(x,y;θ) [φ (x,y)] (2.11)
∂A (x;θ)
∂θ
= Ep(y|x;θ) [φ (x,y)] (2.12)
The log-likelihood in Equation-(2.8) now is2:
logL (D;θ) =
N∑
n=1
[
A
(
x[n];θ
)]− NA (θ) (2.13)
2Proof is provided in Appendix A.
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Taking the derivative of the function w.r.t parameters θ and using the results in
Equations-(2.11,2.12), we obtain:
∂ logL (D;θ)
∂θ
=
N∑
n=1
[
∂A
(
x[n];θ
)
∂θ
]
− N∂A (θ)
∂θ
=
N∑
n=1
Ep(y|x[n];θ)
[
φ
(
x[n],y
)]− NEp(x,y;θ) [φ (x,y)] (2.14)
Finally, the parameters can be updated using gradient ascent as:
θ = θ + η
(
∂ logL (D;θ)
∂θ
)
for a learning rate η > 0.
It can be seen that the gradient ascent iteratively moves its parameters along the
direction of the gradient. Thus the convergence rate of this method signiﬁcantly
depends on the learning rate η and the gradient direction. A better direction towards
the maxima can be determined by combining the gradients of current and previous
iterations, resulting in an algorithm called conjugate gradient (Hestenes and Stiefel,
1952). The conjugate gradient is usually faster than the simple gradient ascent.
However, a common limitation of gradient-based methods is that the learning could
get stuck in local maxima.
2.1.3 Exponential family zoo
Many well-known distributions are members of the exponential family by repres-
enting them in the canonical form as in Equation-(2.1). Table-(2.1) lists typical
distributions including Bernoulli, Gaussian, multinomial and Poisson that support
binary, continuous, categorical and count data respectively. The parameters and
suﬃcient statistics of these distributions will be used to derive our models in sub-
sequent chapters.
Distribution x θ h (x) φ (x) A (θ)
Gaussian R
[ −1/2σ2
μ/σ2
]
1√
2π
[
x2
x
]
−θ22
4θ1
− 1
2
log (−2θ1)
Bernoulli {0, 1} log μ
1−μ 1 x log
(
1 + eθ
)
Multinomial
{0, 1}K∑K
k=1 xk = 1
w = [w1,w2, ...,wK−1, 0]

wk = log
μk
μK
1 x log
(∑K
k=1 e
wk
)
Poisson N log λ 1
x!
x eθ
Table 2.1: Exponential family representations of several well-known distributions.
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2.2 Probabilistic graphical models
The variables in most multivariate statistical modelling tasks are interdependent.
Consider a classic example of home security system. In this system, an alarm can
be activated by two independent causes: burglar and earthquake. In the event of
alarm activation, these two causes become dependent since evidence of earthquake
decreases belief in burglary, and vice versa. Another example is words in a docu-
ment are assumed to be generated by a topic. Under the naive Bayes assumption,
given the topic, words are conditionally independent. Thus it is desirable to design
a representation scheme that is expressive enough to incorporate these interdepend-
encies, and at the same time, provides us with an analytical framework for eﬃcient
learning, reasoning, interpreting and predicting the data.
One popular class of such schemes is probabilistic graphical models (PGMs) which
seamlessly integrate graph theory and probability theory to construct a unifying
framework (Lauritzen, 1996; Wainwright and Jordan, 2008; Koller and Friedman,
2009). The formalism of graphical models can capture the probability distributions
of random variables and their conditional dependence and independence proper-
ties. The PGM provides visualisation tools which oﬀer an eﬃcient way to design
causal reasoning, understand structural insights and develop new models. Following
divide-and-conquer strategy, the method makes some assumptions of independence
to decompose the complex problem into solvable ones.
(a) Directed graphical models. (b) Undirected graphical models.
Figure 2.1: Probabilistic graphical models.
We begin with a summary of fundamental concepts and terminologies in graph
theory. Denote by G = (V , E) a graph constructed by a set of vertices V =
{v1, v2, ..., vN} (also called nodes) and a set of edges E = {(u, v) : u, v ∈ V} (also
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known as links or arcs). An edge (u, v) connects two nodes u and v. This connection
can be directed (u → v) or undirected (u ↔ v) as shown in Figures-(2.1a,2.1b) re-
spectively. For any graph, node v is deﬁned as a neighbour of node u if there exists
an edge connecting from node u to v. The set of neighbours is denoted by neighbour-
hood Nu = {v ∈ V : (u, v) ∈ E}. For example, in Figure-(2.1b), the neighbourhood
of node v4 is {v2, v3, v5, v6, v7, v8}. A path from vi1 to viM : vi1  viM (e.g. v1  v8)
contains a series of nodes vi1 , vi2 , ..., viM ∈ V (v1, v2, v4, v8) with
(
vim , vim+1
) ∈ E
for m ∈ {1, 2, ...,M− 1}. A set of nodes Vˆ ∈ V (e.g. {v4, v5}) separates two nodes
u /∈ Vˆ (v3) and v /∈ Vˆ (v7) if there no longer exists a path from u to v after all nodes
in Vˆ are removed from the graph.
Regarding probability theory, given a set of random variables X =
{X1, X2, ..., XN}, the general aim is to model a joint probability distribution
p (X1 = x1, X2 = x2, ..., XN = xN) wherein xn denotes the realisation or value of
random variables Xn. To simplify our presentation, we use the short expression
p (x1, x2, ..., xN) to imply p (X1 = x1, X2 = x2, ..., XN = xN). The conditional prob-
ability of two variables xi and xj can be computed using Bayes’ rule as:
p (xi | xj) = p (xj | xi) p (xi)
p (xj)
Based on Bayes’ rule, the chain rule reads that the joint distribution of all variables
can be derived using arbitrary order of the variables as follows:
p (x1:N) = p (xi1) p (xi2 | xi1) p (xi3 | xi1:2) ...p
(
xiN | xi1:N−1
)
(2.15)
where {i1, i2, ..., iN} is an arbitrary permutation of {1, 2, ...,N}. Consider three
variables xi, xj, xk, two variables xi and xj are conditionally independent given xk:
xi ⊥ xj | xk, if and only if the following property is held:
p (xi, xj | xk) = p (xi | xk) p (xj | xk) (2.16)
Three core subsequent tasks are: (i) parameterising the joint distribution; (ii) learn-
ing such parameters; and (iii) using the learnt distribution to perform inference. One
can use conditional probability tables which are parameterised to represent the dis-
tribution. However, even in the simplest case where all variables are binary (realise
0 or 1), the distribution requires at least 2N parameters. This number of para-
meters is unmanageable in all aspects such as memory requirement, computational
complexity, statistical scale and human cognition.
In practice, the variables often realise several conditional independence properties.
These can be used to represent high-dimensional distribution much more compactly.
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One eﬃcient solution is to integrate the probability distribution into a graphical
model. We associate set X of random variables with set V of vertices of graph G in
which xn is attached to vn for n = {1, 2, ...,N}. The edges of the graph now represent
the probabilistic relationships among these variables. One of the most important
independence properties of PGMs is the conditional independence (CI). The CI says:
two sets of variables are independent of each other given some conditions such as
the connections between these two sets are blocked. This is intensively exploited in
the next section.
There are two main types of graphical models: Bayesian networks (directed graphical
models) and Markov random ﬁelds (MRF – undirected graphical models). The
Bayesian networks are designed to capture direct conditional dependencies whilst
the MRFs model interaction strength among variables. Note that another type of
graph called factor graph can be constructed from these two types of graphs. In
what follows we describe the MRFs which are the most related to our key models.
2.3 Undirected graphical models
Undirected graphical models (UGMs) are a class of probabilistic graphical models
whose edges have no orientations. In UGMs, a clique3 is a set of nodes wherein two
arbitrary nodes are connected. The number of nodes indicates the clique size, i.e.
bigger clique has more nodes. A maximal clique is a clique into which we cannot
add any node without losing the clique property. In Figure-(2.1b), {v3, v4, v5} is a
maximal clique whilst {v4, v6, v7} is not since we still can add node {v8} to form a
bigger clique.
Let us have an undirected graph G = (V , E) with associated set X of random vari-
ables and the distribution p as given in Section 2.2. For simplicity, xi is also con-
sidered the vertex vi. The graph becomes a Markov random ﬁeld (MRF) (Lauritzen,
1996; Darroch et al., 1980) if the joint distribution p meets the requirement of local
Markov property, i.e. any random variable is conditionally independent of all other
variables given its neighbourhood:
xi ⊥ xj | Nxi with xj /∈ Nxi (2.17)
The set of neighbours of a node deﬁnes the Markov blanket for that node. Note that
this is diﬀerent from directed graphical models where the Markov blanket has “co-
parent” nodes. Two other key CI features of MRF are: pairwise and global Markov
3clique is not deﬁned in directed graphs.
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properties. Based on the local Markov property, the pairwise Markov property is
easily inferred: two non-adjacent variables are conditionally independent given the
rest. In symbols, this is written as:
xi ⊥ xj | X \ {xi, xj} ⇔ (xi, xj) /∈ E
The global Markov property states that given three disjoint sets of nodes A, B and
C, we obtain the conditional independence: A ⊥ B | C if C blocks any path A from
B in the graph G. This means that every path from a node in A to a node in B
passes through at least one node in C. For example, from the graph in Figure-(2.1b),
we have: {v1, v2} ⊥ {v6, v7, v8} | {v4, v5}. This can be inferred from the CI of three
variables in Equation-(2.16).
The CI properties of MRF are simpler yet more ﬂexible than the directed graphical
models. The directed models are restricted to conditional distributions that capture
the dependences of variables on their parents. The undirected ones can capture
arbitrary subsets of nodes. Thus undirected models are widely used for the data
wherein the variables do not have a natural order. In terms of modelling, however,
representing joint distribution for an MRF is less straightforward than for a directed
graphical model. To construct the joint distribution over an MRF, we deﬁne a non-
negative potential function, also known as compatibility function or factor, for each
maximal clique. The joint distribution is then admitted by multiplicatively com-
bining clique potentials and renormalising them. More formally, the construction
follows Hammersley-Cliﬀord theorem (Lauritzen, 1996) stated below.
Theorem 1 (Hammersley-Cliﬀord). A positive distribution p (X ) > 0 satisﬁes
Markov properties represented by an undirected graph G if and only if p is factorised
over G as a product of potential functions, one per maximal clique:
p (X ) = 1Z
C∏
c=1
ψc (Xc)
where C is the number of maximal cliques of graph G, ψc (Xc) is the potential function
for clique c whose nodes are Xc and Z =
∑
X
∏C
c=1 ψc (Xc) is the partition function.
The partition function Z sums over all possible states of variables to ensure the joint
distribution is proper, that is, its sum over variables space equals 1.
If the potential function ψc is strictly positive: ψc > 0 for all c ∈ {1, 2, ...,C}, we
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can rewrite the joint distribution as follows:
p (X ) = 1Z
C∏
c=1
elogψc(Xc)
=
1
Z e
−∑Cc=1 E(Xc)
where E (Xc) is the energy associated with the variables in clique c: E (Xc) =
− logψc (Xc). Thus a state with low energy has high probability. This joint distri-
bution is also known as a Gibbs distribution. Models admitting this distribution are
also called energy-based models. The energy-based models are popular in physics,
biochemistry and some other machine learning ﬁelds (LeCun et al., 2006).
We can further factorise the clique potentials into products of smaller sub-potentials,
rather than the maximal cliques. For many practical applications such as image
modelling, we often use pairwise and singleton potentials. Parameterising to the
edges and nodes of the graph, the distribution reads:
p (X ) = 1Z
∏
xi∈X
ψi (xi)
∏
(xi,xj)∈E
ψij (xi, xj) (2.18)
This is called pairwise MRF. One example is the Boltzmann machine (Ackley et al.,
1985), a pairwise MRF with the hidden and visible nodes (cf. Figure-(2.2) in Sec-
tion 2.5).
2.3.1 Parameter estimation of MRFs
As mentioned in Section 2.2, learning parameters is one of the key problems for prob-
abilistic graphical models. In this section, we discuss how to estimate the statistics
and parameters for MRFs. Parameter estimation of MRFs follows the standard
way of estimating the parameters for statistical models, i.e. maximum-likelihood
estimation. Consider an MRF under log-linear form, it follows the following Gibbs
distribution:
p (x;θ) =
1
Z (θ) exp
(
C∑
c=1
θc φc (x)
)
where φc (x) is the function applied to variables in clique c which is parameterised
by θc and θ = {θ1,θ2, ...,θC} is the set of parameters of the whole graphical model.
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The probability distribution can be rewritten as follows:
p (x;θ) = exp
[
C∑
c=1
θc φc (x)− A (θ)
]
wherein A (θ) = logZ (θ) is the log-partition function. We can see that this MRF
is in the exponential family as its probability density functions are of the canonical
form in Equation-(2.1). In Section 2.1.2, we have shown that this function is concave
in parameter space θ. Thus the model has a unique global maximum which can be
found using gradient-based optimisers.
2.3.1.1 Learning with fully-observed data
Given a dataset D of N i.i.d observation values: D = {x[1],x[2], ...,x[N]}, based on
Equation-(2.6), the gradient of log-likelihood for the log-linear MRF is:
∂ logL (D;θ)
∂θc
=
N∑
n=1
φc
(
x[n]c
)− NE [φc (x)]
The ﬁrst term is sometimes called clamped term wherein x is tied to the observations
x[1:N]. The second term is called unclamped term, free term or contrastive term as
the variable x does not depend on the observed data. In each gradient step, we have
to compute the free term. This is done by performing inference in the model which
is another key problem in PGM as mentioned in Section 2.2. Unfortunately, this
computation makes training MRFs much slower than training directed graphical
models. We will reﬂect this problem at the end of this section after introducing
more variables into the model.
We can rewrite the gradient of log-likelihood as below:
∂ logL (D;θ)
∂θc
= Epdata [φc (x)]− Epmodel [φc (x)]
in which Epdata is the data expectation or the expectation according to empirical
distribution and Epmodel is the model expectation. The ML solution is given by
setting the gradient to zero:
Epdata [φc (x)] = Epmodel [φc (x)]
This is also known as moment matching when the empirical distribution matches
the model’s expectation (cf. Section 2.1.2.1).
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2.3.1.2 Learning with missing data
Now suppose that the model contains missing data or hidden variables y. The MRF
admits the following distribution:
p (x,y;θ) =
1
Z (θ) exp
(
C∑
c=1
θc φc (x,y)
)
The exponential family form still holds. According to Equation-(2.14) in Sec-
tion 2.1.2.2, the gradient of log-likelihood now reads:
∂ logL (D;θ)
∂θc
=
N∑
n=1
E
yc|x[n]c ;θc
[
φc
(
x[n]c ,yc
)]− NExc,yc;θ [φc (xc,yc)] (2.19)
Similar to the one in fully-observed case, the ﬁrst term is data expectation computed
by clamping the visible nodes to their observed values. The second term is model
expectation computed by letting visible nodes be free. Both computations, however,
require marginalising over hidden states yc. Consider the simplest case where K
hidden variables are binary, the hidden space is 2K. For a small K = 20, the exact
inference may be feasible in the sense that it takes acceptable computational time.
However, when the number of hidden variables grows as seen in real-world tasks, it
becomes intractable.
2.3.2 Probabilistic inference
To avoid the computational burden of computing expectations, an eﬃcient approx-
imation inference is needed. One important class of such inference methods is the
sampling-based method. Sampling is widely used in physics and statistics. The
basic idea is to draw a suﬃciently large number of samples from a distribution and
use their frequency to approximate the distribution. Sampling from an undirected
graphical model, however, is generally infeasible since it must perform in an expo-
nential state space of variables. A general framework called Markov chain Monte
Carlo (MCMC) is often used to solve this problem (Neal, 1993). We will provide a
concise introduction on MCMC in the next section.
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2.4 Markov chain Monte Carlo
This section introduces the basic concepts of Markov chains and MCMC theory.
More details can be found in textbooks (Koller and Friedman, 2009) and previ-
ous literature (Neal, 1993). We then describe Gibbs sampling, a popular MCMC
technique, followed by parallel tempering, a more advanced method.
Generally, the MCMC allows performing sequential sampling in a smaller space.
The method assumes that sampling from a target distribution is equivalent to sim-
ulating a Markov chain which has the target distribution as its unique stationary
distribution.
2.4.1 Markov chains
Here we consider discrete-time Markov chain which is a time discrete stochastic
process consisting of a set of states and transition probabilities. The chain is assumed
to follow the Markov property. More speciﬁcally, the current state is assumed to
hold all information for the next state. In other words, the next state depends
solely on the current state rather than previous ones. The conditional independence
statement reads:
p
(
x〈t〉 | x〈t−1〉,x〈t−2〉, ...,x〈1〉) = p (x〈t〉 | x〈t−1〉)
where x〈t〉 is the state of variables at time t. This property is also called “memory-
lessness” in which the past information is discarded.
Suppose we have a transition probability τ (x˜ | x) of the new state x˜ from the
current state x and a probability distribution p〈t〉 (x) over the states at time t.
The probability distribution p〈t+1〉 (x) can be fully speciﬁed by:
p〈t+1〉 (x) =
∑
x˜∈Ω
p〈t〉 (x˜) τ (x | x˜)
wherein Ω is the ﬁnite set of states. If the transition probability does not change
over time, the chain is called homogeneous Markov chain. A distribution pˆ (x) is
called the stationary distribution if pˆ (x) =
∑
x˜ pˆ (x˜) τ (x | x˜). Once the chain has
reached the stationary distribution at time tˆ: p〈tˆ〉 (x) = pˆ (x), it is considered to be
mixed and all subsequent simulations will stay the same, i.e. p〈tˆ+n〉 (x) = pˆ (x) for
all n ∈ N. The stationary distribution is invariant w.r.t the chain, thus also called
the invariant distribution or equilibrium distribution. The period from the beginning
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to the mixed time t is called burning-time, and the period after that called mixing-
time. To meet the invariant requirement, we need to design a transition probability
τ satisfying the detailed balance condition as follows:
pˆ (x1) τ (x0 | x1) = pˆ (x0) τ (x1 | x0)
for arbitrary x0 and x1. This ensures the stationary or target distribution pˆ is
invariant under the Markov chain.
When running a Markov chain, we often start with an initial distribution p〈0〉 (x).
Diﬀerent initial distributions may render the chain to reach diﬀerent stationary
distributions unless the chain is ergodic, that is:
p〈t〉 (x) = pˆ (x) as t → ∞, ∀p〈0〉
The ergodic property ensures that we always end up with the target distribution for
any initial distribution. Practically, we usually consider a “one-hot” distribution to
be the initial distribution. In one-hot distribution, a single state gets the probability
mass 1 and others 0. Then we start the sampling simulation of the chain. Eventually,
we obtain the stationary distribution which is equivalent to the target distribution.
From there on, we collect the samples. The invariant property ensures that the state
transition will not move away from the stationary distribution. It is noteworthy to
mention that these samples are not necessarily independent.
2.4.2 Metropolis-Hastings
In some cases, direct sampling from the target distribution pˆ (x) is not straightfor-
ward. A proposal distribution q is introduced as an intermediate one which can
eﬃciently provide samples. This technique, called Metropolis-Hastings (Metropolis
et al., 1953; Hastings, 1970), is one important class of MCMC methods. Metropolis-
Hastings method assumes that the target distribution can be computed up to the
normalisation constant. The formal representation is as follows.
The transition probability is now deﬁned as:
τ (x˜ | x) = q (x˜ | x)α (x˜,x) (2.20)
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where α (x˜,x) denotes the acceptance probability given by:
α (x˜,x) = min
(
1,
p (x˜) q (x | x˜)
p (x) q (x˜ | x)
)
(2.21)
where p (x) is the unnormalised probability: pˆ (x) = p
(x)´
p(x¯)dx¯
. Samples are collec-
ted from proposal distribution q with the transition operator in Equation-(2.20),
following the procedure presented in Algorithm-(2.1).
Algorithm 2.1 Metropolis-Hastings.
Input:
1: Initial state x〈0〉
2: The unnormalised distribution p
3: The proposal distribution q
4: The maximum number of proposal M
1: S ← ∅ {empty set}
2: for t = 1, ...,M do
3: x˜ ∼ q (x |x〈t−1〉)
4: compute α
(
x˜,x〈t−1〉
)
using Equation-(2.21)
5: β ∼ U (0, 1) {uniform distribution}
6: if α
(
x˜,x〈t−1〉
) ≥ β then
7: S ← S ∪ x˜
8: x〈t〉 ← x˜
9: end if
10: end for
Output: S
2.4.3 Gibbs sampling
One particular form of the Metropolis-Hastings method is Gibbs sampling (Geman
and Geman, 1984). Gibbs sampling is one the most popular MCMC techniques for
drawing samples from the joint distribution of a multivariate model. It is important
for Boltzmann machines and RBMs as they admit Gibbs distributions.
The Gibbs sampling is a simple yet eﬀective technique. The basic idea is to sample
the variables of the current Markov chain turn-by-turn to construct a new chain.
Each variable is updated using its conditional probability given the state of the
others. Thus instead of sampling the joint distribution p (x), we cyclically sample
the conditional distribution of each variable. For a pairwise MRF as in Equation-
2.4. Markov chain Monte Carlo 25
(2.18), we draw samples for each variable as follows:
xˆi ∼ p (xi | Nxi)
∝ ψi (xi)
∏
xj∈Nxi
ψij (xi, xj)
Recall that Nxi is the neighbourhood of node xi in the graphical model (cf. Sec-
tion 2.2). This local sampling is easy to perform since it involves only xi ∈ X and
a ﬁxed set of its neighbours. After a value is sampled, xi is assigned to that value
and another node is sampled.
Consider a proposal distribution q (x) in Metropolis-Hastings assigned by:
q (x˜ | x) = p (x˜i | x¬i)
= p (x˜i | Nxi)
where x¬i denotes the set X without the element xi, and the derivation is based on
the local Markov property in Equation-(2.17). In each sampling step, x¬i is kept
invariant when we draw a sample x˜i for the i-th element, thus x¬i = x˜¬i. So we
have:
p (x˜) q (x | x˜)
p (x) q (x˜ | x) =
p (x˜i | x˜¬i) p (x˜¬i) p (xi | x˜¬i)
p (xi | x¬i) p (x¬i) p (x˜i | x¬i) = 1
We can see that the acceptance probability α in Equation-(2.21) is always 1. Thus
we keep every sample produced by Gibbs sampling.
2.4.4 Parallel tempering
A more advanced variant of MCMC is parallel tempering (PT) (Earl and Deem,
2005). The PT, when ﬁrst introduced, is called replica Monte Carlo simulation
(Swendsen and Wang, 1986). The idea is to enable samples to be drawn from
multiple modes of model distribution rather than one mode. The method collects
samples from multiple supplementary Gibbs chains with diﬀerent temperatures. The
term temperatures denote the levels of energy of the overall system. More formally,
let us have an ordered sequence of T + 1 inverse temperatures:
0 = α0 < α1 < ... < αt < ... < αT−1 < αT = 1
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We create a set of T + 1 stationary distributions:
pt (x) =
1
Ztp
 (x) αt (2.22)
for t = 1, ...,T and Zt =
∑
x p
 (x)αt is the corresponding partition function. We
run a tempered Markov chain for each distribution. At a higher temperature (lower
inverse temperature), the distribution is smoother and the mixing rate of Gibbs
chain is better. When the inverse temperature is zero (at α0 = 0), the distribution
becomes uniform, resulting in the stationary distribution being reached after just
one sampling step. We, however, are interested in the target distribution at low
temperature αT = 1 rather than the ones at high temperatures. The challenge is to
take advantages of well-mixing chains at high temperatures to achieve an eﬃcient
sampling scheme.
For each tempered Markov chain, we can perform m Gibbs sampling steps. We
then collect the samples
{
x〈0〉,x〈1〉, ...,x〈T〉
}
from these chains. For every pair (with
index (i, j)) of resulted samples from two separated chains, the swap probability is
calculated based upon the Metropolis rule (MacKay, 2003):
pswap (i, j) = min
{
1,
pi
(
x〈j〉
)
pj
(
x〈i〉
)
pi (x〈i〉) pj (x〈j〉)
}
(2.23)
Substituting the probability in Equation-(2.22) into 2.23, we obtain:
pswap (i, j) = min
{
1, exp
[
(αi − αj)
(
log p
(
x〈j〉
)− log p (x〈i〉))]} (2.24)
Next we perform swapping with a certain order according to the probability given
in Equation-(2.24). One eﬀective swapping strategy is to exchange samples from
two successive chains (i, i+ 1) (Desjardins et al., 2010). This scheme works well
in practice (Lingenheil et al., 2009). The sampling in tempered Markov chains can
run in parallel for a number of samples. We collect the sample of Markov chain at
true temperature αT = 1, and use this sample as that of the original distribution.
Algorithm-(2.2) describes the pseudocode of parallel tempering.
2.5 Boltzmann machines
Boltzmann machine (Ackley et al., 1985) is a particular form of log-linear MRF.
More formally, the machine contains a vector of N visible units v = [vn]N and a
vector of K hidden units h = [hk]K. The hidden units model complex, higher-order
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Algorithm 2.2 m-step parallel tempering with T temperatures.
Input:
1: The unnormalised distribution p
2: Current state x[t] of Markov chain with stationary distribution pt for t = 1, ...,T.
1: for t = 1, ...,T do
2: x[t]〈0〉 ← x[t]
3: for i = 0, ...,m− 1 do
4: x[t]〈i+1〉 ∼ pt
[
x[t]〈i〉
]
5: end for
6: x[t] ← x[t]〈m〉
7: end for
8: /* heuristic swapping (Desjardins et al., 2010) */
9: for all t ∈ (s | 2 ≤ s ≤ T and smod 2 = 0) do
10: α ∼ U (0, 1) { /* uniform distribution */ }
11: if pswap (t− 1, t) > α then
12: swap
(
x[t]〈m〉
)
with
(
x[t−1]〈m〉
)
13: end if
14: end for
15: for all t ∈ (s | 3 ≤ s ≤ T and smod 2 = 1) do
16: α ∼ U (0, 1) { /* uniform distribution */ }
17: if pswap (t− 1, t) > α then
18: swap
(
x[t]〈m〉
)
with
(
x[t−1]〈m〉
)
19: end if
20: end for
Output: x[T]〈m〉
correlations among visible units. See Figure-(2.2) for an illustration of BM.
Suppose that all units are stochastic binary, i.e. v ∈ {0, 1}N and h ∈ {0, 1}K, the
model assigns the following energy for a joint conﬁguration (v,h):
E (v,h;ψ) = −
(
av + bh+ vWwh+
1
2
vWvv +
1
2
hWhh
)
(2.25)
where ψ = {a,b,Ww,Wv,Wh} is the set of parameters, a = [an]N ∈ RN, b =
[bk]K ∈ RK are visible and hidden biases respectively, and Ww = [wwnk]N×K ∈ RN×K,
Wv = [wvnn]N×N ∈ RN×N, Wh = [whkk]K×K ∈ RK×K represent the weight matrices
associated with the edges which connect hidden and visible units, with those among
the visible units and with those among hidden units respectively. The BM admits
the Gibbs distribution to the joint conﬁguration as below:
p (v,h;ψ) =
1
Z (ψ)e
−E(v,h;ψ) (2.26)
in which Z (ψ) again is the partition function or normalisation factor given by
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Figure 2.2: Graphical model of a Boltzmann machine that models joint distribution
of N visible units and K hidden units. The connections are undirected and shaded
nodes are observed.
summing over all possible states pairs of visible and hidden units:
Z (ψ) =
∑
v,h
e−E(v,h;ψ)
The conditional probabilities over visible and hidden units read:
p (vn = 1 | v¬n,h;ψ) = sig
(
an +
K∑
k=1
wwnkhk +
∑
i =n
wvnivi
)
p (hk = 1 | v,h¬k;ψ) = sig
(
bk +
N∑
n=1
wwnkvn +
∑
j =k
whkjhj
)
wherein sig (x) = 1/1+e−x is the logistic sigmoid function, x¬i denotes a vector x
without the element xi.
Following the parameter learning of MRF in Section 2.3.1, more exact Equation-
(2.19), the gradient of log-likelihood of BM is given by:
∂ logL (D;ψ)
∂ψ
= −Ep(h|v;ψ)
[
∂E (v,h;ψ)
∂ψ
]
+ Ep(v,h;ψ)
[
∂E (v,h;ψ)
∂ψ
]
Note that this is the marginal log-likelihood computed by marginalising out the hid-
den units as in Equation-(2.8). The parameters are updated by performing gradient
ascent as follows:
ww ← ww + η (Ep(h|v;ψ) [vh]− Ep(v,h;ψ) [vh])
wv ← wv + η (Ep(h|v;ψ) [vv]− Ep(v,h;ψ) [vv])
wh ← wh + η (Ep(h|v;ψ) [hh]− Ep(v,h;ψ) [hh])
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a ← a + η (Ep(h|v;ψ) [v]− Ep(v,h;ψ) [v])
b ← b + η (Ep(h|v;ψ) [h]− Ep(v,h;ψ) [h])
where η > 0 is a learning rate, Ep(h|v;ψ) [·] denotes the expectation w.r.t the
completed data distribution pdata (v,h;ψ) = p (h | v;ψ) pdata (v), with pdata (v) =
1
N
∑N
n=1 δ (v − vn) is the empirical distribution, and Ep(v,h;ψ) [·] is the expectation
w.r.t the model distribution in Equation-(2.26). Ep(h|v;ψ) [·] is often called the data-
dependent expectation, Ep(v,h;ψ) [·] the model expectation. This approach is originally
proposed by Hinton and Sejnowski (1983).
Similar to parameter estimation of MRF discussed in Section 2.3.1, the exact compu-
tations of data-dependent expectation and model expectation are infeasible because
the former requires the sum over an exponential number of hidden units, and the
latter must sum over exponential numbers of hidden and visible units. The Gibbs
sampling is proposed to approximate these two expectations (cf. Section 2.4.3). In
this model, we must run two separate Markov chains: one to estimate Ep(h|v;ψ) and
one for Ep(v,h;ψ). As the Gibbs chains may need to explore a highly multimodal en-
ergy landscape, especially for estimating the model’s expectation, their mixing-rates
would be very poor. Thus the learning would take a very long time to complete.
Restricting Wv and Wh to zeros, we obtain the restricted Boltzmann machine
(RBM) upon which our key models are based. Computing the data-dependent
expectation of RBM is straightforward, but infeasible for model expectation. A
method called contrastive divergence is introduced to approximate eﬃciently the
model expectation (Hinton, 2002). This will be reviewed in the next chapter.
2.6 Structured modelling
In this section we review typical methods in literature to model data structures. We
address ﬁve orthogonal structural aspects of data arising from mixed types, data
manifolds, coherent thematic parts, underlying relations and multiway data.
2.6.1 Mixed types
The ﬁrst structure aspect involves mixed types seen in complex data. Mixed types of
data have been investigated under various names such as mixed outcomes, mixed re-
sponses, multitype and multimodal data. These have been well-studied in statistics
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(Sammel et al., 1997; Catalano, 1997; Dunson, 2000; Shi and Lee, 2000; Dunson and
Herring, 2005; McCulloch, 2008; Song et al., 2009; de Leon and Wu, 2011; Murray
et al., 2013). Sammel et al. (1997) generalise a class of latent variable models that
combines covariates of multiple outcomes using generalised linear model. The model
does not require the outcomes coming from the same family. It can handle multiple
latent variables that are discrete, categorical or continuous. Similarly, Dunson (2000,
2003) apply separate generalised linear models for each observed variable. Ordinal
and continuous outcomes can also be jointly modelled in another way (Catalano,
1997). Ordinal data, ﬁrst, is observed by continuous latent variable. Then, continu-
ous data and these latent variables oﬀer a joint normal distribution. Conﬁrmatory
factor analysis using Monte Carlo expectation maximisation is applied to model
mixed continuous and polytomous data (Shi and Lee, 2000).
In short, the existing literature on mixed data modelling oﬀers three approaches:
the ﬁrst is to specify the direct type-speciﬁc conditional relationship between two
variables (e.g. McCulloch, 2008); the second is to assume that each observable is
generated from a latent variable (latent variables then encode the dependencies)
(e.g. Dunson and Herring, 2005); and the third is to construct joint cumulative
distributions using copula (e.g. Song et al. (2009); de Leon and Wu (2011)). The
drawback of the ﬁrst approach is that it requires far more domain knowledge and
statistical expertise to design a correct model even for a small number of variables.
The second approach lifts the direct dependencies to the latent variables level. The
inference is much more complicated because we must iterate over an exponential
number of states of latent variables. All approaches are, however, not very scalable
to realistic setting of large-scale datasets.
2.6.2 Data manifolds
It is well-known that data in high dimensions do not distribute evenly across all
dimensions. Often they organise around only a few intrinsic dimensions, forming
a geometrical structure known as manifolds (Bengio et al., 2013). These manifolds
govern the local arrangement of data points. Thus the second structure arises from
such data manifolds.
Learning data manifold is to learn a low-dimensional embedding of the vicinity
of latent manifolds. This may suggest learning the distance between data points.
Indeed, learning the projective mapping of manifold is similar to learning a distance
metric (cf. the proof of relationship in Appendix A). Therefore we address the data
manifold learning as distance metric learning problem.
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There are several works which have attempted to solve the distance metric learn-
ing problem (Goldberger et al., 2004; Hertz et al., 2004; Weinberger et al., 2006;
Yu et al., 2006; Tao et al., 2006; Tran et al., 2012c). These work broadly follow
two main directions: (i) creating a new distance function from classiﬁers and (ii)
improving distance function for retrieval technique such as k-NN. An example in
the ﬁrst direction is neighbourhood component analysis (NCA) (Goldberger et al.,
2004). The NCA introduces a distance metric learning algorithm to improve k-NN
classiﬁcation. Mahalanobis distance is improved by minimising the leave-one-out
cross-validation error. Unfortunately, it is diﬃcult to compute the gradient because
it uses softmax function to incorporate the probabilistic property into distance func-
tion. In the second approach, Weinberger et al. (2006) introduce the so-called “large
margin nearest neighbour” in which the objective function consists of two terms: one
shortens the distance between each input and its target neighbours whilst the other
enlarges the gap from each point to diﬀerent labelled ones. This method thereby
requires labelled samples. Using the label information, the distance metric learn-
ing method proposed in (Tran et al., 2012c) enforces the connections between data
points sharing the same labels.
2.6.3 Coherent thematic parts
The next structural aspect of data are coherent thematic parts underlying nonneg-
ative data, e.g. those found in images and text. Coherent thematic parts include
parts-based and additive nature of the data. These parts-based representations are
perceptually intuitive. For example, if individual parts of a facial image (e.g. eyes,
nose, mouth, forehead) are discovered, it would be easy to construct the face from
these parts.
One of the best known techniques to achieve parts-based representation is nonneg-
ative matrix factorisation (NMF) (Lee and Seung, 1999). Given a nonnegative data
matrix V ∈ RN×K, the NMF attempts to factorise into two low-rank real-valued
nonnegative matrices: the basis W ∈ RN×M and the coeﬃcient H ∈ RM×K, i.e.
V ≈ WH. Each column of the basis matrix is a learnt feature, which could be
sparse under appropriate regularisation (Hoyer, 2004). The nonnegative constraints
on three matrices (data, basis and coeﬃcient) make the method: (i) well-suited for
many applications (e.g. collaborative ﬁltering, count data modelling) which require
the data to be nonnegative; (ii) useful for parts-based representation learning (Lee
and Seung, 1999); (iii) providing purely additive representations without any sub-
tractions. The NMF, however, has a fundamental drawback: it does not generalise
to unseen data since there is no mechanism by which a new data point can be gen-
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erated from the learnt model. Instead, new representations must be learnt from the
expensive “fold-in” procedure.
Recently, there has been work closely related to NMF that does not require re-
estimation on unseen data (Lemme et al., 2012). In this work, the nonnegativity
and sparsity are integrated in a shallow neural network, resulting in the so-called
autoencoder structure (AE). The general idea is to combine nonnegative and sparse
encodings with positively restricted layer-based weights to construct palindromic
two-layer AE. In particular, the coeﬃcient matrix H is replaced by the mapping
from the data itself, that is H = σ
(
WV
)
. Hence the data is now factorised in
encoding fashion, that is V ≈ Wσ (WV), where σ(x) is a vector of element-wise
nonlinear transforms and W is nonnegative. The learning aims to minimise the
reconstruction errors of data.
2.6.4 Underlying relations
The fourth structural aspect is underlying relations among data dimensions encoded
as a feature-graph. Previous work has also suggested feature-graphs as regularisers
(Li and Li, 2008; Sandler et al., 2009; Fei et al., 2010) in the context of supervised
learning. Feature correlations have also been incorporated into LDA models (New-
man et al., 2011; Zhai et al., 2011). More expressive knowledge can be encoded
through ﬁrst-order logic (Andrzejewski et al., 2011) or diversity (Kwok and Adams,
2012).
The feature-graph is also referred to as the feature network. The network-based
approach to structural constraints appears to be the resemble recent graph analysis.
Most of the regularisation utilising feature networks is under the supervised setting
(Li and Li, 2008; Sandler et al., 2009; Fei et al., 2010). The idea is that the highly
correlated features are encouraged to have similar weights.
2.6.5 Tensors – multiway data
Finally, tensors comprise the ﬁfth structural aspect. Tensors involve multiple modes
rather than a single mode as in traditional ﬂat vectors (e.g. EEG signals represented
as 〈channel, time, frequency〉). The multiway data modelling problem is well-studied.
The most popular approach is to treat the entire dataset as a (N + 1)-mode tensor
and apply tensor decomposition methods. Two most well-known techniques are the
Tucker decomposition (Tucker, 1963) and PARAFAC (Carroll and Chang, 1970).
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More recently, variants have been introduced, including 2D nonnegative matrix fac-
torisation (2DNMF) (Zhang et al., 2005), nonnegative Tucker decomposition (Kim
and Choi, 2007), and nonnegative tensor factorisation (Shashua and Hazan, 2005).
Probabilistic interpretation has subsequently been introduced, notably the probab-
ilistic Tucker decomposition (Chu and Ghahramani, 2009) and its nonparametric
Bayesian extension (Xu et al., 2012b).
For data points in the matrix form (e.g. 2D images), well-known methods include
2D principal components analysis (2DPCA) (Yang et al., 2004) and 2D linear dis-
criminant analysis (2DLDA) (Ye et al., 2004). These are also linear methods with
strong assumptions of Gaussian noise. Another method is factor analysis (FA) where
a small set of latent factors is assumed to generate visible variables. Its matrix and
tensor extensions have been introduced in recent years: matrix-variate FA (MVFA)
(Xie et al., 2008), and the tensor analyser (Tang et al., 2013).
2.7 Representation learning
Representation learning has recently become a distinct area in machine learning
after a long time being underneath the subdomain of “feature learning”. This is
evidenced through the recent appearance of the international conference on learn-
ing representation (ICLR4), following a series of workshops in NIPS/ICML (Bengio
et al., 2013). Existing approaches of learning representation can be broadly clas-
siﬁed into three categories: designing hand-crafted features, learning kernels and
learning high-level representations. In kernel learning approach, the algorithms may
use ﬁxed generic kernels such as Gaussian kernel, design kernels based on domain
knowledge, or learn combined kernels from multiple base kernels (Scho¨lkopf et al.,
1999). These methods often use “kernel tricks” to substitute the kernel functions
for the mapping functions that transform data into their new representations on the
feature space. Thus the kernel machines do not deﬁne explicit mapping functions,
and as a result do not directly produce representations for data. An alternative way
is to pretrain a deep belief network (Hinton et al., 2006) to obtain deterministic non-
linear transformations that compute the new representations for data. Then these
transformations are ﬁne-tuned by a Gaussian process kernel machine (Hinton and
Salakhutdinov, 2008). Here learning algorithms for deep architectures is equivalent
to learning a good feature space for kernel machines. The kernel-based techniques
are not widely used in representation learning, thus are not further discussed.
4http://www.iclr.cc/doku.php
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In what follows we review the remaining two categories: designing hand-crafted
features and learning high-level representations. The former manually designs the
features whilst the latter automatically learns them.
2.7.1 Hand-crafted features
The ﬁrst approach is to directly use either raw data or features extracted from them.
These features are extracted from feature selection frameworks with or without
domain knowledge. The original data and extracted features can be preprocessed
by scaling or normalising, but not projecting onto other spaces.
Normally, the feature selection frameworks are designed by hand. Hand-crafted fea-
ture extraction relies on the design of preprocessing pipelines and data transforma-
tions. For example, one attempts to detect basic features (or artefacts) from imagery
such as edges, corners, blobs, ridges, curvature. These features are represented by
receptive ﬁelds or ﬁlters such as Gabor ﬁlters and Haar wavelets. Typical examples
are GIST (Oliva and Torralba, 2006) and SURF (Bay et al., 2006) descriptors. The
GIST features use Gabor ﬁlters to detect artefacts. The features describe the whole
image using ﬁxed sized representations. The SURF uses Haar wavelet responses
around interest points to detect Hessian blobs. These detected simple features can
then be combined to form more abstract features, e.g. lines, circles, ellipses, active
contours.
Using a pooling step after this combination, we obtain more recent, invariant
descriptors, e.g. scale-invariant feature transform (SIFT) (Lowe, 2004) and histo-
grams of oriented gradients (HOG) (Dalal and Triggs, 2005). The SIFT ﬁrst detects
the basic features by computing the diﬀerence of Gaussian spatial pyramids around
points of interest, and then counts these features. Diﬀerent from the GIST, SIFT
features represent local points in an image and can be diﬀerent in size depending
on the number of interest points. A similar strategy to extracting SIFT features is
seen in HOG descriptor. The HOG feature detects dominant gradient orientations
that are measured in a number of regions, count them and then pool over their
neighbours. Finally, we obtain a local histogram of orientations.
The SIFT, SURF, HOG descriptors are often called low-level local features which can
be computed over interest points to form keypoints. These keypoints are represented
by vectors of real values. One can resort to a vector quantisation method such
as k-means to convert these real-valued vectors to symbolic visual words. The
histogram of visual words build a higher-level features such as bag of words (BoW).
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The BoW features are global representations and very popular in document and
image modelling.
In short, the recent trend of this approach involves two steps: (i) a coding step
to compute low-level local descriptors best suited the tasks and (ii) a pooling step
which aggregates coded features over larger neighbourhood regions to construct
bigger local features or global ones. This approach, however, suﬀers from two sig-
niﬁcant drawbacks. First, it is labour intensive and normally requires exhaustive
prior knowledge. Thus only domain experts can design good features. Second, the
feature engineering process may create more data types, especially for complex data,
leading to more challenges for fundamental machine learning methods.
2.7.2 High-level representations
The second approach is to learn parametric maps that transform input data into
high-level representations. The models that learn such representations typically fall
into two classes: one is non-probabilistic models, the other is probabilistic latent
variable models.
2.7.2.1 Non-probabilistic models
The common aim of these methods is to learn direct encoding, i.e. parametric maps
from input data to their new representations. The classic linear technique is prin-
cipal component analysis (PCA) (Jolliﬀe, 1986). Under the assumption of Gaussian
noise, the method learns a linear transformation, i.e. an orthogonal projection of
the real-valued data onto a lower dimensional linear space called “principal sub-
space”. The data are then reconstructed by projecting back to the original space.
The learning of PCA aims to minimise the reconstruction error of the data, and at
the same time, maximise the variance of latent representations on this subspace. In
other words, the new coordinates are constructed by preserving the variance struc-
ture. The method can discover latent structures of data by examining the projected
data in the subspace. Besides, the projection of PCA preserves most information
of the data. Hence the new representation is more compact and de-correlated. The
PCA is probably the most popular technique employed for numerous applications
including dimensionality reduction, lossy data compression, feature extraction and
data visualisation. In particular, PCAs have been widely used in face recognition
(Zhao et al., 1998), image compression, object recognition (Johnson and Hebert,
1999), document classiﬁcation, document retrieval (Torkkola, 2001) and video clas-
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siﬁcation (Xu and Li, 2003).
A related technique is independent component analysis (ICA), which aims to un-
cover independent latent sources (Hyva¨rinen and Oja, 2000). Generally, the ICA
learns nonlinear features similarly to linear generative model with non-Gaussian
independent latent variables. The simplest version – complete, noise-free ICA, par-
ticularly, provides linear features. Another technique is linear discriminant analysis
related to Fisher’s linear discriminant (Sugiyama, 2007). The method is assumed
to be introduced by Fisher. The technique acts as a two-class classiﬁer ﬁnding a
linear combination of features which best separates the data. Particularly, for text
data, Deerwester et al. (1990) propose latent semantic indexing (LSI) to ﬁnd a linear
transformation which projects a document consisting of word counts onto a latent
eigenspace. This latent space captures the semantics of the document.
A nonlinear alternative is autoencoder (AE), a neural network that ﬁnds a com-
pressed representation of data (Hinton and Zemel, 1994; Hinton and Salakhutdinov,
2006). The autoencoder deﬁnes two types of closed-form functions parameterised by
θ: encoder denoted by f (x;θ) and decoder by g (x;θ). The former converts input
data x into feature or representation vectors h: h = f (x;θ), whilst the latter maps
from feature space back to input space, resulting in reconstructions r = g (h;θ).
The most commonly used functions for the encoder and decoder are sigmoid or hy-
perbolic tangent that are nonlinear. The learning aims to ﬁnd an optimal set of
parameters θ that minimises the reconstruction error. The error is measured by the
discrepancy between x and its reconstruction r. The parameters of both encoder and
decoder are learnt simultaneously during the minimisation. The training employs
stochastic gradient descent approach as in the training of multilayer perceptrons –
feedforward neural networks.
The aforementioned techniques can be viewed as instances of matrix factorisation,
where a data matrix is decomposed into the product of two low-rank components
as the NMF in Section 2.6.3. Each data point is then projected onto the latent
space by the low-rank matrix. The latent representation is a fully distributed and
continuous vector in lower-dimensional space. Thus these methods are also seen as
dimensionality reduction techniques.
In some cases, the lower-dimensional layer is a bottleneck of the module, thus may
lose much information of the original data. The AE has been successfully regular-
ised to produce overcomplete yet sparse representations. The new representation
is in higher-dimensional space but more discriminative. Here we review three vari-
ants of regularised AEs: sparse, denoising and contractive autoencoders. Sparse
autoencoders stack single-layer autoencoders to construct a building block of deep
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architectures. These models introduce penalty terms into the output of the hidden
unit activations. The hidden activations are driven to zeros to obtain sparse repres-
entations (Bengio et al., 2007). The regularisations often employ Kullback-Leibler
divergence w.r.t the binomial distribution.
The AE frameworks are good at generalisation if they produce low reconstruction
errors for unseen data at the testing phase. In practice, these models, however, are
often overﬁtted, i.e. low reconstruction errors for training data and high errors for
testing data. A variant called denoising autoencoders (DAEs) is proposed to gain
better generalisation performance (Vincent et al., 2010). The idea is to reconstruct
the clean input from an artiﬁcially corrupted version. One may introduce noise
(e.g. additive isotropic Gaussian noise, salt and pepper noise for gray-scale images)
or small distortions to form the corrupted data. Thus the model covers more un-
seen data, resulting in robust representations insusceptible to small perturbations.
Inspired from DAEs, an analytic contractive regularisation is introduced into the ob-
jective function of AEs to learn robust representations, resulting in a variant called
contractive autoencoders (CAEs) (Rifai et al., 2011b). The aim is to reduce the
sensitivity of learnt features to inﬁnitesimal input variations. The regularisation is
not limited to the input layer, in fact, higher order CAEs (CAE+H) are proposed
to penalise all higher order derivatives in an eﬃcient stochastic manner (Rifai et al.,
2011a). The CAE+H smoothly encourages the robustness over all layers of the
architecture.
Another kind of AE is sparse coding which uses a linear decoding function and a
squared reconstruction error (Olshausen et al., 1996, 1997). Sparse coding can also
be referred to PCA but unlike PCA, the method enhances the sparse activation
of latent representation. At the other end of the representation spectrum is vector
quantisation (VQ) (or k-means), where each data point is represented by the nearest
centroid point. Thus VQ is fully localised and discrete.
To summarise, the methods in this class support capturing data regularity, discov-
ering latent structures and latent semantics of data. They can be applied to various
data modalities including image, text, video and count. These methods, however,
face diﬃculty in modelling data which follow a set of probabilistic distributions.
This drawback can be overcome by a class of probabilistic models which will be
discussed in the next section.
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2.7.2.2 Probabilistic latent variable models
Probabilistic latent variable models often consist of observed variables x representing
data and latent variables h which coherently reﬂect the distributions, regularities,
structures and correlations of data. The common idea is to deﬁne a joint probability
p (x,h) over the joint space of observed and latent variables. The learning is to
maximise the likelihood of training data. Once the model has been learnt, the
latent representation of the data is obtained by inferring the posterior probability
p (h | x).
Most methods in this part are probabilistic versions of the ones in the second ap-
proach including probabilistic PCA, probabilistic LSI and Bayesian nonparametric
factor analysis. In addition, topic modelling methods like LDA have also been
widely-used.
Probabilistic interpretation of PCA (pPCA) (Tipping and Bishop, 1999) borrows
formulation of PCA to a Gaussian latent variable model. The pPCA reduces the
dimensionality of observed data to a lower dimensionality of the latent variable via
a linear transformation function. A more general technique is factor analysis (FA),
where a small set of latent factors is assumed to generate visible variables. The FA is
a directed graphical model. Another method is probabilistic LSI (pLSI) (Hofmann,
1999), an extension of LSI. It builds a probabilistic framework in which the joint
distribution of document index and sampled words variables are modelled using con-
ditionally independent multinomial distribution given words’ topics. Bayesian non-
parametric factor analysis (BNFA) (Paisley and Carin, 2009) takes recent advances
in Bayesian nonparametric factor analysis for factor decomposition. Comparing to
NMF, it overcomes the limitation of determining the number of latent factors in
advance. The BNFA can automatically identify the number of latent factors from
the data.
Similar to PCA, sparse coding also has probabilistic interpretation (Olshausen et al.,
1996, 1997). The model enhances sparsity inducing Laplace prior on latent random
variables rather than Gaussian prior as in PCA. Sparse coding is a directed graph-
ical model wherein observed and latent variables have a linear relationship. Another
interesting variant on sparse coding is the predictive sparse coding (PSD) algorithm
(Kavukcuoglu et al., 2010) and its variants, which combine properties of sparse cod-
ing and of autoencoders. Sparse coding can be seen as having only a parametric
“generative” decoder (which maps latent variable values to visible variable values)
and a non-parametric encoder (ﬁnd the latent variables value that minimises re-
construction error and minus the log-prior on the latent variable). PSD adds a
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parametric encoder (just an aﬃne transformation followed by a non-linearity) and
learns it jointly with the generative model, such that the output of the parametric
encoder is close to the latent variable values that reconstruct well the input.
Blei et al. (2003) push the research direction of “topic modelling”. Probabilistic
topic models assume that words in a document are generated from a mixture of
topics. Here, a topic is constructed by a group of words which frequently appear
together. In fact, they propose a graphical model which includes latent variables
indicating latent topics and observed ones which denote words in document. A
typical topic modelling method is latent Dirichlet allocation (LDA). The LDA is
a directed graphical model with hidden variables implicitly denoting underlying
topics and observed variables denoting words in document. In this model, a topic
is constructed by a group of words which frequently appear together. The resulted
topic, in turn, can reveal related words.
More recently, hierarchical Dirichlet process (HDP) (Teh et al., 2006), and nested
Dirichlet process (Rodriguez et al., 2008; Blei et al., 2010). These are essentially
directed graphical models, which suﬀer from high inference cost to infer topics from
a given document. A recent directed model that shares this spirit is Indian buﬀet
process (IBP) (Griﬃths and Ghahramani, 2005), where factors are unbounded in
number. Representations learnt by IBP are distributed and discrete.
Hinton et al. (2006) introduce a deep generative neural network model known as
deep belief network (DBN). The DBN is a building block which layer-by-layer stacks
probabilistic models called restricted Boltzmann machines (RBMs) (Smolensky,
1986; Freund and Haussler, 1994). More recently, a generalised model called deep
Boltzmann machine (DBM) is proposed by Salakhutdinov and Hinton (2009a). How-
ever, training these deep networks is a challenging optimisation problem (Tesauro,
1992). To tackle this challenge, the authors introduce a greedy layer-wise unsuper-
vised learning algorithm in which the parameters of each layer are pretrained by
RBMs.
Deep architectures discover multiple levels of distributed representations with higher-
level features representing more abstract aspects of the data. The abstractions are
expected to be more useful and can often be constructed from lower-level ones. For
example, in facial images, the features of eyes and nose are assembled from corners,
blobs, ridges, curvature. In text data, the semantic features in paragraphs contain
sentences which consist of words. Thus the deep models also provide hierarchical
representations.
After the success of training deep architectures, a novel research direction called
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“deep learning” explodes. Applications of deep learning vary in speech recogni-
tion (Mohamed et al., 2012; Hinton et al., 2012), object recognition (Hinton and
Salakhutdinov, 2006; Krizhevsky et al., 2012; Szegedy et al., 2014; Russakovsky
et al., 2014), object detection (Sermanet et al., 2014), semantic segmentation (Gir-
shick et al., 2014) and statistical machine translation (Collobert et al., 2011). In
such ﬁelds, deep learning models often achieve state-of-the-art results or potential
outcomes comparable to the supremacy rivals. Additionally, deep autoencoder is
introduced to enhance the data representations by ﬁne-tuning in an unsupervised
fashion. Recently, deep learning has also been applied to multimodal learning using
DBN (Ngiam et al., 2011) and DBM (Srivastava and Salakhutdinov, 2012).
2.8 Closing remarks
We have provided a comprehensive review for the related background necessary for
the thesis. Starting from the generic form of exponential family, we have derived the
particular representations for typical distributions. These representations contribute
to the capability of handling multityped data in our models developed in sequel. The
learning framework of exponential family reveals the learning of Markov random
ﬁelds, which are undirected graphical models, as a special case of the exponential
family. The learning of MRF is further estimated by Gibbs sampling, an eﬃcient
Markov chain Monte Carlo technique. Viewing from the probabilistic graphical
model perspective provides essential underlying theories, on which our models are
developed. We then review ﬁve orthogonal structural aspects of data, followed by
learning representation for multityped data.
In the next chapter, we proceed to the focus of this thesis – the restricted Boltzmann
machines (Smolensky, 1986; Freund and Haussler, 1994) and their variants (Tran
et al., 2011), which are simpliﬁed versions of Boltzmann machines.
Chapter 3
Restricted Boltzmann Machines
In this chapter we describe the restricted Boltzmann machine (RBM) (Smolensky,
1986; Freund and Haussler, 1994) – an important class of the Boltzmann machines
(BMs). The graphical model representation for the RBM consists of visible and
hidden units forming two layers. There are no connections within layers. The
visible units can represent a wide range of data types such as binary, real-valued,
count and the combination thereof (i.e. mixed type). The hidden units are latent
representational variables which can capture the latent factors not presented in the
observations. As a matter of convention in the literature of RBM, we shall use the
term “unit” and “random variable” interchangeably.
In what follows we start from the RBM with binary units for both hidden and
visible units. We then formalise a general mathematical framework for the model,
followed by the derivations of type-speciﬁc RBMs. Next, we review several RBM-
based models for data structure modelling and discuss the representational power
of RBM. Finally, we point out several drawbacks of the model which our work will
address.
3.1 Model representation
Assume a binary RBM with N visible units and K hidden units, let v denote the
vector of visible variables: v = [vn]N ∈ {0, 1}N, and h denote the vector of hidden
variables: h = [hk]K ∈ {0, 1}K. A graphical illustration of the model is presented in
Figure-(3.1).
The RBM assigns an energy for a joint conﬁguration over the state (v,h) as:
E (v,h;ψ) = − (av + bh+ vWh) (3.1)
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Figure 3.1: Graphical model of an RBM that models joint distribution of N visible
units and K hidden units. The connections are undirected and shaded nodes are
observed.
where ψ = {a,b,W} is the set of parameters, a = [an]N ∈ RN, b = [bk]K ∈ RK
are visible and hidden biases respectively, and W = [wnk]N×K ∈ RN×K represents
the weight matrix associated with the edges which connect hidden and visible units.
The model admits a Boltzmann distribution (also known as Gibbs distribution) as
follows:
p (v,h;ψ) =
1
Z (ψ)p
 (v,h;ψ)
=
1
Z (ψ)e
−E(v,h;ψ) (3.2)
wherein p (v,h;ψ) denotes unnormalised joint probability and Z (ψ) the partition
function. The partition function is given by summing over all possible states pairs
of visible and hidden units to normalise the distribution:
Z (ψ) =
∑
v,h
e−E(v,h;ψ) (3.3)
Since the model has no intra-layer connections, the Markov blanket of each unit
contains only the units of the other layer. Units in one layer become conditionally
independent given the other layer. Thus the conditional distributions over hidden
and visible units are nicely factorised as:
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p (v | h;ψ) =
N∏
n=1
p (vn | h;ψ) (3.4)
p (h | v;ψ) =
K∏
k=1
p (hk | v;ψ) (3.5)
3.2 Inference
As in any other graphical models, the inference is a key task in RBM. Suppose
that the model and parameters have been fully speciﬁed, there are various inference
tasks to be performed in an RBM. What we present next are the most typical ones
including conditional probabilities, data likelihood and partition function.
3.2.1 Conditional probabilities
In RBM, a unit is considered active if its value is one. Let h¬k denote the state of
all hidden units except the k-th one. The conditional probability of a single hidden
unit being active is:
p (hk = 1 | v;ψ) = p (hk = 1,h¬k,v;ψ)
p (h¬k,v;ψ)
=
p (hk = 1,h¬k,v;ψ)
p (hk = 0,h¬k,v;ψ) + p (hk = 1,h¬k,v;ψ)
=
exp [−E (hk = 1,h¬k,v;ψ)]
exp [−E (hk = 0,h¬k,v;ψ)] + exp [−E (hk = 1,h¬k,v;ψ)]
=
1
1 + exp
[−bk − vw·k]
= sig
(
bk + v
w·k) (3.6)
where we have substituted the joint distribution in Equation-(3.2) and the energy in
Equation-(3.1) into the second and third steps respectively, and sig (x) = 1/1+e−x is
the logistic sigmoid function. Likewise, the conditional probability of a single visible
unit being active is:
p (vn = 1 | h;ψ) = sig
(
an +wn·h) (3.7)
Equations-(3.6,3.7) are reminiscent of the sigmoid activation function in neural net-
work. Due to its probabilistic nature, the RBM can be interpreted as a stochastic
feedforward neural network wherein the nodes and edges are neurons and synaptic
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connections. The conditional probability of a unit being active is referred to as the
ﬁring rate of a (stochastic) neuron. The network has one hidden layer of nonlin-
ear units. Once the RBM has been trained, the model can provide a deterministic
function that transforms an input data v = {0, 1}N into a real-valued hidden vector
hˆ =
[
hˆk
]
K
∈ [0, 1]K with hˆk = p (hk = 1 | v;ψ). This vector is often called the
hidden posterior (Hinton, 2012).
Computing hidden posteriors is eﬃcient using Equation-(3.6). It uses a single mat-
rix operator, e.g. matrix-matrix multiplication, which is highly advantageous in
many programming languages (e.g. Matlab, Python) and extremely fast on GPU
boards (Fatahalian et al., 2004). The hidden posteriors can be used as new repres-
entations of the data which provide an alternative approach to feature extraction
and dimensionality reduction (when K < N) (Hinton and Salakhutdinov, 2006). We
can further project the representations back onto the original space to obtain recon-
structed data vˆ = [vˆn]N ∈ [0, 1]N with vˆn = p
(
vn = 1 | hˆ;ψ
)
using Equation-(3.7)
– a feature that the classic feedforward network cannot do.
3.2.2 Data likelihood
To evaluate model’s generalisation, one can compute the likelihood for unseen data.
This reduces to the marginal distribution of visible variables:
p (v;ψ) =
1
Z (ψ)p
 (v;ψ)
=
1
Z (ψ)
∑
h
e−E(v,h;ψ) (3.8)
wherein p (v;ψ) is the unnormalised probability of visible units. Let us introduce
an intermediate term: the free energy. Following Hinton (2012), the free energy of
a data vector v denoted by F (v;ψ) is a scalar value measuring the compatibility of
a single state. This can be speciﬁed using the energy of all states that contains v:
e−F (v;ψ) =
∑
h
e−E(v,h;ψ)
We can see that the right side of the equation is equal to the unnormalised probability
of visible units in Equation-(3.2). This probability is speciﬁed as follows:
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p (v;ψ) =
∑
h
exp [−E (v,h;ψ)]
=
∑
h
exp
(
av + bh+ vWh
)
=
∑
h1∈{0,1}
∑
h2∈{0,1}
...
∑
hK∈{0,1}
exp
(
av +
K∑
k=1
bkhk +
K∑
k=1
vw·khk
)
(a)
= exp
(
av
) ∑
h1∈{0,1}
∑
h2∈{0,1}
...
∑
hK∈{0,1}
K∏
k=1
exp
(
bkhk + v
w·khk) (3.9)
(b)
= exp
(
av
) K∏
k=1
∑
hk∈{0,1}
exp
(
bkhk + v
w·khk) (3.10)
= exp
(
av
) K∏
k=1
[
1 + exp
(
bk + v
w·k)] (3.11)
where from step (a) to step (b), we have used sum-of-product to product-of-sum
trick. The free energy now reads:
F (v;ψ) = − log
{
exp
(
av
) K∏
k=1
[
1 + exp
(
bk + v
w·k)]
}
= −av −
K∑
k=1
log
[
1 + exp
(
bk + v
w·k)] (3.12)
An alternative form of the free energy is given by the expected energy minus the
entropy:
F (v;ψ) = −av − px+ [p logp+ (1− p) log (1− p)] (3.13)
where x = [xk]K with xk = bk + v
w·k is the activation of hidden unit k, and
p = [pk]K with pk is the shorthand for p (hk = 1 | v;ψ) = sig (xk). The proof of
equivalence is given in Appendix A.
Unfortunately, computing data likelihood in Equation-(3.8) requires the intractable
partition function Z (ψ). In the next two sections, we will review two approximation
approaches: partition function estimator and conservative sampling-based likelihood
estimator.
3.2. Inference 46
3.2.3 Partition function
The partition function of binary RBM can be computed using Equation-(3.11) in
the derivation of free energy:
Z (ψ) =
∑
v
∑
h
exp [−E (v,h;ψ)]
=
∑
v
exp [−F (v;ψ)]
=
∑
v
exp
(
av
) K∏
k=1
[
1 + exp
(
bk + v
w·k)] (3.14)
Similarly, by summing over the visible space ﬁrst, the partition function also reads:
Z (ψ) =
∑
h
exp
(
bh
) N∏
n=1
[
1 + exp
(
ak +wn·h)] (3.15)
The partition function of binary RBM can be computed exactly using Equation-
(3.14) or Equation-(3.15) if the conﬁguration spaces of either hidden or visible units
are manageable. However, the state space increases exponentially (2N) with the
growth of the number of units (N), making it intractable for practical situations.
Therefore we must resort to approximation methods. One can choose variational
methods to have deterministic approximations or deterministic upper bounds on
the log-partition function of general MRFs (Wainwright et al., 2005; Wainwright
and Jordan, 2008). Another approximation class is stochastic approaches based
on Monte Carlo sampling methods. In what follows, we begin with importance
sampling, followed by annealed importance sampling (Neal, 2001) and the estimation
of partition function for RBMs.
3.2.3.1 Importance sampling
Given two distributions pA (v) and pB (v) with probability density functions
pA (v) = p

A(v)/ZA and pB (v) = p

B(v)/ZB, in which p· denotes the unnormalised
probability density and Z· the partition function. Our target is to estimate the
ratio of two partition functions:
ZB
ZA =
´
pB (v) dv
ZA =
ˆ
pB (v)
pA (v)
pA (v) dv = EpA
[
pB (v)
pA (v)
]
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assuming that pB (x) = 0, pA (x) = 0. Using importance sampling, we collect M
i.i.d samples v[1:M] drawn from distribution pA: v
[m] ∼ pA. Then the expectation
can be approximated by Monte Carlo approximation as below:
ZB
ZA ≈
1
M
M∑
m=1
pB
(
v[m]
)
pA (v
[m])
=
1
M
M∑
m=1
ωm = rˆSIS (3.16)
where ωm is the importance weight. If the distribution pA is tractable, we can
compute ZA analytically. Then we obtain an unbiased estimate of the partition
function ZB. However, the estimation rˆSIS depends critically on the distance between
pA and pB. Unfortunately, no method can provide the guarantee of choosing a closer
pA for pB. The issue becomes worse when two distributions are in high-dimensional
space which usually results in a high variance for the estimator.
3.2.3.2 Annealed importance sampling
To overcome the weakness of importance sampling, the annealed importance
sampling (AIS) method (Neal, 2001) introduces a sequence of T + 1 intermediate
probability distributions: p0, p1, ..., pT satisfying the following conditions:
  p0 = pA, pT = pB;
  pt is very close to pt+1 , pt (v) = 0 whenever pt+1 (v) = 0;
  unnormalised probability pt (v) for any t ∈ {0, 1, ..,T} can be computed;
  for each t ∈ {0, 1, ...,T}, suppose pt (v) is ﬁxed, we can draw a sample vˆ given
v using a Markov chain transition operator τt (vˆ | v):
ˆ
v
τt (vˆ | v) pt (v) dv = pt (vˆ)
  we are able to draw samples from pA.
One general way to deﬁne this sequence is to set:
pt (v) ∝ pA (v)(1−βt) pB (v)βt (3.17)
with the inverse temperatures β0:T satisfying: 0 = β0 < β1 < β2 < ... < βT = 1. The
idea of introducing intermediate probability distributions relies on the assumption
that two successive distributions pt−1 (v) and pt (v) are close enough. This allows
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the importance sampling to estimate each ratio Zt/Zt−1 as below:
Zt
Zt−1 ≈
1
M
M∑
m=1
pt
(
v[m]
)
pt−1 (v[m])
with v[m] ∼ pt−1 (v) (3.18)
so that we obtain the following ratio:
Zt
Z0 =
Z1
Z0
Z2
Z1 ...
Zt
Zt−1 (3.19)
for any t ∈ {0, 1, ...,T}. However, drawing exact samples from the intermediate dis-
tribution pt (v) is not an easy task, except from p0 (v). Thus we take an alternative
way. Let τ˜t (vˆ | v) denote the reverse transition operator:
τ˜t (vˆ | v) = τt (v | vˆ) pt (vˆ)
pt (v)
The importance weight ω in Equation-(3.16) can be computed as follows:
ω =
pB (v)
pA (v)
=
ZTpT (v)
Z0p0 (v) =
ZTpT
(
v〈T〉
)∏T−1
t=1 τ˜t
(
v〈t〉 | v〈t+1〉)
Z0p0 (v〈1〉)
∏T−1
t=1 τt (v
〈t+1〉 | v〈t〉)
=
pT
(
v〈T〉
)
p0 (v
〈1〉)
T−1∏
t=1
pt
(
v〈t〉
)
pt (v
〈t+1〉)
=
T∏
t=1
pt
(
v〈t〉
)
pt−1 (v〈t〉)
Algorithm-(3.1) shows the pseudocode of a single run of AIS procedure. It can be
seen that we neither need to compute the partition functions of any intermediate
distributions, nor to draw samples from them. After operating M runs of AIS, we
obtain the importance weights ωm and then, the estimation of the ratio of partition
function:
ZB
ZA ≈
1
M
M∑
m=1
ωm = rˆAIS
The variance of the estimate rˆAIS is given by:
var [rˆAIS] =
1
M
var [ωm] ≈ sˆ
2
M
= σˆ2
where sˆ2 is computed using the sample variance of the importance weights.
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Algorithm 3.1 A single run of annealed importance sampling (AIS).
Input:
1: The sequence of intermediate distributions p0 = pA, p1, ..., pT = pB
2: The sequence of T inverse temperatures β0, β1, ..., βT
1: v〈1〉 ∼ p0
2: for t = 2, ...,T do
3: v〈t〉 ∼ τt−1
(
v〈t〉 | v〈t−1〉)
4: end for
5: ωAIS ← p

1(v〈1〉)
p0(v〈1〉)
p2(v〈2〉)
p1(v〈2〉)
...
pT−1(v〈T−1〉)
pT−2(v〈T−1〉)
pT(v〈T〉)
pT−1(v〈T〉)
Output: ωAIS
3.2.3.3 Estimating partition function of RBMs using AIS
We now apply AIS to approximate the partition function of RBMs. Assume that
our target RBM consists of units v and hB ∈ {0, 1}KB , and parameters ψB ={
aB,bB,WB
}
. First let us consider another RBM that shares the set of visible
units v, contains diﬀerent sets of hidden units hA ∈ {0, 1}KA and parameters ψA ={
aA,bA,WA
}
. Their energy functions are assigned as below:
EA
(
v,hA;ψA
)
= −
(
aA

v + bA

hA + vWAhA
)
EB
(
v,hB;ψB
)
= −
(
aB

v + bB

hB + vWBhB
)
Suppose we have an ordered sequence of inverse temperatures 0 = β0 < β1 <
β2 < ... < βT = 1. Using Equation-(3.17), we obtain the following sequence of
intermediate distributions:
pt (v,h;ψA, ψB) ∝ pA
(
v,hA;ψA
)(1−βt)
pB
(
v,hB;ψB
)βt
= exp
{− (1− βt)EA (v,hA;ψA)− βtEB (v,hB;ψB)}
where h =
{
hA,hB
}
. Thus the energy function Et (v,h;ψA, ψB) of intermediate
distribution pt (v,h;ψA, ψB) reads:
Et (v,h;ψA, ψB) = (1− βt)EA
(
v,hA;ψA
)
+ βtEB
(
v,hB;ψB
)
with β0 = 0: p0 = pA, βT = 1: pT = pB.
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Following Equation-(3.11), we can easily compute:
pt (v;ψA, ψB) =
∑
hA,hB
exp
(− (1− βt)EA (v,hA;ψA)− βtEB (v,hB;ψB))
= exp
(
(1− βt) aAv
) KA∏
kA=1
(
1 + exp
(
(1− βt)
(
bAkA + v
wA·kA
)))
× exp
(
βta
Bv
) KB∏
kB=1
(
1 + exp
(
βt
(
bBkB + v
wB·kB
)))
(3.20)
Next we have to specify a Markov chain transition operator τt (vˆ | v) given ﬁxed
pt (v;ψA, ψB):
p
(
hAk = 1 | v
)
= g
(
(1− βt)
(
bAk +
N∑
n=1
wAnkvn
))
p
(
hBk = 1 | v
)
= g
(
βt
(
bBk +
N∑
n=1
wBnkvn
))
p (vˆn = 1 | h) = g
(
(1− βt)
(
aAn +
K∑
k=1
wAnkh
A
k
)
+ βt
(
aBn +
K∑
k=1
wBnkh
B
k
))
Now our strategy is to use a simple base-rate RBM model as the pA distribution
which we can compute ZA analytically and draw samples eﬃciently. This satisﬁes all
requirements to perform AIS. Let us consider the model has zero weight matrix and
hidden bias ψA =
{
aA, 0, 0
}
. According to Equation-(3.15), the partition function
can be computed as:
ZA = 2KA
N∏
n=1
(
1 + ea
A
n
)
The log-likelihood of a vector input v is:
logpA (v;ψA) =
N∑
n=1
(
aAnvn − log
(
1 + exp
(
aAn
)))
Using maximising likelihood, we specify the visible biases:
aAn = log (vn)− log (1− vn)
From Equation-(3.20), the ratio between unnormalised marginal probabilities
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pt (v;ψA, ψB) and p

t−1 (v;ψA, ψB) is:
pt (v;ψA, ψB)
pt−1 (v;ψA, ψB)
= exp
[
(1− βt) aAv − (1− βt−1) aAv
]
×
∑
hB exp
(−βtEB (v,hB;ψB))∑
hB exp (−βt−1EB (v,hB;ψB))
Thus we can estimate the Zt/Zt−1 using Equation-(3.18) and then use the chain in
Equation-(3.19) to estimate ZT/Z0. Eventually, we achieve our target, i.e. ZB = ZT.
3.2.4 Conservative sampling-based likelihood estimator
The AIS tends to over-estimate the value of models as the sampling procedure
may not cover many important modes of the distribution. A novel sample-based
estimator called conservative sampling-based log-likelihood (CSL) is introduced in
(Bengio and Yao, 2013) to oﬀer a conservative estimation rather than an optimistic
one. The CSL maintains M separate Markov chains and focus on the conditional
distribution of visible variables given latent variables. The CSL estimates the log-
likelihood as follows:
log p(v;ψ) ≈ log
[
1
M
M∑
m=1
p
(
v | h[m];ψ)
]
(3.21)
where
{
h[1],h[2], ...,h[M]
}
is the set of M samples drawn from p (h | v;ψ). The estim-
ation is presented in Algorithm-(3.2). In practice, one often collects samples from
the chains after every 100 sampling steps. The CSL is theoretically and empirically
proved to be an asymptotically unbiased, conservative estimator (Bengio and Yao,
2013). One more advantage is we can estimate the log-likelihood during training
RBMs. Speciﬁcally, the hidden samples are stored after the free phase of training.
Thus it is more eﬃcient to evaluate model quality in realtime fashion and support
early-stopping (cf. the experiment in Section 6.3.4).
3.3 Parameter estimation
In this section we discuss how to estimate the parameters of RBM from training
data. The RBM is an energy-based model which captures dependencies between
variables (Ackley et al., 1985). The model measures the compatibility of a join state
of variables through a scalar energy as in Equation-(3.1). The learning phase of
energy-based model seeks an energy function that minimises energies of correctly
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Algorithm 3.2 Conservative sampling-based log-likelihood (CSL).
Input:
1: a set H of hidden samples hˆ
2: conditional distribution p (v | h;ψ)
3: a set V of visible samples
1:  ← 0
2: for all v ∈ V do
3: r ← 0
4: for all hˆ ∈ H do
5: r ← r + p
(
v | hˆ;ψ
)
6: end for
7:  ← + log r|H|
8: end for
9:  ← 	/|V|
Output: 
inferred values and maximises those of incorrect ones (LeCun et al., 2006). Thus
the RBM adjusts the parameter set ψ = {a,b,W} in Equation-(3.1) to minimise
energies of the observed data. As the visible probability is inversely proportional
to the energy: p (v;ψ) = 1Z(ψ)
∑
h e
−E(v,h;ψ), one way to minimise the energy is to
maximise the following log-likelihood of data:
logL (v;ψ) = log p (v;ψ) (3.22)
= log
∑
h
p (v,h;ψ)
As presented in Section 2.1.2.2, expectation maximisation (EM) can be an option
to maximise this function by maximising its lower bound derived in Equation-(2.9).
However, the exact calculation of the lower bound of log-likelihood is intractable as
it requires enumeration over an exponential number of hidden states. Thus the EM
is not the best choice as it can be slow. In what follows we seek a more eﬀective
approach. A number of such approaches have been introduced recently. Their com-
mon target is to approximate the log-likelihood gradient and then perform gradient
ascent on this approximation. The gradient ascent for latent variable models is de-
scribed in Section 2.1.2.2. To derive the gradient of data log-likelihood for RBM,
let us restart from the joint distribution of RBM in Equation-(3.2).
The joint distribution can be rewritten as below:
p (v,h;ψ) = exp {−E (v,h;ψ)− A (ψ)} (3.23)
where A (ψ) = logZ (ψ) is the log-partition function. As Equation-(3.23) matches
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the form of Equation-(2.1), the RBM is a member of exponential family. Following
Equation-(2.14), we obtain the gradient of logL w.r.t parameters:
∂
∂ψ
logL (v;ψ) = Ep(v,h;ψ)
[
∂E (v,h;ψ)
∂ψ
]
− Ep(h|v;ψ)
[
∂E (v,h;ψ)
∂ψ
]
(3.24)
in which Ep(v,h;ψ) describes the expectation w.r.t full model distribution with
p (v,h;ψ) = p (h | v;ψ) p (v;ψ), Ep(h|v;ψ) denotes the data expectation w.r.t con-
ditional distribution given known v. Thanks to the factorisation in Equation-(3.5),
it is simple to compute the data expectation w.r.t parameter wnk exactly as follows:
Ep(h|v;ψ)
[
∂E (v,h;ψ)
∂wnk
]
= −
∑
h
p (h | v;ψ) vnhk
= −
∑
hk
∑
h¬k
p (hk | v;ψ) p (h¬k | v;ψ) vnhk
= −
∑
hk
p (hk | v;ψ) vnhk
∑
h¬k
p (h¬k | v;ψ)︸ ︷︷ ︸
=1
= −p (hk = 1 | v;ψ) vn (3.25)
Likewise, the data expectations w.r.t the biases are:
Ep(h|v;ψ)
[
∂E (v,h;ψ)
∂an
]
= −vn
Ep(h|v;ψ)
[
∂E (v,h;ψ)
∂bk
]
= −p (hk = 1 | v;ψ)
For the model expectation, it can be derived in one of two following ways:
(i) Ep(v,h;ψ)
[
∂E (v,h;ψ)
∂ψ
]
=
∑
v
p (v;ψ)
∑
h
p (h | v;ψ) ∂E (v,h;ψ)
∂ψ
(ii) Ep(v,h;ψ)
[
∂E (v,h;ψ)
∂ψ
]
=
∑
h
p (h;ψ)
∑
v
p (v | h;ψ) ∂E (v,h;ψ)
∂ψ
The only diﬀerence between these two formulas is the order in which we factorise
and sum over hidden and visible space. Formula (i) factorises hidden space ﬁrst and
then sums over the visible one, formula (ii) the opposite order. As the factorisation
can be computed eﬃciently as in Equation-(3.25), we often factorise over hidden or
visible space, whichever is the larger, and then sum over the smaller one. However,
the sum needs to iterate over an exponential space, thus a regularly sized RBM
(e.g. N,K ≥ 32) already makes the computation infeasible. To overcome this
issue, an approximation method is needed. One would choose Markov chain Monte
Carlo (MCMC) to estimate this expectation by sampling from model distribution
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(cf. Section 2.4). The factorisations in Equations-(3.4,3.5) enable us to perform
sampling eﬃciently. Particularly, alternating Gibbs samplers between hidden and
visible units: h˜ ∼ p (h | v˜;ψ) ; v˜ ∼ p
(
v | h˜;ψ
)
supplies samples of the equilibrium
distribution at fantasy step. All hidden and visible units are updated in parallel in
an individual step of Gibbs sampling. See Figure-(3.2) for the a visualisation of the
process.
data reconstruction
time = 0 1
fantasy
Figure 3.2: A visualisation of alternating Gibbs samplers.
Once samples have been drawn, the parameters are updated in a gradient ascent
fashion as follows:
ψ ← ψ + η
(
Ep(v,h;ψ)
[
∂E (v,h;ψ)
∂ψ
]
− Ep(h|v;ψ)
[
∂E (v,h;ψ)
∂ψ
])
(3.26)
for a learning rate η > 0. Because the expectations in Equation-(3.26) can be
estimated after taking each sample, it is more eﬃcient to use stochastic gradient
ascent rather than normal gradient ascent. In practice, one often uses small mini-
batches of samples to accelerate the speed of training. Then parameters are updated
after every mini-batch. This is referred to as online learning.
However, the sampling could require running a very long Markov chain to converge
at the stationary state. In the following sections, we review three eﬃcient learning
techniques: contrastive divergence, persistent contrastive divergence and parallel
tempering.
3.3.1 Contrastive divergence
As we have discussed, the learning process of RBMs drives the data distribution p〈0〉
to the equilibrium distribution p
〈∞〉
ψ . The diﬀerence between ﬁrst step 〈0〉 and the
fantasy step 〈∞〉 shows how much parameters should be changed in order to conduct
data distribution p〈0〉 closely to the equilibrium distribution p〈∞〉ψ . This quantity can
be measured by the Kullback-Leibler divergence between these two distributions:
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KL
(
p〈0〉‖p〈∞〉ψ
)
given by:
KL
(
p〈0〉‖p〈∞〉ψ
)
=
∑
v
p〈0〉 (v) log p〈0〉 (v)−
∑
v
p〈0〉 (v) log p〈∞〉ψ (v)
= −H [p〈0〉]− Ep〈0〉 [log p〈∞〉ψ ]
However, the sampling process requires many sampling steps to reach unbiased es-
timation of the gradient for RBMs. A truncated MCMC-based method, called con-
trastive divergence (CD), is introduced to avoid running a prolonged Gibbs sampling
(Hinton, 2002). The CD minimises both KL
(
p〈0〉‖p〈∞〉ψ
)
and KL
(
p〈0〉‖p〈m〉ψ
)
rather
than KL
(
p〈0〉‖p〈∞〉ψ
)
solely. Starting from the data, the algorithm estimates states
for hidden units, and then switches to a reconstruction step wherein visible prob-
abilities are computed and their states are sampled. Here p
〈m〉
ψ is the distribution
generated by m full steps of Gibbs sampling (cf. Figure-(3.2) for an example with
m = 1). The p
〈m〉
ψ is proved to be m-step closer to the equilibrium distribution than
p〈0〉 is (Hinton, 2002). After runningm full steps, all parameters are updated and the
Markov chain is restarted from observed samples. Let CDm denote m-step contrast-
ive divergence. Algorithm-(3.3) describes the pseudocode of learning parameters for
RBM using a mini-batch version of CDm.
Algorithm 3.3 m-step contrastive divergence (CDm).
Input:
1: Mini-batch B
2: Parameters {a,b,W} of the binary RBM in Equation-(3.1)
1: Δa ← 0;Δb ← 0;ΔW ← 0
2: h˜ [v]  [p (h1 = 1 | v) , p (h2 = 1 | v) , ..., p (hK = 1 | v)]
3: v˜ [h]  [p (v1 = 1 | h) , p (v2 = 1 | h) , ..., p (vN = 1 | h)]
4: for all v ∈ B do
5: v〈0〉 ← v
6: for i = 0, ...,m− 1 do
7: h〈i〉 ∼ h˜ [v〈i〉]
8: v〈i+1〉 ∼ v˜ [h〈i〉]
9: end for
10: Δa ← Δa+ v − v〈m〉
11: Δb ← Δb+ h˜ [v]− h˜ [v〈m〉]
12: ΔW ← ΔW + vh˜ [v]− v〈m〉h˜ [v〈m〉]
13: end for
Output: Gradient approximations {Δa, Δb, ΔW}
The CD does not follow the gradient obtained by the maximum likelihood criterion.
The CD update indeed is not the gradient of any objective function (Bengio and
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Delalleau, 2009; Sutskever and Tieleman, 2010). In practice, CD1 is widely used
since it works well and much faster than CDm, especially with large training datasets.
However, it is better to use CDm with m > 1 if running time permits.
3.3.2 Persistent contrastive divergence
The CD is fast and has low variance (Hinton, 2002). The estimated distribution,
however, is still far away from the equilibrium distribution when the mixing rate is
low (because the successive samples in the chain are highly correlated). A more re-
liable algorithm called persistent contrastive divergence (PCD) has been introduced
to improve the estimation (Tieleman, 2008). The PCD is originally introduced to
maximise the log-likelihood of general MRFs (Younes, 1991). Instead of resetting
Markov chain between parameters updates, the method initialises the chain at the
state in which it ended at the previous one. This makes the initialisation closer to the
model distribution. The number of chains is commonly, though not compulsorily,
set to the size of the mini-batch (Hinton, 2012).
An auxiliary set of parameters ψ˜ =
{
a˜, b˜,W˜
}
are introduced into PCD to form
a faster version called fast persistent contrastive divergence (Tieleman and Hinton,
2009). These additional parameters are referred to as “fast weights” that are only
used for updating the fantasy particles, not involved in the model itself. The aim is
to enhance the mixing rate of the Gibbs chain. The fast weights are initialised to
zeros and then updated after seeing each mini-batch as follows:
ψ˜new =
19
20
ψ˜old + η
(
Ep(v,h;ψ)
[
∂E (v,h;ψ)
∂ψ
]
− Ep(h|v;ψ)
[
∂E (v,h;ψ)
∂ψ
])
The factor 19/20 acts as a weight decay. This can also be used for regular parameters
ψ but it is suﬃcient to be used for fast weights only (Tieleman and Hinton, 2009). At
negative phase, the conditional probabilities of hidden and visible units in Equations-
(3.6,3.7) are modiﬁed as shown below:
p
(
hk = 1 | v;ψ, ψ˜
)
= sig
[(
bk + b˜k
)
+
∑
n
(wnk + w˜nk) vn
]
p
(
vn = 1 | h;ψ, ψ˜
)
= sig
[
(an + a˜n) +
∑
k
(wnk + w˜nk) hk
]
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3.3.3 Parallel tempering
Neither PCD nor CD can generate samples covering whole state space of model
distribution during the free phase. More speciﬁcally, these methods are based on
local steps over the sample space. Thus they tend to be trapped in local maxima of
probability density, hence over-representing certain modes of the distribution while
under-representing others.
We can employ parallel tempering (PT) presented in Section 2.4.4 to overcome
this shortcoming. The PT has been successfully applied to fully-visible Boltzmann
machine (Swendsen and Wang, 1986) and more recently to RBMs (Cho et al., 2010;
Desjardins et al., 2010). For RBMs, we create a set of T+1 stationary distributions
as follows:
pt (v,h;ψ) =
1
Zt (ψ)e
−αtE(v,h;ψ) (3.27)
for t = 1, ...,T and Zt (ψ) =
∑
v,h e
−αtE(v,h;ψ) is the corresponding partition function.
Following the Algorithm-(2.2), for each stage in the free phase, we run m Gibbs
sampling steps as in CDm for each tempered Markov chain. The samples(
v〈0〉,h〈0〉
)
,
(
v〈1〉,h〈1〉
)
, ...,
(
v〈T〉,h〈T〉
)
are then collected from these chains. The
number of chains is normally, though not compulsorily, set to the number of samples
in each mini-batch (Desjardins et al., 2010). In the negative phase, we collect the
sample of Markov chain at true temperature αT = 1. This is the sample for the
original RBM distribution.
3.3.4 Learning predictive models
The RBM can be learnt as a predictive model, i.e. predicting values for output
variables given the input variables (Larochelle and Bengio, 2008). Let vS denote the
set of output variables, v¬S the set of input variables. The problem is of estimating
the conditional distribution p (vS | v¬S). There are two common ways: generative
and discriminative methods to learn this predictive model. The former attempts
to model the joint distribution p (vS ,v¬S). The learning is now of maximising the
following likelihood:
Lgen =
∑
v¬S
p˜ (v¬S) log p (v¬S)
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The latter one is to directly model the conditional distribution p (vS | v¬S) which is
equivalent to maximise the conditional likelihood given as below:
Ldis =
∑
vS
∑
v¬S
p˜ (vS ,v¬S) log p (vS | v¬S)
where p˜ (·) denotes the empirical distribution. The generative method requires more
computations than the discriminative counterpart as it needs to estimate p (v¬S),
which is redundant at test time. However, in RBMs, we may prefer learning p (v¬S)
to obtain a more faithful data representation1, i.e. the hidden posterior p (h | v¬S).
Tran et al. (2011) oﬀer the third approach – a hybrid one. The idea is to linearly
combine ﬁrst two approaches as follows:
Lhyd = λLgen + (1− λ)Ldis
= λ
∑
v¬S
p˜ (v¬S) log p (v¬S) + (1− λ)
∑
vi
∑
v¬S
p˜ (vi,v¬S) log p (vi | v¬S)
where λ ∈ (0, 1) is the coeﬃcient to adjust the eﬀect of two methods on the ﬁnal
likelihood. There are two ways to maximise the likelihood Lhyd. One optimises both
likelihood Lgen and Ldis simultaneously. Another is to use a two-stage procedure:
ﬁrst pretrain p (v¬S) using unsupervised fashion and then ﬁne-tune the predictive
model p (vS | v¬S) by discriminative training.
3.4 Typed restricted Boltzmann machines
We have described RBMs for binary data. Modern data, however, is often more
complex, containing various data types such as continuous responses, count values
and categorical options as discussed in Section 2.6.1. In the following sections, we
will start from a generic model that provides a general approach to construct type-
speciﬁc RBMs. We then proceed to the derivations of RBMs for several types (i.e.
binary, continuous, count and categorical) and for mixed types, which build up our
extension of mixed-variate RBMs presented in Section 4.2.1.
3.4.1 Exponential family harmoniums
An exponential family harmonium (EFH) generalises the RBM into the exponen-
tial family (Welling et al., 2004). Recall that the exponential family of the joint
1As we do not need labels to learn p (v¬S), this is actually a form of semi-supervised learning.
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distribution of RBM shown in Equation-(3.23) represents binary visible and hidden
variables. We can construct a general model to handle more types. First, let qn (vn)
with n = [1,N] and qk (hk) with k = [1,K] be the independent distributions of visible
and hidden variables.
These distributions follow the exponential family as:
qn (vn; θn) = sn (vn) exp [θnfn (vn)− An (θn)]
qk (hk; δk) = tk (hk) exp [δkgk (hk)− Bk (δk)]
where {fn (vn) , gk (hk)} are the suﬃcient statistics for the models, {θn, δk}
the canonical parameters and {An (θn) , Bk (δk)} the log-partition functions (log-
normalisation factors) of the models. The suﬃcient statistics represent type-speciﬁc
functions. sn (vn) and tk (hk) are additional functions (features) (h (x) in Equation-
(2.1)). The log-partition functions read:
An (θn) = log
{∑
vn
sn (vn) exp [θnfn (vn)]
}
(3.28)
Bk (δk) = log
{∑
hk
tk (hk) exp [δkgk (hk)]
}
(3.29)
Next we combine these individual distributions multiplicatively as follows:
q (v;θ) =
N∏
n=1
sn (vn) exp
{
N∑
n=1
[θnfn (vn)− An (θn)]
}
q (h; δ) =
K∏
k=1
tk (hk) exp
{
K∑
k=1
[δkgk (hk)− Bk (δk)]
}
To couple the random variables of two layers, we introduce compatibility func-
tions: φ (v,h;W) = exp
[∑N
n=1
∑K
k=1wnkfn (vn) gk (hk)
]
to capture their interac-
tions. The resulting joint distribution reads:
p (v,h;θ, δ,W) ∝ q (v;θ) q (h; δ)φ (v,h;W)
= exp
[
N∑
n=1
{log [sn (vn)] + θnfn (vn)}+
K∑
k=1
{log [tk (hk)] + δkgk (hk)}
]
× exp
[
N∑
n=1
K∑
k=1
wnkfn (vn) gk (hk)
]
(3.30)
Let θˆn = θn +
∑K
k=1wnkgk (hk) and δˆk = δk +
∑N
n=1wnkfn (vn). The conditional
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probability distributions are:
p (v | h;θ, δ,W) = exp
{
N∑
n=1
[
log [sn (vn)] + θˆnfn (vn)− An
(
θˆn
)]}
(3.31)
p (h | v;θ, δ,W) = exp
{
K∑
k=1
[
log [tk (hk)] + δˆkgk (hk)− Bk
(
δˆk
)]}
(3.32)
Marginalising out the hidden units of the joint distribution in Equation-(3.30), we
obtain the marginal distribution of visible units:
p (v;θ, δ,W) =
∑
h
p (v,h;θ, δ,W)
∝ exp
[
N∑
n=1
{log [sn (vn)] + θnfn (vn)}
]
×
∑
h
K∏
k=1
tk (hk) exp
{[
δk +
N∑
n=1
wnkfn (vn)
]
gk (hk)
}
= exp
[
N∑
n=1
{log [sn (vn)] + θnfn (vn)}
]
×
K∏
k=1
∑
hk
tk (hk) exp
{[
δk +
N∑
n=1
wnkfn (vn)
]
gk (hk)
}
= exp
[
N∑
n=1
{log [sn (vn)] + θnfn (vn)}+
K∑
k=1
Bk
(
δˆk
)]
where we have used sum-of-product to product-of-sum trick in the second step, and
substituted the log-partition function Bk (δk) in Equation-(3.29) into the third step.
Likewise, the marginal distribution of hidden units is:
p (h;θ, δ,W) ∝ exp
[
K∑
k=1
{log [tk (hk)] + δkgk (hk)}+
N∑
n=1
An
(
θˆn
)]
With this deﬁnition, the RBM can handle many types of visible and hidden variables
as long as they follow exponential family distributions. In what follows we will
present RBMs with various data types for observations. Table-(2.1) is the lookup
table to determine the conditional distribution in Equation-(3.31). The hidden units
are assumed to be binary for clarity of presentation: gk (hk) = hk, tk (hk) = 1. Let
bk = δk and an = θn (cf. Equations-(3.32,3.31)) denote the biases for hidden and
visible units respectively. We will derive the conditional probability of binary hidden
unit wherever appropriate.
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3.4.2 Binary RBMs
Binary RBMs have been constructed from their energy functions in Section 3.1.
Here we re-derive binary RBMs starting from the conditional distribution of visible
units. Given the hidden state h, the visible unit vn follows a Bernoulli distribution
(cf. Section 2.1.3) parameterised by μn: p (vn = 1 | h) = μn. Thus the conditional
probability distributions in Equation-(3.4) reads:
p (v | h;μ) =
N∏
n=1
μvnn (1− μn)1−vn
According to Table-(2.1), the conditional distribution in Equation-(3.31) has the
suﬃcient statistic fn (vn) = vn, the additional function sn (vn) = 1, and the following
parameter:
θˆn = log
μn
1− μn
= an +
K∑
k=1
wnkhk (3.33)
Substituting fn (vn) = vn and sn (vn) = 1 into the joint distribution in Equation-
(3.30), we obtain:
p (v,h; a,b,W) ∝ exp
[
N∑
n=1
anvn +
K∑
k=1
bkhk +
N∑
n=1
K∑
k=1
wnkvnhk
]
Therefore the energy function of binary RBM has the form in Equation-(3.1) as
described in Section 3.1.
From Equation-(3.33), one can easily see that the activation probability of visible
unit:
p (vn = 1 | h; a,b,W) = μn = sig
(
an +
K∑
k=1
wnkhk
)
Recall that sig (x) = 1/1+e−x is the logistic sigmoid function, thus the binary units
are also called logistic units.
The binary RBM is ﬁrst introduced under the name “harmonium” (Smolensky,
1986), then “combination machine” (Freund and Haussler, 1994), and ﬁnally “re-
stricted Boltzmann machine” (Hinton, 2002). The model is commonly applied to
synthesised binary images.
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3.4.3 Gaussian RBMs
For real-valued data, Gaussian visible units are applicable. Given the hidden state h,
the visible unit vn follows a Gaussian distribution (cf. Section 2.1.3) parameterised
by μn, σn: vn | h ∼ N (μn; σ2n), where μn, σn are the mean and standard deviation of
the Gaussian distribution. Suppose that μn = an + σn
∑K
k=1 hkwnk, the conditional
probability density function in Equation-(3.7) reads:
p (vn = υ | h;μn, σn) = 1√
2πσn
exp
⎡
⎢⎣−
(
υ − an − σn
∑K
k=1 hkwnk
)2
2σ2n
⎤
⎥⎦
Thus each visible unit conditionally follows a Gaussian distributions whose mean
is the weighted sum of the states of hidden units. According to Table-(2.1), the
conditional distribution in Equation-(3.31) has the additional function sn (vn) =
1/
√
2π, the suﬃcient statistic fn (vn) =
[
v2n
vn
]
, and the following parameter:
θˆn =
[
−1/2σ2n
an/σ2n +
∑K
k=1 hkwnk/σn
]
The joint distribution in Equation-(3.30) now reads:
p (v,h; a,σ,b,W) ∝ exp
[
−
N∑
n=1
(
v2n
2σ2n
+
anvn
σ2n
+
K∑
k=1
wnk
vn
σn
hk
)
+
K∑
k=1
bkhk
]
∝ exp
[
−
N∑
n=1
(vn − an)2
2σ2n
+
K∑
k=1
bkhk +
N∑
n=1
K∑
k=1
wnk
vn
σn
hk
]
Therefore the energy function of Gaussian-Bernoulli RBM (GRBM) is given by:
E (v,h; a,σ,b,W) =
N∑
n=1
(vn − an)2
2σ2n
−
K∑
k=1
bkhk −
N∑
n=1
K∑
k=1
wnk
vn
σn
hk (3.34)
The conditional probability of binary hidden unit is the weighted sum of the states
of the visible units scaled by their standard deviations:
p (hk = 1 | v; a,σ,b,W) = sig
(
bk +
N∑
n=1
wnk
vn
σn
)
The GRBM introduces new parameters σ = σ1:N, standard deviations of visible
units. To learn these parameters, we expand the data expectation in Equation-
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(3.24) w.r.t parameter σn as follows:
Ep(h|v;ψ)
[
∂E (v,h;ψ)
∂σn
]
=
∑
h
p (h | v;ψ)
[
K∑
k=1
wnk
vn
σ2n
hk − (vn − an)
2
σ3n
]
=
∑
h
p (h | v;ψ)
K∑
k=1
wnk
vn
σ2n
hk −
∑
h
p (h | v;ψ)
︸ ︷︷ ︸
=1
(vn − an)2
σ3n
=
K∑
k=1
wnk
vn
σ2n
p (hk = 1 | v;ψ)− (vn − an)
2
σ3n
where ψ = {a,σ,b,W}. Here we derived the second step similarly to the way in
Equation-(3.25). Then the parameter σn is adjusted following the update rule in
Equation-(3.26).
Training the GRBM faces several diﬃculties (Krizhevsky and Hinton, 2009). First,
the variance, unlike other parameters, is constrained to be positive. One can learn
the log-variance rather than the variance itself, hence naturally induce a positive
variance (Cho et al., 2011). A more popular solution is to ignore the standard
deviation σ by ﬁrst normalising each feature of data to obtain zero mean and unit
variance, then setting σ = 1 (Hinton, 2012; Krizhevsky and Hinton, 2009). Second,
the learning rate η of GRBM is more sensitive to scale than that of binary RBM.
If the learning rate is not driven towards zero, the GRBM can easily diverge in the
late stage of learning because there is no upper bound to the visual variables. Thus
its learning rate should be several orders of magnitude smaller than that of binary
RBM.
The GRBM is ﬁrst proposed to model pixel intensities of natural images (Welling
et al., 2004; Hinton and Salakhutdinov, 2006; Lee et al., 2008; Krizhevsky and Hin-
ton, 2009) as the logistic units of binary RBM provide a very poor representation.
Then it is used to capture extracted Mel-Cepstrum coeﬃcients to represent speech
(Mohamed et al., 2009).
3.4.4 Poisson RBMs
To represent count data (e.g. document words, diagnosis codes, bag-of-visual words),
RBMs employ Poisson distributions (Gehler et al., 2006). The visible variables
follows the conditional Poisson distributions: vn | h ∼ Poisson (λ), where λ is the
mean rate. However, this modelling approach assumes equal Poisson rates for all
documents. Thus it cannot deal with variable lengths of documents. To bypass this
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problem, a constraint is introduced into Poisson RBMs (Salakhutdinov and Hinton,
2009c). The constraint guarantees that the sum of mean Poisson rates over all words
always equals to the length of the document. The conditional constrained Poisson
distribution for modelling word count data vn is given by:
vn | h; a,b,W ∼ Poisson
⎡
⎣D exp
(
an +
∑K
k=1 hkwnk
)
∑N
i=1 exp
(
ai +
∑K
k=1 hkwik
)
⎤
⎦
where D =
∑N
n=1 vn is the length of count data (e.g. document, the total number
of diagnosis codes), thus the mean rate λ = D
exp(an+
∑K
k=1 hkwnk)
∑N
i=1 exp(ai+
∑K
k=1 hkwik)
. According to
Table-(2.1), the conditional distribution in Equation-(3.31) has the suﬃcient statistic
fn (vn) = vn, the parameter θˆn = log λ, and the additional function sn (vn) = 1/vn!.
Thus the joint distribution in Equation-(3.30) becomes:
p (v,h; a,b,W) ∝ exp
[
N∑
n=1
log λnvn −
N∑
n=1
log (vn!) +
K∑
k=1
bkhk +
N∑
n=1
K∑
k=1
wnkvnhk
]
Therefore the energy function of constrained Poisson-Bernoulli RBM is given by:
E (v,h; a,b,W) = −
N∑
n=1
log λnvn +
N∑
n=1
log (vn!)−
K∑
k=1
bkhk −
N∑
n=1
K∑
k=1
wnkvnhk
Although the constrained Poisson RBM is appropriate to capture variable-length
documents, it does not assign a proper distribution over word counts. Salakhutdinov
and Hinton (2009b) propose to share all parameters of repeated words. The visible
units are now modelled by softmax distributions in the so-called “replicated softmax”
model. It provides a more stable and better way to tackle diﬀerent lengths of
documents. The next section will present this model.
3.4.5 Categorical RBMs
Recall that a visible unit in a binary RBM has only two possible states: 1 is on,
0 is oﬀ. The probability of turning on is given by the logistic sigmoid function.
We can generalise to M alternative states referred to as categories. Denote by
S = {c1, c2, ..., cM} the set of categories. Let π (x) be an M-dimensional one-hot
vector with πm (x) = 1 if x = cm and 0 otherwise. For the RBM, the bias for visible
unit vn becomes a vector: an =
[
a1n, a
2
n, ..., a
M
n
]
. Likewise, the weight wnk is now:
wnk =
[
w1nk,w
2
nk, ...,w
M
nk
]
. Let vmn = 1 indicates the visible unit taking value cm:
vn = cm.
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Given the hidden state h, the visible unit vn follows a multinomial distribution
(cf. Section 2.1.3) parameterised by {μ1, μ2, ..., μM}: p (vmn = 1 | h) = μm with∑M
m=1 μm = 1. Thus the conditional probability distributions in Equation-(3.4)
reads:
p (v | h) =
N∏
n=1
M∏
m=1
μπm(vn)m
According to Table-(2.1), the conditional distribution in Equation-(3.31) has the
suﬃcient statistic fn (vn) = π (vn), the additional function sn (vn) = 1, and the
following parameter:
θˆmn = log
μm
μM
=
M∑
m=1
amn +
M∑
m=1
K∑
k=1
wmnkhk (3.35)
The joint distribution in Equation-(3.30) now reads:
p (v,h; a,b,W) ∝ exp
[
N∑
n=1
M∑
m=1
amn πm (vn) +
K∑
k=1
bkhk +
N∑
n=1
M∑
m=1
K∑
k=1
wmnkπm (vn) hk
]
Therefore the energy function of categorical RBM is given by:
E (v,h; a,b,W) = −
N∑
n=1
M∑
m=1
amn πm (vn)−
K∑
k=1
bkhk −
N∑
n=1
M∑
m=1
K∑
k=1
wmnkπm (vn) hk
(3.36)
From Equation-(3.35), we can see that the categorical probability of visible unit is:
p (vmn = 1 | h; a,b,W) = μm =
exp
[∑M
m=1 a
m
n πm (vn) +
∑M
m=1
∑K
k=1w
m
nkπm (vn) hk
]
∑M
i=1 exp
[
ain +
∑K
k=1w
i
nkhk
]
(3.37)
This is also known as softmax probability. The conditional probability of binary
hidden unit is given by:
p (hk = 1 | v; a,b,W) = sig
[
bk +
N∑
n=1
M∑
m=1
wmnkπm (vn)
]
(3.38)
The categorical RBM is ﬁrst used for movie rating prediction (Salakhutdinov et al.,
2007). It successfully models tabular data such as user ratings of movies. Each
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rating for a movie is modelled by a categorical observed variable.
3.4.6 Replicated softmax RBMs
As softmax (categorical) units may appear repeatedly in visible vectors, e.g. words
in documents, diagnosis codes in history of patients, Salakhutdinov and Hinton
(2009b) employ separate RBMs, one per data vector (document). Each model has
as many softmax units as elements in data vector (words in the document). These
visible units can be called as “replicated softmax” units. Assume that the units
are interchangeable, all softmax units can share the same set of parameters. Let
v ∈ {x1, x2, .., xN}D, in which N is the total number of distinguished values that can
be assigned to one unit, D is the actual number of units in a data vector. Denote
by K the number of binary hidden units, and vˆn =
∑D
d=1 v
n
d the count for value cn.
Based on the energy of categorical RBM in Equation-(3.36), the replicated softmax-
Bernoulli RBM assigns an energy for joint conﬁgurations (v,h) as follows:
E (v,h; a,b,W) = −
(
N∑
n=1
anvˆn +D
K∑
k=1
bkhk +
N∑
n=1
K∑
k=1
wnkvˆnhk
)
From the conditional probabilities of categorical RBM in Equations-(3.37,3.38),
those of replicated softmax one are given by:
p (vn = 1 | h; a,b,W) =
exp
{
an +
∑K
k=1 hkwnk
}
∑N
i=1 exp
{
ai +
∑K
k=1 hkwik
}
p (hk = 1 | vˆ; a,b,W) = sig
(
Dbk +
N∑
n=1
wnkvˆn
)
(3.39)
3.4.7 Mixed-variate RBMs
So far we have derived RBMs to model individual data types wherein the visible
layer contains variables of the same modality. For multityped data, a model called
dual-wing RBM is introduced to handle simultaneously continuous and Poisson vari-
ables (Xing et al., 2005). More recently, Tran et al. (2011) propose mixed-variate
RBMs (MV.RBMs) to jointly model six types: binary, continuous, categorical, mul-
ticategorical, ordinal and category-ranking. In this part we will derive the MV.RBM
from type-speciﬁc RBMs presented in Section 3.4.
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An MV.RBM is an RBM with heterogeneous input units, each of which encodes type-
speciﬁc information. Here we assume hidden units are binary. See Figure-(4.1) in
Section 4.4.1.1 for an illustration. Let vdisc deﬁnes the joint set of discrete variables
and vcont is the joint set of continuous ones. Now the visible layer contains mixed-
variate visible variables: v = {vdisc,vcont}. The energy function E (vdisc,vcont,h;ψ)
of MV.RBM can be constructed by aggregating type-speciﬁc energies presented in
Section 3.4, resulting in a more general form as in Equation-(3.30).
The partition function in Equation-(3.3) now involves the integration over the con-
tinuous variables as below:
Z (ψ) =
ˆ
vcont
{ ∑
vdisc,h
exp [−E (vdisc,vcont,h;ψ)]
}
dvcont
As no additional connections are introduced in the MV.RBM, the visible and hidden
factorisations in Equations-(3.4,3.5) remain intact. Thus the MV.RBM preserves
eﬃcient learning and fast inference properties of RBM as shown in Sections (3.3).
Learning parameters for MV.RBM can follow the update rule in Equation-(3.26).
For inference, the model can transform heterogeneous complex data into a homo-
geneous representation. It is much more useful and eﬃcient for further machine
learning methods to handle this representation rather than the original one (cf.
Section 2.6.1).
3.5 Structural restricted Boltzmann machines
We have presented RBMs for primitive data types modelling. Another important
aspect is the data structures. In this section we review several variants of RBMs
which focus on capturing data structures.
As presented in Section 3.4.3, the Gaussian RBM (GRBM) can capture real-valued
data such as pixel intensity of image by modelling the mean and variance of each
pixel independently. The natural images, however, are mainly characterised by the
covariance of the pixel values rather than their absolute values (Ranzato and Hinton,
2010). For example, the intensity of a pixel can be approximated by averaging those
of its neighbours. Another example is, in the images that have objects with sharp
edges, there are large diﬀerences between the pixel intensities of the object borders
and the background. These diﬀerences result in high covariance values when we
compute the covariance for image pixels. Thus, the GRBM fails to capture the
strong dependencies and covariance structures of neighbours pixels, and so cannot
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represent sharp edges at the borders of objects inside images.
The covariance RBM (cRBM) is proposed to model the local covariance structure
of an image (Ranzato et al., 2010). More speciﬁcally, the model employs three-way
interactions that enable hidden units to model pairwise dependencies between pixels
of two identical images. Although the cRBM can capture the smoothness between
nearby pixels, it lacks information about the mean intensity. Combining cRBM and
GRBM forms a single probabilistic model called mean-covariance RBM (mcRBM)
(Ranzato and Hinton, 2010), incorporating both the mean and covariance structure
of images. The mcRBM has two sets of hidden units to independently parameterise
the pixel intensities and their pairwise dependencies.
An alternative method to capture both mean and covariance information is the spike-
and-slab RBM (ssRBM) (Courville et al., 2011). The ssRBM has a binary spike
variable and a continuous slab variable associated with each hidden unit. These slab
variables allow the model to capture covariance information while maintaining simple
and eﬃcient inference via a Gibbs sampling scheme. The model is diﬀerent from the
mcRBM in a way that they encode their conditional covariance. The mcRBM uses
the activation of the hidden units to enforce constraints on the covariance, whilst
the ssRBM uses the hidden unit to pinch the precision matrix along the direction
speciﬁed by the corresponding weight vector.
RBM-like models are also designed to handle the matrix data in the respect that the
correlations within rows and columns are considered. A product of RBM models,
called ordinal Boltzmann machine, is introduced to model the joint distribution
of the rows and user-columns of the rating matrix (Truyen et al., 2009). In the
uniﬁed framework, the user-centric model captures ratings per user in a row and
the item-centric model captures ratings per item in a column. A similar idea to
represent matrix-variate ordinal data is cumulative RBM (Truyen et al., 2012a).
The cumulative model assumes each ordinal variable is generated by an underlying
latent utility. This latent utility is never fully observed and employs a threshold per
ordinal level to decide whether such level is selected. One common disadvantage of
these models is that the inference is much more expensive than that in standard
RBMs.
For spatial layouts such as 2D pixels in images or audio spectrogram, convolutional
RBMs (ConvRBM) have been investigated to exploit the local structures (Lee et al.,
2009). The ConvRBM has a topographical structure similar to that of one layer in
convolutional neural networks (LeCun et al., 1998). More speciﬁcally, each hidden
unit of ConvRBM is associated with a subimage at a ﬁxed position in the input
image, along with a local receptive ﬁeld or feature detector. The local region of the
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input image is a neighbourhood in the topology that inﬂuences the activation of the
hidden unit. Meanwhile, each pixel in the input image is associated with a num-
ber of diﬀerent feature detectors of diﬀerent hidden units. These feature detectors
share the same set of weights among all locations in an image. The weight sharing
helps to reduce the number of trainable parameters signiﬁcantly and to detect the
same features replicated multiple times in an input. A probabilistic max-pooling
can be built on top of the hidden layer of ConvRBM to learn translation-invariant
representations. ConvRBMs then can be stacked to build a multilayer architecture,
i.e. convolutional deep belief network, to learn high-level representations (Lee et al.,
2009).
Another structure is the temporal dependencies between sequential frames in time
series and sequential data such as video and audio. The standard RBM only models
static frames of such data, leading to the lack of incorporating temporal information.
To capture this temporal correlation, the directed connections from previous states
of visible and hidden units of RBM are added to the machinery, resulting in the
conditional RBM (CRBM) (Taylor et al., 2006, 2011). More speciﬁcally, the hidden
units take an additional input from previous states of visible units. The hidden layer
captures the regularities of sequential data. The CRBM is successfully applied to
human motion recognition on video (Taylor et al., 2006, 2011) and speech recog-
nition on audio (Mohamed and Hinton, 2010). In speech recognition, the speech
is represented using the sequence of Mel-Cepstral coeﬃcients. A generalisation of
CRBM is a temporal RBM (TRBM) (Sutskever and Hinton, 2007) wherein there
are directed connection from previous states of hidden units to the current one. The
model can be deﬁned as a product of standard RBMs conditioned on the previous
states of hidden and the visible variables. The model is able to capture the history
of both visible and hidden units.
3.6 Representational power
In this section, we discuss the representational power of RBMs. The representational
power of a model can be assessed by the model’s capacity to represent the data. Thus
we examine the marginal probability distribution of visible units of the RBM. Based
on the Equation-(3.11), this marginal distribution can be derived as:
p (v;ψ) =
1
Z (ψ) exp
(
av
) K∏
k=1
[
1 + exp
(
bk + v
w·k)]
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=
1
Z (ψ)
K∏
k=1
[
exp
(
av
K
)
+ exp
(
bk + v
w·k + a
v
K
)]
=
1
Z (ψ)
K∏
k=1
ϕk (v;ψ)
wherein ϕk (v;ψ) is an expert. Here all experts are multiplicatively combined and
then normalised by the normalising function Z (ψ). The marginalised RBM is,
therefore, a product of experts (PoE) (Hinton, 1999) with one expert per hidden
unit2.
Alternatively, the marginal distribution can also be formalised as:
p (v;ψ) =
∑
h
p (h;ψ) p (v | h;ψ)
It can be seen that the marginalised RBM can be interpreted as a mixture of mul-
tivariate Bernoulli models3 with an exponential number of components, one com-
ponent per hidden state vector (cf. Appendix A for the detailed proof). More
speciﬁcally, the model allows many of the hidden units to contribute simultaneously
when representing the data, thus the number of alternative hidden state vectors is
exponential in the number of hidden units rather than linear as in a mixture of
Bernoullis. Therefore an RBM with K hidden units can be viewed as a mixture
of 2K Bernoulli models, with a lot of parameter sharing between the 2K component
models and with the 2K mixing proportions being implicitly determined by the same
parameters. Therefore RBMs have exponentially more representational power than
mixture models.
The representational power of an RBM is increased by adding more hidden units
or more hidden layers (Le Roux and Bengio, 2008). Moreover, an RBM with an
adequate number of hidden units can represent any discrete distribution exactly.
For example, any distribution over {0, 1}N can be approximated arbitrarily well by
an RBM with K + 1 hidden units, where K denotes the cardinality of the support
set of the target distribution, that is, the number of input elements from {0, 1}N
that have a non-zero probability of being observed.
Similar to sparse coding and autoencoders (cf. Section 2.7.2.1), the exponential ex-
pressiveness of hidden units of RBM lies in the concept of distributed representations
where M out of K representation elements or feature values can be independently
2Boltzmann machines and PoEs are probabilistic generative model classes of very diﬀerent
nature, and the intersection of the two classes is RBMs.
3A multivariate Bernoulli model consists of a set of probabilities, one per component of the
binary data vector.
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varied. They are not mutually exclusive. Each concept is represented by having M
features turned on, while each feature is involved in representing many concepts.
When only a few of hidden units are activated, distributed representation becomes
sparse. With classiﬁcation task, there should be only small relevant parts of latent
factors of the data. This characteristic calls for the sparsity in latent representation.
In sparse latent representation, the features are not intensive and often equal to zero
(Olshausen et al., 1996, 1997). A regularisation is a common choice to control the
sparsity of latent representation. For example, regularisation terms are added to
force the deviation of expected activation of hidden units in RBM to a predeﬁned
level (Lee et al., 2008; Hinton, 2012). This allows only a small number of hidden
units to be activated. The l1/l2 regulariser known as group lasso has attracted much
interest from both statistics community and machine learning community. However,
this regulariser cannot control the intra-group sparsity. More recently, Luo et al.
(2011) introduce a mixed-norm l1/l2 regulariser which can control both inter-group
and intra-group sparsities. This is a combination of l1 and l2 normaliser which are
integrated into Boltzmann machines. The integration shows the eﬃciency of the
regulariser on classiﬁcation task of handwritten digits.
RBMs can be viewed as inﬁnite belief networks with tied weights (Hinton et al.,
2006). In fact, as discussed in Section 2.7.2.2, deep networks such as deep belief net-
work (DBN) and deep Boltzmann machine (DBM) use RBMs as the basic modules
for learning each layer. A DBN is a hybrid graphical model with multiple layers.
Top two layers contain undirected connections forming an associative memory while
the lower layers have directed ones. A DBM is an undirected graphical model with
undirected connections within one layer and between two successive layers. These
deep architectures might be pretrained layer-by-layer with individual two successive
layers forming an RBM. After initialising weights using multiple RBMs, all paramet-
ers of these models are ﬁne-tuned by back-propagation similar to neural networks.
The advantages of unsupervised pretraining for deep models are proved empiric-
ally in (Erhan et al., 2010). Lastly, the DBN and DBM can provide hierarchical
representations in which higher layers learn more abstract representations.
3.7 Applications
The RBM is ﬁrst introduced to model images (Smolensky, 1986; Freund and
Haussler, 1994; Hinton, 2002). Then it has been successfully applied to video (Taylor
et al., 2006), speech (Dahl et al., 2010), text (Dahl et al., 2012), time series (Taylor
et al., 2006) and mixed data (Tran et al., 2011). In addition, the applications of
3.8. Closing remarks 72
RBM have been spreading over a wide variety of areas, some of which are listed in
Table-(3.1).
Areas Publications
Image modelling
(Hinton, 2002; Hinton and Salakhutdinov, 2006)
(Ranzato and Hinton, 2010; Ranzato et al., 2010)
Speech recognition
(Mohamed et al., 2009, 2012; Dahl et al., 2010)
(Hinton et al., 2012; Zeiler et al., 2013)
Topic modelling
(Salakhutdinov and Hinton, 2009c,b)
(Dauphin and Bengio, 2013)
Recommender
systems
(Salakhutdinov et al., 2007; Truyen et al., 2009, 2011)
(Truyen et al., 2012b,a; Tran et al., 2012a)
Information
retrieval
(Welling et al., 2004; Gehler et al., 2006)
Time series
(Taylor et al., 2006, 2011; Sutskever and Hinton, 2007;
Sutskever et al., 2008; Taylor and Hinton, 2009)
Natural language
processing
(Garg and Henderson, 2011; Dahl et al., 2012)
(Niehues and Waibel, 2012)
Neuroimaging
(Hjelm et al., 2014; Suk et al., 2014)
(Kuang et al., 2014)
Deep learning
(Hinton and Salakhutdinov, 2006, 2012; Hinton et al.,
2006; Salakhutdinov and Hinton, 2009a; Lee et al., 2009)
Mixed data
modelling
(Xing et al., 2005; Tran et al., 2011, 2012b)
Table 3.1: Some selected applications of restricted Boltzmann machines.
3.8 Closing remarks
To summarise, the restricted Boltzmann machine is a versatile tool for a wide variety
of machine learning tasks and a building block for deep architectures. The RBM
lends itself as a feature extraction and dimensionality reduction tool, which jointly
models multiple types and modalities of heterogeneous data to produce homogeneous
representations. These representations are distributed and useful for further tasks
such as classiﬁcation and retrieval. Moreover, the RBM can perform data completion
and prediction (Larochelle and Bengio, 2008; Tran et al., 2011).
However, the RBM-based models suﬀer from many drawbacks, ﬁve of which will be
addressed in this thesis. First, the mixed-variate RBM does not model count data,
which are popular in bag-of-words representation such as bag of visual words of an
image or diagnosis codes over the course of patient illness. In addition, the latent
space in the MV.RBM is an unstructured vector, thus limiting its expressiveness in
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capturing clustering structure and data manifold. Chapter 4 provides solutions for
these two issues.
Third, the fully distributed representations learnt by RBMs do not represent parts
and components (Teh and Hinton, 2001), making them less interpretable. Parts-
based representations, on the other hand, are perceptually intuitive thus desirable
in real-life applications. For example, if individual parts of the face (e.g. eyes, nose,
mouth, forehead) are discovered, it would be easy to construct the face from these
parts. We address the parts-based discovery problem in Chapter 5.
The fourth limitation is RBMs only take unstructured data as input. Thus, the
models cannot explicitly exploit rich domain relations (e.g. links between semantic-
ally lexical database) or prior knowledge (e.g. inherent structures in the medical
records). We address this problem in Chapter 6.
Finally, RBMs have been designed for vector data whilst data can come with mul-
tiple modes. For example, EEG data can be represented as a 3-mode tensor –
〈channel, time, frequency〉. Applying RBMs on the tensor data requires ﬂattening
the data into a linear vector, breaking the explicit multimode structures and losing
vital information about interactions across modes. Moreover, this ﬂattened data rep-
resentation leads to an increase in the number of parameters to be estimated, hence
usually resulting in a suboptimal learning solution. In Chapter 7, we generalise the
RBM to overcome this problem.
Chapter 4
Learning Representations and
Distance Metrics from
Multityped Data
4.1 Introduction
In previous chapters we have described the complexity, heterogeneity and manifold
structures of mixed (or multityped) data and their challenges. We also have presen-
ted the ﬂexibility and eﬃciency of the mixed-variate RBM (MV.RBM) (Tran et al.,
2011) in modelling such data. However, the MV.RBM does not cover count data,
which are extremely popular in data modelling tasks, especially under the bag-of-
word representation framework. For example, a medical record can be represented
as a bag of diagnosis codes over the course of the patient illness, and an image can be
represented as a bag of visual words. In addition, the latent space in the MV.RBM
is an unstructured vector, thus limiting its expressiveness in capturing clustering
structure and data manifold.
This chapter proposes to extend the MV.RBM in three ways. First, the MV.RBM
is extended to incorporate count data. Second, the group structure in the hidden
layer is explicitly modelled. And ﬁnally, a manifold structure is imposed on top of
the hidden units. These extensions are materialised on two important applications:
patient proﬁle modelling and image retrieval.
In the ﬁrst application, we extend the MV.RBM to tackle the complexity and het-
erogeneity of patient proﬁles. A patient proﬁle in modern hospitals typically con-
sists of multiple records, including demographics, admissions, diagnoses, surgeries,
pathologies, and medication. Each record contains several ﬁelds, each of which is
type-speciﬁc. For example, age can be considered a continuous value but a diagnosis
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code is a discrete element. At the ﬁrst approximation, each patient can be repres-
ented using a long vector of mixed types1. However, joint modelling of mixed types
is known to be highly challenging even for a small set of variables (Dunson and
Herring, 2005; McCulloch, 2008). Complete patient proﬁling, on the other hand,
requires the management of thousands of variables. Of equal importance is that the
proﬁling should readily support a variety of clinical analysis tasks such as patient
clustering, visualisation, and disease prediction.
Our extension of the MV.RBM fulﬁls such requirements by handling more primitive
data types for each patient aggregated over time and producing a homogeneous
representation called “latent proﬁle” that can be used for further clinical analyses.
We demonstrate the eﬀectiveness of our proposed method through evaluation on
patient clustering and diagnosis code prediction for diabetic patients.
In the second application – image retrieval, images are typically retrieved based on
the distance from the query image. Thus, the retrieval quality depends critically on
how the images are represented and the distance metric operating on the representa-
tion space. Standard vector-based representations may involve colour histograms or
visual descriptors (as discussed in Section 2.7.1); and distance metrics can be those
working in the vector space. However, they suﬀer from important drawbacks. First,
there are no simple ways to integrate multiple representations (e.g. histograms and
bag-of-words) and multiple modalities (e.g. visual words and textual tags). Fur-
thermore, designing a representation separately from distance metric is suboptimal
– it takes time to search for the best distance metric for a given representation. And
ﬁnally, using low-level features may not eﬀectively capture the high-level semantics
of interest, leading to poor retrieval quality if diﬀerent objects have similar visual
features. For example, it can be easy to confuse between a lion and a wolf if we rely
on the textures and colours alone (cf. Figure-(4.9)).
Our solution is to learn both the higher representation and the distance metric
speciﬁcally for the retrieval task. The higher representation would capture the reg-
ularities and factors of variation in the data space from multiple lower feature types
and modalities. At the same time, the representation would lead to small distances
between conceptually related objects and large distances between those unrelated.
To this end, we introduce a novel probabilistic image retrieval model which seam-
lessly integrates structured sparsity and distance metric learning into the MV.RBM.
During the training phase, the model learning is regularised such that the inform-
ation theoretic distances on the latent representation between intra-concept images
are minimised and those between inter-concept images are maximised. During the
1Since each ﬁeld may be repeated over time (e.g. diagnosis codes), we need an aggregation
scheme to summarise the ﬁeld. Here we simply use count for diagnosis codes.
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testing phase, the learnt distance metrics are then used for retrieving similar images.
We compare the retrieval performances of our model with baseline and state-of-the-
art methods on NUS-WIDE data.
4.2 Representing multityped data
4.2.1 Incorporating more primitive data types
We have formulated type-speciﬁc RBMs to model count data using Poisson and
replicated softmax variables in Section 3.4. However, these data types are not readily
handled by the mixed-variate RBM introduced in Section 3.4.7. We develop a new
approach to incorporate these two primitive types into the MV.RBM.
For clarity of presentation, we consider visible units representing words in a doc-
ument as a running example. The other count data (e.g. bag of visual words of
an image, bag of diagnosis codes over the course of patient illness) are equivalent.
To represent counts, we adopt the constrained Poisson model by Salakhutdinov and
Hinton (2009c), where count data at the visible unit is modelled via the following
probability:
p (vn = c | h;ψ) = Poisson
(
c,
exp {fn(h)}∑N
n=1 exp {fn(h)}
D
)
where D is the document length. For replicated softmax, we adopt the idea from
(Salakhutdinov and Hinton, 2009b) where repeated words share the same parameters
as presented in Section 3.4.6. We then build one MV.RBM per document due to the
diﬀerence in the word sets. Furthermore, to balance the contribution of the hidden
units against the variation in input length, it is important to make a change to the
energy function of the model as follows: Db ← b. We note that the parameter
sharing and balancing are not readily present in the current MV.RBM of Tran et al.
(2011). We show the eﬃciency of parameter sharing and balancing in Section 4.4.1.1.
Once the model has been estimated, we can compute the posterior vec-
tor hˆ = [p (h11 | v) , p (h12 | v) , ..., p (h1K | v)], where p (h1k | v) is shorthand for
p (hk = 1 | v;ψ) – the probability that the k-th latent factor is activated given the
input v. Based on Equation-(3.39), this probability can be computed as follows:
p
(
h1k | v;ψ
)
= sig
(
Dbk +
N∑
n=1
wnkvn
)
(4.1)
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Interestingly, the model also enables word prediction, i.e. determining which words
will present for unseen documents2. More speciﬁcally, given a set of T documents
v[1:T], subset of words of an unseen document v˜ can be predicted by searching for
the mode of the following conditional distribution:
p
(
v˜ | v[1:T];ψ) =∑
h
p
(
v˜,h | v[1:T];ψ)
Unfortunately, the search is intractable as we need to traverse through the space
of all possible word combinations, which has the size of 2N where N represents the
dictionary size. To simplify the task and to reuse of the readily discovered latent
posterior hˆ[1:T], we assume that (i) the model distribution is not changed due to
the unseen document, (ii) the latent posterior at this point captures everything we
can say about the collection of documents, and (iii) unseen words are conditionally
independent given the current latent posterior. This leads to the followingmean-ﬁeld
approximation3:
p
(
v˜n | v[1:T];ψ
) ≈ exp
[
an +
∑K
k=1wnkp
(
h1k | v[1:T];ψ
)]
∑N
i=1 exp
[
ai +
∑K
k=1wikp (h
1
k | v[1:T];ψ)
] (4.2)
4.2.2 Integrating structured sparsity
The latent representation learnt by the MV.RBM captures the regularities of the
data. However, it is largely unstructured and may not readily disentangle all the
factors of variation (e.g. those due to diﬀerent object types in the image). One
way to improve the representation is to impose some structured sparsity, which may
lead to better separation of object groups and easier interpretation. Following the
previous work in (Luo et al., 2011), we impose a mixed-norm regulariser 	1/	2 on the
latent representation. Speciﬁcally, hidden units are equally arranged into M non-
overlapping groups. The inter-group and intra-group activations of these groups can
be controlled by the mixed-norm regulariser.
More formally, let Gm describe the set of indices of hidden units in the group m.
2Although this appears to resemble the traditional collaborative ﬁltering, it is more complicated
since words may be recurrent.
3This result is obtained by ﬁrst disconnecting the unseen words from the lat-
ent units and then ﬁnd the suboptimal factorised distribution q
(
v˜,h | v[1:T];ψ) =∏N
n=1 qn
(
v˜n | v[1:T];ψ
)∏K
k=1 p
(
hk | v[1:T];ψ
)
that minimises the Kullback-Leibler divergence from
the original distribution p
(
v˜,h | v[1:T];ψ).
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The 2-norm of this group is then given by:
Rm (v;ψ) =
√∑
k∈Gm
p (hk = 1 | v;ψ)2
The mixed-norm 	1/	2 is derived using 1-norm regularisation all over M groups as
follows:
R (v;ψ) =
M∑
m=1
|Rm (v;ψ)| =
M∑
m=1
√∑
k∈Gm
p (hk = 1 | v;ψ)2 (4.3)
To encourage structured sparsity in the hidden representation, we integrate this
mixed-norm regularisation into the learning of MV.RBM. As described in Sec-
tion 3.3, the aim of learning is to maximise the data log-likelihood w.r.t the para-
meter set ψ (cf. Equation-(3.22)). The objective function now turns into the fol-
lowing regularised log-likelihood:
LSSL = logL (v;ψ)− αR (v;ψ)
where α ≥ 0. The learning procedure now performs the task of minimising the
penalty term and maximising the data log-likelihood logL (v;ψ) simultaneously to
achieve the optimal solution for the regularised function. The degree of sparsity is
controlled by the hyperparameter α. If we set α to zero, the mixed-norm regulariser
will vanish and the model will revert to the ordinary RBM. The larger α is, the
sparser the hidden activations become.
The gradient of this regularised log-likelihood reads:
∂
∂ψ
LSSL = ∂
∂ψ
logL (v;ψ)− α ∂
∂ψ
R (v;ψ)
The gradient of data log-likelihood is speciﬁed in Section 3.3. Assuming that hidden
unit hk belongs to the group mˆ, the gradient of regulariser R (v;ψ) w.r.t parameter
ψ·k associated with this hidden unit is computed as follows:
4.3. Learning data manifold and probabilistic distance metric 79
∂
∂ψ·kR (v;ψ) =
∂
∂ψ·k
M∑
m=1
√∑
i∈Gm
p (hi = 1 | v;ψ)2
=
∂
∂ψ·k
√∑
i∈Gmˆ
p (hi = 1 | v;ψ)2
=
∂
∂ψ·k
√ ∑
i∈Gmˆ,i =k
p (hi = 1 | v;ψ)2 + p (hk = 1 | v;ψ)2
=
p (hk = 1 | v;ψ)√∑
i∈Gmˆ p (hi = 1 | v;ψ)
2
∂
∂ψ·k p (hk = 1 | v;ψ) (4.4)
Substituting the weight wnk and the hidden bias bk for ψ·k in Equation-(4.4), we
obtain:
∂
∂wnk
R (v) = p (hk = 1 | v;ψ)
2 p (hk = 0 | v;ψ) vn√∑
i∈Gmˆ p (hi = 1 | v;ψ)
2
∂
∂bk
R (v) = p (hk = 1 | v;ψ)
2 p (hk = 0 | v;ψ)√∑
i∈Gmˆ p (hi = 1 | v;ψ)
2
During learning, the regulariser is minimised, resulting in group-wise sparsity, i.e.
only a few groups of hidden units will be activated (cf. the last column of Figure-(4.7)
in Section 4.4.2.1). Finally, the parameters are updated using stochastic gradient
ascent fashion as follows:
ψ ← ψ + η
(
∂
∂ψ
LSSL
)
(4.5)
for some learning rate η > 0.
4.3 Learning data manifold and probabilistic
distance metric
Latent representation is designed to capture the regularities in the interactions
between data elements but not necessarily the data manifold. A manifold reﬂects the
global geometrical organisation of data points in the data space through local con-
nectivity. Here we are interested in a particular manifold structure that is important
for semantic retrieval: intra-concept connection and inter-concept separation. The
intra-concept connections reﬂect the closeness between two data points sharing the
same concept, whilst the inter-concept separation indicates the distance between
4.3. Learning data manifold and probabilistic distance metric 80
diﬀerent concept data points4. For a typical retrieval task, it is better to directly
learn a distance metric that enforces intra-concept connection and enlarges inter-
concept separation. Given the probabilistic nature of our representation, a suitable
distance can be the following symmetrised Kullback-Leibler divergence (KL-div):
f [x, y] =
1
2
[KL (x‖y) + KL (y‖x)] (4.6)
where KL (x‖y) = ∑h p (h | v[x]) log p(h|v[x])p(h|v[y]) . Let N (x) denote the set of indices
of other objects that share the same concept with the object v[x], and N¯ (x) de-
notes those that do not. The mean distance to all other objects in N (x) should be
minimised:
fN(x) =
1
|N (x)|
∑
y∈N(x)
f
[
p
(
h | v[y]) , p (h | v[x])] (4.7)
On the other hand, the mean distance to all images in N¯ (x) should be enlarged:
fN¯(x) =
1∣∣N¯ (x)∣∣
∑
y∈N¯(x)
f
[
p
(
h | v[y]) , p (h | v[x])] (4.8)
It is noteworthy that the idea of intra-concept connection has been studied in (Tran
et al., 2012c), but the inter-concept separation is new.
We integrate these intra-concept and inter-concept distance metrics in Equations-
(4.7,4.8) into the learning of MV.RBM. As described in Section 3.3, the aim of learn-
ing is to maximise the data log-likelihood w.r.t the parameter set ψ (cf. Equation-
(3.22)). The objective function now becomes the following regularised log-likelihood:
LDML =
∑
x
logL (v[x];ψ)− β
(∑
x
fN(x) −
∑
x
fN¯(x)
)
(4.9)
where β ≥ 0. Maximising this likelihood is now equivalent to simultaneously max-
imising the data log-likelihood logL (v;ψ), minimising the neighbourhood distance
fN(x) and maximising the non-neighbourhood distance fN¯(x). The eﬀect of distance
metrics is controlled by the coeﬃcient β. If we set β to zero, there will be no distance
metric learning and the model will revert to the ordinary RBM.
4Here we use two generic terms: “object” and “concept”. For clarity, we can take an example
in which objects are images and concepts are the types of animals such as dogs, cats. Two images
are considered similar (share a same concept) if they depict the same type of animal.
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The gradient of this regularised log-likelihood reads:
∂
∂ψ
LDML = ∂
∂ψ
∑
x
logL (v[x];ψ)− β ∂
∂ψ
(∑
x
fN(x) −
∑
x
fN¯(x)
)
The gradient of data log-likelihood is speciﬁed in Section 3.3. To compute the
gradient of the mean distances fN(x) and fN¯(x) deﬁned in Equations-(4.7,4.8), we
need the gradient for each pairwise distance f [x, y] = f
[
p
(
h | v[x]) , p (h | v[y])].
Taking the derivative of the metric distance function w.r.t parameter ψ·k, we have:
∂f [x, y]
∂ψ·k =
∂f [x, y]
∂p (h1k | x)
∂p (h1k | x)
∂ψ·k +
∂f [x, y]
∂p (h1k | y)
∂p (h1k | y)
∂ψ·k (4.10)
in which p (h1k | x) is the shorthand for p
(
hk = 1 | v[x]
)
, ψ·k is the parameter associ-
ated with hidden units hk. Hidden units are assumed to be binary units. According
to Section 3.2.1, the probabilistic activations of hidden units are sigmoid functions.
Thus the partial derivatives w.r.t the mapping column w·k and bias bk are then:
∂p (h1k | x)
∂w·k = p
(
h1k | x
) [
1− p (h1k | x)]v[x] (4.11)
∂p (h1k | x)
∂bk
= p
(
h1k | x
) [
1− p (h1k | x)] (4.12)
As deﬁned in Equation-(4.6), the derivatives ∂f [x,y]
∂p(h1k|x)
and ∂f [x,y]
∂p(h1k|y)
depend on the
derivative of two KL-divs: KL (x‖y) and KL (y‖x). Taking the derivatives of these
divergences w.r.t p (h1k | y) as examples, we have:
∂KL (y‖x)
∂p (h1k | y)
=
K∑
j=1
[
log
p
(
h1j | y
)
p
(
h1j | x
) − log 1− p (h1j | y)
1− p (h1j | x)
]
∂KL (x‖y)
∂p (h1k | y)
=
K∑
j=1
[
−p
(
h1j | x
)
p
(
h1j | y
) + 1− p (h1j | x)
1− p (h1j | y)
]
Likewise, ∂KL(y‖x)
∂p(h1k|x)
and ∂KL(x‖y)
∂p(h1k|x)
can be easily obtained. From that we can compute
∂f [x,y]
∂p(h1k|x)
and ∂f [x,y]
∂p(h1k|y)
. Combining with Equations-(4.11,4.12), we can compute the
derivative of the metric distance w.r.t parameter ψ·k in Equation-(4.10).
Finally, the parameters are updated using stochastic gradient ascent fashion as fol-
lows:
ψ ← ψ + η
(
∂
∂ψ
LDML
)
(4.13)
for some learning rate η > 0.
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4.4 Applications
In this section, we demonstrate the performances of our proposed methods in two
applications: latent patient proﬁle modelling in medical data analysis and repres-
entation learning for image retrieval. The former application is to implement the
extension of MV.RBM for clustering patients and predicting diagnosis codes 1-year
in advance. The latter learns sparse latent representation and distance metric for
image retrieval. The experimental results demonstrate that in both cases our model
gains better results than baselines and outperforms state-of-the-arts.
4.4.1 Medical data analysis
The adage, prevention is better than a cure, is especially true in managing chronic
diseases. To provide high quality healthcare, care plans are issued to patients to
manage them within the community, taking steps in advance to avoid hospitalisation
where possible. Thus, it is imperative to identify groups of patients with similar
characteristics so that they can be covered by a coherent care plan. Additionally, if
the hospital can predict disease codes arising from escalating complications of chronic
disease, it can adjust ﬁnancial and manpower resources. Thus, useful prediction of
codes for chronic disease can lead to service eﬃciency.
Patient grouping necessitates clustering techniques. However, medical data is com-
plex – it is mixed-type containing Boolean data (e.g. male/female), continuous
quantities (e.g. age), single categories (e.g. regions), and repeated categories (e.g.
disease codes). Traditional clustering methods cannot naturally integrate such data.
The mixed-variate RBM uncovers latent proﬁle factors, enabling subsequent clus-
tering. Using a cohort of 6, 931 chronic diabetes patients with data from 2007 to
2011, we collect 3, 178 diagnosis codes (treated as repeated categories) and combine
it with region-of-birth (as categories) and age (as Gaussian variables) to form our
dataset.
Predicting disease codes for future years enables hospitals to prepare ﬁnance, equip-
ment and logistics for individual requirements of patients. Thus the prediction of
disease codes forms the next part of our study.
In what follows we present our patient proﬁle modelling framework. We then de-
scribe our implementation on the diabetes cohort and demonstrate the eﬃciency of
our methods.
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4.4.1.1 Latent patient proﬁling
The goal of patient proﬁling is to construct an eﬀective personal representation
from multiple hospital records. Here we focus mainly on patient demographics (e.g.
age, gender and region-of-birth) and their existing health conditions (e.g. existing
diagnoses). Gender is recorded as a binary (male/female). Age can be considered a
continuous quantity and thus a Gaussian unit can be used5; and region-of-birth and
diagnosis as categorical variables. However, since the same diagnosis can be repeated
during the course of readmissions, it is better to include them all. In particular,
repeated diagnoses are modelled as replicated softmax units (cf. Section 4.2.1). For
each patient, one MV.RBM is built due to the diﬀerence in the diagnosis sets. See
Figure-(4.1) for the illustration of MV.RBM for patient proﬁling.
Figure 4.1: Patient proﬁling using mixed-variate RBMs. The top layer represents
stochastic binary units. The bottom layer encodes multiple type-speciﬁc input: A
for age (continuous), G for gender (binary), R for region-of-birth, Cm for diagnosis
codes. The circles within squares denote the replicated diagnosis codes (categorical)
where the integers {Nm} denote the number of replications.
Once the model has been estimated, the latent proﬁles are generated by computing
the posterior vector hˆ = [p (h11 | v) , p (h12 | v) , ..., p (h1K | v)] as in Equation-(4.1)
given demographic and clinical input. We will then demonstrate, in Section 4.4.1.2,
that the latent proﬁle can be used as input for a variety of analysis tasks such as
patient clustering and visualisation.
The word prediction capability of the model (cf. Equation-(4.2)) can be applied to
disease prediction as to which diagnoses may present for the patient in the future.
5Although the distribution of ages for a particular disease is generally not Gaussian, our model
is a mixture of exponentially many components (2K, see Section 3.6 for detail), and thus can
capture any distribution with high accuracy.
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Although predicting disease is more challenging, i.e. strict temporal orders must
be observed to make the model clinically plausible. This may appear to be an
impossible task, but it is plausible statistically because some diseases are highly
correlated or even causative, and there are certain pathways through which a disease
may progress.
4.4.1.2 Implementation and results
Here we present the analysis of patient proﬁles using the data obtained from Barwon
Health, Victoria, Australia6, during the period of 2007 − 2011 using the extended
MV.RBM described in Section 4.4.1.1. In particular, we evaluate the capacity of
the MV.RBM for patient clustering and for predicting future diseases. For the
clustering task, the MV.RBM can be seen as a tool to transform complex input
data into a homogeneous vector from which post-processing steps (e.g. clustering
and visualisation) can take place. For the prediction task, the MV.RBM acts as a
classiﬁer that maps the input to the output.
We take particular interest in diabetes mellitus, a chronic disease from which 346
million people worldwide suﬀer, as estimated by the World Health Organisation
(WHO) (Organization, 2012). There are two types of diabetes: Type I is typically
present in younger patients who are unable to produce insulin; and Type II is more
common in the older group who cannot absorb insulin. In 2004, 3.4 million people
died from complications of high blood sugar. The incidence of diabetes mellitus is
increasing, and being diagnosed in younger people. Thus more studies are required
to curb the increasing prevalence of the disease.
From Barwon Health data, we take the diabetes cohort of 7, 746 patients. One of
the most important indicators of diabetes is the high blood sugar level compared
to the general population. Diabetes is typically associated with multiple diseases
and complications: The cohort contains 5, 083 distinct diagnosis codes, many of
which are related to other conditions and diseases such as obesity, tobacco use and
heart problems. For robustness, we remove those rare diagnosis codes with less
than 4 occurrences in the data. This results in a dataset of 6, 931 patients who
originally came from 102 regions and were diagnosed with 3, 178 unique codes. The
inclusion of age and gender into the model is obvious: they are not only related to
and contributing to the diabetes types, they are also largely associated with other
complications. Information about the regions-of-origin is also important for diabetes
because it is strongly related to social conditions and lifestyles. These are of critical
6Ethics approval 12/83.
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importance to the proactive control of the blood sugar level, which is by far the
most cost-eﬀective method to mitigate diabetes-related consequences.
Implementation. Continuous variables are ﬁrst normalised across the cohort so
that the Gaussian input has zero-means and unit variances. We employ 1-step con-
trastive divergence (Hinton, 2002) for learning. Learning rates vary by type and they
are chosen so that reconstruction errors at each data sweep are gradually reduced.
Parameters are updated after each mini-batch of 100 patients, and learning is termin-
ated after 100 data sweeps. The number of hidden units is determined empirically
to be 200, since large size does not necessarily improve the clustering/prediction
performance.
For patient clustering, once the model has been learnt, the hidden posteriors that
are computed using Equation-(4.1) can be used as the new representation of the
data. To enable fast bitwise implementation (e.g. see Salakhutdinov and Hinton,
2009c), we then convert the continuous posteriors into binary activation as follows:
hˆk = 1 if p(h
1
k | v) ≥ ρ1 and hˆk = 0 otherwise for all k = 1, 2..,K and some
threshold ρ1 ∈ (0, 1). We then apply well-known clustering methods including af-
ﬁnity propagation (AP) (Frey and Dueck, 2007), k-means and Bayesian mixture
models (BMM). These methods are applied on diagnosis codes or on patient latent
proﬁles wherever suitable. The AP is of particular interest for our exploratory ana-
lysis because it is capable of automatically determining the number of clusters. It
requires the similarity measure between two patients, and in our binary proﬁles, a
natural measure is the Jaccard coeﬃcient:
J (p, q) =
| S {p} ∩ S {q} |
| S {p} ∪ S {q} | (4.14)
where S{p} is the set of activated hidden units for patient p. Another hyperpara-
meter is the so-called ‘preference’ which we empirically set to the average of all
pairwise similarities multiplied by −20. This setting gives a reasonable clustering.
The other two clustering methods require a prior number of clusters, and here we
use the output from the AP. For the k-means, we use the Hamming distance between
activation vectors of the two patients7. The BMM is a Bayesian model with multi-
nomial emission probability.
The task of disease prediction is translated into predicting diagnoses in the future
for each patient. We split data into 2 subsets: The earlier subset, which contains
those diagnoses in the period of 2007− 2010, is used to train the MV.RBM; and the
7The centroid of each cluster is chosen according to the median elementwise.
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later subset is used to evaluate the prediction performance. In the MV.RBM, we
order the future diseases according to the probability that the disease occurs as in
Equation-(4.2).
Patient Clustering. First, we wish to validate that the latent proﬁles discovered
by the MV.RBM are informative enough so that clinically meaningful clusters can
be formed. Figure-(4.2) shows the 10 clusters returned by the AP and the similarity
between every patient pair (depicted in colour, where the similarity increases from
blue to red). It is interesting that we are able to discover a group whose condi-
tions are mostly related to Type I diabetes (cf. Figure-(4.3)), and another group
associated with Type II diabetes (cf. Figure-(4.4)). The grouping properties can
be examined visually using a visualisation tool known as t-SNE (Van der Maaten
and Hinton, 2008) to project the latent proﬁles onto 2D. Figure-(4.5a) depicts the
distribution of patients, where the colours are based on the group indices assigned
earlier by the AP.
Figure 4.2: Similarity matrix and diagnosis codes histograms. The matrix represents
resemblances of pairwise patients, depicted in colour where the resemblance increases
from blue to red. The histograms C and D show the quantity of diagnoses of group
3 and group 8, respectively. The histogram E shows the subtraction of histograms
C and D. On the similarity matrix, group 3 and group 8 look highly similar at the
diagnosis level as their similarities, shown in rectangles A and B, are strong. Their
clinical conditions, however, are signiﬁcantly diﬀerent as shown on the histogram E.
(Best viewed in colours).
For quantitative evaluation, we calculate the Rand-index (Rand, 1971) to assess the
quality of resulting clusters, given that we do not have cluster labels. The Rand-
index is the pairwise accuracy between any two patients, which can be computed as
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Figure 4.3: Type I diabetes mellitus: Tag cloud of primary diagnoses and age distri-
bution. Two ﬁgures conﬁrms the existing knowledge that Type I diabetes mellitus
often occurs in the younger population.
0 10 20 30 40 50 60 70 80 90 100 1100
20
40
60
80
100
120
140
160
180
200
Ages
N
um
be
r o
f p
at
ie
nt
s
Age histogram of type 2 diabetes
Figure 4.4: Type II Diabetes mellitus: tag cloud of primary diagnoses and age
distribution. We can see that the age distribution is distinct from the Type I group.
below:
Rand-index =
TP + TN
TP + FP + TN+ FN
in which TP – true postive, TN – true negative, FP – false postive, FN – false
negative are given in Table-(4.1). To judge whether two patients share the same
cluster, we consult the diagnosis code hierarchy of the ICD-10 (ICD-10th, 2010).
We use hierarchical assessment since a diagnosis code may have multiple levels.
E11.12, for example, has two levels: E11 and E11.12. The lower level code speciﬁes
disease more clearly whilst the higher is more abstract. Therefore, we have two
ways for pairwise judgement: the Jaccard coeﬃcient (cf. Equation-(4.14)) and code
‘cluster’, which is the grouping of codes that belong to the same disease class, as
speciﬁed by the latest WHO standard ICD-10. At the lowest level, two patients are
considered similar if the two corresponding code sets are suﬃciently overlapping,
i.e. their Jaccard coeﬃcient is greater than a threshold ρ2 ∈ (0, 1). At the higher
Result
Groundtruth
Same cluster Diﬀerent cluster
Same cluster TP FN
Diﬀerent cluster FP TN
Table 4.1: Contingency table.
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level, on the other hand, we consider two patients to be clinically similar if they
share a higher level diabetes code of the same code ‘cluster’. For instance, two
patients with two codes E11.12 and E11.20 are similar at the level E118, but they
are dissimilar at the lower level. Note that this hierarchical division is for evaluation
only. We use codes at the lowest level as replicated softmax units in our model (cf.
Section 4.4.1.1).
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Figure 4.5: Visualisation and quantitative assessment of clusters. (a) t-SNE (Van der
Maaten and Hinton, 2008) projection on 2, 000 latent proﬁles. Groups are labelled
by the outputs of the AP. (Best viewed in colours). (b) Rand-index curves in pa-
tient clustering. AP : aﬃnity propagation, BMM : Bayesian mixture model, RBM :
MV.RBM with diagnosis codes only.
Figure-(4.5b) reports the Rank-indices w.r.t the assessment at the lowest level in the
ICD-10 hierarchy for clustering methods with and without MV.RBM pre-processing.
At the next ICD-10 level, the MV.RBM/AP achieves a Rand-index of 0.6040, which
is, again, the highest among all methods, e.g. using the RBM/AP yields the score
of 0.5870, and using AP on diagnosis codes yields 0.5529. This clearly demonstrates
that (i) MV.RBM latent proﬁles would lead to better clustering than those using
diagnosis codes directly, and (ii) modelling mixed-types would be better than using
just one input type (e.g. the diagnosis codes).
8This code group is for non-insulin-dependent diabetes mellitus.
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Figure 4.6: ROC curves in disease prediction. RBM is MV.RBM with diagnosis
codes only; Patient-Patient is the k-nearest neighbours method. Best viewed in
colours.
Disease Prediction. The prediction results are summarised in Figure-(4.6),
where the ROC curve9 of the MV.RBM is compared against that of the baseline
using k-nearest neighbours (k-NN). The k-NN approach to disease ranking is as
follows: For each patient, a neighbourhood of the 50 most similar patients is collec-
ted based on the Jaccard coeﬃcient over sets of unique diagnoses. The diagnoses
are then ranked according to their occurrence frequency within the neighbourhood.
As can be seen from the ﬁgure, the latent proﬁle approaches outperform the k-NN
method. The MV.RBM with contextual information such as age, gender and region-
of-birth proves to be useful. In particular, the areas under the ROC curve (AUC) of
the MV.RBMs are 0.84 (with contextual information) and 0.82 (without contextual
information). These are clearly better than the score obtained by k-NN, which is
0.77.
4.4.2 Image retrieval
We now address the second application – image retrieval. Our retrieval framework
is the fusion of three components introduced in Sections (4.2.1,4.2.2,4.3):
9The ROC (receiver operating characteristic) curve shows the performance of a binary classiﬁer
created by varying the threshold, and plotting True Positive Rate (TPR) and False Positive Rate
(FPR) (Pintea and Moldovan, 2009).
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  (i) a mixed-variate machine that maps multiple feature types and modalities
into a homogeneous higher representation,
  (ii) a regulariser that promotes structured sparsity on the learnt representation,
  and (iii) an information-theoretic distance operating on the learnt representa-
tion.
The compound objective function reads:
LIR =
∑
x
logL (v[x];ψ)− αR (v)− β
(∑
x
fN(x) −
∑
x
fN¯(x)
)
for hyperparameters α, β ≥ 0. The learning of our proposed model is carried out by
stochastic gradient ascent as in Equations-(3.26,4.5,4.13).
For experiments, we quantitatively evaluate our method on two real datasets. Both
datasets are subsets selected from the NUS-WIDE dataset (Chua et al., 2009), which
was collected from Flickr10. The NUS-WIDE dataset includes 269, 648 images which
are associated with 5, 018 unique tags. There are 81 concepts in total. For each
image, six types of low-level features (Chua et al., 2009) are extracted, including 64-
D colour histogram in LAB colour space, 144-D colour correlogram in HSV colour
space, 73-D edge direction histogram, 128-D wavelet texture, 225-D block-wise LAB-
based colour moments extracted over 5× 5 ﬁxed grid partitions and 500-D bag-of-
word (BoW) based on SIFT descriptions.
These features are modelled by our framework as follows: tags as binary (present or
not), low-level features as Gaussian except BoW as Poisson variables. For training
our model, mapping parameters W are randomly initialised from small normally
distributed numbers, i.e. Gaussian N (0; 0.01), and biases (a,b) are set to zeros. To
enhance the speed of training, we divide training images into small “mini-batches”
of B = 100 images. Hidden and visible learning rates are ﬁxed to 0.02 and 0.3
respectively11. Parameters are updated after every mini-batch and the learning
ﬁnishes after 100 scans through the whole data.
Once parameters have been learnt, images are projected onto the latent space using
Equation-(4.1). We set the number of hidden groups M (cf. Equation-(4.3)) to the
expected number of groups (e.g. concepts), and the number of hidden units K is
a multiple of M. The retrieved images are ranked based on the negative Kullback-
Leibler divergence (KL-div) on these latent representations. We repeat 10 times and
10https://www.ﬂickr.com/
11Learning rate settings are diﬀerent since the hidden are binary whilst the visible are unbounded.
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report the mean and standard deviation of the performance measures.
4.4.2.1 Retrieving animals
The ﬁrst subset is the NUS-WIDE animal dataset which contains 3, 411 images of
13 animals - squirrel, cow, cat, zebra, tiger, lion, elephant, whale, rabbit, snake,
antler, wolf and hawk. Figure-(4.7) shows example images of each category. Out
of 3, 411 images, 2, 054 images are used for training and the remaining for testing.
In the testing phase, each test image is used to query images in the training set to
receive a list of images ranked basing on similarities. These settings are identical to
those used in previous work (Chen et al., 2010; Gupta et al., 2011, 2012). We use
the following ﬁve methods presented in these work to compare with our proposed
models:
  Dual-wing Harmonium (DWH) (Xing et al., 2005): a variant of RBM for
mixed-type data modelling which incorporates a multivariate Poisson for word-
counts and a multivariate Gaussian for color histogram;
  Tri-wing Harmonium (TWH) (Yang et al., 2007): a variant of RBM for cap-
turing mixed-type data which models count, binary and categorical data;
  Max-margin Harmonium (MMH) (Chen et al., 2010): an instantiation of the
supervised latent subspace Markov networks where the data on each view are
not structured;
  Nonparametric Hierarchical Factor Analysis (NHFA-GGM (approx.)) (Gupta
et al., 2011): a model based on hierarchical beta process (Thibaux and Jordan,
2007) which allows sharing of factors across diﬀerent sources and learns the
number of shared and individual factors automatically from data;
  Nonparametric Hierarchical Factor Analysis (Proposed NHFA-GGM) (Gupta
et al., 2012): a modiﬁed hierarchical beta process prior with applications to
hierarchical modeling of multiple data sources.
For our methods, the similarity measure is negative symmetrised KL-div learnt
from data (cf. Section 4.3). The retrieval performance is evaluated using mean
average precision (MAP) over all received images in the training set. Two images
are considered similar if they depict the same type of animal.
In this experiment, we concatenate ﬁrst ﬁve histogram features of each animal image
into a long vector and ignore BoW features to compare with recent work. Thus we
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Figure 4.7: Example images of each species in NUS-WIDE animal dataset. The last
column shows the group mean of hidden posteriors by colours, one line per image.
The red cells illustrate higher values whilst the blue denote the lower. It is clear
that 4 groups of 6 consecutive images form 4 strips in diﬀerent groups (9,6,1,8).
treat elements of the vector as Gaussian units and normalise them across all training
images to obtain zeros mean and unit standard variance. Note that the MV.RBM
here reduces to the plain RBM with single Gaussian type.
0 39 91 143 195 247 390 442 494
19
19.5
20
20.5
21
21.5
22
22.5
23
Number of hidden units (K)
M
A
P
(%
)
0 0.003 0.03 0.3 1
19
19.5
20
20.5
21
Regularisation constant (α)
M
A
P
(%
)
0 0.001 0.03 0.1 0.3 1
15
16
17
18
19
20
21
22
23
Metric learning coefficient (β)
M
A
P
(%
)
Figure 4.8: The MAP performance (%) as functions of the hyperparameters: (Left)
The number of hidden units K (with α = 0.003 and β = 0.001); (Middle) The
regularisation constant α (with K = 195); (Right) The metric learning coeﬃcient β
(with K = 195 and α = 0.003).
To ﬁnd the best setting of the hyper-parameters α, β and K, we perform initial
experiments with varying values. Figure-(4.8) reports the MAP performance (%)
w.r.t these values. Here α = 0 means no sparsity constraint and β = 0 means
no metric learning. As can be seen from the ﬁgure on the left, the performance
stops increasing after some certain hidden size. Adding a certain amount of sparsity
control slightly improves the result (cf. the middle ﬁgure). A much stronger eﬀect is
due to metric learning, as shown in the ﬁgure on the right. From these observations,
we choose K = 195 (15 units per group), α = 0.003 and β = 0.001.
Figure-(4.9) shows how structured sparsity and metric learning contributes to the
higher retrieval quality. The naive nearest neighbour on concatenated normalised
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features12 would confuse a wolf with the query of a lion, possibly due to the similar
colour proﬁles. The standard RBM admits the same error suggesting that learning
only regularities is not enough. Adding structured sparsity (RBM+SG) corrects one
error and using learnt metric (RBM+SG+ML) would correct all the errors.
k-NN
lion wolf lion wolf lion
RBM
lion wolf lion lion wolf
RBM+SG
lion lion wolf lion lion
RBM+SG+ML
lion lion lion lion lion
Figure 4.9: Retrieved images for query image of a lion in testing set. k-NN: k-
nearest neighbours, RBM+SG+ML: RBM with sparse group, metric learning. The
ﬁrst column is the queried images. Blue titles are correct retrieval whilst the red are
incorrect. Four retrieved images are sorted in descending order of similarities from
left to right.
Finally, Table-(4.2) presents the MAP results of our methods (RBM, RBM with
sparse group (SG) and with metric learning (ML)) in comparison with recent work
(Chen et al., 2010; Gupta et al., 2011, 2012) on the NUS-WIDE animal dataset. It
is clear that RBM and RBM with SG are competitive against all previous methods;
12Each feature is normalised to zero mean and unit standard variance over images.
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and RBM integrated with SG and ML signiﬁcantly outperforms state-of-the-art
approaches.
Method MAP
DWH (Xing et al., 2005) 0.153
TWH (Yang et al., 2007) 0.158
MMH (Chen et al., 2010) 0.163
NHFA-GGM (approx.) (Gupta et al., 2011) 0.179 0.013
Proposed NHFA-GGM (Gupta et al., 2012) 0.195 0.013
RBM 0.199 0.001
RBM+SG 0.206 0.002
RBM+SG+ML 0.252 0.002
Table 4.2: Image retrieval results to compare with recent state-of-the-art mul-
tiview learning and hierarchical modelling techniques on NUS-WIDE animal dataset.
RBM+SG+ML is RBM with latent sparse groups and metric learning.
4.4.2.2 Retrieving individual concepts
In the second experiment, we aim to demonstrate the capability of our method to
handle heterogeneous types of features and larger data. We randomly pick 10,000
images for training and 10,000 for testing. Each image in this subset has exactly
one concept and altogether, they cover the entire 81 concepts of the NUS-WIDE
dataset. Six visual features (1 bag-of-word and 5 histogram-like) and associated
social tags, limited to 1,000, of each image are taken. The MV.RBM encodes 5
histogram features as Gaussian, social tags as binary and BoW as Poisson units.
We further transform counts into logarithm space using [log (1 + count)].
Besides MAP score, we also compute the normalised discounted cumulative gain
(NDCG) (Ja¨rvelin and Keka¨la¨inen, 2002) for evaluation. Here we use only the top
100 similar images for calculating MAP and the top 10 images for computing NDCG.
We create 2 baselines and 4 versions of our approach to show the improvement of
the MV.RBM when adding sparse groups and metric learning (MV.RBM+SG+ML).
The ﬁrst baseline is to employ k-NN method on concatenated feature vectors. The
ﬁrst features are normalised to zeros mean and unit vector over images to eliminate
the diﬀerences in dimensionality and scale. The second baseline is the fusion of
multiple plain RBMs, each of which is type speciﬁc, i.e. BoW as Poisson, visual his-
tograms as Gaussian and textual tags as binary. For each type of RBM, visible input
data is mapped into binary latent representations. These latent representations are
then concatenated into a single latent representation.
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The ﬁrst version (RBM+SG) is the second baseline with group-wise sparsity (cf.
Section 4.2.2). The second version (MV.RBM) jointly models all 7 types of fea-
tures. The third version (MV.RBM+SG) is MV.RBM with 81 sparse groups (cf.
Section 4.2.2). Finally, the proposed solution (MV.RBM+SG+ML) integrates both
the sparsity and the metric learning into the MV.RBM.
Method MAP@100 (↑%) N@10 (↑%)
kNN 0.283 0.466
RBM 0.381 0.001(+34.6) 0.565 0.001(+21.2)
RBM+SG 0.402 0.035(+42.1) 0.584 0.001(+25.3)
MV.RBM 0.455 0.002 (+60.8) 0.631 0.002 (+35.4)
MV.RBM+SG 0.483 0.002 (+70.7) 0.668 0.002 (+43.4)
MV.RBM+SG+ML 0.508 0.002(+79.5) 0.679 0.001(+45.7)
Table 4.3: Comparison of image retrieval results with 4 baselines on NUS-WIDE
single label subset. (model)+SG+ML means (model) is integrated with sparse
groups and metric learning. MAP@100 is evaluated at top 100 similar images.
N@10 = NDCG estimated at top 10 results. (↑%) denotes improved percentage.
Diﬀerent from the ﬁrst experiment, we query within the testing set for each test-
ing image13. Table-(4.3) reports the retrieval results of all RBM models. Again,
it demonstrates that (i) representation learning, especially when it comes to fusing
multiple feature types and modalities, is highly important in image retrieval, (ii)
adding structured sparsity can improve the performance, and (iii) distance metric,
when jointly learnt with representation, has a signiﬁcant eﬀect on the retrieval qual-
ity. In particular, the improvement over the k-NN when using the proposed method
is signiﬁcant: MAP score increases by 79.5% and NDCG score by 45.7%.
4.5 Discussion
Our work on patient proﬁle modelling is part of an ongoing eﬀort to apply data
mining and statistical techniques to understand complex health databases, which
helps improve the service eﬃciency within health organisations and across coordin-
ated networks. This line of research has attracted considerable interest in the data
mining community (e.g. see Khosla et al., 2010; Luo et al., 2012). Our focus on
diabetes is motivated by the pressing demands to deliver personalised care for a
large population on an ongoing basis (Todd Iverson, 2010; Neuvirth et al., 2011).
However, we wish to emphasise that the approach is quite general and could be
applicable to other cohorts.
13This way of testing is more realistic since we do not always have all images for training.
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In terms of modelling, our work adds a few more ﬂavours to the current mixed-
variate analysis in biomedical domains (Dunson and Herring, 2005; McCulloch, 2008;
de Leon and Wu, 2011). The existing literature oﬀers three approaches described
in Section 2.6.1. Our treatment using MV.RBM oﬀers a fourth alternative: Direct
pairwise dependencies are substituted by indirect long-range dependencies. Not
only does this simplify the model design, the inference is much more scalable: each
MCMC sweep through all variables takes only linear time.
Latent proﬁling could be important for other applications such as patient retrieval,
i.e. we want to retrieve patients with clinically similar conditions to the patient
under study. In this setting, using raw diagnosis codes may miss those whose codes
are diﬀerent from the present patient even if they share the same clinical conditions.
The use of MV.RBM, on the other hand, would project these patients onto similar
latent proﬁles14. It is also of interest to ask whether it is justiﬁable for the choice of
parameter sharing for repeated diagnoses. To obtain an answer, we experimented
with the “counting” treatments, in which each code is considered a Poisson variable,
and our clustering/prediction results indicate that it is much better to employ the
parameter sharing trick. This may be due to the assumption under the Poisson
treatment that diagnoses “arrive” independently, while in reality they are generally
correlated.
Regarding the problem of image retrieval, our metric learning framework for image
retrieval diﬀers substantially from the recent metric learning methods such as those
in (Goldberger et al., 2004; Hertz et al., 2004; Weinberger et al., 2006; Yu et al., 2006;
Tao et al., 2006). The main diﬀerence is the focus on the probabilistic representation
itself which has not been presented in previous work. Our goal is not only to
learn a good distance function but also to capture as much information from the
heterogeneous data as possible. The regularisation using intra-concept connection
under the RBM framework has been studied in (Tran et al., 2012c), but the work is
limited to face recognition with single type input.
4.6 Closing remarks
The contributions of this chapter include both theoretical and application aspects.
Theoretically, we have introduced more primitive data types, structured sparsity
and probabilistic distance metric into mixed-variate RBMs. The common goal is to
develop a representational and computational scheme that can handle complex data
14A keen reader may realise this resembles the issue of semantics-versus-words in linguistics.
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and produce homogeneous representations which incorporate sparsity and distance
metric. Two practical applications are: patient proﬁle modelling and image retrieval.
In the ﬁrst application, the MV.RBM is adapted to handle recurrent diagnoses by
parameter sharing and variable balancing. It seamlessly integrates multiple data
types for each patient aggregated over time and outputs a homogeneous repres-
entation called “latent proﬁle” that can be used for further clinical analysis tasks.
We evaluated this scheme on a cohort of complex diseases such as diabetes, where
there are many inﬂuential factors, and diagnoses are often repeated, correlated and
causative. It is demonstrated that the chosen scheme is highly eﬀective for explor-
atory tasks, such as patient clustering and visualisation, and predictive tasks such
as 1-year diagnosis prognosis.
In the second application, the MV.RBM is adapted to simultaneously learn the image
representation and the distance metric. Our main extensions are the handling of
visual/textual word counts, and a regularisation scheme that promotes structured
sparsity in the learnt representation, suppresses intra-concept information-theoretic
distances, and enlarges inter-concept distances. Our experiments on the NUS-WIDE
data conﬁrm that (i) eﬀective representations for image retrieval can be learnt from
multiple raw feature sets and modalities, (ii) performance can be further improved
by appropriate structured sparsity in the learnt representation, and (iii) distance
metrics should be learnt jointly with the representation.
So far we have enhanced the learnt representations of RBM-based models. However,
the representation produced by their hidden units is fully distributed, thus the
feature groups or parts are not naturally formed. This makes the features discovered
by the RBM less interpretable. We will address this issue in the next chapter.
Chapter 5
Nonnegative RBMs for
Latent Structures Discovery and
Predictive Model Stabilisation
5.1 Introduction
We have demonstrated the power of RBMs in representing mixed data types in
Chapter 4. The representation learnt by RBM is fully distributed across hidden
units which are linearly combined through connection weights. Thus, the learnt
features do not generally represent parts and components (Teh and Hinton, 2001),
making them less interpretable. For example, the facial features learnt by RBM
depicted in Figure-(5.1a) are generally global; it is hard to explain how a face is
constructed from these parts.
Parts-based representations, on the other hand, are perceptually intuitive. Using
the same facial example, if individual parts of the face (e.g. eyes, nose, mouth,
forehead as in Figure-(5.1c)) are discovered, it would be easy to construct the face
from these parts. In terms of modelling, detecting parts-based representation also
improves the object recognition performance (Agarwal et al., 2004). In this chapter,
we study the parts-based representation learning problem under the framework of
the RBM.
One of the best known techniques to achieve parts-based representation is nonneg-
ative matrix factorisation (NMF) (Lee and Seung, 1999). In NMF, the data matrix
is approximately factorised into a basis matrix and a coding matrix, where all the
matrices are assumed to be nonnegative. Each column of the basis matrix is a learnt
feature, which could be sparse under appropriate regularisation (Hoyer, 2004). The
NMF, however, has a fundamental drawback: it does not generalise to unseen data
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Figure 5.1: Representations learnt from the ORL face image database
(AT&T@Cambridge) using the ordinary RBM, NMF and NRBM on the Figures-
(5.1a,5.1b,5.1c) respectively. Darker pixels show larger weights.
since there is no mechanism by which a new data point can be generated from the
learnt model. Instead, new representations must be learnt from the expensive “fold-
in” procedure. The RBM, on the other hand, is a proper generative model – once
the model has been learnt, new samples can be drawn from the model distribu-
tion. Moreover, due to its special bipartite structure, the RBM eﬃciently estimates
representation from data with a single matrix operation.
Here we derive a novel method based on the RBM to discover useful parts whilst
retain its discriminative capacity. As inspired by the NMF, we propose to enforce
nonnegativity in the connection weight matrix of the RBM. Our method integrates
a barrier function into the objective function so that the learning is skewed toward
nonnegative weights. As the contribution of the visible units towards a hidden unit
is additive, there exists competition among visible units to activate the hidden unit
leading to a small portion of connections surviving. In the same facial example,
the method could achieve parts-based representation of faces, which is, surprisingly,
even better than what learnt by the standard NMF (cf. Figure-(5.1)). We term the
resulting model the nonnegative restricted Boltzmann machine (NRBM).
In addition to parts-based representation, there are several beneﬁts from this non-
negativity constraint. First, in many cases, it is often easier to interpret the addition
of new latent factors (due to nonnegative weights) than subtraction (due to negative
weights). For instance, clinicians may be more comfortable with the notion that a
risk factor either contributes positively to a disease development or not at all (e.g.
the connections have zeros weights). Second, as weights can be either positive or
zero, the parameter space is highly constrained, allowing for potential robustness.
This can be helpful when there are many more hidden units than those required
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to represent all data variations: extra hidden units will automatically be declared
“dead” if all connections to them cannot compete against others in explaining the
data. Lastly, combining two previous advantages, the NRBM eﬀectively gathers
important features, e.g. key risk factors that explain the disease, into groups at the
data layer and encourages less hidden units to be useful at hidden layer. This helps
to stabilise linear predictive models by providing hidden representations for them to
perform on. We will present this application of NRBM in Section 5.3.
In Section 5.4, we qualitatively and quantitatively demonstrate the eﬀectiveness
of NRBM through comprehensive evaluation on three real-world applications of
very diﬀerent natures: decomposing images into parts-based representations and
discovering plausible semantic features from text data, object classiﬁcations on these
data, and stabilising risk factor selection on medical records.
5.2 Nonnegative restricted Boltzmann machines
In this section, we describe how to integrate nonnegativity into the connection
weights of the RBM to construct our nonnegative RBM. In addition, we present
the capability of NRBM to estimate the intrinsic dimensionality of the data.
5.2.1 Deriving parts-based representations
The derivation of parts-based representation starts from the connection weights of
the standard RBM. In the RBM, two layers are connected using a weight matrix
W = [wnk]N×K in which wnk is the association strength between the hidden unit
k and the visible unit n. The column vector w·k is the learnt ﬁlter of the hidden
unit k. Parts-based representations imply that this column vector must be sparse,
e.g. only a small portion of entries is non-zeros. Recall that the activation of
this hidden unit, also known as the ﬁring rate in neural network language, is the
probability: p (hk = 1 | v) = sig
(
bk +
∑N
n=1wnkvn
)
, where sig (x) is the sigmoid
function sig (x) = [1 + e−x]−1. The positive connection weights tend to activate
the associated hidden units whilst the negative turn the units oﬀ. In addition, the
positive weights add up to representations whereas the negative subtract. Thus it
is hard to determine which factors primarily contribute to the learnt ﬁlter.
Due to asymmetric parameter initialisation, the learning process tends to increase
some associations more than the others. Under nonnegative weights, i.e. wnk ≥
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0, the hidden and visible units tend to be more co-active. One can expect that
for a given activation probability hˆk and bias bk, such increase must cause other
associations to degrade, since vn ≥ 0. As the lower bounds of weights are now zeros,
there is a natural tendency for many weights to be driven to zeros as the learning
progresses.
To encourage nonnegativity inW, we integrate a nonnegative constraint under quad-
ratic barrier function (Nocedal and Wright, 2000) into the learning of the standard
RBM. As described in Section 3.3, the aim of learning is to maximise the data log-
likelihood w.r.t the parameter set ψ (cf. Equation-(3.22)). The objective function
now turns into the following regularised log-likelihood of the NRBM:
Lreg = logL (v;ψ)− α
2
N∑
n=1
K∑
k=1
f (wnk) (5.1)
where:
f (x) =
⎧⎨
⎩x
2 x < 0
0 x ≥ 0
and α ≥ 0. The penalty of sum squared of negative weights regularises the op-
timisation to encourage nonnegativity in W. The learning procedure now performs
minimising the penalty term and maximising the data log-likelihood logL (ψ;v)
simultaneously to achieve the optimal solution for the regularised function. The de-
gree of nonnegativity is controlled by the hyperparameter α. If we set α to zero, the
barrier function will vanish and the model will revert to the ordinary RBM without
nonnegative constraint. The larger α is, the tighter the barrier restriction becomes.
Finally the parameter update rule reads:
wnk ← wnk + λ
(
Ep(h|v;ψ)
[
vh
]− Ep(v,h;ψ) [vh]− α wnk−) (5.2)
in which wnk− denotes the negative part of the weight. The presence of this
negative part does not break the eﬃcient learning of the standard RBM. Thus our
NRBM can still follow one of the learning methods as described in Section 3.3. In our
experiments, we use one-step contrastive divergence (CD1). Once the model is fully
speciﬁed, the new representation of an input data can be achieved by computing
the posterior vector hˆ =
[
hˆk
]
K
∈ RN wherein hˆk = p (hk = 1 | v;ψ) computed using
Equation-(3.6).
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5.2.2 Estimating intrinsic dimensionality
The fundamental question of the RBM is how many hidden units are enough to
model the data. Currently, no easy methods determine the appropriate number of
hidden units needed for a particular problem. One often uses a plentiful number
of units, leading to some units are redundant. Note that the unused hidden units
problem of RBM is not uncommon which has been studied in (Berglund et al.,
2013). If the number of hidden units is lower than the number of data features, the
RBM plays a role of a dimensionality reduction tool. This suggests one prominent
method – principal component analysis (PCA) which captures the data variance
using the principal components. The amount of variance, however, can help the
method specify the number of necessary components. The nonnegativity constraint
in the NRBM, interestingly, leads to a similar capacity by examining the “dead”
hidden units.
To see how, recall that the hidden and visible units are co-active via the connection
weights (cf. Equations-(3.6,3.7)). Since this probability, in general, is constrained
by the data variations, the hidden units must “compete” with each other to explain
the data. This is because the contribution towards the explanation is nonnegative,
thus an increase on the power of one unit must be at the cost of others. If K∗ < K
hidden units are intrinsically enough to account for all variations in the data, then
one can expect that either the other K − K∗ hidden units are always deactivated
(e.g. with very large negative biases) or their connection weights are almost zeros
since wnk ≥ 0. In either cases, the hidden units become permanently inoperative in
data generation. Thus by examining the dead units, we may be able to uncover the
intrinsic dimensionality of the data variations.
5.3 Stabilising linear predictive models
This section presents an application of NRBM in stabilising linear predictive models.
Model stability is often overlooked in prediction models which pay more attention to
predictive performances. However, model stability is as important as the prognosis
in domains where model parameters are interpreted by humans and are subject
to external validation. Particularly, in the medical domain, the model stability
increases reliability, interpretability, generalisation (or transferability) and reprodu-
cibility (Awada et al., 2012; Khoshgoftaar et al., 2013). For example, it is desirable
to have a reliable model that can discover a stable set of risk factors to interpret the
causes of the disease. The generalisation of the method is the capability to transfer
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knowledge from one disease to another. This also helps to improve clinical adoption.
Finally, stability enables researchers to reproduce the results easily.
A popular modern method to learn predictive risk factors from a high-dimensional
data is to employ 1-penalty, following the success of lasso in linear regression. Lasso
is a sparse linear predictive model which promotes feature shrinkage and selection
(Tibshirani, 1996). More formally, let X = [xmn]M×N ∈ RM×N denote the data
matrix consisting of M data points with N features and y = [y1, y2, ..., yM]
 ∈ {0, 1}M
denote the labels. Consider a predictive distribution:
p (y | x;w) = p
(
y |
N∑
n=1
wnxn
)
(5.3)
Lasso-like learning optimises a 1-penalised log-likelihood:
Llasso = 1
M
M∑
m=1
log p
(
ym | xm·;w)− β ‖w‖1 (5.4)
in which w = [wn]N×1 is the parameter vector and β > 0 is the regularisation
hyperparameter. The regularisation induces the sparsity of weight vector w.
The lasso, however, is susceptible to data variations (e.g. resampling by bootstrap-
ping, slight perturbation), resulting in loss of stability (Austin and Tu, 2004; Xu
et al., 2012a). The method often chooses one of two highly correlated features,
resulting in only a 0.5 chance for strongly predictive feature pairs. To overcome
this problem, our solution is to provide the lasso with lower-dimensional data rep-
resentations whose features are expected to be less correlated. Here we introduce
a two-stage framework which is a pipeline with the NRBM followed by the lasso.
The ﬁrst stage is to learn the connection weights W = [wnk]N×K of NRBM. Then
the machine can map the data onto new representations, i.e. the hidden posteriors:
X = [xmn]M×N → Xˆ = [xˆmk]M×K (cf. Equation-(3.6)). The representations are in
K-dimensional space and used as the new data for the lasso. At the second stage,
the shrinkage method learns K weights for K features (i.e. hidden units) to predict
the label. Suppose we obtain weight vector wˆ = [wˆ1, wˆ2, ..., wˆK]
, we have:
p (y | xˆ; wˆ) = p
(
y |
K∑
k=1
wˆkxˆk
)
= p
(
y |
K∑
k=1
wˆk
N∑
n=1
xnwnk
)
= p
(
y |
N∑
n=1
xn
K∑
k=1
wˆkwnk
)
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It can be seen that we can sum over the multiplications of the weights of two methods
to obtain a new weight vector w¯ = [w¯1, w¯2, ..., w¯N]
 as below:
w¯n =
K∑
k=1
wˆkwnk (5.5)
These weights connect original features to the label as the weights of lasso in
Equation-(5.3). Thus they can be used to assess the stability of our proposed frame-
work.
5.4 Experiments
In this section, we quantitatively evaluate the capacity of our proposed model –
nonnegative RBM on three applications:
  unsupervised decomposing images into parts and discovering semantic features
from texts,
  discovering discriminative representations that help supervised classiﬁcation,
  stabilising feature selection towards rehospitalisation prognosis.
We use ﬁve real-world datasets in total: three for images, one for text and one
for medical data. Three popular image datasets are: one for handwritten digits –
MNIST (Lecun et al., 1998) and two for faces – CBCL (CBCL@MIT, 2000) and
ORL (AT&T@Cambridge, 2002). For these datasets, our primary target is to de-
compose images into interpretable parts (and receptive ﬁelds), e.g. dots and strokes
in handwritten digits, and facial components in faces. The text corpus is 30 categor-
ies subset of the TDT2 corpus1. The goal is to discover plausible latent thematic
features, which are groups of semantically related words. Lastly, the medical data is
a collection of heart failure patients provided by Barwon Health, a regional health
service provider in Victoria, Australia. We aim to investigate the feature stability
during the rehospitalisation prediction of patients. For prognosis, we use logistic
regression model, i.e. p (y | x;w) in Equation-(5.3) is now the probability mass
function of a Bernoulli distribution (cf. Section 2.1.3), for 6-month readmission
after heart failure.
1NIST Topic Detection and Tracking corpus is at http://www.nist.gov/itl/.
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Image datasets. The MNIST dataset consists of 60, 000 training and 10, 000
testing 28 × 28 images, each of which contains a handwritten digit. The CBCL
database contains facial and non-facial images wherein our interest is only on 2, 429
facial images in the training set. The images are histogram equalised, cropped and
rescaled to a standard form of 19×19. Moreover, the human face in each image is also
well-aligned. By contrast, the facial images of an individual subject in ORL dataset
are captured under a variety of illumination, facial expressions (e.g. opened or closed
eyes, smiling or not) and details (e.g. glasses, beard). There are 10 diﬀerent images
for each of 40 distinct people. Totally, the data consists of 400 images with the same
size of 92 × 112 pixels. Images of the three datasets are all in the grayscale whose
pixel values are then normalised into the range [0, 1]. Since the image pixels are not
exactly binary data, following the previous work (Hinton and Salakhutdinov, 2006),
we treat the normalised intensity as empirical probabilities on which the NRBM is
naturally applied. As the empirical expectation Ep(h|v;ψ)
[
vh
]
in Equation-(5.2)
requires the probability p (v;ψ), the normalised intensity is a good approximation.
Text dataset. The TDT2 corpus is collected during the ﬁrst half of 1998 from six
news sources: two newswires (APW, NYT), two radio programs (VOA, PRI), and
two television programs (CNN, ABC). It contains 11, 201 on-topic documents ar-
ranged into 96 semantic categories. Following the preprocessing in (Cai et al., 2005),
we remove all multiple category documents and keep the largest 30 categories. This
retains 9, 394 documents and 36, 771 unique words in total. We further the prepro-
cessing of data by removing common stopwords. Only 1, 000 most frequent words
are then kept and one blank document are removed. For NRBM, word presence is
used rather than their counts.
Heart failure data. The data is collected from the Barwon Health which has
been serving more than 350, 000 residents. For each time of hospitalisation, patient
information is recorded into a database using the MySQL server of the hospital. Each
record contains patient admissions and emergency department (ED) attendances
which form an electronic medical record (EMR). Generally, each EMR consists of
demographic information (e.g. age, gender and postcode) and time-stamped events
(e.g. hospitalisations, ED visits, clinical tests, diagnoses, pathologies, medications
and treatments). Speciﬁcally, it includes international classiﬁcation of disease 10
(ICD-10) scheme (ICD-10th, 2010), Australian invention coding (ACHI) scheme
(ACHI-7th, 2013), diagnosis-related group (DRG) codes, detailed procedures and
discharge medications for each admission and ED visit. Ethics approval was obtained
from the hospital and research ethics committee at Barwon Health (number 12/83)
and Deakin University.
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For our study, we collect the retrospective data of heart failure patients from the
hospital’s database. The resulting cohort contains 1, 405 unique patients with 1, 885
admissions between January 2007 and December 2011. We identify patients as
heart failure if they had at least one ICD-10 diagnosis code I50 at any admission.
Patients of all age groups are included whilst inpatient deaths are excluded from our
cohort. Among these patients, 49.3% are male and the medium age is 81.5 at the
time of admission. We focus our study on emergency attendances and unplanned
admissions of patients. The readmission of patients is deﬁned as an admission within
the horizons of 1, 6 and 12 months after the prior discharge date. After retrieving
the data, we follow the one-sided convolutional ﬁlter bank method introduced in
(Tran et al., 2013a) to extract features which are then normalised into the range
[0, 1].
To speed up the training phase, we divide training samples into “mini-batches”
of B = 100 samples. Hidden, visible and visible-hidden learning rates are ﬁxed
to 0.1. Visible biases are initialised so that the marginal distribution, when there
are no hidden units, matches the empirical distribution. Hidden biases are ﬁrst
set to some reasonable negative values to oﬀset the positive activating contribution
from the visible units. Mapping parameters are randomly drawn from positive
values in [0, 0.01]. Parameters are then updated after every mini-batch. Learning
is terminated after 100 epochs. The regularisation hyperparameter α in Equation-
(5.1) is empirically tuned so that the data decomposition is both meaningful (e.g.
by examining visually, or by computing the parts similarity) and accurate (e.g. by
examining the reconstruction quality). The hyperparameter β in Equation-(5.4) is
set to 0.001, which is to achieve the best prediction score.
5.4.1 Decomposing images into parts-based representations
We now show that the nonnegative constraints enable the NRBM to produce mean-
ingful parts-based receptive ﬁelds. Figures-(5.2a,5.2b) depict the 100 ﬁlters learnt
from the MNIST images. It can be seen that basic structures of handwritten digits
such as strokes and dots are discovered by NRBM, but it is much less clear in the
standard RBM.
For the CBCL dataset, the facial parts (eyes, mouth, nose, eyebrows etc.) uncovered
by NRBM (Figure-(5.3c)) are visually interpretable along the line with classical
NMF (Lee and Seung, 1999) (Figure-(5.3b)). The RBM, on the other hand, produces
global facial structures (Figure-(5.3a)). On the more challenging facial set with
higher variation such as the ORL (cf. Section 5.1), NMF fails to produce parts-based
5.4. Experiments 107
representation (Figure-(5.1b)), and this is consistent with previous ﬁndings (Hoyer,
2004). In contrast, the NRBM is still able to learn facial components (Figure-(5.1c)).
(a) RBM (b) NRBM
Figure 5.2: Receptive ﬁelds learnt from the MNIST handwritten digits database us-
ing the RBM on Figure-(5.2a) and NRBM on Figure-(5.2b). Darker pixels illustrate
larger weights. Both RBM and NRBM produce stroke-based features. However, the
features that NRBM learns are simpler whilst the ones learnt by RBM are more
diﬃcult to interpret.
(a) RBM (b) NMF (c) NRBM
Figure 5.3: Receptive ﬁelds learnt from the CBCL face image database using RBM,
NMF and NRBM on Figures-(5.3a,5.3b,5.3c) respectively. The NRBM and NMF
yield parts-based representations of faces whereas the RBM produces holistic rep-
resentations. Darker pixels show larger weights.
The capacity to decompose data in NRBM is controlled by a single hyperparameter
α. As shown in Figure-(5.4), there is a smooth transition from the holistic de-
composition as in the standard RBM (when α is near zero) to truly parts-based
representations (when α is larger).
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(a) α = 0.001 (b) α = 0.01 (c) α = 0.1
Figure 5.4: Receptive ﬁelds learnt from the ORL face image database using NRBM
with varied barrier costs. The barrier cost α is tightened up from left to right.
Darker pixels indicate larger weights.
5.4.2 Dead factors and dimensionality estimation
We now examine the ability of NRBM to estimate the intrinsic dimensionality of the
data, as discussed in Section 5.2.2. We note that by “dimensionality” we roughly
mean the degree of variations, not strictly the dimension of the data manifold. This
is because our latent factors are discrete binary variables, and thus they may be less
ﬂexible than real-valued coeﬃcients.
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Figure 5.5: The number of used hidden units with diﬀerent hidden layer sizes of
RBM-based models.
For that purpose, we compute the number of dead or unused hidden units. The
hidden unit k is declared “dead” if the normalised 1-norm of its connection weight
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vector is lower than a threshold τ :
∣∣w·k∣∣1N−1 ≤ τ , where N is the dimension of
the original data. We also examine the hidden biases which, however, do not cause
dead units in this case. In Figure-(5.5), the number of used hidden units is plotted
against the total number of hidden units K by taking the average over a set of
thresholds (τ ∈ {0.01; 0.02; ...; 0.06}). With the NRBM, the number of hidden units
which explicitly represents the data saturates at about 150 whilst all units are used
by the RBM.
5.4.3 Semantic features discovering on text data
The next experiment investigates the applicability of the NRBM on decomposing
text into meaningful “parts”, although this notion does not convey the same meaning
as those in vision. This is because the nature of text may be more complex and
high-level, and it is hard to know whether the true nature of word usage is additive.
Following literature in topic modelling (e.g. see Blei et al., 2003), we start from
the assumption that there are latent themes that govern the choice of words in a
particular document. Our goal is to examine whether we can uncover such themes for
each document, and whether the themes are corresponding to semantically coherent
subset of words.
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Figure 5.6: The means and standard deviations of cosine similarities among weight
vectors of the NRBM and LDA with varying numbers of factors. This score evaluates
the similarity of latent factors learnt using the model. The lower score indicates the
better factor discovering.
Using the TDT2 corpus, we learn the NRBM from the data and examine the map-
ping weight matrixW. For each latent factor k, the entry to column w·k reﬂects the
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association strength of a particular word with the factor, where zero entry means
distant relation. Table-(5.1) presents four noticeable semantic features discovered
by our model. The top row lists the top 15 words per feature, and the bottom row
plots the distribution of association strengths in decreasing order. It appears that
the words under each feature are semantically related in a coherent way.
Asian Current Conﬂict 1998 India -
Economic Crisis with Iraq Winter Olympics A Nuclear Power?
FINANCIAL JURY BUTLER COURT
FUND GRAND RICHARD BAN
MONETARY IRAQ NAGANO TESTS
INVESTMENT SEVEN INSPECTOR INDIAS
FINANCE IRAQI CHIEF TESTING
WORKERS GULF OLYMPICS INDIA
INVESTORS BAGHDAD RISING SANCTIONS
DEBT SADDAM GAMES ARKANSAS
TREASURY PERSIAN COMMITTEE RULED
CURRENCY HUSSEIN WINTER INDIAN
RATES KUWAIT OLYMPIC PAKISTAN
TOKYO IRAQS CHAIRMAN NUCLEAR
MARKETS INSPECTOR JAPANESE JUDGE
IMF STANDOFF EXECUTIVE LAW
ASIAN BIOLOGICAL JAKARTA ARMS
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Table 5.1: An example of 4 most distinguished categories, i.e. economics, politics,
sport and armed conﬂiction associated with top 15 words (ranked by their weights)
discovered from the TDT2 subset. The charts at the bottom row illustrate the
weight impact of words on the category. These weights are sorted in descending
order.
The next aspect is whether the NRBM eﬀectively disentangles the factors, that is,
the factors should be least correlated. To assess the correlation between factors,
we compute the pairwise cosine similarities between the weight columns S(i, j) =
cosine
(
w·i,w·j) for i = j. The correlation between a factor and the rest is:
S∗(k) =
1
K− 1
∑
i =k
S(k, i)
Figure-(5.6) shows the mean and standard deviation of the correlations for both
NRBM and LDA of the same latent sizes2, where the “weights” for the LDA are the
2Strictly speaking, the latent spaces of NRBM and LDA are very diﬀerent: one is the discrete,
while the other is the positive simplex.
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word generation probability matrix. The result is favourable toward NRBM (with
smaller average correlation), that is, it has higher power of disentangling factors of
variation.
5.4.4 Classiﬁcation performance on learnt representations
Our next target is to evaluate whether the ability to decompose data into parts and
to disentangle factors of variation could straightforwardly translate into better pre-
dictive performance. Although the NRBM can be easily turned into a nonnegative
neural network and the weights are tuned further to best ﬁt the supervised setting
(e.g. see Hinton and Salakhutdinov, 2006), we choose not to do so because our goal
is to see if the decomposition separates data well enough. Instead we apply standard
classiﬁers on the learnt features, or more precisely the hidden posteriors.
The ﬁrst experiment is with the MNIST, the 500 factors have been previous learnt
in Section 5.4.1 and Figure-(5.2). Support vector machines (SVM, with Gaussian
kernels, using the LibSVM package (Chang and Lin, 2011)) and k-nearest neighbours
(kNN, where k = 4, with cosine similarity measures) are used as classiﬁers. For
comparison, we also apply the same setting to the features discovered by the NMF.
The error rate on test data is reported in Table-(5.2). It can be seen that (i)
compared to the standard RBM, the nonnegativity constraint used in NRBM does
not lead to degrade of predictive performance, suggesting that the parts are also
indicative of classes; and (ii) nonlinear decomposition in NRBM can lead to better
data separation than the linear counterpart in NMF.
SVM 4-NN
RBM 1.38 2.74
NMF 3.25 2.64
NRBM 1.4 2.34
Table 5.2: The classiﬁcation errors (%) on testing data of MNIST dataset.
The second experiment is on the text data TDT2. Unlike images, words are already
conceptual and thus using standard bag-of-words representation is often suﬃcient for
many classiﬁcation tasks. The question is therefore whether the thematic features
discovered by the NRBM could further improve the performance, since it has been
a diﬃcult task for topic models such as LDA (e.g. see experimental results reported
in (Blei et al., 2003)). To get a sense of the capability to separate data into classes
without the class labels, we project the 100 hidden posteriors onto 2D using t-
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SNE3 (Van der Maaten and Hinton, 2008). Figure-(5.7a) depicts the distribution of
documents, where class information is only used for visual labelling. The separation
is overall satisfactory.
(a) 2D projection of hidden posteriors.
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(b) Classiﬁcation errors (%) on TDT2 corpus.
Figure 5.7: An example visualisation of 10 categories and classiﬁcation performance
on TDT2 text corpus. On Figure-(5.7a), t-SNE (Van der Maaten and Hinton, 2008)
projection performs on 100 higher representations of documents mapped using the
NRBM. Categories are labelled using the ground truth. (Best viewed in colours).
Figure-(5.7b) represents the classiﬁcation results for diﬀerent proportions of training
data.
For the quantitative evaluation, the next step is to run classiﬁers on learnt features.
For comparison, we also use those discovered by NMF and LDA. For all models,
100 latent factors are used, and thus the dimensions are reduced 10-fold. We split
TDT2 text corpus into 80% for training and 20% for testing. We train linear SVMs4
on all word features and low-dimensional representations provided by LDA, NMF
and NRBM with various proportions of training data. Figure-(5.7b) shows the
classiﬁcation errors on testing data for all methods. The learnt features of LDA
and NMF improve classiﬁcation performance when training label is limited. This is
expected because the learnt representations are more compact and thus less prone
to overﬁtting. However, as more labels are available, the word features catch up
and eventually outperform those by LDA/NMF. Interestingly, this diﬃculty does
not occur for the features learnt by the NRBM, although it does appear that the
performance saturates after seeing 20% of training labels. Note that this is signiﬁcant
given the fact that computing learnt representations in NRBM is very fast, requiring
only a single matrix-vector multiplication per document.
3Note that the t-SNE does not do clustering, it only reduces the dimensionality into 2D for
visualisation while still try to preserve the local properties of the data.
4SVM with Gaussian kernels did not perform well.
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5.4.5 Stabilising linear predictive models
In this experiment, we evaluate the stability of feature selection of our framework
introduced in Section 5.3. More speciﬁcally, we assess the discovered risk factors of
heart failure patients by predicting the future presence of their readmission (i.e. ym
in Equation-(5.3)) at a certain assessment point given their history. It is noteworthy
that this is more challenging as the EMR data contain rich information, are largely
temporal, often noisy, irregular, mixed-type, mixed-modality and high-dimensional
(Luo et al., 2012). In what follows, we present the experiment setting, evaluation
protocol and results.
5.4.5.1 Temporal validation
We derive the cohort into training and testing data to validate the predictive per-
formance of our proposed model. Two issues that must be addressed during the
splitting process are: learning the past and predicting the future; ensuring train-
ing and testing sets completely separated. Here we use a temporal checkpoint to
divide the data into two parts. More speciﬁcally, we gather admissions which have
discharge dates before September 2010 to form the training set and after that for
testing. Next we specify the set of unique patients in the training set. We then
remove all admissions of such patients in the testing set to guarantee no overlap
between two sets. Finally, we obtain 1, 088 unique patients with 1, 415 admissions
in the training data and 317 patients with 360 admissions in the testing data. The
removing steps and resulting datasets are illustrated in Figure-(5.8). Our model is
then learnt using training data and evaluated on testing data.
5.4.5.2 Evaluation protocol
We use Jaccard index (Real and Vargas, 1996) and consistency index (Kuncheva,
2007) to measure the stability of feature selection process. The Jaccard index,
also known as the Jaccard similarity coeﬃcient, naturally considers both similarity
and diversity to measure how two feature sets are related. The consistency index
supports feature selection in obtaining several desirable properties, i.e. monotonicity,
limits and correction for chance.
We trained our proposed model by running M = 10 bootstraps and obtained a list
of feature sets S = {S1, S2, ..., SM} where Si is a subset of original feature set v.
Note that the cardinalities are: |Si| = T and |v| = K with the condition: T ≤ K.
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Figure 5.8: Data splitting process. The cohort was divided into two parts with
before September 2010 for training and after that for testing. All admissions of
patients in the testing set who are present in training set were then removed to
achieve non-overlapping property.
Considering a pair of subsets Si and Sj, the pairwise consistency index C (Si, Sj) is
deﬁned as:
C (Si, Sj) =
RK− T2
T(K− T)
in which |Si ∩ Sj| = R. Taking the average of all pairs, the overall consistency index
is:
C =
2
M(M− 1)
M−1∑
i=1
M∑
j=i+1
C(Si, Sj) (5.6)
Whilst most similarity indices prefer large subsets, C provides consistency around
zero for any number of features T (Kuncheva, 2007). The consistency index is
bounded in [−1,+1].
Jaccard index measures similarity as a fraction between cardinalities of intersection
and union feature subsets. Given two feature sets Si and Sj, the pairwise Jaccard
index J (Si, Sj) reads:
J(Si, Sj) =
|Si ∩ Sj|
|Si ∪ Sj|
The Jaccard index evaluating all M subsets was computed as follows:
J =
2
M(M− 1)
M−1∑
i=1
M∑
j=i+1
J(Si, Sj) (5.7)
Jaccard index is bounded in [0, 1].
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For prediction, we average the weights of 10 models learnt after bootstrapping to
obtain the ﬁnal model. Then the ﬁnal model performs prediction on testing data.
The threshold 0.5 is used to decide the predicted outcomes from predicted probab-
ilities. Finally the performances are evaluated using measures of sensitivity (recall),
speciﬁcity, precision, F-measure and area under the ROC curve (AUC) score with
conﬁdence intervals based on Mann-Whitney statistic (Birnbaum et al., 1956).
5.4.5.3 Results
Section 5.5 shows that the basis matrix of NMF plays the same role as NRBM’s con-
nection weights. Using the same derivation of NRBM in Section 5.3, it is straight-
forward to obtain the weight vector w¯ in Equation-(5.5) for the NMF. Thus we can
compare the stability results of our proposed model against those of NMF. In total,
we recruit three baselines: lasso, RBM and NMF. The numbers of hidden units,
latent factors of RBM, NRBM and NMF are 200.
Table-(5.3) reports the prediction performances and Figure-(5.9) illustrates the sta-
bility results for diﬀerent subset sizes. Overall, the NRBM followed by lasso achieve
better AUC score than the RBM and NMF followed by lasso and worse yet ac-
ceptable (1.8% lower) than the sole lasso. However, the NRBM followed by the
lasso outperform the sole lasso and RBM+Lasso with large margins of consistency
and Jaccard indices. The worst stabilities of RBM+Lasso are expected because the
standard RBM is not designed with properties that promote a steady group of fea-
tures. Comparing with the NMF followed by lasso, the NRBM performs worse at
ﬁrst but then catches up when the subset size reaches about 150 and slightly better
after that.
Method Sens./Rec. Spec. Prec. F-mea. AUC [CI]
Lasso 0.6137 0.5903 0.4833 0.5404 0.6213 [0.5644, 0.6781]
RBM+Lasso 0.5726 0.5551 0.3944 0.4671 0.6001 [0.5425, 0.6577]
NMF+Lasso 0.5224 0.5536 0.5833 0.5512 0.5690 [0.5107, 0.6274]
NRBM+Lasso 0.5816 0.5587 0.4011 0.4748 0.6083 [0.5508, 0.6659]
Table 5.3: The prediction performance of the NRBM and baselines.
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(b) Jaccard index.
Figure 5.9: Feature selection stability measured by the consistency index (Figure-
(5.9a)) and Jaccard index (Figure-(5.9b)) for 6-month heart failure prediction.
5.5 Discussion
5.5.1 Discovering parts-based representations
Our work was partly motivated by the capacity of nonnegative matrix factorisation
(NMF) (Lee and Seung, 1999) to uncover parts-based representations. As described
in Section 2.6.3, the NMF factorises nonnegative data into two low-rank real-valued
nonnegative matrices: the basis matrix W and the coeﬃcient H. Here W plays
the same role as NRBM’s connection weights, and each column of H assumes the
“latent factors”. However, it has been pointed out that unless there are appropriate
sparseness constraints or certain conditions, the NMF is not guaranteed to produce
parts (Donoho and Stodden, 2003; Hoyer, 2004). Our experiment shows, on the
contrary, the NRBM can still produce parts-based representation when the NMF
fails (Figure-(5.1), also reported in (Hoyer, 2004)).
On the theoretical side, the main diﬀerence is that, in our cases, the latent factors
are stochastic binary that are inferred from the model, but not learnt as in the
case of NMF. In fact this seemingly subtle diﬀerence is linked to a fundamental
drawback of the NMF: The learnt latent factors are limited to seen data only, and
must be relearnt for every new data point. The NRBM, on the other hand, is a fully
generative model in that it can generate new samples from its distribution, and at
the same time, the representations can be eﬃciently computed for unseen data (cf.
Equation-(3.5)) using one matrix operation.
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Similar to NMF, the nonnegative autoencoder (AE) (Lemme et al., 2012) also at-
tempts to factorise the data into low-rank matrices. However, the diﬀerence from
NMF is the method does not require re-estimation on unseen data (cf. Section 2.6.3).
The new representation estimated by the model now plays the role of the posteriors
in the NRBM, although it is non-probabilistic. The main diﬀerence from NRBM is
that the nonnegative AE does not model data distribution, and thus cannot gener-
ate new samples. Also, it is still unclear how the new representation could be useful
for classiﬁcation in general and on non-vision data in particular.
For the semantic analysis of text, our proposed model is able to discover plausible
thematic features. Compared against those discovered by topic models such as latent
Dirichlet allocation (LDA) (Blei et al., 2003), we found that they are qualitatively
similar. We note that the two approaches are not directly comparable because
the notion of association strength between a latent factor and a word, as captured
in the nonnegative weight wnk, cannot be translated into the properly normalised
probability P (vn = 1 | zn = k) as in the LDA, where zn is the topic that generates
the word vn. Nevertheless, the NRBM oﬀers many advantages over the LDA: (i)
the notion that each document is generated from a subset of themes (or semantic
features) in NRBM is an attractive alternative to the setting of topic distribution
as assumed in LDA (cf. also Griﬃths and Ghahramani, 2005); (ii) inference to
compute the latent representation given an input is much faster in the NRBM with
only one matrix multiplication step, which typically requires an expensive sampling
run in LDA; (iii) learning in NRBM can be made naturally incremental, whilst
estimating parameter posteriors in LDA generally requires the whole training data;
and (iv) importantly, as shown in our experiments, classiﬁcation using the learnt
representations can be more accurate with the NRBM (cf. Figure-(5.7)).
This work can be considered along the line of imposing structures on the stand-
ard RBM so that certain regularities are explicitly modelled. Our work has fo-
cused on nonnegativity as a way to ensure sparseness on the weight matrix, and
consequently the latent factors. An alternative would be enforcing sparseness on
the latent posteriors, e.g. (Hinton, 2012). Another important aspect is that the
proposed NRBM oﬀers a way to capture the so-called “explaining away” eﬀect,
that is the latent factors compete with each other as the most plausible explan-
atory causes for the data (cf. also Section 5.2.2). The competition is encouraged
by the nonnegative constraints, as can be seen from the generative model of data
p (vn = 1 | h) = sig
(
an +
∑K
k=1wnkhk
)
, in that some large weights (strong explain-
ing power) will force others to degrade or even vanish (weak explaining power).
This is diﬀerent from standard practice in neural networks, where complex inhibit-
ory lateral connections must be introduced to model the competition (Hinton and
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Ghahramani, 1997).
One important question is that under such constraints, besides the obvious gains in
structural regularisation, do we lose representational power of the standard RBM?
On one hand, our experience has indicated that yes, there is certain loss in the
ability to reconstruct the data, since the parameters are limited to be nonnegative.
On the other hand, we have demonstrated that this does not always translate into
the loss of predictive power. In our setting, the degree of constraints can also be
relaxed by lowering down the regularisation parameter α in Equation-(5.1), and this
would allow some parameters to be negative.
5.5.2 Model stability
The importance of stability in feature selection has been largely ignored in literat-
ure. A popular approach in initial work is to compare feature selection methods
basing on feature preferences ranked by their weights (Kvrivzek et al., 2007; Kal-
ousis et al., 2007). Another approach targets on developing a number of metrics
to measure stability (Khoshgoftaar et al., 2013). Recently, the model stability has
been studied more widely in bioinformatics. The research focus is to improve the
stability by exploiting aggregated information (Park et al., 2007; Abraham et al.,
2010; Soneson and Fontes, 2012) and the redundancy in the feature set (Yuan and
Lin, 2006; Yu et al., 2008). In this chapter, our work addresses the stability problem
via readmission prognosis of heart failure patients using high-dimensional medical
records. The heart failure data is studied in (He et al., 2014) but with only a small
subset of features.
5.6 Closing remarks
We have introduced a novel variant of the powerful restricted Boltzmann machine,
termed nonnegative RBM (NRBM), where the mapping weights are constrained to
be nonnegative. This gives the NRBM the new capacity to discover interpretable
parts-based representations, semantically plausible high-level features for additive
data such as images and texts. Our proposed method can also stabilise linear pre-
dictive models in feature selection task for high-dimensional medical data. In addi-
tion, the NRBM can be used to uncover the intrinsic dimensionality of the data, the
ability not seen in the standard RBM. This is because under the nonnegativity con-
straint, the latent factors “compete” with each other to best represent data, leading
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to some unused factors. At the same time, the NRBM retains nearly full strength of
the standard RBM, namely, compact and discriminative distributed representation,
fast inference and incremental learning.
Compared against the well-studied parts-based decomposition scheme, the nonneg-
ative matrix factorisation (NMF), the NRBM could work in places where the NMF
fails. When it comes to classiﬁcation using the learnt representations, the features
discovered by the NRBM are more discriminative than those by the NMF and the
latent Dirichlet allocation (LDA). For model stability, the performance of the pro-
posed model surpasses the lasso, the RBM and is comparable to the NMF. Thus,
we believe that the NRBM is a fast alternative to the NMF and LDA for a variety
of data processing tasks.
However, we recognise several limitations. First, our study has been conﬁned to
binary data. This, however, is not an inherent limitation; our model could be exten-
ded to continuous (Hinton and Salakhutdinov, 2006) and count data (Gehler et al.,
2006). Second, both standard RBMs and NRBMs assume unstructured input but
ignore explicit structures of the data. As a result, the models may not give satisfy-
ing grouping of features nor coherent parts, e.g. related words under the same topic
in documents or diseases with similar phenotype characteristics in medical domain.
The coherence of each group can be enhanced by leveraging inherent structures such
as semantically-related words, similarity word-graph in text corpus and disease tax-
onomy, procedure hierarchy and the temporal progression in EMR data. We will
incorporate such structures into RBM-based models in the next chapter.
Chapter 6
Graph-induced RBMs with
Prior Knowledge
6.1 Introduction
In the last chapter we have developed a novel class of RBMs for parts-based rep-
resentation in data. However, RBMs in general are currently designed to take un-
structured data directly as input. Hence, the RBMs lack the ability in explicitly
incorporating rich prior knowledge about domain relations. Examples of relations
are links between semantically-related words in WordNet, such as words (automobile
and boat) that share an ancestor (vehicle) in the WordNet noun hierarchy. Likewise,
a similarity word-graph can be induced from an external corpus (e.g. Wikipedia,
Reuters) using statistics on words and word co-occurrences. In RBMs, the degree
of membership of a word in a latent factor is measured by their connection weight.
Two words would have similar weights if they play similar roles in the same topic.
In the ﬁeld of biomedical informatics, domain knowledge could come from inher-
ent structures in the electronic medical records (EMR). These structures arise from
the repeated presence of a disease or hospital admission of a patient over time, or
the hierarchical organisation of disease and intervention classiﬁcation as in the In-
ternational Classiﬁcation of Diseases (ICD) and Australian Classiﬁcation of Health
Interventions (ACHI) standards.
We hypothesise that guiding the RBM to uncover latent factors through such know-
ledge will lead to more eﬀective latent structures, latent factors, and possibly better
predictions. To this end we propose a principled way to introduce domain structures
into the family of RBMs, focusing on an important class of constraints that arise
from a network of features – pairwise correlation, pairwise smoothness, and group-
wise smoothness. We employ a graph-theoretic approach for structure embedding,
resulting in a novel class of learning methods called graph-induced RBM (gRBM).
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More speciﬁcally, we construct an informative sparse graph to regularise learning
and maximise factor coherence. Under the correlation constraints, similar features
are self-grouped under the same factor, resulting in more coherent groupings.
The feature-graph serves as a structural prior for model parameters. This results in
three interesting desirable eﬀects. First, the rare features can borrow the statistical
strength from related popular features, and thus reduce overﬁtting. Second, if the
prior closely reﬂects the data structure, we can estimate the intrinsic dimensionality
of the data by examining “dead” factors, i.e. those with little contribution to the
explanation of data. This side eﬀect is similar to that of nonnegative RBM (cf.
Section 5.2.2). And ﬁnally, the prior can also serve as a means to transfer knowledge
from a domain to another.
Our proposed approach is validated on text corpora for document modelling and
electronic medical records (EMR) database for patient modelling. For document
modelling task, graphs are built using multiple methods from multiple corpora and
existing lexical databases such as WordNet. We incorporate these graphs into the
word-count RBM. Our aims are manifolds: increasing latent factor coherence, pre-
venting overﬁtting, supporting transfer learning and retaining comparable predict-
ive performances. For EMR data, the graphs are built using inherent structures in
the medical domain using ICD-10 (ICD-10th, 2010) and ACHI-7 (ACHI-7th, 2013).
Then they are integrated into the nonnegative RBMs introduced in Chapter 5, form-
ing graph-induced NRBMs (gNRBMs1). We investigate two cohorts: heart failure
and mental health patients. Building on top of the results in Section 5.9, we improve
the stability of linear predictive models on the heart failure cohort. For the mental
health cohort, we validate the gRBM on several tasks, including disease/procedure
embedding and visualisation, comorbidity grouping, and short-term suicidal risk
stratiﬁcation.
6.2 gRBMs: Graph-induced RBMs
As described in Section 5.2.1, learning an RBM may be approached by placing
univariate Gaussian priors on the parameters. Univariate priors, however, do not
adequately capture existing domain structures, hence might lead to incoherence in
the factors discovered, i.e. factors that do not conform to domain knowledge and
are diﬃcult to interpret. To illustrate this point further, let us consider a standard
setting for RBM where the mapping parameter W is a matrix. Recall that each
1The gNRBM is considered a nonnegative variant of gRBM.
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factor k is associated with a parameter vector w·k = [w1k,w2k, ...,wNk] which
measures the importance of the visible units (or features) in activating the hidden
factor, as in Equation-(3.6). A positive weight tends to activate the associated
hidden factor whilst a negative weight deactivates the factor. Thus the parameter
wnk can be used as a measure for the degree of membership of feature n in group k. If
features play a similar role under the same factor, they should have similar weights.
For example, in document modelling, three words: “money”, “bank” and “crisis”
may contribute similarly to the latent topic “ﬁnance”. However this membership
interpretation suﬀers from several drawbacks. First, a word may contribute to more
than one factor. An example is “cat” which can be categorised into two topics “pet”
and “construction”2. As a result, word groupings are not usually tight under any
factor. Second, while the RBM captures data regularities, it does not take into
account known relations between words. These make a signiﬁcant portion of factors
incoherent and non-interpretable3.
In this section, we introduce a method to mitigate these shortcomings. To be
more speciﬁc, we encode feature relations as a regulariser in the data likelihood
of Equation-(3.22) to arrive at a new objective function:
L∗(θ) =
D∑
d=1
log p(v[d];θ)− λ
2
Ω(W) (6.1)
where D is the size of dataset, v[d] is the d-th data point, Ω(W) is a regularising
function which realises the structural constraints imposed over the mapping matrix
W = [wnk]N×K, and λ > 0 is the regularising coeﬃcient. Our learning task now aims
at simultaneously maximising the data likelihood and minimising the regularising
term. In what follows we present the construction of Ω(W), estimation of W and
of the intrinsic dimensionality K.
6.2.1 Feature-graph constraints
We focus on an important class of constraints – those arise from feature-graphs4.
See Figure-(6.1b) for the illustration of gRBM with incorporated word-graph for
document modelling. In what follows, we consider three structural constraints:
pairwise correlation, pairwise smoothness, and groupwise smoothness.
2CAT is a trademark of Caterpillar, a well-known manufacturer of construction equipment
3Probably this is the main reason why the issue has not been addressed in the RBM literature.
4Note that we do not deal with the network of data points as those in manifold learning.
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(a) RBM (b) gRBM
Figure 6.1: Graphical illustrations of RBM (Figure-(6.1a)) and gRBM (Figure-
(6.1b)) for document modelling. Filled round nodes represent observed words in
a document, and empty round nodes represent hidden variables. The dashed lines
show the links induced by the word-graph.
6.2.1.1 Pairwise correlation
Let ρij ∈ R be correlation between any two features i and j (hence ρij = ρji).
The correlation implies the strength of relation between two features (similar or
dissimilar). The regulariser Ω(W) in Equation-(6.1) has the following form:
Ω(W) = −
K∑
k=1
N∑
i=1
N∑
j=1
ρijwikwjk
= −
N∑
i=1
N∑
j=1
ρijwi·wj· (6.2)
where wi· = [wi1,wi2, ...,wiK] is the row vector w.r.t the i-th feature. Recall that
the learning aims to maximise the objective function in Equation-(6.1). Thus it
maximises the data log-likelihood and minimises the regularising function Ω (W).
The latter is equivalent to maximising
∑N
i=1
∑N
j=1 ρijwi·wj· in Eq (6.2). Maxim-
ising this pairwise association encourages two related features to have the same sign
(either both positive or both negative).
6.2.1.2 Pairwise smoothness
The pairwise correlation places no constraints on the scale of the correlated para-
meters. A stricter constraint could be: For any two similar features, the associated
mapping parameters should be similar. Let ψij > 0 be the similarity strength of
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feature i and j, the constraint can be realised by the following regulariser:
Ω(W) =
1
2
K∑
k=1
N∑
i=1
N∑
j=1
ψij (wik − wjk)2
=
1
2
N∑
i=1
N∑
j=1
ψij
(∥∥wi· −wj·∥∥2)2 (6.3)
where wi· = [wi1,wi2, ...,wiK], and ‖x‖2 is the 2-norm (Euclidean norm) or the
length of vector x. It is worth mentioning that the similarity is always positive, hence
carries a diﬀerent meaning from pairwise correlation. This regulariser distributes the
smoothness equally among all similar feature pairs. However, a small subset of well-
connected features can greatly inﬂuence the regulariser. This property is called
“hubness” in neighbourhood-based graphs (Tomasev et al., 2011). A great care is
therefore needed in building graphs so that all nodes have a fair chance to contribute
(cf. Section 6.3.2 for further details).
6.2.1.3 Groupwise smoothness
There are cases in which more than two features form a group under a given factor.
Let γij > 0 be the degree of similarity of feature j to feature i so that
∑
j =i γij = 1
for all i. The similarity γij can be obtained by normalising the similarity strength
ψij introduced in Section 6.2.1.2. Groupwise smoothness assumes that the mapping
weight for each feature is not very diﬀerent from the group central of mass, that is:
Ω(W) =
K∑
k=1
N∑
i=1
(
wik −
∑
j =i
γijwjk
)2
=
K∑
k=1
w·k(I−G)(I−G)w·k (6.4)
where I is the identity matrix of size N, G is a stochastic square matrix5 whose
entries are γij. Thus this graph enables a random-walk behaviour from a node to
another, where the probability of choosing the next neighbour j from i is γij. This
regulariser distributes the smoothness equally among all features, and is insensitive
to the group size distribution.
5The stochastic square matrix is a matrix wherein the sum of elements in each column equals
1.
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6.2.2 Parameter learning
All of the three forms of constraints proposed in Equations-(6.2,6.3,6.4) can indeed
be summarised together using a single regulariser as follows:
Ω(W) =
K∑
k=1
w·kSw·k (6.5)
where w·k = [w1k,w2k, ...,wNk] is the column vector w.r.t the k-th hidden unit,
and S = [sij]N×N is the matrix that encodes the structure. In particular:
  For pairwise correlation in Equation-(6.2), sij = −ρij.
  For pairwise smoothness in Equation-(6.3), expanding the regulariser we have:
Ω(W) =
K∑
k=1
[
N∑
i=1
(
N∑
j=1
ψij
)
w2ik −
N∑
i=1
N∑
j=1
ψijwikwjk
]
=
K∑
k=1
[
N∑
i=1
N∑
j=1
sijwikwjk
]
where sii =
∑
j =i ψij; sij = −ψij. In other words, S is the Laplacian matrix of
the graph whose edge weights are ψij (Chung, 1997).
  For groupwise smoothness in Equation-(6.4), we have S = (I−G)(I−G).
Parameter update is similar to that of RBM in Equation-(3.26):
wnk ← wnk + η
(
Ep(h|v;ψ) [vnhk]− Ep(v,h;ψ) [vnhk]− λsn·w·k)
As the constraints do not aﬀect the inference of Ep(h|v;ψ) and Ep(v,h;ψ), the time
complexity of learning with constraints is similar to that in standard RBMs since
sn·w·k is evaluated only once for each pass through data. Once the model is fully
speciﬁed, the new representation of an input data can be achieved by computing
the posterior vector hˆ using Equation-(3.6).
6.2.3 Structure-driven feature embedding
The RBM oﬀers a method to embed discrete features in a continuous space using
wn· ∈ RK. A feature is now represented by a vector of K dimensions. Feature
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embedding is important for feature representation as it facilitates simpler algebraic
manipulations such as addition, translation and transformation using vectors and
matrices. In terms of document data, word embedding has found numerous ap-
plications in natural language processing (Turian et al., 2010; Turney et al., 2010;
Collobert et al., 2011; Socher et al., 2012; Mikolov et al., 2013b,a). From this view,
Equation-(6.3) resembles those in Laplacian eigenmaps (Belkin and Niyogi, 2003)
and Equation-(6.4) resembles those in locally linear embedding (Roweis and Saul,
2000). See Figures-(6.5,6.6) for examples of words embedded in 2D. The diﬀerence
between current work and previous work is in the speciﬁc way that the words are
embedded. Learning in Equation-(6.1) ﬁnds the embedding that is consistent with
both data regularities and prior knowledge. Both aspects are not simultaneously
presented in previous work.
6.2.4 Bayesian interpretation and intrinsic dimensionality
It is worth noticing that for the case of pairwise and groupwise smoothness, the
equation Ω(W) =
∑
kw
·kSw·k now plays the role of a multivariate Gaussian prior
whose correlation matrix is S. This holds because (a) the Laplacian matrix in the
case of pairwise smoothness is positive deﬁnite (Chung, 1997); (b) the matrix S in
the case of groupwise smoothness is also positive deﬁnite due to the decomposition
S = (I−G)(I−G). This interpretation places the gRBM into a Bayesian frame-
work (Guo and Xing, 2006). It suggests a full Bayesian estimation of the posterior
p (ψ | D), where D = {v[d]}D
d=1
is the dataset. However, the posterior computation
is extremely hard due to the so-called “double intractability” problem in undirected
graphical models – intractability of both the data likelihood (due to the partition
function) and the posterior (Welling and Parise, 2012). The regularised learning
based upon Equation-(6.1) ﬁnds the mode of the posterior instead.
This Bayesian interpretation leads us to hypothesise that if the multivariate prior
is well-speciﬁed, then it may capture the intrinsic dimensionality of data (e.g. the
rank of matrix S). The dimensionality will thus be reﬂected in the number of usable
hidden units. We use the same technique as in Section 5.4.2 to examine if a hidden
unit is not usable (or ”dead”). That is, a hidden unit k is considered “dead” if
the normalised 1-norm of its connection weight vector falls under a threshold τ :∥∥w·k∥∥1N−1 ≤ τ .
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6.3 Evaluation
In this section, we demonstrate the eﬃcacy of the proposed constraints on document
modelling and electronic medical records (EMR) mining. We present two approaches
to build structural constraints (i) using data statistics of experimental dataset itself
or available corpora (e.g. Reuters, Wikipedia); and (ii) exploiting prior structures
(e.g. WordNet and semantic links, and diagnosis code hierarchy). Case (i) supports
transfer learning from one domain (where word-graph is built) to another domain
(where gRBM is constructed). We aim to demonstrate that these structural con-
straints will improve the modelling qualities by preventing overﬁtting and enhancing
factor coherence – the issues largely ignored in RBMs. At the same time, we expect
that the constraints help retain comparable discriminative representations.
For document modelling, the main experimental dataset is the TDT2 corpus (Cai
et al., 2005) as described in Section 5.4. We follow the same preprocessing but keep
the 10, 000 most popular words. To classify documents, we use k-nearest neighbours
(kNN with cosine similarity), where k = 10 for all experiments. For medical data, we
use heart failure and mental health cohorts. The heart failure dataset contains 1, 405
unique patients with 1, 885 index admissions between January 2007 and December
2011 as introduced in Section 5.4.
The mental health cohort is extracted from the same provider – Barwon Health and
preprocessed using the same method. The resulting mental health cohort contains
7, 578 unique patients with 17, 566 assessments between January 2009 and March
2012. We consider each assessment to be a data point from which predictions would
be made. There are three ordinal levels of suicide risk according to (Tran et al.,
2014a): no-risk (with no signiﬁcant medical consequence), moderate-risk (with non-
fatal consequence), and high-risk (with fatal consequence). We identify the risk
outcomes using a lookup table from the ICD-10 codes. If there are more than one
outcome classes, the highest risk class will be chosen. For suicide risk stratiﬁcation,
we specify the future outcome within the horizon of 3 months after the assessment
date. After retrieving the mental health data, as with the heart failure dataset in
Section 5.4, we follow the one-sided convolutional ﬁlter bank method introduced in
(Tran et al., 2013a) to extract features which is then normalised into the range [0, 1].
For RBMs, gRBMs and gNRBMs, the numbers of hidden units are ﬁxed to K =
(100; 200) for (text; EMR) data. Hidden, visible and visible-hidden learning rates
are assigned to (0.01/
√
t; 0.1/
√
t) at epoch t. Mapping parameters W are initialised
randomly from [N (0; 0.05) ;N (0; 0.1)], and biases are from zeros. Parameters are
then updated after every “mini-batch” of 100 documents. Learning is terminated
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after 100 epochs or when the gap between free energies of validation and training
data begins to saturate. See Section 3.2.3 for the deﬁnition of free energies, and
Figures-(6.2c,6.2d) for the saturating pattern. The regularisation hyperparameter
λ is empirically tuned to improve factor coherence and keep classiﬁcation results
competitive by performing cross-validation on the training part. This gives λ = 0.01
for pairwise and groupwise smoothness, and λ = 0.001 for pairwise correlation in
Equations-(6.3,6.4,6.2) respectively. The smaller regularisation is needed for the
pairwise correlation method due to lack of bound constraints in Equation-(6.2). As
the replicated softmax outperforms constrained Poisson for all tasks on documents,
we report only results for the replicated softmax as the underlying RBM model for
the gRBM.
6.3.1 Evaluation protocol
Data likelihood and perplexity. To measure the generative generalisation per-
formance, we compute the log-likelihood and perplexity on a held-out (unseen) set of
documents. We aim to achieve high log-likelihood and low perplexity scores. Follow-
ing the conservative sampling-based log-likelihood (CSL) estimator in Section 3.2.4,
we run 1, 000 separate Markov chains to collect samples at the 100th sampling step.
Then the log-likelihood of each document v is computed using Equation-(3.21). The
average test perplexity per word is then estimated as:
perplexity (Dtest) = exp
[
− 1
N
N∑
n=1
1
Dn
log p
(
v[n]
)]
wherein N is the number of documents in the dataset Dtest, and Dn and v[n] are the
number of words and the word-count vector for document n, respectively.
Note that the constrained Poisson RBM does not assign a proper distribution over
word counts (cf. Section 3.4.4). Thus we only evaluate the data likelihood and
perplexity for the replicated softmax and its graph-induced models.
Factor coherence. To assess factor coherence, we adopt the measure proposed
in (Mimno et al., 2011), which has good agreement with human’s judgement. More
precisely, let F
(
v
[k]
i
)
and F
(
v
[k]
i , v
[k]
j
)
be occurrences of feature i and feature pair
(i, j) under factor k respectively. For each factor, we keep only T member features
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with the largest mapping weights, and compute the factor coherence as follows:
C (k) =
T−1∑
i=1
T∑
j=i+1
log
1 + F
(
v
[k]
i , v
[k]
j
)
1 + F
(
v
[k]
i
)
It is important to emphasise that for fair evaluation, factor coherence is computed
using a separate dataset not used for training the models.
6.3.2 Feature-graph construction
We now detail the two methods to construct the feature-graphs, i.e. (i) word-
graphs induced from collections of documents and existing lexical databases and,
(ii) medical domain knowledge from ICD-10 and ACHI-7.
Data statistics. In this approach, we use TDT2 dataset and two auxiliary cor-
pora: Reuters-21578, Distribution 1.06 and Wikipedia 60K sentences (Kauchak,
2013) to derive the word-graph and estimate factor coherence. We use the subset
of 10, 000 most popular words from the TDT2 dataset to process two corpora. Any
words outside the subset are ﬁltered out from these corpora, resulting in 19, 043 doc-
uments for Reuters and 59, 775 for Wikipedia. A half of each collection is used to
build the word-graph and the remaining is used to compute document frequencies.
The word-graph is constructed as follows. For each word we select the 2 most similar
words, as measured by:
S (i, j) =
1 + F (vi, vj)
1 + F (vi)
where F (vi) and F (vi, vj) be the document frequencies of word i and word pair (i, j).
Each retained word pair constitutes an edge in the word-graph. For simplicity, we
use symmetric word-graphs for all three constraints as described in Section 6.2.1. As
a result, some nodes would have more than 2 connections. The resulting data and
graph show a high imbalance in document frequencies of words and their numbers
of connections. For example, the word “president” appears in 4, 121 documents and
has 328 connections in the word-graph whilst “territories” appears only 17 times and
has 4 connections. This creates the graph “hubness” that is the tendency for some
nodes to be highly connected and thus skews the outlink distribution as discussed
in Section 6.2.1.2. To prevent this problem, we drop edges associated with well-
6http://www.daviddlewis.com/resources/testcollections/reuters21578/
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connected to nodes which have more than 20 outlinks, so that all words have a
fair chance to contribute. In the experiments, we empirically vary the number of
outlinks in the set of {5, 10, 20, 30} and ﬁnd out that with 20 outlinks, the average
number of connections is around 10. This setting achieves the highest performance
and thus it is the best choice for our experiments.
Existing lexical databases. To exploit prior structures, we use the CPANWord-
Net::Similarity package (Pedersen et al., 2004) to query the similarity measures for
every pair of words. We select only the 1, 000 most popular words in TDT2 data-
set to keep query time acceptable. Any word pair with nonzero similarity strength
constitutes an edge in the word graph. Again, we drop all the edges connecting a
node with more than 20 outlinks to prevent graph “hubness”.
Domain knowledge. For medical data, the EMR-graph is constructed basing
upon the coding schemes (e.g. ICD-10 for diagnoses and ACHI-7 for procedures).
We build connections among features in the graph by considering two types of
relations. Two features are linked if they satisfy one of the following two conditions.
  Codes are identical and the time horizons are consecutive. This represents the
disease progression over the time, for example, from 6 months to 3 months
before assessment.
  The time horizons are identical and the codes share the same preﬁx, i.e. ﬁrst
two characters. This captures the disease relations basing on the hierarchical
structure. For example, F10 (mental disorder due to alcohol) and F17 (men-
tal disorder due to tobacco) are linked since these two diagnosis codes share
the preﬁx F1 but F10 and F20 (schizophrenia) do not since their ﬁrst two
characters of the codes are not identical.
6.3.3 Data setup
There are four tasks: (i) word-graph construction, (ii) training models, (iii) classi-
ﬁcation and (iv) coherence evaluation. The document data are divided into subsets
which are then assigned to these tasks. We experiment with three settings of in-
creasing transfer capability: “in-domain”, “weak transfer” and “strong transfer”.
Table-(6.1) summarises the characteristics of three settings.
More speciﬁcally, we split the data as follows:
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Setting
word-graph
construction
coherence
evaluation train classify #words
In-domain 3, 697 3, 697 1, 000 1, 000 10, 000
Weak-transfer 3, 930 3, 422 1, 000 1, 042 10, 000
S
tr
o
n
g
-t
ra
n
sf
er Reuters 9, 522 9, 521 6, 589 2, 805 10, 000
Wikipedia 29, 887 29, 888 6, 589 2, 805 10, 000
WordNet 7, 980 7, 462 1, 000 931 1, 000
Table 6.1: The numbers of documents on which the tasks are carried, except the last
column shows the numbers of words used as word-count features. In the WordNet
setting, the word-graph is built using 7, 980 word pairs queried from the WordNet
database and the factor coherence is computed using documents in TDT2 dataset.
  In-domain. Subsets of the TDT2 corpus for these four tasks are sampled from
the same distribution. The TDT2 corpus is randomly split into four disjoint
parts: 1, 000 documents for training, 1, 000 for testing, 3, 697 for word-graph
construction, and the remaining 3, 697 for factor coherence evaluation. Thus
this is the case where N  D (N = 10, 000 words and D = 1, 000 documents).
  Weak-transfer. Subsets of the TDT2 corpus are from slightly diﬀerent distribu-
tions, except for the training and classiﬁcation. We divide 30 data classes into
three subsets: 13 were used to build the word-graph, 13 for estimating factor
coherence, and the remaining 4 classes for training/testing. The four classes
for model building are: Monica Lewinsky Case, India - A Nuclear Power?, Is-
raeli - Palestinian Talks (London), and Indian Parliamentary Elections. This
subset is split into training (1, 000 documents) and testing (1, 042 documents)
components. As the TDT2 corpus is nearly separated, the three subsets can
be considered to come from slightly diﬀerent domains.
  Strong-transfer. The word-graphs and factor coherence are built using ex-
ternal sources: Reuters-21578 corpus, Wikipedia 60K sentences collection and
WordNet database. Models are trained and tested on the TDT2 corpus. This
is the most generic setting where N ≈ D and overﬁtting did not occur.
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6.3.4 Overﬁtting prevention and generalisation capabilities
In the ﬁrst experiment, we investigate the overﬁtting phenomena during learning and
generalisation performances of RBM and gRBM under the in-domain setting. We
compute the free energies of training and held-out validation data using Equation-
(3.12) formulated in Section 3.2.3. The replicated softmax model is used for the
underlying bag-of-words distribution (cf. Section 3.4.6). Figure-(6.2) shows free
energies of training and validation data (on top of each subplot), and the valid-train
subtractions (on the bottom) through training phases of four models (one RBM
and three gRBMs with pairwise correlation, pairwise smoothness and groupwise
smoothness). As can be seen, the RBM tends to overﬁt more than gRBM variants, in
which groupwise and pairwise smoothness signiﬁcantly reduce the training-validation
free energy gap from 6 nats to 2 nats.
The capacity to prevent overﬁtting suggests a better generalisation capacity for our
models. We then quantitatively assess the performance by estimating the average
log-likelihood and perplexity scores on held-out documents. As reported in Table-
(6.2), gRBMs obtain higher log-likelihood and signiﬁcant smaller perplexity scores
than the RBM, indicating a better generalisation capacity of gRBMs.
Model
Avg. Test log-likelihood
(in nats)
Avg. Test perplexity
per word (in nats)
Replicated softmax RBM -493.92 1412
gRBM + Pair correlation -427.22 997
gRBM + Group smoothness -422.51 910
gRBM + Pair smoothness -422.47 909
Table 6.2: Average log-likelihood and perplexity per word (in nats) computed on
held-out documents of testing set. The results are reported in the in-domain setting.
6.3.5 Estimating intrinsic dimensionality
We now examine the abilities of gRBMs (with the underlying replicated softmax
for words) and graph-induced nonnegative RBMs (gNRBMs) (with the underlying
binary input for medical data) with pairwise smoothness to estimate the number
of useful hidden units from data, that is, those hidden units with strong mapping
weights (cf. Section 6.2.4). The models are tested under the in-domain setting for
documents and estimated on 1, 005 diagnosis codes for medical data. In Figure-(6.3),
the numbers of useful hidden units are plotted against the total numbers of hidden
units K with τ = 0.05. Only less than 300 hidden units are useful in gRBM and
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(a) RBM.
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(b) gRBM with pairwise correlation.
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(c) gRBM with groupwise smoothness.
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(d) gRBM with pairwise smoothness.
Figure 6.2: Free energies of training and validation data and their subtractions
(valid-train) computed during learning. The results are reported in the in-domain
setting.
gNRBM. On the other hand, all units are used in RBM, suggesting high degree of
overlapping between factors, and thus less coherence within a factor. The coherence
will be investigated next.
6.3.6 Factor coherence and transfer priors
The next experiment investigates the performance of the gRBM on factor coher-
ence and on document classiﬁcation. All three transfer modes are studied (in-
domain, weak-transfer and strong-transfer, as speciﬁed in Section 6.3.3). The factor
coherence and classiﬁcation results under the in-domain setting are reported in
Table-(6.3), demonstrating that using structural constraints helps not only improv-
ing factor coherence but also classiﬁcation accuracy.
Table-(6.4) reports the factor coherence and the classiﬁcation error for the weak-
transfer option, again providing more supporting evidences for structural con-
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(a) Replicated softmax RBM vs gRBM+Pair
smoothness under the “in-domain” setting.
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(b) Binary RBM vs binary gNRBM estimated
on disease space (1, 005 variables).
Figure 6.3: The numbers of useful hidden units versus total hidden units.
Method Coherence Error (%)
Word features - 5.60
Constrained Poisson RBM −138.9 7.30
Replicated softmax RBM −130.4 5.50
gRBM + Pair correlation −128.1 5.68
gRBM + Group smoothness −125.7 4.96
gRBM + Pair smoothness −123.9 4.80
Table 6.3: In-domain results on the TDT2 corpus when N  D. Word graph is
built from 3, 697 randomly selected documents; factor coherence was measured in
another 3, 697; the remaining documents were used for training (1, 000 documents)
and classiﬁcation testing (1, 000 documents).
straints. And for the strong-transfer setting, the performances are listed in Table-
(6.5). The external structures (gRBM + Pair smoothness) improve the factor co-
herence of the standard replicated softmax RBM by (12.8%; 6.5%; 8.5%) at the cost
of degrading the classiﬁcation error by (2.5%; 11.2%; 18.2%) for Reuters, Wikipe-
dia, WordNet respectively. The classiﬁcation performances are lower as the models
are regularised to incorporate the structures constructed from external sources, that
may not reﬂect the true statistics of the TDT2 corpus. However, the representation
learnt by the gRBM still outperforms the raw features in classiﬁcation by (24.2%;
17.7%; 59.4%), given a (100-fold; 100-fold; 10-fold) reduction in dimensionality.
For the mental health cohort, with top T = 10 features for each latent factor, the
gRBM had coherence of −130.88, higher than that of the standard RBM (−173.3).
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Method Coherence Error (%)
Word features - 1.25
Constrained Poisson RBM −131.9 1.22
Replicated softmax RBM −127.4 1.15
Pair correlation −125.3 1.21
Group smoothness −121.7 1.14
Pair smoothness −118.6 0.96
Table 6.4: Weak-transfer between diﬀerent classes in the TDT2 corpus when N  D.
Word graph is built from 13 classes; factor coherence was measured in 13 classes;
the remaining 4 classes were used for training (1, 000 documents) and classiﬁcation
testing (1, 042 documents).
Method
Reuters-21578 Wikipedia 60K WordNet
Coh. Error Coh. Error Coh. Error
Word features - 3.85 - 3.85 - 0.32
Constrained Poisson RBM −141.5 3.35 −68.3 3.35 −134.2 0.11
Replicated softmax RBM −140.6 2.85 −61.2 2.85 −130.8 0.11
gRBM + Pair correlation −131.9 3.23 −60.8 3.30 −127.3 0.13
gRBM + Group smooth. −127.4 3.01 −59.8 3.28 −124.8 0.13
gRBM + Pair smoothness −122.6 2.92 −57.2 3.17 −119.7 0.13
Table 6.5: Strong-transfer from external sources to the TDT2 corpus. Word-graphs
and factor coherence are derived from Reuters-21578 corpus, Wikipedia 60K sen-
tences and WordNet database. 6, 589 documents (70%) of TDT2 corpus are used
for training and the rest for testing. “Coh.” is short for “Coherence” and the errors
are reported in percentage (%).
6.3.7 Risk groups
To identify which feature group is predictive of future risk, we use the posterior
embedding of patients (cf. Equation-(3.6)) as input for two logistic regression clas-
siﬁers, one for the moderate-risk class, the other for the high-risk class. Groups are
ranked by their regression coeﬃcients.
Table-(6.6) presents top ﬁve feature groups corresponding to moderate-risk and high-
risk classes (model DIAG). Moderate-risk groups consist of abnormality in function
ﬁndings (ICD-10: R94 ), non-fatal hand injuries (ICD-10: S6x ), mental disorders
such as dementia (ICD-10: F03 ) and (ICD-10: F05 ), obesity (ICD-10: F66 ), and
potential hazards related to communicable diseases (ICD-10: Z2s). High-risk groups
involve self-harms (ICD-10: X6s) as the top risk, followed by poisoning (ICD-10:
T39, T5s), hazards related to communicable diseases (ICD-10: Z2s), and ﬁnally
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hand injuries (ICD-10: S5s).
Rank: Moderate-risk Rank: High-risk
1: Z22 (3–6; 24–48)
Z29 (0–3; 3–6; 6–12)
2: R94 (all intervals)
3: S61 (0–3; 3–6; 6–12)
S62 (0–3; 6–12)
4: F03 (0-3; 3–6; 6–12)
F05 (3–6; 24–48)
5: E66 (all intervals)
1: X61 (3–6); X62 (0–3)
X64 (0–3; 3–6)
X65 (3–6)
2: T50 (6–12; 12–24; 24–48)
T51 (0–3; 3–6)
3: T39 (all intervals)
4: Z29 (0–3; 3–6; 6–12)
Z22 (3–6; 24–48)
5: S52 (0–3; 3–6; 6–12; 12–24)
S51 (0–3)
Table 6.6: Top ﬁve feature groups corresponding to moderate-risk and high-risk
suicide events, one per row, ranked by the weight in the corresponding logistic
classiﬁers. Each group has top 5 discovered comorbidities coded in ICD-10 scheme,
ranked by their mapping weight wnk. Time periods for each comorbidity is described
in the bracket, e.g. 3-6 means the comorbidity is recorded 3-6 months prior to the
assessment point. See Table-(6.7) for description of codes.
E66 : Obesity
F03 : Unspeciﬁed dementia
F05 : Delirium
R94 : Abnormal functions
S51 : Open wound of forearm
S52 : Fracture of forearm
S61 : Open wound of wrist and hand
S62 : Fracture at wrist and hand level
T39 : Poisoning by nonopioid analgesics
T50 : Poisoning by diuretics
T51 : Toxic eﬀect of alcohol
X61 : Intentional self-poisoning by psychotropic drugs
X62 : Intentional self-poisoning by psychodysleptics
X64 : Intentional self-poisoning by unspeciﬁed drugs
X65 : Intentional self-poisoning by alcohol
Z22 : Carrier of infectious disease
Z29 : Need for other prophylactic measures
Table 6.7: Top ICD-10 codes contributing to suicide risk, as identiﬁed in Table-(6.6).
6.3.8 Risk stratiﬁcation
We now report results on suicide risk stratiﬁcation for a 3-month horizon. Figure-
(6.4) shows the relative performance of the gRBM (nonnegative one for repres-
entation learning) coupled with logistic regression classiﬁers (for classiﬁcation), in
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comparison with support vector machines (SVM) that run on raw EMR data and on
features learnt by principal component analysis (PCA). Using the full EMR-derived
data leads to better results than those using the diagnoses alone, suggesting the
capability for data fusion by the gRBM.
Table-(6.8) presents more detailed results. The F -scores achieved by the gRBM are
0.212 and 0.359 for moderate-risk and high-risk, respectively. The high-risk F-score
is already three times better than the performance achieved by clinicians who ad-
mitted the risk assessment (Tran et al., 2014a,b). The F -scores are also competitive
with the results obtained by rival methods: SVM on raw features obtained F -score
of 0.156 and 0.340; and SVM on PCA-derived features yielded 0.135 and 0.325 for
moderate and high-risk respectively.
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Figure 6.4: F-scores (F1) for moderate and high-risk within 3 months. Arrows indic-
ate the ﬂow. Diags means using only diagnoses as input. Full EMR contains demo-
graphics, diagnoses, procedures, diagnosis related groups (DRG) and Elixhauser
comorbidities (Elixhauser et al., 1998).
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Recall Precision F-score
Full EMR→SVM
Moderate-risk 0.251 0.114 0.156
High-risk 0.455 0.271 0.340
Full EMR→PCA→ SVM
Moderate-risk 0.208 0.103 0.135
High-risk 0.433 0.268 0.325
Diags→RBM→LR
Moderate-risk 0.234 0.127 0.165
High-risk 0.342 0.239 0.281
Full EMR→RBM→ LR
Moderate-risk 0.226 0.125 0.161
High-risk 0.424 0.294 0.347
Diags→gRBM→LR
Moderate-risk 0.260 0.143 0.184
High-risk 0.384 0.271 0.317
Full EMR→gRBM→ LR
Moderate-risk 0.310 0.161 0.212
High-risk 0.445 0.301 0.359
Table 6.8: Performance of various classiﬁers with several input preprocessing tech-
niques (PCA and gRBM). Diags means we used only diagnoses as input. Full EMR
contains demographics, diagnoses, procedures, diagnosis related groups (DRG) and
Elixhauser comorbidities (Elixhauser et al., 1998). Bold numbers are highest in their
category.
6.3.9 Feature embedding
The next experiment validates the quality of embedding words and diseases in a con-
tinuous space (Section 6.2.3). Here we train an RBM and a gRBM with Replicated
Softmax input under the in-domain setting in Section 6.3.3 for text. We employ an
RBM and a gNRBM with binary input for mental health data. The mapping weight
W is investigated. The features are represented by vectors: wn· in the embedding
space RK. These feature vectors are then projected onto 2D using t-SNE (Van der
Maaten and Hinton, 2008). Note that t-SNE does not contribute to embedding, it
only reduces the dimensionality into 2D for visualisation while preserving the local
properties of the embedded data.
For word embedding in text, due to clarity requirements, we choose only 6 categories
(i.e. “Asian Economic Crisis”, “Current Conﬂict with Iraq”, “Monica Lewinsky
Case”, “1998 Winter Olympics”, “India - A Nuclear Power?”, and “NBA ﬁnals”)
and employ 1-penalised logistic regression to ﬁlter out irrelevant words. We then
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keep 180 top words that best describe the 6 categories. As visualised in Figures-
(6.5,6.6), the gRBMs embed words in more coherent fashions which result in clusters
with better correlation with categories. The eﬃcacy of groupwise and pairwise
smoothness are more signiﬁcant.
For disease and procedure embedding in mental health dataset, two gNRBMs are cre-
ated, one using only diagnoses (called model DIAG), the other using both diagnoses
and procedures (called model DIAG+PROC ). An RBM is learnt using diagnosis
codes for comparison. As shown in Figure-(6.7), under the gRBM, diseases natur-
ally form coherent groups (coloured by k-means). Similarly, Figure-(6.8) presents
the embedding/clustering of both diseases and procedures. Since diseases and pro-
cedures are jointly embedded in the same space, their relations can be directly
assessed. For several groups, we plot the top 5 procedures and 5 diagnoses, where
the font size is proportional to inverse distances to the group centres. The grouping
is meaningful, for example:
  Group 1 : Diagnosis C34 (Malignant neoplasm of bronchus and lung) is as-
sociated with procedures 543 (Examination procedures on bronchus) and 536
(Tracheostomy).
  Group 2 : Diagnosis C78 (Secondary malignant neoplasm of respiratory and
digestive organs) and C77 (Secondary and unspeciﬁed malignant neoplasm
of lymph nodes) are associated with procedures 392 (Excision procedures on
tongue) and 524 (Laryngectomy).
  Group 3 : Diagnosis K35 (Acute appendicitis) is associated with procedure 926
(Appendicectomy).
In contrast, the groups produced by RBM in Figure-(6.9) are less coherent and their
diagnosis codes do not clearly explain suicide risks.
We compare the discovered groups with the risk factors found in previous work
(Tran et al., 2014a). The relevance of a group is the number of matches in the top
10 risk factors under the group. On average, 4.4 out of 10 risk factors per group
found by gNRBM are matched those in (Tran et al., 2014a). This is higher than the
matching rate by the RBM, which is 1.6.
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(b) gRBM with pairwise correlation.
Figure 6.5: Word embedding visualisation of 6 categories. Words are ﬁrst embedded
in 100 dims using RBM (a) and gRBM with pairwise correlation (b), then projected
onto 2D using t-SNE (Van der Maaten and Hinton, 2008). Note that t-SNE does
not play a role in embedding. Colours show the categories. Words of each categories
are discovered using logistic classiﬁcation with lasso regularisation. Best viewed in
colours.
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(a) gRBM with groupwise smoothness.
−6 −4 −2 0 2 4 6
−6
−4
−2
0
2
4
president
iraq
clinton
un
house
weapons
economic
percent
world
white
crisis
lewinsky
nuclear
iraqi
billion
india team
saddam
economy
asian
market
tobacco
asia
financial
japan
starr
indonesia
million
compa ies
countries
inspectors
south
baghdad pakistan
wars nctions
olympic
help
bill
gulf
congress
story stock
japanese
currency
voice
jones
sites
clintons
monica
money
ga es
gra d
policy
hus ein
l i snagano
independent
fund
markets
imf
old
tests
presidents
trade
americans
question
final
counsel
k rea
oil
thaila d
hong
medal
questions
indias
t sexchange
winter
onetary
senate
british
coming
st rrs
health
k
hock y
smoking
ahead
intern
iraqis
sex
tax
worlds
ch mical
players
budget
trip
allegations
affair
am
cup
relations
canada
legislation
round
republicans
meanwhile
eu ope
following
li
example
talking
settlement
themselves
paula
failed
slalom
asias
me sic
cen
sense
spending
period
friends
goal
cost
scandal
sh t
tough
accept
downhill
parties
documents
land
happen
1994
care
spent
proposed
cigarette
biggest
beijing
c ncerns
bit
testing
germany
dow
immediately
1990
summit
sought
amp
attorneys
canadian
coalition
worst
s ow
saudi
suhar s
focus
thank
opinion
blair send
sen
democrats
pakistans
cigarettes
elhi
Asian Economic Crisis
Current Conflict with Iraq
Monica Lewinsky Case
1998 Winter Olympics
India − A Nuclear Power?
NBA finals
iraq
un weapons
iraqi
saddam
inspectors
baghdad
gulf
sites
hussein
iraqis
chemical
olympic
games olympicsnagano
gold
medal
winter
hockey
slalommens
ice
downhill
snow
economic
percent
crisis
billion
economy
asian
market
asia
financial
indonesia
companies
south
stock
currency
fund
markets
imf
trade
korea
thailand
hong
stocks
monetary
kong
budget
asias
centspending
worst
(b) gRBM with pairwise smoothness.
Figure 6.6: Word embedding visualisation of gRBMs with groupwise (a) and pairwise
(b) smoothness for 6 categories. See Figure-(6.5) for all descriptions. Best viewed
in colours.
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Figure 6.7: Disease embedding (model DIAG) using gRBM. Diseases are ﬁrst em-
bedded into 200 dims using gRBM, then projected onto 2D using t-SNE (Van der
Maaten and Hinton, 2008). Note that t-SNE does not contribute to original em-
bedding or clustering. Colours show disease clusters discovered by k-means with 10
clusters. Best viewed in colours.
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Figure 6.8: Disease and procedure embedding (model DIAG+PROC ) using gRBM.
Codes are ﬁrst embedded into 200 dims using gRBM, then projected onto 2D using
t-SNE (Van der Maaten and Hinton, 2008). Colours show disease clusters dis-
covered by k-means with 10 clusters. Font size indicates nearness to respective
cluster centres. Best viewed in colours.
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Figure 6.9: Disease embedding (model DIAG) using RBM. Diseases are ﬁrst em-
bedded into 200 dims using RBM, then projected onto 2D using t-SNE (Van der
Maaten and Hinton, 2008). Colours show disease clusters discovered by k-means
with 10 clusters. Best viewed in colours.
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6.3.10 Model stability
Further to model stability results in Section 5.4.5, we examine more on the heart
failure cohort using the graph-induced RBM and the NRBM. Figure-(6.10) shows
free energies of training and validation data (on top subplot), and the valid-train
subtractions (on the bottom) through training phases of gRBM. The gap between
free-energies of validation and training begins to saturate after 45 epochs.
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Figure 6.10: Free energies of training and validation data and their subtractions
(valid-train) computed during learning. The results are reported on the heart failure
patients dataset.
For prediction performance, the EMR-graphs contribute to the improvement of AUC
scores: 0.6209 [0.5640, 0.6778] for gRBM and 0.6114 [0.5542, 0.6686] for gNRBM,
compared to 0.6001 [0.5425, 0.6577] for RBM and 0.6083 [0.5508, 0.6659] for NRBM
(cf. Table-(5.3) in Section 5.4.5.3). Interestingly, these graphs boost up the stability
of feature selections for RBM and NRBM as shown in Figure-(6.11). On average, the
(consistency; Jaccard) indices of gRBM and gNRBM are improved by (65.8%; 94.7%)
and (44.1%; 53.5%) respectively. The substantial increase in stability by using the
gNRBM suggests the signiﬁcance of combination of the useful knowledge and feature
grouping capability of the model.
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(a) Consistency index.
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(b) Jaccard index.
Figure 6.11: Feature selection stability measured by the consistency index (Figure-
(6.11a)) and Jaccard index (Figure-(6.11b)) for 6-month heart failure prediction.
6.4 Discussion
6.4.1 Improving interpretability of learnt representations
As discussed in Section 2.7, learning representations from data plays an important
role in many applications. Particularly in knowledge-intensive applications, an im-
portant aspect of learnt representations is interpretability. Unlike the classic PCA
where the representation has speciﬁc meanings (e.g. in terms of the eigenvectors),
topic models (cf. LDA, HDP in Section 2.7.2.2) and RBMs consist of anonymous
factors or topics, meaning that they do not have a predeﬁned human-interpretable
concepts (Bengio, 2009), and a large portion of discovered topics is still incoherent
to human (Mimno et al., 2011; Newman et al., 2011; Blei, 2012).
The need for interpretability necessitates model constraints. One eﬀective con-
straint is sparsity which seeks to represent data by a small number of sparse codes
(Szlam et al., 2011; Coates and Ng, 2011; Donoho and Elad, 2003; Chen et al., 1998;
Olshausen et al., 1996). A similar idea is to introduce structural sparsity into PCA
(Jenatton et al., 2010). In probabilistic topic models, feature groups have also been
incorporated into LDAs (Newman et al., 2011; Zhai et al., 2011). More expressive
knowledge can be encoded (Chen et al., 2013), e.g. through ﬁrst-order logic (An-
drzejewski et al., 2011), or diversity (Kwok and Adams, 2012). However, much less
work has been done for RBMs. Our work in the previous chapter where nonneg-
ativity constraints were introduced into the RBMs presented our eﬀort in bridging
this theoretical gap.
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6.4.2 Exploiting domain structures
Our work in this chapter is one of a few attempts to incorporate structural in-
formation into RBMs (Ranzato and Hinton, 2010). Semi-RBM can be a way to
model the correlation directly at the data level (Truyen et al., 2009), but inference
is much more expensive than that in standard RBMs. Our gRBM, on the other
hand, introduces no inferential overhead. For spatial layouts, convolutional RBMs
have been investigated to exploit the local structures (Lee et al., 2009), but this
is not generalisable to arbitrary structures. The use of feature-graph as regulariser
in RBMs has largely been ignored. The most common forms of regularisation are
uninformative Gaussian priors, parameter constraints (Krizhevsky et al., 2012), and
enforcement of latent sparsity (Hinton, 2012). Uninformative priors have also used
in Bayesian setting (Guo and Xing, 2006), but the issue of interpretability has not
been addressed.
Our network-based approach to incorporate structural constraints, at the ﬁrst
glance, seems similar to recent graph analysis. However, there are several distinc-
tions here: First, ours is the network of features, not graph of data instances such as
those in manifold learning (Belkin and Niyogi, 2003; He and Niyogi, 2004). Second,
most of the regularisation utilising graphs is under the supervised setting (Fei et al.,
2010; Sandler et al., 2009; Li and Li, 2008), while our main focus is on unsupervised
representation learning.
Similar to NRBM, our gRBM exposes the capacity for automated feature grouping.
Feature grouping can be carried out in a supervised or unsupervised setting. Su-
pervised techniques includes modiﬁcations to the standard lasso (Tibshirani, 1996;
Yuan and Lin, 2006) such as sparse group OSCAR (Bondell and Reich, 2008), bridge
group (Huang et al., 2009) and clustering elastic net (Zeng and Xie, 2012; Sharma
et al., 2013; Witten et al., 2014). The idea is that the highly correlated features are
encouraged to have similar weights. Our application of the gRBM to the domain of
medical modelling reveals that the method can discover meaningful clinical patterns
(i.e. EMR-driven phenotypes (Hripcsak and Albers, 2013)).
We recognise several potential limitations. First, the running time of our proposed
framework depends on the retrieval of the similarity matrix. The feature-graphs
are eﬃcient to construct from document statistics. The time to compute document
frequencies and to obtain matrix S in Equation-(6.5) are negligible using fast matrix
operators. However, querying the similarity measures for every pair of words using
CPAN WordNet::Similarity package is time-consuming. There are N2 queries for N
words. For our experiments, we select only the 1, 000 most popular words in TDT2
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dataset to keep query time acceptable. It is noteworthy that the training time of
gRBM does not depend on word-graph construction. Thus our framework is scalable
once the similarity matrix is ready.
Second, our experiments have been limited to single kind of constraints. But this
needs not be the case. The construction of the regulariser Ω(W) in Section 6.2.1 can
straightforwardly incorporate multiple constraint types. A constraint can be factor
speciﬁc. For example, the groupwise smoothness in Equation-(6.4) can be extended
as:
Ω(W) =
K∑
k=1
ηk
N∑
i=1
(
wik −
N∑
j=1
γkijwjk
)2
=
K∑
k=1
ηkw
·k (I−Gk) (I−Gk)w·k (6.6)
where Gk is the graph whose entries are γkij and ηk > 0 is the constraint strength.
Here if we have prior knowledge of a certain group of related words, we can designate
a factor k for it using a graph Gk. For instance, if factor k1 is designated as
encoding the “family” relation, then two keywords “parent” and “child” should be
strongly related under Gk1 . If factor k2 corresponds to the “education” relation,
then “parent” and “teacher” are related under Gk2 .
Finally, we have only experimented with should link relations through correlation
and similarity measures. However, the idea can be easily extended to should not link
counterparts. For example, we can modify the regulariser in Equation-(6.3) as fol-
lows:
Ω(W) =
⎧⎨
⎩
1
2
∑
ij θij
(∥∥wi· −wj·∥∥2)2 if (i, j) is should link
max
{
0,m− 1
2
∑
ij θij
(∥∥wi· −wj·∥∥2)2} if (i, j) is should not link
where m > 0 is the margin. This speciﬁc regulariser is called Siamese network (Had-
sell et al., 2006). It encourages should link items to be similar and should not link
items to separate by a margin of at least m.
6.5 Closing remarks
We have introduced gRBM, a novel graph-based method to construct informative
priors for restricted Boltzmann machines (RBMs). We demonstrated the eﬃcacy
of the priors in a comprehensive set of experiments in document modelling and in
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biomedical informatics where EMR data were modelled. We have shown that the
proposed graph priors result in:
  improvement of interpretability and coherence of the factors,
  increasing the generalisation by preventing overﬁtting,
  supporting transfer learning from a domain to another,
  retaining comparable predictive performances,
  improving the quality of feature embedding into continuous space, and
  stabilising linear predictive models.
While our models developed thus far have been primarily designed to work with
single data mode (represented as vector-valued), data in practice can come with
multiple modes (represented as tensors). In the next chapter, we shall address this
issue by developing a new class of RBMs to deal with tensor data.
Chapter 7
Latent Models for Multimode Data
7.1 Introduction
So far we have studied several classes of data structures such as primitive types, data
manifold, feature grouping, parts-based and relational structures. These structures
are formed by the features and their correlations which often describe only one data
mode. By ‘mode’, we mean a vector representation, to distinguish with the modality
(such as text and images) or types (such as binary and count). However, data can
come with multiple modes. Consider EEG recordings, the electrical signals measured
on the surface of scalps, wherein each trial collects signals from multiple channels.
Each channel data can be represented as a 2D 〈time, frequency〉 spectrogram, and
each trial a 3D 〈channel, time, frequency〉 data tensor, constituting a 3-mode tensor.
RBMs, however, have been primarily designed for vector data. Applying RBMs
on the tensor data creates two problems. First, this data needs to be ﬂattened
into a linear vector (cf. Figure-(7.1)) – thereby, the vectorisation process breaks
the explicit multimode structures, losing vital information about interactions across
modes. Second, this ﬂattened data representation leads to an increase in the number
of parameters to be estimated, hence usually resulting in a suboptimal learning
solution. For a typically EEG trial, the number of spectrogram pixels could be
excessively large even for short observation periods and low-sampling rates – as
for example, a 64 × 64 × 64 〈channel, time, frequency〉 tensor has 262, 144 pixels.
Another example is EMR data where each patient has multiple trials, and each trial
is a tensor. This type of data requires the distribution over the N-mode tensor space,
for N ≥ 2. Leveraging the density estimation capability of RBMs, our intuition is
to model the associative weights between the structured data and the hidden units
as a (N + 1)-mode tensor. The tensor decomposition is learnt automatically. To our
best of knowledge, no previous work has explored the use of RBM for tensor data.
We propose tensor-variate restricted Boltzmann machine (TvRBM) that generalises
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Figure 7.1: An EEG trial represented as a tensor of 〈channel, time, frequency〉 and
its the matricisation and vectorisation.
the RBM to capture interactions among data modes. We employ multiway factoring
of mapping parameters that link data modes and hidden units. Modes interact in
a multiplicative fashion gated by hidden units. Using a tensor data and the hidden
layer to construct a (N + 1)-mode tensor, we start from a similar decomposition to
(Taylor and Hinton, 2009; Ranzato et al., 2010; Memisevic and Hinton, 2010), but
tie the parameters across each mode of variation. Eﬃcient parameter estimation is
derived for this model.
Our proposed model possesses the following advantages. First, the number of map-
ping parameters grows linearly with the number of modes rather than exponentially.
Second, the intra-layer conditional independence is retained, thus preserving the
eﬃciency of model parameter learning. We demonstrate the capacity of our pro-
posed model through comprehensive experiments on three diverse real-world data-
sets: handwritten digits, facial images, and EEG signals. The experimental results
show that the classiﬁcation performance of the TvRBM is more competitive than
the standard RBM and existing tensor decomposition methods.
7.2 Preliminaries
Following Kolda and Bader (2009), we use plain lowercase letters (e.g. t) to indicate
scalar values; bold lowercase letters (e.g. t) for vectors; bold uppercase letters for
matrices (e.g. T); Euler script letters for higher-order tensor, e.g. the N-mode
tensor: T ∈ RD1:N where D1:N  D1 × D2 × ... × DN is the product space over N
dimensions. Denote by t·i the i-th column vector of matrix T. The symbol “◦”
denotes the vector outer product, e.g. the rank-one N-mode tensor can be written
as the outer product of N vectors:
T = x(1) ◦ x(2) ◦ ... ◦ x(N)
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Let ×¯n indicate the n-th mode product which is the multiplication of a vector with
a tensor along mode n, resulting in a (N− 1)-mode tensor:
X = T ×¯n t
where t ∈ RDn ,X ∈ RD¬n and D¬n  D{1:N}\n denotes the product space over N
dimensions excluding Dn.
The inner product of two same-sized tensors X ,Y ∈ RD1:N is the sum of their
element-wised products:
〈X ,Y 〉 =
D1∑
d1=1
D2∑
d2=1
...
DN∑
dN=1
xd1d2...dNyd1d2...dN
7.3 Matrix-variate restricted Boltzmann machines
Before going into details of the general version of the proposed tensor-variate RBMs,
we present matrix-variate RBMs (MvRBMs) designed for modelling matrix data.
7.3.1 Model representation
For model representation, we use sum-over notations rather than operators to keep
tracking equations more easily. More speciﬁcally, the visible units are now arranged
in a matrix with dimensions of M and N: V = [vmn] ∈ RM×N. This also changes
the visible biases into a matrix form: A = [amn] ∈ RM×N. The representations
of hidden units and their biases remain unchanged whilst the weight matrix now
becomes a three-mode tensor: W = [wmnk] ∈ RM×N×K. Thus the set of parameters
of MvRBM contains a three-way tensor instead of only vectors and matrices as of
RBM (cf. Equation-(3.1)). The energy function in Equation-(3.1) turns into the
following form:
E (V,h) = −
M∑
m=1
N∑
n=1
F (vmn)−
M∑
m=1
N∑
n=1
amnvmn
−
K∑
k=1
bkhk −
M∑
m=1
N∑
n=1
K∑
k=1
wmnkvmnhk (7.1)
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where F (vmn) is type-speciﬁc function. The hidden posterior conditioning on visible
units in Equation-(3.5) can be derived as below:
p (hk = 1 | V) = sig
(
bk +
M∑
m=1
N∑
n=1
wmnkvmn
)
(7.2)
where sig (x) = (1 + e−x)−1 is the sigmoid function. The generative distribution
p (V | h), on the other hand, is type-speciﬁc. In what follows, we present the most
popular cases, namely the binary and Gaussian input, but the generalisation to Pois-
son (Salakhutdinov and Hinton, 2009c), multinomial (Salakhutdinov and Hinton,
2009b), and mixed types (Tran et al., 2013b) is omitted. The generative distribu-
tion reads:
  For binary input, i.e. F (vmn) = 0 (in Equation-(7.1)):
p (vmn = 1 | h) = sig
(
amn +
K∑
k=1
wmnkhk
)
  For Gaussian input, assuming unit variance, i.e. F (vmn) = −12v2mn:
p (vmn = υ | h) = 1√
2π
exp
⎡
⎢⎣−
(
υ − amn −
∑K
k=1wmnkhk
)2
2
⎤
⎥⎦
Once all parameters are learnt, the new representation of an input data can
be obtained by projecting onto hidden space hˆ =
(
hˆ1, hˆ2, ..., hˆK
)
, where hˆk =
p (hk = 1 | V) computed using Equation-(7.2). The higher representation can be
used as input for further classiﬁcation tasks. This is convenient because the matrices
are now transformed into vectors, to which many existing tools can be applied.
7.3.2 Parameter estimation
The three-way tensor W consists of a cubic number of parameters – n3– which
quickly reaches millions when the dimensionality n is only hundreds. This makes
the parameter learning more diﬃcult and less robust since it is hard to control
the bounding of hidden activation values. Thus the hidden posteriors are easily
collapsed into either zeros or ones, and no more learning occurs. Tackling this
issue, we employ three-way factors (Memisevic and Hinton, 2010) to construct the
multiplicative interactions between rows, columns of the image and the hidden units
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of the top layers. The three-way parameterised tensor W is now decomposed as
follows:
wmnk =
F∑
f=1
M∑
m=1
N∑
n=1
K∑
k=1
wrmfw
c
nfw
h
kf (7.3)
where the matrix Wr = [wrmf ] ∈ RM×F represents the row-factor weights, Wc =
[wcnf ] ∈ RN×F the column-factor weights and Wh = [whkf ] ∈ RK×F the hidden-factor
ones. By introducing the factorisation, the number of parameters is signiﬁcantly
reduced to n2 and requires quadratic memory space O (n2).
This decomposition does not aﬀect the conditional independence among intra-layer
variables. Therefore it preserves fast sampling and inference properties of RBM. The
learning process of MvRBM can follow the maximising data likelihood learning of
standard RBM as in Section 3.3. To compute the gradient, we take the derivatives
of the energy function w.r.t visible and hidden biases as below:
∂
∂amn
E (V,h;ψ) = −vmn
∂
∂bk
E (V,h;ψ) = −hk
The derivatives w.r.t weighted parameters involve multiplicative interactions as:
∂
∂wrmf
E (V,h;ψ) = −
N∑
n=1
K∑
k=1
vmnhkw
c
nfw
h
kf
∂
∂wcnf
E (V,h;ψ) = −
M∑
m=1
K∑
k=1
vmnhkw
r
mfw
h
kf
∂
∂whkf
E (V,h;ψ) = −hk
M∑
m=1
N∑
n=1
vmnw
r
mfw
c
nf
7.4 Tensor-variate restricted Boltzmann machines
We now generalise the MvRBM for matrices to the tensor-variate RBM (TvRBM)
for multimode data. To provide a high-level intuition, Figure-(7.2) (right) shows an
example of modelling 3D data with TvRBM.
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Figure 7.2: Graphical illustrations of RBM (left) and TvRBM (right). The cubic
nodes are observed, the sphere nodes are latent. The TvRBM models the 3D input
data of 2× 4× 3 and the triangular pyramids represent 4-way factors.
7.4.1 Model deﬁnition
In TvRBM, the set of visible units is represented by a N-mode tensor V ∈ RD1:N and
the hidden units are the same as in RBM. The goal is to model the joint distribution
p(V ,h). The energy in Equation-(7.1) is generalised into the following form:
E (V ,h) = − [F (V ) + 〈A ,V 〉+ bh+ 〈V ,W ×¯N+1 h〉] (7.4)
where F (V ) is type-speciﬁc function, A ∈ RD1:N are visible biases, and W ∈
R
D1:N×K are mapping parameters. The hidden posterior is:
p (hk = 1 | V ) = sig
[
bk +
〈
V ,W ×¯N+1 1Kk
〉]
(7.5)
where 1Nn is one-hot representation of N-length vector with all zeros but 1 at n
th
position. The generative distribution p (V | h), on the other hand, is type-speciﬁc.
Similar to MvRBMs, we consider TvRBMs for the most popular cases, i.e. the
binary and Gaussian input. Let:
Gd1d2...dN (h) =
[
W ×¯1 1D1d1 ×¯2 1D2d2 ×¯3...×¯N 1DNdN
]
h
  For binary input, we have F (V ) = 0 (in Equation-(7.4)) and the following
generative distribution:
p (vd1d2...dN = 1 | h) = σ [ad1d2...dN + Gd1d2...dN (h)]
  For Gaussian input, assuming unit variance, i.e. F (V ) = −0.5 〈V ,V 〉, the
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generative distribution reads:
p (vd1d2...dN = υ | h) =
1√
2π
exp
{
− [υ − ad1d2...dN − Gd1d2...dN (h)]
2
2
}
Once all parameters are fully speciﬁed, the new representation of an input data
can be obtained by projecting onto hidden space hˆ =
(
hˆ1, hˆ2, ..., hˆK
)
, where hˆk =
p (hk = 1 | V ) as in Equation-(7.5). The higher representation can be used as input
for further classiﬁcation tasks. Again, we essentially transform high-dimensional
tensors into low-dimensional vectors, from which existing tools can be naturally
used.
7.4.2 (N+1)-way factoring of multiplicative interactions
Similar to the MvRBM, the major problem with the parameterisation in Equation-
(7.4) is the excessively large number of free parameters which scales as the product
of data mode and hidden dimensions. In particular, the (N + 1)-mode mapping
tensor W has K
∏
nDn elements, which quickly reaches billions when the mode di-
mensionalities K, D1:N and N are moderate. This makes learning extremely diﬃcult
for several reasons. First, it would require a large dataset for a robust estimate
of parameters. Second, it is hard to control the bounding of hidden activation
values
〈
V ,W ×¯N+1 1Kk
〉
in Equation-(7.5). Thus the hidden posteriors are easily
collapsed into either 0 or 1 and no more learning occurs. Finally, the model requires
O (K∏nDn) memory for parameters.
To this end, we propose (N + 1)-way factoring, a generalisation of the three-
way factors presented in Section 7.3.2, to construct the multiplicative interactions
between visible modes and hidden units. With F factors, the parameter tensor W
is decomposed using the Kruskal operator as follows:
W = λ;W(1), ...,W(N),Wh
=
F∑
f=1
λfw
(1)·f ◦ ... ◦w(N)·f ◦wh·f
where λ ∈ RF is the scaling vector, the matrix W(n) ∈ RDn×F represents the mode-
factor weights, and Wh ∈ RK×F the hidden-factor. Here we ﬁx λ = 1 for simplicity,
so we obtain:
wd1d2...dNk =
F∑
f=1
D1∑
d1=1
D2∑
d2=1
...
DN∑
dN=1
K∑
k=1
w
(1)
d1f
...w
(N)
dNf
whkf
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This factoring allows multiplicative interactions between modes to be moderated
by the hidden units through the hidden-factor matrix Wh. Thus the model cap-
tures the modes of variation through the new representation by h. The number
of mapping parameters is drastically reduced to F (K +
∑
nDn), which grows lin-
early rather than exponentially in N. The memory space requirement decreases
accordingly. Importantly, the presence of the decomposition preserves fast learn-
ing and inference properties of the standard RBMs. More speciﬁcally, the condi-
tional independence among intra-layer variables, i.e. p (h | V ) = ∏Kk=1 p (hk | V )
and p (V | h) =∏n∏Dndn=1 p (vd1d2...dN | h), are not aﬀected. Therefore the proposed
model preserves fast sampling and inference properties of RBM.
7.4.3 Parameter learning
Similar to the learning process of MvRBM, that of TvRBM can also follow the max-
imising data likelihood learning of standard RBM as in Section 3.3. The derivatives
w.r.t mode- and hidden-factor matrices are:
∂
∂w
(n)
dnf
E (V ,h;φ) = −
(
hwh·f
)
〈X ,Y 〉
∂
∂whkf
E (V ,h;φ) = −hk
〈
V ,w(1)·f ◦ ... ◦w(N)·f
〉
where X = V ×¯n 1Dndn and Y = w
(1)·f ◦ ... ◦w(n−1)·f ◦w(n+1)·f ◦ ... ◦w(N)·f .
The parameters are updated using stochastic gradient ascent as in Equation-(3.26).
However, for numerical stability, we employ an adaptive rate for factor matrices so
that the update step size is bounded (cf. Sec. 7.5.1 for implementation details).
7.4.4 Visualising receptive ﬁelds
For the data which have spatial structure such as images, one of the attractive
capabilities of RBMs is that the hidden units can discover interpretable features
which are visualised by displaying their learnt receptive ﬁelds. The receptive ﬁeld of
each hidden unit is formed by the weights connecting that hidden unit to the visible
units. These also enable the visual assessment of the model generalisation quality.
However, there are no explicit connection weights between hidden units and visible
ones in the TvRBM. We estimate these weights from the multiplicative interactions.
Assuming that the spatial features lie at n-th mode of the data, the learnt ﬁlters
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are matrix R given by:
R =
F∑
f=1
xfyf
(
wh·fw(n)·f
)
(7.6)
with xf =
(
1D

1 w
(1)·f
)
...
(
1D

n−1w
(n−1)·f
)
and yf =
(
1D

n+1w
(n+1)·f
)
...
(
1D

Nw
(N)·f
)
7.5 Implementation and results
In this section, we evaluate the TvRBM on three real-world applications of very
diﬀerent natures: handwritten digit classiﬁcation, face recognition and alcoholic
diagnosis from EEG signals. Our main goal is to demonstrate the power of TvRBM
in learning robust representations for high-dimensional data with several modes of
variation and limited numbers of training samples.
7.5.1 Implementation
We use binary visible units for image data and Gaussian ones for EEG signals.
Following (Hinton and Salakhutdinov, 2006), the pixel intensities of images are nor-
malised into the range [0, 1] and treated as empirical probabilities of the input.
As factors interact in a multiplicative manner leading to a potential numerical in-
stability in gradient, a sensible parameter initialisation and control of step size in
parameter update would stabilise the learning and achieve faster convergence. The
factorised parameters are initialised randomly from N (0; 0.1). We initialise the
visible biases using the ﬁrst moment matching:
A =
⎧⎨
⎩log
(
V¯
)− log (1− V¯ )−W ×¯N+1 h0 if v ∈ {0, 1}
V¯ −W ×¯N+1 h0 if v ∈ R
where h0 is drawn randomly, and V¯ is the mean of the input over the dataset. The
hidden bias is initialised as bk = −
〈
V¯ ,W ×¯N+1 1Kk
〉
. For binary models, the step
size of is ﬁxed to 0.01. Hidden, visible and mode-factor learning rates are ﬁxed to
0.1. In the Gaussian models, the step size and learning rates are 10 times smaller
due to unbounded visible variables. The number of factors F of TvRBM is set to
100. For both RBM and TvRBM, 500 hidden units are used for images and 200
for EEG signals. Hyperparameters are speciﬁed using cross-validation. We update
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parameters after seeing “mini-batches” of B = 50 samples. Learning is terminated
after 100 scans through the whole data.
We perform classiﬁcations to verify the capability of our model. Whenever suitable,
the classiﬁcation errors are compared with the results of standard RBM, matrix
methods including 2DPCA (Yang et al., 2004) and 2DNMF (Zhang et al., 2005),
and tensor decomposition methods – the Tucker (Tucker, 1963) and the PARAFAC
(Carroll and Chang, 1970). We implement the 2DPCA as described in Section 2
of (Yang et al., 2004) and the 2DNMF following the Algorithm 2 in Section 3.1 of
(Zhang et al., 2005). Using these methods, the images are transformed into feature
matrix or feature image. For Tucker and PARAFAC, we use implementations in
(Andersson and Bro, 2000). The EEG data are projected onto lower dimensional
tensor and vector representations. The learnt features of matrix and tensor methods
are ﬁnally concatenated into vectors and then fed to 1-nearest neighbours (1-NN)
with cosine similarity measures for classiﬁcation. For fair comparisons, the lengths
of feature vectors are matched with the hidden posteriors of TvRBM and RBM (i.e.
500 for images, 200 for EEG signals).
7.5.2 Handwritten digit classiﬁcation with augmentation
We use the MNIST dataset (Lecun et al., 1998) which is described in Section 5.4. In
this dataset, the images are well-aligned and cropped. We create one more dataset by
perturbing the original images to obtain more miscellaneous factors of variation. For
the ﬁrst set of experiments (Original), we treat each image as a matrix, hypothesising
that variations in handwriting styles and numbers would moderate the strokes in
the horizontal and vertical directions. For the second set of experiments (Augment),
we augment each image with 15 distorted versions of varying degree: 4 zooms, 7
rotations and 4 horizontal shears (cf. Figure-(7.3) for an illustration). The original
image and its variants are then vectorised and stacked to yield a 16×784 matrix.
Ten percent of data with 16-fold augmentation creates a new dataset already 1.6
times larger than the original MNIST. Hence we augmented only ten percent (6,000
images) of original MNIST data to create a new dataset with 96,000 images.
The classiﬁcation errors on testing data are reported in Table-(7.1). It is shown that
the TvRBM extracts better discriminative features than its 1D and 2D rivals. The
TvRBM, training on the new dataset and testing on testing data (10,000 images)
with 4.7% error, also beats RBM, training on 6,000 images and testing on testing
data (10,000 images) with 10% error. This suggests a principled way to combine
multiple styles of data augmentation, a technique often used to boost performance
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Figure 7.3: An example of handwritten digit 4: original – bounded one and its 15
distorted versions: zooms in the ﬁrst column, rotations in the second and third, and
horizontal shears in the last one.
in vision classiﬁcation problems (Krizhevsky et al., 2012; Szegedy et al., 2014; Rus-
sakovsky et al., 2014).
Classiﬁcation error (%)
Method Original Augment(*)
Pixel 2.77 5.2
RBM 2.71 4.9
2DNMF 2.64 5.1
2DPCA 2.59 4.9
TvRBM 2.42 4.7
Table 7.1: The classiﬁcation errors (%) on testing parts of original and augmented
MNIST images. (*) 10% data is used.
7.5.3 Face recognition with unseen poses
We use the Extended YaleB database (Lee et al., 2005) which contains images of
28 subjects under 65 illumination conditions (including the ambient lighting) and 9
poses. We use the original version in which images are neither aligned nor cropped,
then subsample images to 12 × 16 size. The illumination conditions and pixels are
considered the two modes while poses are separated as data points. We randomly
choose 4 facial poses for testing and vary the number of the remaining 5 poses for
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training. Thus the task is carried under face recognition with unseen poses of test
images. Figure-(7.4) shows recognition errors w.r.t diﬀerent numbers of training
poses. The performance of the TvRBM is consistently superior to its rivals.
1 2 3 4 5
0
2
4
6
8
10
12
14
16
18
20
The number of training poses
Te
st
 er
ro
r (%
)
 
 
Pixel features
2DNMF features
2DPCA features
RBM features
TvRBM features
Figure 7.4: The recognition errors (%) on Extended YaleB dataset. Two modes are
65 illumination conditions and 192 (12× 16) pixels. Images with 4 facial poses are
used for testing.
Visualising the learnt receptive ﬁelds. We estimate the receptive ﬁelds of the
TvRBM using Equation-(7.6). For reference, we compare these ﬁlters with those
learnt by RBM on individual images. Figure-(7.5) plots 64 receptive ﬁelds for each
method. The TvRBM produces clear facial ﬁlters responding to lighting variations.
The RBM, on the other hand, fails to capture the illumination changes and has
many “dead” hidden units with no facial information. Note that the unused hidden
units problem of RBM is not uncommon which has been studied in (Berglund et al.,
2013).
7.5.4 EEG-based alcoholic diagnosis with unseen subjects
The EEG dataset collected in (Zhang et al., 1995) contains readings of 64 electrodes
placed on the scalp of 122 subjects in two (alcoholic and control) groups. For each
trial, a subject was presented with visual stimuli and their brain activities were
recorded. The signals (in μV ) are sampled at 256Hz for 1 second. These time-series
signals are converted into 64× 64 spectrograms using short-time Fourier transform
with Hamming window of length 64, 54 overlapping samples. This results in 3-mode
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Figure 7.5: The learnt receptive ﬁelds of RBM (left) and TvRBM (right) for facial
images with diﬀerent lighting conditions. The illumination variations are captured
in TvRBM ﬁlters.
tensors of size 64× 64× 64. The pixels are normalised across the dataset to obtain
zero-means and unit variances.
Classiﬁcation error (%)
Method 5% 10% 25% 50% 100%
Pixel 52.78 41.67 38.89 37.24 36.11
Tucker 52.78 44.44 44.44 38.89 33.33
PARAFAC 58.33 52.78 52.78 48.67 44.44
RBM – – – – –
TvRBM 47.22 36.11 27.78 25.00 19.44
Table 7.2: The control/alcoholic classiﬁcation performance on testing set of EEG
data (Zhang et al., 1995) with diﬀerent portions of training data. The RBM fails to
learn from the excessive number of pixels per trial reading.
The objective is to diagnose a subject using a single visual stimulus. Here we use
only one trial per subject and randomly select 36 subjects for testing. We compare
the results of our model with classic tensor decomposition methods – the Tucker
and the PARAFAC. Here all data points are stacked into a 4-mode tensor. The
classiﬁcation performances are shown in Table-(7.2). The RBM fails to learn the
enormous number of parameters – 200 × 643. Regardless of the training sizes, the
TvRBM achieves better results than the tensor decomposition methods.
7.6 Discussion
Multiplicative interactions and multiway factoring have been studied within the
RBM community to capture the pairwise association between vectors and the gating
eﬀect (Taylor and Hinton, 2009; Memisevic and Hinton, 2010; Ranzato et al., 2010).
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Although the mathematics of decomposing the (N + 1)-order mapping tensor W
of their work and ours have similar tensor factorisation forms, the nature of data
and the purposes are entirely diﬀerent. They examine the Cartesian product of two
vectors, but the input data is still vector, not tensor, and there does not exist the
concept of “data mode” (e.g. channel, time, frequency).
More speciﬁcally, the pairwise interaction between pixel elements is considered in
(Ranzato et al., 2010), but the pixels are represented as a vector. In (Memisevic
and Hinton, 2007, 2010), the transformation between two image vectors is studied,
but two similar vectors do not constitute two orthogonal modes such as time and
frequency. Second, generalising pairwise transformation to three or more vectors
proves to be diﬃcult. On the other hand, we study the data in a high-order tensor
of orthogonal modes. The (N + 1)-order tensor factorisation in our case reveals the
structure of the interaction among N modes, while it is the higher-order interaction
between vector elements in previous work.
Multiplicative interactions have also been incorporated into Boltzmann-style models
(Reed and Lee, 2013) and deep architectures (Rifai et al., 2012; Zhu et al., 2014)
to disentangle factors of variation in the data. Such factors of variation interact
to represent complex data, for example, object pose, shape, direction, illumination
condition and the material properties of the various surfaces in an image. These
factors tend to change independently of each other in the data distribution. Thus it
is desirable to learn more robust representations which capture the data variations
(Bengio et al., 2013). The existing literature oﬀers two approaches: the ﬁrst is to
learn invariant features which, by deﬁnition, are insensitive to variation in the data
(Ranzato et al., 2007; Lee et al., 2009; Le et al., 2011); and the second is to learn
to disentangle explanatory factors which are considered task-relevant features (Rifai
et al., 2012; Reed and Lee, 2013; Zhu et al., 2014). Our study is limited to the ﬁrst
approach which faces diﬃculties in determining which factors are task-relevant and
which task-irrelevant. The task-relevant features are useful for multitask learning
problems in which one task may have distinct subsets of relevant features (Reed and
Lee, 2013).
The invariant features can also be obtained by training the model on more data vari-
ations which are augmented by applying some transformations to the original data
(Sohn and Lee, 2012; Paulin et al., 2014). The data augmentation is a technique
often used to boost performance in vision classiﬁcation problems (Krizhevsky et al.,
2012; Szegedy et al., 2014; Russakovsky et al., 2014). As shown in Section 7.5.2, our
model also suggests a principled way to combine multiple styles of data augment-
ation. Diﬀerent from the existing work, our method combines transformed data
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to form a new data mode for each single data sample rather than treats them as
additional samples.
Tensor analysis, as discussed in Section 2.6.5, has been well-studied in the tensor
decomposition approach. Most methods in this approach use linear decompositions,
resulting in the inability to capture the nonlinear interactions between data modes.
The models also need to be re-learnt on the entire data when a single new data
point comes. Their probabilistic interpretations have subsequently been introduced,
notably the probabilistic Tucker decomposition (Chu and Ghahramani, 2009), its
nonparametric Bayesian extension (Xu et al., 2012b), and the tensor analyser (Tang
et al., 2013). The probabilistic methods model tensor data using random variables,
thus classiﬁed into tensor-variate analysis approach. These methods, however, still
require an additional sampling run for the new data point, resulting in an expensive
inference. By contrast, our model oﬀers incremental learning and fast inference for
the new data.
For data points in the matrix form (e.g. 2D images), the fundamental drawbacks
of well-known methods are: the 2DPCA (Yang et al., 2004) relies on the covariance
matrix; the matrix-variate FA (MVFA) (Xie et al., 2008) contains expensive expect-
ation maximization (EM) and conditional EM procedures; the 2DNMF requires the
data to be nonnegative, and must be relearnt for new data points or performs an
expensive “fold-in” procedure. By contrast, our model does not suﬀer from such
drawbacks thanks to its incremental learning and fast inference for the new data.
7.7 Closing remarks
We have introduced a novel model called tensor-variate restricted Boltzmann ma-
chine (TvRBM) to model the distribution of N-mode data. The model inherits many
attractive qualities of the RBM family, namely distributed representation, fast ex-
tract posterior inference and eﬃcient MCMC-based learning. However, unlike the
ﬂat RBM, the TvRBM preserves the multimode structures of the data. Through
a (N + 1)-way factoring scheme, the multiplicative interactions between modes are
moderated by a hidden layer, which, in turn, captures the factors of variation in the
data. The model is highly compact: the number of mapping parameters grows lin-
early rather than exponentially with the number of modes, and thus allows learning
with limited data.
Comprehensive experiments on three real-world applications (handwritten digit clas-
siﬁcation, face recognition, and EEG-based alcoholic diagnosis) demonstrate that
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with fewer parameters, TvRBM is feasible and easier to be learnt, even with very
few training samples. The interactions among data-modes are multiplicative rather
than additive. This helps the hidden units of TvRBM better capture separate modes
(e.g. poses and lighting conditions, progression in time, localised frequency), res-
ulting in more robust latent representations than those of the standard RBM and
existing multiway models.
Chapter 8
Conclusions
8.1 Summary
We believe that the research presented in this thesis has advanced several theoret-
ical and practical aspects of the recently introduced restricted Boltzmann machine
(RBM) – a powerful probabilistic and generative framework for modelling data and
learning representations. First, we have comprehensively reviewed the RBM, its rep-
resentation power, and its variants for multitype modelling and structure learning
(Chapter 3). We then have extended the mixed-variate RBM to incorporate more
primitive data types, notably count data, to enrich the expressiveness of the model
with homogeneous representations, whose group and manifold structures are further
enhanced (Chapter 4). Next, we have introduced additional novel variants of RBMs
to discover coherence thematic parts in nonnegative data (Chapter 5), capture un-
derlying relations among data dimensions encoded as a feature graph (Chapter 6)
and model multiple modes – tensor data (Chapter 7). These contributions represent
a systematic and common theme of our work in learning structured representations
from complex data.
Our ﬁrst contribution from Chapter 4 are novel frameworks for latent patient pro-
ﬁling and probabilistic image retrieval leveraging the expressive power of the RBM.
Patient proﬁling faces challenges in aggregating highly heterogeneous patient data
to extract similar patient groups, based on which care plans can be designed. To
this end, we extend the MV.RBM to handle more primitive data types for recur-
rent diagnoses. Unlike previous work in biomedical domains, our developed model
seamlessly integrates multiple data types for each patient aggregated over time and
outputs a uniﬁed homogeneous representation called “latent proﬁle”. This output
can be used for further clinical analysis tasks such as patient clustering, understand-
ing of comorbidity groups, and disease prediction. To our knowledge, our proposed
model is the ﬁrst to have this expressiveness and ability in data representation
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which implies a much broader applicability in the ﬁeld of healthcare analytics. Ex-
perimenting on a cohort of diabetes patients, our proposed framework outperforms
rival models, in both clustering and prediction.
In image retrieval, nearly all existing approaches learn data representation and dis-
tance metric separately, which is known to be suboptimal. Our solution is to extend
the MV.RBM to simultaneously learn the image representation and the distance
metric. Hence, the resulting framework promotes structured sparsity and enforces
the probabilistic distance metric in the learnt representation. This focus on the
probabilistic representation itself has not been studied in previous work. Our ex-
perimental results have demonstrated that the proposed method outperforms re-
cent state-of-the-art methods and gains signiﬁcant improvements over the standard
nearest-neighbour approach on a well-known large social image dataset.
Chapter 5 contributes a simple but eﬀective method to parts-based representation
discovery. As a distributed representation method, RBMs do not usually produce
satisfactory parts and components. We build up such capacity into RBMs by in-
troducing nonnegativity into the model weights, resulting in a novel model called
nonnegative RBM (NRBM). The NRBM oﬀers many interesting theoretical proper-
ties previously unseen in RBMs. First, it is able to discover interpretable parts-based
representations, semantically plausible high-level features for additive data such as
images and texts. Second, the method also oﬀers a novel way to stabilise linear
predictive models in feature selection task for high-dimensional medical data. In
addition, the NRBM can be used to uncover the intrinsic dimensionality of the
data, a capacity not seen in the standard RBM. At the same time, the NRBM re-
tains nearly full strength of the standard RBM, namely, compact and discriminative
distributed representation, fast inference and incremental learning. Experiments
show that the performances of our model are comparable with, or better than that
of well-studied parts-based decomposition schemes and model stability baselines.
Chapter 6 presents a new solution to incorporate domain structures into the family
of RBMs. The standard RBMs only take unstructured data as input, thus they
cannot explicitly exploit rich domain relations. Based on RBMs, we introduce a
class of learning methods called graph-induced RBM (gRBM) to employ a graph-
theoretic approach for structure embedding. We focus on three types of structures
that arise from a network of features – pairwise correlation, pairwise smoothness,
and groupwise smoothness. Comprehensive experiments in document modelling and
clinical setting show that the proposed graph priors result in: (i) improvement
of interpretability and coherence of the factors, (ii) increasing the generalisation
by preventing overﬁtting, (iii) supporting transfer learning, (iv) stabilising linear
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predictive models, and (v) retaining comparable predictive performances.
Our ﬁnal contribution presented in Chapter 7 is a novel model called tensor-variate
RBM (TvRBM) to model distribution of N-mode data. The model inherits many
attractive qualities of the RBM family, namely distributed representation, fast ex-
tract posterior inference and eﬃcient MCMC-based learning. However, unlike the
ﬂat RBM, the TvRBM preserves the multimode structures of the data. The model
is highly compact: the number of mapping parameters grows linearly rather than ex-
ponentially with the number of modes, and thus allows learning with limited data.
Comprehensive experiments on three real-world applications – handwritten digit
classiﬁcation, face recognition, and EEG-based alcoholic diagnosis – demonstrate
that the learnt features of TvRBM are more discriminative than the comparative
baselines, resulting in better classiﬁcation performance.
8.2 Future directions
In this section, we discuss possible future extensions to our work. First, in Chapter 4
we have constructed the patient data by aggregating all information in the patient
history. However, the health history and future outcomes for a given patient should
be time-sensitive with disease-speciﬁc resolutions. Thus, the temporal disease pro-
gression should be modelled explicitly. To further this work, temporal RBM (Sut-
skever and Hinton, 2007) as well as temporal MV.RBM would be a potential idea
where the time could be taken into account.
Second, our proposed probabilistic image retrieval framework has been designed
to retrieve single label images. In reality, images could contain multiple objects,
thus can have more than one label. A potential extension is to manipulate the
distance metric regularisation to account for multiple labels. Besides, we have not
investigated the capability of our retrieval frameworks as pretrained modules for
deep architectures such as deep belief networks and deep Boltzmann machines (cf.
Section 3.6). A more possible advanced approach is to integrate distance metric
learning in such deep networks to enhance their hierarchical representations.
Our parts-based discovery in Chapter 5 has been conﬁned to binary data, but this is
not an inherent limitation. The NRBM could be naturally extended to continuous
and count data. Another possible extension is to learn the log-weight rather than
the weight itself, hence naturally induce positive weights.
Regarding incorporating domain knowledge into the proposed gRBMs, as dis-
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cussed in Section 6.4, we have not experimented multiple constraint types and
should not link relations, i.e. two features should be separated by a certain margin.
Furthermore, the idea can be extended to multiple feature graphs. It would be more
ﬂexible to model factor-speciﬁc knowledge with multiple graphs. The network-based
regularisers can encode arbitrary constraints such as those come from users prefer-
ences. For example, the user may force certain keywords to form the same group to
aid better exploration and visualisation.
Our tensor treatment presented in Chapter 7 opens up new perspectives for mod-
elling multichannel, multitype data, especially those in healthcare analytics. For
example, we can model electronic medical records which involve temporal informa-
tion of hospital encounters, pathological readings, diagnoses and interventions. The
data is multitype in that it includes a mixture of binary, continuous, counts and
multinomial components. This poses new kinds of challenge and opportunities for
TvRBM.
Lastly, we wish to emphasise that the ﬁve structural aspects: primitive data types,
data manifolds, coherent thematic parts, underlying relations and tensors which
are addressed throughout this thesis are orthogonal. Thus any combination thereof
could easily be investigated, leaving several possible directions for further research.
Appendix A
Supplementary Proofs
In this appendix, we provide formal proofs and full derivations for several formulas
and propositions presented in previous chapters.
Equation-(2.3) (page 10)
The ﬁrst derivative of log-partition function A (ψ) is equal to the mean of the suﬃ-
cient statistics φ (x):
∂A (θ)
∂θ
= E [φ (x)] (A.1)
Proof. Taking the derivative of both sides of Equation-(2.2) w.r.t θ, we obtain:
∂A (θ)
∂θ
=
∂
∂θ
{
log
[ˆ
x
h (x) exp
(
θφ (x)
)
dx
]}
=
∂
´
x
h (x) exp
(
θφ (x)
)
dx
∂θ
´
x
h (x) exp
(
θφ (x)
)
dx
(a)
=
´
x
φ (x)h (x) exp
(
θφ (x)
)
dx´
x
h (x)
(
θφ (x)
)
dx
=
´
x
φ (x)h (x) exp
(
θφ (x)
)
dx
exp [A (θ)]
(b)
=
ˆ
x
φ (x)h (x) exp
[
θφ (x)− A (θ)] dx
=
ˆ
x
φ (x) p (x;θ) dx (A.2)
= E [φ (x)]
where in steps (a, b) we have used Equations-(2.2,2.1) respectively to recover the
log-partition function and the probability density. 
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Equation-(2.4) (page 10)
The second derivative of log-partition function A (ψ) is equal to the variance of the
suﬃcient statistics φ (x):
∂2A (θ)
∂2θ
= V [φ (x)] = Cov [φ (x)]
Proof. Taking the derivative of the both sides of Equation-(A.2) w.r.t θ, we have:
∂2A (θ)
∂2θ
=
∂
´
x
φ (x) p (x;θ) dx
∂θ
(a)
=
ˆ
x
φ (x) p (x;θ)
[
φ (x)− ∂A (θ)
∂θ
]
dx
=
ˆ
x
φ (x) p (x;θ) (φ (x)− E [φ (x)]) dx
(b)
=
ˆ
x
φ2 (x) p (x;θ) dx− E [φ (x)]
ˆ
x
φ (x) p (x;θ) dx
= E
[
φ2 (x)
]− (E [φ (x)])2
= V [φ (x)] = Cov [φ (x)]
where in steps (a, b) we have used the results of the ﬁrst derivative from Equations-
(A.1,A.2) respectively. 
Equation-(2.13) (page 13)
The log-likelihood of latent variable models is given by:
logL (D;θ) =
N∑
n=1
[
A
(
x[n];θ
)]− NA (θ)
Proof. From Equation-(2.8), the log-likelihood reads:
logL (D;θ) =
N∑
n=1
log
ˆ
y
p
(
x[n],y;θ
)
dy
=
N∑
n=1
log
{ˆ
y
h
(
x[n],y
)
exp
[
θφ
(
x[n],y
)− A (θ)] dy}
(a)
=
N∑
n=1
log
´
y
h
(
x[n],y
)
exp
[
θφ
(
x[n],y
)]
dy
exp [A (θ)]
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=
N∑
n=1
[
A
(
x[n];θ
)]− NA (θ)
in which we have substituted the partial log-likelihood function from Equation-(2.10)
into step (a). 
Manifold learning and distance metric learning (page 30)
Here we show that learning the projective mapping of manifold is similar to learning
a distance metric.
Proof. Given two data points x ∈ RN and y ∈ RN, their distance is deﬁned by:
d (x,y) =
√
(x− y)A (x− y)
wherein A ∈ RN×N is a positive semi-deﬁnite matrix: A  0. For example, setting
A = I returns Euclidean distance. The typical target of distance metric learning is
to learn the matrix A.
The distance can be further derived as follows:
d (x,y) =
√
(x− y)A1/2A1/2 (x− y)
=
√
(A1/2x−A1/2y) (A1/2x−A1/2y)
=
√
(Px−Py) (Px−Py)
with P = A1/2. We can see that the learning of A is equivalent to the learning of
linear projective mapping P which can be interpreted as linear manifold learning.
This completes the proof. 
Free energy of binary RBM (page 45)
The free energy of binary RBM in Equation-(45) has an alternative form of the
expected energy minus the entropy in Equation-(45) which we repeat here for con-
venience:
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F (v;ψ) = −av−
K∑
k=1
log
[
1 + exp
(
bk + v
w·k)]︸ ︷︷ ︸
A
(A.3)
F (v;ψ) = −av−px+ [p logp+ (1− p) log (1− p)]︸ ︷︷ ︸
B
(A.4)
where xk = bk + v
w·k and pk = sig (xk).
Proof. From pk = sig (xk), we have:
pk =
1
1 + e−xk
=
exk
1 + exk
(A.5)
1− pk = 1− e
xk
1 + exk
=
1
1 + exk
(A.6)
log (1− pk) = − log (1 + exk) (A.7)
Now we show that A in Equation-(A.3) is equal to B in Equation-(A.4) as below:
B = −
K∑
k=1
pkxk +
K∑
k=1
[pk log pk + (1− pk) log (1− pk)]
= −
K∑
k=1
pkxk +
K∑
k=1
[
pk log
pk
1− pk + log (1− pk)
]
(a)
= −
K∑
k=1
pkxk +
K∑
k=1
pkxk +
K∑
k=1
log (1− pk)
(b)
=
K∑
k=1
log (1− pk)
= −
K∑
k=1
log (1 + exk)
= −
K∑
k=1
log
[
1 + exp
(
bk + v
w·k)]
= A
where we have substituted Equations-(A.5,A.6) into step (a) and Equation-(A.7)
into step (b). B = A completes the proof. 
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Binary RBM and mixture of Bernoullis (page 69)
In this part, we prove that the marginalisation of a binary RBM can be interpreted
as a mixture of multivariate Bernoulli models with an exponential number of
components, one component per hidden state vector.
Proof. The marginal distribution of visible variables reads:
p (v;ψ) =
∑
h
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=
∑
h
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v
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h
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)
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(
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n=1
[
1 + exp
(
an +
∑
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wnk
)]
× Bern
[
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(
a+
∑
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w·k
)]
(A.8)
where Bern [x;μ] is the Bernoulli distribution, Hk denotes the set of all possible
binary vector with exactly k ones and K− k zeros, and S is a subset of {1, 2, ...,K}
including empty one ∅. The right side of Equation-(A.8) is the sum of 2K elements.
Thus this completes the proof. 
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