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Resumen 
El objetivo del estudio fue evaluar las diferencias de la entropía aproximada (ApEn) y la 
entropía muestral (SampEn) de la variabilidad de la frecuencia cardíaca (HRV) entre 
registros electrocardiográficos (ECG) de distinta duración. Para esto, se compararon las 
medidas de la ApEn y la SampEn obtenidas a partir de electrocardiogramas de 3, 5 y 15 
minutos de duración de hombres jóvenes, entre los 18 y los 25 años, residentes en la 
ciudad de Cúcuta. Los ECG se tomaron con el sistema de adquisición de datos Powerlab 
26T/LabChart Pro de ADInstrumentsTM, el cual se programó para medir los intervalos RR. 
Posteriormente, estos valores se introdujeron a Kubios, un software de análisis de la 
HRV, que calculó la ApEn y la SampEn de cada registro. La prueba de hipótesis no 
paramétrica de Friedman reportó, con un nivel de confianza del 95%, que la ApEn 
presenta diferencias significativas entre los ECG comparados (            ), mientras 
que la SampEn no presenta diferencias entre estos grupos (             ). Asimismo, 
comparaciones dos a dos entre cada par de ECG, mediante la prueba de Wilcoxon de 
dos muestras relacionadas, permitieron concluir, con un nivel de confianza mayor al 98% 
por el ajuste de Bonferroni, que la ApEn presenta diferencias estadísticamente 
significativas entre cada uno de los ECG. De este modo, se puede afirmar que la ApEn 
de la HRV es muy sensible a la duración del ECG, presentado diferencias significativas 
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The objective of the study was to assess the differences in approximate entropy (ApEn) 
and sample entropy (SampEn) of heart rate variability (HRV) between electrocardiograms 
(ECG) of different duration. For this, the measures of ApEn and SampEn obtained from 
ECGs of 3, 5 and 15 minutes of young men between the ages of 18 and 25 residing in 
the city of Cúcuta were compared. ECGs were recorded with the data acquisition system 
Powerlab 26T/LabChart Pro, which was programmed to measure RR intervals. 
Subsequently, these values were introduced to Kubios, HRV analysis software, which 
calculated the ApEn and SampEn of each ECG. Nonparametric Friedman's test stated at 
the 95% confidence level reported that ApEn presented significant differences between 
ECGs compared (p value = 0.00), whereas the SampEn showed no difference between 
these groups P = 0.311). Likewise, comparisons between each pair of 
electrocardiograms, using wilcoxon test for two related samples, reported that ApEn 
presented statistically significant differences between each one of ECGs, confidence level 
higher than 98% by the Bonferroni adjustment. Thus, it can be affirmed that ApEn of the 
HRV is very sensitive to the duration of the ECG and present significant differences 
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La HRV es un indicador fisiológico del buen estado de salud, su medición y análisis 
permite evaluar severidad de la enfermedad y predecir mortalidad(1). Tradicionalmente 
se han empleado modelos matemáticos en el dominio del tiempo y en el dominio de la 
frecuencia para caracterizar y analizar la HRV, los cuales proporcionan información en 
términos de media y desviación estándar(2). No obstante, los sistemas biológicos son 
altamente complejos y exhiben diversidad de estructuras y dinámicas que escapan al 
marco de análisis de dichos modelos(3). Por esto, se han venido implementando 
estrategias complementarias que buscan un acercamiento a la naturaleza compleja de 
las fluctuaciones cardiacas(4,5). 
 
En las últimas décadas, el avance del movimiento encabezado por las llamadas ciencias 
de la complejidad, autoproclamado como una de las grandes revoluciones intelectuales 
del siglo XX, ha configurado, sustentado en un discurso anti reduccionista que exhibe la 
pretensión de buscar la totalidad, un modelo explicativo transdiciplinar que da cuenta de 
aquellos sistemas, fenómenos y comportamientos que exhiben ciertas características 
como caos, fluctuaciones, adaptabilidad, no-linealidad y fractalidad(6). Aunque el 
desarrollo organizativo e institucional de las ciencias de la complejidad se consolida a 
finales de la década de 1970, sus principios teóricos se remontan al avance, así como a 
las limitaciones, de la estructura lógico – matemática que sustenta el raciocinio científico. 
Ante las limitaciones de la ciencia clásica, la complejidad es el resultado del esfuerzo 
intelectual, desarrollado en diversos campos de la actividad humana, para abordar ciertos 
interrogantes asociados a la naturaleza entreverada de algunos fenómenos(6).  
 
A partir del paradigma de la complejidad se han desarrollado herramientas para abordar 
los sistemas biológicos. De este modo, ha sido posible modelar sistemas fisiológicos 
complejos, como dinámicas neuroendocrinas e inmunes; asimismo, se han aplicado 
modelos matemáticos de análisis no lineal, como los algoritmos de entropía relacionados 
con la teoría del caos determinista, para evaluar la regularidad de las señales 
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fisiológicas(3). Sin embargo, estos algoritmos son muy sensibles a la longitud de la serie 
de datos, por lo que el tiempo de registro de la señal condiciona el resultado. 
 
Considerando la importancia de la HRV y la relevancia de las ciencias de la complejidad 
en el entendimiento de los sistemas biológicos, el objetivo del estudio fue determinar si 
dos de los algoritmos de entropía utilizados para medir la regularidad de la HRV, la 
entropía aproximada y la entropía muestral, presentan diferencias entre registros 
electrocardiográficos de distinta duración. Para cumplir este objetivo, se planteó un 
estudio observacional analítico para comparar, por medio de pruebas de hipótesis para 
evaluar diferencias de una variable entre varios grupos, los valores de la ApEn y de la 
SampE de la HRV obtenidos a partir de electrocardiogramas de distinta duración. 
 
La duración de los ECG para evaluar los algoritmos de entropía se definió a partir de los 
criterios empleados en la literatura para medir la HRV, propuestos por la Sociedad 
Europea de Cardiología y la Sociedad Norteamericana de Estimulación Cardíaca y 
Electrofisiología(1). Además, la muestra se seleccionó a partir de una población 
homogénea, según los criterios de inclusión y exclusión, para disminuir el efecto de los 
factores confusores, ya que hay diferencias en la HRV asociadas al estado de salud, a la 
edad y al género. De este modo, el presente estudio explora los valores de la ApEn y la 
SampEn solamente entre electrocardiogramas de hombres jóvenes, por lo que las 
generalizaciones que permite el análisis estadístico sólo se aplican a esta población y no 
a otros grupos de edad, mujeres e individuos con ciertas condiciones patológicas.  
 
Es importante señalar que el estudio de la complejidad de las variables fisiológicas tiene 
un potencial clínico enorme, ya que la enfermedad se asocia con perdida de la 
complejidad(5,7–10). En cambio, el caos se asocia con salud, ya que la no linealidad de 
los mecanismos de control fisiológico ofrece robustez y flexibilidad a los sistemas, 
permitiéndoles adaptarse al cambio. 
 
El paradigma de la complejidad ha propiciado nuevas interpretaciones de los problemas 
de estudio de la medicina y de las ciencias básicas, complementarias al pensamiento 
especializado(11). Por ejemplo, la ciencia del caos se ocupa de la porción irregular de la 
naturaleza, desde un enfoque global de sistemas, que le permite salvar las fronteras 
disciplinares y abordar diversos fenómenos como las oscilaciones del corazón y del 
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cerebro, el entretejido de los vasos sanguíneos, los desordenes atmosféricos, las 
fluctuaciones de poblaciones silvestres, la acumulación galáctica de estrellas, etc. En 
este sentido, Gleick(12) menciona que: 
 
―En la década de 1980, el caos procreó una fisiología nueva fundada en la idea de que 
los instrumentos matemáticos contribuirían a que los científicos entendieran los sistemas 
globales complejos con independencia de los detalles locales. Los investigadores (…) 
dieron con ritmos que no se apreciaban en las preparaciones microscópicas o en las 
muestras de sangre (…). Pero hubo un órgano en que hallazgos sorprendentes 
dominaron el auge de la nueva fisiología. Fue el corazón, cuyos ritmos, estables o 
inestables, normales o patológicos, pautan con tanta precisión la diferencia entre la vida y 
la muerte‖.  
 
Por lo anterior, se espera que este estudio aporte al cuerpo teórico de la fisiología, en 
particular a la comprensión de la HRV como manifestación de la complejidad biológica y 
al ejercicio de estandarización de la técnica de medición de la HRV, indispensable en los 
procesos de comparación y análisis de resultados. Asimismo, se espera promover 
procesos de diálogo, que faciliten a la fisiología, partiendo de una postura disciplinar, 






1. Planteamiento del problema y justificación 
La variabilidad de la frecuencia cardíaca (Heart Rate Variability, HRV) es el fenómeno 
fisiológico de variación del intervalo de tiempo entre latidos cardiacos consecutivos o 
intervalo RR del registro electrocardiográfico de superficie (ECG)(1). Aunque los primeros 
estudios datan de 1920, el número de publicaciones científicas sobre HRV ha crecido 
exponencialmente a partir de los trabajos de Hon y Lee en la década de 1960, en los que 
se sugiere por primera vez su relevancia clínica como indicador del buen estado de 
salud(13). De este modo, se ha documentado asociación entre la reducción de la 
variabilidad del intervalo RR con la severidad de la enfermedad y el riesgo de muerte 
súbita en diversas condiciones patológicas como diabetes, estrés, sepsis e infarto agudo 
de miocardio (2,14–18). 
 
El interés clínico por la HRV ha estado acompañado por la preocupación de entender su 
correlato fisiológico, ya que el desarrollo de intervenciones terapéuticas seguras requiere 
de un mecanismo fisiológico consistente; además, la variabilidad es un aspecto 
fundamental en la adaptabilidad de los sistemas biológicos(19–22). Así, a partir de 
aproximaciones lineales que muestran patrones de oscilación del intervalo RR en 
relación a estímulos simpáticos y parasimpáticos, se ha argumentado que la HRV es una 
expresión del control autonómico del ritmo cardíaco(23–25). No obstante, estudios de 
microneurografía y liberación de norepinefrina han develado inconsistencias en la 
correlación de dichos patrones(26–28); lo que sugiere una estructura de variabilidad que 
no es posible evaluar a través de modelos lineales, que aportan información en términos 
de media y desviación estándar, pero no del patrón o regularidad de los cambios. 
 
En este escenario, la dinámica no lineal se presenta como una valiosa aproximación al 
entendimiento de la HRV(11,29–32). Sin embargo, el trabajo con sistemas no lineales es 
difícil, las herramientas de análisis se limitan a unas pocas categorías y los cálculos 
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requieren, por lo general, cantidades muy grandes de datos que son difíciles de 
obtener(3,33,34). Considerando estas dificultades, se han desarrollado métricas 
relacionadas que pueden ser aplicadas fácilmente a series cortas de datos biológicos y 
clínicos, como los algoritmos de entropía basados en la teoría del caos determinista(35). 
El caos es una dinámica compleja que se puede presentar en cualquier sistema de 
naturaleza no lineal y es considerado un modelo explicativo de la complejidad 
biológica(4,11,36). 
 
Los algoritmos de entropía más empleados en estudios clínicos han sido la entropía 
aproximada (Approximate Entropy, ApEn) y la entropía muestral (Sample Entropy, 
SampEn)(37,38). La ApEn es una familia de parámetros           y estadísticos 
           , desarrollada por Pincus y relacionada con la entropía de Kolmogorov, que 
ofrece una medida de la irregularidad de una serie de datos(39). Los parámetros   y   
permiten distinguir sistemas determinísticos periódicos y caóticos, así como estocásticos 
y mixtos(34). Además, para valores pequeños de  , como    ,             es un 
estimador de           con relativamente pocos datos; es decir, la ApEn puede ser 
computada sobre series cortas de datos, caóticas o no, en situaciones donde es difícil 
obtener muestras de tamaño grande(34). Dadas estas características, ha sido 
ampliamente utilizada en estudios de variabilidad de parámetros cardiovasculares, 
neurológicos, respiratorios, metabólicos y endocrinos, constituyendo uno de los patrones 
más habituales para caracterizar la complejidad e irregularidad de las señales 
biomédicas(40–46). 
 
Sin embargo, el cálculo de la ApEn presenta un sesgo inherente, ya que el algoritmo 
cuenta secuencias similares a una secuencia dada, incluyendo en el conteo la secuencia 
misma para evitar el     en sus cálculos(3,35). Esto conlleva una alta dependencia de 
            a la longitud de la serie de datos  , con valores menores a los esperados 
en registros cortos(35). Para reducir este sesgo, Richman y Moorman desarrollaron y 
caracterizaron la SampEn, una familia de estadísticos relacionada con la ApEn, que no 
compara secuencias consigo mismas. Estudios comparativos que evalúan el desempeño 
de estos algoritmos muestran que la SampEn es más cercana a la teoría para datos 
cortos. Por lo tanto, la SampEn proporciona una evaluación más robusta de la 
regularidad, aunque se desvía de las predicciones en series muy cortas de datos. 
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Aunque ambos algoritmos son extremadamente sensibles a sus parámetros de entrada, 
no hay consenso en su escogencia, especialmente para datos biológicos(47). Por 
ejemplo, Yentes et al. recomiendan emplear      ,     y evaluar  ; mientras que 
Pincus y Goldberger proponen un mínimo de      y un   de 0,1 a 0,25 la desviación 
típica de los   valores(3,34,47). En los estudios de HRV, si bien la Sociedad Europea de 
Cardiología y la Sociedad Norteamericana de Estimulación Cardíaca y Electrofisiología 
definieron unos estándares de medida, en los que sugieren registros 
electrocardiográficos cortos,    minutos, y largos,    minutos, como las opciones más 
apropiadas para estimar las medidas lineales en el dominio de la frecuencia y el tiempo, 
no hay consenso acerca de la duración del registro electrocardiográfico para computar 
los algoritmos de entropía; por lo que los distintos estudios seleccionan el ECG a 
conveniencia, basándose en las recomendaciones expuestas y el criterio de registros 
cortos y largos(1,48,49). Como la duración del ECG condiciona la longitud de la serie de 
datos  , estas discrepancias metodológicas conllevan heterogeneidad en los valores de 
ApEn y SampEn de la HRV. Por lo tanto, en la práctica es inapropiado comparar las 
medidas obtenidas a partir de registros de diferente duración. 
 
Debido a lo anterior, y a la escases de referencias sobre el grado de homogeneidad de 
las medidas más comunes de la HRV(50,51), se plantea realizar un estudio 
observacional de tipo analítico para evaluar las diferencias de la ApEn y SampEn de la 
HRV en registros electrocardiográficos cortos y largos de hombres jóvenes en la ciudad 
de Cúcuta, y responder al siguiente interrogante: ¿De que manera influye la duración del 
registro electrocardiográfico sobre la ApEn y SampEn de la HRV, en hombres jóvenes en 





2. Marco teórico 
2.1 Variabilidad de la frecuencia cardíaca 
El período cardíaco o intervalo RR varía entre latidos cardíacos consecutivos. Dicho 
intervalo se mide entre los picos R-R del registro electrocardiográfico, como muestra la 
Ilustración 2-1, y su valor permite calcular la frecuencia cardíaca instantánea (fci) (ver 
Ecuación (2.1)). 
 
    
 
            
                                                                                                     (2.1) 
 
Esta variación corresponde a la HRV(1), cuya locución hace referencia a las variaciones 
de la fci, ver Ilustración 2-1. Otras expresiones relacionadas y empleadas en la literatura 
son variabilidad de la duración del ciclo cardíaco, variabilidad del período cardíaco, 
variabilidad del RR y tacograma del intervalo RR. 
 
Ilustración 2-1: Variación del intervalo RR y de la frecuencia cardíaca instantánea entre 
latidos cardíacos consecutivos. 
 
Fuente: Tomado y modificado de Rodas et al(52). 
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2.1.1 Correlato fisiológico de la HRV 
Hon y Lee encontraron que antes de las manifestaciones clínicas tradicionales de 
sufrimiento fetal, como alteraciones de la frecuencia cardíaca, se precedían cambios en 
el intervalo temporal entre latidos(53); en esa misma línea, Ewing y Wolf mostraron 
asociación entre disminución de la variabilidad del intervalo RR con neuropatía diabética 
y mortalidad post infarto agudo de miocardio (IAM), respectivamente(54,55). Sin 
embargo, la consolidación clínica de la HRV, como indicador fisiológico del buen estado 
de salud, ocurre al confirmarse como un importante predictor de mortalidad post IAM(56–
58). 
 
En este escenario, se ha propuesto que la HRV es una manifestación de la regulación 
autonómica de la función cardiovascular, concretamente de la fina sincronización de los 
mecanismos de control del latido cardíaco(1). El sistema nervioso autónomo (SNA) es la 
porción del sistema nervioso que controla la mayoría de las funciones viscerales del 
organismo(59). Esta conformado por vías aferentes, centros de integración en el 
neuroeje y vías eferentes simpáticas y parasimpáticas. Proporciona inervación al 
músculo liso, músculo cardíaco, glándulas y vísceras; constituyendo una interfase entre 
el medio interno y externo que coordina las funciones corporales para preservar la 
homeostasis(60). 
 
La modulación autonómica de la función cardiovascular comprende  modificaciones en la 
frecuencia y la fuerza de las contracciones cardíacas, redistribución del flujo sanguíneo y 
cambios rápidos de la presión arterial. Estas acciones implican complejos reflejos, en los 
que la información aferente se integra en diversos niveles del neuroeje y la respuesta 
motora es mediada por vías eferentes viscerales simpáticas y parasimpáticas(61). Gran 
parte del control autonómico de la función cardiovascular se realiza a través de una red 
neuronal ubicada en el tallo cerebral, denominada centro vasomotor. En esta área se 
integra información sensitiva visceral proveniente de barorreceptores y quimiorreceptores 
de cavidades cardíacas y grandes vasos sanguíneos, asimismo, información proveniente 
del centro respiratorio bulbar, de zonas de la corteza cerebral, los complejos amigdalinos, 
el hipotálamo y la sustancia reticular del diencéfalo, mesencéfalo y protuberancia, en 
diversos estados emocionales y conductuales(62). 
 
¡Error! No se encuentra el origen de la referencia. 11 
 
Esta integración determina un flujo de salida del centro vasomotor hacia el sistema 
cardiovascular, estableciendo un control tónico y oscilante, sincronizado con el ritmo 
respiratorio y los latidos cardíacos. Adicionalmente, vías directas que no hacen relevo en 
el centro vasomotor, desde el hipotálamo hacia neuronas preganglionares simpáticas, 
contribuyen al flujo de salida, acrecentando la complejidad de la regulación autonómica 
cardiovascular(62).De este modo, la actividad eferente simpática y vagal dirigida al 
corazón se caracteriza por descargas tónicas, en su mayoría sincrónicas, moduladas por 
osciladores centrales, como el centro vasomotor y respiratorio, y por osciladores 
periféricos, como cambios de la presión arterial y movimientos respiratorios(1). 
 
Las fibras cardíacas parasimpáticas se originan en el bulbo raquídeo, y se dirigen hacia 
las células vagales posganglionares, localizadas en la superficie epicárdica o dentro de 
las paredes del corazón, cercanas a los nódulos sinoauricular (SA) y auriculoventricular 
(AV)(61). El nervio vago libera acetilcolina (ACh) que activa receptores muscarínicos 
cardíacos, aumentando la conductancia de potasio, a través de canales específicos KACh, 
e inhibiendo las corrientes de marcapasos If (funny current) e ICa(63). Estas son 
corrientes de entrada que contribuyen a la despolarización diastólica lenta, que se 
produce en las células con automatismo, hasta el umbral de activación de los canales de 
calcio tipo L(64). La corriente If se activa cuando el potencial de membrana (Vm) se 
hiperpolariza por encima de -50mV y se caracteriza por una cinética lenta, mediada por 
canales f de naturaleza iónica mixta para sodio (Na+) y potasio (K+), modulados por 
adenosín monofosfato cíclico (AMPc). La estimulación muscarínica inhibe la 
adenilatociclasa y disminuye la producción de AMPc, ver Ilustración 2-2, por lo que desvía 
la curva de activación de los canales f hacía valores más negativos, aumentando el 
período cardíaco y lentificando la frecuencia cardíaca(65). 
 
En cambio, el estimulo simpático de los receptores beta adrenérgicos cardíacos aumenta 
la producción AMPc intracelular, que media procesos de fosforilación de proteínas de 
membrana, incrementando la corriente de calcio ICa y desplazando la curva de 
probabilidad de apertura de los canales f hacia valores positivos. El resultado final es la 
aceleración de la pendiente de despolarización, disminuyendo el período cardíaco y 
aumentado la frecuencia cardíaca(65). En condiciones de reposo, las influencias 
parasimpáticas  suele dominar sobre las simpáticas a nivel del nodo SA. Así, el complejo 
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control tónico y sinérgico del ritmo cardíaco por el SNA, que acelera y desacelera los 
latidos cardíacos, explica las variaciones del intervalo RR y de la fci(66,67). 
 
Ilustración 2-2: Mecanismos interneuronales e intracelulares del control neural de la 
función cardíaca1. 
 
Fuente: Tomado y modificado de Levy MN en Kulbertus y Franck(68). 
2.2 Análisis y cuantificación de la variabilidad de la 
frecuencia cardíaca 
El conjunto secuencial de intervalos RR constituye una serie temporal. Los modelos 
matemáticos y estadísticos que permiten analizar cualitativa y cuantitativamente la HRV, 
se definen sobre dicha serie. 
 
Una serie temporal es la sucesión de valores que adopta una variable, y1, y2, y3,…, yn, en 
distintos instantes de tiempo, t1, t2, t3,…, tn(69). Matemáticamente, se pude enunciar 
como: 
 
                                                                                                          (2.2) 
                                               
 
1
 ACh: acetilcolina; Ad cycl: adenilato ciclasa; β: receptor β-adrenérgico; Gs y Gi: proteínas G 
estimuladoras e inhibidoras; M: receptor muscarínico; NE: noradrenalina; NPY: neuropéptido Y. 
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Asimismo, se puede representar gráficamente, como se muestra en la Ilustración 2-3: 
 
Ilustración 2-3: Representación gráfica de la serie temporal2       . 
 
Fuente: Tomado de  www.ugr.es/~fabad/desestacionalizacion.pdf(69). 
2.2.1 Análisis descriptivo de la serie temporal de intervalos RR 
El análisis descriptivo de la HRV se basa en la representación gráfica de la serie de 
intervalos RR; esta se denomina tacograma y permite observar el comportamiento 
general de los datos(70). En el tacograma, los intervalos RR sucesivos,       , que 
ocurren en        , se representan en función del tiempo o del número de intervalos, ver 
Ilustraciones 2-4 y  2-5 respectivamente. 
 
Ilustración 2-4: Serie de intervalos RR sucesivos       3. 
 
Fuente: Tomado y adaptado de Carrión et al(71). 
                                               
 
2
 Los datos pueden estar espaciados a intervalos iguales o desiguales. 
3
                       . 
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En el tacograma se observa una forma de onda irregular, que evidencia oscilaciones 
erráticas, sin una pauta clara, de los intervalos RR. Este comportamiento condiciona la 
serie a una distribución de probabilidad, limitando la predicción exacta de los valores 
futuros. 
 
Ilustración 2-5: Tacograma de los intervalos RR en función del número de intervalos (A) 
y del tiempo (B). 
 
Fuente: Tomado y adaptado de Lopez et al(72). 
2.2.2 Análisis cuantitativo de la serie temporal de intervalos RR 
La HRV se expresa cuantitativamente a partir de modelos matemáticos definidos sobre la 
serie de intervalos RR(73). Tradicionalmente se han empleado modelos en el dominio del 
tiempo y de la frecuencia, y variables no lineales(74). Cada uno de estos, según su 
naturaleza y propiedades, requiere una cantidad determinada de datos para su computo; 
por lo que, se han propuesto distintas opciones de duración del registro 
electrocardiográfico, en un esfuerzo por estandarizar la técnica de medición y generalizar 
resultados(75). 
 
Los índices en el dominio del tiempo son medidas estadísticas y geométricas de 
dispersión, que describen globalmente la serie de intervalos RR. Las opciones más 
apropiadas para calcular estos parámetros son registros cortos de 5 minutos y largos de 
24 horas(76). Los métodos geométricos requieren registros de al menos 20 minutos, pero 
preferiblemente de 24 horas(1). Asimismo, los índices en el dominio de la frecuencia 
corresponden a bandas de frecuencia identificadas en el análisis de Fourier del 
tacograma. En estos, se recomienda una duración del registro de al menos 10 veces la 
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longitud de onda de la frecuencia más baja, por lo que son preferibles registros cortos de 
2 a 5 minutos(77). 
 
Las técnicas no lineales permiten evaluar la dinámica de las variaciones del período 
cardíaco. En las últimas décadas, la consolidación de las ciencias de la complejidad ha 
permitido el desarrollo de estrategias de análisis no lineal basadas en la teoría del caos 
determinista, como la entropía aproximada y la entropía muestral. Aunque se han 
estudiado y caracterizado sus propiedades, no hay uniformidad en la duración del ECG 
para calcular estos modelos. 
 
Las ciencias de la complejidad son ciencias de punta, por lo que una de sus dificultades 
radica en el lenguaje(6). De este modo, antes de abordar la conceptualización de estas 
técnicas no lineales, se considera pertinente explicitar algunas consideraciones 
generales. 
2.3 Ciencias de la complejidad 
Las ciencias de la complejidad son un grupo de ciencias formales que abordan, a partir 
de una diversidad de teorías, modelos explicativos, métodos y lógicas, el problema de la 
complejidad desde las transiciones (dinámicas) orden/desorden; es decir, ¿cómo surge el 
desorden a partir del orden y viceversa?(78). El desarrollo organizativo e institucional de 
las ciencias de la complejidad se consolida a finales de la década de 1970(12). Según 
Maldonado y Gómez(79), atendiendo a su desarrollo histórico, las ciencias de la 
complejidad son: 
 
1. Termodinámica del no-equilibrio. Desarrollada por IIya Prigogine, aborda el 
equilibrio dinámico a escala microscópica y macroscópica. 
2. Ciencia del Caos. Da cuenta, desde un abordaje matemático, del 
comportamiento caótico en sistemas deterministas y no-deterministas o cuánticos.  
3. Teoría de los fractales. Conjunto de herramientas matemáticas, estadísticas y 
computacionales, que permiten describir estructuras y dinámicas libres de escala. 
4. Teoría de las catástrofes. Teoría matemática que aborda los cambios súbitos en 
sistemas dinámicos. El término catástrofe denota el lugar donde una función 
cambia bruscamente de forma. 
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5. Ciencia de Redes. Basada en la topología y en la teoría de grafos aborda el 
problema de las conexiones. Define la complejidad desde la interconexión y la 
interdependencia  
6. Lógicas no-clásicas. Postuladas por Maldonado y Gómez como la sexta de las 
ciencias de la complejidad. Buscan extender, o remplazar del todo, la lógica 
clásica. Se caracterizan por un pluralismo epistemológico, metodológico, de 
lenguajes y racionalidad. 
 
Las fronteras de estas ciencias no son inflexibles, por ejemplo, la teoría de las catástrofes 
se ha incorporado a la ciencia del caos, y esta, a su vez, junto a la teoría de fractales se 
ha integrado a la termodinámica del no-equilibrio y a la ciencia de redes. Aunque no hay 
consenso en su medida, con unas sesenta unidades en disputa(33), la complejidad 
denota diversidad, variabilidad, posibilidades y es factible enmarcar en su campo 
específico aquellos sistemas, fenómenos y comportamientos, que a modo de 
pluralidades irreducibles, exhiben ciertas características como auto organización, caos, 
fluctuaciones, emergencias, adaptabilidad, no-linealidad y fractalidad, entre otras(80). 
2.4 Ciencia del caos 
La ciencia del caos se ocupa de la porción irregular de la naturaleza, desde un enfoque 
global de sistemas, que le permite salvar las fronteras disciplinares y, a modo de 
propuesta transdisciplinar, abordar diversos fenómenos como por ejemplo las 
oscilaciones del corazón y del cerebro, el entretejido de los vasos sanguíneos, los 
desordenes atmosféricos, las fluctuaciones de poblaciones silvestres, la acumulación 
galáctica de estrellas, etc.(12). Así, el caos constituye un movimiento, con técnicas y un 
discurso propio, que enuncia, a modo de generalizaciones o leyes, las relaciones entre 
los diferentes tipos de comportamientos irregularidades(12). 
 
El término caos se asocia comúnmente a desorden. En la mitología griega designa al 
abismo desordenado y primitivo que existía antes de la creación del cosmos u orden, 
pero en la teoría de los sistemas dinámicos describe un comportamiento determinista 
aperiódico muy sensible a las condiciones iniciales, que se puede presentar en cualquier 
sistema de naturaleza no lineal(81). 
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2.4.1 Sistemas dinámicos 
Los sistemas dinámicos son sistemas que varían su estado en el tiempo. Se representan 
por ecuaciones y su análisis se relaciona a la solución, espacio de estados, de dichas 
ecuaciones(82). Si la relación matemática que los describe asigna a cada estado    un 
estado futuro posible     , se dice que son sistemas deterministas. Por el contrario son 
aleatorios o estocásticos si existen varios estados futuros posibles(83). Según como 
definen el tiempo, se clasifican en(84): 
 
 Sistemas dinámicos continuos. Consideran el tiempo   como una variable 
continua, que puede tomar cualquier valor real      . Así, las variables son 
descritas por funciones que van de los reales a los reales        , es decir, el 
estado del sistema se describe como un punto que fluye continuamente en un 
espacio de fases. 
 Sistemas dinámicos discretos. Consideran el tiempo   como una variable 
discreta, que sólo toma valores en ciertos puntos de la recta real, usualmente de 
forma regular en un intervalo. Así, las variables son descritas por funciones que 
van de los enteros a los reales       ), es decir son sucesiones. 
 
Asimismo, según la ecuación que los describe, es posible clasificarlos en lineales y no 
lineales. La linealidad es una relación cuantitativa entre valores de parámetros y valores 
de variables, o entre la suma de las conductas de los componentes y el comportamiento 
de la totalidad, como se expresa a continuación(85): 
 
Definición 2.1. Una función        denota linealidad, si y sólo si: 
 
1.            , para todo número real . (Propiedad homogénea) 
2. si existen      y     , entonces:                 . (propiedad aditiva) 
 
Donde     pueden ser un escalar, un vector, una función, etc. 
 
Estas dos propiedades, conocidas como principio de superposición, permiten 
descomponer las ecuaciones lineales en partes, resolver cada una y juntar las 
soluciones. De este modo, un sistema lineal, gobernado por funciones que presentan 
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linealidad, puede ser descrito globalmente como la suma del comportamiento individual 
de cada una de sus partes. Por lo tanto: 
 
 Si    es la salida de un sistema lineal cuando la entrada es    y    es la salida 
correspondiente a la entrada    entonces la salida correspondiente a la 
combinación lineal       será      . Es decir, el sistema opera de forma 
independiente las entradas y estas no interactúan en el sistema. 
 Si una entrada   produce una salida   , entonces una entrada           producirá 
una salida           . Es decir, la magnitud de la salida es proporcional a la 
magnitud de la entrada. 
 
La linealidad implica que existen entidades físicas y matemáticas que se pueden 
expresar como una combinación de elementos que coexisten conservando su 
individualidad. Los sistemas lineales son sencillos de analizar y es frecuente encontrar 
soluciones analíticas exactas. Mientras que, los sistemas no lineales no cumplen el 
principio de superposición, su análisis es mucho más difícil y en la mayoría de ocasiones 
no se podrán encontrar soluciones analíticas exactas. Asimismo, su comportamiento no 
es expresable como la suma del comportamiento de sus partes. 
2.4.2 Caos determinista 
El caos determinista es un fenómeno matemático en el cual un proceso determinista 
produce una salida aperiódica impredecible. Robert Devaney(86) presenta una definición 
formal: 
 
Sea         un espacio métrico y sea       una función continua. Se definen las 
iteradas de  ,                    ,     ,       ,         ,           . 
 
Dado un punto    , la órbita de   bajo   corresponde a la sucesión: 
 
                                     
 
La dinámica de   se define al considerar cada órbita        como los distintos estados 
que se van recorriendo al paso del tiempo. En     estaba en  , en     en     , en 
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    en      ; y así sucesivamente. De este modo, cada   en   establece una 
secuencia de movimientos u órbita y   genera un sistema dinámico discreto. Además, se 
dice que   es determinista porque los valores futuros del sistema son determinados a 
partir de los estados previos. 
 
Definición 2.2 Sea      . Decimos que   es un punto periódico de  , o tiene una 
órbita periódica bajo  , si existe     tal que        . Al menor de estos números le 
llamamos el periodo de  . Si       , decimos que   es un punto fijo (además de un 
punto periódico de período 1). 
 
Definición 2.3 Sean   y   dos conjuntos tales que    . Decimos que   es denso en   
si para todo punto     y para toda    , existe     tal que la distancia de   a   es 
menor que  ,         . 
 
Definición 2.4 Sea      . Decimos que   es topológicamente transitiva en   si para 
cualquier pareja de subconjuntos abiertos de  ,   y  , distintos del vacío, existen     y 
    tales que        . 
 
Definición 2.5 Sean       y    . Decimos que la        es estable si para toda 
    existe     tal que para todo punto               se tiene que |      
     |    para toda    .  
 
Un punto   en   tendría una órbita inestable si existe      tal que para todo     
existen               y     tales que |           |    . Así, tendríamos un 
valor positivo fijo tal que en toda vecindad de   habría al menos un punto cuya órbita, en 
alguna iteración, se separaría de la órbita de   (en la misma iteración) una distancia 
mayor o igual a ese valor positivo fijo. 
 
Definición 2.6 Sea      . Decimos que   es sensible a las condiciones iniciales en 
  si existe     tal que para toda     y para toda    , existen               
y     tales que |           |   .  
 
Si   es sensible, entonces todas sus órbitas son inestables. 
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Definición 2.7 Sea      . Decimos que   es caótica en   si se cumplen las 
siguientes tres condiciones: 
 
I. El conjunto de puntos periódicos de   forma un conjunto denso en   
II.   es transitiva en   
III.   es sensible a las condiciones iniciales en   
 
Estas propiedades garantizan que en los sistemas caóticos dos puntos de partida muy 
próximos presenten comportamientos radicalmente distintos. Así, las órbitas evolucionan 
casi paralelas al principio, pero luego se separan debido a que las pequeñas variaciones 
se amplifican exponencialmente. En la práctica, la impredictibilidad asociada al caos 
determinista es una consecuencia lógica de la imposibilidad de obtener un conjunto 
perfecto de medidas del estado inicial de un sistema. 
2.4.3 Diagnóstico del caos 
No todas las dinámicas irregulares son caóticas, como los fenómenos estocásticos o 
aleatorios producidos por el azar y el ruido. La identificación del caos se hace a partir de 
sus propiedades representativas. Por ejemplo, las dinámicas caóticas presentan 
divergencia exponencial y aparecen confinadas a una región del espacio de fases, 
mientras que los procesos estocásticos evolucionan aleatoriamente y asumen cualquier 
número de valores(87). 
 
Los indicadores objetivos del caos se pueden clasificar en dos grandes grupos: los que 
miden como se pierde la información a lo largo de la evolución temporal, como el 
exponente de Lyapunov y la entropía de Kolmogorov, y los que miden fractalidad(87,88). 
 
 Exponente de Lyapunov 
 
El exponente de Lyapunov       proporciona una medida cuantitativa de la sensibilidad a 
las condiciones iniciales y es uno de los métodos más seguros para determinar la 
presencia de caos(87,89). Representa la separación exponencial entre dos órbitas que 
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parten de dos puntos suficientemente próximos, al cabo de   iteraciones(88), ver 
Ilustración 2-6. 
 
Ilustración 2-6: Explicación gráfica del exponente de Lyapunov. 
 
Fuente: Tomado y adaptado de Martínez y Vinagre(88). 
 
De la Ilustración 2-6 se deduce que: 
 
        |          
     |                                                                                (2.3) 
 
Cuando     y     se obtiene una definición formal del exponente de Lyapunov: 
 
                  
 
 
   |
          
     
 
|        |
       
   
|                            (2.4) 
 
 Entropía de Kolmogorov 
 
Otro parámetro utilizado para diferenciar el caos es la entropía de Kolmogorov(87). Se 
fundamenta en la teoría de la información de Shannon y se define como la ganancia de 
información de un sistema determinado o la suma de los exponentes de Lyapunov(88). 
 
Claude E. Shannon definió la cantidad de información de un mensaje emitido por una 
fuente determinada a partir de la incertidumbre del observador con respecto al número de 
mensajes que podrían haberse emitido(90). Esta cantidad corresponde al número de 
dígitos binarios, bits, necesarios para codificar ese mensaje en una secuencia de ―1‖s y 
―0‖s. Un bit representa uno de dos estados posibles, es decir, corresponde a una decisión 
binaria. De lo anterior se deduce que con 2 bits se codifica un mensaje particular entre 4 
posibles, con 3 bits uno entre ocho y con   bits un mensaje entre    mensajes. Luego, es 
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posible estimar la cantidad de información ( ) a partir del número de mensajes posibles, 
como sigue(90): 
 
       
                                                                                             (2.5) 
 
El planteamiento de Shannon implica formular la ecuación en términos de probabilidad. 









     
 
 
                                                                  (2.6) 
 
Lo anterior se puede generalizar, si las posibilidades de los mensajes no son iguales, así: 
 
   ∑         
 
                                                                                               (2.7) 
 
En donde    es la probabilidad de ocurrencia del evento ― ‖ entre   posibles. Si todos los 
   son iguales, entonces        . Por tanto, la información que un mensaje aporta a un 
observador externo es una función de la distribución de probabilidad de los diversos 
estados del mensaje, y corresponde a la suma ponderada de la cantidad de información 
de dichos estados(90). 
 
La ecuación de Shannon tiene la misma forma que la ecuación de Boltzmann de 
entropía, por lo que corresponde a una extensión de la entropía termodinámica a la teoría 
de la información, que permite entender la entropía como información y viceversa(90). 
Boltzmann, a través de la mecánica estadística, definió la entropía de un sistema cerrado 
en función del número de microestados posibles para un macroestado determinado. De 
este modo, la cantidad de información   de un experimento con   posibles resultados, 
cuyas probabilidades son          , corresponde a la entropía de Shannon   (90). Si 
una de las      y el resto 0, el resultado de     , es decir, no hay incertidumbre en el 
resultado del experimento ya que    ocurrirá. La incertidumbre es máxima cuando todos 
los eventos son igualmente probables              ⁄ (90). 
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La entropía de Kolmogorov es una aplicación de la propuesta de Shannon, se define 
como la cantidad de información que un sistema dinámico genera a lo largo del tiempo. 
Según Farmer, como cita Martínez(88), la entropía de Kolmogorov se calcula así: 
 
Dada una trayectoria                           de un sistema dinámico en un espacio 
de fases de dimensión   dividido en cajas de tamaño l, ver Ilustración 2-7, y suponiendo 
una medida del estado del sistema a intervalos de tiempo   uniformemente separados, 
sea      la probabilidad conjunta de que el sistema se encuentre en el instante     en 
la caja   , en     en   … y en    en    . Según lo anterior, la magnitud   : 
 
    ∑                                                                                                 (2.8) 
 
Es proporcional a la información necesaria para localizar el sistema en una trayectoria 
que recorra las cajas      . La expresión         es la información adicional para 
identificar en que caja      se encontrará el sistema que estaba previamente en      . 
Por lo tanto,         es una medida de la ganancia de información del sistema cuando 
se pasa de    a       . 
 
Ilustración 2-7: Explicación gráfica del método propuesto por Farmer para el cálculo de 
la entropía de Kolmogorov4. 
 
Fuente: Tomado y adaptado de Martínez y Vinagre(88). 
 
                                               
 
4
 La línea que la atraviesa la cuadrícula representa una trayectoria en el espacio de fases. 
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La entropía de Kolmogorov es el promedio de ganancia de información cuando   y   
tienden a 0:  
 
                    
 
  
∑                                                                 (2.9) 
 
De este modo, para un sistema dinámico que puede ocupar   estados con probabilidad 
  , la teoría de Shannon proporciona un valor de la cantidad de información que se 
necesita para localizar el sistema en un determinado estado y   es la medida de la 
velocidad promedio a la cual se pierde predictibilidad en el sistema(88,90). Además, si se 
incrementa la regularidad del sistema, por aumento en la probabilidad de uno de los 
estados, disminuye la entropía y el sistema pierde información. De igual forma, si 
aumenta la irregularidad del sistema aumenta su entropía. Por lo tanto, un sistema 
puramente aleatorio tendrá un valor de     , mientras que un sistema periódico de 
   . Los sistemas caóticos, a medida que las orbitas se alejan exponencialmente, 
generan nueva información y pierden predictibilidad, por lo que presentan un valor de   
acotado mayor de 1(88). 
 
La entropía de Kolmogorov requiere un número grande       y preciso de 
observaciones(88), lo que dificulta su estimación en datos ruidosos y en situaciones 
donde es difícil obtener muestras de tamaño grande, como en los estudios clínicos y 
fisiológicos. 
2.5 Análisis de la complejidad no lineal de series de 
tiempo fisiológicas 
Los sistemas biológicos se fundamentan en una red interconectada e interdependiente, 
por lo que exhiben diversidad de dinámicas no lineales(3). En este espectro de 
comportamiento se encuentran procesos complejos de naturaleza aperiódica, discontinua 
y ramificada, que evidencian fractalidad y caos(91,92). Por esto, se han empleado 
índices derivados de la teoría del caos como estrategia de análisis de la complejidad no 
lineal de los sistemas fisiológicos representados por series de tiempo(93). 
 
Inicialmente se asumió que las fluctuaciones caóticas eran producidas por sistemas 
patológicos, como la actividad eléctrica cardíaca durante la fibrilación, sin embargo, la 
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evidencia empírica no soportó dicha hipótesis(94). Por el contrario, la aplicación de estas 
dinámicas al monitoreo fisiológico sugiere que la sutil, pero compleja, variación del 
período cardíaco en individuos sanos, aún en reposo, es atribuible en parte al caos 
determinista(94), y que algunas enfermedades pueden afectar este tipo de variabilidad no 
lineal(95–97). Cuando un sistema fisiológico se hace menos complejo, pierde 
información, exhibe dinámicas altamente periódicas y disminuye su adaptabilidad a los 
constantes cambios ambientales(98–100). 
 
Desde la dinámica no lineal se han modelado sistemas fisiológicos complejos, como 
dinámicas neuroendocrinas e inmunes, y se han encontrado propiedades estadísticas de 
variabilidad fractal en las fluctuaciones de la variabilidad de la frecuencia cardíaca, 
respiración, presión arterial sistémica, conteo de células blancas y en la cinética de 
algunos canales iónicos(94). Estos hallazgos han replanteado el concepto clásico de 
hemostasia como un estado estable, en la medida que los sistemas no lineales con 
características fractales y presencia de caos determinista se comportan como si se 
alejaran del equilibrio(101). Asimismo, han promovido una fisiología de los sistemas 
globales complejos, basada en instrumentos matemáticos, que prescinde de los detalles 
locales(94). 
 
Los índices del caos son herramientas matemáticas que cuantifican, vía estimación de 
parámetros, propiedades invariantes del caos a partir de series de datos(34). Los 
parámetros asociados al caos son las medidas de dimensión, la tasa de generación de 
información o entropía, y el espectro de Lyapunov(34). En la práctica, sin embargo, no es 
sencillo demostrar la presencia de caos en datos reales obtenidos a partir de la 
experimentación. En primer lugar, los algoritmos de dimensión y entropía requieren una 
cantidad muy grande de datos, que puede ser muy difícil o imposible de obtener, para 
alcanzar convergencia. En segundo lugar, ya que no todos los procesos irregulares, no 
lineales y fractales son caóticos y puesto que las medidas invariantes se pueden 
presentar en datos estocásticos y determinísticos, la convergencia de dichos algoritmos 
no certifica la presencia de caos(34,94). 
 
Por lo anterior, se han desarrollado algoritmos fácilmente aplicables a datos biológicos, 
como la ApEn y SampEn, que pueden ser computados con relativamente pocos datos, a 
partir de series temporales caóticas o no(35). Si bien estos algoritmos no certifican la 
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presencia de caos determinista, permiten evaluar la dinámica de las variaciones de los 
sistemas fisiológicos(47). 
2.5.1 Entropía Aproximada 
La entropía aproximada (ApEn) es una familia de medidas estadísticas, estrechamente 
relacionada con la entropía de Kolmogorov, que permite medir la regularidad de series 
pequeñas de datos ruidosos(34). Fue desarrollada por Pincus y ha sido ampliamente 
utilizada en estudios clínicos cardiovasculares(35). 
 
La ApEn refleja la probabilidad de que un patrón similar de observaciones pueda no ser 
seguido de observaciones similares. Una secuencia de datos que contenga una gran 
cantidad de patrones repetitivos tendrá una ApEn  más pequeña que una secuencia más 
irregular. Así, la ApEn cuantifica la impredecibilidad de las fluctuaciones en una serie de 
datos generada a través del tiempo(3).  
 
Para calcular la ApEn de una serie temporal de longitud   es necesario fijar dos 
parámetros: una longitud   y una ventana de tolerancia  . La ApEn mide la similitud 
logarítmica de que patrones próximos o repetitivos, separados menos que  , para   
observaciones contiguas, permanezcan una distancia menor que   en las siguientes 
comparaciones aumentando  . Es decir, mide la diferencia entre la frecuencia 
logarítmica de patrones repetitivos de longitud   con la de patrones repetitivos de 
longitud    (3,41). 
 
Es necesario considerar la             como una familia de medidas, por lo que las 
comparaciones se deben realizar con  ,   y   fijos(34). Para una serie {    } de longitud 
 , es posible calcular la             así(3,35,41): 
 
1. Se crean los vectores              , con:                       
   ,           Estos vectores representan  valores consecutivos de   
 
2. Se define la distancia entre      y      como:  
                      |             |                                             (2.10) 
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3. Para un      dado, sea       el número de                  tales que 
               Entonces, para          ,  
  
     
     
       
                                                                                               (2.11) 
 
  
     Mide la frecuencia de patrones similares de longitud   para una tolerancia   
 
4. Se calcula el logaritmo natural de cada   
     y se promedia: 
      
 
     
∑     
                                                                                  (2.12) 
 
5. Se aumenta la dimensión a    y se obtiene   
       y         
 
6. Teóricamente la ApEn se define como: 
                  
                                                                      (2.13) 
 
Como   es finito, la ApEn se estima como: 
                                                                                            (2.14) 
 
La precisión de la estimación de la ApEn aumenta con el número de coincidencias 
existentes entre patrones de longitud   y    , lo que se consigue con un   pequeño y 
un   elevado. Sin embargo, valores pequeños de   estiman de manera adecuada la 
probabilidad condicional y en valores elevados se pierde detalle de la señal. Por otra 
parte, para disminuir la influencia del ruido de la señal,   debe ser mayor que este(71). 
 
Un sesgo inherente al cálculo de la ApEn es que el algoritmo empleado compara cada 
vector consigo mismo al contar el número de vectores separados una distancia menor 
que  , ver ecuación (2.11), para evitar el logaritmo de 0 dentro de los cálculos de la 
ecuación (2.12). Como consecuencia, es sensible al tamaño de la serie temporal,  
mostrando mayor similitud en una serie temporal corta de la que existe realmente(35). 
2.5.2 Entropía muestral 
La entropía muestral (SampEn) es un algoritmo que busca superar el sesgo de la ApEn. 
Cuantifica la regularidad de una serie temporal a partir de los parámetros     , y  . 
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Donde la longitud   determina el tamaño de los vectores comparados,   es la longitud 
de la serie y   es la ventana de tolerancia normalizada con la desviación típica(27). 
 
La               es el negativo del logaritmo neperiano de la probabilidad condicional 
de que dos secuencias similares, con distancia menor que  , para   puntos sigan 
siéndolo al incrementar el número de puntos a    . La               de una serie 
{    } con   muestras se estima de la siguiente manera(35,71): 
 
1. Se construyen vectores                 y se define la distancia entre ellos 
               a partir de la ecuación (2.10) 
 
2. Para un       dado, se cuenta el número de               , denotado   , 
tal que                 . Entonces para         
  
     
 
     
                                                                                              (2.15) 
 
3. Se define       como 
      
 
   
∑   
                                                                                          (2.16) 
 
4. Se aumenta la dimensión a    y se repiten los pasos 1 a 4 para determinar: 
  
     
 
     
                                                                                               (2.17) 
 
   Es el número de         a una distancia menor que   de        , con       
      
      
 
   
∑   
                                                                                          (2.18) 
 
      Es la probabilidad de que dos secuencias coincidan para   puntos, mientras que 
      es la probabilidad de que coincidan para    puntos. 
 
5. SampEn se define como 
                  ,   *
     
     
+-                                                             (2.19) 
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Como N es finito,        se define como: 
               *
     
     
+                                                                            (2.20) 
2.5.3 Desempeño comparativo de ApEn y SampEn 
La ApEn y SampEn han sido ampliamente utilizadas para evaluar las dinámicas 
fisiológicas, en estudios clínicos y teóricos. Sin embargo, se han observado resultados 
inconsistentes en sus estadísticos, debido a que son muy sensibles a los valores de sus 
parámetros de entrada(47). Para analizar este aspecto, Richman y Moorman(35) 
evaluaron el desempeño de la ApEn y SampEn de grupos de números aleatorios con 
distribución de probabilidad conocida. 
 
Estos estudios comparativos muestran que la               de números aleatorios con 
distribución de probabilidad conocida es muy cercana a los valores teóricos esperados 
para        y      , mientras que la             difiere de las expectativas para 
    y       , como se muestra en la Ilustración 2-8. 
 
Ilustración 2-8: SampEn y ApEn de números aleatorios con distribución de probabilidad 
conocida5. 
 
Fuente: Tomado y adaptado de Richman y Moorman(35). 
                                               
 
5
 A: SampEn y ApEn como función de  , con   . B: SampEn y ApEn como función de  , con 
    y      . En A y B la línea recta corresponde a los valores teóricos calculados para los 
parámetros ApEn y SampEn. Estos valores coinciden para este caso particular de números 
aleatorios uniformemente distribuidos. Asimismo, los valores teóricos de   y   son representados 
en escala logarítmica. 
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Asimismo, la SampEn es más cercana a la teoría para datos cortos con      , como se 
muestra a continuación en la Ilustración 2-9(35). 
 
Ilustración 2-9: Efecto de la longitud del registro sobre la SampEn y ApEn en función de 
 , con   , para números aleatorios6. 
 
Fuente: Tomado y adaptado de Richman y Moorman(35). 
 
Además, a diferencia de la ApEn, la SampEn exhibe relativa consistencia; esto es, si 
                               , entonces                                , ver 
Ilustración 2-10 (35). Por lo tanto, la SampEn proporciona una evaluación más robusta de 
la regularidad, aunque se desvía de las predicciones en series muy cortas de datos; por 
ejemplo, con     y      , presenta una desviación     para      , alcanzando 
valores      para      (35) 
 
Aunque no existe un criterio estándar para escoger los valores de  ,   y  , teniendo 
presente las propiedades matemáticas y el desempeño de los algoritmos, distintos 
autores han propuesto algunas recomendaciones(47). Por ejemplo, Pincus y Goldberg 
plantean un mínimo de      con     y un   fijo entre     y      veces la desviación 
típica de la serie de datos original(3). Otros autores, como Yentes et al(47), teniendo 
presente la extrema sensibilidad a   para series cortas, recomiendan      . En los 
                                               
 
6
 Las gráficas son SampEn y ApEn como función de   para grupos de 100 (A), 5000 (B) y 20000 
(c) datos. La línea recta son los valores teóricos predichos de los estadísticos ApEn y SampEn 
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estudios de HRV reportados en la literatura se observa uniformidad en los valores de 
    y   entre     y        de la serie de datos(41,42). No obstante, hay diferencias en 
el valor de  , en función de la duración del registro electrocardiográfico(50,51). 
 
Ilustración 2-10: Consistencia de la ApEn y SampEn para dos procesos estocásticos 
distintos MIX(0.1) y MIX(0.9)7. 
 
Fuente: Tomado y adaptado de Richman y Moorman(35). 
 
                                               
 
7
 A: ApEn como función de  , con     y       , para MIX(0.1) y MIX(0.9). B: SampEn de los 
procesos MIX(0.1) y MIX(0.9). Informalmente, la serie de tiempo MIX(P) de   puntos, con P entre 
0 y 1, es una onda sinusoidal donde los     puntos aleatoriamente escogidos han sido 





3.1 Objetivo general 
 Evaluar las diferencias de la ApEn y de la SampEn de la HRV entre registros 
electrocardiográficos cortos y largos de hombres jóvenes en la cuidad de Cúcuta. 
3.2 Objetivos específicos 
 Medir la ApEn de la HRV en registros electrocardiográficos de 3 minutos de 
duración, en el grupo de estudio. 
 
 Medir la ApEn de la HRV en registros electrocardiográficos de 5 minutos de 
duración, en el grupo de estudio. 
 
 Medir la ApEn de la HRV en registros electrocardiográficos de 15 minutos de 
duración, en el grupo de estudio. 
 
 Comparar las medidas de ApEn de la HRV en registros electrocardiográficos de 3 
minutos de duración con registros electrocardiográficos de 5 minutos y 15 minutos 
de duración, en el grupo de estudio. 
 
 Medir la SampEn de la HRV en registros electrocardiográficos de 3 minutos de 
duración, en el grupo de estudio. 
 
 Medir la SampEn de la HRV en registros electrocardiográficos de 5 minutos de 
duración, en el grupo de estudio. 
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 Medir la SampEn de la HRV en registros electrocardiográficos de 15 minutos de 
duración, en el grupo de estudio. 
 
 Comparar las medidas de SampEn de la HRV en registros electrocardiográficos 
de 3 minutos de duración con registros electrocardiográficos de 5 minutos y 15 






4.1 Tipo de estudio 
Estudio observacional de tipo analítico, en el que se compararon las medidas de la ApEn 
y de la SampEn de la HRV obtenidas de registros electrocardiográficos cortos y largos de 
hombres jóvenes residentes en la ciudad de Cúcuta. Se seleccionaron de forma aleatoria 
sujetos entre los 18 y 25 años de edad, según los criterios de inclusión y exclusión que 
se definen a continuación, y se tomaron tres registros electrocardiográficos de 3, 5 y 15 
minutos de duración. A continuación, se determinaron los valores de la ApEn y la 
SampEn de cada uno de estos registros y se realizaron contrastes de hipótesis para 
evaluar si las diferencias numéricas observadas al comparar dichos valores son 
suficientemente grandes como para que su única causa sea atribuible al azar. 
4.2 Hipótesis 
En el presente estudio se definieron las siguientes hipótesis para contrastar diferencias 
entre muestras pareadas: 
4.2.1 Hipótesis nulas 
 No hay diferencia en la             de la HRV entre registros 
electrocardiográficos cortos y largos de hombres jóvenes en la ciudad de Cúcuta. 
 
 No hay diferencia en la               de la HRV entre registros 
electrocardiográficos cortos y largos de hombres jóvenes en la ciudad de Cúcuta. 
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4.2.2 Hipótesis alternativas 
 Si hay diferencia en la             de la HRV entre registros 
electrocardiográficos cortos y largos de hombres jóvenes en la ciudad de Cúcuta. 
 
 Si hay diferencia en la               de la HRV entre registros 
electrocardiográficos cortos y largos de hombres jóvenes en la ciudad de Cúcuta. 
4.3 Tamaño de la muestra 
Según el teorema del límite central, bajo ciertas condiciones, la media muestral tiene una 
distribución normal centrada en la media poblacional. Por lo tanto, para el cálculo del 
tamaño de la muestra es necesario conocer la varianza del parámetro a estudiar y definir 
un valor Z, que corresponde al área de la curva normal para un porcentaje o nivel de 
confianza deseado. Un nivel de confianza del 95%, con relación a la media muestral, 
indica que se tiene una probabilidad del 95% de que el valor verdadero de la población 
se encuentre en la muestra(102). 
 
Además, en estudios para contrastar hipótesis y evaluar diferencias entre grupos se 
deben tener presente otros aspectos como el riesgo que el investigador acepta de 
cometer error tipo I y II, la diferencia mínima que se considera importante y si la hipótesis 
es unilateral o bilateral(102). 
 
Así, la fórmula para calcular el tamaño de la muestra para evaluar diferencia de medias 
es(103): 
 
      
  (  
 ⁄
   )
 
   
  
                                                                                  (4.1) 
 
Donde    es el tamaño de muestra para el grupo de referencia y    lo es para el grupo 
con la intervención,        ,    es la media del primer grupo y    es la media del 
segundo,    es la varianza de ambas distribuciones que se suponen iguales,   
 ⁄
 es el 
valor del eje de las abscisas de la función normal estándar en donde se acumula la 
probabilidad de     para un contraste de hipótesis bilateral y    es el valor del eje de 
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las abscisas de la función normal estándar en donde se acumula la probabilidad de   
 . 
 
Teniendo presente que la SampEn es una medida más robusta que la ApEn, por lo que 
requiere muestras de mayor tamaño para identificar diferencias, los valores de   y    
fueron obtenidos a partir de un estudio que mide la SampEn en ECG cortos y 
largos(104). 
 
Por lo tanto, para un nivel de seguridad del 95% y un poder estadístico del 80%(105), los 
valores para este estudio son: 
 
        
        
   
 ⁄
      
         
 
Y la n máxima calculada es: 
 
    
                    
     
    
4.4 Población 
Estudios reportados en la literatura muestran diferencias de la HRV entre los grupos de 
25 a 34, 35 a 44 y 45 a 54 años Asimismo, se han documentado diferencias asociadas al 
género, especialmente hasta la quinta década de la vida, posiblemente en relación a 
factores hormonales(106). Por lo tanto, para homogenizar el grupo de estudio y disminuir 
los factores confusores, se definió la población como hombres entre 18 y 25 años de 
edad, residentes en la ciudad de Cúcuta, que cumplen con los criterios de inclusión que 
se describen a continuación. 
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4.4.1 Criterios de inclusión 
 ECG normal, con ritmo sinusal. Este ritmo se caracteriza en el electrocardiograma 
por una frecuencia de 60 a 100 lpm, ondas P de morfología normal antes de cada 
complejo QRS y cada onda P se encuentra seguida de un complejo QRS(107). 
 
 Firma del consentimiento informado. 
4.4.2 Criterios de exclusión 
 Presencia de artefactos, como marcapasos permanentes. 
 
 Enfermedad documentada: Hipertensión, enfermedad tiroidea, valvulopatías, 
enfermedad vascular periférica, diabetes mellitus, falla cardíaca, infarto de 
miocardio, angina de pecho, asma, EPOC. Índice masa corporal mayor a 25. 
 
 Consumo de alcohol, sustancias psicoactivas y medicamentos simpático 
miméticos, parasimpático miméticos y anti colinérgicos, 24 horas antes del 
registro. 
4.5 Definición operacional de las variables del estudio 
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Tabla 4-1: Variables definidas en el estudio 
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4.6 Procedimientos para la recolección de información, 
instrumentos y métodos para el control de calidad de 
los datos 
A continuación se enuncian las actividades generales que se desarrollaron en el proceso 
de recolección y análisis de los datos: 
 
 Se realizó una convocatoria pública para participar en el estudio por medio de 
carteles, correos electrónicos y charlas, en las instalaciones de la Facultad de 
Salud, sede Cúcuta, de la Universidad de Pamplona. Los individuos que 
mostraron interés en participar fueron citados al Centro de Investigación y 
Desarrollo Tecnológico en Simulación Avanzada de la Universidad de Pamplona 
(CIDTSA), localizado en dicha sede, entre las 7 y 11 am. 
 
 Se socializó información general del estudio y se entregó el consentimiento 
informado, ver anexo A, a los individuos que se presentaron a la convocatoria. 
 
 Previa firma del consentimiento informado, se realizó una valoración inicial de los 
voluntarios. Esta actividad consistió en una entrevista para indagar sobre la edad 
y antecedentes médicos de Hipertensión, enfermedad tiroidea, valvulopatías, 
enfermedad vascular periférica, diabetes mellitus, falla cardíaca, infarto de 
miocardio, angina de pecho, asma, EPOC, consumo de cigarrillo, alcohol, 
sustancias psicoactivas y medicamentos. Asimismo, un examen físico donde se 
evaluó peso, altura, presión arterial, palpación de pulsos centrales y periféricos y 
auscultación cardíaca. La información obtenida se registro en un formato de 
recolección de datos, ver anexo B. 
 
 A partir de la información registrada, se seleccionó la muestra según los criterios 
de inclusión y exclusión. 
 
 Los participantes seleccionados fueron citados para realizar los registros 
electrocardiográficos al día siguiente en el CIDTSA, entre las 7 y las 11a.m. En 
este punto se sugirió a los voluntarios no consumir alcohol ni sustancias 
psicoactivas 24 horas antes del registro. 
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Estas actividades, así como el protocolo del registro electrocardiográfico, estuvieron a 
cargo del estudiante de maestría responsable del proyecto, quien posee título de médico. 
Asimismo, el costo de los exámenes fue asumido en su totalidad por dicho estudiante. 
4.6.1 Protocolo del registro electrocardiográfico 
Los registros electrocardiográficos se tomaron en el CIDTSA, en 4 estaciones equipadas 
cada una con una camilla, un ordenador y el sistema de adquisición de datos Powerlab 
26T/LabChart Pro de ADInstrumentsTM. El PowerLab es un dispositivo DAQ USB 
desarrollado por la empresa ADInstruments, un Hardware de adquisición, análisis y 
almacenamiento de datos basado en el principio de poligrafía. Ha sido empleado en la 
investigación y enseñanza de la fisiología humana y animal, la farmacología, la 
neurofisiología, la biología, la zoología, la bioquímca y la ingeniería biomédica. Permite el 
muestreo de cualquier señal analógica entre 2mV y 10V, a una frecuencia máxima de 
200KHz, y discriminar diferencias tan pequeñas como 61nV, con una resolución de 16 
bits. El modelo 26T posee en el panel frontal una entrada de bioamplificación para 
señales biológicas eléctricas, una salida de estimulación aislada y canales de entradas y 
salidas analógicas para señales biológicas(108), ver Ilustración 4-1. 
 
Ilustración 4-1: Panel frontal del sistema PowerLab 26T8. 
 
Fuente: Tomado y adaptado de https://es.scribd.com/doc/73584352/Adquisicion-de-
senales-con-PowerLab(109). 
                                               
 
8
 El equipo posee 5 canales de entrada y 2 de salida, dentro de estos se encuentra la entrada de 
bioamplicación y una salida de estimulación aislada, los demás canales son entradas y salidas 
analógicas para señales biológicas. Asimismo, presenta un mecanismo de protección eléctrica o 
disparador trigger, que se activa aislando el sistema cuando la salida de estimulación aislada 
sobrepasa un nivel de +12v. 
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LabChart es un software de análisis de datos que permite visualizar simultáneamente 
múltiples señales biológicas a través de una plataforma que integra los distintos 
dispositivos de grabación conectados al PowerLab. Además, este software ofrece la 
posibilidad de configurar los parámetros de registro, como rangos y filtros, y aplicar 
cálculos avanzados que se guardan fácilmente en una hoja de cálculo interna y pueden 
ser exportados para su posterior análisis(110). La versión Pro es compatible con 
programas complementarios, o módulos, que proporcionan un conjunto de funciones de 
análisis para registros específicos, como ECG, presión arterial, gasto cardíaco, etc. El 
módulo ECG Analysis mide la amplitud de las ondas y los intervalos del registro 
electrocardiográfico, guarda esta información en una hoja de cálculo y permite exportarla 
en formato .xls para análisis posteriores(111). 
 
El proceso de registro de señales biológicas a través del sistema de adquisición de datos 
PowerLab/LabChart se resume a continuación: 
 
1. Las señales biológicas externas detectadas son convertidas en una señal 
eléctrica analógica. 
 
2. La señal analógica es amplificada y filtrada para eliminar las frecuencias no 
deseadas y el ruido. 
 
3. La señal amplificada y filtrada es codificada en una secuencia binaria por medio 
de un conversor Analógico Digital, ver Ilustración 4-2. 
 
4. La señal digitalizada se transmite al computador mediante conexión USB. 
 
5. El software recibe, analiza y muestra los datos en la pantalla del ordenador en 
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Ilustración 4-2: Conversión analógica digital9. 
 
Fuente: Tomado y adaptado de http://www.eveliux.com/mx/Conversion-Analogico-
Digital-ADC.html(112) 
 
Ilustración 4-3: Adquisición de datos Con el sistema PowerLab/Labchart. 
 
Fuente: Tomado de 
http://aprendeenlinea.udea.edu.co/lms/moodle/file.php/1023/Guias_de_laboratorio/GU
IA_Introduccion_-_Introduccion.pdf(113) 
                                               
 
9
 La conversión consta de varios procesos: 1. La señal continua de voltaje es muestreada a una 
frecuencia determinada; 2. La amplitud de la señal es cuantizada a un número finito de niveles y 
3. Codificación binaria de la cuantización. El muestro y la cuantización digital de una señal 
analógica implica una discretización en el dominio temporal y en la amplitud. 
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Los pasos para obtener el registro ECG se describen a continuación: 
 
 Antes del registro, nuevamente se interrogó sobre el consumo de alcohol, 
sustancias psicoactivas y medicamentos en las últimas 24 horas. Posteriormente, 
el voluntario se retiró reloj, pulseras, adornos de las muñecas, apagó el celular y 
se ubicó en la camilla en posición supina. 
 
 Previa limpieza con algodón y alcohol, se fijaron los electrodos de superficie en el 
brazo derecho, en la pierna izquierda y en la pierna derecha. Cada uno de estos 
electrodos se conectó a través de cables; negativo para el brazo derecho, positivo 
para la pierna izquierda y común para la pierna derecha; a los terminales del 
cable Bio Amp, según el código de color como se muestra en la Ilustración 4-4. 
Luego se conectó el cable Bio Amp a la entrada de bioamplificación (Bio Amp 
3&4) del panel frontal del dispositivo DAQ USB PowerLab 26t, tal como se 
muestra en la Ilustración 4-5. Esta configuración de registro se denomina 
derivación DII. 
 
 Antes de proceder se verificó que los electrodos estuvieran debidamente 
conectados al voluntario y al cable del Bio Amp, asimismo, que el PowerLab se 
encontrara conectado y encendido y se configuraron los parámetros de registro 
del LabChart y el módulo ECG Analysis. 
 
 Se tomó un registro electrocardiográfico continuo de 25 minutos, Este se dividió 
en 4 intervalos de 2, 3, 5 y 15 minutos. El primer intervalo de 2 minutos 
corresponde al tiempo de habituación a la prueba. 
 
 El registro se tomó durante las horas de la mañana para evitar sesgos por 
variaciones asociadas al ritmo circadiano(114,115). Lo anterior, sin poner en 
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Ilustración 4-4: Fijación de los electrodos a la piel y conexión al cable Bio Amp10. 
 
Fuente: Tomado y adaptado de https://www.adinstruments.com/products/labtutor(116) 
 
Ilustración 4-5: Conexión del cable Bio Amp a la entrada de bioamplificación del panel 
frontal del PowerLab 26T. 
 
Fuente: Tomado y adaptado de https://www.adinstruments.com/products/labtutor(116) 
                                               
 
10
 La imagen muestra la configuración de registro DI. Para registrar un ECG en DII el electrodo 
positivo se ubica en la pierna izquierda. 
46 Título de la tesis o trabajo de investigación 
 
4.6.2 Configuración del LabChart  y el módulo ECG Analysis 
Para el registro electrocardiográfico, en la opción configuración de canal de la interfaz del 
LabChart Pro, ver Ilustración 4-6, se realizaron los siguientes ajustes: 
 
 Rango de la señal 5mV 
 Filtro pasa alto del Bio Amp 0,5Hz 
 Filtro pasa bajo del Bio Amp 200Hz 
 Velocidad de muestreo 100/s 
 Se activó el filtro Nocth 
 
Ilustración 4-6: Opción de configuración en la interfaz del LabChart. 
 
 
El módulo ECG Analysis detecta automáticamente los latidos de acuerdo a una 
configuración determinada, ver Ilustración 4-7. Así, teniendo presente los parámetros de 
normalidad(117) y los criterios de inclusión, se emplearon los siguientes valores de 
detección y análisis en el diálogo de configuración del ECG: 
 
 Fuente de datos: ECG de todo el canal de registro 
 Programar: Humano 
 Latidos a promediar: 1 latido 
 Amplitud del QRS: 60ms 
 Ondas R separadas al menos: 400ms 
 
A partir de cada promedio de latidos seleccionados, el módulo calcula diversos 
parámetros y los registra en un formato de tabla que se puede guardar en la hoja de 
cálculo interna o exportar para análisis más extensos. Dichos parámetros son 
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seleccionados en las opciones de diálogo de la tabla ECG, como se muestra en la 
Ilustración 4-8. En el presente estudio se seleccionó, para visualizar en la tabla ECG, el 
intervalo RR. 
 
Ilustración 4-7: Diálogo de configuración del módulo ECG Analysis. 
 
Fuente: Tomado de http://cdn.adinstruments.com/adi-
web/brochures/ECG_Analysis_11B.pdf(118) 
 
Ilustración 4-8: Opciones de diálogo de la tabla ECG. 
 
Fuente: Tomado de 
http://www.harvardapparatus.co.uk/hapdfs/HAUK_DOCCAT_3/PY2_I_109.pdf(119) 
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En la Ilustración 4-9 y en la Tabla 4-2 se muestra respectivamente el registro 
electrocardiográfico digitalizado en el software LabChart y la tabla ECG de los intervalos 
RR exportada en formato xlsx para uno de los participantes del estudio. 
 




Tabla 4-2: Tabla ECG de los intervalos RR de un voluntario exportada en formato xlsx. 
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4.6.3 Calculo de los índices de la HRV 
En esta investigación el cálculo de los algoritmos de entropía se realizó por medio del 
programa Kubios HRV, un software de análisis de la variabilidad de la frecuencia 
cardíaca, desarrollado en el año 2002 por el grupo de análisis de bioseñales e imágenes 
médicas (BSAMIG) del departamento de física aplicada de la Universidad de Finlandia 
Oriental, en Kuopio, Finlandia(120,121). Se utilizó la versión 2.2, publicada en el año 
2014, que se puede descargar de forma gratuita en http://kubios.uef.fi/. 
 
Kubios HRV soporta distintos formatos de datos de entrada, como archivos ASCII de 
extensión .txt y .dat de intervalos RR. Estos archivos de entrada ASCII pueden incluir 
valores de intervalos RR en formato de una o dos columnas como muestra la Ilustración 
4-10: 
 
Ilustración 4-10: Tipos de formato de los valores del intervalo RR en los archivos de 
entrada ASCII compatibles con Kubios HRV versión 2.211. 
 
Fuente: Tomado y adaptado de Tarvainen(121). 
 
Teniendo presente lo anterior, para medir la ApEn y la SampEn en los grupos de 
tratamiento propuestos se exportó al ordenador, en formato xlsx, la tabla ECG de los 
intervalos RR de cada uno de los registros de 3, 5 y 15 minutos de los distintos 
voluntarios, obtenida por medio del módulo ECG Analysis. Luego, los datos de los 
intervalos RR de cada tabla se organizaron en formato de una columna y se guardaron 
                                               
 
11
 En el primer tipo de entrada los datos de la columna son valores del intervalo RR. En el 
segundo tipo la primera columna incluye el valor de tiempo de detección de la onda R y la 
segunda columna los valores del intervalo RR. 
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con extensión txt, como se muestra en la Ilustración 4-11. Finalmente, estos documentos 
se introdujeron a Kubios HRV y se obtuvo el reporte del tacograma, la ApEn y la sampEn 
de cada uno de ellos (120,121), ver Ilustración 4-12. Para estos cálculos el programa 
empleó los parámetros de entrada    y         de la serie de datos. 
 
Ilustración 4-11: Datos de los intervalos RR (ms) en formato de una columna con 
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Ilustración 4-12: Formato reporte de datos del programa Kubios HRV versión 2.212. 
 
 
                                               
 
12
 Además del tacograma y resultados no lineales, como la ApEn y la SampEn, incluye índices en 





5.1 Protocolo general de análisis estadístico 
En primer lugar se procedió a evaluar si los datos de la ApEn y la SampEn se ajustan a 
una distribución normal en el grupo de estudio. Para esto, considerando el tamaño de la 
muestra,     , se utilizó la prueba de Shapiro-Wilk, la cual reportó que la distribución 
de los datos no era normal, este resultado se corroboró a través de métodos gráficos que 
evalúan normalidad. Por lo tanto, se emplearon pruebas no paramétricas para evaluar 
diferencias de la ApEn y la SampEn de la HRV entre ECG de 3, 5 y 15 minutos de 
duración de un mismo grupo de voluntarios. Teniendo presente el número de muestras o 
grupos a comparar y que las observaciones de estos son pareadas, se emplearon dos 
pruebas equivalentes; la prueba de Friedman, análoga no paramétrica del ANOVA de un 
factor con medidas repetidas, y el coeficiente de concordancia W de Kendall. Estas 
pruebas se desarrollaron con el programa SPSS Statistics 22, que calculó el estadístico 
de prueba y el valor p asociado en cada una de las muestras. Se definió un nivel de 
significación ( ) de 0,05 y la regla de decisión fue(122): 
 
                                          
 
Se dice que unas muestras son pareadas cuando para cada observación en una de ellas 
tenemos una observación asociada en las otras. Por ejemplo, el estudio de un caso con 
su control o cuando se comparan distintas medidas para los mismo individuos. Los 
diseños de estudios con muestras pareadas ayudan a reducir el sesgo por variables de 
confusión, que pueden influir en la respuesta(123). 
 
Las pruebas paramétricas son un conjunto de modelos estadísticos que permiten 
contrastar hipótesis referidas a algún parámetro poblacional. Para su aplicación requieren 
datos con una escala de medida de intervalo o razón y, además, exigen el cumplimiento 
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de algunos supuestos sobre las poblaciones de las que se extraen los datos, como 
normalidad y homogeneidad de varianzas. Aunque estas pruebas son muy usadas, su 
utilidad se ve reducida porque son muy exigentes con sus requisitos. Por el contrario, el 
análisis no paramétrico se fundamenta en el uso de pruebas que contrastan hipótesis no 
referidas a parámetros. A diferencia de las paramétricas, estas pruebas no necesitan 
establecer supuestos poblacionales y no son exigentes con la escala de medida de los 
datos, ya que los analizan desde sus propiedades nominales u ordinales. Las pruebas no 
paramétricas se clasifican de acuerdo al número de muestras que permiten analizar y al 
tipo de aleatorización de las observaciones, es decir, si los datos son pareados o 
no(123). 
5.2 Prueba de normalidad de Shapiro-Wilk 
La prueba de Shapiro-Wilk es uno de los test más potentes para contrastar normalidad 
cuando la muestra es menor a 50(124). Para efectuar este test, se calcula la media y la 
varianza de la muestra y se ordenan las observaciones de menor a mayor. A 
continuación se calculan las diferencias entre el primero y el último, el segundo y el 
penúltimo, el tercero y el antepenúltimo, etc. y se corrigen con unos coeficientes 
tabulados por Shapiro y Wilk(124). El estadístico de prueba es: 
 
     
 
   




 D es la suma de las diferencias corregidas 
 S2 es la varianza de la muestra 
 
Se rechazará la hipótesis nula de normalidad si el estadístico W es menor que el valor 
crítico proporcionado por la tabla elaborada por los autores para el tamaño de la muestra 
y el nivel de significación dado del estudio. 
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5.3 Pruebas no paramétricas para varias muestras 
relacionadas 
5.3.1 Prueba de Friedman 
En estudios donde a cada uno de los elementos de una muestra de tamaño n se le 
aplican k tratamientos, es decir se toman k medidas de una muestra, esta prueba permite 
contrastar la hipótesis nula que las respuestas asociadas a cada uno de los tratamientos 
tienen la misma distribución de probabilidad o distribuciones con la misma mediana, 
frente a la hipótesis alternativa de que por lo menos la distribución de una de las 
respuestas difiere de las demás(125). 
 
En esta prueba las respuestas deben ser variables continuas y estar medidas por lo 
menos en una escala ordinal. Los datos se organizan en una tabla donde las filas 
corresponden a las k respuestas de cada uno de los elementos, como se muestra en la 
Tabla 5-1. 
 





Luego, se le asignan rangos de menor a mayor de 1 hasta k a las observaciones de cada 
fila y se define el valor   , correspondiente a la suma de los rangos de la columna j-
ésima. Si la hipótesis nula es cierta, la distribución de los rangos en cada fila se debe al 
azar, y cada    es aproximadamente igual a         .(125) La prueba evalúa si los 
valores    observados difieren de los esperados bajo la hipótesis nula. 
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∑   
                                                                                      (5.2) 
 
Si la hipótesis nula es cierta,   se aproxima a chi-cuadrado con k-1 grados de libertad. La 
ventaja de esta prueba frente al ANOVA es que no exige supuestos tan exigentes, como 
normalidad y homogeneidad de varianzas, y permite trabajar con datos ordinales. 
5.3.2 Coeficiente de concordancia W de Kendall 
Esta prueba sirve para estudiar la relación o concordancia entre más de dos conjuntos o 
rangos   (123). Cuando una muestra de tamaño n es clasificada según   características, 
o cuando   jueces evalúan una muestra n según una característica, se obtiene un 
conjunto de   rangos, en el que     se define como el rango correspondiente al objeto   
en la característica  , o como el rango asignado al objeto   por el juez  .    Corresponde a 
la suma de rangos del objeto  . 
 
Se da concordancia perfecta entre   conjunto de rangos cuando los n elementos son 
clasificados de la misma forma en las   características, o cuando todos los jueces 
clasifican a los n sujetos del mismo modo, esto es, todos coinciden en asignar el rango 1 
a uno de los sujetos, el rango 2 a otro, …, y el rango n a otro de los sujetos. Por el 
contrario, no existe concordancia cuando los n sujetos son valorados de diferente forma 
por los   jueces o clasificados de forma distinta en las   características. Cuando no hay 
concordancia a cada uno de los sujetos le corresponden rangos de 1 a n y cada    será 
igual a(123): 
 
   
      
 
                                                                                                          (5.3) 
 
Teniendo presente lo anterior, se deduce que cuando la concordancia es perfecta la 
variabilidad entre los    es máxima y cuando es nula la variabilidad es mínima. Así, se 
define el estadístico: 
 
  ∑ (   





                                                                                          (5.4) 
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Este representa la variabilidad entre cada    y el total si la concordancia fuera nula. Por 
lo tanto,   tendrá un valor de cero cuando no haya concordancia y su valor será máximo 
cuando la concordancia sea perfecta. Si se divide   entre su valor máximo posible se 
obtiene el coeficiente de concordancia  de Kendall(123): 
 
  
  ∑   
 
 
         
 
      
   
                                                                                        (5.5) 
 
Cuando la concordancia entre   rangos es máxima,    ; por el contrario, cuando la 
concordancia es nula,    . Para realizar inferencia sobre la concordancia entre J 
rangos, el coeficiente de concordancia   de Kendall se puede transformar en el 
estadístico   de Friedman. Así, La hipótesis nula de que los tratamientos son iguales es 
equivalente a la de ausencia de concordancia. 
5.4 Resultados del análisis estadístico de la Entropía 
Aproximada 
5.4.1 Resultados del análisis descriptivo y de normalidad de la 
ApEn de la HRV 
Los estadísticos descriptivos y los resultados para evaluar si los datos de la ApEn siguen 
una distribución normal en la población a la que pertenecen las muestras o grupos a 
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Tabla 5-3: Estadísticos descriptivos reportados por SPSS para la ApEn de los 




DuraciónECG Estadístico Error estándar 
ApEn ECG15min Media 1,6840 ,01576 
95% de intervalo de 
confianza para la media 
Límite inferior 1,6514  
Límite superior 1,7166  
Mediana 1,6805  
Desviación estándar ,07721  
Mínimo 1,50  
Máximo 1,81  
Rango intercuartil ,12  
Asimetría -,212 ,472 
Curtosis -,066 ,918 
ECG3min Media ,8410 ,02432 
95% de intervalo de 
confianza para la media 
Límite inferior ,7906  
Límite superior ,8913  
Mediana ,8715  
Desviación estándar ,11916  
Mínimo ,58  
Máximo ,99  
Rango intercuartil ,15  
Asimetría -,995 ,472 
Curtosis ,189 ,918 
ECG5min Media 1,2524 ,02127 
95% de intervalo de 
confianza para la media 
Límite inferior 1,2084  
Límite superior 1,2964  
Mediana 1,2265  
Desviación estándar ,10420  
Mínimo 1,10  
Máximo 1,45  
Rango intercuartil ,16  
Asimetría ,422 ,472 
Curtosis -,818 ,918 
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La distribución normal es simétrica, con un valor cero de asimetría. Como regla 
aproximada, un valor de asimetría mayor que el doble de su error estándar índica una 
desviación en la simetría de la distribución de los datos(126). Se puede observar que la 
ApEn de la HRV presenta una simetría negativa, mayor que el doble de su error 
estándar, en el ECG de 3 minutos del grupo de estudio. Esto indica una desviación hacia 
la izquierda de los datos y sugiere, aunque no confirma, que no siguen una distribución 
normal. Lo anterior se evidencia en los histogramas de la ApEn para cada uno de los 
grupos de estudio, ver Ilustración 5-1. 
 
Ilustración 5-1: Histograma de frecuencias reportado por SPSS para la ApEn de 
electrocardiogramas de 3, 5 y 15 minutos13. 
 
                                               
 
13
 La superficie de cada barra es proporcional a la frecuencia de los valores representados. Se 
superpone la curva normal para observar el ajuste de los datos a la distribución normal. 
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A continuación, en la Tabla 5-4, se muestra el reporte de la prueba de Shapiro-Wilk 
generado por SPSS, para contrastar normalidad de la ApEn de la HRV en las 
poblaciones ECG de 3, 5 y 15 minutos: 
 
Tabla 5-4: Reporte de la prueba de Shapiro-wilk para contrastar normalidad de la ApEn 




Dado que              para el ECG de 3 minutos, se rechaza la hipótesis nula de 
normalidad y se concluye que la ApEn de la HRV no tiene una distribución normal en la 
población original de este grupo. En las demás muestras, ECG de 5 y 15 minutos se 
observa un             , por lo que no se rechaza la hipótesis de normalidad para las 
poblaciones originales correspondientes. Se procede a corroborar esta significancia 
estadística con dos métodos gráficos que permiten evaluar normalidad, el gráfico Q-Q 
Normal y el gráfico Q-Q Normal sin tendencia, ver Ilustración 5-2 y 5-3 respectivamente. 
 
Si la distribución es normal, en la gráfica Q-Q normal los datos se ubican sobre la línea 
recta, o lo más cercano posible, y en la gráfica Q-Q normal sin tendencia se distribuyen 
simétricamente respecto a la línea recta. Como se puede observar en la Ilustración 5-2 y 
5-3, estas condiciones no se cumplen, lo que corrobora gráficamente el resultado del test 
de Shapiro-Wilk. Por lo tanto, no se pueden asumir los supuestos de normalidad de todas 
las poblaciones originales de los grupos y se procede a analizar los datos con estadística 
no paramétrica. 
 
                                               
 
14
 Estadístico: Valor del estadístico  ; gl: grados de libertad; Sig: valor p asociado al estadístico 
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Ilustración 5-3: Gráfica Q-Q normal sin tendencia de la ApEn para ECG de 3 minutos 
generada por SPSS16. 
 
                                               
 
15
 La línea recta representa la distribución normal y los puntos la distribución de los datos de la 
muestra. 
16
 Muestra la distribución de los datos muestrales por arriba y por debajo de la media 
representada por la línea recta 
Capítulo (…) 63 
 
5.4.2 Resultados del análisis no paramétrico de la ApEn de la 
HRV en ECG de 3, 5 y 15 minutos 
En el presente estudio se tomaron registros electrocardiográficos de 3, 5 y 15 minutos a 
cada uno de los integrantes de un grupo de 24 sujetos, y se midió la ApEn de la HRV de 
cada registro. Por lo tanto, se aplicaron 3 tratamientos, o se tomaron 3 medidas, a cada 
uno de los integrantes de la muestra. A continuación se muestra el reporte de la prueba 
de Friedman generado por SPSS, para evaluar si hay diferencia significativa en la ApEn 
de la HRV entre registros electrocardiográficos de 3, 5 y 15 minutos de duración, ver 
Tabla 5-5. Las hipótesis asociadas al contraste de Friedman son: 
 
 Hipótesis nula(    : La ApEn de la HRV tiene la misma distribución de 
probabilidad o distribuciones con la misma mediana en los ECG de 3, 5 y 15 
minutos. 
 
 Hipótesis alternativa(    : La ApEn de la HRV no tiene la misma distribución de 
probabilidad o distribuciones con la misma mediana en los ECG de 3, 5 y 15 
minutos. 
 
Tabla 5-5: Reporte de los estadísticos de la prueba de Friedman para contrastar 
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 N: tamaño de la muestra; Chi cuadrado: valor del estadístico F de Friedman con distribución Chi 
cuadrado; gl: grados de libertad (k-1); Sig asintótica: valor p asociado al estadístico de prueba 
para un contraste bilateral. 
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Se puede observar que el             , por lo que se rechaza la hipótesis nula de 
igualdad en las distribuciones de la ApEn de los ECG de 3, 5 y 15 minutos, y se puede 
concluir que la ApEn de la HRV presenta diferencias significativas entre los ECG de 3, 5 
y 15 minutos. En la Ilustración 5-4 se puede observar que el rango medio de la ApEn de 
la HRV es mayor en el ECG de 15 minutos, intermedio en el de 5 minutos y menor en el 
de 3 minutos, lo que sugiere que la ApEn se incrementa cuanto aumenta la duración del 
registro electrocardiográfico. 
 
Ilustración 5-4: Reporte del rango medio de la ApEn para cada uno de los k tratamientos 
generado por SPSS en el contraste de Friedman. 
 
 
A continuación, para corroborar la diferencia estadísticamente significativa de la ApEn de 
la HRV en los ECG de 3, 5 y 15 minutos reportada en el test de Friedman, se empleó el 
coeficiente de concordancia   de Kendall. El coeficiente   contrasta la hipótesis de 
concordancia nula entre los   rangos comparados. Aunque esta hipótesis es diferente de 
la que contrasta el test de Friedman de igualdad en la distribución de las respuestas a   
tratamientos, son consideradas equivalentes y el coeficiente de concordancia   de 
Kendall se puede transformar en el estadístico chi cuadrado de Friedman. A 
continuación, en la Tabla 5-6, se muestra el reporte de la prueba  de Kendall generado 
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Tabla 5-6: Reporte de los estadísticos de la prueba   de Kendall para contrastar 




Se observa un coeficiente     que indica concordancia perfecta y un             , 
por lo que se rechaza la hipótesis de concordancia nula entre los   rangos comparados y 
se concluye que las sumas de los rangos de cada sujeto no son independientes entre si. 
Esto es equivalente a rechazar la hipótesis nula del test de Friedman y concluir que hay 
diferencia significativa en la ApEn de la HRV de los ECG de 3, 5 y 15 minutos. 
 
 Resultados de la comparación múltiple de la ApEn de la HRV entre ECG de 
3, 5 y 15 minutos 
La prueba de Friedman y W de Kendall solamente permiten comparar la hipótesis 
general que no hay diferencia en la variable respuesta entre K tratamientos o muestras 
relacionadas. Sin embargo, si se rechaza la hipótesis nula estas pruebas no permite 
saber en donde se encuentra la diferencia, por ejemplo, si la respuesta es diferente en 
todas las muestras o si sólo una difiere de las demás. Para saber en que par de ECG o 
tratamientos difiere la ApEn de la HRV, se utilizó la prueba de Wilcoxon de dos muestras 
relacionadas para hacer tres comparaciones dos a dos: ECG de 3 minutos vs ECG 5 
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 N: tamaño de la muestra;  de Kendall: coeficiente de Kendall; Chi cuadrado: Equivalencia del 
coeficiente de concordancia  con el estadístico de Friedman de distribución Chi cuadrado; gl: 
grados de libertad      ; Sig asintótica: valor p asociado al estadístico equivalente para un 
contraste bilateral. 
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minutos, ECG de 3 minutos vs ECG de 15 minutos y ECG de 5 minutos vs ECG de 15 
minutos. Estos contrastes se realizaron con el ajuste de Bonferroni para controlar la 
probabilidad de cometer error tipo I. A continuación se presenta una breve descripción de 
los fundamentos de la prueba de Wilcoxon y del ajuste de Bonferroni. 
 
El test de Wilcoxon es una prueba no paramétrica, análoga de la prueba t paramétrica 
para muestras relacionadas, que permite contrastar la hipótesis de igualdad entre dos 
medianas poblacionales. Se basa en la definición y estudio de rangos     , positivos y 
negativos, desde 1 hasta n, correspondientes a las diferencias entre cada par de 
medidas relacionadas    y    de la muestra n. Si      , entonces el rango es positivo; si 
     , entonces será negativo. Si las dos medidas provienen de poblaciones con la 
misma mediana, es decir si la hipótesis nula es cierta, la proporción de rangos positivos y 
negativos será aproximadamente igual. El estadístico   de la prueba evalúa esta 
proporción(123). 
 
El ajuste de Bonferroni es una técnica de corrección del nivel de significación en función 
del número de pruebas estadísticas realizadas simultáneamente. Así, el nivel de 
significación para cada una de las pruebas se calcula dividiendo el error tipo I entre el 
número de pruebas a realizar(123). Con los tres tratamientos propuestos en este estudio, 
ECG de 3 minutos, ECG de 5 minutos y ECG de 15 minutos, fueron necesarias 3 
comparaciones dos a dos. Por lo tanto, para cada una de las comparaciones con la 
prueba de Wilcoxon de dos muestras relacionadas se definió un nivel de significación de 
           ⁄ . 
 
Los resultados de las comparaciones dos a dos de la ApEn de la HRV entre ECG de 3, 5 
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Tabla 5-7: Rangos con signo reportados  para las comparaciones dos a dos de la ApEn 




En la Tabla 5-7 se puede observar que el total de rangos de cada una de las 
comparaciones dos a dos fueron positivos, lo que demuestra que para cada sujeto de la 
muestra n la magnitud de la ApEn de la HRV fue                           
            . Esto se corresponde con lo mostrado en la Ilustración 5-4, e igualmente 
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 N: total de rangos con signo para cada una de las comparaciones. 
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Tabla 5-8: Reporte de los estadísticos de prueba del test de Wilcoxon para contrastar 




La Tabla 5-8 muestra los estadísticos de prueba del test de Wilcoxon para cada una de 
las comparaciones dos a dos de la ApEn de la HRV entre ECG de 3, 5 y 15 minutos. Se 
observa que el               en cada uno de los contrastes, por lo que se rechaza la 
hipótesis nula de igualdad de medianas en cada una de las comparaciones, y se 
concluye que la ApEn de la HRV presenta diferencias estadísticamente significativas 
entre cada uno de los ECG de 3, 5 y 15 minutos. 
5.5 Resultados del análisis estadístico de la Entropía 
Muestral 
5.5.1 Resultados del análisis descriptivo y de normalidad de la 
SampEn de la HRV 
A continuación se presentan los estadísticos descriptivos y los resultados de las pruebas 
para evaluar si la SampEn sigue una distribución normal en la población a la que 
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 Z: Tipificación del estadístico   basada en los rangos negativos; Sig. Asintótica bilateral: Valor p 
asociado al estadístico tipificado para un contraste bilateral. 
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Tabla 5-10: Estadísticos descriptivos reportados por SPSS para la SampEn de los ECG 




DuraciónECG Estadístico Error estándar 
SampEn ECG15min Media 2,0747 ,02468 
95% de intervalo de 
confianza para la media 
Límite inferior 2,0236  
Límite superior 2,1257  
Mediana 2,1025  
Desviación estándar ,12089  
Mínimo 1,71  
Máximo 2,23  
Rango intercuartil ,15  
Asimetría -1,356 ,472 
Curtosis 2,236 ,918 
ECG3min Media 2,1283 ,04967 
95% de intervalo de 
confianza para la media 
Límite inferior 2,0255  
Límite superior 2,2310  
Mediana 2,0735  
Desviación estándar ,24333  
Mínimo 1,79  
Máximo 2,64  
Rango intercuartil ,36  
Asimetría ,683 ,472 
Curtosis -,493 ,918 
ECG5min Media 2,1241 ,01867 
95% de intervalo de 
confianza para la media 
Límite inferior 2,0855  
Límite superior 2,1627  
Mediana 2,1335  
Desviación estándar ,09144  
Mínimo 1,97  
Máximo 2,29  
Rango intercuartil ,17  
Asimetría -,124 ,472 
Curtosis -,992 ,918 
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Se puede observar que la SampEn de la HRV presenta una simetría negativa, mayor que 
el doble de su error estándar, en el ECG de 15 minutos del grupo de estudio. Esto indica 
una desviación hacia la izquierda de los datos y sugiere, aunque no confirma, que no 
siguen una distribución normal. Asimismo, se observa un estadístico de curtosis negativo 
mayor que el error estándar en el ECG de 5 minutos, lo que sugiere que la distribución de 
la SampEn en este grupo presenta colas más cortas Lo anterior se corrobora en los 
histogramas de la SampEn para cada uno de los grupos de estudio, ver Ilustración 5-5. 
 
Ilustración 5-5: Histograma de frecuencias reportado por SPSS para la SampEn de ECG 
de 3, 5 y 15 minutos21. 
 
 
                                               
 
21
 La superficie de cada barra es proporcional a la frecuencia de los valores representados. Se 
superpone la curva normal para observar el ajuste de los datos a la distribución normal. 
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A continuación se muestra el reporte de la prueba de Shapiro-Wilk generado por SPSS, 
para contrastar normalidad de la SampEn de la HRV en las poblaciones ECG de 3, 5 y 
15 minutos, ver Tabla 5-11: 
 
Tabla 5-11: Reporte de la prueba de Shapiro-wilk para contrastar normalidad de la 




Se observa que el              para el ECG de 15 minutos, por lo que se rechaza la 
hipótesis nula de normalidad y se concluye que la SampEn de la HRV no tiene una 
distribución normal en la población original de este grupo. En las demás muestras ECG 
de 3 y 5 minutos se observa un             , por lo que no se rechaza la hipótesis de 
normalidad para las poblaciones originales correspondientes. Se procede a corroborar 
esta diferencia significativa con los gráficos Q-Q Normal y Q-Q Normal sin tendencia, ver 
Ilustraciones 5-6 y 5-7 respectivamente. 
 
En la Ilustración 5-6 se observa que los datos de la SampEn de la HRV en el ECG de 15 
minutos no se ubican sobre la línea recta, o lo más cercano posible a ella. Además, en la 
gráfica Q-Q normal sin tendencia se observa que estos datos no se distribuyen 
simétricamente respecto a la línea recta. Esto corrobora gráficamente el resultado del 
test de Shapiro-Wilk. Por lo tanto, no se pueden asumir los supuestos de normalidad de 
todas las poblaciones originales de los grupos y se procede a analizar los datos con 
estadística no paramétrica. 
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 Estadístico: Valor del estadístico  ; gl: grados de libertad; Sig: valor p asociado al estadístico 
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Ilustración 5-7: Gráfica Q-Q normal sin tendencia de la SampEn para ECG de 15 
minutos generada por SPSS24. 
 
                                               
 
23
 La línea recta representa la distribución normal y los puntos la distribución de los datos de la 
muestra. 
24
 Muestra la distribución de los datos muestrales por arriba y por debajo de la media 
representada por la línea recta. 
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5.5.2 Resultados del análisis no paramétrico de la SampEn de la 
HRV en ECG de 3, 5 y 15 minutos 
En este estudio se tomaron 3 medidas a cada uno de los integrantes de la muestra, ya 
que se registraron electrocardiogramas de 3, 5 y 15 minutos a cada uno de los 
integrantes de la muestra, y se midió la SampEn de la HRV de cada registro. En la Tabla 
5-12 se muestra el reporte de la prueba de Friedman generado por SPSS, para evaluar si 
hay diferencia significativa en la SampEn de la HRV entre los registros 
electrocardiográficos de 3, 5 y 15 minutos de duración. Las hipótesis asociadas a este 
contraste son: 
 
 Hipótesis nula(    : La SampEn de la HRV tiene la misma distribución de 
probabilidad o distribuciones con la misma mediana en los ECG de 3, 5 y 15 
minutos. 
 
 Hipótesis alternativa(    : La SampEn de la HRV no tiene la misma distribución 
de probabilidad o distribuciones con la misma mediana en los ECG de 3, 5 y 15 
minutos. 
 
Tabla 5-12: Reporte de los estadísticos de la prueba de Friedman para contrastar 
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 N: tamaño de la muestra; Chi cuadrado: valor del estadístico F de Friedman con distribución Chi 
cuadrado; gl: grados de libertad (k-1); Sig asintótica: valor p asociado al estadístico de prueba 
para un contraste bilateral 
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Se puede observar que             , por lo que no se rechaza la hipótesis nula de 
igualdad en las distribuciones de la SampEn de los ECG de 3, 5 y 15 minutos, y se puede 
concluir que la SampEn de la HRV no presenta diferencias significativas entre los ECG 
de 3, 5 y 15 minutos. En la Ilustración 5-8 se muestran los rangos de la SampEn de la 
HRV para cada categoría o ECG de 3, 5 y 15 minutos. 
 
Ilustración 5-8: Reporte de los rangos de la SampEn para cada uno de los k 
tratamientos generado por SPSS en el contraste de Friedman. 
 
 
Para corroborar los resultados reportados en el test de Friedman, se empleó el 
coeficiente de concordancia   de Kendall, para contrastar la hipótesis de concordancia 
nula entre los   rangos comparados. A continuación, en la Tabla 5-13, se muestra el 
reporte de la prueba  de Kendall generado por SPSS para los datos de la SampEn. 
 
Tabla 5-13: Reporte de los estadísticos de la prueba   de Kendall para contrastar 




76 Título de la tesis o trabajo de investigación 
 
Se observa un coeficiente     que indica ausencia de concordancia perfecta y un 
            , por lo que no se rechaza la hipótesis de concordancia nula entre los   
rangos comparados y se concluye que las sumas de los rangos de cada sujeto son 
independientes entre si. Esto es equivalente a no rechazar la hipótesis nula del test de 
Friedman y concluir que no hay diferencia significativa en la SampEn de la HRV de los 
ECG de 3, 5 y 15 minutos 
 
Teniendo presente que en las pruebas de Friedman y de Kendall, no se rechazó la 
hipótesis nula de ninguna diferencia, no se realizaron comparaciones múltiples, dos a 





6. Consideraciones éticas 
Esta investigación se desarrolló teniendo en cuenta los principios de la declaración de 
Helsinki y la normatividad Colombiana para investigación en seres humanos, en los que 
prevalece el respeto a la dignidad de cada individuo y la protección de sus derechos y su 
bienestar(127–129). Es un estudio de tipo observacional analítico, que no implicó 
ninguna intervención terapéutica y se desarrolló a partir de datos obtenidos de 
procedimientos diagnósticos comunes como entrevista, examen físico, medidas no 
invasivas de la presión arterial, el peso y la talla, y registros electrocardiográficos de 
superficie. Por lo tanto, según la resolución No 008430 de 1993 del ministerio de salud, 
en la cual se establecen las normas científicas, técnicas y administrativas para la 
investigación en salud en la República de Colombia, el tipo de riesgo de la investigación, 
o probabilidad de sufrir algún daño como consecuencia de participar en la misma, se 
clasificó como riesgo mínimo(129). 
 
Para garantizar el bienestar de los participantes, la entrevista, el examen físico y el ECG 
estuvieron a cargo de un médico y se realizaron en el Centro de Investigación y 
Desarrollo Tecnológico en Simulación avanzada (CIDTSA), localizado en las 
instalaciones de la Facultad de Salud de la Universidad de Pamplona, sede Cúcuta, que 
cuenta con los recursos adecuados. Durante la recolección de los datos y la toma de los 
ECG no se presento ningún evento adverso, ni se causó ningún daño en la integridad 
física de los voluntarios. 
 
De acuerdo a los principios básicos de respeto, autonomía y autodeterminación 
enunciados en la declaración de Helsinki para la investigación en seres humanos(127), 
cada paciente autorizó su participación en el estudio por medio de la firma del 
consentimiento informado (ver anexo A), previa información sobre los procedimientos, 
riesgos y beneficios. Asimismo, al momento de firmar el consentimiento informado los 
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voluntarios debían contar con las capacidades de entendimiento y razonamiento para 
hacerlo(129). 
 
En el consentimiento informado se incluyó de manera explícita y clara la siguiente 
información, que fue explica a cada participante(129): 
 
 Objetivos y justificación de la investigación 
 Procedimientos, riesgos y beneficios del estudio 
 Garantía de obtener respuesta a cualquier pregunta 
 Libertad de poder retirar el consentimiento y dejar de participar en el estudio en 
cualquier momento 
 
Para proteger la identidad de los voluntarios y garantizar la privacidad, los datos 
recolectados se manejaron con confidencialidad y fueron utilizados solamente para 







Esta investigación tuvo como propósito explorar diferencias en los valores de la ApEn y 
de la SampEn de la HRV entre electrocardiogramas cortos y largos. Esta clasificación de 
los ECG fue propuesta por la Sociedad Europea de Cardiología y la Sociedad 
Norteamericana de Estimulación Cardíaca y Electrofisiología en función de la duración 
del registro, cortos ≤ 5minutos y largos > 5minutos, para estandarizar la medida de los 
índices de la HRV, según las propiedades matemáticas de estos(1). Así, para los índices 
en el dominio del tiempo se requieren registros largos, idealmente de 24 horas, mientras 
que para el dominio de la frecuencia registros cortos. Algunos índices en el dominio de la 
frecuencia, como High Frequency (HF) y Low Frequency (LF), pueden ser calculados a 
partir de registros de uno y dos minutos de duración respectivamente; sin embargo, otros 
como Very Low Frequency (VLF), son dudosos en registros menores a 5 minutos. Por lo 
tanto, en los estudios clínicos y fisiológicos de la HRV se deben incluir estos dos tipos de 
registro, siempre que sea posible(1).  
 
En la práctica, cada estudio define la duración del ECG a conveniencia, basándose en 
los criterios mencionados anteriormente y en la naturaleza de cada investigación(48,49). 
De este modo, en la literatura se observa diversidad en la duración del registro 
electrocardiográfico para medir la HRV. Se encuentran registros cortos de 2 a 5 minutos 
y registros largos desde 10 minutos hasta 24 horas(50,51). Los trabajos que incluyen la 
ApEn y la SampEn también se enmarcan en estas características(43–46). Estos 
algoritmos de entropía cuantifican la regularidad de una serie temporal de datos y son 
muy empleados en estudios clínicos cardiovasculares ya que pueden ser computados 
con relativamente pocos datos. Pincus y Goldberg proponen un mínimo de 50 datos(3), 
mientras que otros investigadores como Yentes et al recomiendan más de 200(47).  
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Un estudio comparativo del desempeño de la ApEn y la SampEn desarrollado por 
Richman y Moorman(35) a partir de números aleatorios con distribución de probabilidad 
conocida, mostró que la SampEn es más cercana a los valores teóricos que la ApEn para 
series cortas. Así, para series de 100 o más datos la SampEn es muy cercana a los 
valores esperados, mientras que la ApEn difiere en series menores a 1000 datos. No 
obstante, la SampEn se aleja de las predicciones en series muy cortas, alcanzando una 
desviación mayor al 30% en series de 15 datos. 
 
Por lo anterior, y considerando una frecuencia cardíaca normal entre 60 y 100 lpm, se 
esperaría encontrar consistencia en la SampEn de la HRV a partir de ECG de 2 minutos, 
es decir, no presentaría diferencias significativas entre registros electrocardiográficos 
cortos, de 2 a 5 minutos, y registros largos, mayores a 5 minutos, de un mismo individuo. 
Por otro lado, la ApEn si presentaría diferencias y serían necesarios registros mayores a 
16 minutos para encontrar consistencia.  
 
Los resultados de este estudio muestran que la duración del registro electrocardiográfico 
influye sobre los valores de la entropía aproximada de la variabilidad de la frecuencia 
cardíaca, en hombres jóvenes de la ciudad de Cúcuta. El contraste de hipótesis para 
evaluar diferencias de muestras pareadas indica que la ApEn de la HRV presenta 
diferencias significativas entre cada uno de los ECG de 3, 5 y 15 minutos, ver Tablas 5-5 
y 5-8. Además, como se observa en la Ilustración 5-4 y en la Tabla 5-7, las diferencias 
entre los valores de cada registro sugieren que la ApEn presenta valores menores a los 
esperados en registros cortos. En cambio, en la Tabla 5-12 se muestra que la SampEn 
de la HRV no presenta diferencias significativas entre los ECG de 3, 5 y 15 minutos.  
 
Estos resultados concuerdan con las consideraciones que se derivan del trabajo 
reportado por Richman y Moorman; ya que para los ECG de 3, 5 y 15 minutos, 
considerando el límite inferior de la frecuencia cardíaca normal, se corresponden series 
de tiempo de intervalos RR de aproximadamente 180, 300 y 900 datos, respectivamente. 
Estos valores se encuentran por encima del valor mínimo propuesto para la SampEn de 
100 datos y por debajo del valor propuesto para la ApEn, de mínimo 1000 datos. 
 
El proceso de medición puede alterar por si mismo la variabilidad, por lo que la 
estandarización de la técnica de medición es indispensable en los procesos de análisis y 
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comparación(3). Así, los resultados de este estudio muestran que para estimar la ApEn 
de la HRV se requieren electrocardiogramas largos, de más de 15 minutos de duración. 
Sin embargo, como se presentaron diferencias entre cada uno de los ECG comparados, 
es necesario realizar estudios que incluyan registros de más de 15 minutos para definir 
una duración mínima. Asimismo, para medir la SampEn de la HRV, se sugieren registros 
electrocardiográficos con un duración ≥ 3minutos. 
 
Para disminuir el efecto de los factores de confusión al momento de comparar los grupos, 
la población de estudio se centró en hombre jóvenes entre los 18 y 25 años, sin 
determinados antecedentes, residentes en la ciudad de Cúcuta. Por lo que la 
generalización que permiten los modelos estadísticos se limita a este grupo. De este 
modo, considerando la relevancia clínica de la HRV y las ventajas de la SampEn y la 
ApEn, que permiten evaluar la regularidad de señales fisiológicas con relativamente 
pocos datos, se sugieren estudios similares que incluyan otros grupos de edad, así como 
mujeres y pacientes en un contexto clínico. Asimismo, se propone incluir otros factores 
que influyen en la HRV, como los niveles de estrés, horas de sueño, nivel de actividad 








 La ApEn de la HRV presenta diferencias estadísticamente significativas entre 
electrocardiogramas cortos de 3 y 5 minutos de duración. 
 La ApEn de la HRV presenta diferencias estadísticamente significativas entre 
electrocardiogramas cortos de 3 minutos y electrocardiogramas largos de 15 
minutos de duración. 
 La ApEn de la HRV presenta diferencias estadísticamente significativas entre 
electrocardiogramas cortos de 5 minutos y electrocardiogramas largos de 15 
minutos de duración. 
 La magnitud de la ApEn de la HRV se incrementa cuanto aumenta la duración del 
registro electrocardiográfico. 
 La SampEn de la HRV no presenta diferencias estadísticamente significativas 






9. Impacto y productos esperados 
Con el presente trabajo de investigación se busca generar un conocimiento científico que 
aporte al cuerpo teórico de la fisiología. De este modo, se espera contribuir a la 
comprensión del significado fisiológico de la HRV y al ejercicio de estandarización de su 
técnica de medida, indispensable en los procesos de comparación y análisis de 
resultados. Teniendo presente el potencial clínico de la HRV y de la complejidad 
biológica, como herramientas útiles para evaluar el estado de salud de los pacientes, se 
espera que el conocimiento generado pueda beneficiar a la población colombiana en 
general que accede a los servicios de salud. Además, se espera contribuir a la 
consolidación de la línea de investigación en variabilidad de la frecuencia cardíaca, 
perteneciente al departamento de Ciencias Fisiológicas de la facultad de Medicina de la 
Universidad Nacional de Colombia. 
 
En este trabajo esperan los siguientes productos: 
 
 Publicación de un artículo en una revista indexada. 
 
 Promover procesos de diálogo, que faciliten a la fisiología, partiendo de una 
postura disciplinar, asumir un rol en la dinámica actual de la ciencia de punta. 
 
 Incentivar la realización de estudios posteriores en los que se abarquen distintas 
variables que no fueron consideradas en este trabajo y que son relevantes en el 





A. Anexo: Consentimiento 
informado por escrito 
Sede Bogotá D.C 
Departamento de Ciencias Fisiológicas 
Maestría en Fisiología 
 
CONSENTIMIENTO INFORMADO PARA PARTICIPAR EN UN ESTUDIO DE 
INVESTIGACIÓN EN FISIOLOGÍA 
TÍTULO DE LA INVESTIGACIÓN: Diferencias de la Entropía Aproximada y Muestral de 
la variabilidad de la frecuencia cardíaca entre electrocardiogramas de hombres jóvenes 
Investigador principal: Rubén Darío Cárdenas Granados (Candidato MSc Fisiología) 
Lugar del estudio: Centro de Investigación y Desarrollo Tecnológico en Simulación 
Avanzada de la Universidad de Pamplona (CIDTSA), Facultad de Salud, sede Cúcuta. 
Nombre del participante: ------------------------------------------------------------------------- 
Documento de Identificación: ---------------------------------------------------------------- 
A usted se le está invitando a participar en un estudio de investigación en fisiología. Para 
poder decidir si participa o no, debe conocer y comprender la siguiente información. 
Siéntase con absoluta libertad de preguntar sobre cualquier aspecto que le ayude a 
aclarar sus dudas al respecto. 
ANTECEDENTES Y OBJETIVO DEL ESTUDIO. La variabilidad de la frecuencia 
cardíaca hace referencia a las pequeñas variaciones, en tiempo, entre los latidos del 
corazón. La medición de estas variaciones es muy importante, ya que aporta información 
sobre el estado de salud de las personas. Por lo tanto, en el presente estudio se busca 
comparar dos medidas de dichas variaciones, la entropía aproximada y la entropía 
muestral, obtenidas a partir de un registro electrocardiográfico en reposo. 
DESCRIPCIÓN DEL ESTUDIO. En el estudio van a participar voluntarios entre los 18 y 
25 años de edad. En el estudio no pueden participar personas que presenten diabetes 
mellitus, sobrepeso (índice de masa corporal mayor a 25), enfermedad pulmonar, cáncer, 
insuficiencia renal, hipertensión arterial, antecedentes de enfermedades cardíacas, 
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neurológicas y psiquiátricas. Asimismo, no pueden participar personas que hayan 
consumido alcohol o sustancias psicoactivas durante las 24 horas previas al registro 
BENEFICIOS DE SU PARTICIPACIÓN. La variabilidad de la frecuencia cardíaca se 
asocia al funcionamiento del sistema nervioso autónomo y al estado de salud, por tanto, 
aunque este estudio no trae un beneficio directo sobre los participantes, el entendimiento 
de esta variable, puede aportar a futuro información profesionales de la salud que les 
permita evaluar el estado de salud de los pacientes. 
RIESGOS DE SU PARTICIPACIÓN. En este estudio se realizará un examen físico y un 
electrocardiograma de 25 minutos de duración, estas pruebas son consideradas de 
riesgo mínimo y no implica ninguna intervención terapéutica, tampoco causa ningún daño 
en la integridad física. 
PARTICIPACIÓN Y CONFIDENCIALIDAD. La participación es voluntaria y puede 
retirarse en cualquier momento. Se protegerá en todo momento la identidad de los 
voluntarios y la información se manejará con la más estricta garantía de confidencialidad. 
Los datos serán utilizados para redactar una Tesis de Grado y posiblemente para 
publicaciones posteriores, a estos datos tendrán acceso exclusivo los investigadores del 
estudio. Los exámenes planteados en el presente estudio son completamente gratuitos 
para los participantes, su costo será asumido por el investigador. 
Si considera que no hay dudas, ni preguntas  acerca de su participación puede firmar la 
autorización. 
YO (Nombre y apellidos)  
 
 
He comprendido la información que se me ha entregado.  
He podido hacer preguntas sobre el estudio.  
He recibido información suficiente sobre el estudio.  
He hablado con:  
 
 
(Nombre del investigador)  
 
Comprendo que mi participación es voluntaria. 
Comprendo que los exámenes del estudio son gratuitos 
Comprendo que puedo retirarme del estudio: 
1. cuando quiera.  
2. sin tener que dar explicaciones.  
 
Presto libremente mi conformidad para participar en el estudio.  
 
________________________                          _________________________ 






B. Anexo: Formato de recolección 
de datos 
Nombre y Apellidos  
Fecha de nacimiento y Edad  
Documento de identificación  
Residencia  
Teléfono  
Fuma Sí_____     No_____  Cigarrillos al día:____ 
Consumo de alcohol Sí_____     No_____ 
Consumo de sustancias psicoactivas Sí_____     No_____ 
Antecedentes farmacológicos  
Antecedentes médicos 
Arritmias:  Sí____    No____         
Diabetes:   Sí____    No____ 
Infarto de miocardio: Sí____    No____ 
Enfermedad vascular periférica:  Sí_   No__ 
Asma: Sí__ No___      EPOC: Sí_____     No_____ 
Enfermedad tiroidea: Sí_____     No_____ 
Valvulopatías: Sí_____     No_____ 
Angina de pecho: Sí_____     No_____ 
Otros antecedentes médicos  
Frecuencia cardiaca (Latidos/minuto)  
Presión arterial sistólica (mm de Hg)  
Presión arterial  diastólica (mm de Hg)  
Peso (Kg)  
Altura (cm)  
ApEn de la HRV ECG de 3 minutos  
ApEn de la HRV ECG de 5 minutos  
ApEn de la HRV ECG de 15 minutos  
SampEn de la HRV ECG de 3 minutos  
SampEn de la HRV ECG de 5 minutos  
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