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A PERTURBATIONAL DUALITY APPROACH IN VECTOR OPTIMIZATION
SORIN-MIHAI GRAD AND ASGAR JAMNESHAN
Abstract. A perturbational vector duality approach for objective functions f : X → L¯0 is developed,
where X is a Banach space and L¯0 is the space of extended real valued functions on a measure space,
which extends the perturbational approach from the scalar case. The corresponding strong duality
statement is proved under a closedness type regularity condition. Optimality conditions and a Moreau-
Rockafellar type formula are provided. The results are specialized for constrained and unconstrained
problems. Examples of integral operators and risk measures are discussed.
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1. Introduction
In the scalar setting, strong duality for convex optimization problems can be achieved under closedness
or interiority type regularity conditions, see e.g. [6, 8, 45]. The closedness type regularity conditions
are viable alternatives to their more restrictive interiority type counterparts, being successfully applied
in subdifferential calculus (see e.g. [19, 6, 33, 8, 21]), DC programming (see e.g. [21, 24]), monotone
operators (see e.g. [9, 10, 6, 38]), equilibrium theory (see e.g. [39]) or variational inequalities (see
e.g. [4, 18]). This paper introduces closedness type regularity conditions for the following class of
vector optimization problems. Let (X,Y, 〈·, ·〉) be a dual pair of Banach spaces satisfying the following
properties:
• |〈x, y〉| ≤ ‖x‖‖y‖ for all x ∈ X and y ∈ Y ,
• norm-closed balls in X and Y are weakly closed respectively1.
Let (Ω,F , µ) be a σ-finite measure space and denote by L¯0 the space of equivalence classes of ex-
tended real valued Borel functions on Ω. Consider on L¯0 the pointwise almost everywhere order. A
perturbational approach for conjugate duality as developed by Rockafellar [43] for scalar optimization
problems is adopted in order to construct a corresponding duality for vector optimization problems of
the following type
inf f(x), f : X → L¯0. (1.1)
To this end a Fenchel-Moreau representation in [23] and conditional analysis techniques (see [17, 22,
26, 37] for an introduction) are employed. The main idea in [23] is to extend X to the space L0(X)
of equivalence classes of strongly measurable functions on Ω with values in X . Then the duality
pairing (X,Y, 〈·, ·〉) is extended to a conditional duality pairing (L0(X), L0(Y ), 〈·, ·〉) which induces a
conditional weak topology on L0(X). The restriction of this topology to X provides a notion of semi-
continuity which allows to extend a function f : X → L¯0 to the larger domain L0(X). In this larger
context tools from conditional functional analysis [26, 37] become applicable which yield a conditional
Fenchel-Moreau representation. This can be interpreted in the original framework, and thus made
fruitful for a perturbational vector duality. We are able to establish a corresponding strong duality
statement under convexity and semi-continuity hypotheses with a closedness type regularity condition
which is accompanied by necessary and sufficient optimality conditions. A subdifferential for functions
f : X → L¯0 is introduced which is used to characterize these optimality conditions. To prove these
results a related Moreau-Rockafellar formula is shown. As a byproduct, a Farkas type statement is
derived.
SMG was partially supported by the DFG-Project GR3367/4-1.
AJ gratefully acknowledges financial support through the DFG-Project KU-2740/2-1.
1 For example, both conditions are satisfied if Y is the norm dual of X.
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Unconstrained optimization problems with composite objective functions appear in the scalar case
for instance in image processing (see e.g. [7, 12, 13]), logistics (see e.g. [7]) and machine learning (see
e.g. [11, 12, 15]), while constrained optimization problems can be found in mathematical economics (see
e.g. [14, 16]), design (see e.g. [31, 42]) or engineering (see e.g. [42, 44]). As special cases of the general
problem (1.1), unconstrained vector optimization problems with composite objective functions and
constrained vector optimization problems are studied, for which Moreau-Rockafellar formulas, duality
statements and necessary and sufficient optimality conditions are provided.
As for applications, proper convex functions f : Lp(S,S, ν)→ L¯0, where (S,S, ν) is a possibly different
finite measure space, which satisfy a Fatou continuity property admit a vectorial Fenchel-Moreau
representation. This class of functions include nonlinear integral operators and vector-valued and
conditional risk measures for which we sketch potential applications. See also [1, 3] for related examples
of vector optimization problems.
Several concepts and results from scalar convex analysis and functional analysis are extended to a
conditional or L0-module framework in e.g. [17, 22, 26, 37], see also the references therein. A direct
usage of these results for problem (1.1) is not possible since a Banach space is a priori not an L0-module.
The setting considered in [23] and in the present article require extension results established in [23]
to take advantage of results in conditional functional analysis. As the topological dual space of L0 is
trivial in general and the interior of the positive cone in L0 is empty, existing scalarization methods (see
e.g. [34]) cannot be employed. The same applies to set-valued methods or vector-space techniques, see
[23] for a discussion. The existing results on vector and set-valued optimization (see [5, 8, 33, 35, 40]
for an overview) cannot be applied neither because of the different frameworks and solution concepts.
While in the literature on vector optimization the dual problems are constructed with respect to various
efficiency concepts [8], this paper works with pointwise almost everywhere optimality which generates
a different duality framework that is a more direct extension of the classical scalar conjugate duality
than the existing vector duality approaches. This is also stressed by the fact that the objective function
of the dual problem proposed here contains the conjugate of the primal objective function while in the
existing vector conjugate duality it usually consists of additionally introduced vectors that have to
fulfill certain constraints [8]. A similar duality approach can be constructed by means of set-valued
functions (see e.g. [8]) but these are always accompanied by additional complications that can be
avoided in the present approach. Moreover, the considered vector functions can take infinite values at
some components and finite otherwise, while in classical vector optimization this is not accepted.
The remainder of this paper is organized as follows. The setting and all relevant notions and results
are collected in Section 2. The perturbational approach to problem (1.1) is introduced in Section 3,
where the main strong duality statement is proved. Examples and specifications of the general result
are discussed in Section 4.
2. Preliminaries
Throughout, fix a dual pair of Banach spaces (X,Y, 〈·, ·〉) such that
• |〈x, y〉| ≤ ‖x‖‖y‖ for all x ∈ X and for all y ∈ Y ,
• and the norm-closed unit balls in X and Y are weakly closed2 respectively.
An example of such a dual pair is a Banach space paired with its norm dual, see [23, Section 2] for
more examples. Fix also a second dual pair of Banach spaces (W,Z, 〈·, ·〉) with the same properties.
Let PrW (A) denote the projection to W of a set A ⊆ X ×W . By idX we denote the identity operator
on X .
Unless specified otherwise, let (Ω,F , µ) be a σ-finite measure space. We will identify two measurable
sets if their symmetric difference is a null set. This leads to the associated measure algebra which is a
complete Boolean algebra, see [32, Chapter 31] for more details. Always identify two functions on Ω if
they agree almost everywhere (a.e.). Let L¯0, L0, L0+ and L
0
++ denote the spaces of measurable functions
on Ω with values in [−∞,+∞], (−∞,+∞), [0,∞) and (0,∞), respectively. We always consider on L¯0
the order s ≤ t if s(ω) ≤ t(ω) a.e. An important property of this order is that it is complete on L¯0 and
Dedekind complete if restricted to L0, see e.g. [28]. The essential supremum and the essential infimum
are denoted by sup and inf respectively. In particular, any arbitrary family of measurable sets (Ai) in
2Which refers to the initial topologies on X and Y induced by all functionals 〈·, y〉, y ∈ Y , and all functionals 〈x, ·〉,
x ∈ X, respectively.
3F admits a supremum and an infimum in F with respect to a.e. inclusion. Following common practice
in convex analysis, we stipulate +∞+ (−∞) = +∞, 0 · (+∞) = +∞ and 0 · (−∞) = 0 (which in L¯0
are understood pointwise a.e.).
For a function f : X → L¯0, proper and convex are defined by
• f(x) > −∞ for all x ∈ X and f(x0) < +∞ for some point x0 ∈ X ,
• and f(rx1 + (1− r)x2) ≤ rf(x1) + (1− r)f(x2) for all x1, x2 ∈ X and r ∈ [0, 1], respectively.
For a proper function f : X → L¯0, let dom(f) := {x ∈ X : f(x) ∈ L0} define its domain and epi(f) :=
{(x, t) ∈ X × L0 : f(x) ≤ t} its epigraph. The following properties can be directly verified from the
definitions.
• f : X → L¯0 is convex if and only if epi(f) is convex.
• Let Φ: X ×W → L¯0 be a proper convex function, then infw∈W Φ(·, w) : X → L¯0 is convex.
Example 2.1. As a consequence of the previous properties, one can show that the infimal convolution
fg : X → L¯0 of two proper convex functions f, g : X → L¯0 defined by
fg(x) = inf
p∈X
{f(p) + g(x− p)}
is convex as well. Analogously, the conditional infimal convolution FG : L0(X) → L¯0 of two proper
L0-convex (see definitions below) functions F,G : L0(X)→ L¯0 is defined by
FG(x) = inf
p∈L0(X)
{F (p) +G(x − p)}
which is L0-convex.
Our analysis of minimizing a function f : X → L¯0 relies on extensions. To this end, we consider
different spaces of functions on Ω with values in X . Let L0s(X) denote the space of step functions
x : Ω → X , i.e. functions whose range is essentially countable. Each such function can be represented
by
∑
n xn1An where (xn) is a sequence in X and (An) is a measurable partition of Ω, where by 1A
we denote the standard characteristic function of a set A ⊆ Ω defined by 1A(ω) = 1 if ω ∈ A and
1A(ω) = 0 otherwise. We identify X with a subset of L
0
s(X) by the embedding x 7→ x1Ω. The norm
of X can be extended to L0s(X) with values in L
0
+ via ‖
∑
n xn1An‖ :=
∑
n ‖xn‖1An . Then a function
f : X → L¯0 extends to Fs : L0s(X)→ L¯
0 by defining Fs(
∑
n xn1An) :=
∑
n f(xn)1An .
Now let L0(X) denote the space of strongly measurable functions x : Ω → X . Then the norm of X
extends to L0(X) with values in L0+ by ‖x‖ := limn→∞ ‖xn‖ where (xn) is a sequence in L
0
s(X) such
that xn → x a.e. Notice that for each x ∈ L
0(X) and every t ∈ L0++ there exists x˜ ∈ L
0
s(X) such that
‖x − x˜‖ < t. In order to extend a function Fs : L0s(X) → L¯
0 to the larger domain L0(X) (and thus
a function f : X → L¯0) a semi-continuity condition is required which is introduced next. A function
F : L0(X)→ L¯0 is said to be
• local (or stable) if F (1Ax) = 1AF (1Ax) for all A ∈ F and x ∈ L0(X), or equivalently
F (
∑
n xn1An) =
∑
n F (xn)1An for all measurable partitions (An) of Ω and every sequence
(xn) of L
0(X),
• L0-linear if F (rx1 + x2) = rF (x1) + F (x2) for all x1, x2 ∈ L0(X) and r ∈ L0,
• L0-convex if F (rx1 + (1 − r)x2) ≤ rF (x1) + (1 − r)F (x2) for all x1, x2 ∈ L0(X) and r ∈ L0
such that 0 ≤ r ≤ 1,
• proper if F (x) > −∞ for all x ∈ L0(X) and F (x0) < +∞ for some x0 ∈ L
0(X).
For a stable and proper function F : L0(X) → L¯0, let dom(F ) := {x ∈ L0(X) : F (x) ∈ L0} and
epi(F ) := {(x, t) ∈ L0(X)× L0 : F (x) ≤ t} be its domain and epigraph respectively.
A set H ⊆ L0(X)× L0 is said to be
• stable if H 6= ∅ and
∑
n(xn, tn)1An ∈ H for all sequences (xn, tn) in H and every measurable
partition (An) of Ω;
• L0-convex if r(x1, t1) + (1 − r)(x2, t2) ∈ H for all (x1, t1), (x2, t2) ∈ H and λ ∈ L0 with
0 ≤ r ≤ 1.
For example dom(F ) and epi(F ) are stable sets for a proper and stable function F : L0(X)→ L¯0. We
show next how to construct from a stable set H in L0(X) × L0 a function FH : L0(X) → L¯0. For
(x, t) ∈ L0(X)× L0, let
A(x, t) := sup{A ∈ F : (x, t)1A ∈ H1A}.
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We show that A(x, t) is attained. By the properties of the essential supremum, we find a countable
sequence (An) with (x, t)1An ∈ H1An for each n and A(x, t) = ∪nAn. Let Bn = An ∩ (∪m<nAm)
for each n. Then (x, t)1Bn ∈ H1Bn for every n, and A(x, t) = ∪nBn. As H is stable, we have
(x, t)1A(x,t) ∈ H1A(x,t).
We define the stable lower bound function FH : L
0(X)→ L¯0 by
FH(x) := inf{t ∈ L
0 : (x, t)1A(x,t) ∈ H1A(x,t)}1∪(x,t)∈L0(X)×L0A(x,t) + (+∞)1(∪(x,t)∈L0(X)×L0A(x,t))c ,
where superscript c denotes complementation. The following properties can be verified from the con-
structions.
• A proper function F : L0(X)→ L¯0 is stable if and only if epi(F ) is a stable set in L0(X)×L0.
• A proper function F : L0(X)→ L¯0 is L0-convex if and only if epi(F ) is L0-convex.
• If F : L0(X) × L0(W ) → L¯0 is a proper L0-convex function, then x 7→ infw∈L0(W ) F (x,w) is
L0-convex.
• If H is a stable and L0-convex set in L0(X)×L0, then FH is a stable and L
0-convex function.
• Let F : L0(X) → L¯0 be a stable proper function and H ⊆ L0(X) × L0 be a stable set. Then
F = Fepi(F ) and epi(FH) = H .
Our notion of semi-continuity stems from so-called conditional topologies. We refer the interested
reader to [22, 37] for an introduction to conditional topologies. The conditional Euclidean topology on
L0, denoted by τ , is given by the following base:
{{a ∈ L0 : |a− b| < t} : t ∈ L0++, b ∈ L
0}.
The duality pairing on X×Y extends to L0(X)×L0(Y ) with values in L0 by 〈x, y〉 := limn→∞〈xn, yn〉,
where (xn) is a sequence in L
0
s(X) such that xn → x a.e. and (yn) is a sequence in L
0
s(Y ) such that
yn → y a.e., and the extension of the duality pairing to L0s(X)× L
0
s(Y ) is defined in the natural way.
One has |〈x, y〉| ≤ ‖x‖‖y‖ for all x ∈ L0(X), y ∈ L0(Y ). By [23, Lemma 3.1], we also have that
〈x, y〉 = 0 for all x ∈ L0(X) implies y = 0, and similarly, 〈x, y〉 = 0 for all y ∈ L0(X) implies x = 0.
Thus (L0(X), L0(Y ), 〈·, ·〉) defines a conditional dual pair of conditional Banach spaces, see [22, 37].
Let t ∈ L0++ and y1, y2, . . . , ym ∈ L
0(Y ). A basic conditional weak neighborhood of 0 ∈ L0(X) is
defined by
V ty1,y2,...,ym := ∩
m
k=1{x ∈ L
0(X) : |〈x, yk〉| < t}.
Let (An) be a measurable partition of Ω, (yk)
mn
k=1 be a finite sequence in L
0(Y ) for each n, and (tn) be
a sequence in L0++. A concatenation of basic neighborhoods is defined by
{
∑
n
xn1An : xn ∈ V
tn
y1,y2,...,ymn
}.
The collection of all such concatenations forms a local base of a topology on L0(X) which will be
denoted by σ(L0(X), L0(Y )). Then (L0(X), σ(L0(X), L0(Y ))) will be a topological L0-module (where
L0 is endowed with the topology τ), see [37] for a reference. The conditional weak topology on L0s(X)
is defined by relativizing the topology σ(L0(X), L0(Y )) to L0s(X) ⊆ L
0(X). One way to formalize
convergence in a topological space is through nets. By construction, if we restrict attention to nets
which respect concatenations, then we do not violate their limiting behavior. More precisely, if (xα)
is a net in L0(X), then we suppose that each α is a measurable function on Ω such that if (An) is a
measurable partition of Ω and (αn) is a sequence of indices such that α = αn on An for all n for some
index α, then xαn = xα on An for all n. Such nets exist, see [23] and the references therein for details,
and they are called stable nets. We are now able to define our notion of semi-continuity.
• A stable function F : L0(X) → L¯0 is said to be σ(L0(X), L0(Y ))-lower semi-continuous if
F (x) ≤ lim infα F (xα) for every stable net (xα) such that xα → x in the topology σ(L0(X), L0(Y )).
• A function f : X → L¯0 is said to be s-lower semi-continuous if its extension Fs : L0s(X) → L¯
0
is σ(L0(X), L0(Y ))-lower semi-continuous with respect to the relative topology.
By inspection, F is stable, proper and σ(L0(X), L0(Y ))-lower semi-continuous if and only if epi(F ) is
stable and closed. The σ(L0(X), L0(Y ))-closure cl(F ) of F is defined by Fcl(epi(F )) where cl(epi(F ))
denotes the closure of epi(F ) in the topology σ(L0(X), L0(Y )). We have epi(cl(F )) = cl(epi(F )). It
can also be verified that if F is stable, proper and L0-convex, then so is cl(F ).
5Remark 2.2. Given F : L0(X) → L¯0, the closure cl(F ) is the largest σ(L0(X), L0(Y ))-lower semi-
continuous function bounded from above by F . Indeed, since epi(cl(F )) = cl(epi(F )) it follows that
cl(F ) is σ(L0(X), L0(Y ))-lower semi-continuous and it is always less than or equal to F since epi(F ) ⊆
epi(cl(F )). Taking an arbitrary σ(L0(X), L0(Y ))-lower semi-continuous function G : L0(X) → L¯0
with G ≤ F , one gets epi(F ) ⊆ epi(G), followed by epi(cl(F )) = cl(epi(F )) ⊆ cl(epi(G)) = epi(G).
Consequently, G ≤ cl(F ).
We can state the second extension result which was established in [23].
Theorem 2.3. Let f : X → L¯0 be s-lower semi-continuous. Then there exists a stable σ(L0(X), L0(Y ))-
lower semi-continuous function F : L0(X) → L¯0 such that F |X = f . Moreover, if f is proper convex,
then F is proper L0-convex.
We have the following conditional version of the Fenchel-Moreau theorem stated in [26]. The interested
reader is referred to [37] and its references for a background and overview on results in conditional
functional analysis.
Theorem 2.4. Let F : L0(X)→ L¯0 be a proper L0-convex and σ(L0(X), L0(Y ))-lower semi-continuous
function. Then
F (x) = sup
y∈L0(Y )
{〈x, y〉 − F ∗(y)},
where the conditional conjugate F ∗ : L0(Y )→ L¯0 is defined by
F ∗(y) = sup
x∈L0(X)
{〈x, y〉 − F (x)}.
In [23], the conditional version of the Fenchel-Moreau theorem was used to establish a Fenchel-Moreau
result for functions f : X → L¯0 as follows.
Theorem 2.5. Let f : X → L¯0 be proper convex and s-lower semi-continuous. Then
f(x) = sup
y∈L0(Y )
{〈x, y〉 − f∗(y)},
where the conjugate f∗ : L0(Y )→ L¯0 is defined by
f∗(y) = sup
x∈X
{〈x, y〉 − f(x)}.
Remark 2.6. For any functions F : L0(X) → L¯0 and f : X → L¯0, the conditional conjugate F ∗ and
the conjugate f∗ (as defined above) are stable, L0-convex and σ(L0(X), L0(Y ))-lower semi-continuous.
Moreover, the following Young-Fenchel type inequalities hold in this framework:
F ∗(y) + F (x) ≥ 〈x, y〉 ∀x ∈ L0(X)∀y ∈ L0(Y ),
f∗(y) + f(x) ≥ 〈x, y〉 ∀x ∈ X ∀y ∈ L0(Y ).
Example 2.7. Given the proper convex functions f, g : X → L¯0, one has
(fg)∗(y) = sup
x∈X
{〈x, y〉− inf
p∈X
{f(p)+g(x−p)}} = sup
p∈X
{〈p, y〉−f(p)}+sup
u∈X
{〈u, y〉−g(u)} = f∗(y)+g∗(y)
for all y ∈ L0(Y ). Similarly, for proper L0-convex functions F,G : L0(X) → L¯0 it holds (FG)∗ =
F ∗ +G∗.
Lemma 2.8. Let F : L0(X)→ L¯0 be a stable function. Then we have F ∗ = cl(F )∗.
Proof. By definition, it follows from cl(F ) ≤ F that F ∗ ≤ cl(F )∗. In order to prove the opposite
inequality, fix y ∈ L0(Y ) and let
A = {F ∗(y) = +∞}, B = {F ∗(y) = −∞}, C = {−∞ < F ∗(y) < +∞},
and observe that (A,B,C) is a partition of Ω. Since F ∗ ≤ cl(F )∗ we have A = {cl(F )∗(y) = +∞},
and thus F ∗ = cl(F )∗ on A. By the Young-Fenchel type inequality (see Remark 2.6), it holds that
B = {F (x) = +∞} for all x ∈ L0(X). Therefore by the local property, we have that cl(F )(x) = +∞
on B which implies that cl(F )∗(y) = −∞ on B as well. It remains to show that cl(F )∗ ≤ F ∗ holds
on C. By the conditional Young-Fenchel inequality, it holds that 〈x, y〉 − F ∗(y) ≤ F (x) on C for all
x ∈ L0(X). Since the function x 7→ 〈x, y〉 − F ∗(y) is a stable σ(L0(X), L0(Y ))-lower semi-continuous
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minorant of F on C, it is less than or equal to cl(F ) on C. Consequently, 〈x, y〉 − cl(F )(x) ≤ F ∗(y)
on C for all x ∈ L0(X). Taking the supremum over x ∈ L0(X), one obtains cl(F )∗(y) ≤ F ∗(y) on C
which completes this proof. 
We define a subdifferential notion for functions f : X → L¯0.
Definition 2.9. Let f : X → L¯0 be a function. A dual element y ∈ L0(Y ) is said to be a subgradient
of f at x ∈ X whenever f(x) ∈ L0 and f(p)− f(x) ≥ 〈p− x, y〉 for all p ∈ X . The set of subgradients
of f at x is denoted by ∂f(x) and is said to be the subdifferential of f at x. In the case that f(x) is
not finite, we take by convention ∂f(x) = ∅.
Remark 2.10. From Definition 2.9 one can derive that, given y ∈ L0(Y ) and x ∈ X such that
f(x) ∈ L0, one has y ∈ ∂f(x) if and only if 〈x, y〉 − f(x) ≥ 〈p, y〉 − f(p) for all p ∈ X , that is further
equivalent to 〈x, y〉 − f(x) ≥ supp∈X{〈p, y〉 − f(p)} = f
∗(y), i.e. f∗(y) + f(x) ≤ 〈x, y〉. Taking into
consideration the Young-Fenchel type inequality given in Remark 2.6, one concludes that y ∈ ∂f(x) if
and only if f∗(y) + f(x) = 〈x, y〉.
By X∗, we denote the topological dual space of X . Let A : X →W be a bounded operator with adjoint
A∗ : W ∗ → X∗. As A∗ and A are uniformly continuous, by [36, Proposition 2.8], there are unique
extensions A : L0(X) → L0(W ) and A∗ : L0(W ∗) → L0(X∗) such that 〈A∗(w∗), x〉 = 〈Ax,w∗〉 for all
x ∈ L0(X) and w∗ ∈ L0(W ∗). In particular, 〈A∗(w∗), x〉 = 〈Ax,w∗〉 for all x ∈ X and w∗ ∈ L0(W ∗).
A subset U ⊆ X is said to be s-closed if L0s(U) is closed w.r.t. the relative σ(L
0(X), L0(Y ))-topology.
The (convex) indicator function δU : X → L¯0 of a set U ⊆ X is defined by
δU (x) =
{
0, x ∈ U,
∞1Ω, x 6∈ U.
It can be checked that U is non-empty, convex and s-closed if and only if δU is proper convex and
s-lower semi-continuous. A set C ⊆ W is a convex cone if rC ⊆ C for all r ≥ 0 and C + C ⊆ C.
A convex cone induces a partial ordering “≦C” on W by w1 ≦C w2 whenever w2 − w1 ∈ C. By
C∗ := {z ∈ Z : 〈w, z〉 ≥ 0 ∀w ∈ C}, we denote the dual cone of C. Given a convex cone C ⊆ W , a
function h : X → W is said to be C-convex if rh(x1) + (1 − r)h(x2) − h(rx1 + (1 − r)x2) ∈ C holds
for all x1, x2 ∈ X and all r ∈ (0, 1), and C-epi-closed whenever its C-epigraph {(x,w) ∈ X ×W :
h(x)− w ∈ −C} is s-closed.
3. Main results
In this section, we develop a duality approach for vector optimization problems consisting in mini-
mizing vector-valued functions defined on Banach spaces and taking values in L¯0 which is inspired
by the perturbational approach for conjugate duality established for scalar optimization problems by
Rockafellar [43]. The first result provides a Moreau-Rockafellar type statement, see [6] for the scalar
counterpart.
Lemma 3.1. Let Φ: X ×W → L¯0 be a proper convex and s-lower semi-continuous function such that
0 ∈ PrW (dom(Φ)). For all y ∈ L0(Y ), it holds that
(Φ(·, 0))∗(y) = sup
x∈X
{〈x, y〉 − Φ(x, 0)} = cl( inf
z∈L0(Z)
Φ∗(·, z))(y). (3.1)
Proof. The key to the proof is the identity
( inf
z∈L0(Z)
Φ∗(·, z))∗(x) = Φ(x, 0), x ∈ X, (3.2)
which is implied by Theorem 2.5 as follows
( inf
z∈L0(Z)
Φ∗(·, z))∗(x) = sup
y∈L0(Y )
{〈x, y〉 − inf
z∈L0(Z)
Φ∗(y, z)}
= sup
y∈L0(Y ), z∈L0(Z)
{〈x, y〉 − Φ∗(y, z)}
= sup
y∈L0(Y ), z∈L0(Z)
{〈x, y〉+ 〈0, z〉 − Φ∗(y, z)}
= Φ(x, 0).
7The first equality in (3.1) is the definition of the conjugate. By (3.2), Lemma 2.8 and Theorem 2.4, we
would have
(Φ(·, 0))∗ =
(
( inf
z∈L0(Z)
Φ∗(·, z))∗
)∗
= cl( inf
z∈L0(Z)
Φ∗(·, z)),
if cl(infz∈L0(Z) Φ
∗(·, z)) was proper. Suppose that this is false. Then we have either
µ({cl( inf
z∈L0(Z)
Φ∗(·, z))(y) = +∞}) > 0 (3.3)
for all y ∈ L0(Y ), or
µ({cl( inf
z∈L0(Z)
Φ∗(·, z))(y) = −∞}) > 0 (3.4)
for some y ∈ L0(Y ). Let us deal with (3.3) first. We prove that (3.3) implies the stronger statement
µ(∩y∈L0(Y ){cl( inf
z∈L0(Z)
Φ∗(·, z))(y) = +∞}) > 0. (3.5)
To see this, suppose for the sake of a contradiction that (3.5) is false, i.e. assume3
∩y∈L0(Y ){cl( inf
z∈L0(Z)
Φ∗(·, z))(y) = +∞} = ∅.
By de Morgan’s laws (in a complete Boolean algebra, see [32] for a reference), we have thus
∪y∈L0(Y ){cl( inf
z∈L0(Z)
Φ∗(·, z))(y) < +∞} = Ω.
By [32, Chapter 30, Lemma 1], there exists a countable family (yn) in L
0(Y ) such that
∪n{cl( inf
z∈L0(Z)
Φ∗(·, z))(yn) < +∞} = Ω.
Put An = {cl(infz∈L0(Z) Φ
∗(·, z))(yn) < +∞} \ (∪m<n{cl(infz∈L0(Z) Φ
∗(·, z))(ym) < +∞}) for each n.
Then (An) forms a partition of Ω. By the gluing property of the conditional envelope function,
{cl( inf
z∈L0(Z)
Φ∗(·, z))(
∑
n
yn|An) < +∞} = {
∑
n
cl( inf
z∈L0(Z)
Φ∗(·, z))(yn)|An < +∞} = Ω.
But this contradicts (3.3) for y =
∑
n yn|An ∈ L
0(Y ). Hence we may continue by assuming (3.5). This
implies that cl(infz∈L0(Z) Φ
∗(·, z))∗(x) = −∞ on a set of positive measure for all x ∈ L0(X). This,
however, contradicts the properness of Φ, since Lemma 2.8 and (3.2) imply
cl( inf
z∈L0(Z)
Φ∗(·, z))∗ = ( inf
z∈L0(Z)
Φ∗(·, z))∗ = Φ(·, 0).
Similarly, the second case (3.4) implies that Φ(x, 0) = +∞ on a set of positive measure for all x ∈ X
which contradicts the feasibility assumption 0 ∈ PrW (dom(Φ)). This completes the proof. 
The following proposition will prepare for the strong duality statement.
Proposition 3.2. Let Φ: X ×W → L¯0 be a proper convex and s-lower semi-continuous function such
that 0 ∈ PrW (dom(Φ)). Then it holds that
epi((Φ(·, 0))∗) = clσ×τ (epi( inf
z∈L0(Z)
Φ∗(·, z))) = clσ×τ (PrL0(Y )×L0(epi(Φ
∗))).
Proof. The identity on the l.h.s. is a consequence of Lemma 3.1 and the intertwining relations be-
tween epigraphs and closures. As for the identity on the r.h.s., let (y, t) ∈ PrL0(Y )×L0(epi(Φ
∗)).
Then there is z ∈ L0(Z) such that Φ∗(y, z) ≤ t. Thus infz∈L0(Z) Φ
∗(y, z) ≤ t which implies (y, t) ∈
epi(infz∈L0(Z)(Φ
∗(·, z))). On the other hand, if (y, t) ∈ epi(infz∈L0(Z)(Φ
∗(·, z))), then for all ε ∈ L0++
there is z ∈ L0(Z) such that Φ∗(y, z) ≤ t+ ε. We have
(y, t+ ε) ∈ ∪z∈L0(Z) epiΦ
∗(·, z) = PrL0(Y )×L0(epi(Φ
∗)).
As ε ∈ L0++ was arbitrary, one obtains
(y, t) ∈ clσ×τ (PrL0(Z)×L0(epi(Φ
∗))),
which yields the r.h.s. identity. 
3Note that the possibly uncountable intersection makes sense in the associated measure algebra (see the preliminaries
and the references there for more details), and the equality to the empty set is understood in the a.e. sense.
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Using these two statements one can prove the following result, whose interpretation in terms of duality
will be presented later.
Theorem 3.3. Let Φ: X ×W → L¯0 be a proper convex and s-lower semi-continuous function such
that 0 ∈ PrW (dom(Φ)). Then PrL0(Y )×L0(epi(Φ
∗)) is σ(L0(Y ), L0(X))× τ-closed if and only if
(Φ(·, 0))∗(y) = sup
x∈X
{〈x, y〉 − Φ(x, 0)} = min
z∈L0(Z)
Φ∗(y, z) (3.6)
for all y ∈ L0(Y ).
Proof. Let PrL0(Y )×L0(epi(Φ
∗)) be σ(L0(Y ), L0(X))× τ -closed. By Proposition 3.2, we have
epi((Φ(·, 0))∗) = epi( inf
z∈L0(Z)
Φ∗(·, z)) = PrL0(Y )×L0(epi(Φ
∗)),
which implies via Lemma 3.1
(Φ(·, 0))∗ = sup
x∈X
{〈x, ·〉 − Φ(x, 0)} = inf
z∈L0(Z)
Φ∗(·, z).
In particular, the infimum in the r.h.s. is attained, that is (3.6) holds.
Conversely, (3.6) yields
epi((Φ(·, 0))∗) = PrL0(Y )×L0(epi(Φ
∗)).
Proposition 3.2 then implies that PrL0(Y )×L0(epi(Φ
∗)) is σ(L0(Y ), L0(X))× τ -closed. 
We introduce a perturbational vector duality approach for vector optimization problems for L¯0-valued
functions defined on X . Let f : X → L¯0 be proper convex and s-lower semi-continuous. Consider the
general vector optimization problem, further referred to as the primal problem
(PG) inf
x∈X
f(x).
By v(PG) we denote the optimal objective value of (PG). In order to assign a dual problem to (PG),
consider a proper convex and s-lower semi-continuous perturbation function Φ: X ×W → L¯0 fulfilling
Φ(x, 0) = f(x) for all x ∈ X . We call W the perturbation space and its elements perturbation variables.
The problem (PG) can be then rewritten as
(PG) inf
x∈X
Φ(x, 0).
To (PG) we attach the following conjugate dual problem
(DG) sup
z∈L0(Z)
{−Φ∗(0, z)}.
For this primal-dual pair of vector optimization problems one can derive directly from the construction
the following weak duality statement. Note that for the construction of the dual problem and for
deriving weak duality the function Φ needs not be s-lower semi-continuous.
Proposition 3.4. It holds v(DG) ≤ v(PG), where v(DG) denotes the optimal objective value of the
conjugate dual problem.
However, of major interest is the situation, where the optimal objective values of the primal and its
corresponding dual problem coincide and the dual problem also has optimal solutions, called strong
duality. Then Theorem 3.3 provides the following strong duality statement as a direct consequence.
Theorem 3.5. Let Φ: X ×W → L¯0 be a proper convex and s-lower semi-continuous function such
that 0 ∈ PrW (dom(Φ)) and PrL0(Y )×L0(epi(Φ
∗)) is σ(L0(Y ), L0(X))× τ-closed. Then
inf
x∈X
Φ(x, 0) = max
z∈L0(Z)
{−Φ∗(0, z)}. (3.7)
Remark 3.6. The assertion of Theorem 3.3 can be seen as a stable strong duality statement for the
primal-dual pair (PG)-(DG), i.e. for each y ∈ L0(Y ) there is strong duality for the primal-dual pairs
of vector optimization problems
9(PGy) inf
x∈X
{Φ(x, 0)− 〈x, y〉},
and
(DGy) sup
z∈L0(Z)
{−Φ∗(y, z)},
where (PGy) was obtained by linearly perturbing the objective function of (PG), while (DGy) is its
corresponding conjugate dual problem. Thus (PG) is embedded in the family of optimization problems
{(PGy) : y ∈ L0(Y )}, where it coincides with (PG0) and a similar observation is valid for (DG) as
well. Note also that, by construction, whenever y ∈ L0(Y ) one has v(DGy) ≤ v(PGy), i.e. for each of
these pairs of primal-dual vector optimization problems there is always weak duality.
By means of the strong duality statement one can derive necessary and sufficient optimality conditions
for the primal-dual pair (PG)-(DG).
Corollary 3.7. Let Φ: X×W → L¯0 be a proper convex and s-lower semi-continuous function such that
0 ∈ PrW (dom(Φ)). When x¯ ∈ X is an optimal solution to the problem (PG) and PrL0(Y )×L0(epi(Φ
∗))
is σ(L0(Y ), L0(X)) × τ-closed, then there exists an optimal solution z¯ ∈ L0(Z) of (DG) such that
Φ(x¯, 0) + Φ∗(0, z¯) = 0. Conversely, given x¯ ∈ X and z¯ ∈ L0(Z) such that Φ(x¯, 0) + Φ∗(0, z¯) = 0, then
x¯ is an optimal solution to (PG), z¯ one of (DG) and there is strong duality for the primal-dual pair
(PG)-(DG).
Proof. By Theorem 3.5, the existence of an optimal solution z¯ ∈ L0(Z) to (DG) such that infx∈X Φ(x, 0) =
maxz∈L0(Z){−Φ
∗(0, z)} = −Φ∗(0, z¯) is secured. Since x¯ ∈ X is an optimal solution to the problem
(PG), it follows that Φ(x¯, 0) + Φ∗(0, z¯) = 0.
Conversely, keeping in mind Proposition 3.4, Φ(x¯, 0) + Φ∗(0, z¯) = 0 means actually
Φ(x¯, 0) = min
x∈X
Φ(x, 0) = max
z∈L0(Z)
{−Φ∗(0, z)} = −Φ∗(0, z¯),
which implies the desired conclusion. 
Remark 3.8. By Remark 2.10, the optimality condition Φ(x¯, 0) + Φ∗(0, z¯) = 0 given in Corollary 3.7
can be reformulated by means of the subdifferential as (0, z¯) ∈ ∂Φ(x¯, 0).
Another consequence of the strong duality statement is the following Farkas type statement.
Corollary 3.9. Let Φ: X×W → L¯0 be a proper convex and s-lower semi-continuous function such that
0 ∈ PrW (dom(Φ)) and PrL0(Y )×L0(epi(Φ
∗)) is σ(L0(Y ), L0(X)) × τ-closed. The following statements
are equivalent.
(i) x ∈ X ⇒ Φ(x, 0) ≥ 0.
(ii) ∃z ∈ L0(Z): Φ∗(0, z) ≤ 0.
4. Special cases
In this section the general results are specialized for unconstrained vector optimization problems with
composite objective functions and for constrained vector optimization problems respectively. At the
end of the section examples of nonlinear integral operators and risk measures are discussed.
4.1. Unconstrained problems. Throughout this subsection, consider the duality pairings (X,X∗, 〈·, ·〉)
and (W,W ∗, 〈·, ·〉). Let A : X → W be a bounded operator, and let f : X → L¯0 and g : W → L¯0
be proper convex and s-lower semi-continuous functions fulfilling the feasibility condition dom(f) ∩
A−1(dom(g)) 6= ∅. The unconstrained optimization problem
(PU) inf
x∈X
{f(x) + g(Ax)},
is a special case of (PG) by taking the perturbation function ΦU : X ×W → L¯0, ΦU (x,w) = f(x) +
g(Ax + w), that is proper convex since f and g have the same properties. Moreover, the feasibility
condition 0 ∈ PrW (dom(ΦU )) means that there exists an x ∈ X such that ΦU (x, 0) ∈ L0, i.e. f(x) +
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g(Ax) ∈ L0, that happens if and only if dom(f) ∩ A−1(dom(g)) 6= ∅. The conjugate Φ∗U : L
0(X∗) ×
L0(W ∗)→ L¯0 of ΦU can be computed as
Φ∗U (x
∗, w∗) = sup
x∈X,
w∈W
{〈x, x∗〉+ 〈w,w∗〉 − f(x)− g(Ax+ w)}
= sup
x∈X,
u∈W
{〈x, x∗〉+ 〈u −Ax,w∗〉 − f(x)− g(u)}
= sup
x∈X
{〈x, x∗〉 − 〈x,A∗w∗〉 − f(x)}+ sup
u∈W
{〈u,w∗〉 − g(u)}
= f∗(x∗ −A∗w∗) + g∗(w∗).
Thus the Fenchel dual to (PU) turns out to be
(DU) sup
w∗∈L0(W∗)
{−f∗(−A∗w∗)− g∗(w∗)}.
The weak duality statement for the primal-dual pair (PU)-(DU) follows by construction (or can be
deduced from Theorem 3.4).
Theorem 4.2. It holds v(DU) ≤ v(PU).
The other general results in Section 3 can be specialized for the primal-dual pair (PU)-(DU) as follows.
Theorem 4.3. Let A : X → W be a bounded linear operator, f : X → L¯0 and g : W → L¯0 be proper
convex and s-lower semi-continuous such that dom(f)∩A−1(dom(g)) 6= ∅. For each x∗ ∈ L0(X∗), one
has
(f + g ◦A)∗(x∗) = cl( inf
w∗∈L0(W∗)
{f∗(· −A∗w∗) + g∗(w∗)})(x∗).
This equality can be refined for each x∗ ∈ L0(X∗) to
(f + g ◦A)∗(x∗) = min
w∗∈L0(W∗)
{f∗(x∗ −A∗w∗) + g∗(w∗)}
if and only if epi(f∗) + (A∗ × idL0)(epi(g
∗)) is σ(L0(X∗), L0(X)) × τ-closed. If this condition is
fulfilled, there is strong duality for the primal-dual pair (PU)-(DU), i.e. there exists an optimal solution
w¯∗ ∈ L0(W ∗) to (DU) such that
inf
x∈X
{f(x) + g(Ax)} = max
w∗∈L0(W∗)
{−f∗(−A∗w∗)− g∗(w∗)} = −f∗(−A∗w¯∗)− g∗(w¯∗),
and, when x¯ ∈ X is an optimal solution to the problem (PU), the following optimality conditions are
fulfilled:
(i) f(x¯) + f∗(−A∗w¯∗) = −〈Ax¯, w¯∗〉,
(ii) and g(Ax¯) + g∗(w¯∗) = 〈Ax¯, w¯∗〉.
Vice versa, given x¯ ∈ X and w¯∗ ∈ L0(W ∗) such that (i)-(ii) hold, then x¯ is an optimal solution to
(PU), w¯∗ one to (DU) and there is strong duality for the primal-dual pair (PU)-(DU).
Proof. The first result follows from Lemma 3.1, taking into account the formula of Φ∗U computed above
and the fact that ΦU is s-lower semi-continuous since so are f and g.
To derive the next equivalence from Theorem 3.3, one should note that (y, t) ∈ PrL0(X∗)×L0(epi(Φ
∗
U ))
holds if and only if there is some w∗ ∈ L0(W ∗) such that f∗(x∗ − A∗w∗) + g∗(w∗) ≤ t, that can be
rewritten as (x∗ −A∗w∗, t− g∗(w∗)) ∈ epi f∗, i.e. (x∗, t) ∈ epi(f∗) + (A∗ × idL0)(epi(g
∗)).
The strong duality statement is a consequence of this equivalence (or can be obtained directly from
Theorem 3.5 by taking into account the above calculations).
From Theorem 3.7 one deduces that
f(x¯) + g(Ax¯) + f∗(−A∗w¯∗) + g∗(w¯∗) = 0.
The optimality conditions (i)-(ii) can be derived from Remark 2.6. 
Remark 4.4. From the above assertions one can deduce similar statements for vector optimization
problems consisting in minimizing the sum of finitely many functions. These can be obtained also
directly from the general case, in which situation it is no longer necessary to consider the duality
pairings (X,X∗, 〈·, ·〉) and (W,W ∗, 〈·, ·〉).
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Remark 4.5. Note also that the optimal objective value of (DU) is actually equal to −((f∗ ◦
A∗)g∗)(0). By Remark 3.6, one can deduce that epi(f∗)+(A∗×idL0)(epi(g
∗)) is σ(L0(X∗), L0(X))×τ -
closed if and only if (f + g ◦A)∗ = (f∗ ◦A∗)g∗ with the infimum in the infimal convolution attained.
4.6. Constrained problems. Let S ⊆ X be a nonempty, convex and s-closed set, and let f : X → L¯0
be proper convex and s-lower semi-continuous such that the feasibility condition dom(f) ∩ S 6= ∅ is
satisfied. The primal problem is
(PC) inf
x∈S
f(x).
A perturbation function that can be employed to assign a dual problem to (PC) as a special case of
(DG) is the Fenchel-Lagrange type one (cf. [8, 6]):
ΦFL : X ×X → L¯
0, ΦFL(x, u) =
{
f(x+ u), if x ∈ S,
+∞, otherwise.
It is proper convex and s-lower semi-continuous because of the similar properties of f and S, and due
to the feasibility condition. Its conjugate Φ∗FL : L
0(Y )× L0(Y )→ L¯0 can be computed as
Φ∗FL(y, v) = sup
x,u∈X,
x∈S
{〈x, y〉+ 〈u, v〉 − f(x+ u)}
= sup
p∈X,x∈S
{〈x, y〉+ 〈p− x, v〉 − f(p)}
= sup
x∈S
{〈x, y − v〉}+ sup
p∈X
{〈p, v〉 − f(p)}
= f∗(v) + δ∗S(y − v).
The dual problem it attaches to (PC) is the Fenchel-Lagrange dual problem:
(DCFL) sup
v∈L0(Y )
{
− f∗(v) − δ∗S(−v)
}
,
that can be reformulated as
(DCFL) −(f∗δ∗S)(0).
The weak duality statement for the primal-dual pair (PC)-(DCFL) follows by construction (or can be
deduced from Theorem 3.4).
Theorem 4.7. It holds v(DCFL) ≤ v(PC).
The other results proved in the general case in Section 3 can be specialized for the primal-dual pair
(PC)-(DCFL).
Theorem 4.8. Let the nonempty convex s-closed set S ⊆ X and the proper convex s-lower semi-
continuous function f : X → L¯0 satisfy dom(f) ∩ S 6= ∅. Then for each y ∈ L0(Y ), one has
(f + δS)
∗(y) = cl
(
inf
v∈L0(Y )
{
f∗(v) + δ∗S(y − v)
})
= cl
((
f∗δ∗S
)
(y)
)
.
This equality can be refined for each y ∈ L0(Y ) to
(f + δS)
∗(y) = min
v∈L0(Y )
{
f∗(v) + δ∗S(y − v)
}
=
(
f∗δ∗S
)
(y),
with the infimum in the infimal convolution attained if and only if the set epi(f∗)+epi(δ∗S) is σ(L
0(Y ), L0(X))×
τ-closed. If this condition is fulfilled there is strong duality for the primal-dual pair (PC)-(DCFL),
i.e. there exists an optimal solution v¯ ∈ L0(Y ) to (DCFL) such that
inf
x∈S
f(x) = max
v∈L0(Y )
{
− f∗(v)− δ∗S(−v)
}
= −f∗(v¯)− δ∗S(−v¯),
and, when x¯ ∈ X is an optimal solution to (PC), the following optimality conditions are fulfilled:
(i) f(x¯) + f∗(v¯) = 〈x¯, v¯〉,
(ii) δ∗S(−v¯) = −〈x¯, v¯〉.
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Vice versa, given x¯ ∈ X and v¯ ∈ L0(Y ) such that (i)-(ii) hold, then x¯ is an optimal solution to (PC),
v¯ one to (DCFL), and there is strong duality for the primal-dual pair (PC)-(DCFL).
Proof. The assertions can be deduced from Lemma 3.1, Theorem 3.3, Theorem 3.5 and Theorem
3.7 together with Remark 2.6, respectively, analogously to the proof of Theorem 4.3, by noting that
(y, t) ∈ PrL0(Y )×L0(epi(Φ
∗
FL)) holds if and only if there is v ∈ L
0(Y ) such that f∗(v) + δ∗S(y − v) ≤ t
that can be rewritten as (v, f∗(v)) ∈ epi(f∗) and (y − v, t − f∗(v)) ∈ epi(δ∗S). Summing these two
relations, one gets (y, t) ∈ epi(f∗) + epi(δ∗S), followed by (y, t) ∈ epi(f
∗) + epi(δ∗S). 
4.9. Examples. We present two classes of examples to which the results of this article can be applied.
Both classes are of the following general form. Let (S,S, ν) be a finite measure space, 1 < p <∞ and
f : Lp(S,S, ν) → L¯0(Ω,F , µ) be a proper convex function. The following Fatou continuity property
yields the s-lower semi-continuity of f , see [36] for a proof.
• For every sequence (xn) in Lp(S,S, ν) such that supn ‖xn‖p < ∞ and xn → x a.e., one has
f(x) ≤ lim inf f(xn).
In this case, f has the representation
f(x) = sup
y∈L0(Lq(S,S,ν))
{〈x, y〉 − f∗(y)}, (4.1)
where
f∗(y) = sup
x∈Lp(S,S,ν)
{〈x, y〉 − f(x)}.
This representation is not immediate from Theorem 2.5, see [36] for a proof. The first example is a
class of (non)linear integral operators.
Example 4.10. A function k : Ω×S×Lp(S,S, ν)→ R is said to be a kernel functional if the following
properties are satisfied:
• k(ω, s, x) is measurable in the product Ω× S for all x ∈ Lp(S,S, ν),
•
∫
S
|k(ω, s, x)|dν(s) <∞ µ-a.e. x ∈ Lp(S,S, ν),
• for every sequence (xn) in Lp(S,S, ν) such that supn ‖xn‖p <∞ and xn → x a.e., it holds
k(ω, ·, x) ≤ lim inf k(ω, ·, xn) µ-a.e.;
• k is convex in x µ-a.e.
For a kernel functional k, a function f : Lp(S,S, ν)→ L0(Ω,F , µ) defined by
f(x) =
∫
S
k(·, s, x)dν(s)
is called a (non)linear integral operator. Notice that by Fatou’s lemma f satisfies Fatou continuity, and
thus is s-lower semi-continuous. For example, if k(ω, s, x) = k˜(ω, s)x and k˜ is product measurable and
satisfies
∫
S
|k˜(ω, s)|dν(s) <∞ µ-a.e., then the corresponding integral operator is linear and satisfies all
the above properties by the dominated convergence theorem. Our vector optimization results could be
applied to minimize the sum of two such nonlinear integral operators.
Our second example are conditional risk measures, see [1, 2, 20, 25, 29, 30] and the references therein
for an overview. The conditional risk measures associated to a conditional risk acceptance family in
[41] are defined via a constrained vector optimization problem whose objective vector function takes
values in L¯0. We consider a definition of a conditional risk measure which is more minimalistic than
the one considered in the pertinent literature. We draw inspiration from the definition provided in [1].
Example 4.11. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space, 1 < p <∞ and t ≥ 0. A function
ρt : L
p(Ω,F ,P) → L¯0t := L¯
0(Ω,Ft,P) is said to be a conditional convex risk measure if the following
properties are satisfied:
• proper convex,
• monotonicity, i.e. x1 ≤ x2 implies ρt(x1) ≥ ρ2(x2),
• continuity from above, i.e. ρt(xn) ↑ ρt(x) a.s. whenever xn ↓ x a.s.
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It can be verified that monotonicity and continuity from above imply the Fatou continuity property,
see e.g. [1, Lemma A.1], or [27] for an argument in the static scalar case. Thus we obtain a represen-
tation of the form (4.1). A typical example of a portfolio optimization problem consists in minimizing
a risk functional subject to constraints that guarantee the achievement of a certain minimal expected
return. In the present framework, this can be formulated as a constrained vector optimization problem:
inf
x∈S
ρt(x),
where S = {x ∈ Lp(Ω,F ,P) : E[x|Ft] ≥ 0} is s-closed.
5. Conclusion
In this paper a new duality approach for vector optimization problems involving objective functions
mapping from a Banach space to L¯0 is provided that is a more direct extension of the perturbational one
from the scalar case than the existing ones in the literature, by taking advantage of recent advances in
conditional convex analysis. The corresponding strong and stable duality statements, and necessary and
sufficient optimality conditions are proven under convexity and topological hypotheses together with
closedness type regularity conditions, corresponding Moreau-Rockafellar type formulae being obtained
as byproducts. As special cases of the general problem both unconstrained vector optimization problems
with composite objective functions and constrained vector optimization problems are worked out. The
duality approach is different to the existing ones in the literature, on the one hand because in the
constructions conditional analysis is applied, and on the other hand since it covers vector optimization
problems for which the classical constructions do not apply. Examples are constructed which illustrate
the scope of applications of the obtained theoretical results.
For future work, we want to complete the proposed duality scheme by providing interiority type reg-
ularity conditions for the duality and optimality statements. Although more restrictive than their
closedness type counterparts, unlike these, such conditions would be formulated on the underlying
Banach space that could prove to be useful in applications.
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