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Abstract
Video surveillance plays an important role in our times. It is a great help in reducing the crime rate,
and it can also help monitoring the status of facilities or animals. The contribution video surveillance
is significant especially regarding the public and home safety.
However, the performance of video surveillance system is limited by human factors such as fa-
tigue, time efficiency, and human resources. It would be beneficial for all if fully automatic video
surveillance systems are employed to do the job. With this aim, many commercial products and re-
search prototypes have been developed for the automation of video surveillance. Although progress
has been made, the performance and ability of the emerging automatic surveillance systems are still
not satisfying regarding two major unsolved problems: 1) The ability to work in multiple domains; 2)
The ability to understand and describe the events like the human.
On the one hand, special domains such as the thermal camera or hidden camera in the wild forest
are seldom considered today. We can develop great potential usage for these novel domains. For
example, we can catch the thief even if the light is turned off at night with a thermal face recognition
surveillance system. We can also study surveillance system with wildlife without worrying about
privacy issues with the human. And surveillance in wildlife domain is a great help to zoologists and
biologists. In a short word, the ability to work under different circumstances is an important sign of
an advanced surveillance system and it can have numerous benefits.
On the other hand, existing surveillance systems lack the event understanding and description abil-
ity. For example, current commercialised smart surveillance systems can only detect motion changes
or human faces. They are far away from the ideal system that can understand the meaning of the
motion in the perspective of events. Even the research prototypes which have the abilities of event
recognition and anomaly detection are not able to deal with unseen events or understand relationships
between roles in an event. For instance, when the detector of the smart surveillance system detected
keywords “person”, “baby” and “feed”, we do not want the system to report “a person feeding a baby”
when the actual screen is a scene where the baby is trying to share the food.
This thesis aims to explore the frontier of smart video surveillance systems by investigating the
above-mentioned two problems. In this thesis, several methods are proposed to study video surveil-
lance in various domains such as crowded scene domain, and more importantly, in novel domains that
are barely investigated such as thermal imaging and wildlife domain. Also, novel methods of event
analysis and video description are proposed to enhance the efficiency of human-machine interaction.
All the methods are connected in the scope of smart video surveillance framework. With the novel
directions, three new datasets are built in this thesis as well. Enhancing the smart video surveillance
system with our proposed approaches will help to achieve the ultimate goal of a surveillance system
with high-level artificial intelligence.
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Chapter 1
Introduction
Everything must be made as simple as possible.
But not simpler.
Albert Einstein. 1879 – 1955
Chapter Summary: Video surveillance is of vital importance to our public, company, and
home safety. Most existing commercialised surveillance systems can only detect simple
action or human faces in the visible light domain. They are far away from the ideal intel-
ligent system that can understand the meaning of the motion in the perspective of events
and also can work in different light conditions/domains. Ideally, to liberate human ob-
servers from tedious monitoring and data browsing, we need a smart surveillance system
that can detect, search, and can operate under various environment conditions.
Video surveillance systems have been serving human society for more than 70 years [33]. They
are employed almost everywhere in modern cities to contribute to our public/company/home safety
nowadays. Even in less developed nations, the video surveillance market is also growing fast. We
live in and will continue to live in such an environment, and we all benefit from it. To improve the
performance of video surveillance systems, for many years, the video quality and camera techniques
have been progressing fast in parallel with the research of image processing, video coding/streaming,
and data compression/storage. All the efforts can boost the performance of the video surveillance
system and enable more details in a smaller data size. Currently, video surveillance systems are
becoming more cost-effective, light-weight and convenient with better frame resolution. Also, the
safety of captured visual data is getting better protection when transferred on-line [98]. We can
access to surveillance cameras from smartphones to check real-time video stream remotely or look
up for the previous event of interest from the stored database.
However, most video surveillance system nowadays still rely on human observers who can suffer
from fatigue, disease, and distraction [113]. The time-efficiency of human is also low, and the cost
is rather high. Even when real-time feedback and report are not required, it is still a tedious work
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for people to go through a significant amount of stored video data to locate the person/object/event of
interest. Human observers can get tired easily, but computer servers can run 24/7. Therefore, the need
for automatic video surveillance is growing. We need the detection and analysis abilities to process
the huge amount of video data. The surveillance system should be able to work and report without
human observers.
In recent years, with the increasing research efforts on computer vision, machine learning, and
artificial intelligence, the video surveillance industry is undergoing a revolution to achieve this total
automation goal [113]. For example, there are some commercialised smart home surveillance systems
can detect motion changes or human faces [12]. Then the system can report to the user automatically
that “something” happened. However, they are still far away from the ideal intelligent system that can
understand the meaning of the motion in the perspective of events and also can work in different light
conditions/domains.
To that end, many works with various directions have been proposed in the community [82, 35,
152]. For instance, there are works on topics such as anomaly detection [82], face detection [152] and
person re-identification [35]. Despite the advances made by these works, most works primarily aim
at human surveillance videos with visible light. These methods may not work when the environment
has changed. For example, the performance of the current methods for night time surveillance are not
well understood. In this case, the surveillance system may use a different type of camera sensor such
as thermal imaging.
This thesis also explores another novel domain where the object of interest is wildlife animals.
Again, the performance of current methods is not well understood. In fact, there is only a few body of
works focusing on wildlife surveillance domain [25, 134, 18]. The benefit of understanding this do-
main is two-fold: (1) Unlike human surveillance, studying wildlife surveillance will not offend public
privacy. This will give more freedom for the community to do more work in this area. Any knowl-
edge gained from this domain can then be applied to human surveillance domain, and (2) Wildlife
researchers could get the benefit from the developed automated surveillance systems. These systems
can help them to reduce the amount of video data they need to process. Thus, this will potentially
accelerate studies in wildlife animals.
Another problem tackled by this thesis is the event description and understanding. Understanding
and describing events are still in its infancy. Although this topic has been gaining more popularity,
there are only a few works proposed in this direction [47, 63, 116, 31]. The advantage of having
such an ability is that it allows one to retrieve video data using the textual description as a query. For
instance, it will be very useful for law enforcements to be able to query a criminal suspect with the
following description “a person who was wearing red shirt chasing a small child”.
The research provided in this thesis is limited within the scope of smart video surveillance frame-
work yet with diversity on several topics. The core of this thesis can be summarised in one sentence:
An intelligent surveillance framework, integrated with novel research of face/object/anomaly/event
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recognition, and role analysis, to enhance event understanding ability of video surveillance as well as
the ability to work in novel domains.
The ultimate goal is that someday we can have highly intelligent surveillance systems that can
understand captured data like the human and also can operate in all kinds of environments. The world
will become much safer and easier with the intelligent surveillance systems.
1.1 Goals and Challenges
The primary goal of this thesis is to study and improve the performance of current methods
applied in novel domains. Also, the thesis also explores event description/understanding
area.
Namely, the primary goal is to extend the surveillance system to different domains as pioneer
works. The ability to work under different domain is also a significant advantage for smart video
surveillance. The investigation in this direction is necessary and can contribute to the related research
communities. The secondary goal will be investigating the event understanding and description func-
tions for video surveillance system. This will allow better human-machine interaction and step further
to the direction of artificial intelligence.
To achieve the fore-mentioned goals, one possible way is to integrate the complex event analysis
techniques into the framework. The information detected by detection component will be the input of
the analysis component. The solution should also pack with the ability to work for different domains.
Although the path leading to achieve the goals is clear, the details involved questions that need to be
answered with significant challenges. Consequently, to direct the research for this thesis, we could
summarise the goals and ask the following research questions:
Q1: Can existing methods such as objects/face detection work directly in different novel domains?
Q1.1: If not, how should we adapt them to detect and recognise object/face/event accu-
rately?
Q1.2: How can we study these topics in novel domains?
Q2: How can we improve the video understanding and description ability for intelligent video
surveillance?
Q2.1: Can we do some fine-grain event understanding such as assigning roles in an activ-
ity/event?
Q2.2: If so, how to effectively integrate the role information in video description frame-
work?
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To achieve the goals of this thesis, these research questions need to be answered. However, there
are significant challenges in solving them.
The first question considers the problem of novel domains. It is a valuable question because
many methods related to video surveillance are only designed for the visible domain. They may fail
to reproduce similar performance in novel domains. Significant challenges exist in the process of
solving the performance degeneration problem. Moreover, as the sub-question 1.2 indicated, we do
not have a proper roadmap to study the related topics in novel domains because the research datasets
for novel domains are absent. As such, the collection and labelling can be another huge challenge.
Besides, although detection related functions such as object/face/anomaly detection have been
well-researched in recent years, there are still many challenging problems regarding surveillance
videos which tend to have a lower frame rate and smaller resolution than video datasets collected
in a controlled environment.
The second question considers event understanding and description ability which are relatively
new research topics. They are valuable directions to achieve better human-machine interaction. How-
ever, these high-level tasks require complex frameworks, and they are not thoroughly studied in the
literature yet. To employ such techniques in the analysis component will be very challenging.
1.2 Contributions
This research work is dedicated to improve the performance of smart video surveillance
framework. Several methods are proposed to enhance the detection component. Also, this
work brings role analysis into video description to help the surveillance system under-
stand events in a more meaningful way. Furthermore, three new datasets are proposed in
this work to contribute to the related research community.
The research work documented in this thesis provides many significant contributions. By answer-
ing the above research questions, this thesis significantly improves the performance and functions of
current video surveillance systems. Moreover, although this study does not complete the ultimate
goal of building a highly intelligent smart surveillance system, this thesis provides a stepping stone
for making the current surveillance systems can operate in various domains. The thesis also provides
a novel direction to work on the wildlife animal surveillance domain as a proxy to perform some
studies in human surveillance that may not be possible due to public privacy issues. In summary, the
contributions include:
• In detection component, Chapter 4 proposed a framework to deal with anomaly detection in
crowded scene for video surveillance;
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• In detection component, Chapter 5 proposed an efficient method to detect objects and extended
to wild animals with a new dataset in the unconstrained surveillance environment. This dataset
is released to the public;
• In detection component, Chapter 6 proposed a solution of face detection/alignment and pose
normalisation with experiments on the different visual domain. Two new datasets are built, and
one is released to the public;
• In analysis component, Chapter 7 proposed a method to analysis role relationships in video
events with a new dataset. This dataset is released to the public;
• In analysis component, Chapter 8 proposed a method to describe the video event in natural
language considering role information;
A detailed review of the current literature (in Chapter 2) illustrates the current works have not
addressed the research questions described in the previous section.
1.3 Thesis Outline
This thesis consists of 9 Chapters. They are all part of the same unified smart surveillance
framework.
This section provides an outline of the entire thesis. Throughout this thesis, each chapter and sec-
tion provide a summary. These summaries provide an overview of that part of the thesis. Collectively,
they form a consistent story of the entire thesis.
The remainder of this thesis consists of the next eight chapters. Figure 1.1 is a diagram of the
chapter structure that links the different topics together. As indicated, the detection component pro-
vides detection results and analysis component will provide further analysis based on these detection
results.
Also, in the perspective of innovation, the difference and key feature of each Chapter are shown
in Figure 1.2. In contrast to the main stream surveillance system, we change the system parameters
(camera domain, target domain) to study the multi-domain surveillance problems in Chapter 4, 5 and
6. Moreover, additional event analysis is performed based on detection results in Chapter 7 and 8.
Below is the brief introduction of each remaining Chapters. Detailed connections and relation-
ships between each Chapter/module will be further illustrated in Chapter 3.
Chapter 2 provides background materials describing why video surveillance is so important, some
related image/video processing techniques, and problems with current video surveillance. Next, this
chapter will go through literature to describe the progress on automatic surveillance research. And
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Figure 1.1: Flow chart illustrating the connection between the chapters in this thesis.
how the works from computer vision, machine learning, and artificial intelligence affect the video
surveillance industry.
Chapter 3 specifically focuses on the connections of all proposed methods and solutions. This
Chapter illustrates the differences and the relationships between them. Diagrams will be presented
to shown the information flow. This chapter provides the overview of all the technical details of the
desired intelligent surveillance system.
Chapter 4 work on the detection component with a focus on the video level problems: anomaly
detection. The ability to detect abnormal objects and events is crucial to a modern smart surveillance
system. The proposed novel method will boost the performance of the desired intelligent surveillance
system for anomaly detection in crowded scene domain.
Chapter 5 focus on the general object detection problem in the detection component. The object
detection module is investigated in both visible light domain and novel wildlife domain. We created
a new dataset featuring Australian Wildlife, and we proposed an object detection method based on
Deformable Part-based model (DPM) [38]. Detailed experiments are performed, and the dataset is
released to the public.
Chapter 6 tackles the face related problems for the detection component. In this Chapter, both
visible light domain and novel thermal domain are investigated. We created two new thermal face
datasets and proposed a novel method to solve the face detection/alignment problems in the thermal
domain. Also, the dataset is released to the public.
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Figure 1.2: Diagram illustrating the innovation of Chapter 4 to 8 compares to main stream video
surveillance system separately.
Chapter 7 focus on the analysis component. In this Chapter, the relationship between roles in
video events are discussed with experiments. A new dataset is proposed to evaluate the proposed
method. By employing knowledge from domain adaptation, the proposed method can work without
training sample from target category.
Chapter 8 provides a deeper analysis on how can a smart surveillance system interact with human
observers/users. Based on the previous Chapters, a novel solution is proposed to describe the event
of interest in meaningful natural language. The role information is analysed and used to regulate the
output sentence. It will be much more ideal if we can directly communicate with the surveillance
system using natural language (For example, talk with the system in the form of a query and answer).
Chapter 9 concludes this thesis with a revisit of research questions and the corresponding answers.
Furthermore, this Chapter outlines future directions for building the ideal video surveillance system.
7
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Chapter 2
Background and Literature Review
You cannot teach a man anything; you can only
help him discover it in himself.
Galileo Galilei. 1564 – 1642
Chapter Summary: Smart video surveillance use the security camera to capture visual
data. Later, the captured data will be processed to detect and recognise important ob-
ject/face/event/anomaly for various security usage. This chapter gives a detailed back-
ground and literature review on related topics.
2.1 Introduction
This chapter provides related information on video surveillance, object detection, anomaly
detection, and face related topics in section 2.2 and 2.3. Moreover, a more specific lit-
erature review regarding video surveillance in novel domains and event understanding is
done in section 2.4.
Surveillance cameras are a part of our daily life in modern cities. Traffic cameras prevent/capture
dangerous behaviours and keep the road safer; Shop cameras can stop/catch stealing or robbery; In
the public environments such as the airport or company building, cameras are running somewhere
you may not even notice. Even in your house, a surveillance system can be installed to protect the
property.
In its many forms, video surveillance has been serving us for various purposes for a long time.
This industry is about to change due to computer vision related research such as object/face/event
detection, video event analysis and description [113].
This chapter discusses the history, present and future about video surveillance. Necessary back-
ground information on computer vision and machine learning are provided. This chapter is organised
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as follows: Section 2.2 will provide information about the history and importance of video surveil-
lance; Section 2.3 will introduce the detection functions of the surveillance system that are related
to this thesis. In section 2.3, the background knowledge on the object, face, and anomaly related
topics are provided together with literature overviews. In section 2.4, a more specific literature review
focusing on our two research directions, novel domains and event understanding, is given.
Figure 2.1: Example of commonly seen public security camera.
2.2 Background of Video Surveillance Industry
Surveillance is the mechanism of recording what is happening in the form of audio/video
data. Video surveillance has been invented for more than 70 years.
2.2.1 History of Video Surveillance
The Australian Concise Oxford Dictionary defines surveillance as “Close observation, especially of
a suspected spy or criminal”. The dictionary further states the origin as Early 19th century: from
French, from sur- over + veiller watch (from Latin vigilare keep watch).
Naturally, this word is closely related to safety, security, privacy and observation. Surveillance
can be serve for positive or negative purposes. It’s one of the most important elements in Hollywood
FBI or spies movies in the form of different fancy audio/video recording devices. In this thesis, the
scenario is limited to video surveillance for public security purpose.
Traditionally, video surveillance is also known as closed-circuit television (CCTV). Although
CCTV is defined in the perspective of hardware. In many decades, the video surveillance system is
10
Chapter 2. Background and Literature Review
simply monitors connected to cameras. Cameras have been the cornerstone of the surveillance system
for over 70 years.
The first video surveillance system in human history is installed in Peenemu¨nde, Germany in 1942,
for observing the launch of V-2 Rockets [33]. Later, this kind of video surveillance was employed in
the United States during the testing of Atomic Bombs.
The first home security video surveillance was developed in New York in 1969. It was invented
by Marie Van Brittan Brown, a nurse felt unsafe in her neighbourhood where crime rate was high.
However, there is no suitable storage solution, and people have to monitor the screen continuously.
It is more like looking with your eye from an electronic telescope. So video surveillance market is
only able to grow after the 1970s when video cassette recorder (VCR) technique is developed.
During the 1990s, digital multiplexing was developed, allowing several cameras to record at once,
as well as time lapse and motion only recording. This increased savings of time and money and then
led to an increase in the use of CCTV [106].
In 1996, the First IP camera was invented. This camera could send and receive information across
computer networks. This led to later webcams and also marked the beginning of the decline of CCTV.
Thus, the term“video surveillance” is used more often in recent years than CCTV.
In 1998, 3,000 CCTV systems were in use in New York City [1]. From then on, the surveillance
market is growing fast in many countries.
After 2001, especially the 911 attack, facial recognition programs, and other digital advances
became a higher priority. Internet-based surveillance cameras become increasingly common.
Nowadays, the video surveillance systems are much more advanced. With the internet and wire-
less techniques, video surveillance can be now used and monitored anywhere in the world. More ad-
vanced components such as person identification, trajectory analysis or motion detection are packed
in the post processing servers. As discussed before, we are going into the ear of smart video surveil-
lance.
2.2.2 Why is Video Surveillance Important?
Video surveillance is a great help in reducing the crime rate. Its contribution to the public and personal
safety is significant. That’s the main reason why this industry will continue to grow and evolve in the
future.
A 2009 analysis [132] by Northeastern University and the University of Cambridge examined
44 different studies that collectively surveyed areas from the United Kingdom to U.S. cities such as
Cincinnati and New York.
The analysis found that: Surveillance systems were most effective in parking lots, where their
use resulted in a 51% decrease in crime; Public transportation areas saw a 23% decrease in crimes;
Systems in public settings were the least effective, with just a 7% decrease in crimes overall. When
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sorted by country, however, systems in the United Kingdom accounted for the majority of the decline;
the drop in other areas was insignificant.
Before we jump to the conclusion of how video surveillance should continue serving our society,
it is worth to discuss the negative effects of video surveillance. For example, the abusive usage of
monitoring in workplace or neighbourhood may raise the concern of privacy violation; The person
being observed may not be aware of the monitoring; Criminals can also set up hidden surveillance
cameras around their target building.
However, just like every other tool, it depends on the users to make the proper usage out of it.
Terrorists can also use the mobile phone or Twitter to communicate and plan for attacks. Even a
kitchen knife can be used to attack people. It is unwise to reject any new techniques because of the
bad people who will always do bad things with or without new tools.
Overall, it’s safe to say that the video surveillance is of vital importance to public safety and it’s
urgent to develop more advanced new surveillance systems.
After the introduction of the history and importance of video surveillance, the necessary tech-
niques for creating advanced video surveillance system will be briefly reviewed in the following sec-
tions. Naturally, the below-mentioned techniques can be used for security purposes in video surveil-
lance system especially in public areas such as airport and train station. For instance, face detection
and recognition are widely used to identify fled criminals (The face detection itself is a large research
area which will be discussed separately from object). Pedestrian detection and counting are also
important to monitoring crowd behaviour in public. Or detecting suspicious objects like unattended
suitcases or backpacks. Not to mention usual tasks for road safety such as plate recognition and illegal
U-turn/anomaly detection.
2.3 Background and Progress of Related Detection Tools
The techniques in automatic video surveillance covers a broad range. Among the many
topics, the essential functions are the detection abilities. In this section, we only introduce
the background knowledge of detection topics that are related to this thesis. Literature
overviews are also provided to better understand the progress of each topic.
After the discussion on the history and importance of video surveillance, in this section, we will
go through the video surveillance detection functions that are related to this thesis. The background
knowledge and progress of the related detectors will be introduced together with a literature overview
on each topic.
Research topics including object detection/recognition, face detection/alignment, and anomaly
detection will be introduced. Note that this section provide literature overview to help illustrate the
necessary knowledge on each topic.
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2.3.1 Object Detection and Recognition
Object recognition is one of the essential functions of nearly all computer vision tasks. Also, it
is considered the most critical component in any computer vision systems including a smart video
surveillance system.
First, note that the term “object detection” and “object recognition” are different in the perspective
applications: detection is to find where is the category specified object and recognition is to tell what
particular category does this object belongs to.
In fact, the detection and recognition tasks are closely related, and the techniques such as feature
presentation and decision model work for both tasks. So in the following part of the thesis, without
causing confusion, the term “detection and recognition systems” sometimes maybe write as “recog-
nition systems” for convenience.
Object recognition systems can be backtraced to the early 1960s where the first computer vision
system is developed to recognise characters in office automation-related tasks [105]. From then on,
this research area has been evolving for more than 50 years. Many modern worth-noting techniques
of object recognition systems will be briefly discussed below.
There have been some applications employing object detection and recognition systems in early
years. For instance, authors of [40] already use the decisional model for chromosome recognition
task in 1968. Other duties such as detect and recognise particular curved objects [91] in 1977 or early
works on object representation [13] in 1979 are also examples of object recognition system. Later
in the 80s and 90s, many more applications emerged such as traffic flow monitoring [120], optical
character recognition [89], early works on animate vision [6] and medical image analysis [87].
Although the recognition systems mentioned above worked out for those specific tasks, the general
problem of detect and recognise complex objects in uncontrolled environments is still unsolved. To
deal with this, the system performance and algorithms have been continuously progressing in recent
years. Due to the content limitation of this thesis, without diving into the library of literature from last
century, the important works in the last few years are reviewed below as shown in the tables. Mainly
categorised by feature descriptors/models and decision classifiers/models. Note that the two “model”
are different as the first one is a term in feature representation/repacking and the second one is a
strategy in decision making. In another word, the first category is computer vision problem solutions
and the second category is more like a set of machine learning tools that can solve the modelled
computer vision problems.
PART A: Feature descriptors/models
SIFT As shown in table 2.1, the first fruitful and worth introducing visual feature might be the
scale invariant keypoints image feature [79] proposed by David G. Lowe in 2004, commonly known
as SIFT for short.
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Feature Descriptor/Model Selected Papers Year Quick Comment
SIFT Lowe [79] 2004 Most cited
HOG Dalal et al. [28] 2005 Was Person detector
SURF Bay et al. [8] 2008 “Fast SIFT”
Region Covariance Tuzel et al. [125] 2006 Related to manifold
Bag-of-features Csurka et al. [27] 2004 Adapted from BoW
HOG-LBP Wang et al. [131] 2009 LBP [93] 1994
DPM Pedro et al. [38] 2010 State-of-the-art
Manifold Representation
Chang et al. [16]
Tuzel et al. [124] Liu
et al. [77]
2003, 2007, 2014 “Curvy”
Attribute Feature
Kumar et al. [67]
Farhadi et al. [36] Yu
et al. [145] Lampert
et al. [69]
2009, 2012, 2014 High level feature
Table 2.1: Introduction of recent feature descriptors/models.
In general, interesting points (key-points) on an object can be extracted to provide a “feature”
description of that object. In a later stage, this description can be used to detect that particular object
in an image that containing many different objects. There could be many different ways to extract
the “features” and record them. SIFT image features provide a set of features of an object that are
not affected by many of the complications experienced in other methods, such as object scaling and
rotation. SIFT use Difference of Gaussians (DoG) which is obtained as the difference of Gaussian
blurring of an image with two different σ, let it be σ (scaling parameter) and kσ. This process is done
for various octaves of the picture in Gaussian Pyramid as shown in Figure 2.2.
L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (2.1)
where ∗ is the convolution operator, G(x, y, σ) is a variable-scale Gaussian and I(x, y) is the input
image. Then DoG is given via:
D(x, y, σ) = L(x, y, kσ)− L(x, y, σ) (2.2)
From the DoG result, SIFT algorithm will find the local maxima and minima and refine them to
get the key points. Then the final key points descriptor is created after constructing the orientation
histogram from key-points.
HOG Another worth noting feature is Histogram of Gradients (HOG) [28] proposed by N. Dalal
and B. Triggs in 2005 and it is still widely used for many detection and recognition tasks today.
Basically, HOG can be described as taking a non-linear function of the edge orientations in an image
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Figure 2.2: The SIFT feature introduction.
and pooling them into small spatial regions to remove sensitivity to the exact localisation of the edges.
The pipeline of extracting HOG feature and applied to person detection is shown in Figure 2.3.
Figure 2.3: The HOG feature introduction.
First, divide the image into small connected regions called cells, and for each cell compute a
histogram of gradient directions or edge orientations for the pixels within the cell. Secondly, discrete
each cell into angular bins according to the gradient orientation. Each cell’s pixel contributes weighted
gradient to its corresponding angular bin. Groups of adjacent cells are considered as spatial regions
called blocks. The grouping of cells into a block is the basis for grouping and normalisation of
histograms. Then, the normalised group of histograms represents the block histogram. The set of
these block histograms represents the descriptor.
SURF In 2008, the feature based on the modification of SIFT called Speeded Up Robust Features
(SURF) [8] is getting much attention. SURF is several times faster than the original SIFT feature and
also claimed to be more robust against different image transformations than SIFT.
Basically, In SIFT, Lowe approximated Laplacian of Gaussian with DoG for finding scale-space.
SURF goes a little further and uses an integer approximation of the determinant of Hessian blob detec-
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tor, which can be computed with three integer operations using a precomputed integral image. [128].
For feature description, SURF uses Wavelet responses in horizontal and vertical direction. Again,
these can also be computed with the aid of the integral image. So the computation time is much faster
than the original SIFT.
In short words, SURF has modified SIFT in every step to speed up. Without jeopardising the
performance, the analysis shows SURF is three times faster than SIFT [58].
Region Covariance Descriptor [125] is designed to propose a natural way of fusing multiple
features which might be correlated. The diagonal entries of the covariance matrix represent the vari-
ance of each feature, and the non-diagonal entries represent the correlations. The noise corrupting
individual samples are mostly filtered out by an average filter during covariance computation.
After extracting low-level pixel-level features into vectors, we can use the integral image to com-
pute the regional covariance descriptor. As previously mentioned in SURF, integral images [128] are
intermediate image representations used for fast calculation of region sums. Therefore, after con-
structing integral images the covariance of any rectangular region can be computed in O(d2) time (d
is the dimension of feature vector). Note that it is possible to re-design and re-construct the pixel
feature vector to adapt to different tasks.
Figure 2.4: The bag-of-feature introduction.
Bag-of-features Bag-of-words model is initially proposed in 1986 [109] for orderless document
representation. The first successful example of using bag-of-words model for computer vision task
is proposed by Csurka et al. in 2004 [27]. In the field of computer vision, we sometimes refer
bag-of-words model as bag-of-visual-words or bag-of-features.
As shown in Figure 2.4, each image can be represented by several local patches (visual words).
Feature descriptor can be generated from the visual words employing SIFT or HOG. Then we can
learn a “codebook” or “visual vocabulary” in which each “codeword” is derived from patches. At this
stage, an image can be represented by the frequencies of visual words just like a histogram.
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HOG-LBP Local Binary Pattern (LBP) can be traced back to 1994 in solutions to texture classi-
fication problems [93]. LBP feature vector is one of the most simple image features based on pixel
value: compare one pixel with its neighbours in a divided cell and list the comparison results as the
feature vector for this pixel (“1” means this pixel’s value is smaller and “0” means the opposite.).
Then compute the histogram over the cell before concatenating all cells in a window.
Figure 2.5: The HOG-LBP introduction.
As simple as it looks, LBP is quite powerful in representing image textures. In 2009, Wang et
al. [131] proposed to combine HOG and LBP together to detect the human in images which had drawn
a lot of attentions. The key insight is to design a feature set that combines the trilinear interpolated
HOG with LBP in the framework of the integral image as shown in Figure 2.5.
DPM Deformable part-based model (DPM) can be seen as a more complicated descriptor/model
based on HOG. Note that DPM is employed as a primary tool for object/face detection for the detec-
tion component of our proposed surveillance framework in this thesis. So a detailed introduction of
DPM and the machine learning tool Latent Support Vector Machine (LSVM) to solve DPM will be
presented in section 2.3.2.
Manifold Representation To handle data with high dimensionality, we can model the extracted
image features into data points lying on the manifold spaces. This curvy surface has many new
tricks that can help to solve the problem. The history of bringing manifold into solving computer
vision problems can be traced back to early 2000s such as facial express modelling [16] and human
detection on Riemannian manifold [124].
As described above, manifold modelling is a middle step between feature representation and clas-
sification. A re-pack of the original feature descriptor. For example, in [124], after representing the
image with covariance descriptors, the authors project the data points (in the form of descriptors) on
the Riemannian manifold before using classifier (LogitBoost [39]) to finish the task. Another exam-
ple in Liu et al. [77] deal with facial expression recognition. They model each expression video clip
as a spatiotemporal manifold formed by dense low-level features. Then a universal manifold model
is learned. Their expressionlet-based manifold representation is further processed with discriminant
embedding.
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Attribute Feature is a type of high-level feature that has draw much attention in recent years.
Visual attributes can be seen as a set of binary statements such as is black or not, has fur/horn, and
male/female. Their advantages include being: 1) shared across classes 2) human understandable and
3) machine computable. An example is shown in Figure 2.6.
Figure 2.6: The Attribute introduction.
Generally, each attribute classifier is trained from low-level features such as SIFT and HOG. So
a set of attribute classifiers can mark an image with the presence or absence of a set of different
attributes. The attribute is widely used for many computer vision tasks such as face verification [67],
object classification [69], large-scale image retrieval [145], and object describing [36].
PART B: Decision classifiers/models
After the feature extraction/representation of the original visual data, we can apply learning tech-
niques (training & testing pipeline) to perform detection, classification, and recognition tasks.
With the development of statistical modelling and machine learning, there are many powerful
tools can be used to solve computer vision problems (after the visual data is represented by the above-
mentioned suitable feature descriptor/model) as shown in Table 2.2.
Strictly speaking, the classifiers/models listed in Table 2.2 may not be the final step of a complete
solution as some of them still require further mathematical optimisation. For example, Stochas-
tic Gradient Descent (SGD) or Limited-memory BroydenFletcherGoldfarbShanno (L-BFGS) algo-
rithms [75] are frequently employed to solve the optimisation function for some classifiers/models in
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Decision Classifier/Model Selected Papers Year Quick Comment
SVM Cortes et al. [24] 1993 Most Representative
Nearest Neighbour Altman [3] 1992 Simplest
Random Forest Breiman [11] 2001 Efficient on large dataset
Graphical Models
Lee et al. [72]
Quattoni et al. [99]
Wang et al. [130]
1999, 2004, 2006 HMM, GMM, CRF
Latent SVM Pedro et al. [38] 2010 Solve the DPM
Neural Network McCulloch et al. [86] 1943 Biologically-inspired
Deep Learning Models
Hinton et al. [51]
Hinton [52] Ji et
al. [57] Taigman et
al. [119] Schroff et
al. [112]
2006 - 2015 State-of-the-art
Table 2.2: Introduction of recent decision classifiers/models.
Table 2.2. The optimisation solver algorithms will not be reviewed for a more consistent thesis layout.
A detailed pipeline example that connect all 3 major parts of a complete problem: image representa-
tion/model (Table 2.1), decision classifier/model (Table 2.2) and mathematical optimization function
solver will be described in section 2.3.2.
For this section, the commonly used decision models in recent years will be briefly introduced in
the form of literature overview.
Support Vector Machine SVM is one of the most important decision models in solving general
classification, detection, and recognition problems. The current standard SVM is proposed by Corinna
Cortes and Vladimir Vapnik in 1993 and published in 1995 [24].
Figure 2.7: SVM: example of a binary classification problem.
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In its simplest form, SVM separate data points by following the max-margin rule as shown in
Figure 2.7. The solid green line represents one of the many hyperplanes that also separates the two
classes. However, the SVM strategy chooses to use the solid black line as the hyperplane for its largest
margin. The green/black dash lines are support vectors. So from the training data points, the vectors
are determined, and the SVM is constructed. Then the SVM can predict the new testing data sample’s
label by its location in the same feature space.
Nearest Neighbour K-Nearest Neighbour (k-NN) classifier is one of the oldest and simplest clas-
sifier in the research community. The idea is extremely simple, for instance, k = 1, just assign the
label of X ′ to the test data X when X ′ is the nearest neighbour of X among the training data points.
The strategy is similar for a larger k: finds the k nearest neighbours of X , and uses the majority vote
of their labels to assign a label to X .
Figure 2.8: k-NN discussion: the green dot is the test sample. Its label will be assigned to triangle
when k=3 and rectangle when k=5.
As simple as it is, k-NN classifier provides steady performance, and it is quite suitable for dealing
with low dimensional tasks where data samples are sufficient. However, as shown in Figure 2.8, it may
predict different result with a different choice of k for complicated distribution of training samples.
The lack of processing of training data is one of its major drawbacks.
Random Forest A representative algorithm of the decision tree based methods. This model
started from the random decision forest method proposed in [53] in 1995. Based on [53], the cur-
rent easy-to-use random forest is proposed and registered by Leo Breiman and Adele Cutler [11].
Random forest is an example of ensemble methods which combine predictions of weak classifiers
as shown in Figure 2.9. It is derived from decision trees schema such as classification and regression
tree (CART). The differences are that random forest is a collection of un-pruned CARTs with a set
of rules to combine the decision of each tree. Random forest encourages diversity among trees by
randomly selecting a subset of features when learning trees.
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Figure 2.9: Random Forest Structure introduction.
Let L be the training set composed of p training samples; random forest method first divides the
training set into K training sets Lk. For each Lk, one weak classifier Ck (random CART) is learned.
For predicting the label Y of a new sample X , just do a majority vote among K predictions Ck(X).
Generally speaking, random forest It is one of the most accurate learning algorithms available.
For many data sets, it produces a highly accurate classifier. Also, it runs efficiently on a large amount
of data. However, for data including categorical variables with a different number of levels, random
forests are biased in favour of those attributes with more levels. Another drawback is that random
forests have been observed to over-fit for some datasets with noisy classification/regression tasks.
Graphical Models Graphical model is a large topic composed of many useful models such as
hidden Markov model (HMM), Gaussian mixture model (GMM) and conditional random field (CRF).
A graphical model or probabilistic graphical model (PGM) is a probabilistic model for which a graph
expresses the conditional dependence structure between random variables. These models can be used
for regression or classification.
Without diving into the details of all the models, a few example literature will be introduced
to show the usage in object recognition systems. As early as in 1999, Hyeon-Kyu Lee and Jin H.
Kim has proposed to use HMM-based model for gesture recogniton [72]. Later, CRF is successfully
employed for general object recognition [99] in which each object class the probability of a given
assignment of parts to local features is modelled by a CRF. Also, Hidden CRF is also employed for
gesture recognition in [130].
Latent SVM Proposed together with DPM in [38]. As mentioned before, being an important tool
of this thesis, DPM and LSVM will be described in detail in section 2.3.2.
Neural Network One of the most important and well-researched prediction model. In a short
word, it is an elegant biologically-inspired programming paradigm which enables a computer to learn
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from observational data. Warren McCulloch and Walter Pitts [86] created a computational model
for neural networks based on mathematics and algorithms called threshold logic in 1943. This model
paved the way for neural network research to split into two distinct approaches. One approach focused
on biological processes in the brain and the other concentrated on the application of neural networks
to artificial intelligence. Its basic form is shown in Figure 2.10.
Figure 2.10: Neural Network Structure introduction.
The characteristic of a neural network should at least fulfils the following rules: It contains sets
of adaptive weights, i.e. numerical parameters that are tuned by a learning algorithm; It is capable of
approximating non-linear functions of their inputs.
Deep Learning Models Deep learning methods have something in common: It has multiple layers
of non-linear processing units and the supervised or unsupervised learning of feature representations
in each layer, with the layers forming a hierarchy from low-level to high-level features. The com-
position of a layer of non-linear processing units used in a deep learning algorithm depends on the
problem to be solved.
Commonly used deep learning architectures include: deep neural networks, deep belief networks,
convolutional deep neural networks and recurrent neural networks. These models can deal with com-
plex data in various field such as computer vision, natural language processing, and speech recogni-
tion. Currently, deep learning has produced state-of-the-art results in different tasks [57, 119, 112].
2.3.2 DPM and LSVM Framework
Of all the methods mentioned above, the deformable part-based model (DPM) and its derivative
methods are still regarded as the state-of-the-art nowadays. It has been proved many times to be one
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of the most reliable and accurate object detection and recognition systems in different experiments
from recent literature [139, 90, 101].
Also, DPM and LSVM is a primary tool for this thesis so a detailed introduction is given for
self-consistency.
Figure 2.11: DPM model example for pedestrian detection.
As shown in Figure 2.11, the model is defined by a coarse root filter, several higher resolution part
filters and a spatial model for the location of each part compares to the root [38]. The spatial model
captures the varying appearance of objects in the same class.
More precisely, Let I ∈ Rk×l be an image region extracted in sliding window manner;H ∈ Rk×l
be the HOG [28] feature map; p denotes a location (x, y) in H and w0 ∈ Rw×h be a w × h filter.
Let φ(p,H , w, h) denote the vector obtained by concatenating the feature vectors in the w × h sub-
window of H with top-left corner at p in row-major order. Then the filter score of w0 at location p
is w>0 φ(p,H , w, h). Similarly, the i-th part is defined by filter wi and di ∈ R4 is a four-dimensional
vector specifying coefficients of a quadratic function defining a deformation cost for each possible
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placement of the part. For clarity, we will shorten the expression φ(p,H , w, h) to φ(p,H). An
object hypothesis can be represented by {p0,p1, · · · ,pn} where p0 is the root location and pi is the
location of the i-th part. The sliding image window containing the hypothesis is I . Finally, the score
of a hypothesis in H is given
Φdpm(I, {pi}i=ni=0 ) = w>0 φ(p0,H) +
n∑
i=1
w>i φ(pi,H)− d>i λd(pi,p0) + b (2.3)
where λd(·) is the deformation feature defined by the derivations of the pixel distance between pi =
(xi, yi) and p0 = (x0, y0). Specifically,
λd(pi,p0) = (dxi, dyi, dx
2
i , dy
2
i ) (2.4)
where (dxi, dyi) = (xi, yi) − (2(x0, y0) + vi) gives the displacement of the i-th part relative to its
anchor position vi. The vector vi is a two-dimensional vector specifying an anchor position for part
i relative to the root position. The bias term b is introduced to make the scores of multiple models
comparable. When it comes to detection, the location of parts is inferred by maximising the part
appearance score w>i φ(·) minus the deformation cost in Eqn. 2.5.
pi = argmax
pi
w>i φ(pi,H)− d>i λd(pi,p0) (2.5)
where pi traverses possible locations of the part.
Suppose the model parameters are already learned from training data, to detect object in testing
image, just compute the score function:
score(p0) = max
p1,...,pn
score(p0, ..., pn) (2.6)
High-scoring root locations define detections while the location of the parts that yield a high-scoring
root location define a full object hypothesis. If the score is higher than a threshold, then it means this
location has the target object.
LSVM The parameters in the DPM is trained using LSVM which is derived from the standard
SVM. The definition of LSVM classifier is given:
fβ(x) = max
z∈Z(x)
β · Φ(x, z) (2.7)
where β is a vector of model parameters and z are latent values. The set Z(x) defines the possible
latent values for an example x. The label of x is determined by thresholding the score.
Just like standard SVM training, the parameter vector β is trained from labelled training data set:
D = (〈x1, y1〉, ..., 〈xn, yn〉), where yi ∈ {−1, 1} and the objective function that need to be minimized
is given below:
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Face detection method Selected Papers Year Quick Comment
Viola-Jones Viola et al. [129] 2004 Widely Used
Other rigid-template
Jang et al. [56] Xiao et al. [138]
McCane et al. [85] Schneiderman
et al. [111] Garcia et al. [41]
Osadchy et al. [94] Zhang et
al. [148] Krizhevsky et al. [64]
2003 – 2014 inspired by VJ
DPM Zhu et al. [152] Yan et al. [141]
Mathias et al. [84] Yan et al. [140]
2012 – 2014 Deformable
Table 2.3: Brief review of worth-noting face detection methods.
LD(β) =
1
2
‖β‖2 + C
n∑
i=1
max(0, 1− yifβ(xi)) (2.8)
note that max(0, 1 − yifβ(xi)) is the standard hinge loss and C denote the constant that controls the
relative weight of the regularization term.
To solve equation 2.8, a “coordinate descent” approach is employed: 1) Relabel positive examples:
Optimize LD(β, Zp) over Zp by selecting the highest scoring latent value for each positive example,
2) Optimize beta: Optimize LD(β, Zp) over β by solving the convex optimization problem defined by
LD(Zp)(β). The solver for optimizing β is stochastic gradient descent.
2.3.3 Face Detection and Alignment
As a particular sub-topic of “object”, “face” is one of the most important research areas in computer
vision. With the introduction of general object detection and recognition above, it is easier to under-
stand how face recognition systems work. Although the basic strategy and pipeline are similar, there
are many different details in face related research topics. So a brief literature review is given in two
categories which are related to the work of this thesis: detection and alignment.
Face Detection
In general, face detection means to find and localise human faces in digital images. The definition is
similar to object detection. Face detection is regarded as the initial step to nearly all modern vision-
based human-computer and human-robot interaction systems. In the modern research community, the
face detection methods can be roughly divided into two categories: rigid-templates based methods
(mainly Viola-Jones detector and its derivatives) and DPM based methods (DPM and its derivatives).
Several selected worth-noting face detection algorithms are listed in Table 2.3.
Viola-Jones face detector is one of the most important algorithms in the face detection area,
Viola-Jones face detector [129] is employed in many systems for its robustness and efficiency.
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The Viola-Jones detector contains three main techniques that make the method so successful: 1)
Integral Image for quick Haar-like feature computing; 2) classifier learning with adaptive boosting;
3) attentional cascade structure.
Figure 2.12: Computing Haar-like feature with integral image.
Viola and Jones applied the integral image for low-level feature extraction as shown in Figure 2.12.
The features (a)-(f) are defined as the (weighted) intensity difference between two to four rectangles.
For instance, in feature (a), the feature value is the difference in average pixel value in the grey and
white rectangles.
Boosting is a strategy of combing the hypothesis of many weak classifiers to get a stronger hy-
pothesis. Adaptive boosting means that subsequent weak learners are tweaked in favour of those
instances misclassified by previous classifiers. Furthermore, to accelerate the speed, Viola and Jones
point out that smaller, and thus more efficient, boosted classifiers can be built which reject most of the
negative sub-windows while keeping almost all the positive examples. With this attentional cascade
structure, a majority of the sub-windows will be rejected in early stages of the detector, making the
detection process extremely efficient.
Other recent rigid-template based methods After the proposal of Viola-Jones, many rigid-
template based algorithms are motivated. In [56], following Viola-Jones framework, the authors
proposed to use evolutionary algorithms to minimise the number of classifiers without degrading the
detection accuracy. From their experiments, the total number of “weak” classifiers can be reduced by
40%. While Viola-Jones train each classifier independently, authors of [138] proposed to integrate
historical knowledge into successive boosting learning. In other words, the current partial classifier
is used as a prefix classifier for further training. Also, to speed up the feature selection process, a
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discrete downhill search strategy is proposed in [85]. They successfully limit the number of features
to compare during feature selection and achieved faster training time. On the testing process, similar
fast algorithms are proposed as well such as [111]. This method firstly computer a set of features over
a regular grid in an image. Later, all testing windows can use each corresponding feature window for
their initial step of the detection cascade.
Another branch of rigid-template based methods employ the neural networks to deal with the
problem. For example, a convolutional neural architecture is proposed in [41] to detect faces. Unlike
previous feature-specific methods, this structure can automatically extract problem-specific feature
without a particular assumption about the types and locations of features to extract. Similarly, other
shallow or deep neural networks are proposed such as [94], [148] and [64] to utilise the power of
neural networks to detect objects and faces. Readers can refer the literature for further details.
DPM based face detectors As introduced above, DPM is one of the best object detection frame-
works and indeed can be modified to detect human faces. The idea is to model the facial parts as the
part filters in the DPM model. So this type of methods can detect landmarks and face at the same
time (Face is modelled as the root filter). The most representative work of applying DPM on the face
is [152] which is proposed in 2012. The authors modelled the whole face as root classifier and other
landmarks as the part classifiers and designed a share part pool for part filters. So the deformation of
landmarks will be the latent value which can be solved by LSVM. Illustration is shown in Figure 2.13.
Figure 2.13: DPM model for face and landmarks detection.
As shown in Figure 2.13, the authors designed a mixture of 7 components to cover multi-view
of faces with a shared pool of parts. The scoring model considered both appearance and shape.
To find the best hypothesis, this method just computes each mixture and compare between the best
configurations of each mixture (viewpoint model).
Other DPM-related algorithms have been proposed later. For example, Yan [141] additionally
trained a body DPM to assist the localisation of the face root classifier location. The overall detection
accuracy of the face is boosted in this engineering strategy. In [84], the authors combined a set of
DPM viewpoint components and rigid-templates together to build a super model with 22 templates
to achieve better performance than standard DPM on face detection. Also, due to the drawback of
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Face alignment Method Selected Papers Year Quick Comment
ASM Cootes et al. [23] 1992 Shape Only
AAM
Cootes et al. [22] Liu et
al. [78] Sauer et al. [96]
Tzimiropoulos et
al. [126]
2001-2013 Shape+Appearance
CLM
Cristinacce et al. [26]
Asthana et al. [5]
Belhumeur et al. [9]
2006-2013 Patches
DPM Zhu et al. [152] Yu et
al. [146] Hsu et al. [54]
2012-2015 Discriminatingly Trained
Deep Learning
Sun et al. [118] Zhou et
al. [151] Weng et
al. [133]
2013, 2016 Multi-layers
Table 2.4: Brief review of worth-noting face alignment methods.
massive computation cost of standard DPM, in [140], authors pointed out that if a hypothesis has
a low score, then it more likely its neighbour windows also have low scores. So the authors prune
hypothesis instead of explicit computation of all hypothesis to boost the DPM test speed.
Face Alignment
Face alignment is to locate the landmarks (eyes, nose, and jawline, etc.) of a detected face. It is of
crucial importance to various follow-up topics such as face recognition or face frontalisation. Several
selected worth-noting face alignment algorithms are listed in Table 2.4.
ASM Active shape model (ASM), one of the oldest method exploring face alignment, is proposed
by Cootes and Taylor in 1992 [23]. ASM is a parametric deformable model where a statistical model
of the global shape variation from a training set is built. This model called the point distribution
model (PDM), is then used to fit a model (or template) to unseen occurrences of the object earlier
annotated in the training set. An example is shown in Figure 2.14. Then the iteratively practical
numeric optimisation will be performed for the initial hypothesis to find the best fit.
Although ASM can locate facial boundary that has the similar shapes to those in a training set, it
is not suitable for faces with a large angle of viewpoints. It was soon replaced by Active Appearance
Model (AAM).
AAM Also proposed by Cootes, Active Appearance Model (AAM) [22] is proposed in 2001.
AAM is the extension of ASM with two major differences: 1) AAM also model the appearance
information besides shape information; 2) AAM use least square optimisation to quick matching
the new image. AAM has overcome the disadvantage of ASM and form a standard and powerful
framework for face alignment topic.
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Figure 2.14: An example of ASM fitting to a new image.
AAM has inspired many follow-up works. For example, Liu [78] added a boosting-based classifier
to help to distinguish the correct match and incorrect match. The method iteratively updates the shape
parameters of the PDM via the gradient ascent method. In [96], the authors extend the AAM with
non-linear discriminative regression strategies for predicting shape updates such as random forest
regression. The performance is gained with random forest regression technique. Tzimiropoulos et
al [126] proposed a fast simultaneous inverse compositional computation algorithms for fast AAM
fitting.
CLM Constrained Local Model (CLM) is referred to the combination of a local detector for each
facial point and the parametric Point Distribution Model. Originally proposed in [26], CLM learns
the variation in appearance of a set of template regions surrounding individual features instead of
triangulated patches and uses a different search algorithm as shown in Figure 2.15.
There are some new methods based on CLM in recent years. In [5], Discriminative Response
Map Fitting (DRMF) method is proposed to deal with the CLM fitting process. Due to the discrimi-
native training process via SVM, the DRMF is reported to be quite robust. Belhumeur [9] proposed
an exemplar-based method which can be integrated into original CLM framework. Their method as-
sumes that the testing face shape can be generated by one of the transformed exemplar shapes (serve
as globe models). So the original shape model in CLM framework is replaced by the exemplar-based
model which lead to better occlusion handling.
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Figure 2.15: CLM search strategy.
DPM As mentioned in the literature review of face detection, DPM based method generally can
detect the face and locate the landmarks at the same time [152]. There are several other works employ-
ing DPM for face alignment. For example, Yu et al. [146] proposed a two-stage cascaded deformable
shape model for face alignment, where a group sparse learning method is proposed to automatically
select the optimised anchor points to achieve robust initialization based on the part mixture model of
[152]. Later, Hsu et al. [54] proposed a Regression Tree Structure Model (RTSM) which achieves
better time efficiency and localisation accuracy than [152].
Deep Learning Models As the recent progress on deep learning, the multi-layers neural networks
also shown great success in face alignment. For example, Sun et al. [118] designed a three-level
convolutional network and fuse the outputs of multiple networks at each level for robust prediction.
Similarly, Zhou et al. [151] developed a four-level convolutional network. The key insight is that each
level is trained to locally refine a subset of facial points generated by the previous levels. Weng [133]
proposed a deep learning framework consists of a global exemplar-based deep autoencoder network
(GEDAN) and a series of localised deep autoencoder networks (LDAN) in a cascaded fashion.
2.3.4 Anomaly Detection in Crowded Scenes
For surveillance video, special event/moving object (anomaly) is one of the most important security
sign which should raise the concern. So the ability to discover the special events and anomalies
is the key to automatic video surveillance. The system should be able to analyse the suspicious
object/human and take corresponding actions.
There have been many works regarding this topic in recent years. Among all the works, the ability
of detecting and localising anomalies in crowded scenes has drawn much attention in the perspective
of video surveillance. So several selected anomaly detection works in crowded scenes are shown in
Table 2.5.
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Anomaly Detection Method Selected Paper Year Quick Comment
Optical Flow Based Mehran et al. [88] 2009 Only Motion Information
Dynamic Texture Mahadevan et al. [82] 2010 Important Dataset
Sparse Reconstruction Cong et al. [21] Li et al. [74] 2011, 2016 Dictionary Learning
Max-path Tran et al. [123] 2011 “Find a Path”
Local statistical aggregates Saligrama et al. [108] 2012 Efficient
Spatio-temporal Context Lu et al. [80] 2014 Context modelling
Structure Analysis Yuan et al. [147] 2015 Structure descriptor
Table 2.5: Brief review of worth-noting crowded scene anomaly detection methods.
The Recent development of video anomaly detection has been more focused on methods do not
rely on tracking information. This is partly due to the difficulty of reliably track objects in crowded
scenes. In this setting, low-level features such as motion and texture are employed to represent activ-
ity patterns. For instance, Mahadevan et al. [82] proposed a joint model of appearance and dynamics
of crowd patterns based on dynamic textures. The main drawback of their method is the high time
complexity of the algorithm. Mehran et al. [88] analyse the interactive motion of people using optical
flow. Nevertheless, their method solely relies on the motion information. Thus, anomalies occurring
due to object size and texture cannot be detected. Cong et al. [21] introduced the sparse reconstruction
cost over the normal dictionary to consider whether a given testing sample is abnormal. An object
is considered as abnormal when its reconstruction cost is high. Follow-up works such as [74] also
utilise sparse coding to find the anomalies. Unfortunately, although their method shows excellent
performance in detecting anomalies in a video frame, it provides poor localisation of the anomalies.
Another trend is to model the context as descriptors such as [80, 147]. The basic idea is to model
the spatiotemporal structure into descriptors to describe the abnormal individual/object. In crowded
scenes, localising anomalies is as important as detecting them since human operators require subse-
quent video frames to conduct further analysis. Ideally, the human operators should be replaced by
automatic analysis component in a highly intelligent surveillance system.
2.4 Literature Review on Novel Directions
Previous sections have introduced the related techniques of modern video surveillance systems with
a broad range of literature overview. In this section, a deeper and more specific literature review will
be given on the two main directions of this thesis: 1) video surveillance in novel domains; 2) event
understanding and description.
Note that there are only a few papers working in these two directions so this section is relatively
short compares to previous sections. Also, from the tables below, as a revisit of our proposed research
questions, we find the answers from the literature are not satisfying.
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2.4.1 Video Surveillance in Novel Domains
Most existing video surveillance systems work in the visible light domain and monitoring human
as the main target. However, there is great potential in video surveillance in novel domains as we
mentioned in Chapter 1. To study the video surveillance techniques such as object detection in wildlife
domain or face detection/alignment in thermal domain, we reviewed literature that related to video
surveillance in these two novel domains in Table 2.6.
Video Surveillance Application Paper Year Quick Comment
Detect Quadrupeds Hannuna et al. [48] 2005 Wildlife Domain
Detect Lione Face Burghardt et al. [14] 2006 Wildlife Domain
Kenya Animal Identification Crall et al. [25] 2013 Wildlife Domain
Desert Animal Wilber et al. [134] 2013 Wildlife Domain
US National Parks Chen et al. [18] 2014 Wildlife Domain
Avian Nest Monitoring Goehner et al. [42] 2015 Wildlife Domain
Face Alignment Sun et al. [117] 2012 Thermal Domain
Face Recognition Riggan et al. [104] 2016 Thermal Domain
Face Recognition Wu et al. [137] 2016 Thermal Domain
Table 2.6: Video surveillance application in wildlife domain and thermal domain.
Novel wildlife domain related research works are quite rare, and most of them depend on simple
early computer vision tools such as SIFT or HOG with an SVM. That is far away from a mainstream
modern automatic video surveillance system. For example, in [25], authors analyse the data collected
in the wild of Kenya for animal identification. They use the standard SIFT features to perform the task.
In [134], the authors work on animal recognition where the data are collected from the Mojave desert.
They also use the simple SIFT-based method to assist the field biologist for an animal population
study. However, the animals they studied are not extremely deformable like the kangaroo; thus, their
task is significantly easier. Hannuna et al. [48] investigate an even simpler application considering
only motion information. They detect animal movement instead of recognition. Burghardt et al. [14]
use Viola-Jones face detector to detect lion faces. The limitation is obvious: they can only deal with
images with a frontal lion face.
Perhaps the work that most similar to us is Chen et al. [18] in which they monitor several wild
animals in North America national parks. The main difference is that the target animals and the en-
vironment are different (Australia compares to the US) which lead to a different strategy and dataset.
Also, the recognition framework is entirely different where our method is more time efficient without
the extensive training process. A similar work from Goehner et al. [42] also focus on uncontrolled
video surveillance in wild forest. However, without proposing novel methods or release dataset, they
simply run a few test based on existing methods to show a few examples on monitoring bird nest
activities.
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On the other hand, thermal face related topics such as detection, alignment, and recognition is
also a very new research area. Not to mention the face alignment/frontalisation techniques for the
thermal domain. The datasets are rare in this research topic. The few existing works only consider
frontal face recognition [104, 137]. These works typically use CNN to perform face recognition
between the thermal face and visible face with cropped face. They do not explore face alignment in
the thermal domain. The only work doing face alignment in the thermal domain is Sun et al. [117].
They process the thermal face with canny edge detector to get the sketches. Their method avoids
alignment on the thermal face itself and also do not deal with high face rotation. And they do not
explore the frontalisation problem after very simple landmarks localisation (much easier compares to
the 68 points in this thesis).
2.4.2 Event Understanding and Description
Automatically describing the video is a novel research area. The aim is to let the computer system
describe a video with summarised natural language that human can understand. Inspired by video
understanding, the video description topic is getting increasing attention. However, there are only
several papers work on video description since 2013. A brief review will be given in Table 2.7.
Video Description Method Selected Paper Year Quick Comment
Language model from Web Guadarrama et al. [47] 2013 Web-scale text corpora
Text-mined knowledge Niveda et al. [63] 2013 Formatting SVO
Similarity between words Sun et al. [116] 2014 A new similarity metric
Deep Learning Donahue et al. [31] 2015 CNN and LSTM
Table 2.7: Brief review of recent video understanding and description.
The basic idea of video description is to detect keywords using pre-trained action detectors and
object detectors and generate a sentence covering the main content of this video. Several works [31,
47, 63, 116] have been proposed to achieve this goal. Guadarrama et al. [47] attempt to learn a
language model from large web-scale text corpora and to use it as a prior on triplets. In [63], the
authors, explore text-mined knowledge to regulate the formatting of Subject, Verb, Object (SVO)
triplets. Furthermore, by employing the similarity between SVO sets, Sun et al. [116] proposed
to extend the metric to include similar words with a random forest structure framework. Another
emerging trend is using deep learning methods for video description. For instance, work in [31] uses
the Convolutional Neural Network (CNN) and the Long Short-Term Memory (LSTM) network to
achieve better performance in finding the correct SVO. Although some progress has been made, this
topic is still in its infant stage, and many questions remain answered such as can we consider role
relationships in the text or can we bring the social meaning of the characters.
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2.4.3 Further Discussion on the Research Gap
Although the novel domain related surveillance research areas are not entirely blank, they are not
satisfying in many aspects, and they can not answer the research question posted in Chapter 1.
1. Most of the above-reviewed works do not provide the publicly available dataset for the research
community. This is a very important issue that needs to be solved.
2. In the wildlife surveillance domain, most of the works do not propose a novel method, and
they simply adopt existing methods in the applications. However, we want to know if we can
modify and improve existing methods in novel domains. Novel methods need to be developed
to sustain the good performance of surveillance system in regular domain.
3. In the thermal domain, the previous works do not deal with the rotated face. In other words, the
thermal face alignment and normalisation have remained untouched.
4. In the direction of video event understanding and description, the role analysis is missing in the
current frameworks. Especially the ability to identify roles across the category. It is important
to fine-grain description, and there is no suitable answer in the literature.
As the list above indicated, it is hard to find the answers to our research questions in the previous
literature, and it is both necessary and beneficial to investigate these research directions.
2.5 Summary
Chapter 2 has introduced the history and importance of Video surveillance. More impor-
tantly, the related techniques are also discussed with literature review.
Video surveillance plays an important role in today’s human society and will continue to serve us
in the future. It is necessary to understand its importance and history. So a brief introduction covering
the development of video surveillance industry is given at the beginning of this Chapter.
To construct a smart video surveillance system, a set of techniques such as object/face detection
and recognition, anomaly detection, event recognition and video description are all related to the
processing framework. So in this Chapter, the related background techniques and research status are
introduced and discussed. A literature review with broad range is done covering the above-mentioned
topics.
34
Chapter 2. Background and Literature Review
After the background knowledge introduction and literature review, Chapter 3 will give an overview
of all proposed methods in this thesis and how they connected to each other in a unified framework of
a desired video surveillance system.
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Chapter 3
Smart Video Surveillance Framework
I seem to have been only like a boy playing on the
seashore, and diverting myself in now and then
finding a smoother pebble or a prettier shell than
ordinary, whilst the great ocean of truth lay all
undiscovered before me.
Isaac Newton. 1642 – 1727
Chapter Summary: The interactions and relationships between components within a
smart surveillance system will be discussed in this chapter.
3.1 Introduction
An extensive framework covering multiple topics for one single purpose: a better and
smarter surveillance prototype.
To understand the structure of the framework, the connection map between Chapters are shown
again below.
As shown in Figure 3.1, the two principal elements are the detection and analysis component.
First, the system will detect event/object of interest in the video. This will be done by the detection
component. When the detection component has gathered necessary information, it will pass the mes-
sage to the analysis component for higher level analysis such as role analysis, event understanding,
and video description.
Ideally, the system provides meaningful output such as an alert when there are important/abnormal
events. Also, the system will generate the textual description of the processed video. Also, the
framework can be modified for various purposes by disabling or enabling the sub-modules which will
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Figure 3.1: Flow chart illustrating the connections between the Chapters.
be developed and discussed throughout this thesis. So every method proposed in this thesis can be
seen as a system plug-in which could then change the system behaviour.
Note that this thesis does not claim that it has developed a fully functional intelligent surveillance
system. It is more reasonable to say that this thesis has made some contributions toward that ultimate
goal in the form of exploring novel domains, methods, and research datasets.
In the following sections, the relationship between all proposed methods will be described in
details. Also, the interaction between the two components will be described in section 3.4.
3.2 The Detection Component
The detection component studies the face detection/alignment/recognition, object detection, anomaly
detection functions of video surveillance in both regular domain and novel domains such as thermal
domain, wild animal in uncontrolled nature environment domain, and crowded scene domain. The
details of the detection component will be illustrated below in the form of modules.
The process is quite simple in contrast to mainstream as shown in Figure 1.2. We first study the
existing methods in novel domains to explore more possibilities of smart video surveillance. Then
based on the observations, experiments and modifications, we propose novel methods to provide
competitive performance while the previous methods generate in novel domains.
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3.2.1 Anomaly Module
For a video of a particular time window, the most important task of surveillance will notify the users
of strange event/object. For most cases of public surveillance, the scene could be very crowd. To that
end, an effort has been made to deal with anomaly detection in crowded scenes.
The brief literature review in section 2.3.4 has introduced the current progress in anomaly detec-
tion for the crowded scenario. From there, a novel method is proposed based on trajectory analysis.
Details and experiments will be shown in Chapter 4.
This part of work is making an effort to boost the performance of detection component of current
video surveillance system which, in general, already equipped with anomaly detection modules. The
tracked trajectory can be used for role classification in Chapter 7.
3.2.2 Object Module
In a detection component, the most important and fundamental problem will be the object detection.
In this thesis, DPM is the baseline and foundation for object module and a novel method based on
DPM are also proposed for light-weight fast computing purpose. As mentioned in Chapter 1, the
speed of the surveillance system is also very important.
This part of the work is also an exploration of wild animal domain surveillance in a totally uncon-
trolled nature environment including daylight/night time. This is a collaboration with the Queensland
Government Wildlife and Parks service department who provided the raw data. From there, a refined
image dataset is built featuring wild animals such as kangaroos, emus, dingos and wild cats.
The object detection module developed here can serve for the following analysis component. The
provided detection results (bounding boxes) will be saved in the gathered information as shown in
Figure 3.2 which will then be used for the generation of video description in Chapter 8.
The DPM-related techniques from this module will also serve as the foundation of face module
which will be described below.
3.2.3 Face Module
This part of the work is done during a half-year full-time research project at Canon Information
System Research Australia Sydney (Refer as Canon for short in the following context). Due to the
company’s confidential policy, some works have been protected for patent application and not allowed
to be shown in the Thesis.
Apart from that, a significant amount of work regarding the investigation and experiments on face
detection/alignment and pose normalisation will be shown in Chapter 6. As mentioned above, we
study the face related problem in both the visible light domain and novel thermal domain.
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Briefly speaking, extensive face detection and alignment experiments are performed on different
datasets in both visible domain and thermal domain. From the observations on thermal face exper-
iments, a method based on DPM is proposed to adapt the method from the visible domain. Also,
the pose normalisation problem is investigated and the example experiment shows the impact of pose
normalisation on face recognition. The experiments are all listed in section 6.4.
To better explore the thermal domain face detection, alignment, and recognition, two new datasets
are built the desired smart surveillance system that works in the thermal domain. Details will be
shown in section 6.2.
3.2.4 Relationships between Modules
Figure 3.2: Details within detection component.
As indicated by the name of the modules, the modules work in parallel to gather as much infor-
mation as possible from the visual data. In another word, they are like plug-ins that can serve for
following tasks independently. A visualisation of the inside of the detection component is shown
in Figure 3.2. However, they still have connections even if they run in parallel. For example, with
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the help of pre-defined rules from anomaly module, the particular/abnormal object can be detected
using the method from object module. The primary purpose of the detection modules is to provide
objects/trajectories/activities candidatures for the following analysis component.
3.2.5 Further Discussion on Detection Component
As mentioned before, an important sign of the desired surveillance system is its ability to work in
different domains and environments. As part of this thesis’s research, thermal domain and night vision
wildlife domain are explored as pioneer works. Also, for the first time, extensive data collection and
experiments on wild animal surveillance such as kangaroo surveillance are performed in Chapter
5. Note that even the extended modules are connected to the following analysis component. For
example, the proposed Kangaroo detector will provide detection bounding box information for video
description module in videos containing kangaroos.
3.3 The Analysis Component
This is the key ingredient which can make the surveillance system interact with human users directly.
Being a pioneer work, this thesis aims to show the importance of role classification and its impact on
video description. It is unrealistic to build an ideal system that can solve video event analysis perfectly
at this stage. The scope of this thesis, as mentioned before, is to contribute to the future surveillance
system and spark more interest in this topic. So for now, only role module and description module
are researched and integrated as plug-ins for the analysis component.
3.3.1 Role Module
To better understand the content of a video event, it is necessary to determine the relationships be-
tween the important objects/animals/persons in this event. Humans are social creatures. We can easily
tell the relationships between different characters in a scene. This is how we understand most social
events and perform our daily social activities. This part is called role analysis and it is a novel re-
search area. In general, social role analysis is extremely useful for various applications. One could
generate a video description once the roles of each detected person are identified. Role analysis is
also useful to perform searches in video surveillance. The background of role analysis and proposed
novel approach will be described in Chapter 7.
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3.3.2 Description Module
In this stage, the role module serves for the description module. The video description module fuses
the output of nearly all previous modules to generate human-understandable natural language descrip-
tion in the form of text.
DPM based detectors from Chapter 5 will provide the candidatures for the subject and objects in
a simple event of the video. Then the tracking and trajectories refinement techniques from Chapter 4
will help to generate the trajectory based features. The role classification method from Chapter 7 will
come in to assign the roles in an event. Finally, the sentence will be shown to human users with the
help of all previous modules. The proposed video description framework is explained in Chapter 8.
3.4 The Interaction between Detection and Analysis Components
Figure 3.3: Connections between modules.
A detailed module relation map is shown in Figure 3.3. In the perspective of the whole framework,
the modules in detection component will work in parallel to gather as much information as possible.
Then the information will be passed to output if needed (sometimes the video surveillance system may
only need simple conclusions such as how many faces are detected). Also, for higher level (smarter)
output, the gathered information will be put into the analysis component to event level processing.
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The role module will select the important detected event/abnormal event and find the important roles
in it. After processing, role module will also pass the information to description module where all
necessary information is fused to generate the human understandable sentence.
3.5 Summary
The proposed smart video surveillance framework is intended to cover many techniques into the
system. The parallel design of the detectors is to ensure that more modules can be added or can be
deleted for different usage. In other words, these “plug-ins” can be customised to match the system
requirement and computing resource limitation.
This Chapter specifically illustrated the technical relationships between all proposed methods and
topics. The interaction between them has made sufficient progress in building the ideal highly intelli-
gent video surveillance system.
In this Chapter, the relationship and structure of the thesis are discussed. The technical/algorithm
details and experiments will be described from next Chapter starting with anomaly detection module.
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Chapter 4
Anomaly Detection in Crowded Scene
Domain
Somewhere, something incredible is waiting
to be known.
Carl Sagan. 1934 – 1996
Chapter Summary: The very notion of surveillance is invented to monitor unusual ob-
ject/person/event. Naturally, the ability to detect strange object/event is a great advantage
for video monitoring system. However, the challenge is immense when it comes to crowd
scene anomaly detection.
4.1 Introduction
we propose an approach for locating anomalies in crowded scene for surveillance videos.
A video surveillance system should be able to detect and localise suspicious object/activity auto-
matically. The ability to identify and localise unseen anomalies is an important module in the detec-
tion component of our surveillance framework. We can actually employ the state-of-the-art anomaly
detection methods from the literature. However, to boost the performance of our surveillance system,
we would like to look at a more challenging scenario: detecting and localising unseen anomaly in a
very crowded scene.
Luckily there is some valuable crowded scene research dataset publicly available. For example, in
Figure 4.1, a video clip from the UCSD Anomaly Detection dataset [82] shows an anomaly marked
with a red bounding box. Note that anomalies are often defined in a special context. A car on the
highway is quite normal yet it is defined as an anomaly if showed in a pedestrian walk path. In UCSD
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Figure 4.1: Example of tracking object on region level. The first and second frame has the anomaly
location while the classifiers failed to detect the anomaly in the third frame. Our system can still
predict the anomaly location in the third frame.
dataset, the bicycles, skateboards and cars are marked as an anomaly because the scenes are mainly
about pedestrians.
4.2 Background
There have been several works as mentioned in section 2.3.4. We will extend the literature review
here.
The Recent development of video anomaly detection has been more focused on methods do not
rely on tracking information. This is partly due to the difficulty of reliably track objects in crowded
scenes. In this setting, low-level features such as motion and texture are employed to represent activ-
ity patterns. For instance, Mahadevan et al. [82] proposed a joint model of appearance and dynamics
of crowd patterns based on dynamic textures. The main drawback of their method is the high time
complexity of the algorithm. Mehran et al. [88] analyse the interactive motion of people using optical
flow. Nevertheless, their method solely relies on the motion information. Thus, anomalies occurring
due to object size and texture cannot be detected. Cong et al. [21] introduced the sparse reconstruc-
tion cost over the standard dictionary to consider whether a given testing sample is abnormal. An
object is considered as abnormal when its reconstruction cost is high. Follow-up works such as [74]
also utilise sparse coding to find the anomalies. Unfortunately, although their method shows excellent
performance in detecting anomalies in a video frame, it provides poor localisation of the anomalies.
46
Chapter 4. Anomaly Detection in Crowded Scene Domain
Some researchers model the context as descriptors such as [80, 147]. The basic idea is to model
the spatiotemporal structure into descriptors to describe the abnormal individual/object. In crowded
scenes, localising anomalies is as important as detecting them since human operators require subse-
quent video frames to conduct further analysis. Ideally, the human operators should be replaced by
automatic analysis component in a highly intelligent surveillance system.
Another worth noting trend is to treat a video as a collection of spatial non-overlapping regions
extracted from the video frames. The spatial region structure is becoming popular in anomaly detec-
tion tasks in crowded scenes recently [102, 123, 108, 17]. This is because by applying this we can
reduce the problem to a problem of determining abnormal regions, thus, sidestepping the burden of
tracking the objects before detecting anomalies. Though the results of the papers mentioned above
are quite competitive, in the present work, we will show that it is possible to achieve notable improve-
ment when we consider neighbouring abnormal regions for rectifying miss-classification made by the
existing anomaly classifiers. The fundamental idea we are pursuing in the present work is that ab-
normal regions of the adjacent frame are related, and therefore this information could be exploited to
rectify the mistakes made by the existing anomaly classifiers in determining the regions abnormality.
Furthermore, as the side effect of doing this, trajectories of the unusual objects can be recovered.
Our present work is inspired by Max-path approach [123] which finds the most abnormal trajec-
tory from a video. The trajectory is determined from the abnormal probability value of regions. One
of the shortcomings of Max-path approach is that it is sensitive to the mistakes made by the anomaly
classifier in determining the probability value for each region. Therefore, the approach may fail in
settings where anomaly classifiers are not perfect. In contrast to Max-path approach, we assume that
the anomaly classifiers could make mistakes and we provide a method to rectify them accordingly. As
we will show in the experiment section that the proposed method achieves notable improvement over
the existing state-of-the-art systems in both frame-level as well as pixel-level performance (anomalies
localisation accuracy).
4.3 Proposed Anomaly Detection via Trajectory Analysis
The overview diagram of the proposed approach is depicted in Figure 4.2. Let V i = {I1 . . . In}
be the i-th video with n frames wherein each frame I t ∈ Rw×h has size w × h. Foreground de-
tection is performed on each frame to suppress undesirable background dynamics, such as waving
trees and illumination variations [103]. We divide each frame into a set of non-overlapping regions
I t = {R1,1,t . . .Rn,m,t}, where n and m are the total number of rows and columns of the structure,
respectively (refer to Figure 4.2). Our aim is to detect and construct a set of anomaly trajectories
T = {T1 . . . TC} from a video V i in which each trajectory Tc consists of a set of abnormal regions
indicated by triplet (i, j, t) where i, j and t are the row, column and frame number respectively. Since
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Figure 4.2: System overview of the proposed approach. The regions belong to the background are all
marked as normal. Only those regions with foreground pixels will be processed. The overall classifier
Φ is trained beforehand.
an anomaly often take up several regions within one frame, its trajectory will therefore go through
multiple adjacent regions at a specific time.
To construct an anomaly trajectory Ti, we firstly extract a set of low-level features such as motion,
size and texture from each region in all frames. These features are then fed into a set of anomaly clas-
sifiers which are trained beforehand from training videos. We combine the output of these classifiers
to determine whether a region is abnormal. The detected abnormal regions are then used to construct
the trajectories.
To that end, we first detect a set of pathlets {φ1 . . . φk} from the set of abnormal regions. A
pathlet is a set of spatially and temporally connected neighbouring abnormal regions. Once the
pathlets are detected, the set of trajectories is constructed by merging them. Also, as we assume that
an anomaly could appear before the first detected pathlet, then we employ a method to determine
when the anomaly appears for the first time. The same approach will be applied for determining
when an anomaly disappears.
The resulting trajectories can be incomplete because the pathlet merging rule allows two non-
adjacent pathlets to be merged into the same trajectory. As such, we complete the constructed trajec-
tories by employing path prediction via SVM. Specifically, an SVM will be trained on each pathlet
and applied to complete the trajectory between pathlets.
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4.3.1 Anomaly Classifier
An anomaly classifier ϕ : Rd 7→ [0, 1] admits a feature vector x ∈ Rd from a region and returns
a probability value of the region being abnormal. In the present work, we employ three different
anomaly classifiers proposed in [102]. Each classifier admits different features that capturing a dif-
ferent aspect of anomaly objects. Specifically, we employ three features: motion, texture and size.
Following [102], the output of these classifiers are then combined via the following rule:
Φ(x
[mot]
i,j,t ,x
[size]
i,j,t ,x
[txt]
i,j,t ) =

1, if ϕ[mot](x[mot]i,j,t ) < δ1
1, if ϕ[size](x[size]i,j,t ) < δ1 ∧
ϕ[txt](x
[txt]
i,j,t ) < δ2
0, otherwise
(4.1)
where the value of Φ(·) indicates the abnormality of the region (i.e., 1 means abnormal, 0 otherwise);
x
[mot]
i,j,t ,x
[size]
i,j,t ,x
[txt]
i,j,t are the feature vectors of motion, size and texture extracted from region located in
i-th row j-th column of t-th frame, respectively; ϕ[mot](·), ϕ[size](·), ϕ[txt](·) are the anomaly classifiers
for motion, size and texture, respectively and δ1 and δ2 are thresholds indicating the importance of
each classifier. These values will be varied to construct Equal Error Rate plots (EER).
To make the thesis self-contained, we briefly discuss the feature descriptors and the anomaly
classifiers used in [102]:
we compute the optical flow of only the foreground pixels from a region. The iterative Lucas-
Kanade algorithm [10] is employed to compute the displacement of pixels between two consecutive
frames, with a fixed search window around each pixel. We first determine the average motion as:
x̂
[mot]
i,j,t =
1
Nf
Nf∑
n=0
‖[v(n)x , v(n)y ]‖1 (4.2)
where, for foreground pixel n, v(n)x and v
(n)
y are the optical flows in the x and y directions, respectively,
while Nf is the total number of foreground pixels within the region. The motion feature of the region
is taken to be the smoothed (noise-reduced) version of the region’s average motion, calculated using
straightforward temporal averaging:
x
[mot]
i,j,t =
1
3
t+1∑
u=t−1
x̂
[mot]
i,j,t (4.3)
To increase the sensitivity of anomaly detection, the size of foreground objects need to be anal-
ysed. A conventional technique to measure object size is via connected component analysis on the
foreground masks. However, in crowded environments, it becomes ineffective due to object overlap
and occlusion. Instead, an approximate size of an object contained within a region can be obtained by
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considering its foreground occupation along with that of its neighbouring regions (as the object may
occupy more than one region).
Specifically, let us denote the foreground occupancy (number of foreground pixels) for region
Ri,j,t by ot(i, j). We define the size feature for region Ri,j,t as a weighted combination of the fore-
ground occupancy values of the region and its immediate neighbours:
x
[size]
i,j,t =
i+1∑
a=i−1
j+1∑
b=j−1
G(a− i+ 1, b− j + 1)ot(a, b) (4.4)
where G is a 3 × 3 Gaussian mask [44]. The mask is used for placing prominence on the centre
region and hence reducing the impact of neighbouring regions that, in crowded scenarios, may contain
foreground pixels belonging to other objects (in addition to the object of interest).
While the size feature can be useful for increasing the sensitivity of anomaly detection, using it
without qualification may also increase the false alarm rate. For example, in crowded environments,
the foreground masks of people walking close to each other could resemble a large foreground object.
To address this problem, the texture present within the region can be used for increasing selectivity.
To this end, we filter a given image using 2D Gabor wavelets [73] at four orientations: 0, 45, 90 and
135 degrees. The texture descriptor for region Ri,j,t is hence a 4D vector:
x
[txt]
i,j,t = [m0,m45,m90,m135]
′ (4.5)
where m is the sum of the response magnitudes of the wavelet oriented at degrees, over the pixels
contained within the region. The texture vectors are only collected for regions that have at least one
foreground pixel, to minimise modelling of the background.
Anomaly classifiers. The anomaly classifiers for ϕ[mot] and ϕ[size] are modelled by using a
smoothed histogram by temporarily storing all the training samples and performing Gaussian ker-
nel based density estimation to compute the probability of the continuous variable only at discrete
points over its entire permissible range.
p(s∆x) =
1
N
N∑
n=1
1
h
√
2pi
exp{−‖s∆x− xn‖
2
2h2
} (4.6)
where ∆x is the resolution of the step size (eg. 0.25), s = {0, 1, 2, 3, ..., S}, with s∆x being the
valid upper limit of the variable in consideration. N is the number of samples in the training dataset
and h is the bandwidth of the Gaussian kernel. The probability values are normalised to obtain a
probability mass function (pmf). As in the histogram approach, the training data is discarded once the
pmf is computed. The resultant pmf denoted by ϕ(·) will be the classifier.
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Figure 4.3: An illustration of the pathlets of a trajectory.
As for the texture descriptor, the classifier ϕ[txt] models the distribution of the descriptors using a
codebook that is trained in an on-line fashion (adaptively grown). As for the metric of distance, we
employ Pearson’s correlation coefficient [121] for measuring the similarity of two descriptors:
ρ(a, b) =
(a− µa)′(b− µb)
‖a− µa‖‖b− µb‖ (4.7)
where µx is the mean of elements of vector x, and ρ(a, b) ∈ [−1,+1]. The classifier ϕ[txt](·) is then
defined as the nearest distance (i.e., largest ρ(·) value) between the x[txt]i,j,t and the matching codebook
entry.
After the models of the three classifiers are defined, using the decision rule presented in the equa-
tion 4.1, we will have a set of abnormal regions in the testing video.
4.3.2 Trajectory Analysis
Once the abnormal regions are detected from a video, we then construct the set of trajectories by
first detecting a set of pathlets and merge them afterwards (Refer to Figure 4.3). Therefore, the
trajectory analysis step consists of two parts: pathlets detection and pathlets merging. The former
detects pathlets from the set of abnormal regions, whereas the latter merges the detected pathlets
into trajectories.
1. Pathlets detection
As mentioned, we define a pathlet as a set of spatially and temporally connected neighbouring
abnormal regions. A pathlet φ = {(i, j, t) . . . (i, j, t + |φ|)} can be thought as a short trajectory
satisfying the following constraints:
• |φ| ≥ λ1, where |φ| denotes the length of the pathlet in number of frames.
• Let (it, jt, t)[c] and (it+1, jt+1, t+1)[c] denote the centres of connected abnormal regions in frame
t and t+ 1. Then it − it+1 < λ2 and jt − jt+1 < λ2.
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The first constraint excludes miss-classified regions which normally appear in a short interval.
While the second constraint guarantees each element in the pathlet is spatially and temporally con-
nected. From our empirically analysis, we found that λ1 = 5 and λ2 = 2 give reasonable results.
2. Pathlets merging
Once the pathlets are detected, we construct a set of trajectories by merging them. To this end,
we define the merging rule as:
φ1, φ2 ∈ Ti if dist(φ1, φ2) < λ3 (4.8)
where φ1 and φ2 are two different pathlets; dist(·) denotes the distance between two pathlets
defined as:
dist(φ1, φ2) = |t[c]1 − t[c]2 | (4.9)
where t[c]1 and t
[c]
2 are the middle frames of φ1 and φ2, respectively
1. λ3 is set to 20 according to
the experiments.
The results from the merging process may produce incomplete trajectories. This is because the
merging rule allows two non-adjacent pathlets are merged as long as it satisfies the condition pre-
sented in (4.8). In the next section, we discuss how to make a complete trajectory by connecting the
pathlets.
4.3.3 Path Prediction
In this section, we complete a trajectory by inferring the connected abnormal regions within two sub-
sequent pathlets in the trajectory. This process can be thought as rectifying the miss-classifications
made by the anomaly classifiers on the frames between these two pathlets. We train multiple SVM
classifiers to make the prediction. This is because the most accurate prediction can be done when the
SVM is trained by the information extracted from neighbouring regions. To this end, for each frame,
we select a set of query locations and then feed them into the classifier. The locations which have
positive values from the SVM then become parts of the trajectory.
We first describe the features extracted from each region for the SVM classifiers. After that, the
training and prediction procedures are presented.
1. Feature extraction
To train the SVM classifier, we use a 7-dimensional feature vector extracted from each region Ri,j,t:
[Dx, Dy, Dpx, Dpy, ϕ
[mot], ϕ[size], ϕ[txt]] (4.10)
1Note that we are abusing the notation here as t[c] is the middle frame of a pathlet whereas (i, j, t)[c] denotes the
centre of the connected abnormal regions in frame t. (it[c] , jt[c] , t[c])[c] is the centre of the connected abnormal regions in
the middle frame of a pathlet.
52
Chapter 4. Anomaly Detection in Crowded Scene Domain
?
??? ?? ??
?
?
?
????????
?
???????
?????????????
?????????
??????????????
???????
?????????????
?????????
Figure 4.4: A 2D view of the path prediction example. Iu is a frame the system is trying to infer. The
red line indicates the result of the linear interpolation.
whereDx andDy are the spatial distance between current region and centre of the previous frame;Dpx
andDpy are the spatial distance between current region and the closest pathlet and ϕ[mot], ϕ[size], ϕ[txt]
are the output of the anomaly classifiers. The spatial distance Dx and Dy between two adjacent
regions Rit,jt,t and Rit+1,jt+1,t+1 can be defined as: Dx = |it − it+1| and Dy = |jt − jt+1|. Let
(it[c] , jt[c] , t
[c])[c] be the centre location of the middle frame of the closest pathlet, the spatial distance
Dpx and Dpy between the current region Rit,jt,t and the closest pathlet is defined as: Dpx = |it− it[c] |
and Dpy = |jt − jt[c] |.
2. Training
For each SVM, we use the features extracted from the abnormal regions of a corresponding
pathlet as the positive samples. In other words, we train an SVM for each pathlet. While nega-
tive samples are taken randomly from normal neighbouring regions of the pathlet.
3. Prediction
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The proposed prediction method was inspired from activity forecasting proposed in [61] which
a reward based function is used to predict the future path. In contrast to our proposed method, we
propose to use a discriminative approach to rectify miss-classified regions (as shown in Figure 4.4).
For each frame Iu between two pathlets, we select possible regions as the query locations for the
SVM trained from the closest pathlet. To that end, we use linear interpolation determined between
these two pathlets. Specifically, the linear function is trained from the set of locations of each pathlet.
The resulting locations and their neighbourhood are selected as the query locations. Finally, the
locations wherein the SVM classifier returns positive value will be inserted into the trajectory.
We note that there are two special cases for completing a trajectory: (1) completing the trajectory
before the first pathlet; and (2) completing the trajectory after the last pathlet. These cases exist
because anomalies can appear before the first and after the last successfully detected pathlet. This
is due to the pathlet constraints presented previously which prevent some actual abnormal regions to
be included in a trajectory.
Let t[start] be the frame number where the anomaly appears in the first time;D[start]t as the temporal
distance between the first frame of the first pathlet t[start]p and the t[start]. We determine t[start] by
minimising the following objective function:
min
t[start]
D
[start]
t s.t.
t
[start]
p∑
t=t[start]
f
(
n∑
i=1
m∑
j=1
Φi,j,t
)
> λ4 (4.11)
where Φi,j,t is the overall anomaly classifier value at the i-th row and j-column region in t-th frame;
f is a piece wise function which is determined via:
f(v) =
1, v > 00, otherwise (4.12)
The above objective function finds for the closest t[start] to the first pathlet while maintaining the
number of frames having abnormal regions; λ4 is the minimum amount of frames having abnormal
regions. We use a gradient descent method to solve the optimisation problem. From our empirical
analysis, we found that λ4 = 8 gives reasonable results. We note that this procedure can also be
applied to the second special case.
4.3.4 Experiments
To evaluate the performance of the proposed approach, we performed experiments on the stan-
dard dataset to evaluate anomaly detection in crowded scenes, namely UCSD Anomaly Detection
dataset [82]. The dataset contains multiple surveillance videos of two scenes (Ped1 and Ped2), both
with considerable crowds. Anomalies present in the dataset include skateboarders, bikers, motor ve-
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Figure 4.5: Selected examples. The left column is UCSD Ped1 dataset, and the right column is UCSD
Ped2 dataset.
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hicles, people pushing carts as well as walking on the lawn (as shown in Figure 4.5). The image
size in Ped1 is 238x158 pixels, while on Ped2 it is 360x240. Ped1 has 34 training and 36 test image
sequences, while Ped2 has 16 training and 12 test image sequences.
The UCSD dataset has a prescribed evaluation protocol [82], involving two types of assess-
ments: (i) frame-level anomaly detection, and (ii) within-frame anomaly localisation. For frame-level
anomaly detection, all test sequences have annotated ground-truth at frame-level in the form of a bi-
nary flag indicating the presence or absence of anomaly in each frame. For within-frame anomaly
localisation, a subset of test sequences (10 in Ped1 and 9 in Ped2) has the anomalous regions within
each frame marked.
Based on our practical experiments, the region size was set to 16×16, while the search window
size in the optical flow computation was set to 15×15 (odd sized to ensure a symmetrical search area
around a given pixel). The experiments were implemented in C++ with the aid of the Armadillo C++
library [110]. We follow the prescribed evaluation procedure by [82] for all the comparisons.
First, we evaluate the contribution of SVM-based path prediction by replacing it with a much
simpler method, here denoted as probability map, which uses the probability values to select the
abnormal regions from the set of query locations. Technically, the method only selects the regions
which have probability value more than a certain threshold value which is determined empirically.
Table 4.1 presents the pixel level EER results between the two systems. EER is the point where the
false negative rate is equal to the false positive rate. Smaller EER indicates a better overall system
performance. As we can see from the result, SVM-based path prediction performs significantly better
than the probability map approach. This is because the SVM exploits the relationship existed between
two neighbouring regions and has a richer feature vector than probability map. Therefore, we use
SVM based path prediction in our final system.
As for the time complexity, the advantage of probability map is negligible because most time is
consumed in computing the features. So we use SVM in our final system.
Table 4.1: Comparison Within System: Pixel Level EER
Methods Ped 1 Ped 2 Average
Probability Map 31% 23% 27%
SVM 29% 17% 23%
In the second experiment, our proposed method was compared to the state-of-the-art sytems such
as: social force [88], MPPCA [60], MDT [82], SF-MPPCA [82], Adam [2], Reddy [102], Ryan [107],
Sparse [21], Saligrama [108] and Thida [122]. The comparison results are shown in Figure 4.6,
Table 4.2 and Table 4.3. Also, our system achieves approximately 12 fps on a Duo Core 2 GHz
computer which can be considered as a real-time system. This is several orders faster than many
state-of-art methods such as MDT [82] which takes 25 seconds to process each frame.
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Table 4.2: Frame Level EER
Methods Ped 1 Ped 2 Average
SF [88] 31.0% 42.0% 37.0%
MPPCA [60] 40.0% 30.0% 35.0%
SF-MPPCA [82] 32.0% 36.0% 34.0%
Adam [2] 38.0% 42.0% 40.0%
MDT [82] 25.0% 25.0% 25.0%
Reddy [102] 22.5% 20.0% 21.3%
Ryan [107] 23.1% 13.3% 18.2%
Sparse [21] 19.0% - -
Saligrama [108] 16.0% - -
Thida [122] 22.0% 13.5% 17.8%
Proposed Method 17% 16% 16.5%
Table 4.3: Pixel Level EER
Methods Ped 1 Ped 2 Average
SF [88] 79% - -
MPPCA [60] 82% - -
SF-MPPCA [82] 72% - -
Adam [2] 76% - -
MDT [82] 55% - -
Reddy [102] 32% - -
Ryan [107] - - -
Sparse [21] 54% - -
Saligrama [108] - - -
Thida [122] 31% 22% 26.5%
Proposed Method 29% 17% 23%
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Table 4.2 shows the comparisons of EERs for frame-level anomaly detection and Table 4.3 shows
the comparisons of EERs for pixel-level anomaly detection. The presented results of other papers are
directly taken from the corresponding papers. It can be seen that our method outperforms or at least
has comparable performance to the state-of-art systems. Specifically, our method achieved notable
performance improvement compared to the other state-of-the-art systems for pixel level comparisons.
This suggests that our method has better anomaly localisation performance. This may be due to
the proposed method can rectify miss-classifications made by the anomaly classifiers by exploiting
the relationship between neighbouring regions. Also, we note that most of the state-of-arts did not
provide pixel-level results on Ped2, we only compare our method to [122].
Figure 4.6 shows the ROC curves of frame-level and pixel-level results with comparison with
several other methods. The bottom-left corner representing ideal performance. The red line indicates
the EER. Note that many methods did not provide ROC curves. So we only compare with methods
that have the EER curves. It is also clear that from these curves that our proposed method offers a
notable improvement over the existing state-of-the-art systems.
We also tried Max-path [123] to replace our trajectory analysis and path prediction. However,
using our settings and our classifiers, Max-path can not find a valid path, therefore, can not provide a
competitive result. To our knowledge, the reason is that Max-path needs stable classifiers and a clear
probability map. And it is not capable of connecting two short paths if there are few missed frames
between them.
4.4 Summary
Anomaly detection ability is investigated in crowded scene
As anomaly usually involves suspicious behaviour and appearance, we proposed to check both
aspects. In this Chapter, the ability of anomaly detection module is boosted for our smart video
surveillance system. However, the standard object/face detection and recognition modules are yet to
investigated. So in Chapter 5 and Chapter 6 below, we will explore these functions for our surveillance
system.
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Figure 4.6: ROC curves. The bottom-left corner representing ideal performance. EER is where the
false negative rate is equal to the false positive rate.
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Figure 4.7: ROC curves. The bottom-left corner representing ideal performance. EER is where the
false negative rate is equal to the false positive rate.
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Object Detection in Wildlife Domain
The clearest way into the Universe is
through a forest wilderness.
John Muir. 1838–1914
Chapter Summary: As the title suggested, this Chapter investigate into the fundamental
task of modern computer vision: object detection. The detection results can also serve
for other modules in the surveillance framework. We investigated both the visible domain
detection and wildlife domain. A novel method and a new dataset are proposed in this
Chapter.
5.1 Introduction
Not only face detection/alignment is investigated but also the pose normalisation and its
impact on face recognition. Also, the object detection module is extended to wild animals
in uncontrolled wild forest.
As introduced in Chapter 2, the object detection and recognition are tasks mainly focusing on
video frames and still images. In the scope of this thesis, motion information is not used for object
detection.
Before the detailed discussion, brief definitions of object detection are given below.
object detection To detect the target object in visual data: where is it?
object recognition To determine what categories does this object belongs to: what is it?
This Chapter will be organized as follows: Section 5.2 will briefly discuss the unanswered ques-
tions in current literature for the object detection task. Object detectors and its extension to animals
are proposed in Section 5.3 as well as a novel dataset. Experiments and discussions are presented in
Section 5.4. Finally, the summary is given in Section 5.5.
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5.2 Background
A brief review of the novel problems and existing solutions on thermal face detection and
wild animal surveillance.
The research works of object detection are plenty in the area. However, few works attempt to
investigate the wildlife detection problem in a completely uncontrolled environment. To better under-
stand the novelty of the proposed work, a few selected similar and recent works are discussed here in
short for better consistency.
As mentioned before, the object detector of our surveillance framework can work in both well-
constructed datasets and the uncontrolled wild nature environment. In the fieldwork area, computer
vision techniques have been employed to serve for various tasks for scientist, environmentalists, ecol-
ogists, biologists and zoologists.
In general, the environment is entirely different from datasets collected by computer vision re-
searchers. There have been several works regarding the usage of computer vision tools for the assis-
tance of field work studies such as [25, 134, 18]. In [25], authors analyse the data collected in the wild
of Kenya for animal identification. They use the standard SIFT features to perform the task. In [134],
the authors work on animal recognition where the data are collected from the Mojave desert. They
also use the simple SIFT-based method to assist the field biologist for an animal population study.
However, the animals they studied are not extremely deformable like the kangaroo; thus, their task is
significantly easier. Perhaps the work that most similar to us is Chen et al. [18] in which they monitor
several wild animals in North America national parks. The main difference is that the target animals
and the environment are different (Australia compares to the US) which lead to a different strategy
and dataset. Also, the recognition framework is entirely different where our method is more time
efficient without the extensive training process.
5.3 Object Detector and Its Extension to Animals
In our detection component, we employ DPM [38] as our main object detector. So the details can
be found in section 2.3.2. It is a good thing that we have this powerful off-the-shelf tool (DPM) for
our object detection module, and we use it for gather important information for following analysis
component of our smart video surveillance framework.
It may appear that the object detection task of our surveillance framework has been solved. How-
ever, with the research question in mind, it would be much more desirable if we can extend the object
detection ability to detect animals in uncontrolled nature environment which can be seen as a novel
domain.
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This effort is meaningful in two ways: 1) It further extend the scope of smart video surveillance
system. So it can work in different working environments. 2) It is incredibly meaningful for prac-
titioners in the field such as zoologist, ecologist and environmentalists. They can use the innovative
surveillance system to assist their research.
5.3.1 Australian Wild Animals Surveillance
Recent studies in computer vision have provided new solutions to real-world problems. In this section,
we focus on using computer vision methods to assist in the study of kangaroos, dingos and emus in
the wild which only appear in Australia.
Automatic wild animal surveillance is one step further towards the desired intelligent surveillance
system. The target dataset is extremely useful for the wildlife study of Australia. There is no such
dataset available in public. Also, it is a general effort to extend the scope of smart video surveillance
system.
To that end, we built a kangaroo mainly image dataset from collected data from several national
parks across the State of Queensland. To achieve reasonable detection accuracy, we explored a
multi-pose approach and proposed a framework based on the state-of-the-art Deformable Part Model
(DPM). Experiments show that the proposed framework outperformed the state-of-the-art methods
on the proposed dataset. Also, the proposed vision tools can help our field biologists in studying
kangaroo related problems such as population tracking for activity analysis.
Monitoring animal populations and activities has significance for biology and ecology [20]. In
open field work environments like desert, forest or sea, it is desirable to develop computer vision
tools to perform the surveillance tasks automatically instead of performing manual field observation.
These automated tools could help biologists to perform much more efficient and cost effective field
studies.
Performing vision tasks on wild animals can be very challenging due to the complex background,
varying illumination, occlusion and the multiple shapes and poses of the animals. Besides, the task
is usually an open set problem. To illustrate this, we present an example for the kangaroo detection
task in Fig. 5.1. The figure shows both a successful detection and a false alarm. Although we confine
ourselves to kangaroos at this stage, there are also some other animals such as emus, wild pigs, cats
and dingos that are captured by our cameras. Thus, it is nearly impossible to include all possible
animals that are not of interest during the training phase.
There have been several works that are related to animal images [70][95][150]. For instance,
in [70], attribute based detection are studied for unseen animal detection, and the authors also pro-
pose an animal dataset with attribute labels. Fine-grained classification for cats and dogs are ex-
plored in [95]. They use DPM to detect animal face and bag-of-words to describe the animal pattern.
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(a) (b)
Figure 5.1: Kangaroo detection with bounding-boxes. The left one is a correctly detection and the
right one is a false alarm.
In [150], shape and texture features are extracted for cat’s head detection. Unfortunately, most prior
works were not primarily focussed on fieldwork settings.
The images from the above-mentioned literature are often collected from the internet. These
images are often captured in a controlled environment and are also processed and selected which are
completely orthogonal to the focus of our work: wild nature. In contrast to these works, we collected
our kangaroo images from cameras mounted in the nature forest. Because of this, the images in our
data is often in low resolution and the animals are captured in a more natural way where they can have
twisted bodies and occlusions.
The previous related works which focus on wild nature are reviewed in section 5.2. As men-
tioned, our work differs from them in many aspects: field environment, target animals and detection
framework.
5.3.2 A Novel Wild Animal Dataset
Our data were collected in several national parks across Queensland State during 2013. To monitor
wild animals for a long time, we employed the RECONYX camera system as shown in Figure 5.2.
This camera works in both day and night conditions and has a long battery life. The camera is
camouflaged to match tree branches to avoid aggression from the animals. Some of the cameras are
set up in front of the feeding locations to get a clear view of the animals. Others are set up randomly
in the forest or close to the road. The cameras work on a low frame-rate to avoid high storage
consumption. The collected videos were pre-processed, and nearly 3,000 frames were extracted from
each location. We present some examples in Figure 5.3.
64
Chapter 5. Object Detection in Wildlife Domain
Figure 5.2: RECONYX Camera.
We discarded the frames that contain only background and blurry images. After these frames
were discarded, we selectively extracted 1,900 cropped images to build the kangaroo dataset. The
dataset contained 250 positive samples and 450 negative samples for training. The test set comprised
600 positive samples and 600 negative samples. We opted to use the True Positive Rate (TPR), False
Positive Rate (FPR) and Average Precision (AP) as the performance metrics. These are calculated
from the True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) as
follows. TPR = TPTP+FN , FPR =
FP
FP+TN , and AP =
TP+TN
TP+FP+TN+FN . All positive training samples were
labelled with a bounding box in the XML format. The dataset will be available for download at
http://www.itee.uq.edu.au/sas/datasets.
5.3.3 Proposed Detector Based on DPM
Unlike most object detection tasks, kangaroo detection possesses markedly more difficult challenges
as kangaroos could have multiple poses and extremely deformed body (e.g. a Kangaroo could sig-
nificantly twist their body). Significant variations in illuminant and background also exist due to the
uncontrolled natural environment domain. Fig. 5.4 provides some examples of kangaroos in different
poses. Significant appearance differences in various poses present difficulties in the detection task. As
we mentioned before, this kind of challenge is good for the evolution of intelligent video surveillance.
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(a) (b)
(c) (d)
Figure 5.3: Sample frames from collected frames. (a): Kangaroo jumping, (b): Emus walking, (c):
Kangaroo standing, (d): Kangaroos eating in the night.
Despite the challenges, from our empirical observation, one of the state-of-the-art methods called,
Deformable Part Model-based object detection method, can achieve quite a reasonable detection ac-
curacy. This could be due to the fact that the core idea of DPM is to capture the variation in an object’s
appearance. The model is defined by a coarse root filter, several higher resolution part filters and a
spatial model for the location of each part relative to the root [38]. The spatial model captures the
varying appearance of objects in the same class. The mathematical definition of DPM and LSVM can
be found in section 2.3.2. For more detail of the optimisation procedure, please refer to [38].
DPM is a classifier of excellent specificity. This is because DPM first detects the body parts in an
image before making an inference in an image region. Unfortunately, kangaroo body part visibility
varies depending on its pose. In other words, the DPM may fail to detect on some poses where
relevant body parts are occluded. From our empirical observations, we found that although DPM fails
to detect kangaroos due to occlusion of important body parts, its hypothesis score is still significantly
higher than the true negatives (i.e., the background). We shall call these as weak negatives. The set of
images belong to weak negatives is denoted Swn.
For some positives with different poses, it can be hard for DPM to tell them apart from similar
negatives. Together, these similar score images which contain both positives and negatives are called
weak negatives. Note that weak negatives still has a higher score than the strong negatives. In our
work, we focus on the weak negatives to improve DPM detection performance. To that end, we
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(a) (b) (c)
Figure 5.4: Different poses of kangaroo. (a): Kangaroo showing its back to the fixed camera, (b):
Kangaroo showing its frontal body, (c):Kangaroo showing its left part of the body
propose to use pose particular SVM models in addition to the original DPM model. This formula-
tion allows the system to improve the performance while maintaining low computational complexity
markedly.
Since a single DPM maybe not be able to deal with all the poses in the uncontrolled environment,
we propose to combine the pose specific SVM models and the original DPM model together in a
post-processing manner. This allows the system to further capture miss detections caused by multiple
poses without adding additional time-consuming multi-component DPM training process.
Let Gj = {xi}i=mji=1 be the positive training samples for the j-th pose, where mj denotes the
number of positive training samples and xi denotes the HOG histogram representation of the positive
exemplar. The pose specific SVM can be trained using the general max margin training via.
min
1
2
‖γj‖2 s.t., yi(xi + βj) ≥ 1, i = 1, ..,mj (5.1)
where γj and βj are the parameters for pose model j.
For each poses j, we use the pose information manually labelled from the training set to create
the positive training samples Gj . We then train the SVM model by using Gj as positive exemplars
as well as all the negative exemplars. In our work, we define eight different poses: front, rear, left,
right, front left, front right, rear left and rear right. As for DPM, we use all positive exemplars from
all poses together with the negative exemplars.
During the detection process, we combine the score from DPM and the multi-pose SVM as fol-
lows.
Ψ(I) =
Φpose(I), if I ∈ SwnΦdpm(I), otherwise (5.2)
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where Ψ(·) is our final detector score; Swn is the weak negative set; Φdpm(·) is the DPM detection
score and Φpose(·) is the multi-pose SVM detection score defined via.
Φpose(I) = max
({ϕjpose(I)}j=qj=1) (5.3)
where ϕjpose(I) is the j-th pose SVM score (i.e., ϕ
j
pose(I) = γ
>
j x+βj , where x is the HOG represen-
tation of I).
In order to determine whether an image region I belongs to the weak negative set Swn, we could
use the following.
I ∈

Ssp, if Φdpm(χ) > τ1
Swn, if τ1 ≥ Φdpm(χ) > τ2
Ssn, if Φdpm(χ) ≤ τ2
(5.4)
where τ1 and τ2 are the predefined thresholds from cross validation. Swn, Ssp and Ssn are the weak
negative, strong positive and strong negative sets, respectively.
After the initial results, the trained pose specific SVMs will join in as a post-processing step to
recapture some positive images from the weak negatives Xwn as shown in equation 5.2. These pose
SVMs may not as powerful as DPM in detecting deformations. However, they can find kangaroos
with trained pose shapes even some DPM part filter has a low score.
So relied on the sensitivity of the pose specific SVMs, some kangaroo images with trained pose
will be recaptured from the weak negatives and saved into the final detections. Most similar score
negatives will be filtered out by poses even they have some response to the DPM part filters. The final
results will be, therefore, improved with much less training and testing time.
5.4 Experiments
1. Detection Accuracy
In the first evaluation, our proposed approach contrasted to two approaches: a baseline method
HOG+SVM [28] and the state-of-the-art DPM [38] on the proposed Kangaroo dataset. All the hyper-
parameters were determined empirically from the cross-validation set.
Table 5.1 shows the evaluation results. As we can see, the proposed approach achieves marked
improvement over standard DPM. It is also worth noting that DPM has the lowest False Positive Rate
(FPR); corroborating the previous analysis that says DPM has high specificity. As our proposal is an
extension of DPM, it also has low FPR on par with DPM. The challenge posed by the dataset is also
reflected in the performance of HOG+SVM method which could be considered as a good baseline
method for pedestrian detection. (Other state-of-the-art pedestrian detection methods such as [81]
will be investigated in the future.)
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Methods TPR FPR AP
HOG+SVM [28] 52.0% 18.0% 67.0%
DPM [38] 66.0% 0.2% 82.9%
Proposed 68.8% 0.3% 84.25%
Table 5.1: Detection Performance and Comparison with the state-of-the-art methods
To further show the efficacy of our method, we present some qualitative results in Fig. 5.5. Since
the proposed approach is based on DPM’s strength in detecting body parts, we can see the example
of an accurate detection in (a) and a bird falsely identified as a kangaroo in (b). In (c), the proposed
approach fails together with DPM due to the severe occlusion of most body parts. However, when
only a few body parts are hard to detect like in (d), the proposed approach can work where DPM fails.
This is because the multi-pose SVM models incorporate the pose information when they are initially
trained.
2. Animal Study
In the second evaluation, we used our proposed approach in a Kangaroo population study. More
precisely, we applied our detector on the raw frames collected in the national parks. The number
of detections was then divided into 7 time scopes over 24 hours (i.e., 00:00-3:00, 3:00-7:00, 7:00-
11:00 11:00-14:00 14:00-18:00, 18:00-22:00, 22:00-24:00). The time information from each frame
was extracted from the time stamp provided by the camera. We collected 4,000 frames from four
different locations (each location 1,000 frames). For each location, the 1,000 frames were further
divided according to the 7-time scopes. The accumulated kangaroo population over the 24-hour time
space is presented in Figure 5.6.
From this result, we found that kangaroos tend to be more active in the early evening in these
locations. Also, kangaroo is much more active in the night than day time. This finding corroborates
previous biological studies suggesting that most kangaroos are nocturnal animals [29]. It is interesting
to note that even using non-optimised research code; we only required six hours to compute the
population over the 24-hour period at four locations; significantly more efficient and effective than
manual methods. This demonstrates the efficacy of our method for future kangaroo studies. This is
much more efficient and effective than manual observation. Note that this is only a single experiment
but the proposed system does provide the vision tools for biologists’ further use at their will and
purpose.
In this module, we extend the standard object detection module to cover wild animal surveillance
domain. In detail, we address problems in current kangaroo research such as population tracking and
activity monitoring. However, traditional manual observation can be less efficient and more expensive
than automated systems especially for kangaroo surveillance in the wild. As an important step for
conducting experiments using computer vision tools, a suitable field dataset of kangaroos does not
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(a) (b)
(c) (d)
Figure 5.5: Kangaroo detection results made by proposed approach. (a): correct detection. (b): an
example of false detection. (c): missed detection due to occlusion. (d): correct detection made by the
proposed approach where DPM fails.
exist. To that end, we created a new kangaroo dataset from fieldwork data. Practitioners could use
the dataset in developing automatic systems. As the initial step in the automation, we proposed a
kangaroo detector which could be used to detect kangaroos over the video. The detector is based on
the state-of-the-art Deformable Part Model approach. Since DPM may fail to detect kangaroos with
occluded parts caused by different poses, we proposed to combine pose-specific SVM classifiers with
DPM. The evaluation done in the proposed benchmark dataset shows the efficacy of our proposed
detector. In this work, we also demonstrated that the proposed kangaroo detector could be used to
conduct a study on kangaroo activity over time. In the future, we plan to enlarge the dataset with
other Australian native animals such as dingos and emus. Besides, other approaches such as attribute
feature [76], context-based systems [135, 136] and active learning [142] will be investigated. Also,
other techniques to improve the DPM like 3D DPM [97] will be researched.
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Figure 5.6: Kangaroo’s Population Distribution in 24-hours.
5.5 Summary
Object related functions (detection/recognition) are the most important sign of a smart video surveil-
lance system. In this Chapter, the object module is constructed. This Chapter is the foundation of
the surveillance framework, and the detectors will collect information and serve for the following
Chapters. Next, in Chapter 6, another important topic of video surveillance will be discussed: face
(detection, alignment, and recognition).
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Chapter 6
Face Detection in Thermal Domain
Who sees the human face correctly:
the photographer, the mirror, or the painter?
Pablo Picasso. 1881–1973
Chapter Summary:Face related problems are very important to a video surveillance sys-
tem. We investigated into these problems in both the visible light domain and the thermal
domain. Two new datasets and a novel method based on DPM are proposed.
6.1 Introduction
The main tasks of this Chapter are face detection and alignment. However, the impact of
alignment on recognition is also investigated.
Before the detailed discussion, brief definitions of face detection and alignment are given below.
face detection To detect human faces in visual data: any face in the image/video?
face alignment To localise the landmarks of the face such as eyes, nose and jawline: where are
his/her facial organs?
face recognition To determine who’s face it is: who is she/him?
This Chapter will be organised as follows: Section 6.2 will briefly discuss the unanswered ques-
tions in current literature for these tasks. The face related research is described in details in Section 6.3
as well as a novel dataset. The experiment results and discussions are presented in 6.4. Finally, the
summary is given in Section 6.5.
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6.2 Background
A brief review of the novel problems and existing solutions on thermal face detection and
alignment.
Many face alignment and detection approaches have been proposed in the literature. However,
novel domains can bring new problems and challenges to existing methods. To better understand the
novelty of the proposed work, a few selected similar and recent works are discussed here in short for
better consistency.
Surveillance systems running in out cities are based on cameras which work in the Visible Light
Domain (VLD). It is reasonable to construct most video surveillance systems in this single domain
because we humans can only see things in VLD. However, there are also many other domains in
detecting and recognising faces such as Near infra-red or Thermal infra-red. Note that other special
forms of visual data such as sketch can also be seen as a novel domain even it is human visible. Among
these, the camera made for the thermal domain can be adopted for enhancing video surveillance
performance. The reason is that the thermal radiation’s distance is suitable to capture faces with
reasonable resolution. A few example thermal faces are shown in Figure 6.1.
Figure 6.1: Thermal Face Examples from IRIS dataset.
Thermal face detection/recognition is a very new research area with limited works. Not to mention
the face alignment/frontalisation techniques for the thermal domain. The datasets are rare in this
research topic. The few existing works only consider frontal face recognition [104, 137]. These
works typically use CNN to perform face recognition between the thermal face and visible face with
cropped face. They do not explore face alignment in the thermal domain. The only work doing face
alignment in the thermal domain is Sun et al. [117]. They process the thermal face with canny edge
detector to get the sketches. Their method avoids alignment on the thermal face itself and also do
not deal with high face rotation. And they do not explore the frontalisation problem after very simple
landmarks localisation (much easier compares to the 68 points in this thesis).
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6.3 Face Detection/Alignment Investigation
In this section, face detection and alignment techniques are investigated. There have been many novel
methods in recent literature working in the scope of the visible light domain. There has been a brief
literature review on face alignment in section 2.3.3. Also, several recent works focusing on thermal
face related research are also reviewed in section 6.2.
6.3.1 Face Detection/Alignment Pipeline
The desired system should be able to deal with non-frontal faces. So many efforts have been made to
deal with poses. Our thermal face detection/alignment/frontalisation pipeline is shown in Figure 6.2.
Figure 6.2: Face module pipeline with an example from thermal domain.
As shown in Figure 6.2, the proposed face module framework firstly automatically detect face and
landmarks at the same time. Note that it can work for both visible domain and thermal domain. As we
mentioned before, the ability to work in multiple domains is important for a desired video surveillance
system. Then frontalisation is performed before sending the face into following recognition module.
In this thesis, the details are limited within the scope of detection/alignment/frontalisation without
details on cross domain face recognition.
6.3.2 Domain Impact
Some methods have been configured and tested on the IRIS-Alignment dataset with selected sam-
ples [126, 146, 59, 152]. The samples are randomly selected with successful Viola-Jones detected
face. Although it’s not an extensive test on the whole dataset, we argue that a good algorithm should
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work with small data collections. So the general results indicate that many methods cannot produce a
reasonable performance on thermal face images due to the modality gap between visible and thermal
images. This further proved the impact of domain shift is huge. And a good video surveillance system
should be able to cope with different domains with different built-in methods. An example is show in
Figure 6.3.
Figure 6.3: Domain impact.: 1. Tzimiropoulos et al. [126]; 2. Yu et al. [146]; 3. Kazemi et al. [59];
4. Zhu et al. [152] (The best of all tested methods)
From the random tests, the DPM based method [152] seem to have the best performance in the
thermal domain. So in this thesis, a modified version of [152] is proposed and test extensively for
thermal faces. The details are described below.
6.3.3 Thermal Dataset Preparation
To study the thermal domain, suitable datasets are required. However, being a novel research area,
there are no suitable dataset exists for face alignment study. Even a thermal face dataset does exist
such as IRIS thermal/visible face image dataset, it has no labels for face alignment research. Also,
the community would benefit from a new thermal face dataset with better image resolution.
To that end, two datasets are constructed. The first one is built from the publicly available IRIS
thermal/visible face image dataset [92]. This dataset is not designed for thermal face alignment,
and it has no landmark labels. Following the commonly used protocol (from CMU Multi-PIE Face
Database [46]) shown in Figure 6.4, I have labelled and re-created a sub-dataset from IRIS dataset.
The name of this face alignment-orientated subset is called IRIS-Alignment dataset and is publicly
available from http://www.itee.uq.edu.au/sas/datasets.
1. IRIS-Alignment dataset
Captured by FLIR SC6700 (spectral range 3um – 7 um)
To study the alignment topic, we selected 20 subjects with 449 images in total.
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Figure 6.4: Face Landmarks Protocol (61 points).
Each image is manually labelled with 68 facial landmarks according to the commonly used protocol
from CMU Multi-PIE database [46].
2. CiSRA multimodal face image dataset
Captured by FLIR A65 (spectral range 7.5um – 14um)
This dataset is designed to do thermal/visible cross domain face recognition task which is not the
focus of this thesis. So it is unnecessary to release this dataset in this thesis. However, some simple
experiment examples are given in the experiment part in section 6.4.
6.3.4 Proposed DPM Based Face Detection and Alignment
The challenges of thermal face alignment lie in the fact that commonly used features are not discrim-
inative enough for the thermal domain. Landmarks locating can be easily influenced by the thermal
texture. However, DPM structure managed to capture the connections between the deformable land-
marks. With the SVM-based discriminative training framework. It can get the hypothesis of highest
possibility. Although the run time of DPM based method is slower than [126, 146, 59], the perfor-
mance of [152] is reasonable enough.
As introduced above, DPM is one of the best object detection frameworks and can be modified
to detect human faces. The idea is to model the facial parts as the part filter in the DPM model. So
this type of methods can detect landmarks and the face at the same time. Zhu et al. [152] modelled
the whole face as root classifier and other landmarks as the part classifiers. So the deformation of
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landmarks will be the latent value which can be solved by LSVM. They designed a mixture of 7
components to cover multi-view of faces with a shared pool of parts. The scoring model considered
both appearance and shape. To find the best hypothesis, this method just computes each mixture and
compare between the best configurations of each mixture (viewpoint model).
Proposed Method based on DPM
Similar to Zhu et al. [152], we also use DPM as the fundamental tool for face alignment. However,
with the observation on thermal faces, we proposed two modification steps to adapt the DPM-based
method into the thermal domain. So this module still holds the power of detecting face and aligning
face at the same time.
1.) The difference of Gaussian (DoG) transformation pre-processing is employed before train-
ing. Experiments show that thermal face after suitable DoG transformation will enhance the edge
feature and provide better contour information for the DPM model. Details about DoG transform can
be found in the SIFT introduction in section ??. As shown below, the result of DoG transformation is
straightforward as shown in Figure 6.5. We train and test thermal faces with the DoG pre-processing
throughout the system.
Figure 6.5: Examples of DoG transformation pre-processing
2.) Distance Shrink Strategy (DSS) is designed to prevent jawline drifting. Because in thermal
faces, sometimes the jawline will be similar with the neck as shown in Figure 6.6. So the part filters of
jawline may drift below toward the neck while noses and eyes are more stable and accurate. Based on
this observation, we designed a strategy to prevent jaw-line drifting: provide an additional hypothesis
of jawline with a higher score if the distance between eyes/noses and jawline is abnormal. The strategy
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details are rather simple as shown in equations below: we adjust the location of jawline based on the
location of eyes and noses.
L∗j = Lj +Dss(Leye, Lnose, Lj) (6.1)
where Lj denote the original locations of jawline and function Dss means the distance modification
value so the final jawline location will be L∗j .
Dss = Dis(
Lleye + Lreye
2
, Lnose)− µ ·Dis(Lnose, center(Lj)) (6.2)
this means the distance between eye center and nose should be similar to the distance between nose
and jawline. So if the jawline is drifted away. Dss will be negative and L∗j will be closer to nose after
adjustment. Parameter µ is selected from experimental observation.
Figure 6.6: Examples of jawline drifting towards the neck
6.4 Experiments of Face Detection/Alignment/Frontalisation
1. Face Alignment and Frontalisation
Experimental Setting:
100 images for training and 349 for testing
Parameters: 3 component DPM, 4x4 HOG size
Computer: 3.2Hz CPU, 12G RAM
Implementation: Matlab mixed with C++
Alignment accuracy metric: a hit means the location of predict landmark is very close (within 5
pixels) to the ground-truth location of the same landmark
Frontalisation: light-weight experiments with subject evaluation
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The results are shown in Table 6.1. From this table, we can see that our proposed method out-
perform Zhu et al [152] on IRIS dataset. Several result samples are shown in Figure 6.7. Although
we didn’t do extensive experiments on CiSRA dataset, several selected samples are also shown in
Figure 6.8.
Training Set Testing Set Average Accuracy Zhu et al. [152]
MultiPIE visible images (900 images) IRIS (349 images) 42.28% -
IRIS thermal images (100 images) IRIS (349 images) 69.8% 66.5%
IRIS thermal images (200 images) IRIS (249 images) 72.9% 70.9%
Table 6.1: Thermal Face Alignment Experiment
Figure 6.7: Examples of alignment results on IRIS dataset.
Figure 6.8: Examples of alignment results on CiSRA dataset.
As we can see from table 6.1, the modality gap is serious and models trained from the visible
domain are not usable. Also, more training data will lead to better performance.
For face frontalisation, a straightforward strategy would be merging all faces of a person together
to get a mean face as shown in Figure 6.9. However, this method requires multiple images with dif-
ferent head rotation angle of the same person. In real life scenario, it’s unlikely the video surveillance
system can capture multiple images of the same person in different perspectives. So single image
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based frontalisation is studied and we adopted the method of Hassner et al. [49] to get the frontal
face. Their method takes in the location of landmarks and the face as input and then generate a frontal
face automatically from 3D face shape modelling. The result of face frontalisation based on [49] is
also shown in Figure 6.10. In the following experiment, we show the importance of face alignment
for face recognition.
Figure 6.9: Examples of mean face.
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Figure 6.10: Examples of Face Frontalisation.
2. Impact on face recognition Not that the purpose of CiSRA dataset is mainly cross domain face
recognition instead of face alignment. So a simple example is provided to only show the impact of
the thermal face alignment as shown in Figure 6.11, 6.12 and 6.13. After the experiment is correctly
finished, we masked the face of other employees in the figures as a courtesy. In Figure 6.11, we select
a query image which is a thermal face with an angle, and we try to find who is this person in a gallery
of visible domain images. The results in 6.11 show that even the top 20 matches still do not contain
the actual person. Next, we use the thermal face alignment method and frontalisation based on the
predicted landmarks in Figure 6.12. Finally, we run the recognition again using this aligned face and
find this person in top 6 as shown in Figure 6.13. This simple experiment shows the tremendous
impact of face alignment for the surveillance system.
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Figure 6.11: Cross-Domain Face Recognition Demo Before Alignment.
Figure 6.12: Thermal Face Alignment using [49].
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Figure 6.13: Cross-Domain Face Recognition Demo After Alignment.
6.5 Summary
Face related functions are of vital importance to a smart video surveillance system. Thus, these topics
are studied thoroughly in this Chapter. Two datasets are built, and extensive experiments are done
with a new method.
With the ability to detect/alignment/recognise human faces in both visible and thermal domain,
our video surveillance framework has provided novel function and direction to the future of video
surveillance.
After the main detectors are investigated in Chapter 4, 5, and 6, next Chapter will start to explore
the analysis component.
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Event Understanding via Relationship
analysis
I’m sure the universe is full of intelligent life. It’s
just been too intelligent to come here.
Arthur C. Clarke. 1917 – 2008
Chapter Summary: In a video featuring mainly human, we can easily tell the relationship
between them. That is an important sign of understanding the event beside recognise the
activity. However, surveillance systems can not do similar things at this stage.
7.1 Introduction
We investigate the problem of role analysis in this module. And the result can be used for
following modules in the analysis component of our surveillance framework.
Recent progress in video description has shown promising results by combining object/action
recognition and natural language processing techniques. However, even the simplest form of the
generated sentence, the SVO triplet (Subject/Verb/Object), can be misleading for its lack of role
relationship analysis. When the system detects keywords “person”, “baby” and “feed”, we do not
want the system to generate “a person feeding a baby” when the actual screen is a scene where the
baby is trying to share the food.
In other words, roles in an event are important to understand the video correctly. In this Chapter,
this problem will be investigated based on the tools from previous Chapters.
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Figure 7.1: It is not enough to just generate a ”Person chasing a person” description. It is better
to include the relationship such as ”Girl (on the left) chasing the boy” or even predict their social
relationships such as ”Girl (on the left) chasing her boyfriend” if enough context is provided.
7.2 Background
Although role analysis is a novel research area, there have been several works focusing
on role analysis in the literature.
Humans are social creatures. We can easily tell the relationships between different characters
in a scene. This is how we understand most social events and perform our daily social activities.
However, the research topic of social role analysis is still in its infancy. A few notable works [68,
100, 115] can identify roles using scene-specific trained model to compare against specified persons.
In general, social role analysis is extremely useful for various applications. One could generate a
video description once the roles of each detected person are identified. Role analysis is also helpful
to perform searches in video surveillance.
Unfortunately, most existing works primarily aim to identify social role model based on its scene
context. For instance, in a child birthday scene, it is okay to assume there is a birthday child, father,
mother and other relatives. In another context, the same sets of people may have entirely different
social roles.
Although it is useful to perform such an analysis, in some cases considering the social context
when performing role analysis may not be necessary. One simple example is when one would like
to identify subject and object in a two-person activity. Here, the subject and object for almost every
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social context will have similar properties such as the change of distance between other roles, and the
change of momentum against others.
One of the applications for the subject-object identification analysis is to answer the question “who
started the fight?”, “who is chasing whom?”. Due to the common properties, it should be possible to
apply a model learned from a different context. The advantage is one does not need to train a model
for every context; allowing the system to deal with unseen social events.
We define the proposed problem as a classification problem in which the input is a pair of detected
persons/animals in a video containing a single activity, and the intended output is the subject of the
activity. As stated previously, the model should be able to be trained and tested on different activities.
The problem is similar to the domain adaptation problem. So we propose to use unsupervised domain
adaptation to help to improve the role classification accuracy for new categories. This cross-category
low-level role classification method can serve as a component for many video surveillance scenarios.
It is noteworthy to mention that our work can be used to enhance video description analysis.
Describing video/image content using text is useful for many applications such as describing visual
data for visually-impaired people, video indexing and video summarisation. Therefore, this research
area is getting increasing attention in the community in recent years [31, 47, 63, 116]. However,
something is missing in most frameworks. As shown in Figure 7.1, most current methods are only able
to generate descriptions with general words while a truly meaningful sentence should also describe
or at least consider the relationship between the roles in the video.
7.3 Low-level Role Analysis
Efforts have been made to identify roles in a simple event with domain adaptation tech-
niques. The aim is to enhance the event understanding and analysis ability of smart video
surveillance system.
The role module of our surveillance system are related to three line of works: (1) Role analysis;
(2) Domain adaptation and (3) Video description. To maintain consistency, closely related works are
briefly reviewed here.
Role analysis is a relatively novel research topic. Being able to understand the relationships
between humans is easy for us, but extremely challenging for computers. A small number of research
works have proposed several approaches to make the computer do the role analysis. Perhaps the work
most related to our is Ramanathan et al. [100] where they focused on role recognition with pre-trained
fixed role models. By employing a Conditional Random Field (CRF) model and unary features, they
were able to recognise different roles from trained models. Similarly, Kwak et al. [68] build a system
that can assign roles to different people in car parks. More recently, the work from [115] focuses
on dealing with aerial videos. They use Markov Chain Monte Carlo and dynamic programming to
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assign roles. Another work that is similar to ours is Marin et al. [83] where the authors detect who is
looking at whom. They designed a set of techniques including continuous head pose estimation and
geometric constraints to model the gaze action in details.
In most previous works, the roles are assigned with social meanings such as teacher, police, priest
and so on. Each role needs a pre-trained model. With respect to that, we mainly focus on the iden-
tification of more general roles such as subject and object which do not need social context. In this
setting, a system should be able to identify the roles in one social context by using model trained from
different social contexts; enabling the system to make analysis in unseen activities.
Domain adaptation is a relatively more popular research topic because it can serve for different
types of data. For visual data application, the method can be categorised into supervised domain adap-
tation and unsupervised domain adaptation. Methods fall within the former group such as [32, 55]
usually need to use a small amount of data with ground-truth (labels) from the target domain to update
the model trained from the source domain. However, the unsupervised methods are defined as tech-
niques that can perform domain adaptation without using the labels from the target domain [43] [45].
Instead, they construct a subspace where data from both domains can be projected. Boqing et al. [43]
project the data points onto the Grassmann manifold and use a kernel trick to perform fast computing.
In [144], the authors propose to update the model on-the-fly which can be viewed as zero-shot domain
adaptation because they do not assess to the data or the labels from the target domain before testing.
In our work, we employ the unsupervised domain adaptation framework based on [43] which
allows us to extract the common properties of subject and object that can be applied to the other
activity categories.
Video description: Although most visual data description papers only aim at images, there are
several worth noting video description works. The basic idea of video description is to detect key-
words using pre-trained action detectors and object detectors. From the detected keywords, a sentence
is formed. Several works [31, 47, 63, 116] have been proposed to achieve this goal. Guadarrama et
al. [47] attempt to learn a language model from large web-scale text corpora and to use it as a prior on
triplets. In [63], the authors explore text-mined knowledge to regulate the formatting of SVO Triplets.
Furthermore, by employing the similarity between SVO sets, Sun et al. [116] proposed to extend the
metric to include similar words with a random forest structure framework. Another emerging trend is
using deep learning methods for video description. For instance, work in [31] uses the Convolutional
Neural Network and the Long Short-Term Memory network to achieve better performance in finding
the correct SVO.
In this work, we focus on the core structure of a sentence which is the SVO Triplets. Similarly, we
use language prior combined with visual cues when formatting detections into the final SVO Triplets.
The difference is that role relationship also considered in the formatting step.
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Category Sample numbers
Chase 26
Feed 16
Punch 18
Deliver 15
Kiss 18
Point 19
Kick 18
Total Videos 130
Table 7.1: Statistics of the proposed Youtube SVO classification dataset. The dataset comprises seven
activity categories. Each category contains around 15-26 samples.
7.4 Role Analysis via Domain Adaptation
The proposed problem can be seen as “Subject-object role identification for video of two-person ac-
tivities”. (can also be animals ). We define x, y, h, w, twhere x, y are the location of the bounding box
ht with size w × h pixels in frame I t. The input of the system are: the image sequence [I1, I2, ...In]
from a video V and two bounding boxes h1,t=1 and h2,t=1 (from the first frame I1, write as h1, h2 for
short in the following context) of two persons. The output of the system should be the Subject (hs)
and Object (ho) of the action (Verb) from these two persons:
[hs,ho] = Ψ(h1,h2) (7.1)
where Ψ denote the classifier which selects hs from h1, h2.
The problem is defined as a cross-category task which does not consider the social context infor-
mation. More specifically, the training videos belong to activities which are disjoint to the test videos.
Therefore, the training data has a different domain to the test data. Again, we further underline the
fact that our work is mainly a classification problem. Video description is an application where the
role classification task can be integrated. Together they form a simple analysis component for our
smart video surveillance system.
We propose a novel dataset featuring activities which can happen between two roles and vice
versa. All video clips are downloaded from Youtube for research purpose only. Statistics of proposed
dataset are shown in Table 7.1. A few screen shots are shown in Figure 7.2. Note that each video clip
only contains one activity. The dataset will be available for download at http://www.itee.uq.
edu.au/sas/datasets.
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Chase
Feed
Punch
Figure 7.2: Some samples of the proposed dataset from 3 different categories showing high intra and
inter variations.
There are two protocols for using this dataset depending on the task. First, the classification
problem where each video is labelled with the ground truth of “Subject” and “Object”. Note that
as mentioned above, the classification problem is posed as a cross-activity-category classification
problem where the training and testing activity categories are disjoint. Second, the dataset can be
used for SVO generation problem. As such, the SVO triplet label for each video is given.
7.4.1 Trajectories Extraction
The first step is to extract the trajectories of the objects of interest. The object detection module from
Chapter 5 will be employed here to provide the initial bounding boxes h1 and h2 for the L1 tracker [7].
During the tracking process, the trajectory formatting tool from Chapter 4 will also be employed to
provide a smoother trajectory.
In a larger system, we should also select the two objects from a set of object detections. Here we
assume the two input objects h1 and h2 are the correctly selected ones. Let T1 = {h1 · · ·h1,t · · ·h1,n}
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and T2 = {h2 · · ·h2,t · · ·h2,n} be the trajectories (trimmed to have the same length n) starting from
h1 and h2, respectively. Then we can extract the feature of each trajectory to build a classification
model.
7.4.2 Feature Extraction
The features used in this role classification task should be able to capture the essential information of
the subject in different activity categories. So we should focus more on the relationship information
and the differences between two persons other than the specific appearance and shape of each person.
So the features we use here are focusing more on the motion-related features, spatial-temporal features
and the distance relationship features between two persons. This is different from the role appearance
specific features in [100] that utilize feature such as HOG and social features. The features used here
include: STIP feature [71] f st, momentum difference fm, and distance over time fd. As shown in
equation 7.2, the overall feature vector f∗ of a trajectory is concatenated by these 3 feature vectors.
f∗k = [f
st
k f
m
k f
d
k ], k = 1 or 2 (7.2)
where k = 1 refers to T1 and k = 2 refers to T2.
Momentum feature fm is calculated as the movement difference between T1 and T2. Instead
of focusing on specific activity-related momentum, we simply consider the momentum difference
between T1 and T2 along time since the subject generally will have earlier and more intense motion
changes. As shown in equation 7.3 and 7.4, the momentum feature fm is concatenated by fmt , t =
{2, ..., n} which is the per frame momentum value. This value is derived from optical flow feature θt
of the bounding box ht in frame It. For T1 , we have
fm1 = [f
m
1,2...f
m
1,t...f
m
1,n] (7.3)
fm1,t = θˆ1,t − (
1
2
(θˆ1,t + θˆ2,t)) (7.4)
where θˆ1,t is the pixel level optical flow intensity averaged over w × h from bounding box at time t:
θˆ1,t = avgw×h(θ1,t). Similarly for T2, we have
fm2 = [f
m
2,2...f
m
2,t...f
m
2,n] (7.5)
fm2,t = θˆ2,t − (
1
2
(θˆ1,t + θˆ2,t)) (7.6)
91
Chapter 7. Event Understanding via Relationship analysis
Frame Order
t-1 t
θ1,tOptical 
Flow
θ2,tOptical
 Flow
Figure 7.3: An illustration of how trajectory based features are extracted. For a frame It, the momen-
tum feature value fmk,t is calculated from the optical flow θk,t of It and the distance feature value f
d
k,t
is calculated from the location of bounding boxes of current frame and previous frame.
Distance feature fd1 of T1 is concatenated by fd1,t, t = {2, ..., n} which is the distance between
T1’s location l1,t in frame It and the middle location Mt−1 of T1 and T2 of frame It−1 (equation 7.7
and 7.8). This is to capture the movement direction feature of each person.
fd1 = [f
d
1,2...f
d
1,t...f
d
1,n] (7.7)
fd1,t = l1,t −Mt−1 (7.8)
similarly, for T2, we have:
fd2 = [f
d
2,2...f
d
2,t...f
d
2,n] (7.9)
fd2,t = l2,t −Mt−1 (7.10)
An illustration of the proposed features is shown in Fig. 7.3.
7.4.3 Unsupervised Domain Adaptation
In our problem settings, each activity category is a particular domain. If we use SVM to train on
the features f∗1 and f
∗
2 from a particular activity, the model may fail to work on the other activities
which may represent different domains. Unsupervised domain adaptation aims to build a model by
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observing both domains but only use the ground-truth label from the source domain. The main idea
is to employ the algorithm from [43, 45]. We modify it with our feature vector and with an addi-
tional voting technique at the end. As shown in Fig. 7.4, we briefly describe the domain adaptation
algorithm from [43, 45]. The basic idea is to construct a geodesic flow curve connecting the source
and target domains on the Grassmannian manifold. Then sample subspaces from the geodesic curve.
After that, we project the original feature vectors into these subspaces and concatenate them. The
concatenated features are then used in the subsequent classification processes. Also to [45], we em-
ploy the Geodesic Flow Kernel (GFK) algorithm from [43] to perform the domain adaptation task. To
make this section self-contained, we briefly introduce the GFK algorithm in this sub-section below.
Please refer [43] for more details.
BA
Source 
Subspace
Target 
Subspace
Φ(0) Φ(1)
Φ(t),0<t<1
G(d,D)
Figure 7.4: Domain adaptation illustration in our framework. Construct a geodesic flow curve con-
necting the source and target domains on the Grassmannian.
Constructing a geodesic flow – Let P s, P t ∈ RD×d denote the two sets of basis of the subspaces
of the source and target domains, respectively. Let Rs ∈ RD×(D−d) denote the orthogonal comple-
ment to P s. Using the canonical Euclidean metric for the Riemannian manifold, the geodesic flow
can be parametrised as Φ : t ∈ [0, 1] → Φ(t) ∈ G(d,D) under the constraints Φ(0) = P s and
Φ(1) = P t. For other t,
Φ(t) = P sU 1Γ(t)−RsU 2Σ(t) (7.11)
whereU 1 ∈ Rd×d andU 2 ∈ R(D−d)×d are orthogonal matrices. Γ and Σ are d×d diagonal matrices.
We refer to [43] for the full treatment of this subject.
Computing geodesic flow kernel – For a subspace Φ(t) when t ∈ (0, 1), we can compute
Φ(t)T f∗, i.e., the projection of a feature vector f∗ into this subspace. For two original D-dimensional
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Method Averaged Accuracy (over 35 runs)
Random Guess 50.0%
SVM 69.4%
CRF 70.9%
Proposed 75.2%
Table 7.2: Averaged Classification Accuracy. Settings: 3 categories for training and 4 categories for
testing, 35 possible combinations in total. Features used for SVM, CRF and proposed method are the
same.
feature vectors f∗1 and f
∗
2 , we can compute their projections into Φ(t) for a continuing t from 0 to
1 and concatenate all the projections into infinite-dimensional feature vector z∞1 and z
∞
2 . The inner
product between them defines the geodesic-flow kernel:
< z∞1 , z
∞
2 >=
∫ 1
0
(Φ(t)T f∗1 )
T (Φ(t)T f∗2 )dt = f
∗
1
TGf∗2
T (7.12)
where G ∈ RD×D is a positive semi-definite matrix. After the new feature vectors are calculated, we
can further train a 1-nearest neighbour classifier to do the classification task.
7.4.4 Voting
Multiple activity categories in the video dataset will be treated as multiple domains. Let m be the
number of training categories, and each testing category will have m adapted models. After testing,
we will have m prediction labels for each instance from testing set. A simple majority wins technique
is used to get the final labels for each video from each test category.
The evaluation of our system is performed on the proposed dataset as to our knowledge there is
not such dataset suitable for our purpose. The first experiment is to show the classification result of
roles. The second experiment shows the difference between a video description framework with or
without the role classification component.
7.4.5 Role Classification
Firstly, we perform the role classification experiments on the proposed dataset with multiple runs.
Two candidate roles for each video are provided, and the method will detect the role of the action
initiator. For the experiment, we performed leave-four-category-out protocol. More specifically, out
of seven categories, we selected four categories as test and three for training. In total there are 35
possible divisions between training and test (i.e. C(7, 3) = 7!
4!3!
= 35). The results are reported based
on the average performance of all the 35 runs. The results are shown in Table 7.2.
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As for the baseline, we utilise Random guess, SVM and CRF. The random guess approach simply
randomly guesses the subject. As expected, the average accuracy of random guess is 50%. As for
SVM, the linear SVM implemented using LibSVM [15] is used. Note that the SVM uses features
extracted in equation 7.2. The SVM results are not satisfying as it does not consider the fact that the
training domains are different to the testing domains. Similar issues suffered by CRF [100]. We note
that for the CRF method, we use the proposed features instead of the one used in [100].
In Figure 7.5, the results of an example test case is provided where punch, kiss, deliver and point
categories are used as test sets.
Accuracy
0.5
1
Punch Kiss Deliver Point
Random
CRF
Proposed
Figure 7.5: An example of performance gain in a case where punch, kiss, deliver and point are selected
as testing categories.
7.5 Summary
Chapter 7 contribute to smart video surveillance in 3 aspects: (1) To the best of our knowledge,
this is the first work investigating low-level cross-category role analysis for surveillance purpose; (2)
We introduce a novel Youtube SVO description dataset; (3) We propose to use a modified domain
adaptation approach to perform cross-category role classification.
Next Chapter will demonstrate the role module’s impact on the video description module. To-
gether they can enhance the event understanding ability of our smart video surveillance system.
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Chapter 8
Video Description for Surveillance System
Nature composes some of her loveliest poems for
the microscope and the telescope.
Theodore Roszak, 1933 – 2011
Chapter Summary: It will be a much better user experience if we can communicate with
the surveillance system. We want a smart video surveillance system that can automatically
understand an event and describe it in nature language.
8.1 Introduction
The problem of generating natural language descriptions of images and videos has been
steadily gaining prominence in the computer vision community. It is a great tool to en-
hance human-machine interaction in smart video surveillance.
The definition of video description is straightforward: automatically describe the main content
of a video using textual natural language. Simple as it sounds, it is a complicated task involving
object/event detection, recognition, event understanding and natural language processing.
Video description is a novel topic with great importance: i) transform visual data into textual
data would permit well understood text-based indexing and retrieval mechanisms essentially for free;
ii) fine-grained object models and region labelling introduce a new level of semantic richness to
multimedia retrieval techniques; and iii) grounding representations of visual data in natural language
has great potential to overcome the inherent semantic ambiguity prominent in the data-driven high-
level vision community. [30].
In our smart video surveillance system, the ability to describe a video event is investigated in this
Chapter with the gathered information from previous modules. To our best knowledge, this is the first
time that low-level cross-category role information is included in a video description framework.
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8.2 Background
Video description is evolved from the problem of image description which is also a new topic. There
have been some progress in recent years regarding single image description such as [37, 66, 143].
However, unlike still images, videos bring in the event and activity which introduce an additional set
of challenges such as temporal variation/articulation and dependencies. Motion information will need
to be considered in understanding the visual content. This more challenging problem has sparked the
research community recently. Progress in video description has been reviewed in section 2.4.2. In
this work, we focus on the core structure of a sentence which is the SVO Triplets. Similarly, we use
language prior combined with visual cues when formatting detections into the final SVO Triplets. The
difference is that role relationship is also considered in the formatting step.
We will now further demonstrate the usage of our role classification method from Chapter 7 on a
video description application described below. The framework can be simplified into two main steps:
keywords detection and content planning.
Note that we do not compete with state-of-the-art video description frameworks in this Chap-
ter. Because our video description module is a light-weight designed framework which focuses on
investigating the impact of role analysis on event understanding. It is an exploration of fine-grain
event understanding for video surveillance system. So it is more reasonable to say that efforts have
been made regarding event understanding and video description for better human-machine interaction
ability. It is one more step toward the ideal high-level intelligent surveillance system.
8.3 Proposed Video Description Module
Our novel contribution here is that we successfully included the role analysis information into the
video description framework. Figure 8.1 shows the proposed video description framework that is
similar to [47, 63]. As mentioned in Chapter 3, previous tools such as DPM based detection module
from Chapter 5 and 6, trajectory refinement tool from Chapter 4, and role information from Chapter
7 are all connected and serve for this application. Chapter 8 can be seen as a demo to show how to
produce a customised output result of our smart video surveillance system. Below will illustrate the
process of how to merge the information provided from previous Chapters together.
Keywords detection: To form a complete video description framework, the first step is to utilise
keyword detectors in the video clips. To construct a large multi-component system for video descrip-
tion, we use off-the-shelf tools like the previous works [47, 63]. As our work focusses on the SVO
Triplets, two detectors are utilised: the object/person detector and the action detector. For object de-
tection, we use the state-of-the-art DPM approach [38] including our animal detector from Chapter
5. For activity detection, we use STIP+Fisher vectors similar to [63]. The top object detection results
are saved in the objects list Lo and the top action detection results are recorded in the verb list Lv.
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Figure 8.1: Proposed Video Description Framework.
Ideally, the object model and action label model should be comprehensive to cover the datasets.
However, for better explaining the core idea of role classification, we make a simple yet reasonable as-
sumption that objects and action labels of the datasets are included in the given limited pre-trained de-
tector models. We prepare 20 object models from VOC 2010 dataset [34] and kangaroo dataset [149]
and 7 action detection models from HMDB [65] and some samples from Youtube (not included in our
final dataset). These models cover the keywords in our proposed dataset.
Language template: Generally, the subject, verb and object terms with the highest confidence
scores respectively are selected to generate a sentence description for a video. The top two detec-
tions in Lo and the first detection in Lv will be the three keywords for formatting the SVO Triplets.
However, the detectors may produce false or multiple keywords and it is possible that the detected
keyword with the highest possibility is not the correct keywords. As mentioned in [63], using the
visual cues alone is not enough. Text mined knowledge from web-scale text corpora can be helpful
to select SVO Triplets. We follow [63] to generate the language prior constraints. However, we only
collect language constraints related to the keywords for simplicity. Then we use the language prior as
language templates to format the detected SVO terms.
Formatting SVO: When the confidence score of the detector is below a threshold, the language
templates are used to select the final three keywords from the detection list for the SVO Triplets. The
combination with the highest score that fits in the language template is selected as the final keywords.
We will then have the selected subject and object.
Instead of formatting the final keywords using the language templates, we apply the proposed role
classification to classify h1 and h2.
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8.4 Video Description Experiment
As we mentioned before, Chapter 8 is an example of how our proposed methods can collaborate to
output a customised result. We use the proposed Youtube SVO dataset to evaluate this framework.
The experiment is implemented using Matlab and C++ together. As discussed above, we reuse the
research code from previous Chapters and literature [63, 7].
Video Description Framework Subject Verb Object
Without Role Module 56% 65% 54%
With Role Module 69% 65% 66%
Table 8.1: A simplified experiment demonstrating the importance of role classification (RC) for video
description. This is the averaged result over 5 runs where 4 testing categories are randomly selected.
The Subject/Verb/Object classification accuracy is provided in Table 8.1. Note that this result is
only to show the importance of the proposed role classification problem from Chapter 7. We do not
intend to represent or compare with the state-of-the-art SVO generation approaches since our simple
video description framework has many assumptions and constraints. Despite the limited choices
between subject and object, the performance still decreases around 9% comparing with Table 7.2
where correct candidates h1 and h2 are given.
Following the content planning stage of Figure 8.1, a set of simple video descriptions is generated.
Without competing to the state-of-the-art video description methods, some result samples of the light-
weight experiments are shown in Figure 8.2.
These results indicate some interesting findings. Baseline method is the framework mentioned
above without considering role module and it failed on uncommon scenes such as baby feeding mother
and a boy is chasing a dog. Our framework can successfully determine the correct subject for the
sentence. As shown in Figure 8.2, the subject is marked with a red bounding box. From the designed
experiments, it is safe to say role analysis module is essential for building a smart video surveillance
system.
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Without Role Identification:   
Person feeding baby
With Role Identification:      
Baby feeding person
Without Role Identification:   
Person feeding baby
With Role Identification:      
Person feeding baby
Without Role Identification:   
Dog chasing person
With Role Identification:      
Person chasing dog
Without Role Identification:   
Person chasing kangaroo
With Role Identification:      
Kangaroo chasing person
Figure 8.2: Selected results of SVO triplets generation.
8.5 Summary
In this Chapter, video description function is investigated as a demonstration of a customised output
of our smart video surveillance system. Although the description framework is light-weight and so
is the experiment, it still clearly proved the importance of our proposed role analysis method. It is
possible to build a smart video surveillance system that can communicate with human observers and
understand the visual content at a deeper level. We have made such an exploration in this direction
employing tools from previous Chapters.
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With the main content introduced from Chapter 3 to Chapter 8, we have described our surveillance
system and the related novel research efforts. Next, Chapter 9 will summarise this thesis and discuss
future direction on how to get closer to the ideal smart video surveillance system.
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Conclusion
The roots of education are bitter, but the fruit is
sweet.
Aristotle, 384 BC – 322 BC
Chapter Summary: Advanced video surveillance systems will benefit the society. Two
key ingredients are investigated and researched in this thesis: novel domains and event
understanding. Aiming to explore the frontier of current video surveillance techniques,
several novel methods and datasets are proposed. With the contribution made here, it is
one step closer to the ultimate goal of highly intelligent surveillance system which can
understand captured data like human and capable of working in all kinds of environment!
9.1 Thesis Summary
Video surveillance is of vital importance to our public, company, and home safety. Currently com-
mercialised surveillance systems can only detect motion changes or human faces [12]. On the other
hand, they are far away from the ideal system that can understand the meaning of the motion in the
perspective of events. To liberate human operators and observers from tedious monitoring, we need
a smart surveillance system that can detect, analysis, understand and describe events in a semantic
meaningful way.
Unfortunately, most current approaches primarily deal with human-centred surveillance in the
visible light domain. In reality, there are other novel domains where a surveillance system needs to
operate. This thesis explored some of these novel domains. This thesis also explored the problem of
video description generation. This will allow us to retrieve video data using textual description.
To that end, throughout the thesis, novel databases, and methods are proposed. Experiment results
and analysis are presented to address the research questions posed in Chapter 1.
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Next, let us revisit the research goals and research questions to conclude the main findings of this
thesis.
Q1: Can existing methods such as objects/face detection work directly in different novel domains?
Answer: Most likely no unless with adaptation/modification. Although we can perform
experiments in novel domains using existing methods that are designed for regular domains,
many methods failed to reproduce good performance in novel domains. Some test cases are
shown in Chapter 5 and 6. However, it is still possible to modify previous method and benefit
from their framework.
Q1.1: If not, how should we adapt them to detect and recognise object/face/event accu-
rately?
Answer: We can propose novel methods based on previous works to deal with novel do-
mains by considering the features of the novel domains. To do that, we must firstly understand
the existing methods and the modality gaps between the human-centred visible light domain
and novel domains. So observations have been made through experimental cross-validation
and target domain analysis. Based on that, we are able to propose several techniques to deal
with video surveillance in novel domains. Namely, we proposed trajectory editing method for
anomaly detection in the crowded scene in Chapter 4, multiple SVM assisted DPM based clas-
sifier for wildlife in Chapter 5, and pre and post-processing for the thermal domain in Chapter
6. With the provided novel approaches, the performance of the smart video surveillance system
in novel domains have been improved.
Q1.2: How can we study these topics in novel domains?
Answer: The first step is to construct research datasets for these novel domains. We can
build our datasets with new cameras. Also, it is possible to reuse public datasets and relabel it
for new tasks. Details of the collected datasets are shown in Chapter 5 and 6.
Further Discussion for Q1: Answering the above questions have significant meanings.
The impact on research community lies in our proposed method in novel domains and our
datasets which are publicly available. We show that an ideal surveillance system should be
able to work in different domains and still provide good performance. With our efforts in
answering the above questions, the research community can also look into this direction. The
impact on real-life is huge too. For example, as demonstrated in Chapter 5, it is now possible to
track Kangaroo population and activity automatically. The biologists and zoologists can benefit
from this kind of surveillance system. Moreover, with our exploration in thermal domain, it
is possible to perform face detection and recognition without any visible light. The security
system is further improved. It is a real-life strategy to fight crimes happened in the low-light
environment or night.
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Q2: How can we improve the video understanding and description ability for smart video surveil-
lance?
Answer: In Chapter 7 and Chapter 8, novel methods have been proposed to enhance the
ability of video understanding and description.
Q2.1: Can we do some fine-grain event understanding such as assigning roles in an activ-
ity/event?
Answer: Yes we can. We proposed a domain adaptation based method to assign roles in
simple events in Chapter 7.
Q2.2: If so, how to effectively integrate the role information in video description frame-
work?
Answer: As shown in Chapter 8, we can employ the tools from previous Chapters and
follow the pipeline of state-of-the-art works to construct a video description framework. And
put our role assign module in the output formatting phase.
Further Discussion for Q2: By answering the above questions, we provided investigation
in the direction of fine-grain event understanding. The impact on real-life is also significant.
Imagine a scene where your security system can act like a person who fluently communicates
with you regarding the surveillance video content. You can chat with him/her/it in human lan-
guage on the phone or via voice messages. You can ask questions or make instructions directly.
We are working toward this ideal goal. We provide novel research on event understanding and
description for the surveillance system. So the system now can analysis the details of an event
and output the summary sentence in natural language. We hope that someday we can have
artificial intelligence securities who watch out for us.
9.2 Contribution
This section is similar to section 1.2. The research work documented in this thesis provides some sig-
nificant contributions. By answering the above research questions, this thesis significantly improves
the performance and functions of existing surveillance systems. Moreover, although this research did
not complete the ultimate goal of building the ultimate goal of a highly intelligent smart surveillance
system, it provides a stepping stone for some tasks and applications. In summary, the contributions
include:
• 1. A novel solution of anomaly detection in crowded scene surveillance: In Chapter 4, we pro-
posed a framework to deal with anomaly detection in the crowded scene for video surveillance
via trajectory analysis and path prediction.
105
Chapter 9. Conclusion
• 2. A novel exploration of object detection and wild animal surveillance: In Chapter 5, we
proposed an effective method to detect objects and extended to wild animals with a new dataset
in unconstrained nature environment video surveillance. This dataset is released to the public.
• 3. A novel exploration of multi-domain face detection/alignment for advanced surveillance sys-
tem: In Chapter 6, we proposed a solution of face detection/alignment and pose normalisation
with experiments on a different visual domain. We proposed a new method based on [152]
to detect landmarks for thermal faces and achieved better performance. Two new datasets are
built, and one is released to the public.
• 4. A novel problem of low-level role classification and solution for surveillance events: In
Chapter 7, we proposed a method to analysis role relationships in video events with a new
dataset. This dataset is released to the public.
• 5. An investigation of video description which considers the role information: In Chapter 8, we
proposed a method to describe the video event in natural language with role information.
9.3 Suggestions for Future Video Surveillance System
Many important works can be done in the future following this thesis. For example, In Chapter 4,
although we explored trajectory editing technique to boost the performance, the processing speed still
can be improved. We could consider both non-crowded scenes and crowded scene together in the
future.
Also, the collected datasets in Chapter 5 and Chapter 6 are not fully investigated, and they can be
used for more extensive experiments. It is possible to enlarge the number of samples and provide a
larger scale of the dataset, and we can hire Amazon Mechanical Turks (AMT) to do the ground-truth
labelling work.
In Chapter 6, it is possible to study and design a feature type that best reflect thermal face texture
instead of using standard HOG. It is worth noting that many tasks in this thesis have the possibility
to fit into a deep learning framework such as using DeepFace [119] to deal with the face verification
task.
On the other hand, many possible extensions can also be explored regarding the analysis compo-
nent. In Chapter 7, it would be ideal if we can investigate multiple roles classification in an event.
In that case, we could also train a set of high-level social role model to provide richer role informa-
tion [100]. This further can enrich the video description sentences in Chapter 8.
In Chapter 8, visual attributes can be used to assist content-aware key frames search. For exam-
ple, it is possible to search a particular object in video frames via object describing [36] based on
the attribute. It will be much more desirable if we can communicate with the surveillance system
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directly using human language. Early works regarding this “query” direction such as [4] are worth to
investigate.
More generally, in the perspective of a desired video surveillance system, time efficiency is an
important sign for real-time tasks. So many efforts can be put into activity/event predicting and
forecasting. There has been some example in the previous literature such as [62]. If a system can
predict the dangerous activity by some fragment of signs, it would be worth it even if false alarms rate
goes up.
As discussed above and throughout the thesis, several possible future research directions and the
general trend in smart video surveillance can be summarised below:
• 1. Being the fundamental component of a smart video surveillance system, the detection and
recognition accuracy should be further improved. Deep learning frameworks can be employed
in different stages throughout the system. For example, the deep residual learning approach
from [50] can be employed to do the object detection and recognition tasks. Also, deep recurrent
neural networks have show advantages in video description [127]. It is possible to integrate
the deep learning framework into the surveillance system to achieve better human-machine
interaction. However, a major challenge is to get large amount of training data for the new
domain.
• 2. A better understanding of the video content is desired. As discussed in Chapter 7 and 8, the
future works can investigate the topic of complicated scene understanding and event analysis.
Richer role information should be extracted to better describe the video content. For example,
as discussed, the scene based role analysis methods from[100, 68, 115] can be employed to
provide more sophisticated role information.
• 3. Self-updating and learning ability can benefit the system. It would be ideal if the system
can update its models automatically with little manual supervision. It is a key step toward the
automatic smart surveillance.
• 4. The ability to work in more domains. It is always a good research direction to explore more
novel scenario and domains. Moreover, the domain adaptation methods are developing fast and
they can be served to support the ability to work in multiple domains. For example, Chen et.
al [19] proposed to use deep recurrent neural network to perform domain adaptation for person
description. The results are promising. However, the corresponding research datasets should
be constructed which will be a huge challenge.
• 5. Another possible future research direction would be the combination of speech analysis and
recognition. It is possible to collect both visual data and audio data of the same scene. For ex-
ample, early work in this topic such as [114] shows the importance of face-voice correlation for
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audio-visual person recognition. So the fusion of data can significantly boost the performance
of smart video surveillance system.
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