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Abstract
This paper is in a sense a celebration of Fuhrmann’s book Linear Systems and Operators in Hilbert
Space. Inspired by one of Fuhrmann’s unifying ideas, in this note we shall discuss module theory applied
to stationary stochastic processes. In particular, we shall reframe the notion of multiplicity and rank of a
second order stochastic process in a module theoretic framework. This will (hopefully) clarify some issues
which are still occasion of some confusion in the literature.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Consider a zero mean m-dimensional stochastic process y ≡ {y(t); t ∈ Z} of finite variance
(these are sometimes called “second order” processes in the literature). As it is standard in the
linear theory of random processes, we shall attach to y the Hilbert space H(y), linearly generated
by its scalar components
H(y) := span{yk(t); k = 1, . . . , m, t ∈ Z}, (1)
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where the closure is in the norm induced by the L2 scalar product 〈ξ, η〉 :=E[ξ η], E denoting
mathematical expectation.
Since the early 1960s there has been considerable interest in linear representations of a process







where hk(t, ·) are functions in 2(Z), the wk’s are uncorrelated white noise processes (i.e.
Ewk(t)wj (s) = 0 for all k, j and t /= s) and the series is convergent in mean square. Special
representations of this kind where the kernel function is causal (i.e. hk(t, s) = 0 for t > s) have
a special importance and motivated the work of Wold [16], who discovered the celebrated “Wold
decomposition”, a causal representation of type (2), which is valid for the special class of purely
non-deterministic stationary processes.
The smallest integer N (i.e. the smallest number of independent white noises) for which
representation (2) holds is commonly called the multiplicity of the process y. Multiplicity theory
of random processes is a very old subject going back to the work of Levy [11], Cramér [1–4], Hida
[10] and others. These references consider continuous-time processes. Here we shall restrict to
discrete-time for simplicity but all what we shall say can be translated to continuous time without
difficulty.
It can be shown, using spectral theory, that under very general conditions representations of
type (2) indeed exist for second-order processes. In general, however, the integer N in the sum
may be infinite even for a scalar process y. Moreover, the support Tk ⊂ Z of each white noise
process, wk (i.e. the subset of Z where the variance function λk(t) = E wk(t)2 is non-zero), is in
general not the whole line and in fact may depend on k, so the number of terms wk in the sum
varies with t . However, one can always arrange things in such a way that T1 ⊇ T2 ⊇ · · · ⊇ TN .





in terms of an N -dimensional nonstationary white noise process w. If
H(y) = N⊕
k=1
H(wk) = H(w) (4)
the process will be called orthogonalizable. This means that the components {wk(t); k = 1, . . . ,
N, t ∈ Z} form an orthogonal basis in H(y).
It is a very well known fact that when y is (wide-sense) stationary, however, the multiplicity
N is always finite and smaller or equal to the dimension m of y(t), the white noises, wk , are also
stationary and all supports, Tk , coincide with the entire time axis, Z. This is so due to the fact
that y(t) propagates in time by the action of a unitary operator U , called the shift of the process,
which is defined on a dense set by the position Uyk(t) :=yk(t + 1), k = 1, . . . , m, t ∈ Z. These
facts can be justified on the basis of traditional spectral theory of unitary operators, see e.g. [14]
but have more to do with a basic algebraic structure induced on H(y) by the action of the operator
U . This algebraic structure is essentially the same module structure which forms the conceptual
thread of Fuhrmann’s early work in system and control theory. As shown throughout [6] and in
many of Fuhrmann’s papers, this structure is a powerful unifying conceptual tool which, as hinted
earlier by Kalman, underlies many basic constructions of linear systems theory. It has for example
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led to successful generalizations to infinite dimensional systems in Hilbert space in a setting now
known as H 2-theory.
That the module structure can play a similar role for linear stochastic systems is a fact which
does not seem to be much appreciated in the scientific community. This paper can also be seen as
a (modest) attempt to remedy to this state of affairs. The module approach to stochastic system
theory in Fuhrmann’s style will be one of the themes of the forthcoming book [13].
In this paper, we shall only attempt to explain how some very simple ideas of module theory
lead to a natural clarification of some basic facts of the theory of stationary processes. In particular,
we shall discuss the notion of multiplicity (loosely referred to as rank) of a stationary process
and concentrate on the reasons why the spectral factorization of stationary processes must be of
“constant rank”, a fact which may appear rather mysterious from the way it is normally introduced
in the literature. There is of course much more to be said about the module theoretic approach á
la Fuhrmann to stochastic system theory, but this would need a large apparatus inappropriate for
a journal paper.
2. Multiplicity and the module structure of H(y)
An important property of the Hilbert space, H(y), generated by a stationary stochastic process
y is to be finitely generated by the shift U , in the following sense: there are a finite number of
generators, namely, elements y1, . . . , ym ∈ H(y) which are “cyclic” for the shift, i.e. have the
property
span{Utyk | k = 1, . . . , m, t ∈ Z} = H(y), (5)
where span means closed linear hull. The cardinality of the smallest set of generators is normally
called the multiplicity of the shift U on the Hilbert space H(y); see [8] and [6, p. 105]. Here,
for short, this number will also be called the multiplicity of y or of H(y). A justification for this
abuse will appear later on. In H(y) we have m “natural” generators, yk = yk(0), k = 1, . . . , m,
and hence H(y) has finite multiplicity, less or equal to m.
The main fact here is that the shift operator acting on the Hilbert space, H(y), induces a natural
module structure on this space. The concept of multiplicity has to do with the algebraic concept
of basis in module theory.






ikθ , k0  k1 ∈ Z
and elements η ∈ H(y), defined as








It is trivial to check that the algebraic module axioms are satisfied. Naturally the ring of trigono-
metric polynomials should be extended in order to make multiplication by scalars a continuous
operation in H(y). This is accomplished as follows.
Consider the spectral representation of the unitary operator U , U = ∫ eiθ dÊ(eiθ ), in terms of
the projection-valued measure Ê. Introduce the so-called (vector) stochastic spectral measure,
dyˆ, of y as
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dyˆ(eiθ ) :=dÊ(eiθ )y(0)
(sometimes dyˆ is called the “Fourier transform” of y) and the associated matrix measure1
dF :=E[dyˆ dyˆ∗], called the spectral distribution of y. Let L2m{[−π, π ], dF } denote the L2-space
of m-dimensional functions (written as row vectors) on [−π, π ] which are square integrable with




fˆ (eiθ ) dyˆ(eiθ ),
where fˆ ∈ L2m{[−π, π ], dF } is the (unique dF -almost everywhere) spectral representative of η
with respect to dyˆ, see e.g. [14, Chapter I] and [7, p. 28]. It follows that one can write (6) in the
spectral domain as
p · η =
∫ π
−π
p(eiθ )fˆ (eiθ ) dyˆ(eiθ ).
The spectral representation map Idyˆ : L2m{[−π, π ], dF } → H(y) by which each function fˆ ∈
L2m{[−π, π ], dF } is mapped into the Wiener integral
∫ π
−π fˆ (e
iθ ) dyˆ(eiθ ) is unitary and satisfies
the intertwining relation
IdyˆMeiθ = UIdyˆ ,
where Meiθ is the multiplication operator by the function θ → eiθ .
Now, it is a well-known consequence of Weierstrass’ Approximation Theorem that the trig-
onometric polynomials are dense in the sup norm in the space of continuous functions on the
interval [−π, π ]. Consequently, it follows by Lusin’s theorem (see e.g. [15, pp. 56–57]) that any




[ϕ(eiθ ) − pk(eiθ )]fˆ (eiθ ) dyˆ(eiθ )
∥∥∥∥  ‖ϕ − pk‖L∞‖fˆ ‖L2m{[−π,π ],dF } → 0
as k → ∞, we may define the product
ϕ(U) · η := lim
k→∞ pk(U) · η, η ∈ H(y)
for every ϕ in L∞[−π, π ] as a limit in H(y). Thereby L∞[−π, π ] becomes a ring of scalars by
which we may multiply elements of H(y). It is then immediate to check that multiplication by
scalars is continuous and thereby H(y) becomes a bona-fide Hilbert module.
Proposition 1. Endowed with this multiplication, H(y) becomes a Hilbert module, unitarily iso-
morphic via the spectral representation map Idyˆ , to L2m{[−π, π ], dF } as a L∞[−π, π ]-module.
It follows readily from (5) that the module H(y) is in fact free, as it admits the m generators
{yk(0), k = 1, . . . , m}. These generators correspond in the isomorphism to the m unit vector
functions {ek, k = 1, 2, . . . , m} in L2m{[−π, π ], dF }, where the kth component of ek is identically
equal to one while the others are zero a.e.
The module-theoretic concept of basis corresponds to a set of generators of minimal cardinality.
Hence the multiplicity of a stationary process is just the dimension of a basis for the Hilbert module
H(y).
1 See [6, pp. 106–111], [14, p. 22] and [5, vol. II, pp. 1337–1346] for details on matrix measures and associated
L2-spaces.
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One would like to have a test to check if the generators {yk(0), k = 1, . . . , m} form a basis. It
should of course be appreciated that this question is more subtle than for vector spaces. Consider
for example a scalar stationary white noise process with spectral measure dwˆ and let us define a
stationary process y with spectral measure
dyˆ :=Idwˆ,
where I is the indicator of some proper Borel subset   [−π, π) of normalized Lebesgue
measure ||2π  1. It is nearly obvious that w(0) is a generator of H(w) (for proving this we just
need to notice that L∞[−π, π ] is dense in L2[−π, π ]); i.e. a basis for the Hilbert module H(w).
The question is if y(0) is also a basis of H(w). In a vector space setting the answer would obviously
be yes, but in this case the answer is generally negative.
Proposition 2. Unless  has full Lebesgue measure, H(y) is a doubly invariant subspace for
U, properly contained in H(w). In fact, for any ϕ ∈ L∞[−π, π ] the stationary process y with
spectral measure dyˆ :=ϕ dwˆ generates the whole space; i.e. H(y) = H(w) if and only if ϕ is
nonzero almost everywhere in [−π, π ].
Proof. This follows readily from a characterization of doubly invariant subspaces of L2[−π, π ]
due to Wiener, which can be found e.g. in Helson’s book [9, Theorem 2, p. 7], according to which
all doubly invariant subspaces are of the form IL2[−π, π ]. Hence a doubly invariant subspace
is the whole of L2[−π, π ] if and only if  has full Lebesgue measure (equivalently, is nonzero
almost everywhere). Note that every ϕ ∈ L∞[−π, π ] can be written as a product ϕI(ϕ) where
(ϕ) is the essential support of ϕ. 
3. Generators and spectral factorization
We shall now describe the vector processes u, jointly stationary with y, which generate the
same Hilbert space. The following lemma provides necessary conditions for this to happen.
Lemma 1. Let u be a p-dimensional stochastic process jointly stationary with y with spectral
distribution measure dFu, such that H(y) = H(u).Then there exist matrix functionsM andN with
rows Mk, k = 1, 2, . . . , m belonging to L2p{[−π, π ], dFu} and Nj , j = 1, 2, . . . , p belonging
to L2m{[−π, π ], dFy}, such that
dyˆ(eiθ ) = M(eiθ ) duˆ(eiθ ), duˆ(eiθ ) = N(eiθ ) dyˆ(eiθ ), (7)
and we have the following spectral factorization relations:
dFy(eiθ ) = M(eiθ ) dFuM(eiθ )∗, dFu(eiθ ) = N(eiθ ) dFyN(eiθ )∗ (8)
which can be expressed by saying that the two matrix measures dFy and dFu are (mutually
absolutely continuous; i.e.) equivalent.2 Moreover it must hold that
M(eiθ )N(eiθ ) = Im, N(eiθ )M(eiθ ) = Ip (9)
dFy (and also dFu)-almost everywhere.
2 See [6, p. 108].
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Proof. Since all yk(t)’s, k = 1, 2, . . . , m, belong to H(u), there are m row vector functions





iθ ) duˆ(eiθ ), k = 1, 2, . . . , m
and, by the uniqueness of spectral representation, it then follows that dyˆk(eiθ ) = Mk(eiθ ) duˆ(eiθ ),
k = 1, 2, . . . , m. This proves the first relation in (7). A symmetric argument yields the second
equality. The spectral factorization relations (8) then follow immediately. Finally, (9) are obtained
by substituting one of the (7) into the other, getting for example
dyˆ(eiθ ) = M(eiθ )N(eiθ ) dyˆ(eiθ )
which is equivalent to (I − MN) dFy(I − MN)∗ = 0 and implies the first equality in (9), dFy-
almost everywhere. The second follows by symmetry. 
So each family of generators u is associated to certain invertible spectral factors of the matrix
measure dFy . The following theorem states that spectral factorization with just left-invertible
factors is actually sufficient for producing generators of H(y).
Theorem 1. Let dFu be a p × p positive matrix measure on [−π, π ] and assume that there is a
m × p matrix function M with rows Mk, k = 1, 2, . . . , m belonging to L2p{[−π, π ], dFu} such
that
dFy = M(eiθ ) dFuM(eiθ )∗. (10)
Assume further that M is left-invertible, i.e. there is a p × m matrix function N with rows Nk,
k = 1, 2, . . . , p belonging to L2p{[−π, π ], dFy} such that
N(eiθ )M(eiθ ) = Ip, dFu a.e. (11)
and define the p-dimensional vector measure duˆ :=N(eiθ ) dyˆ and the corresponding stationary
process u(t) = ∫ π−π eiθt duˆ. Then
• u and y are jointly stationary vector processes.
• The matrix measure dFu is the spectral distribution of u.
• We have H(y) = H(u).
The above holds for all functions Nˆ in the same equivalence class (mod dFy)3 of the function N.
Proof. Since E{duˆ duˆ∗} = N dFyN∗ = NMdFuM∗N∗ = dFu, the spectral distribution mea-
sure of u is exactly dFu. Since each random vector u(t) has the spectral representation u(t) =∫ π
−π e
iθtN(eiθ ) dyˆ, its components belong to H(y) and obviously the shift of the process y acts
also on the process u. This also implies that H(u) = span{uk(t); k = 1, . . . , p, t ∈ Z} ⊂ H(y).
Hence we just need to prove that the converse inclusion also holds. To this end we shall show that
for any function N satisfying (11), the difference Im − MN (Im being the m × m identity matrix
function) is equal to zero dFy-almost everywhere. If this is true, then dyˆ = MNdyˆ = Mduˆ and
by the dual argument of the one used above we can conclude that H(y) ⊂ H(u).
3 In other words such that
∫ π
−π [Nˆ(eiθ ) − N(eiθ )] dFy(eiθ )[Nˆ(eiθ ) − N(eiθ )]∗ = 0.
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Notice now that from (11)
(Im − MN)dFy(Im − MN)∗ = (Im − MN)MdFuM∗(Im − N∗M∗) = 0
dFu-almost everywhere. Hence MN = Im dFy-almost everywhere. This concludes the proof.

We may then say that there is a one-to-one correspondence between generators of H(y) and
left invertible spectral factors of dFy . In particular, by Lemma 1, to any given family of generators
u, there corresponds a spectral factorization of dFy with (a.e.) left-invertible factors.
In linear algebra left-invertibility of a matrix is associated to a condition on the rank of the
matrix. In order to make contact with this notion, we shall need to choose special families of
generators.
Lemma 2. Let the distribution measure dFu of the process u be of the scalar type; i.e., dFu =
Ip dμ with μ a positive Borel measure on [−π, π ]. Then {uk(0), k = 1, . . . , p} is a set of
generators of H(u) of smallest cardinality, i.e. a basis for the module H(u).
Proof. By definition of dFu = Ip dμ, we have orthogonality of the spectral measures of the scalar
components of u; i.e.
E{duˆk duˆ∗j } = δkj dμ
and is then easy to see that for k /= j , uk(t) = Utuk(0) and uj (s) = Usuj (0) are orthogonal for
all t, s ∈ Z. Clearly the module generated by any proper subset of the {uk(0), k = 1, . . . , p}’s
has a nonzero orthogonal complement and must then be a proper submodule of H(u). Hence the
random variables {uk(0), k = 1, . . . , p} are a minimal set of generators. 
Recall that (like every matrix measure) dFy is mutually absolutely continuous; i.e. equivalent,
to some scalar Borel measure. There are many of such measures, the trace of dFy being one
example. The special case where one can take μ = Lebesgue measure will be examined in the
next section. In any case there will be a spectral density matrix function , for which
dFy =  dμ
which is an Hermitian μ-a.e. positive semidefinite m×m matrix function on [−π, π ] [6, Lemma
6.1].
Theorem 2. The stationary processy has multiplicitym, in particular, the componentsyk(0); k =
1, . . . , m form a basis for the module H(y), if and only if the spectral density of Fy with respect
to any equivalent scalar measure μ has constant rank m, μ-almost everywhere; i.e.
rank(eiθ ) = m, μa.e. (12)
Hence the multiplicity coincides with the rank μ-almost everywhere, of the spectral density.
Proof. The spectral density function φ can be factored as a product of an m × m measurable
matrix function times its adjoint
(eiθ ) = M(eiθ )M(eiθ )∗, μa.e.
(just take the factorization (6-21) in Fuhrmann’s book, [6, Lemma 6.3] and define M = HD1/2).
Then dFy is dominated by the scalar type measure dFu = Im dμ. Consider any spectral measure
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duˆ satisfying dyˆ = M duˆ. All these measures have distribution matrix dFu and are described in
Lemma 3 in the appendix. Then the module H(y) is a submodule (invariant subspace) of H(u).
By Lemma 2, u(t) is a basis for H(u), so the statement of the theorem is equivalent to saying that
the L∞-module generated by the rows of M is the whole of L2m{[−π, π ], I dμ}.
Now by [6, Theorem 6.10], every L∞-submodule of L2m{[−π, π ], I dμ} is of the form
L2m{[−π, π ], I dμ}P where P is an m × m matrix function which is μ-almost everywhere an
orthogonal projection. In other words, we must have M = GP for some matrix G with rows in
L2m{[−π, π ], I dμ} which are right coprime [6, p. 119] and H(y) can fill the whole of H(u) if
and only if P is μ-almost everywhere equal to the identity. This is equivalent to saying that there
cannot be a common right factor to all rows {M1, . . . ,Mm} which is a nontrivial projection matrix
μ-a.e. Hence rank M(eiθ ) cannot be lower than m in a set of positive μ measures. It follows from
Sylvester’s formula (see [7, p. 66]) that  must also be of rank m almost everywhere. 
The following generalization of Theorem 2 can be proven by a similar technique.
Theorem 3. The multiplicity of the stationary process y (i.e. the cardinality of a basis for the
module H(y)) is equal to the rank μ-almost everywhere of the spectral density of Fy with respect
to any equivalent scalar measure μ; i.e.
rank y = rank(eiθ ), μa.e. (13)
In particular, any such density has constant rank μ-almost everywhere.
4. Processes with an absolutely continuous distribution matrix
An important special case of the analysis above occurs when μ is the normalized Lebesgue
measure on [−π, π ]. Recall that a p-dimensional (orthonormal) white noise process w is one for
which dFw(θ) = Ip dθ2π .
Definition 1. We shall say that y is a (stationarily) orthonormalizable process if there is a white
noise process w, jointly stationary with y, such that H(y) = H(w).
Clearly we can express each scalar component of an orthonormalizable process y(t) in terms






hk(t − s)wk(s), (14)
where the dependence of h on t − s is a consequence of stationarity. In fact, since the p scalar
components of w are orthogonal, y has exactly multiplicity p = dim[w(t)]. Orthonormalizable
processes are just the class of second-order processes for which the multiplicity can be computed as
the rank, Lebesgue-almost everywhere, of a certain matrix function. Hence we have the following
characterization.
Corollary 1. A stationary process is orthonormalizable if and only if its spectral distribution dFy
is absolutely continuous with respect to Lebesgue measure; i.e. dFy =  dθ/2π and the spectral
density matrix  admits m × p spectral factors W such that
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(eiθ ) = W(eiθ )W(eiθ )∗ (15)
which are of constant rank p almost everywhere.
The multiplicity of y is then equal to the rank (a.e.) of (eiθ ) on [−π, π ].
Whenever a stationary process admits a spectral density (in particular, for orthonormalizable
processes), the rank a.e. of is commonly referred to as the rank of the process. As we have seen,
the rank of y is just equal to the multiplicity of the process.
A special case of orthonormalizable processes are processes which are causally orthonormal-
izable in the sense that they are causally equivalent to a white noise; i.e.
H−t (y) = H−t (w), t ∈ Z, (16)
where H−t (y) denotes the Hilbert space spanned by the past random variables of the process at
time t , {yk(s); s  t, k = 1, . . . , m}. These processes and the associated spectral factorization
problem have been studied in much detail in the context of prediction theory and are normally
called purely non-deterministic, or linearly regular in the Russian literature. They are exactly
the class of processes for which the Wold decomposition holds. A fundamental result of Paley
and Wiener implies that the spectral density of a purely non-deterministic process y must admit
analytic spectral factors (in H 2). We shall not enter into this subject now. We just remark that
pure non-determinism of y has (among other things) to do with the existence of analytic spectral
factors and has essentially nothing to do with rank or multiplicity.
In particular, the concept of a “full-rank process” and the notion of a purely non-deterministic
(or regular) process, often confused in the literature, have little to do with each other. For the notion
of rank and the conditions of Theorem 3 apply to a much wider class of stationary processes.
It can be shown by examples that a full rank process may be purely deterministic and a purely
non-deterministic process may well be rank-deficient.
5. Conclusion
Using elementary module theory and the Hilbert module structure of the space generated by a
stationary process, we have analyzed the notion of multiplicity and rank of a stationary process,
and (hopefully) clarified the essence of this concept as that of basis in the module-theoretic sense.
This is an elementary byproduct of Fuhrmann’s work as exposed in his book [6].
Appendix
The lemma below is a slight generalization of Lemma 5.2 in [12].
Lemma 3. Assume that the m × m spectral density of dFy with respect to some scalar measure
μ admits a factorization
(eiθ ) = M(eiθ )M(eiθ )∗ μ, a.e., (17)
where M is m × p with p  m. Then all p-dimensional stochastic vector measures duˆ satisfying
dyˆ = M duˆ (18)
are given by
duˆ = Mdyˆ + dzˆ, (19)
where M(eiθ ) is the Moore–Penrose pseudoinverse of M(eiθ ) and dzˆ is any p-dimensional
stochastic vector measure with spectral distribution matrix dFz =  dμ where
452 G. Picci / Linear Algebra and its Applications 425 (2007) 443–452
 :=I − MM (20)
and such that H(z) ⊥ H(y). The stochastic spectral measures of the processes z and u are related
by dzˆ = duˆ. Moreover, (eiθ ) is a p × p orthogonal projection matrix for almost all θ ∈
[−π, π ].
Proof. First note that since (eiθ )2 = (eiθ ) and (eiθ )∗ = (eiθ ),(eiθ ) is an orthogonal
projection matrix. Let duˆ be a solution to (18). Then M dyˆ = (I −) duˆ and we obtain formula
(19) where dzˆ =  duˆ.
Now E{dzˆ dzˆ∗} = 2 dμ =  dμ, and hence  is the spectral density of dFz. Moreover,
E{dyˆ dzˆ∗} = M dμ = 0 implying the orthogonality H(z) ⊥ H(y). Conversely, given a process
z with a spectral density (20) and with H(z) ⊥ H(y), define duˆ by formula (19). Then u has
spectral distribution Ip dμ and satisfies Mduˆ = dyˆ. 
References
[1] Harald Cramér, On some classes of nonstationary stochastic processes, in: Proc. Fourth Berkeley Sympos. Math.
Statist. and Probability (Berkeley, CA, 1960), Contributions to Probability Theory, vol. II, University of California
Press, Berkeley, CA, 1960, pp. 57–78.
[2] Harald Cramér, On the structure of purely non-deterministic stochastic processes, Ark. Mat. 4 (1961) 249–266.
[3] Harald Cramér, A contribution to the multiplicity theory of stochastic processes, in: Proc. Fifth Berkeley Sympos.
Math. Statist. and Probability (Berkeley, CA, 1965/66), Contributions to Probability Theory, Part 1, vol. II, University
of California Press, Berkeley, CA, 1965, pp. 215–221.
[4] Harald Cramér, On the multiplicity of a stochastic vector process, Ark. Mat. 16 (1) (1978) 89–94.
[5] Nelson Dunford, Jacob T. Schwartz, Linear Operators. Part II, Wiley Classics Library, John Wiley & Sons Inc., New
York, 1988, Spectral Theory. Selfadjoint Operators in Hilbert Space, with the assistance of William G. Bade and
Robert G. Bartle, Reprint of the 1963 original, A Wiley-Interscience Publication.
[6] Paul A. Fuhrmann, Linear Systems and Operators in Hilbert Space, McGraw-Hill International Book Co., New York,
1981.
[7] F.R. Gantmacher, The Theory of Matrices, vol. 1, AMS Chelsea Publishing, Providence, RI, 1998, Translated from
the Russian by K.A. Hirsch, Reprint of the 1959 translation.
[8] Paul R. Halmos, Introduction to Hilbert Space and The Theory of Spectral Multiplicity, AMS Chelsea Publishing,
Providence, RI, 1998, Reprint of the second (1957) edition.
[9] Henry Helson, Lectures on Invariant Subspaces, Academic Press, New York, 1964.
[10] T. Hida, Canonical representations of Gaussian processes and their applications, Mem. Coll. Sci. Univ. Kyôto 33
(1960) 109–155.
[11] Paul Lévy, Sur una classe de curves de l’espace de hilbert et sur une équation integrale non linéaire, Ann. Sci. Ecole
Norm. Sup. 73 (1956) 121–156.
[12] Anders Lindquist, Giorgio Picci, A geometric approach to modeling and estimation of linear stochastic systems,
J. Math. Systems Estim. Control 1 (3) (1991) 241–333.
[13] Anders Lindquist, Giorgio Picci, Linear Stochastic Systems: A Geometric Approach to Modeling, Estimation and
Identification, in preparation.
[14] Yu.A. Rozanov, Stationary Random Processes, Holden-Day Inc., San Francisco, CA, 1967, Translated from the
Russian by A. Feinstein.
[15] Walter Rudin, Real and Complex Analysis, second ed., McGraw-Hill Series in Higher Mathematics, McGraw-Hill,
Inc., New York, 1974.
[16] Herman Wold, A Study in the Analysis of Stationary Time Series, second ed., Almqvist and Wiksell, Stockholm,
1954, with an appendix by Peter Whittle.
