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A Telma y Ondina.
i
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“Que nada nos limite.
Que nada nos defina.
Que nada nos sujete.
Que la libertad sea nuestra propia sustancia.”
Simone de Beauvoir.
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Resumen
En la primera parte de esta tesis, damos ejemplos, y planteamos algunas preguntas, sobre
extensiones de álgebras de Hopf semisimples. Para esto, definimos la noción de longitud de un
álgebra de Hopf, por ejemplo, que un álgebra de Hopf H sea de longitud 1 significa que H es
simple; de longitud 2, que H es una extensión de T por K, donde K y T son álgebras de Hopf
simples. Presentamos ejemplos de álgebras de Hopf de longitud 2 que no son extensiones abelianas.
En la segunda parte, presentamos ejemplos de álgebras de Hopf con la propiedad de Chevalley
dual, o sea, álgebras de Hopf cuyo corradical es una subálgebra de Hopf. Para esto, determinamos
todas las álgebras de Hopf semisimples Morita-equivalentes a un álgebra de grupo de un grupo
finito, para una lista de grupos que soportan álgebras de Nichols no-triviales de dimensión finita.
Palabras claves: álgebra de Hopf semisimple, propiedad de Chevalley dual.
2010 Mathematics subject Classification: 16W30, 16T05.
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Abstract
In the first part of this thesis, we give some examples of, and raise some questions on, extensions
of semisimple Hopf algebras. For this, we define the notion of length of a Hopf algebra, for example,
a Hopf algebra H has length 1 means that H is simple; of length 2, that H is an extension of T
by K, where T and K are simple Hopf algebras. We present examples of Hopf algebras of length 2
that are not abelian extensions.
In the second part, we present examples of Hopf algebras with the dual Chevalley property, that
is, an Hopf algebra whose coradical is a Hopf subalgebra. For this, we determine all semisimple Hopf
algebras Morita-equivalent to a group algebra over a finite group, for a list of groups supporting a
non-trivial finite-dimensional Nichols algebra.
Palabras claves: semisimple Hopf algebras, dual Chevalley property.
2010 Mathematics subject Classification: 16W30, 16T05.
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Introducción
La primera definición formal de álgebra de Hopf fue dada por Pierre Cartier en 1956, bajo el
nombre de hiperálgebra de Lie, fue inspirada en los trabajos de Dieudonné en grupos algebraicos
en característica positiva. Independientemente, Armand Borel estudió una estructura análoga en
el contexto de su estudio de la cohomología de grupos de Lie, estructuras a las que dio el nombre
de álgebra de Hopf en 1953, en honor a los trabajos de Heinz Hopf. O sea, por un lado tenemos
la teoría de grupos algebraicos y por otro lado la topología algebraica, ambas ramas interactúan a
partir de los principios de los 60. Con el libro de Sweedler de 1969, esta noción llega a su madurez
[Sw]. Para más detalles, referimos a [AF]. Además de su interés intrínsecamente algebraico, las
álgebras de Hopf tienen aplicaciones en muchas áreas de la matemática y de la física, tales como
teoría conforme de campos, topología, y álgebra de operadores. En [Mon2] se pueden encontrar
referencias específicas sobre estos temas.
Un punto de quiebre en el estudio de las álgebras de Hopf es el famoso artículo [Dr] donde se
discuten las aplicaciones de los grupos cuánticos, introducidos previamente por Drinfeld y Jimbo
inspirados en trabajos de Kulish, Reshetikhin y Sklyanin sobre Uq(sl2), particularmente a la ecua-
ción cuántica de Yang-Baxter, que aparece en mecánica estadística y en modelos completamente
integrables. En [Dr] se pone de manifiesto por otra parte la relación de los grupos cuánticos con la
teoría de deformaciones formales (también llamada cuantización por deformación) de las variedades
de Poisson, en particular de los grupos de Lie-Poisson. Las soluciones de la ecuación cuántica de
Yang-Baxter que se construyen a partir de los grupos cuánticos están profundamente relaciona-
das con el polinomio de Jones y su generalización el polinomio HOMFLY que sirve para clasificar
distintas clases de espacios topológicos de baja dimensión.
En otra dirección, los grupos cuánticos pequeños en raíces de la unidad están relacionados
con grupos algebraicos en característica positiva (Lusztig); más generalmente, se ha observado
una relación entre (ciertas) álgebras de Nichols de dimensión finita (complejas) y álgebras de Lie
en característica positiva. En una línea directamente involucrada con el tema de esta tesis, cier-
tas álgebras de operadores de vértice, relacionadas con la teoría conforme de campos, admiten
como invariante una categoría de fusión, esto es una categoría tensorial semisimple finita (Zhu,
Huang). Una formulación análoga en álgebras de operadores es a través de subfactores. Dado que
las categorías de módulos sobre álgebras de Hopf semisimples de dimensión finita son de fusión, la
clasificación de las álgebras de Hopf semisimples ha suscitado interés entre especialistas en álgebras
de operadores de vértice y subfactores.
El problema principal en el cual se encuadra esta tesis es la clasificación de las álgebras de
Hopf de dimensión finita sobre un cuerpo k algebraicamente cerrado de característica cero. Se
consideran diferentes clases de álgebras de Hopf, las semisimples y las no semisimples. Cuándo se
quiere clasificar, los ejemplos son extremadamente importantes. Los primeros ejemplos de álgebras
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de Hopf semisimples son el álgebra de grupo kG de un grupo finito G y su dual, el álgebra de
funciones en G. De hecho, el dual de un álgebra de Hopf de dimensión finita es nuevamente un
álgebra de Hopf. Análogamente a los grupos, una extensión de álgebras de Hopf de dimensión finita
k→ A→ C → B → k puede ser descrita por el espacio vectorial subyacente A⊗B, con acciones,
coacciones y cociclos. Además, C es semisimple si y sólo si A y B son semisimples. Un caso particular
son las extensiones abelianas k → kG → C → kF → k que están totalmente determinadas por
(F,G) con acciones mutuas y cociclos compatibles. Otra forma de construir álgebras de Hopf a
partir de ejemplos conocidos es vía deformaciones de la multiplicación o de la comultiplicación.
Exploramos todas estas construcciones en el Capítulo 3. Por lo que conocemos, todos los ejemplos
de álgebras de Hopf semisimples surgen de las álgebras de grupos por las construcciones anteriores.
Esto fue probado en [N6, N7] para dimensiones pequeñas y en [ENO1] para paqb, pqr, donde p,
q y r son primos. En el caso de las álgebras de Hopf no semisimples, uno puede mirar aquéllas
cuyo corradical es una subálgebra de Hopf y por lo tanto, semisimple. Entre éstas, la clase mejor
entendida es la de las álgebras de Hopf punteadas, o sea, cuyo corradical es un álgebra de grupo.
La clasificación de las álgebras de Hopf punteadas con G abeliano está cerca de ser completada y
hay progresos en el caso no abeliano. Otra clase son las copunteadas, cuyo corradical es kG.
El trabajo [A2] presenta lo que se conoce hasta la fecha sobre la clasificación de las álgebras
de Hopf sobre un cuerpo algebraicamente cerrado de característica cero. Sobre la clasificación de
las álgebras de Hopf de dimensión pequeña, en [BG] hay una tabla con el estado de la clasificación
hasta dimensión 100, por ejemplo la clasificación de las álgebras de Hopf semisimples de dimensión
24 es un problema en abierto.
El Capítulo 4 contiene los resultados del trabajo [AM]. La categoría de representaciones de un
álgebra de Hopf semisimple tiene una estructura muy rica – es una categoría de fusión. Uno de
los enfoques más fructíferos para abordar los problemas de clasificación de las álgebras de Hopf
semisimples es a través de categorías de fusión. Pero la noción básica de extensión no es categórica,
al menos de una manera directa. Aquí exploramos la noción de extensión. Primero, proponemos
una definición de series de composición de álgebras de Hopf.
Definición 1. Sea H un álgebra de Hopf de dimensión finita. Una serie de composición H de H
es una sucesión de álgebras de Hopf simples H1, . . . ,Hn obtenidas recursivamente como sigue.
Si H es simple, entonces tenemos n = 1 y H1 = H.
Si H no es simple, entonces existen A C H, A 6= k, H, y series de composición A1, . . . ,Am,
B1, . . . ,Bl, de A y B = H//A respectivamente, tales que n = m+ l y
Hi = Ai, 1 6 i 6 m; Hi = Bi−m, m+ 1 6 i 6 m+ l.
Las álgebras de Hopf simples H1, . . . , Hn son los factores de la serie H y n es su longitud.
Después de compartir esta definición con S. Natale, ella la utilizó para demostrar el Teorema de
Jordan-Hölder para álgebras de Hopf de dimensión finita.
Teorema 2 ([N2, Theorem 1.2]). (Teorema de Jordan-Hölder para álgebras de Hopf de dimensión
finita). Sean H1, . . . ,Hn y H′1, . . . ,H′m dos series de composición de un álgebra de Hopf de dimensión
finita H. Entonces existe una biyección ν : {1, . . . , n} → {1, . . . ,m} tal que Hi ' H′ν(i) como álgebras
de Hopf.
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El Teorema 2 muestra que el estudio de las álgebras de Hopf simples semisimples constituye
un paso fundamental en la clasificación de las álgebras de Hopf semisimples. Usamos los ejemplos
de álgebras de Hopf simples semisimples conocidos (twists de álgebras de grupo o sus duales) para
construir ejemplos explícitos de álgebras de Hopf de longitud 2, que no son extensiones abelianas.
Proposición 3. Supongamos que
i) G es un grupo simple no abeliano;
ii) (kN)J es un álgebra de Hopf simple;
iii) si C CN es abeliano, entonces C = {e} (en particular N no es abeliano),
iv) J es un twist no trivial.
Entonces H = (kN)J o kG tiene longitud 2 y no es una extensión abeliana.
Después listamos familias de ejemplos que satisfacen las hipótesis, ver la Sección 4.6.
El Capítulo 5 contiene los resultados del trabajo [AGM], donde damos ejemplos explícitos de
álgebras de Hopf con la propiedad de Chevalley dual. Un álgebra de Hopf tiene la propiedad de
Chevalley dual si el producto tensorial de dos comódulos simples es semisimple, o equivalente-
mente si su corradical es una subálgebra de Hopf. Este tipo de álgebra de Hopf es interesante
por muchas razones, entre ellas la estrategia para su clasificación alude al Método de Levante de
Andruskiewitsch-Schneider [AS]. Pocos ejemplos fuera de la clases de las álgebras de Hopf punteadas
y copunteadas son discutidos en la literatura [CDMM, Mo].
Dos categorías de fusión C y D se dicen Morita-equivalentes si D es equivalente como categoría
tensorial a la categoría de endofuntores de una categoría C-módulo indescomponible. Dos álgebras de
Hopf semisimplesK yH se dicenMorita-equivalentes si RepK y RepH lo son. Se sabe que C yD son
Morita-equivalentes si y sólo si sus centros de Drinfeld son equivalentes como categorías tensoriales
trenzadas [ENO1, Theorem 3.1]. En particular, si K y H son Morita-equivalentes, entonces sus
categorías de módulos de Yetter-Drinfeld son equivalentes como categorías tensoriales trenzadas y
por ende las álgebras de Nichols sobre una de ellas se corresponden biyectivamente con las álgebras
de Nichols sobre la otra.
Para construir ejemplos de álgebras de Hopf con la propiedad de Chevalley dual, se construyen
álgebras de Hopf H Morita-equivalentes a álgebras de grupo kG, donde G es un grupo finito tal
que conocemos módulos de Yetter-Drinfeld V cuya álgebra de Nichols B(V ) tiene dimensión finita.
Hay ejemplos de tales grupos en la literatura, ver Tabla 1.
Sea G un grupo finito. La caracterización de todas las álgebras de Hopf semisimples Morita-
equivalentes a kG sigue de [O]. Sean F,Γ < G tales que G = FΓ–pero F ∩ Γ no es necesariamente
trivial. Dado un par adecuado (α, β) ∈ H2(F,k×)×H2(Γ, k×), cf. Definición 5.1.1, correspondiente-
mente existe un álgebra HGαβ(F,Γ) tal que HGαβ(F,Γ) ∼Mor kG. La colección (F, α,Γ, β) es llamada
dato grupo-teorético para G. Estas son todas las álgebras de Hopf que provienen de los funtores de
fibra de todas las categorías de fusión Morita-equivalentes a vecG [O], por lo tanto todo H ∼Mor kG
es de esta forma. Ver §5.1 para más detalles. Notamos que sin embargo decidir cuándo dos de estas
álgebras de Hopf son isomorfas no es evidente.
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Las álgebras de Nichols B(V ) dependen esencialmente sólo del espacio vectorial trenzado
subyacente al módulo Yetter-Drinfeld V . No consideramos espacios vectoriales trenzados de ti-
po diagonal–excepto para módulos Yetter-Drinfeld sobre algunos grupos diedrales, ver Tabla 5.7 en
la Sección 5.8. Nos centramos en espacios vectoriales trenzados de tipo pecio (en inglés rack), ver
[AG] o [AFGV]. Para más ejemplos con espacios vectoriales trenzados de tipo diagonal referimos a
[CDMM, Mo]. Sea (X,q) un par donde X es un pecio y q un 2-cociclo, sea V el espacio vectorial
trenzado asociado y supongamos que B(V ) es de dimensión finita, cf. [HLV]. Consideramos un
grupo G tal que V es realizado en kGkGYD. Entonces calculamos todos los datos grupo-teoréticos
(F, α,Γ, β) para G. Consecuentemente, H = HGαβ(F,Γ) ∼Mor kG y existe V ′ ∈ HHYD tal que
B(V ′) ' B(V ), como álgebras y coálgebras. Resumimos nuestros cálculos en la Tabla 1.
Teorema 4. Los nuevos ejemplos de álgebras de Hopf con la propiedad de Chevalley dual están
dados en las Proposiciones 5.2.2, 5.3.2, 5.4.3, 5.5.2, 5.6.2, 5.7.2 y 5.8.5.
Tabla 1
(X,q) dimB(V ) Referencia G H ∼Mor kG
(D3,−1) 12 [MS] C3 o C6 Prop. 5.2.1
(Q5,2,−1), (Q5,3,−1) 1280 [AG] C5 o2 C20 Tabla 5.3
(O42,−1), (O42, χ) (O44,−1) 576 [FK, MS] S4 Tabla 5.4
(O52,−1), (O52, χ) 8294400 [FK, G1, GG] S5 Tabla 5.5
(T ,−1) 72 [G] A4 × C2 Tabla 5.6
(Q7,3,−1), (Q7,5,−1) 326592 [G1] C7 o3 C6 Prop. 5.7.1
Existen grupos G que admiten un álgebra de Nichols de dimensión finita pero no existe H no
trivial tal que H ∼Mor kG. Por ejemplo (D3,−1) corresponde a algún V ∈ kS3kS3YD pero H ∼Mor kS3
implica H ' kS3 o kS3 , §5.2. Además, (Q5,2,−1) corresponde a algún V ∈ kGkGYD, donde G =
k(C5 o2 C4); pero H ∼Mor kG implica H ' kG o kG, §5.3.
En los Capítulos 1, 2 y 3, damos las principales definiciones, ejemplos y resultados necesarios
para los Capítulos 4 y 5. En el Apéndice listamos los programas en GAP utilizados para hacer
algunas cuentas en el Capítulo 5.
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Capítulo 1
Preliminares
En este capítulo daremos definiciones y resultados básicos sobre la teoría de álgebras de Hopf y
también sobre cohomología de grupos, que utilizaremos en los capítulos siguientes. Las referencias
principales para álgebras de Hopf son [DNR, Ka, Mon, R1, Sc1, Sw] y para cohomología de grupos
[Br], [Y2, Appendix A] y [EGNO, 1.7].
A lo largo del trabajo consideramos un cuerpo k algebraicamente cerrado de característica cero.
Todos los productos tensoriales y espacios vectoriales son sobre el cuerpo k, a menos que se diga lo
contrario. Denotamos por 1 el elemento identidad de un grupo. Si n ∈ N, entonces Cn es un grupo
cíclico de orden n escrito multiplicativamente. Denotamos por Dn el grupo diedral de orden 2n. Si
G es un grupo finito, entonces Ĝ := Homgrupos(G, k×). La notación F < G significa que F es un
subgrupo de G, y F C G significa que F es un subgrupo normal. Denotamos el centro del grupo
G por Z(G). Si F, F ′ < G, denotamos el conmutador de F y F ′ por [F, F ′]. Si . es una acción
de un grupo G en un conjunto F , entonces denotamos por FG el subconjunto de F de los puntos
fijos por .. Denotamos multiplicativamente los grupos de cohomología Hn(G, k×). Ocasionalmente,
denotamos por la misma letra un elemento en Hn(G, k×) y cualquiera de sus representantes. Si
a, b ∈ Z, el mínimo común múltiplo de a y b es denotado por [a, b] y el máximo común divisor de
a y b es denotado por (a, b). Denotamos por Gn = {z ∈ k× : zn = 1}, n ∈ N, y por G′n las raíces
n-ésimas primitivas de la unidad.
1.1. Álgebras de Hopf
Definición 1.1.1. Una k-álgebra es un triple (A, m, u), donde A es un k-espacio vectorial no nulo,
m : A⊗A→ A y u : k→ A son morfismos de k-espacios vectoriales tales que los diagramas
A⊗A⊗A
m⊗idA

idA⊗m // A⊗A
m

A⊗A m // A
A⊗A
m

k⊗A
u⊗idA
99
A⊗ k
idA⊗u
ee
A
'
ee
'
99
conmutan, donde idA es la identidad en A.
1
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Mediante la definición de un álgebra por diagramas, es posible obtener la definición dual de la
misma cambiando el sentido de las flechas de los diagramas anteriores.
Definición 1.1.2. Una k-coálgebra es un triple (C,∆, ε), donde C es un k-espacio vectorial no
nulo, ∆ : C → C ⊗ C y ε : C → k son morfismos de k-espacios vectoriales tales que los diagramas
conmutan
C
∆ //
∆

C ⊗ C
id⊗∆

C ⊗ C
∆⊗id
// C ⊗ C ⊗ C
C
∆

k⊗ C
'
99
C ⊗ k
'
ee
C ⊗ C.
ε⊗id
ee
id⊗ε
99
Las aplicaciones ∆ y ε son llamadas comultiplicación y counidad de la coálgebra C, respectiva-
mente. La conmutatividad del diagrama del lado izquierdo es llamada coasociatividad.
Ahora, presentamos la notación de Heynemann-Sweedler para ∆. La definición recursiva de la
sucesión de aplicaciones (∆n)n>1 es definida como ∆1 = ∆ y, para n > 2, ∆n : C → C⊗· · ·⊗C (n+1
veces), tenemos que ∆n = (∆⊗ idn−1)∆n−1. La notación de Heynemann-Sweedler para ∆ se escribe
como ∆(c) = c1 ⊗ c2, para todo c ∈ C, evitando así la escritura ∆(c) = ∑
i,j
ci ⊗ cj . Inductivamente,
∆n(c) = c1 ⊗ · · · ⊗ cn+1, ∀n > 2. La conmutatividad de los diagramas de la definición de coálgebra
se escribe como
∆2(c) = c11 ⊗ c12 ⊗ c2 = c1 ⊗ c21 ⊗ c22 = c1 ⊗ c2 ⊗ c3 y
c = ε(c1)c2 = c1ε(c2).
Ejemplo 1.1.3. Sea G un grupo y kG el álgebra de grupo con base {g}g∈G. Entonces kG es una
coálgebra con ∆(g) = g ⊗ g y ε(g) = 1, para todo g ∈ G.
Ejemplo 1.1.4. Sea g un álgebra de Lie. El álgebra envolvente U(g) es una coálgebra, donde
∆(x) = x⊗ 1 + 1⊗ x y ε(x) = 0, para todo x ∈ g.
Definición 1.1.5. Un álgebra (A,m, u) es conmutativa si el diagrama
A⊗A τ //
m
##
A⊗A
m
{{
A
es conmutativo, donde τ : A⊗A→ A⊗A es la función dada por τ(a⊗ b) = b⊗ a.
El álgebra opuesta de A, Aop, es el álgebra (A,mop, u), donde mop = m ◦ τ . Dualmente, se tiene
la definición de coálgebra coconmutativa.
Definición 1.1.6. Una coálgebra (C,∆, ε) es coconmutativa si el diagrama
C
∆
{{
∆
##
C ⊗ C τ // C ⊗ C
es conmutativo. Esto significa que, para todo c ∈ C, ∆(c) = c1 ⊗ c2 = τ∆(c) = c2 ⊗ c1.
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Las coálgebras de los Ejemplos 1.1.3 y 1.1.4 son coconmutativas.
La coálgebra coopuesta Ccop es la coálgebra (C,∆cop, ε), donde ∆cop = τ ◦∆. Dual a la noción
de morfismo de álgebras que también se puede presentar con diagramas, tenemos la noción de
morfismo de coálgebras.
Definición 1.1.7. Sean (C,∆C , εC) y (D,∆D, εD) k-coálgebras. Una función k-lineal f : C → D
es un morfismo de coálgebras si los siguientes diagramas son conmutativos
C
∆C

f // D
∆D

C ⊗ C
f⊗f
// D ⊗D
C
f //
εC   
D
εD~~
k.
La conmutatividad del primer diagrama puede ser expresada como
∆D(f(c)) = f(c)1 ⊗ f(c)2 = f(c1)⊗ f(c2) = (f ⊗ f)(∆(c)),∀c ∈ C.
Definición 1.1.8. Sea (C,∆, ε) una coálgebra. Un k-subespacio D de C es una subcoálgebra si
∆(D) ⊆ D ⊗D.
Definición 1.1.9. Sea C una coálgebra.
i) Una coálgebra es simple si no tiene subcoálgebras propias y es cosemisimple si es una suma
directa de subcoálgebras simples.
ii) Un elemento de tipo grupo de C es un c ∈ C tal que ∆(c) = c⊗ c y ε(c) = 1. El conjunto de
los elementos de tipo grupo de C es denotado por G(C).
iii) El corradical C0 de C es la suma de todas las subcoálgebras simples de C.
iv) Una coálgebra se dice punteada si las subcoálgebras simples de C tienen dimensión 1.
No es difícil probar que en cualquier coálgebra, los elementos de tipo grupo son linealmente inde-
pendientes. Luego si C = kG entonces G(C) = G. Necesariamente una subcoálgebra de dimensión
1 es de la forma kg, g ∈ G(C). Entonces, C es punteada si y sólo si C0 = kG(C).
Ejemplo 1.1.10. Sea G un grupo. Claramente C = kG es punteada y C0 = kG.
Ejemplo 1.1.11. Sean g un álgebra de Lie y C = U(g). Entonces C0 = k1.
Definición 1.1.12. Una filtración de una coálgebra C es una familia de subespacios {Vn}n>0 de
C que satisface V0 ⊆ V1 ⊆ V2 ⊆ · · · ⊆ ⋃
n>0
Vn = C y ∆(Vn) ⊆∑nl=0 Vn−l ⊗ Vl para todo n > 0.
Sea C una coálgebra. Definimos Cn = ∆−1(Cn−1 ⊗ C + C ⊗ C0), n > 1. Entonces {Cn}n>0 es
una filtración de C, llamada filtración corradical. Ver por ejemplo [R1, Proposition 4.1.5].
Definición 1.1.13. Una filtración de un álgebra A es una familia de subespacios {Vn}n>0 de A
que satisface V0 ⊆ V1 ⊆ V2 ⊆ · · · ⊆ ⋃
n>0
Vn = A y VmVn ⊆ Vm+n para todo m,n > 0.
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Definición 1.1.14. Sean (C,∆, ε) una coálgebra e I un k-subespacio de C. Entonces I es
i) un coideal a izquierda (a derecha) si ∆(I) ⊆ C ⊗ I (∆(I) ⊆ I ⊗ C);
ii) un coideal si ∆(I) ⊆ I ⊗ C + C ⊗ I y ε(I) = 0.
Sea (C,∆, ε) una coálgebra. Entonces (C∗,m, u) es un álgebra. Definimos
m = ∆∗ρ : C∗ ⊗ C∗ ρ−→ (C ⊗ C)∗ ∆∗−→ C∗ y u = ε∗ψ : k ψ−→ k∗ ε∗−→ C∗
donde ρ : C∗⊗C∗ → (C⊗C)∗ es la función dada por ρ(f⊗g)(c⊗d) = f(c)g(d), para todo f, g ∈ C∗,
c, d ∈ C, y ψ : k → k∗ es el isomorfismo dado por ψ(α)(β) = αβ, para todo α, β ∈ k. Dada un
álgebra (A,m, u), si A es de dimensión finita entonces A∗ es una coálgebra con ∆ : A∗ → A∗ ⊗A∗
y ε : A∗ → k definidas, respectivamente, por
∆ = ρ−1m∗ : A∗ m
∗−→ (A⊗A)∗ ρ
−1
−→ A∗ ⊗A∗ y ε = ϕu∗ : A∗ u∗−→ k∗ ϕ−→ k
donde ϕ : k∗ → k es el isomorfismo lineal dado por ϕ(f) = f(1), para todo f ∈ k∗.
Más generalmente, sea C una coálgebra y A un álgebra. Entonces Homk(C,A) es un álgebra
con el producto de convolución
(f ∗ g)(c) = f(c1)g(c2),
para todo f, g ∈ Homk(C,A), c ∈ C. El elemento unidad es uε. Notemos que C∗ = Homk(C,k)
como álgebra.
Definición 1.1.15. Una biálgebra es una colección (H,m, u,∆, ε) donde (H,m, u) es un álgebra,
(H,∆, ε) es una coálgebra y m,u son morfismos de coálgebras (equivalentemente, si ∆, ε son mor-
fismos de álgebras). Si además la aplicación id tiene inversa S respecto al producto de convolución
en el álgebra Homk(H,H), esto es, S(h1)h2 = ε(h)1 = h1S(h2), H es llamada un álgebra de Hopf
y S es llamada antípoda de H.
Ejemplo 1.1.16. Sea G un grupo. Entonces el álgebra de grupo kG es un álgebra de Hopf con la
estructura de coálgebra dada en el Ejemplo 1.1.3 y S(g) = g−1, para todo g ∈ G.
Ejemplo 1.1.17. El álgebra de funciones en un grupo finito G, kG, es un álgebra de Hopf con
base {δg}g∈G, donde δg(h) = δg,h, para todo g, h ∈ G, δgδg = δg, δgδh = 0 si h 6= g, 1 =
∑
g∈G δg,
∆(δg) =
∑
x∈G δx ⊗ δx−1g, ε(δg) = δg,1 y S(δg) = δg−1 .
Las álgebras de Hopf kG y kG son llamadas triviales.
Ejemplo 1.1.18. Si H es un álgebra de Hopf de dimensión finita entonces H∗ es un álgebra de
Hopf.
Ejemplo 1.1.19. Sea g un álgebra de Lie. El álgebra envolvente U(g) es un álgebra de Hopf, donde
la estructura de coálgebra es la del Ejemplo 1.1.4 y S(x) = −x, para todo x ∈ g.
Definición 1.1.20. Sean K, H álgebras de Hopf. Una aplicación k-lineal f : H → K es un
morfismo de álgebras de Hopf si es un morfismo de álgebras y de coálgebras.
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Si f : H → K es un morfismo de álgebras de Hopf, entonces f ◦ S = S ◦ f . Es fácil ver que si
G es un grupo finito, entonces kG ' (kG)∗. Toda álgebra de Hopf conmutativa es isomorfa a kG
para algún grupo finito G, ver por ejemplo [Sc1]. Luego, toda álgebra de Hopf coconmutativa es
isomorfa a kG para algún grupo finito G.
Observación 1.1.21. Si dos álgebras de Hopf H y K son isomorfas, entonces G(H) ' G(K) y si son
de dimensión finita G(H∗) ' G(K∗).
Definición 1.1.22. Sea B una biálgebra. Un elemento b ∈ B es llamado primitivo si ∆(b) =
b⊗ 1 + 1⊗ b. El conjunto de todos los elementos primitivos de B es denotado P (B).
Definición 1.1.23. Una subálgebra de Hopf K de un álgebra de Hopf H es una subálgebra y una
subcoálgebra, tal que S(K) ⊆ K. Denotamos K ≤ H.
Definición 1.1.24. Un subespacio I de un álgebra de Hopf H es un ideal de Hopf si es un ideal,
un coideal y S(I) ⊆ I.
Si H es un álgebra de Hopf, entonces H+ = ker ε es un ideal de Hopf. Si I es un ideal de Hopf
de H, entonces el espacio vectorial H/I tiene una estructura de álgebra de Hopf inducida de H.
Definición 1.1.25. Un álgebra de Hopf es semisimple si es semisimple como álgebra; y es cosemi-
simple si es cosemisimple como coálgebra.
Si H es un álgebra de Hopf semisimple, entonces H es de dimensión finita [Sw, p. 107].
Teorema 1.1.26 (Larson-Radford). Sea H un álgebra de Hopf de dimensión finita. Son equivalentes:
i) H es semisimple.
ii) H es cosemisimple.
iii) S2 = id.
Demostración. Ver [Sc1, Theorem 3.14].
Ejemplo 1.1.27. Sea G un grupo finito. El álgebra de grupo kG y el dual kG son semisimples.
Definición 1.1.28. Sea (C,∆, ε) una k-coálgebra. Un C-comódulo a derecha es un par (M,ρ),
donde M es un k-espacio vectorial y ρ : M →M ⊗ C es un morfismo de k-espacios vectoriales tal
que los siguientes diagramas conmutan
M
ρ

ρ //M ⊗ C
id⊗∆

M ⊗ C
ρ⊗id
//M ⊗ C ⊗ C
M
ρ

'
%%
M ⊗ k
M ⊗ C.
id⊗ε
99
Dado m ∈ M , escribimos ρ(m) = m(0) ⊗ m(1). Análogamente, definimos un C-comódulo a
izquierda con λ : M → C ⊗M denotada por λ(m) = m(−1) ⊗m(0).
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Ejemplo 1.1.29. Toda coálgebra es un comódulo sobre sí misma (a derecha y a izquierda) con
ρ = ∆.
Ejemplo 1.1.30. Sea G un grupo.M es un kG-comódulo si y sólo siM es un módulo G-graduado.
Observación 1.1.31. M es un C-comódulo a derecha si y sólo si es un C∗-módulo a izquierda.
Tenemos que ρ(m) = m(0) ⊗m(1) si y sólo si f ·m = f(m(1))m(0), para todo m ∈M , f ∈ C∗.
Definición 1.1.32. Sean H un álgebra de Hopf y (M,ρ) un H-comódulo a derecha (respectiva-
mente, a izquierda), definimos el conjunto de los coinvariantes de H en M por
M coH = {m ∈M : ρ(m) = m⊗ 1} (respectivamente, coHM = {m ∈M : ρ(m) = 1⊗m}).
Dado un morfismo de álgebras de Hopf pi : H → K, entonces H es un K-comódulo a derecha
(respectivamente, a izquierda) con ρ = (id⊗pi)∆ (respectivamente, ρ = (pi ⊗ id)∆). En este caso,
al conjunto HcoK también lo denotamos Hcopi.
Definición 1.1.33. Sean C una k-coálgebra, (M,ρ) y (N,φ) dos C-comódulos a derecha. Una
función k-lineal g : M → N es un morfismo de C-comódulos si es conmutativo el diagrama
M
g //
ρ

N
φ

M ⊗ C
g⊗id
// N ⊗ C.
1.2. Cohomología de grupos
Recordamos las definiciones básicas de cohomología de grupos que serán utilizadas en lo que
sigue, sobre todo para fijar notación. Sea R un anillo. Un complejo de cadenas sobre R es un par
(C•, d) donde C• = (Cn)n∈Z es una familia de R-módulos y d = (dn : Cn → Cn−1)n∈Z es una familia
de homomorfismos de R-módulos tal que dn◦dn+1 = 0. El mapa d es llamado operador borde de C•.
Definimos los n-ciclos Zn(C•), los n-bordes Bn(C•) y la homología Hn(C•) por Zn(C•) = ker dn,
Bn(C•) = Im dn+1 y Hn(C•) = Zn(C•)/Bn(C•).
Una cocadena compleja sobre R es un par (C•, d) donde C• = (Cn)n∈Z es una familia de R-
módulos y d = (dn : Cn → Cn+1)n∈Z es una familia de homomorfismos de R-módulos tal que
dn+1 ◦ dn = 0. El mapa d es llamado operador coborde de C•. Definimos los n-cociclos Zn(C•), los
n-cobordes Bn(C•) y la cohomología Hn(C•) por Zn(C•) = ker dn+1, Bn(C•) = Im dn y Hn(C•) =
Zn(C•)/Bn(C•).
Sea
· · · // C2 ∂ // C1 ∂ // C0 // Z // 0 (1.1)
una resolución proyectiva del G-módulo trivial Z, i. e., una sucesión exacta en que cada módulo es
proyectivo. O sea, (C•, ∂) es una cadena compleja de ZG-módulos. Sea A un grupo abeliano con
una G-acción. Entonces (HomG(C•, A), d = HomG(∂,A)) es una cocadena compleja
0 // HomG(Z, A) // HomG(C0, A) d // HomG(C1, A) d // HomG(C2, A) // · · · . (1.2)
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Para cada n > 0 los grupos de cohomología son definidos por
Hn(G,A) = Hn(HomG(C•, A)).
En general, usamos la resolución libre estándar (o Bar), donde
Cn =
⊕
g0,g1,··· ,gn∈G
Z(g0, · · · , gn)
es un Z-módulo libre con G-acción definida por
g(g0, · · · , gn) = (gg0, · · · , ggn).
El operador de borde ∂ es definido por
∂n(g0, g1, · · · , gn) =(g0g1, g2, · · · , gn)− (g0, g1g2, · · · , gn)+
· · ·+ (−1)n−1(g0, · · · , gn−1gn) + (−1)n(g0, · · · , gn−1).
Tenemos un isomorfismo γn : HomG(Cn, A) → Fun(Gn, A) dado por γn(h)(g1, · · · , gn) =
h(1, g1, · · · , gn), y los mapas dn = HomG(∂,A) : Homg(Cn−1, A) → HomG(Cn, A) a menos de
esta identificación son
dn(f)(g1, · · · , gn) =g1f(g2, · · · , gn)− f(g1g2, · · · , gn)+
· · ·+ (−1)n−1f(g1, · · · , gn−1gn) + (−1)n(g1, · · · , gn−1).
Denotamos el complejo por Cn = Cn(G,A) := Fun(Gn, A). Notemos que H0(G,A) = AG, los
G-invariantes en A. El siguiente teorema será útil para probar el lema que sigue.
Teorema 1.2.1 (Teorema de los Coeficientes Universales). Consideramos una resolución libre
(1.1). La sucesión
0 // Ext1G(Hn−1(F•), A) // Hn(G,A)
h // HomAb(Hn(F•), A) // 0 ,
donde h([ω])([σ]) = ω(σ), es exacta.
Si 0→ L→M → N → 0 es una sucesión exacta de ZG-módulos, entonces la sucesión
0→ LG →MG → NG δ0→ H1(G,L)→ H1(G,M)→ H1(G,N) δ1→ H2(G,L)→ · · ·
es exacta. Los mapas δn son llamados los homomorfismos de conexión y pueden ser obtenidos del
lema de la serpiente. Sean G∞ =
⋃
n∈NGn y Grf , respectivamente Abf , la categoría de grupos
finitos, respectivamente grupos abelianos finitos.
Para hacer cálculos de cohomología con determinados grupos, hemos usado el paquete HAP del
GAP, ver el Programa 3 del Apéndice. Pero este paquete calcula cohomología con coeficientes en Z
y como a nosotros nos interesan coeficientes en k×, tenemos el siguiente lema.
Lema 1.2.2. Existe un isomorfismo natural entre los funtores
Hn( ,k×), Hn+1( ,Z) : Grf → Abf , n ∈ N.
1. Preliminares 8
Demostración. Sea G un grupo finito. Por el Teorema 1.2.1, Hn(G,G∞) = Hn(G,k×), i. e. para
todo n > 0 todo n-cociclo con coeficientes en k× es equivalente a algún n-cociclo con coeficientes
en G∞. Esto define un isomorfismo natural Hn( ,G∞) ' Hn( ,k×). Como Hn(G,Q) = 0 para
todo n, y usando la sucesión exacta 0 → Z → Q → G∞ → 1, el homomorfismo de conexión
δn : Hn(G,G∞) → Hn+1(G,Z) define un isomorfismo natural entre Hn( ,G∞) ' Hn+1( ,Z). Por
lo tanto Hn( , k×) ' Hn( ,G∞) ' Hn+1( ,Z).
Capítulo 2
Categorías tensoriales
En este capítulo vemos definiciones, ejemplos y resultados de categorías tensoriales necesarios
para lo que sigue. También introduciremos las nociones de categorías trenzadas y módulos Yetter-
Drinfeld. Después estudiamos las categorías módulo sobre una categoría tensorial. Las referencias
básicas para categorías tensoriales y categorías módulo son [EGNO, ENO, M1, Mo2] y también
resultados o definiciones específicos de [AG, AG2, GIV] y [ENO2, GP, Na, O].
2.1. Categorías abelianas
Definición 2.1.1. Una categoría C se dice aditiva si C posee un objeto cero 0 ∈ C tal que
HomC(0, 0) = 0, para todo X,Y ∈ C, HomC(X,Y ) es un grupo abeliano, la composición de morfis-
mos es bilineal, es decir, para cada f, f ′ : X → Y , g, g′ : Y → Z,
g ◦ (f + f ′) = g ◦ f + g ◦ f ′ (g + g′) ◦ f = g ◦ f + g′ ◦ f,
y todo par de objetos posee suma directa.
Definición 2.1.2. Una categoría C se dice abeliana si
i) C es aditiva;
ii) todo morfismo en C posee núcleos y conúcleos;
iii) todo monomorfismo es el núcleo de su conúcleo y todo epimorfismo es el conúcleo de su núcleo;
iv) todo morfismo f en C se factoriza como f = αpi donde α es un monomorfismo y pi es un
epimorfismo.
Definición 2.1.3. Sea C una categoría aditiva. Un objeto distinto a cero S de C se dice simple si
todo subobjeto de S es isomorfo a 0 o a S.
Definición 2.1.4. Un morfismo f : M → N en una categoría C se dice esencial si es un epimorfismo
y para todo morfismo g : L → M tal que f ◦ g es epimorfismo entonces g es epimorfismo. Un
cubrimiento proyectivo de un objeto M de C es un par (P, f) donde f : P →M es esencial y P es
un objeto proyectivo.
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Definición 2.1.5. Una categoría abeliana C se dice k-lineal siHomC(X,Y ) es un k-espacio vectorial
para todo par de objetos X,Y y la composición es k-bilineal. Una categoría abeliana k-lineal C se
dice finita si todo objeto de C posee longitud finita, dim(HomC(X,Y )) < ∞ para todo X,Y ∈ C,
todo objeto simple de C posee cubrimiento proyectivo y la cantidad de clases de isomorfismos de
objetos simples es finita.
Para la definición de longitud de un objeto en una categoría abeliana, ver [Mo2, 2.8.2].
Ejemplo 2.1.6. Sea A una k-álgebra. La categoría A-Mod de los A-módulos a izquierda es abeliana
k-lineal.
Sean C,D dos categorías aditivas (k-lineales). Un funtor F : C → D se dice aditivo (k-lineal) si,
para todo X,Y ∈ C, la función FX,Y : HomC(X,Y )→ HomD(F (X), F (Y )) dada por f 7→ F (f) es
un homomorfismo de grupos (es k-lineal).
2.2. Categorías monoidales
Definición 2.2.1. Una categoría monoidal es una colección (C,⊗, a,1, l, r) donde C es una ca-
tegoría, ⊗ : C × C → C es un funtor, 1 es un objeto de C, para todo X,Y, Z objetos de C,
aX,Y,Z : (X ⊗ Y ) ⊗ Z → X ⊗ (Y ⊗ Z), lX : 1 ⊗ X → X y rX : X ⊗ 1 → X son isomorfis-
mos naturales, sujetos a los siguientes axiomas:
i) Axioma del Pentágono: el diagrama
((X ⊗ Y )⊗ Z)⊗ T
aX,Y,Z⊗id
tt
aX⊗Y,Z,T
**
(X ⊗ (Y ⊗ Z))⊗ T
aX,Y⊗Z,T

(X ⊗ Y )⊗ (Z ⊗ T )
aX,Y,Z⊗T

X ⊗ ((Y ⊗ Z)⊗ T ) id⊗aY,Z,T // X ⊗ (Y ⊗ (Z ⊗ T ))
conmuta,
ii) Axioma del Triángulo: el diagrama
(X ⊗ 1)⊗ Y aX,1,Y //
rX⊗id ''
X ⊗ (1⊗ Y )
id⊗lYww
X ⊗ Y
conmuta.
Ejemplo 2.2.2. Sea (C,⊗, a,1, l, r) una categoría monoidal. La categoría Crev = (C,⊗rev, arev,
1, l, r) es una categoría monoidal, donde X ⊗rev Y = Y ⊗X y la asociatividad es arevX,Y,Z = a−1Z,Y,X .
Algunas referencias llaman a esta categoría la opuesta de C, pero usamos “opuesta” en otro contexto.
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Ejemplo 2.2.3. La categoría de k-espacios vectoriales Vec es monoidal con el producto tensorial
sobre k, aX,Y,Z((x⊗y)⊗z) = x⊗ (y⊗z), 1 = k, lX : k⊗X → X, rX : X⊗k→ X los isomorfismos
canónicos, para todo X,Y, Z espacios vectoriales y x ∈ X, y ∈ Y , z ∈ Z. Denotamos la categoría
de los k-espacios vectoriales de dimensión finita por vec.
Ejemplo 2.2.4. Sea H una biálgebra sobre k. La categoría de los H-módulos a izquierda es
monoidal con el producto tensorial de espacios vectoriales y V ⊗W es un H-módulo con acción
dada por h · (v ⊗ w) = h1 · v ⊗ h2 · w, para todo V,W H-módulos, h ∈ H, v ∈ V , w ∈ W ; los
morfismos a, l, r son los mismos de Vec, 1 = k con acción trivial. Denotamos la categoría de los H-
módulos de dimensión finita por RepH. Análogamente, la categoría de los H-comódulos a izquierda
es monoidal y denotamos la categoría de los H-comódulos de dimensión finita por CorepH.
Ejemplo 2.2.5. Sea G un grupo finito y sea ω ∈ Z3(G, k×). Denotamos por vecωG la categoría
de espacios vectoriales de dimensión finita G-graduados, es decir que los objetos son los k-espacios
vectoriales V de dimensión finita con una G-graduación V = ⊕
g∈G
Vg y los morfismos son trans-
formaciones lineales que preservan la graduación. vecωG es monoidal con el producto tensorial de
espacios vectoriales y
(V ⊗W )g =
⊕
xy=g
Vx ⊗Wy, kg = δg,1k,
rV (v ⊗ 1) = ω(g, 1, 1)v, lV (1⊗ v) = ω(1, g, g−1)v
aU,V,W ((u⊗ v)⊗ w) = ω(f, g, h)u⊗ (v ⊗ w),
para todo U, V,W ∈ vecωG, f, g, h ∈ G, u ∈ Uf , v ∈ Vg, w ∈Wh.
Ejemplo 2.2.6. Si C es una categoría, la categoría de endofuntores End(C) es monoidal con pro-
ducto tensorial dado por la composición de funtores. Esta categoría monoidal es estricta. El objeto
unidad es el funtor identidad, los morfismos de asociatividad son las igualdades. La composición
de transformaciones naturales es la vertical: sean F,G,H ∈ End(C), µ : F → G, ν : G→ H trans-
formaciones naturales, entonces ν ◦µ : F → H está dada por (ν ◦µ)X = νX ◦µX para todo X ∈ C.
El producto tensorial de dos transformaciones naturales es la horizontal: sean F,G, J,H ∈ End(C),
η : F → G, ν : J → H transformaciones naturales, ν ◦ η : J ◦ F → H ◦ G es la transformación
natural determinada por (ν ◦ η)X = νG(X) ◦ J(ηX), para todo X objeto de C.
Definición 2.2.7. Sean C y D categorías monoidales. Un funtor monoidal es una terna (F, η, u)
donde F : C → D es un funtor, η = ηX,Y es una familia de isomorfismos naturales ηX,Y : F (X⊗Y )→
F (X)⊗ F (Y ) y u : F (1)→ 1 es un isomorfismo natural tales que los diagramas
F (X ⊗ Y )⊗ F (Z)
ηX,Y ⊗id
**
F ((X ⊗ Y )⊗ Z)
ηX⊗Y,Z
55
F (aX,Y,Z)

(F (X)⊗ F (Y ))⊗ F (Z)
aF (X),F (Y ),F (Z)

F (X ⊗ (Y ⊗ Z))
ηX,Y⊗Z
))
F (X)⊗ (F (Y )⊗ F (Z))
F (X)⊗ F (Y ⊗ Z)
id⊗ηY,Z
44
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y
F (1⊗X) η1,X//
F (lX)

F (1)⊗ F (X)
u⊗id

F (X ⊗ 1) ηX,1//
F (rX)

F (X)⊗ F (1)
id⊗u

F (X) 1⊗ F (X)
lF (X)
oo F (X) F (X)⊗ 1rF (X)oo
son conmutativos.
Si (F, η, u), (F ′, η′, u′) son funtores monoidales entre las categoías monoidales C, D, una trans-
formación natural monoidal θ : (F, η, u) → (F ′, η′, u′) es una transformación natural θ : F → F ′
tal que para todo X,Y ∈ C,
u′θ1 = u, (θX ⊗ θY )ηX,Y = η′X,Y θX⊗Y .
Una equivalencia monoidal entre dos categorías monoidales C,D es un funtor monoidal (F, η, u) :
C → D tal que existe otro funtor monoidal (F ′, η′, u′) : D → C e isomorfismos naturales monoidales
θ : F ◦ F ′ → idD , θ′ : F ′ ◦ F → idC .
Por el Teorema de coherencia de Maclane toda categoría monoidal es monoidalmente equiva-
lente a una categoría monoidal estricta, o sea, podemos suponer que los isomorfismos naturales de
asociatividad, unidad a izquierda y a derecha son identidades.
Definición 2.2.8. Sea C una categoría monoidal estricta y X un objeto en C. Un dual a derecha
de X es un objeto Y de C munido de morfismos eX : Y ⊗X → 1 y cX : 1→ X ⊗ Y tales que
(idX ⊗eX)(cX ⊗ idX) = idX , (eX ⊗ idY )(idY ⊗cX) = idY .
Si Y es un dual a derecha de X se dice que X es un dual a izquierda de Y . C se dice rígida si todo
objeto de C tiene dual a derecha y a izquierda.
Un dual a derecha (izquierda) es único salvo un isomorfismo canónico, luego denotamos Y = X∗ y
X =∗ Y .
Ejemplo 2.2.9. La categoría de los k-espacios vectoriales de dimensión finita vec es rígida.
Ejemplo 2.2.10. Sea H un álgebra de Hopf con antípoda biyectiva. La categoría RepH de los H-
módulos de dimensión finita es monoidal rígida. Si V ∈ RepH, entonces V ∗ = Hom(V,k) ∈ RepH
con acción dada por (h · α)(v) = α(S(h)v) y ∗V = Hom(V,k) ∈ RepH con acción dada por
(h · α)(v) = α(S−1(h)v), para todo h ∈ H, α ∈ Hom(V,k), v ∈ V .
Ejemplo 2.2.11. Sea C una categoría. Sabemos que la categoría de endofuntores End(C) es mo-
noidal. Si C es una categoría abeliana (k-lineal), la categoría de endofuntores exactos (k-lineales)
es rígida. Este resultado sigue de que todo funtor exacto posee adjuntos a izquierda y a derecha.
Definición 2.2.12. Una categoría abeliana se dice semisimple si todo objeto es isomorfo a una
suma directa de objetos simples. El rango de una categoría abeliana k-lineal finita semisimple es el
número de clases de isomorfismos de objetos simples.
Definición 2.2.13. Una categoría tensorial finita sobre k es una categoría abeliana k-lineal finita,
monoidal rígida tal que ⊗, a, l, r son aditivos k-lineales y el objeto unidad es simple. Una categoría
de fusión es una categoría tensorial finita sobre k semisimple.
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Ejemplo 2.2.14. Sea H un álgebra de Hopf semisimple. Entonces RepH es una categoría de
fusión.
Consideramos ahora la categoría vecωG. Una categoría es esquelética si no posee objetos distintos
isomorfos. Toda categoría es equivalente a una categoría esquelética. Es conveniente trabajar con la
categoría esquelética equivalente a vecωG, que seguimos denotando de la misma forma. Los objetos
simples de vecωG los denotamos por g, g ∈ G. El producto tensorial es definido por g1⊗g2 = g1g2 y los
isomorfismos de asociatividad ω(g1, g2, g3) idg1g2g3 . El objeto unidad es 1G. Los isomorfismos unidad
a izquierda y a derecha son ω(1G, 1G, g) idg y ω(g, 1G, 1G) idg, respectivamente. Como podemos
suponer que los cociclos son normalizados, los isomorfismos unidades a izquierda y a derecha son
los morfismos identidad. Los objetos duales a derecha y a izquierda de g son g∗ = ∗g = g−1. Si G′
es otro grupo y ω′ ∈ Z3(G′,k×), entonces vecωG ' vecω
′
G′ si y sólo si exite un isomorfismo a : G→ G′
tal que ω′ y ωa := ω ◦ a×n son cohomólogos.
Ejemplo 2.2.15. La categoría vecωG es una categoría de fusión.
Definición 2.2.16. Si C, D son categorías tensoriales finitas sobre k, un funtor tensorial es un
funtor monoidal F : C → D aditivo k-lineal.
Sea C una categoría tensorial finita sobre k. Un funtor de fibra F para C es un funtor monoidal,
fiel y exacto F : C → vec tal que F (1) = k. Existe una biyección entre categorías tensoriales
sobre k munidas de un funtor de fibra (salvo equivalencia monoidal de categorías e isomorfismos de
funtores monoidales) y álgebras de Hopf de dimensión finita sobre k (salvo isomorfismo de álgebras
de Hopf). Dado F un funtor de fibra obtenemos un álgebra de Hopf semisimple H := EndF tal
que C es equivalente a la categoría RepH.
Definición 2.2.17. Sea C una categoría monoidal rígida. Un objeto X en C es invertible si eX :
X∗ ⊗X → 1 y cX : 1 → X ⊗X∗ son isomorfismos. Una categoría de fusión es punteada si todos
los objetos simples son invertibles.
Ejemplo 2.2.18. SeaH un álgebra de Hopf semisimple. La categoría deH-comódulos de dimensión
finita CorepH es punteada si y sólo si H es coconmutativa. De hecho, CorepH es punteada ⇔
dimV = 1 para todo V un H-comódulo simple ⇔ dimH = |G(H)| ⇔ H es isomorfa a un álgebra
de grupo. Luego, RepH es punteada si y sólo si H es conmutativa.
Ejemplo 2.2.19. La categoría vecωG (Ejemplo 2.2.5) es punteada. Toda categoría de fusión pun-
teada es equivalente a una categoría vecωG.
Proposición 2.2.20. El conjunto de las clases de isomorfismo de objetos invertibles en una cate-
goría de fusión C forma un grupo con multiplicación inducida por el producto tensorial.
Demostración. Por [EGNO, Proposition 2.11.3], si X,Y son invertibles de C entonces X ⊗ Y , X∗
son invertibles de C.
Ejemplo 2.2.21. Sea H un álgebra de Hopf semisimple. Los objetos invertibles en Corep(H) son
precisamente los comódulos de dimensión 1 y el grupo es isomorfo a G(H).
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2.3. La categoría monoidal de bimódulos
Definición 2.3.1. Un álgebra en una categoría monoidal C es un objeto A de C con un morfismo
multiplicación m : A⊗A→ A y un morfismo unidad u : 1→ A tales que los diagramas
(A⊗A)⊗A
aA,A,A
vv
m⊗id
&&
A⊗ (A⊗A)
id⊗m

A⊗A
m

A⊗A m // A
y
1⊗A
lA
||
u⊗id
%%
A⊗ 1
rA
||
id⊗u
%%
A A⊗Amoo A A⊗Amoo
conmutan.
Una coálgebra en una categoría monoidal C es un objeto C de C con un morfismo comultiplicación
∆ : C → C ⊗ C y un morfismo counidad ε : C → 1 tales que
(id⊗∆)∆ = aC,C,C(∆⊗ id)∆,
lC(ε⊗ id)∆ = idC = rC(id⊗ε)∆.
Definición 2.3.2. Sea B un álgebra en una categoría monoidal C. Un B-módulo a derecha es un
objeto M de C con un morfismo ρ : M ⊗B →M tal que
ρ(ρ⊗ idB) = ρ(id⊗m)aM,B,B, ρ(idB ⊗u) = rM .
Sea A un álgebra en C. Un A-módulo a izquierda es un objetoN de C con un morfismo λ : A⊗N → N
tal que
λ(m⊗ idN ) = λ(idA⊗λ)aA,A,N , λ(e⊗ idN ) = lN .
Un (A,B)-bimódulo M en C es un B-módulo a derecha con una acción ρ, un A-módulo a izquierda
con una acción λ tal que
λ(idA⊗ρ)aA,M,B = ρ(λ⊗ idB).
Un morfismo de módulos α : M1 → M2 es un morfismo en C tal que λ(α ⊗ id) = αλ. Denotamos
por CB, AC, ACB a la categoría de B-módulos a derecha en C, A-módulos a izquierda en C y
(A,B)-bimódulos en C, respectivamente.
Ejemplo 2.3.3. Sea G un grupo finito y ω ∈ Z3(G, k×). Dados F < G y α ∈ C2(F,k×) un 2-
coborde tal que dα = ωF×F×F . El álgebra de grupo torcida kαF es el espacio vectorial subyacente
kF con multiplicación x · y = α(x, y)xy, para todo x, y ∈ F . Entonces kαF es un álgebra en la
categoría monoidal vecωG. Denotamos la categoría kαF (vecωG)kαF por C(G,ω, F, α), esta categoría es
una categoría de fusión.
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Sean C una categoría monoidal estricta y (A,m, u) un álgebra en C. La categoría ACA posee
una estructura monoidal con el producto tensorial ⊗A, que es el coecualizador de los morfismos
ρM ⊗ idN , (idM ⊗λN ) : (M ⊗ A) ⊗ N → M ⊗ N , denotado por piM,N : M ⊗ N → M ⊗A N . Si
f : M → N , g : M ′ → N ′ son dos morfismos de A-bimódulos en C entonces f ⊗A g : M ⊗AM ′ →
N ⊗A N ′ es el morfismo definido como sigue. El morfismo piM,M ′(f ⊗ g) : M ⊗M ′ → N ⊗A N ′
satisface
piM,M ′(f ⊗ g)(ρM ⊗ idM ′) = piM,M ′(f ⊗ g)(idM ⊗λM ′)aA,M,A′ .
Por lo tanto existe un morfismo tal que (f⊗Ag)piM,M ′ = piN,N ′(f⊗g). La estructura de A-bimódulo
de M ⊗AN está dada como sigue. Sea φ : M ⊗N ⊗A→M ⊗AN , φ = piM,N (idM ⊗ρN ). Entonces
φ(ρM⊗idN ⊗ idA) = φ(idM ⊗λN⊗idA). Luego existe un morfismo ρM⊗AN : M⊗AN⊗A→M⊗AN
tal que piM,N (idM ⊗ρN ) = ρM⊗AN (piM,N idA). Análogamente, se define una acción a izquierda.
2.4. Categoría monoidal trenzada y la construcción del centro
Sean (C,⊗, a, l, r,1) una categoría monoidal y τ : C × C → C × C el funtor τ(X,Y ) = (Y,X).
Definición 2.4.1. Una trenza para C es un isomorfismo natural c : ⊗ → ⊗ ◦ τ que satisface
aY,Z,XcX,Y⊗ZaX,Y,Z = idY ⊗cX,ZaY,X,Z(cX,Y ⊗ idZ)
a−1Z,X,Y cX⊗Y,Za
−1
X,Y,Z = (cX,Z ⊗ idY )a−1X,Z,Y (idX ⊗cY,Z)
para todo X,Y, Z ∈ C. Una categoría monoidal trenzada es un par (C, c) donde C es una categoría
monoidal y c es una trenza para C.
Definición 2.4.2. Sean (C, c), (D, d) dos categorías monoidales trenzadas. Un funtor monoidal
(F, η, u) : C → D se dice trenzado si para todo X,Y ∈ C el siguiente diagrama es conmutativo
F (X)⊗ F (Y ) ηX,Y //
dF (X),F (Y )

F (X ⊗ Y )
F (cX,Y )

F (Y )⊗ F (X) ηY,X // F (Y ⊗X).
Dos categorías monoidales trenzadas se dicen trenzadamente equivalentes si existe un funtor mo-
noidal trenzado que es una equivalencia de categorías monoidales.
Dada C una categoría monoidal, asignamos una categoría monoidal trenzada Z(C), llamada el
centro de C. Un objeto de Z(C) es un par (V, c−,V ), donde V ∈ C y cX,V : X ⊗ V → V ⊗ X son
isomorfismos naturales en X que satisfacen (cX,V ⊗ idY )aX,V,Y (idX ⊗cY,V ) = aV,X,Y cX⊗Y,V aX,Y,V
y c1,Y = r−1Y idY lY , para todo X,Y, Z ∈ C. Un morfismo f : (V, c−,V )→ (W, c−,W ) es un morfismo
f : V → W en C tal que (f ⊗ idX)cX,Y = cX,W (idX ⊗f). El producto tensorial es (V, c,V ) ⊗
(W, c,W ) = (V ⊗W, c−,V⊗W ), donde para todo X,Y ∈ C
cX,V⊗W : X ⊗ (V ⊗W )→ (V ⊗W )⊗X
cX,V⊗W = aV,W,X(idV ⊗cX,W )a−1V,X,W (cX,V ⊗ idW )aX,V,W ,
la unidad es (1, c−,1), cY,1 = l−1Y idY rY y la trenza es cV,W .
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Observación 2.4.3. Sea C una categoría monoidal trenzada. Si A y B son álgebras en C, entonces
A⊗B es un álgebra en C con multiplicación
mA⊗B = (mA ⊗mB)(idA⊗cA,B ⊗ idB).
Si C y D son coálgebras en C, entonces C ⊗D es una coálgebra en C con comultiplicación
∆C⊗D = (idC ⊗cC,D ⊗ idD)(∆C ⊗∆D).
Definición 2.4.4. Una biálgebra en C es una colección (H,m, u,∆, ε) tal que (H,m, u) es un álgebra
en C, (H,∆, ε) es una coálgebra en C y ∆, ε son morfismos de álgebras, con la estructura anterior
en H ⊗H. Además si existe un morfismo S : H → H tal que m(S ⊗ id)∆ = m(id⊗S)∆ = uε, H
se dice un álgebra de Hopf en C y S su antípoda.
2.4.1. Módulos de Yetter-Drinfeld
Definición 2.4.5. Sean V un espacio vectorial y c : V ⊗V → V ⊗V un isomorfismo lineal. Entonces
(V, c) es llamdo un espacio vectorial trenzado si c satisface la ecuación de trenzas
(c⊗ id)(id⊗c)(c⊗ id) = (id⊗c)(c⊗ id)(id⊗c).
(V, c) es de tipo diagonal si existe una base x1, · · · , xn de V y escalares qij ∈ k× tales que c(xi⊗xj) =
qijxj ⊗ xi.
Ejemplos de espacios vectoriales trenzados vienen de categorías trenzadas, como la categoría de
los módulos de Yetter-Drinfeld.
Definición 2.4.6. Sea H un álgebra de Hopf. Un módulo de Yetter-Drinfeld a izquierda sobre
H es un espacio vectorial M con una estructura de H-módulo a izquierda · : H ⊗M → M y de
H-comódulo a izquierda ρ : M → H ⊗M tal que vale la condición de compatibilidad:
(h ·m)(−1) ⊗ (h ·m)(0) = h1m(−1)S(h3)⊗ h2 ·m(0),∀m ∈M,h ∈ H. (2.1)
Denotamos por HHYD a la categoría de módulos de Yetter-Drinfeld sobre H; los morfismos de
módulos de Yetter-Drinfeld son los homomorfismos de H-módulos y de H-comódulos.
H
HYD es una categoría monoidal con el producto tensorial usual sobre k, donde 1 = k y los iso-
morfismos naturales de la asociatividad y unidad son los usuales para espacios vectoriales y, para
M,N ∈ HHYD, M ⊗N tiene la estructura diagonal de módulo y comódulo dadas por
h · (m⊗ n) = h1 ·m⊗ h2 · n, (m⊗ n)(−1) ⊗ (m⊗ n)(0) = m(−1)n(−1) ⊗m(0) ⊗ n(0).
Es también una categoría trenzada con trenza dada por
cM,N : M ⊗N → N ⊗M, c(m⊗ n) = m(−1) · n⊗m(0).
Sea H un álgebra de Hopf con antípoda biyectiva. La categoría HHYD es trenzadamente equi-
valente a la categoría Z(H−Mod). Un módulo de Yetter-Drinfeld V es un objeto en Z(H−Mod)
con
cX,V (x⊗ v) = hi(S−1(x(−1)))x(0) ⊗ hi · v,
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donde {hi}i es la base de H y {hi}i es la base dual.
Consideramos las acciones ⇀, ↼ de H en H∗ dadas por
(h ⇀ f)(x) = f(xh), (f ↼ h)(x) = f(hx), ∀x, h ∈ H, f ∈ H∗.
Proposición 2.4.7. Sea H un álgebra de Hopf de dimensión finita. El doble de Drinfeld D(H) =
H∗cop ⊗ H es un álgebra de Hopf con estructura de coálgebra dada por el producto tensorial y
estructura de álgebra y antípoda dadas por (aquí α#h = α⊗ h)
(α#h)(β#g) = α(h1 ⇀ β ↼ S−1(h3))#h2g,
1 = ε#1,
S(α#h) = [S(h3) ⇀ S(α) ↼ h1]#S(h2).
Además, hay una equivalencia de categorías monoidales trenzadas entre RepD(H) y HHYD.
Demostración. Ver [M1, Theorem 7.1.1] y [Ka, Theorem XIII 5.1].
2.4.2. Pecios
La teoría básica sobre pecios puede ser encontrada en [AG]. Acá recordamos brevemente las
deficiones y ejemplos básicos y vemos una forma de construir módulos de Yetter-Drinfeld sobre un
álgebra de grupo.
Definición 2.4.8. Un pecio es un conjunto no vacío X con una operación . : X ×X → X tal que
φi : X → X, dada por φi(j) = i . j, es una función biyectiva y φi(j . k) = φi(j) . φi(k), para todo
i, j, k ∈ X. Una función q : X ×X → k×, (i, j) 7→ qij , es un 2-cociclo en X si qi,j.kqj,k = qi.j,i.kqi,k,
para todo i, j, k ∈ X.
Ejemplo 2.4.9. Sea A un grupo abeliano y T ∈ AutA. El pecio afín Afin(A, T ) es el conjunto
A con operación a . b = T (b) + (id−T )(a), ∀a, b ∈ A. Otra notación es QA,T ; o Qq,b cuando A es
isomorfo a un cuerpo finito Fq, donde q es una potencia de un primo, y T ∈ AutFq, T (x) = bx,
x ∈ F, b ∈ F× ' Cq−1. También T = Q4,b, b ∈ F4 irreducible, es llamado el pecio tetraedral .
Ejemplo 2.4.10. Sea G un grupo, g ∈ G y Og la clase de conjugación de g. Si x . y = xyx−1,
entonces (Og, .) es un pecio. Sea G = Sn, τ un j-ciclo, Onj denota el pecio inducido por su clase de
conjugación.
Definición 2.4.11 ([AG2, MS]). Sea X un pecio y q un 2-cociclo en X. Una YD-realización
principal de (X, q) sobre un grupo finito G es una colección (·, g, {χi}i∈X) donde
· es una acción de G en X;
g : X → G, i 7→ gi, es una función tal que gh·i = hgih−1 y gi · j = i . j, para todo i, j ∈ X,
h ∈ G;
{χi}i∈X es un 1-cociclo – esto es, una familia de funciones χi : X → k× tales que χi(ht) =
χt·i(h)χi(t) para todo i, j ∈ X, h, t ∈ G – satisfaciendo χi(gj) = qji, para todo i, j ∈ X.
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Este dato define un objeto V (X, q) ∈ kGkGYD [AG2]. Decimos que (X, q) puede ser realizado en
G. Como espacio vectorial V (X, q) = k{xi}i∈X , con acción y coacción dados por
t · xi = χi(t)xt·i, ρ(xi) = gi ⊗ xi, t ∈ G, i ∈ X.
Ahora veamos cómo se define una familia de YD-realizaciones principales del pecio Afin(A, T )
con un 2-cociclo constante. Sean A un grupo abeliano, Cn = 〈t〉, T ∈ AutA tal que |T | divide n.
Sea A oT Cn el producto semidirecto de A y Cn con respecto a T donde t · a = T (a), para todo
a ∈ A. Sea ξ una raíz primitiva de la unidad y l = [|T |, |ξ|].
Proposición 2.4.12 ([GIV]). Sean k,m ∈ N con 0 6 k < m. Consideramos el pecio afín X =
Afin(A, T ) con 2-cociclo constante ξ. Sean
g : A→ AoT Cml la función a 7→ (a, tkl+1);
· : AoT Cml ×A→ A dada por h · a = b, si hgah−1 = gb;
χa : AoT Cml → k× definida por χa(b, ts) = ξs, s ∈ N.
Entonces (g, ·, {χa}a∈A) es una YD-realización fiel (i. e. g es inyectiva) de (X, ξ) sobre AoT Cml.
Ejemplo 2.4.13. Consideramos el pecio Q5,2 con cociclo -1. Tenemos que l = [|2|, |−1|] = [4, 2] = 4
y entonces (Q5,2,−1) puede ser realizado en Gm = C5 o2 C4m, m ∈ N.
Análogamente, (Q3,2,−1) puede ser realizado en Gm = C3o2C2m, m ∈ N; (Q7,3,−1) puede ser
realizado en Gm = C7 o3 C6m, m ∈ N.
2.5. Categorías módulo
Definición 2.5.1. Una categoría módulo a izquierda sobre una categoría tensorial C es una cate-
goría abeliana k-lineal finita semisimpleM con un funtor exacto en cada variable ⊗ : C ×M→M
e isomorfismos naturales de asociatividad y unidad mX,Y,M : (X ⊗ Y ) ⊗ M → X ⊗ (Y ⊗ M),
lM : 1⊗M →M para todo X,Y ∈ C, M ∈M, tales que los diagramas
((X ⊗ Y )⊗ Z)⊗M
aX,Y,Z⊗id
tt
mX⊗Y,Z,M
**
(X ⊗ (Y ⊗ Z))⊗M
mX,Y⊗Z,M

(X ⊗ Y )⊗ (Z ⊗M)
mX,Y,Z⊗M

X ⊗ ((Y ⊗ Z)⊗M) id⊗mY,Z,M // X ⊗ (Y ⊗ (Z ⊗M))
(2.2)
y
(X ⊗ 1)⊗M mX,1,M //
rX⊗id ''
X ⊗ (1⊗M)
id⊗lMww
X ⊗M
(2.3)
conmutan.
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Definición 2.5.2. Sean M1 y M2 categorías módulo sobre C. Un funtor módulo de M1 en M2
es un funtor F :M1 →M2 con isomorfismos naturales cX,M : F (X ⊗M)→ X ⊗ F (M) para todo
X ∈ C, M ∈M1 tales que los dos diagramas siguientes conmutan.
F ((X ⊗ Y )⊗M)
F (mX,Y,M )
uu
cX⊗Y,M
))
F (X ⊗ (Y ⊗M))
cX,Y⊗M

(X ⊗ Y )⊗ F (M)
mX,Y,F (M)

X ⊗ F (Y ⊗M) id⊗cY,M // X ⊗ (Y ⊗ F (M))
F (1⊗M) F (lM ) //
c1,M ''
F (M)
1⊗ F (M).
lF (M)
88
Dos categorías módulo M1 y M2 sobre C son equivalentes si existe un funtor módulo de M1
en M2 que es una equivalencia de categorías. Para dos categorías módulo M1 y M2 sobre un
categoría tensorial C, la suma directa es la categoríaM1⊕M2 con la estructura obvia de categoría
módulo. Una categoría módulo se dice indescomponible si no es equivalente a la suma directa de
dos categorías módulo no triviales.
Definición 2.5.3. Sean (F, c), (G, d) : M → N dos funtores de C-módulos. Una transformación
natural de C-módulos es una transformación natural θ : F → G tal que el diagrama
F (X ⊗M)
cX,M

θX⊗M // G(X ⊗M)
dX,M

X ⊗ F (M)idX ⊗θM// X ⊗G(M)
es conmutativo, para todo X ∈ C, M ∈M.
Una forma de construir categorías módulos sobre C es la siguiente.
Ejemplo 2.5.4. Sea A un álgebra en C. La categoría CA de los A-módulos a derecha en C es una
categoría C-módulo a izquierda con ⊗ : C × CA → CA, (X, (M,λ))→ (X ⊗M, idX ⊗λ).
Ejemplo 2.5.5. Sea (F, η) : C → D un funtor tensorial. Cualquier categoría D-módulo (M,⊗, α)
también tiene una estructura de C-módulos inducida por el funtor tensorial F , que denotamos
(MF ,⊗F , αF ), donde MF = M como categoría abeliana, la acción a izquierda es V ⊗F M :=
F (V )⊗M y la asociatividad está dada por mFV,W,M := mF (V ),F (W ),M ◦ (ηV,W ⊗ idM ) : (V ⊗W )⊗F
M → V ⊗F (W ⊗F M), para todo V,W ∈ C, M ∈MF .
Veamos cómo son las categorías módulos indescomponibles sobre vecωG, además vemos cuál es
el rango de tal categoría módulo.
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Ejemplo 2.5.6 ([O, Example 2.1], [Na, Example 2.8]). SeaM una categoría módulo indescompo-
nible sobre vecωG con estructura de módulo µ. Sin pérdida de generalidad supongamos que M es
esquelética. El grupo G actúa a derecha en el conjunto de los objetos simples deM y por lo tanto
puede ser identificado con el cociente K = H\G, para algún H subgrupo de G, con acción de G
dada por la multiplicación a derecha. Entonces el conjunto de todos los objetos simples de M es
K. Todos los isomorfismos µx,g1,g2 , x ∈ K, g1, g2 ∈ G son dados por escalares. Entonces podemos
mirar a µ como un elemento de C2(G,Fun(K,k×)),
µ :G×G→ Fun(K,k×)
(g1, g2) 7→ µ(g1, g2) : K → k×, µ(x) = µx,g1,g2 ,∀x ∈ K.
Podemos suponer que la 2-cocadena µ es normalizada. Así, como los isomorfismos naturales uni-
dades de vecωG son triviales, entonces por el diagrama (2.3) la unidad en M es trivial. Podemos
pensar a ω como un elemento de Z3(G,Fun(K,k×)) ⊆ C3(G,Fun(K,k×)) tratando a ω como una
función constante en K,
ω :G×G×G→ Fun(K,k×)
(g1, g2, g3) 7→ ω(g1, g2, g3) : K → k×, ω(g1, g2, g3)(x) = ω(g1, g2, g3),∀x ∈ K.
Veamos que d2µ = ω. De hecho, para todo g1, g2, g3 ∈ G, x ∈ K,
(d2µ)(g1, g2, g3)(x) = ((g1 . µ(g2, g3))µ−1(g1g2, g3)µ(g1, g2g3)µ−1(g1, g2))(x)
= µ(g2, g3)(xg1)µ−1(g1g2, g3)(x)µ(g1, g2g3)(x)µ−1(g1, g2)(x)
= µxg1,g2,g3µ−1x,g1g2,g3µx,g1,g2g3µ
−1
x,g1,g2
=(∗) ω(g1, g2, g3) = ω(g1, g2, g3)(x),
donde la igualdad (∗) sigue del diagrama (2.2). En particular, esto significa que ω restringido a
H×H×H representa la clase trivial enH3(H,k×). Sea LH,ω = {µ ∈ C2(G,Fun(K,k×)) : d2µ = ω}.
Dos elementos en LH,ω dan lugar a categorías módulo equivalentes si y sólo si ellos difieren por un
elemento en B2(G,Fun(K,k×)). Así tenemos una relación de equivalencia en LH,ω, dos elementos
de LH,ω son equivalentes si y sólo si ellos difieren por un elemento en B2(G,Fun(K,k×)). El
conjunto de las clases de equivalencia de LH,ω está en biyección con H2(H,k×).
Por lo tanto, las categorías módulo indescomponibles sobre vecωG están clasificadas por pares
(H,µ) donde H < G tal que ω|H = 1 y µ ∈ C2(G,Fun(K,k×)) es una 2-cocadena tal que d2µ = ω.
Denotamos porM(H,µ) la categoría correspondiente a un par (H,µ). Si ω = 1, entonces d2µ = 1
y por lo tanto µ ∈ ker d2 = Z2(H,k×). Además el rango deM(F, α) es [G : F ].
La categoría de funtores de C-módulos entre M y N es denotada por FunC(M,N ). En parti-
cular, si M = N denotamos FunC(M,M) = EndC(M). Sea C una categoría de fusión y M una
categoría módulo sobre C indescomponible, la categoría EndC(M) es una categoría de fusión, ver
[ENO, Theorem 2.18].
Sea C una categoría de fusión.
Ejemplo 2.5.7. Sean A,B álgebras en C. Las categorías FunC(CA, CB) y ACB son equivalentes,
donde la equivalencia está dada por F 7→ F (A).
Ejemplo 2.5.8. SeaM una categoría C-módulo. EntoncesM es una categoría EndC(M)-módulo
a izquierda con acción dada por F M = F (M), F ∈ EndC(M), X ∈ C, M ∈M.
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Ejemplo 2.5.9. Sea F : C → vec un funtor de fibra. Entonces vec es una categoría módulo sobre
C con X ⊗ V := F (X)⊗ V , X ∈ C, V ∈ vec. Recíprocamente, una estructura de categoría módulo
sobre C en vec determina un funtor de fibra en C.
Ejemplo 2.5.10. Sea C = vecG yM = vec la categoría módulo correspondiente al funtor de olvido
usual vecG → vec. Por [O, Example 2.2], EndC(M) ' RepG. Ver Ejemplo 3.6.3.
Más generalmente, sea M la categoría módulo asociada al par (F, 1) en el Ejemplo 2.5.6.
Entonces la categoría EndC(M) es equivalente a la categoría de haces F -equivariantes en G/F con
producto tensorial dado por el producto de convolución de haces. En particular, si F = G entonces
kG(vecG)kG ' RepG.
Sean C y D categorías abelianas k-lineales. El producto tensorial de Deligne C  D es una
categoría abeliana k-lineal que es universal para el funtor que asigna a cada categoría abeliana
k-lineal A la categoría de bifuntores bilineales exactos en cada variable C ×D → A. Esto es, existe
un bifuntor
 : C × D → C D, (X,Y ) 7→ X  Y
que es exacto a derecha en ambas variables tal que para cualquier bifuntor exacto a derecha en
ambas variables F : C×D → A existe un único funtor exacto a derecha F¯ : CD → A satisfaciendo
F¯ ◦ = F . El producto tensorial de Deligne C D existe y es único a menos de equivalencia.
Ejemplo 2.5.11. La categoría de fusión C es una categoría módulo sobre CCrev vía (XY )⊗Z =
X ⊗ Z ⊗ Y . La asociatividad y unidad son definidas usando la asociatividad y la unidad de C.
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Sean C y D categorías de fusión.
Definición 2.6.1. Una categoría (C,D)-bimódulo es una categoría módulo sobre C Drev.
Equivalentemente, una categoría (C,D)-bimódulo es una categoría abelianaM que es una ca-
tegoría C-módulo a izquierda, D-módulo a derecha y estas acciones deben ser compatibles, [Gr].
Ejemplo 2.6.2. Sea X una categoría. Denotamos por X op a la categoría opuesta de X , cuyos
objetos son los mismos de X y las flechas están dadas por HomX op(X,Y ) = HomX (Y,X), para
todo X,Y ∈ X . SiM es una categoría (C,D)-bimódulo, entonces su categoría opuestaMop es un
(D, C)-bimódulo con acciones  dadas por XM = M ⊗X∗ yM X = X∗⊗M , X ∈ C,M ∈M.
Ver [ENO2, §6.9].
SeanM = (M,m) una categoría C-módulo a derecha y sea N = (N , n) una categoría C-módulo
a izquierda, donde m y n son las asociatividades: ∀ Y ∈ C, M ∈M, N ∈ N ,
mM,X,Y : M ⊗ (X ⊗ Y )→ (M ⊗X)⊗ Y, nX,Y,N : (X ⊗ Y )⊗N → X ⊗ (Y ⊗N).
Sea A una categoría abeliana semisimple.
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Definición 2.6.3. Sea F :M×N → A un bifuntor aditivo en cada argumento. Decimos que F es
C-balanceada si existe una familia de isomorfismos naturales bM,X,N : F (M⊗X,N)→ F (M,X⊗N),
satisfaciendo el siguiente diagrama conmutativo
F (M ⊗ (X ⊗ Y ), N) mM,X,Y //
bM,X⊗Y,N

F ((M ⊗X)⊗ Y,N)
bM⊗X,Y,N

F (M, (X ⊗ Y )⊗N) F (M ⊗X,Y ⊗N)
bM,X,Y⊗Ntt
F (M,X ⊗ (Y ⊗N))
n−1X,Y,N
jj
para todo M ∈M, N ∈ N , X,Y ∈ C.
Definición 2.6.4. Un producto tensorial de una categoría C-módulo a derechaM y una categoría
C-módulo a izquierda N es una categoría abelianaMC N con un funtor C-balanceado
BM,N :M×N →MC N (2.4)
induciendo, para cualquier categoría abeliana A, una equivalencia entre la categoría de funtores
C-balanceados deM×N en A y la categoría de funtores deMC N en A:
Funbal(M×N ,A) ' Fun(MC N ,A).
Esta definición aparece en [ENO2, §3], es la categorificación de la noción de producto tensorial
de módulos sobre un anillo y es la generalización del producto tensorial de Deligne (que es un
producto tensorial de módulos sobre la categoría vec).
Observación 2.6.5. Equivalentemente, el bifuntor (2.4) es universal para todos los bifuntores C-
balanceados deM×N en categorías abelianas. Más precisamente, para todo funtor C-balanceado
F :M×N → A existe un único funtor aditivo F ′ :MC N → A tal que el siguiente diagrama es
conmutativo
M×N
BM,N

F
""
MC N F
′
// A.
SiM, N son C-bimódulos, entoncesMC N es un C-bimódulo.
Definición 2.6.6. Una categoría (C,D)-bimódulo M es invertible si existen equivalencias de bi-
módulosMop CM' D yMDMop ' C.
El grupo de Brauer-Picard BrPic(C) de una categoría de fusión C es el conjunto de clases de
equivalencia de categorías C-bimódulos invertibles con producto dado por C , [ENO2].
Ahora introducimos el resultado de [GP] que dice cuándo EndD(N ) y EndC(M) son equivalen-
tes. Más adelante usamos este resultado para categorías grupo-teoréticas.
Sea S ∈ EndC(M). Entonces FunEndC(M)(M,S) es una categoría C-módulo a derecha pues las
acciones a izquierda de C y EndC(M) conmutan, y la acción a derecha es dada por (F X)(M) =
F (X ⊗M), para todo F ∈ FunEndC(M)(M,S), X ∈ C y M ∈M.
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Teorema 2.6.7 ([GP, Theorem 3.1]). Sean M una categoría C-módulo a izquierda y S una ca-
tegoría EndC(M)-módulo a izquierda. Existe una equivalencia de categorías EndC(M)-módulos a
izquierda dada por
ε : FunEndC(M)(M,S)CM→ S
F CM 7→ F (M),
para todo M ∈M, F ∈ FunEndC(M)(M,S).
SeanM una categoría C-módulo a izquierda semisimple indescomponible, N una categoría D-
módulo a izquierda semisimple indescomponible y F : EndD(N ) → EndC(M) un funtor tensorial.
Supongamos sin perdida de generalidad que las categorías de fusión y las categorías módulo son
estrictas. La categoría
SF := FunEndD(N )(N ,MF ),
es un (C,D)-bimódulo con C-acción a izquierda y D-acción a derecha dadas por
(X G)(N) = X ⊗G(N), (G Y )(N) = G(Y ⊗N), X ∈ C, Y ∈ D, G ∈ SF , N ∈ N .
Observación 2.6.8. Por el Teorema 2.6.7, SFDN 'M es una equivalencia de categorías C-módulos
a izquierda. Más aún, dadas S una categoría (C,D)-bimódulo y α : SDN →M una equivalencia
de categorías C-módulos a izquierda, M es una categoría C-módulo a izquierda indescomponible
semisimple y N es una categoría D-módulo a izquierda, indescomponible semisimple, entonces
existe una equivalencia tensorial F : EndD(N )→ EndC(M).
Más precisamente, sea Funct la categoría cuyos objetos son pares (C,M), donde C es una
categoría de fusión y M es una categoría C-módulo a izquierda indescomponible semisimple, los
morfismos de (C,M) en (D,N ) son clases de equivalencia de funtores monoidales de EndC(M)
en EndD(N ). La composición de morfismos es la composición usual de clases de equivalencia de
funtores monoidales.
Sea Cor la categoría cuyos objetos son pares (C,M), donde C es una categoría de fusión y
M es una categoría C-módulo a izquierda indescomponible semisimple. Un morfismo de (C,M)
a (D,N ) es una clase de equivalencia de pares (S, α), donde S es una categoría (C,D)-bimódulo
y α : S D N → M es una equivalencia de categorías C-módulos a izquierda. Dos pares (S, α) y
(S ′, α′) representan el mismo morfismo de (C,M) en (D,N ) si existe un par (φ, a), donde φ : S → S ′
es una equivalencia de (C,D)-bimódulos y a es un isomorfismo natural de funtores de C-módulos a
izquierda de α a α′ ◦ (φD idN ).
S D N
φDidN

α
$$
S ′ D N α
′
//M.
Si (S, α) ∈ Cor((C,M), (D,N )) y (P, β) ∈ Cor((D,N ), (K, T )) son morfismos, la composición es
(S, α) (P, β) = (S D P, α β) ∈ Cor((C,M), (K, T )),
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donde α β está dado por el siguiente diagrama
(S D P)K T αβ //
aS,P,T

M
S D (P K T ) idS Dβ // S D N .
α
OO
Las categorías Funct y Cor son equivalentes, ver [GP, Theorem 1].
Proposición 2.6.9 ([GP, Proposition 5.1]). Un funtor tensorial F : EndD(N )→ EndC(M) es una
equivalencia si y sólo si SF = FunEndD(N )(N ,MF ) es una categoría (C,D)-bimódulo invertible.
Recordamos algunos resultados relacionados con bimódulos invertibles sobre categorías de fusión
punteadas y el producto tensorial de sus categorías módulo contenidos en [GP]. En el trabajo [NiR],
ellos calculan el grupo de Brauer-Picard de algunos grupos finitos, en particular nos interesa el
resultado que tienen para S4 que utilizamos en el Capítulo 5.
Observación 2.6.10. i) Si X es una categoría vecG-bimódulo invertible entonces como categorías
vecG-módulo a derecha X 'M(A,α), donde ACG es abeliano y α ∈ H2(A, k×)adG, cf [GP,
Corollary 7.11]. En el caso de G = S4, existen categorías bimódulo invertibles X tales que
como categorías vecS4-módulo a derecha X =M(N,α), donde N ' C2 × C2 es el subgrupo
de Klein normal de S4 (es el único subgrupo abeliano normal de S4), α ∈ H2(N, k×), cf [NiR,
Subsection 8.2].
ii) El rango deM(F, α)vecS4M(Γ, β) puede ser calculado de la siguiente forma. Sea X := F\G
y Y := G/Γ, el grupo G actúa en X×Y como g ·(x, y) = (xg−1, gy). Dados x ∈ X, y ∈ Y , sea
StabG(x, y) = {g ∈ G/g · (x, y) = (x, y)}. Sea {(xi, yi)}i∈F\G/Γ un conjunto de representantes
de las órbitas de la acción de G enX×Y (el conjunto de G-órbitas está en correspondencia con
los (F,Γ)-cosets dobles), entonces existe una correspondencia biyectiva entre objetos simples
enM(F, α)vecS4 M(Γ, β) y representaciones irreducibles de kαi StabG(xi, yi), donde αi son
ciertos 2-cociclos asociados con α y β, cf [GP, Theorem 7.14, Corollary 7.15].
Capítulo 3
Álgebras de Hopf semisimples
En este capítulo vemos las principales formas de construir ejemplos de álgebras de Hopf semisim-
ples, que son twist de la comultiplicación y de la multiplicación y extensiones. También presentamos
la definición y resultados que utilizamos de álgebra de Nichols. Finalmente, estudiamos las álgebras
de Hopf grupo-teoréticas.
Las referencias básicas para twists y extensiones de álgebras de Hopf son [A1, AD, R1, K, Mon,
M, T] y resultados de [BM, EG, EG2, EG1, GN, Ma, MO, Mov, Ni1, N, Sc, S, S2]. La principal
referencia álgebras de Nichols es [AS]. Las referencias para álgebras de Hopf grupo-teoréticas son
[ENO1, EGNO, GeN, O, O1, S1, Na, N, Ni].
3.1. Torcimientos
Hay maneras de obtener nuevas álgebras de Hopf cambiando la comultiplicación o la multipli-
cación. La primera aparece en [Dr] en el contexto de cuasi-álgebras de Hopf; la segunda, dual a la
primera, fue estudiada por primera vez en [DT].
3.1.1. Torcimiento de la comultiplicación
Definición 3.1.1. Un twist en un álgebra de Hopf H es un elemento J ∈ (H ⊗H)× tal que
(∆⊗ id)(J)(J ⊗ 1) = (id⊗∆)(J)(1⊗ J), (ε⊗ id)(J) = (id⊗ε)(J) = 1.
Si J ∈ H ⊗H es un twist, entonces (HJ ,m,∆J ,SJ) es un álgebra de Hopf con
HJ = H, ∆J(h) = J−1∆(h)J, SJ(h) = u−1S(h)u, h ∈ H,u = m(S ⊗ id)(J).
Decimos que H y HJ son twist equivalentes. Notemos que si H es semisimple, entonces HJ es
semisimple, pues el twist no afecta la estructura de álgebra.
Teorema 3.1.2 ([EG3, S]). Dos álgebras de Hopf de dimensión finita H y H ′ son twist equivalentes
si y sólo si las categorías RepH y RepH ′ son monoidalmente equivalentes.
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Si J es un twist y γ ∈ H es invertible, entonces Jγ := (γ ⊗ γ)J∆(γ−1) es nuevamente un twist
y HJγ 7−→ HJ , h 7→ γ−1hγ es un isomorfismo de álgebras de Hopf. Decimos que J y J ′ son gauge-
equivalentes. Existe una equivalencia de categorías trenzadas T J : HHYD → H
J
HJ
YD, V 7→ V J , que
es la identidad en el espacio vectorial subyacente, morfismos y acciones, y transforma la coacción
de H en V en ρJ : V J → HJ ⊗ V J ,
ρJ(v) = Ji(J−1k · v)(−1)J−1k ⊗ J i(J−1k · v)(0), v ∈ V J . (3.1)
La transformación natural bV,W : V J ⊗W J → (V ⊗W )J ,
bV,W (v ⊗ w) = J−1k · v ⊗ J−1k · w, v ∈ V, w ∈W, (3.2)
da una estructura monoidal en T J . Ver [MO, 2.8].
Sea S un grupo finito y ω ∈ Z2(S,k×) un 2-cociclo. Un elemento s ∈ S es llamado ω-regular si
ω(s, t) = ω(t, s), para todo t ∈ CS(s) (el centralizador de s en S). El 2-cociclo ω es no degenerado
si y sólo si {1} es la única clase ω-regular en S. Equivalentemente, si el álgebra kωS es simple.
Los twists en un álgebra de grupo H = kN , donde N es un grupo finito, están clasificados, a
menos de gauge-equivalencia, por clases de pares (S, ω) donde S < N y ω ∈ H2(S,k×) es un
2-cociclo no degenerado en S. Entonces S es soluble y |S| es un cuadrado. A saber, si J es un
twist en H, entonces S < N es un subgrupo minimal para J , i. e., las componentes de J−121 J
generan kS; y J determina ω. Si S es abeliano, entonces el twist correspondiente a (S, ω) está dado
por J = ∑
χ,η∈Ŝ ω(χ, η)eχ ⊗ eη, donde eχ =
1
|S|
∑
h∈S χ(h−1)h. Ver [Mov, EG]. Sean N un grupo y
SCN . Decimos que ω es adN -invariante en H2(S, k×) si [ω] = [ωg] en H2(S, k×) para algún g ∈ N ,
donde ωg(s, t) = ω(gsg−1, gtg−1), ∀s, t ∈ S. Claramente, el cociclo trivial es adN -invariante. El
mapa
H2(S, k×)→ H2(S,k×), [ω]→ [ωg]
es un automorfismo de grupos para cada g ∈ N . Por ejemplo si H2(S, k×) ' C2, como Aut(C2) =
{id}, entonces ω ∈ H2(S, k×) es adN -invariante.
Lema 3.1.3 ([GN, 2.6]). Sea J ∈ kN ⊗ kN el twist asociado al par (S, ω), donde S es el subgrupo
minimal de J . Entonces (kN)J es coconmutativo si, y sólo si, S CN , S es abeliano y ω es adN -
invariante en H2(S,k×).
3.1.2. Torcimiento de la multiplicación
Definición 3.1.4. Sea H un álgebra de Hopf. Un 2-cociclo para H es una forma bilineal σ :
H ×H → k invertible respecto al producto de convolución tal que, para todo h, l, m ∈ H,
σ(l1,m1)σ(h, l2m2) = σ(h1, l1)σ(h2l2,m), σ(h, 1) = ε(h) = σ(1, h).
Si σ es un 2-cociclo para H, entonces (Hσ, ·σ,∆,Sσ) es un álgebra de Hopf, llamada torcida por
cociclo de H, con
Hσ = H, g ·σ h = σ(g1, h1)g2h2σ−1(g3, h3),
Sσ(h) = σ(h1,S(h2))S(h3)σ−1(S(h4), h5), g, h ∈ H.
Si H es de dimensión finita, entonces (HJ)∗ = (H∗)σ con σ(f, f ′) = (f ⊗ f ′)(J), f, f ′ ∈ H∗.
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Teorema 3.1.5 ([S, Corollary 5.9]). Dos álgebras de Hopf de dimensión finita H y H ′ son deforma-
ciones por cociclo una de la otra si y sólo si las categorías CorepH y CorepH ′ son monoidalmente
equivalentes.
Si α ∈ Hom(H,k) es invertible respecto al producto de convolución , definimos
σα(x, y) = α(x1)α(y1)σ(x2, y2)α−1(x3y3), ∀x, y ∈ H.
Entonces σα es un 2-cociclo y α−1 ∗ id ∗α : Hσα 7−→ Hσ es un isomorfismo de álgebras de Hopf.
El grupo de funcionales lineales invertibles respecto a la convolución de H actúa en el conjunto
Z2(H,k) de 2-cociclos. El cociente de Z2(H,k) bajo esta acción es denotado por H2(H,k).
Existe una equivalencia de categorías trenzadas Tσ : HHYD → HσHσYD, V 7→ Vσ, que es la identidad
en el espacio vectorial subyacente, morfimos y coacciones, y transforma la acción de H en V en
·σ : Hσ ⊗ Vσ → Vσ,
h ·σ v = σ(h1, v(−1))(h2 · v(0))(0) σ−1((h2 · v(0))(−1), h3), (3.3)
h ∈ Hσ, v ∈ Vσ. La transformación natural bV,W : Vσ ⊗Wσ → (V ⊗W )σ,
bV,W (v ⊗ w) = σ(v(−1), w(−1))v(0) ⊗ w(0), v ∈ V, w ∈W, (3.4)
da una estructura monoidal natural a Tσ. Ver [MO, 2.7].
3.2. Álgebra de Hopf triangular
Definición 3.2.1. Un álgebra de Hopf H es cuasitriangular si existe un elemento invertible R =
Ri ⊗Ri ∈ H ⊗H, llamado R-matriz, que satisface
QT1) (∆⊗ id)(R) = Ri ⊗Rj ⊗RiRj .
QT2) (ε⊗ id)(R) = 1.
QT3) (id⊗∆)(R) = RiRj ⊗Rj ⊗Ri.
QT4) (id⊗ε)(R) = 1.
QT5) ∆cop(h) = R∆(h)R−1, para todo h ∈ H.
(H,R) es triangular si además R−1 = Ri ⊗ Ri. Un álgebra de Hopf de dimensión finita H es
cocuasitriangular si H∗ es cuasitriangular.
Si H es coconmutativa, entonces (H, 1⊗ 1) es triangular. Si (H,R) is triangular y J es un twist
en H, entonces HJ es triangular con R-matriz ((J−1)i ⊗ (J−1)i)RJ .
Teorema 3.2.2 ([EG2, Theorem 2.1]). Si H es un álgebra de Hopf semisimple triangular, entonces
es isomorfa al twist de un álgebra de grupo.
De este teorema se sigue que si H es un álgebra de Hopf semisimple cotriangular, entonces es
isomorfa al twist-cociclo del dual de un álgebra de grupo.
Observación 3.2.3. Si (H,R) es un álgebra de Hopf cuasitriangular y pi : H → K es un epimorfis-
mo de álgebras de Hopf, entonces (K, (pi ⊗ pi)(R)) es cuasitriangular. Dualmente, si (H,R) es un
álgebra de Hopf cocuasitriangular y ι : K → H es un monomorfismo de álgebras de Hopf, entonces
(K,R|K⊗K) es cocuasitriangular.
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3.3. Extensiones de álgebras de Hopf
Definición 3.3.1 ([AD]). Una sucesión de morfismos de álgebras de Hopf
k // A ι // C pi // B // k (3.5)
es exacta o C es una extensión de B por A si
i) ι es inyectiva (identificamos A con su imagen),
ii) pi is suryectiva,
iii) kerpi = CA+, y
iv) A = Ccopi.
En este caso, C es semisimple si y sólo si A y B son semisimples, ver [BM] . Por [Ma, 3.1], si
(3.5) es una sucesión de morfismos de álgebras de Hopf de dimensión finita que satisfacen i) y ii),
entonces iii) y iv) son equivalentes; además, la sucesión dual B∗   // C∗ // // A∗ es exacta.
Observación 3.3.2. Si la sucesión K   ι // H pi // // T es exacta y H ′ ≤ H, entonces H ′ es una
extensión de T ′ = pi(H ′) por K ′ = K ∩ H ′. De hecho, K ∩H ′   // H ′ // // T ′ es una sucesión
de morfismos de álgebras de Hopf, ι|K∩H′ es inyectiva y pi|H′ es suryectiva. Además H ′copi =
H ′ ∩Hcopi = H ′ ∩K, luego la sucesión es exacta.
Definición 3.3.3. La acción adjunta a izquierda (respectivamente, a derecha) de H es adl : H →
EndH (resp., adr : H → EndH), adl(h)(k) = h1kS(h2) (respectivamente, adr(h)(k) = S(h1)kh2),
h ∈ H, k ∈ K.
Definición 3.3.4. Una subálgebra de Hopf K ⊆ H es normal si adl(h)(K) ⊆ K y adr(h)(K) ⊆ K,
para todo h ∈ H; denotamos K C H. H es simple si no contiene subálgebras de Hopf normales
propias.
Si H un álgebra de Hopf de dimensión finita, entonces S es biyectiva y por lo tanto, adl(h)(K) ⊆
K si, y sólo si, adr(h)(K) ⊆ K, para todo h ∈ H. Así, denotamos adl por ad.
Lema 3.3.5. Sea H un álgebra de Hopf de dimensión finita.
i) Si K es una subálgebra de Hopf normal de H, entonces la sucesión K   ι // H pi // // H//K
es exacta, donde H//K := H/HK+, ι es la inclusión y pi la proyección canónica.
ii) Recíprocamente, dada una sucesión exacta K   ι // H pi // // T , entonces K CH.
Demostración. Para probar i), basta ver que I = HK+ es un ideal de Hopf de H, i. e., I es un
ideal de H, ∆(I) ⊆ H ⊗ I + I ⊗H, ε(I) = 0 y S(I) ⊆ I. Tenemos
ha = h1aε(h2) = h1aS(h2)h3 = ad(h1)(a)h2.
SiKCH y a ∈ K, entonces ha ∈ KH, para todo h ∈ H. Además, si ε(a) = 0 entonces ε(ad(h)(a)) =
0, luego HK+ ⊆ K+H. Análogamente, K+H ⊆ HK+. Por lo tanto, I es un ideal de H y S(I) ⊆ I.
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Claramente, ε(I) = 0. Sea b ∈ K+, entonces ∆(b) ∈ ker(ε ⊗ ε) = K ⊗ K+ + K+ ⊗ K. Luego,
∆(I) ⊆ H ⊗ I + I ⊗H
Para ii), como K = Hcopi, para todo a ∈ K, (id⊗pi)(a) = a⊗ 1. Entonces
(id⊗pi)∆(ad(h)(a)) = (id⊗pi)∆(h1aS(h2)) = h1a1S(h4)⊗ pi(h2a2S(h3))
= h1aS(h4)⊗ pi(h2S(h3)) = h1ε(h2)aS(h3)⊗ pi(1)
= ad(h)(a)⊗ 1,
para todo h ∈ H, a ∈ K; luego ad(h)(K) ⊆ K para todo h ∈ y K CH.
Así tenemos que el dual de un álgebra de Hopf simple (de dimensión finita) es simple.
Ejemplo 3.3.6. Si G es un grupo finito simple, entonces kG y kG son álgebras de Hopf simples.
Ejemplo 3.3.7 ([Ni1]). Si G un grupo finito simple y J es un twist de kG, entonces (kG)J es
simple.
Ejemplo 3.3.8 ([GN, Theorem 3.5]). Sea n > 5. Consideramos el subgrupo abeliano H = 〈(12),
(34)〉 ' C2 × C2 del grupo simétrico Sn. Sea ω ∈ H2(Ĥ, k×) el único 2-cociclo no trivial y J ∈
kH ⊗ kH el twist correspondiente. Tenemos que (kSn)J es simple.
Definición 3.3.9 ([A1, 3.1.14]). La extensión (3.5) se dice escindida si existe una aplicación χ :
B → C, invertible para el producto de convolución, tal que χ(1) = 1, εχ = ε y (id⊗pi)∆χ =
(χ⊗ id)∆.
Por [Sc, Theorem 2.4], toda sucesión exacta de álgebras de Hopf de dimensión finita es escindida.
Definición 3.3.10 ([A1, 2.1]). Sean A un álgebra y B un álgebra de Hopf. Una acción débil de B
en A es una aplicación lineal ⇀: B ⊗A→ A, b⊗ a 7→ b ⇀ a tal que
A1) b ⇀ aa′ = (b1 ⇀ a)(b2 ⇀ a′),
A2) b ⇀ 1 = ε(b)1,
A3) 1 ⇀ a = a.
Definición 3.3.11 ([A1, 2.3]). Sean A un álgebra de Hopf y B una coálgebra. Una coacción débil
de B en A es una aplicación lineal ρ : B → B ⊗A tal que
C1) (∆ ⊗ id)ρ = m24(ρ ⊗ ρ)∆, donde m24 : B ⊗ A ⊗ B ⊗ A → B ⊗ B ⊗ A está dada por
m24(c⊗ h⊗ d⊗ k) = c⊗ d⊗ hk,
C2) (ε⊗ id)ρ = ε⊗ 1,
C3) (id⊗ε)ρ = id.
Tenemos la siguiente caracterización de extensiones de álgebras de Hopf.
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Teorema 3.3.12 ([A1, AD]). Sean A y B álgebras de Hopf, ⇀: B ⊗ A → A una acción débil,
ρ : B → B ⊗ A una coacción débil, σ : B × B → A y τ : B → A ⊗ A aplicaciones lineales;
supongamos que
σ(h, 1) = σ(1, h) = ε(h)1, (3.6)
[h1 ⇀ σ(l11,m1)]σ(h2, l2m2) = σ(h1, l1)σ(h2l2,m), (3.7)
(h1 ⇀ (l1 ⇀ a))σ(h2, l2) = σ(h1, l1, (h2l2 ⇀ a), (3.8)
ε(b)1 = (ε⊗ id)τ(b) = (id⊗ε)τ(b), (3.9)
mA⊗3(∆⊗ id⊗τ ⊗ id)(τ ⊗ ρ)∆ = (id⊗mA⊗2)(id⊗∆⊗ id⊗ id)(τ ⊗ τ)∆, (3.10)
(id⊗mA⊗2)(id⊗∆⊗ id⊗ id)(ρ⊗ τ)∆ = m13A⊗2(id⊗ id⊗ρ⊗ id)(τ ⊗ ρ)∆, (3.11)
donde m13A⊗2 : A⊗A⊗B ⊗A⊗A→ B ⊗A⊗A, m13A⊗2(h⊗ k ⊗ c⊗ h′ ⊗ k′) = c⊗ hh′ ⊗ kk′,
ρ(1) = τ(1) = 1⊗ 1, εσ = ε⊗ ε, ε(b ⇀ a) = ε(a)ε(b), (3.12)
∆(b1 ⇀ a)τ(b2) = τ(b1)((ρ(b2)i ⇀ a1)⊗ ρ(b2)i(b3 ⇀ a2)), (3.13)
(1⊗ σ(b1), b′1)ρ(b2b′2) = ρ(b1)(ρ(b′1)k ⊗ (b2 ⇀ ρ(b′1)k))(1⊗ σ(b3, b′2)), (3.14)
(1⊗ b1 ⇀ a)ρ(b2) = ρ(b1)(1⊗ b2 ⇀ a) (3.15)
∆(σ(b1, b′1))τ(b2b′2) = τ(b1)(ρ(b2)i ⇀ τ(b′1)p ⊗ ρ(b2)i(b3 ⇀ τ(b′1)p)) (3.16)
(σ(ρ(b4)j ⊗ ρ(b′2)q)⊗ ρ(b4)j(b5 ⇀ ρ(b′2)q))(1⊗ σ(b6, b′3)).
Sea C = Aτ#σB el espacio vectorial A⊗B con multiplicación y comultiplicación
(a⊗ b)(a′ ⊗ b′) = a(b1 ⇀ a′)σ(b2, b′1)⊗ b3b′2
∆(a⊗ b) = a1τ(b1)j ⊗ ρ(b2)i ⊗ a2τ(b1)jρ(b2)i ⊗ b3.
Tenemos que C es una biálgebra. Más aún, si σ y τ son invertibles con respecto al producto de
convolución, entonces C es un álgebra de Hopf y la antípoda está dada por
S(a⊗ b) = [σ−1(Sρ(b2)h ⊗ ρ(b3)j)⊗ Sρ(b1)i][τ−1(b4)kS(aρ(b1)iρ(b2)hρ(b3)jτ−1(b4)k)⊗ 1].
En este caso, tenemos una sucesión exacta de álgebras de Hopf
k // A ι // C pi // B // k (3.17)
donde ι(a) = a⊗1 y pi(a⊗b) = ε(a)b. Recíprocamente, sea (3.17) una sucesión exacta de álgebras de
Hopf y supongamos además que (3.17) es escindida. Entonces existe un dato compatible (ρ,⇀, σ, τ),
o sea, ρ,⇀, σ, τ satisfacen las condiciones anteriores, tal que C ' Aτ#σB.
El lema siguiente nos va a ser útil más adelante.
Lema 3.3.13 ([S2, 6.3.1]). Sea A   ι // C pi // // B una sucesión exacta de álgebras de Hopf.
i) Sea J ∈ A⊗A un twist. Entonces AJ   ι // CJ pi // // B es una sucesión exacta.
ii) Sea σ : B ⊗B → k× un 2-cociclo. Entonces A   ι // Cσ pi // // Bσ es una sucesión exacta.
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3.4. Extensiones Abelianas
El primer ejemplo no trivial de álgebras de Hopf que apareció fue el de las extensiones abelianas,
que son un caso particular de extensiones de álgebras de Hopf, ver [K, T, M]. Para su definición
necesitamos
i) un par de grupos apareados (F,G, /, .);
ii) un par de cociclos normalizados compatibles (σ, τ) ∈ Z2(F, (kG)×)× Z2(G, (kF )×).
Aquí i) significa que F y G son grupos finitos, G G× F . ///oo F son acciones (respecti-
vamente, a derecha y a izquierda) tales que s . xy = (s . x)((s / x) . y), st / x = (s / (t . x))(t / x),
para todo s, t ∈ G, x, y ∈ F . Si denotamos σ : F × F → (kG)× y τ : G×G→ (kF )×) por
σ(x, y) =
∑
s∈G
σs(x, y)δs, x, y ∈ F, τ(s, t) =
∑
x∈F
τx(s, t)δx, s, t ∈ G,
entonces que σ y τ son 2-cociclos normalizados significa que para todo s, t, p ∈ G, x, y, z ∈ F ,
σs/x(y, z)σs(x, yz) = σs(xy, z)σs(x, y), σs(1, x) = 1 = σs(x, 1), (3.18)
τx(st, p)τp.x(s, t) = τx(t, p)τx(s, tp), τx(1, s) = 1 = τx(s, 1). (3.19)
Más aún, la compatibilidad es expresada por las siguientes condiciones:
σ1(x, y) = 1 = τ1(s, t) (3.20)
σst(x, y)τxy(s, t) = σs(t . x, (t / x) . y)σt(x, y)τx(s, t)τy(s / (t . x), t / x), (3.21)
para todo s, t ∈ G, x, y ∈ F . Con estos datos, se construye un álgebra de Hopf H = kG τ./σkF que
es el espacio vectorial kG ⊗ kF con multiplicación y comultiplicación
(δs#x)(δt#y) = δs/x,tσs(x, y)δs#xy,
∆(δs#x) =
∑
s=ab
τx(a, b)δa#(b . x)⊗ δb#x.
Un elemento f ⊗ x en H es denotado por f#x. Tenemos que la sucesión kG ↪→ H  kF es
exacta y toda extensión de kF por kG es de esta forma. Decimos que kG τ./σkF es una extensión
abeliana.
Observación 3.4.1. Una extensión abeliana es cocommutativa si y sólo si G es abeliano, . es trivial
y τ es un 2-cociclo simétrico.
Este es un caso particular del Teorema 3.3.12 con ⇀: kF ⊗ kG → kG, x ⇀ δg = δg/x; ρ : kF →
kF ⊗ kG, ρ(x) = ∑g∈G g . x ⊗ δg; σ˜ : kF ⊗ kF → kG, σ˜(x ⊗ y) = σ(x, y) y τ˜ : kF → kG ⊗ kG,
τ˜(x)(g, h) = τx(g, h), ∀g, h ∈ G, x, y ∈ F .
Dados grupos finitos F y G, encontrar acciones G G× F . ///oo F tales que (F,G, /, .) sea
un par de grupos apareados equivale a encontrar un grupo Σ con una factorización exacta (F,G),
o sea, F y G son subgrupos de Σ tales que Σ = FG y F ∩ G = 1; en otras palabras, todo a ∈ Σ
admite una única factorización a = xg con x ∈ F y g ∈ G. Más precisamente, una factorización
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exacta da lugar a un par de grupos apareados (F,G,C,B) donde gx = (g . x)(g / x), para g ∈ G
y x ∈ F . Recíprocamente, dado un par de grupos apareados (F,G,C,B), el conjunto Σ = F × G
tiene un estructura de grupo tal que F ×1 y 1×G forman una factorización exacta que recupera las
acciones originales. Hay muchos resultados en la literatura sobre factorizaciones exactas de grupos.
Por ejemplo, en [WW] ellos determinan todas las factorizaciones exactas de los grupos simétrico y
alternante y [Gi] para los grupos esporádicos simples.
Dado un par de grupos apareados (F,G, /, .). La clase de equivalencias de extensiones abelianas
de kF por kG da lugar a un grupo abeliano denotado por Opext(kG,kF ), es un grupo finito con el
producto de Baer de extensiones. La clase de un elemento de Opext(kG,kF ) puede ser representada
por un par (σ, τ), donde σ : G × F 2 → k× y τ : G2 × F → k× satisfacen (3.18), (3.19), (3.20) y
(3.21).Esto da lugar a un isomorfismo entre Opext(kG,kF ) y un primer grupo de cohomología de
un cierto complejo doble. Ver [Ma]. Por un resultado de Kac [Ma, Th 7.4], tenemos la siguiente
sucesión exacta:
0 // H1(Σ, k×) res
1
// H1(F,k×)⊕H1(G, k×)
// Aut(kG τ./σkF ) // H2(Σ, k×) res
2
// H2(F,k×)⊕H2(G, k×)
// Opext(kG, kF ) ω¯ // H3(Σ,k×) res
3
// H3(F,k×)⊕H3(G, k×) // · · · ,
donde resi, i = 1, 2, 3, son las funciones inducidas del mapa restricción de cohomología de grupos
para F ⊆ Σ ⊇ G. [N, 3.2] Sean F Σpioo p // G , donde p(xg) = g y pi(xg) = x, x ∈ F , g ∈ G. La
imagen de [(σ, τ)] ∈ Opext(kF,kG) por ω¯ es la clase del 3-cociclo ω(σ, τ) ∈ Z3(Σ,k×), definido por
ω(σ, τ)(a, b, c) = τpi(c)(p(a) / pi(b), p(b))σp(a)(pi(b), p(b) . pi(c)), a, b, c ∈ Σ. (3.22)
Lema 3.4.2 ([AM]). Subálgebras de Hopf de extensiones abelianas son extensiones abelianas.
Demostración. Sean A una extensión abeliana, o sea, existe una sucesión exacta kG   ι // A pi // // kF
y B ≤ A. Como pi(B) es una subálgebra de Hopf de kF , pi(B) = kF ′, para algún F ′ < F . Por otro
lado, Bcopi|B = B ∩ Aco pi = B ∩ kG es una subálgebra de Hopf de kG; entonces existe un grupo
cociente G → G′ tal que Bcopi|B = kG′ . Por lo tanto, la sucesión kG′   // B // // kF ′ es exacta por
la Observación 3.3.2.
3.5. Bosonización y Álgebras de Nichols
Sea H un álgebra de Hopf y B un álgebra de Hopf en HHYD. El biproducto o bosonización de
B y H es el álgebra de Hopf B#H, que es el espacio vectorial B ⊗H, con multiplicación, unidad,
comultiplicación, counidad y antípoda dados por
(b#h)(b′#h′) = b(h1 · b′)#h2h′ 1B#H = 1B#1H
∆(b#h) = b1#b2(−1)h1 ⊗ b2(0)#h2 ε(b#h) = εB(b)εH(h)
S(b#h′) = (1#SH(b(−1)h))(SB(b(0))#1), ∀b, b′ ∈ B, h, h′ ∈ H.
Además, las aplicaciones B#H
pi
// H
joo definidas por pi(b#h) = ε(b)h y j(h) = 1#h, para todo
b ∈ B, h ∈ H son morfismos de álgebras de Hopf tales que pij = idH ; y tenemos que B = (B#H)copi.
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Recíprocamente, si A y H son álgebras de Hopf y pi : A→ H, j : H → A son morfismos de álgebras
de Hopf tales que pij = idH , entonces B = Acopi es un álgebra de Hopf en HHYD y A ' B#H como
álgebras de Hopf. Ver [AS].
Un álgebra de Hopf graduada R es un álgebra de Hopf con una graduación R = ⊕n>0R(n) tal
que R es un álgebra graduada y una coálgebra graduada.
Definición 3.5.1. Sean H un álgebra de Hopf y V ∈ HHYD. Un álgebra de Hopf trenzada graduada
R = ⊕n>0R(n) en HHYD es un álgebra de Nichols de V si k ' R(0), V ' R(1) en HHYD, P (R) = R(1)
y R está generada como álgebra por R(1).
Para V ∈ HHYD denotamos por B(V ) al álgebra de Nichols de V , que existe y es única. Para
la existencia, dado V ∈ HHYD, el álgebra tensorial T (V ) admite una única estructura de álgebra de
Hopf trenzada graduada en HHYD tal que V ⊆ P (T (V )). Se considera la familia F de todos los ideales
homogéneos biláteros I ⊆ T (V ) tales que I está generado por elementos homogéneos de grado > 2,
I es submódulo de Yetter-Drinfeld de T (V ), I es un ideal de Hopf: ∆(I) ⊂ I ⊗ T (V ) + T (V )⊗ I.
El cociente de T (V ) por el mayor ideal I(V ) de F es el álgebra de Nichols.
Definición 3.5.2. Una filtración de un álgebra de Hopf H es una filtración de álgebras y de
coálgebras {Vn}n>0 tal que S(Vn) ⊆ Vn para todo n > 0.
El espacio vectorial graduado asociado grH = ⊕n∈NVn/Vn−1 es un álgebra de Hopf graduada.
Ver [R1, Proposition 7.9.2]. La filtración corradical de un álgebra de Hopf H es una filtración de
álgebra de Hopf para H si y sólo si H0 es una subálgebra de Hopf de H. Ver [R1, Lemma 7.9.3].
Supongamos que A es un álgebra de Hopf cuyo corradical H = A0 es una subálgebra de Hopf.
Tenemos morfismos de álgebras de Hopf grA
pi
// H
joo , donde j es la inclusión y pi la proyección,
tales que pij = idH . Sea B = (grA)copi, B es un álgebra de Hopf en HHYD y grA puede ser construido
a partir de B y H como grA ' B#H. El álgebra de Hopf trenzada B es graduada, B = ⊕n>0B(n),
y B(0) = k1, B(1) = P (B). O sea, B es el álgebra de Nichols de V = B(1).
Observación 3.5.3. Si F : HHYD → KKYD es una equivalencia tensorial trenzada, entonces F (B(V )) '
B(F (V )). Ver por ejemplo [GIV, §3.1]
Si grA = B(V )#H, entonces A es llamado un levantamiento o deformación de B(V ) sobre
H. Sea J un twist en H y F : HHYD → H
J
HJ
YD equivalencia tensorial trenzada. Si tenemos levanta-
mientos de B(V ) sobre H entonces tenemos levantamientos de B(F (V )) sobre HJ . Pues si A es
un álgebra de Hopf tal que A0 = H, entonces (AJ)0 = HJ y por lo tanto tenemos una biyección
entre los conjuntos de álgebras de Hopf {A : A0 = H} y {B : B0 = HJ}.
3.6. Álgebras de Hopf grupo-teoréticas
Las álgebras de Hopf semisimples pueden ser estudiadas a través de sus representaciones; la
categoría RepH es una categoría de fusión.
Definición 3.6.1. Dos categorías tensoriales C y D son Morita-equivalentes si existe una categoría
C-módulo indescomponible exacta M tal que D es equivalente a la categoría de funtores módulo
EndC(M).
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Dos categorías tensoriales C y D son Morita-equivalentes si y sólo si sus centros son equivalentes
como categorías tensoriales trenzadas [ENO1, Theorem 3.1]. En este caso, denotamos C ∼Mor D.
Morita-equivalencia de categorías es una relación de equivalencia, [EGNO, Proposition 7.12.15].
Esta relación establece una reducción básica en el programa de clasificación de categorías de fusión
y tiene la siguiente contrapartida: dos álgebras de Hopf semisimples H y K son Morita-equivalentes
si RepH y RepK son Morita-equivalentes 1, equivalentemente, si KKYD y HHYD son equivalentes
como categorías tensoriales trenzadas.
Observación 3.6.2. Sean G y G′ grupos finitos. Si kG ∼Mor kG′ entonces la cantidad de objetos
simples en kGkGYD y kG
′
kG′YD es la misma. Ahora, G es abeliano si y sólo si la cantidad de simples en
kG
kGYD ' RepD(kG) es |G|2. Luego un grupo abeliano no puede ser Morita-equivalente a un grupo
no abeliano.
Ejemplo 3.6.3 ([O1, Theorem 5]). SeaH un álgebra de Hopf de dimensión finita. El funtor de fibra
RepH → vec da una estructura de categoría módulo sobre RepH a vec y EndRep(H)(vec, vec) ∼=
Rep(H∗). Entonces RepH y Rep(H∗) son Morita equivalentes y por lo tanto, H y H∗ son Morita-
equivalentes. En particular vecG ∼Mor Rep kG.
Ejemplo 3.6.4. La categoría C(G,ω, F, α) de kαF -bimódulos en vecωG es una categoría de fusión,
Morita equivalente a vecωG.
Definición 3.6.5. Categorías tensoriales equivalentes a C(G,ω, F, α) son llamadas categorías de
fusión grupo-teoréticas.
Sea A un álgebra en una categoría tensorial C. Por el Ejemplo 2.5.7, las categorías EndC(CA) y
ACA son equivalentes. Tenemos que C(G,ω, F, α) = kαF (vecωG)kαF ' EndvecωG(vecωGkαF ) es equiva-
lente a decir que C(G,ω, F, α) ∼Mor vecωG. Entonces, una categoría tensorial es grupo-teorética si y
sólo si es Morita equivalente a una categoría de fusión punteada. Por [S1], el centro de C(G,ω, F, α)
es equivalente, como categorías monoidales trenzadas, al centro de vecωG.
Teorema 3.6.6 ([Na, Theorem 3.4]). C(G, 1;F, α) es punteada si y sólo si F es abeliano, F es
normal en G y α ∈ H2(F,k×)adG.
Teorema 3.6.7 ([O, Theorem 3.1]). Las categorías C(G,ω, F, α)-módulo indescomponibles son
parametrizadas por clases de conjugación de pares (Γ, β) donde Γ < G tal que ω|Γ = 1 y β ∈
H2(Γ,k×). Más aún, la categoría módulo correspondiente al par (Γ, β) es exactamente la categoría
M de (kαF,kβΓ)-bimódulos con producto tensorial sobre kαF como un bifuntor C(G,ω, F, α)×M→
M.
O sea, si A = kαF , B = kβΓ, C = vecωG, entoncesM = ACB. En particular, la categoríaM(Γ, β)
del Ejemplo 2.3.3 es (vecωG)kβΓ.
Teorema 3.6.8 ([O, Corollary 3.1]). Los funtores de fibra de la categoría C(G,ω;F, α) están cla-
sificados por pares (Γ, β) tales que
i) La clase ω |Γ es trivial.
ii) El numero de clases laterales dobles F\G/Γ es 1.
1No es lo mismo que ser Morita-equivalentes como álgebras.
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iii) La clase α |F∩Γ β−1 |F∩Γ es no degenerada.
Por la dualidad de Tannaka, describir los funtores de fibra de C(G,ω;F, α) equivale a describir
las álgebras de Hopf H tales que CorepH ' C(G,ω;F, α). Entonces denotamos por HGαβ(ω, F,Γ)
estas álgebras de Hopf y si ω = 1, las denotamos por HGαβ(F,Γ).
Definición 3.6.9. Un álgebra de Hopf semisimple H es grupo-teorética si CorepH es grupo-
teorética.
Notamos que en [N] se dice que un álgebra de Hopf es grupo-teorética si RepH es grupo-
teorética. Estas definiciones son equivalentes. De hecho, si CorepH es tensorialmente equivalente
a C(G,ω;F, α), entonces H ' HGαβ(ω, F,Γ) para Γ, β como en el Teorema 3.6.8. Se puede probar
que H∗ ' HGβ α(ω,Γ, F ). Luego RepH ' CorepH∗ ' C(G,ω; Γ, β). La recíproca es análoga.
Observación 3.6.10 ([N, Remark 4.6]). Sea (σ, τ) un representante de una clase en Opext(kG, kF ),
y ω el 3-cociclo dado por 3.22. Sea A = kG τ./σkF . Sea α ∈ Z2(F,k×) y β ∈ Z2(G,k×). Entonces
por el Lema 3.3.13, kG ↪→ AJ(β)  kF es exacta y kG ↪→ (AJ(β))α  kF es exacta. Esto define una
acción de H2(F,k×)⊕H2(G, k×) en Opext(kG, kF ), que viene del mapa H2(F,k×)⊕H2(G,k×)→
Opext(kG, kF ) en la sucesión exacta de Kac; en particular se tiene el mismo 3-cociclo ω. El álgebra
de Hopf HΣβ,α(ω,G, F ) es precisamente (AJ(β))α.
La clase de álgebras de Hopf grupo-teoréticas es estable por twist; pues si H es grupo-teorética y
J es un twist en H, entonces por el Teorema 3.1.2 HJ es grupo-teorética. Además, por [ENO1, 8.8]
duales, opuestas, subálgebras de Hopf, álgebras de Hopf cociente, y producto tensorial de álgebras de
Hopf grupo-teoréticas son grupo-teoréticas; por [N] extensiones abelianas son grupo-teoréticas. Fue
conjeturado que toda álgebra de Hopf semisimple es grupo-teorética [ENO], pero contraejemplos
fueron presentados en [Ni]: existe un álgebra de Hopf no grupo-teorética Hp de dimensión 4p2 para
cada primo impar p. De hecho, Hp es una extensión de la forma kC2 ↪→ Hp  (kG)J , donde
G = (Cp × Cp) o C2 y J es un twist no trivial en kG. Entonces la clase de álgebras de Hopf
grupo-teoréticas no es estable bajo extensiones. Ejemplos más generales de álgebras de Hopf no
grupo-teoréticas fueron descritos en [GNN].
En el siguiente resultado, Dω(G) es una variación del doble de Drinfeld D(G) = D(kG) de un
grupo finito G, dependiendo de un 3-cociclo del grupo G con coeficientes en k×. Dω(G) no es un
álgebra de Hopf, sino que es un álgebra cuasi-Hopf, pues la comultiplicación no es coasociativa pero
tiene una cuasi-coasociatividad cambiada por el 3-cociclo ω. Para la definición precisa, ver [DPR].
Teorema 3.6.11 ([N, Theorem 1.2]). Sea A un álgebra de Hopf semisimple. Son equivalentes:
i) A es grupo-teorética.
ii) Existe un grupo finito G y ω ∈ Z3(G, k×) tal que D(A) es twist equivalente a Dω(G).
Observación 3.6.12. Tenemos que si A es grupo-teorética tal que ω = 1, entonces A ∼Mor kG; y si
A ∼Mor kG entonces A es grupo-teorética. De hecho, un álgebra de Hopf A es grupo-teorética si y
sólo si existe un grupo finito G y ω ∈ Z3(G, k×) tal que D(A) ' (Dω(G))J si y sólo si RepD(A) '
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RepDω(G). En particular, si A es grupo-teorética y ω = 1, entonces RepD(A) ' RepD(G); luego
por la Proposición 2.4.7, AAYD ' k
G
kGYD. Por lo tanto A ∼Mor kG ∼Mor kG. Recíprocamente, si
A ∼Mor kG entonces AAYD ' k
G
kGYD; y por lo tanto RepD(A) ' RepD(G). Luego, D(A) es twist
equivalente a D(G) y por el teorema anterior A es grupo-teorética.
La noción de categorías de fusión y álgebras de Hopf débilmente grupo-teorética fueron intro-
ducidas en [ENO1]; [ENO1, Question 2] preguntó cuándo cualquier álgebra de Hopf semisimple es
débilmente grupo-teorética.
Pregunta 1. [N4] ¿Una extensión de álgebras de Hopf débilmente grupo-teorética, es nuevamente
débilmente grupo-teorética?
Respuestas afirmativas son conocidas bajo ciertas hipótesis [ENO1].
3.6.1. El grupo de objetos invertibles en una categoría grupo-teorética
Acá explicitamos el resultado de [GeN], que utilizamos en el Capítulo 5, donde calculan el grupo
de los objetos invertibles en una categoría grupo-teorética C = C(G,ω;F, α).
Sea R = {u(x) : x ∈ F \ G/F} el conjunto de representantes del cociente doble de F en G.
Dado g ∈ G, F g = F ∩ gFg−1 es un grupo y definimos el 2-cociclo αg en F g por
αg(h1, h2) = α(h1, h2)α(g−1h−12 g, g−1h−11 g)
ω(h1, h2, g)ω(h1, h2g, g−1h−12 g)
ω(h1h2g, g−1h−12 g, g−1h−11 g)
Para cualquier g ∈ NG(F ), f ∈ Cn(F,k×), definimos gf(h1, · · · , hn) = (g−1h1g, · · · , g−1hng).
Elegimos g1, g2 ∈ NG(F ) y sea g3 = g1g2k, k ∈ F . Definimos β(g1, g2) : F → k× dada por
β(g1, g2)(h) =
α(g−12 g−11 hg1g2k, g−13 h−1g3)
α(g−11 h−1g1, g−11 hg1)α(g−12 g−11 h−1g1g2, g−12 g−11 hg1g2k)
× ω(g
−1
1 hg1, g
−1
1 h
−1g1, g−11 hg1)ω(g1, g−11 hg1, g−11 h−1g1)ω(g−11 hg1, g2, k)
ω(g2, g−12 g−11 hg1g2, k)
× ω(g
−1
2 g
−1
1 hg1g2, g
−1
2 g
−1
1 h
−1g1g2, g−12 g
−1
1 hg1g2k)ω(g2, g−12 g−11 hg1g2, g−12 g−11 h−1g1g2)
ω(g2, g−12 g−11 hg1g2k, g−13 h−1g3)
.
Se puede ver que
αg3 = d(β(g1, g2))αg1(g1(αg2)). (3.23)
Sea K = {g ∈ R : g ∈ NG(F ) y αg es cohomológicamente trivial}. Para todo g1, g2 ∈ K,
definimos g1 · g2 = u(g1g2). Sigue por (3.23) que K es un grupo con este producto y es isomorfo a
un subgrupo de NG(F )/F .
Para cada g ∈ K, fijamos ηg : F → k× tal que dηg = αg. Tomamos η1 = β(1, 1)−1. Para
cualquier g1, g2 ∈ K, definimos ν : K ×K → F̂ ,
ν(g1, g2) =
ηg1(g1ηg2)
ηg1·g2
β(g1, g2).
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Consideramos el grupo K o F̂ = K × F̂ con producto
(g1, ρ1)(g2, ρ2) = (g1 · g2, ν(g1, g2)ρ1(g1ρ2)).
Teorema 3.6.13 ([GeN, Theorem 5.2 ]). El grupo G(C) de las clases de isomorfismo de los objetos
invertibles de C es isomorfo al grupo K o F̂ .
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Capítulo 4
Ejemplos de extensiones
Discutimos algunos casos particulares de extensiones, ver por ejemplo [AN, 1.1, 1.2], y damos
fuentes de ejemplos [AM]. En este Capítulo, K, R y T son álgebras de Hopf, mientras F , G, Γ, L y
N son grupos finitos. Pero primero establecemos algunas definiciones que nos van a servir de guía
en la búsqueda de ejemplos.
4.1. Series de Composición y Longitud
Toda álgebra de Hopf de dimensión finita puede ser construida a partir de las simples por
extensiones sucesivas. Más precisamente, proponemos la siguiente definición.
Definición 4.1.1. Sea H un álgebra de Hopf de dimensión finita. Una serie de composición H de
H es una sucesión de álgebras de Hopf simples H1, . . . ,Hn obtenidas recursivamente de la siguiente
forma:
Si H es simple, entonces tenemos n = 1 y H1 = H.
Si H no es simple, entonces existen A C H, A 6= k, H, y series de composición A1, . . . ,Am,
B1, . . . ,Bl, de A y B = H//A respectivamente tales que n = m+ l y
Hi = Ai, 1 6 i 6 m; Hi = Bi−m, m+ 1 6 i 6 m+ l.
Las álgebras de Hopf simples H1, . . . , Hn son los factores de la serie H y n es su longitud.
Lema 4.1.2 ([N2, Lemma 4.1]). Toda álgebra de Hopf de dimensión finita admite una serie de
composición.
Demostración. Si H es simple, entonces H1 = H es una serie de composición de H. Caso contrario,
H contiene una subálgebra de Hopf normal k $ K $ H. Tenemos que dimK, dimH//K < dimH,
pues dimH = dimK dimH//K. El lema sigue por inducción.
Teorema 4.1.3 ([N2, Theorem 1.2]). (Teorema de Jordan-Hölder para álgebras de Hopf de di-
mensión finita). Sean H1, . . . ,Hn y H′1, . . . ,H′m dos series de composición de un álgebra de Hopf de
dimensión finita H. Entonces existe una biyección ν : {1, . . . , n} → {1, . . . ,m} tal que Hi ' H′ν(i)
como álgebras de Hopf.
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Entonces, definimos la longitud y los factores de H como la longitud y los factores (a menos
de permutación) de cualquier serie de composición. Por ejemplo, que H sea de longitud 1 significa
que H es simple; de longitud 2, que H es una extensión de T por K, donde K y T son simples.
Además, H es de longitud 3 si existe una sucesión exacta K ↪→ H  T donde K es simple y T
es de longitud 2, o T es simple y K es de longitud 2; pero estas dos situaciones no necesariamente
valen simultáneamente, ver [N2]. Ver [N2, Section 5] para la comparación de la noción de serie de
composición con serie superior e inferior en [MW].
El Teorema de Jordan-Hölder para álgebras de Hopf es una generalización de este resultado
para grupos, en [A, 2.1] Andruskiewitsch preguntó si esto era cierto.
4.1.1. Longitud 1
El Teorema 4.1.3 muestra que álgebras de Hopf simples semisimples son pilares fundamentales
en la clasificación de álgebras de Hopf semisimples. Vimos en los Ejemplos 3.3.6, 3.3.7 y 3.3.8 que
álgebras de grupo de grupos simples, sus torcimientos y duales son todos simples, pero existen twists
de álgebras de grupo de grupos solubles que son simples como álgebras de Hopf. Sin embargo, un
twist de un álgebra de grupo de un grupo nilpotente nunca es simple. A nuestro entender, todos
los ejemplos conocidos de álgebras de Hopf simples semisimples son twists de álgebras de grupo o
sus duales. Sería decisivo probar que éstas son todas, o encontrar esencialmente nuevos ejemplos.
Proponemos una definición para trabajar en esta dirección.
Definición 4.1.4. Sean H,K álgebras de Hopf de dimensión finita. Decimos que H es alcanzable
por K si H puede ser obtenida a partir de K por un número finito de operaciones que son dualidad
o twist.
Por ejemplo, un twist-cociclo Kσ es alcanzable por K: K  K∗  (K∗)J  ((K∗)J)∗ =
Kσ, donde J es σ a menos de identificación. Entonces H es alcanzable por K si y sólo si H o
H∗ es obtenida de K aplicando sucesivamente torcimientos por twists y cociclos. Claramente, ser
alcanzable es una relación de equivalencia.
Pregunta 2. ¿Toda álgebra de Hopf simple semisimple es alcanzable por un álgebra de grupo?
En particular, ignoramos la respuesta a:
Pregunta 3. ¿Un twist-cociclo de un álgebra de Hopf triangular es nuevamente triangular? ¿Existe
un álgebra de Hopf simple de la forma (kGJ)σ que no es triangular?
Por [GN], existen álgebras de Hopf simples alcanzables por un álgebra de grupo de un grupo
super-soluble. Además, preguntamos:
Pregunta 4. Clasificar todas las álgebras de Hopf simples alcanzables por un álgebra de grupo.
Si H es alcanzable por K, entonces H y K son Morita-equivalentes, pero es improbable que la
recíproca sea verdadera. Sin embargo, preguntamos:
Pregunta 5. Sean H y K álgebras de Hopf simples semisimples. Si H y K son Morita-equivalentes,
¿entonces H es alcanzable por K?
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Quizás la pregunta más natural y ambiciosa es la siguiente:
Pregunta 6. ¿Es toda álgebra de Hopf simple semisimple Morita-equivalente a un álgebra de
grupo?
La respuesta a la Pregunta 6 es negativa sin la hipótesis de simplicidad; de hecho álgebras de
Hopf Morita-equivalentes a un álgebra de grupo son grupo-teoréticas. Y vimos en la Sección 3.6
que existen álgebras de Hopf semisimples que no son grupo-teoréticas. La Pregunta 6 puede ser
reformulada como sigue – ver también Pregunta 1:
Pregunta 7. ¿Puede toda álgebra de Hopf semisimple ser obtenida como una extensión de álgebras
de Hopf grupo-teoréticas?
Finalmente, consideramos un álgebra de Hopf H con un twist J y un cociclo σ, y sea HJσ el
espacio vectorial H con multiplicación mσ y comultiplicación ∆J . (No es lo mismo que (HJ)σ
porque un cociclo respecto a ∆ no es lo mismo que un cociclo respecto a ∆J). Una cuenta directa
nos da las condiciones necesarias para queHJσ sea un álgebra de Hopf; lo llamamos twist simultáneo.
Pregunta 8. Encontrar ejemplos no triviales de twists simultáneos.
4.1.2. Longitud 2
Extensiones abelianas kG τ./σkF tienen longitud 2 si G y F son simples, pero la determinación
de todas las álgebras de Hopf semisimples de longitud 2 (con factores conocidos) no es clara.
Pregunta 9. Sean G y F grupos finitos simples no abelianos. Encontrar extensiones de las formas
(I) kG ↪→ A kF , (II) kG ↪→ A kF , (III) kG ↪→ A kF,
que no pueden ser presentadas como extensiones abelianas (en particular, son no triviales). Por
dualidad, soluciones a (I) dan soluciones a (III).
Ejemplo 4.1.5. [N3, Proposition 4.10] Sea G un grupo finito y A un álgebra de Hopf tal que la
sucesión kG ↪→ A kC2 es exacta. Entonces A es una extensión abeliana.
Discutimos más sobre longitud 2 en lo que sigue.
4.2. Coproducto semidirecto
Consideramos el coproducto semidirecto RoK; dada una coacción a izquierda ρ : R→ K ⊗R
tal que
(1) ∆R : R→ R⊗R, ε : R→ k, son morfismos de K-comódulos;
(2) mR : R⊗R→ R, uR : k→ R, son morfismos de K-comódulos;
(3) r(−1)k ⊗ r(0) = kr(−1) ⊗ r(0), para todo r ∈ R, k ∈ K.
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Entonces el álgebra de Hopf coproducto semidirecto R o K es el álgebra producto tensorial
R⊗K, donde r#k := r ⊗ k, con comultiplicación y antípoda, para todo r ∈ R, k ∈ K
∆(r#k) = r1#(r2)(−1)k1 ⊗ (r2)(0)#k2,
S(r#k) = S(r(0))#S(r(−1)k).
El álgebra de Hopf RoK es una extensión
K 
 ι // RoK pi // // R, (4.1)
donde ι y pi son ι(k) = 1#k y pi(r#k) = ε(k)r, para r ∈ R, k ∈ K.
Demostración. Sigue del Teorema 3.3.12 tomando A = Kcop, B = Rop, τ , σ y ⇀ triviales. De
hecho, la condición (1) equivale a C1) y C2); las condiciones C3) y (3.11) implican que ρ es una
coacción; (2) corresponde a (3.14); (3) corresponde a (3.15).
Observación 4.2.1. [AN, 1.1.5] Las hipótesis (1), (2) y (3) significan que R es un álgebra de Hopf
en la categoría KKYD, con coacción ρ y acción trivial. Además, RoK coincide con la bosonización
R#K.
Observación 4.2.2. Supongamos que dimR < ∞. Si R es un comódulo a izquierda que satisface
(1), (2) y (3), entonces R∗ también las satisface, con coacción δ : R∗ → K ⊗ R∗ de la forma
〈α,S(r(−1))〉〈f, r(0)〉 = 〈α, f(−1)〉〈f(0), r〉, para todo α ∈ K∗, f ∈ R∗, r ∈ R.
Observación 4.2.3 ([AN, 2.1.1]). Una coacción a izquierda ρ : R → kΓ ⊗ R tal que (1), (2) y (3)
valen, es equivalente a un homomorfismo de grupos θ : Γ → AutHopf R. De hecho, si ρ : R → kΓ
es una coacción a izquierda, entonces R es un kΓ-módulo a derecha con acción ↼. Luego θ :
Γ → AutHopf R definida por θ(γ)(r) = r ↼ γ, para todo γ ∈ Γ, r ∈ R, es un homomorfismo de
grupos. Recíprocamente, si θ : Γ → AutHopf R es un homomorfismo de grupos definimos ρ(r) =∑
γ∈Γ δγ ⊗ θ(γ−1)(r). Se puede ver que ρ es una coacción a izquierda que satisface (1), (2) y (3).
Tenemos la sucesión exacta k // R∗ pi
∗
// R∗#kΓ ι
∗
// kΓ // k, donde R∗#kΓ = (RokΓ)∗ tiene
producto (f#γ)(f ′#γ′) = f(γ ·f ′)#γγ′ y antípoda S(f#γ) = S(γ−1 ·f)#γ−1 con γ ·f = f ◦θ(γ−1),
para todo f , f ′ ∈ R∗, γ, γ′ ∈ Γ.
Observación 4.2.4. Una coacción a izquierda ρ : R → kG ⊗ R que satisface (1), (2) y (3), es
equivalente a una G-graduación de álgebras R = ⊕g∈GRg, tal que ε y ∆ son homogéneos, y
sop(R) := {g ∈ G : Rg 6= 0} ⊆ Z(G). De hecho, si ρ es una coacción a izquierda, entonces
R = ⊕g∈GRg donde Rg = {r ∈ R : ρ(r) = g ⊗ r}; (2) es equivalente a 1 ∈ R1 y RgRg′ ⊆ Rgg′ ;
(1) es equivalente a ε(Rg) = 0, si g 6= 1, y ∆(Rg) ⊆ ∑h∈GRgh−1 ⊗ Rh, para todo g ∈ G; (3) es
equivalente a sop(R) ⊆ Z(G).
4.2.1. Extensiones de álgebras de grupo
Veamos algunos casos en que intentamos encontrar ejemplos no triviales de (III). Supongamos
que R y K son álgebras de grupo. Sean ϕ : kF → kG un isomorfismo de álgebras y ψ : G→ L un
homomorfismo de grupos. Definimos ag = ϕ−1(g), g ∈ G. Entonces kF tiene una G-graduación de
álgebras kF = ⊕g∈G(kF )g, donde (kF )g = kag, y una L-graduación de álgebras kF = ⊕l∈L(kF )l,
donde (kF )l =
⊕
g∈G:ψ(g)=l kag. Sean ρG, ρL las coacciones asociadas y ⇀ la acción trivial de kF
en kG o kL.
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• Sea (⇀,ρL, σ, τ) un dato compatible. Si ψ es suryectiva, entonces kL   ι // kL τ#σkF pi // // kF
es una extensión abeliana. Por lo tanto, la extensión kG   ι // kG τ#σkF pi // // kF es abeliana pa-
ra cualquier (⇀,ρG, σ, τ) dato compatible. De hecho, por (3.15), (1⊗ l)ρ(ag) = ρ(ag)(1⊗ l), ∀g ∈ G,
l ∈ L. Entonces sop(kF ) = Imψ = L ⊆ Z(L), y L es abeliano.
Un isomorfismo de álgebras ϕ : kF → kG no necesariamente viene de un isomorfismo de grupos.
El siguiente ejemplo lo ilustra.
Ejemplo 4.2.5. Sean C4 = 〈x/x4 = 1〉, C2 × C2 = 〈g, h/g2 = h2 = (gh)2 = 1〉. Se tiene un
isomorfismo de álgebras de grupos ϕ : CC4 → C(C2 × C2) dado por ϕ
(1 + i
2 x+
1− i
2 x
3
)
= g,
ϕ
(1− i
2 x+
1 + i
2 x
3
)
= h.
• Si ϕ viene de un isomorfismo entre F y G, entonces ρL es trivial; por lo tanto kF o kL '
kF ⊗ kL. De hecho, si g ∈ G, entonces ag ∈ F , luego ε(ag) = 1 y ag ∈ (kF )1, por la Observación
4.2.4. Por lo tanto kF = (kF )1. Entonces tenemos que considerar isomorfismos de álgebras de
grupos que no vienen de homomorfismos de grupos. Estos fueron intensivamente estudiados.
• En particular, supongamos que F , G son grupos abelianos de mismo orden n. Sea eχ =
1
n
∑
g∈G
χ(g−1)g, para χ ∈ Ĝ; estos son los idempotentes primitivos de kG y g =
∑
χ∈Ĝ
χ(g)eχ. Entonces
todo isomorfismo de álgebras ϕ : kF → kG está determinado por una biyección pi : Ĝ → F̂ ;
precisamente, ϕ−1 : kG→ kF está dado por
ϕ−1 (g) = 1
n
∑
χ∈Ĝ
∑
x∈F
χ(g)pi(χ)(x−1)x.
Entonces ρL es trivial y kF o kL ' kF ⊗ kL.
Demostración. Para cada g ∈ G,
ε(ag) =
1
n
∑
χ∈Ĝ
∑
x∈F
χ(g)pi(χ)(x−1) = 1
n
∑
χ∈Ĝ
χ(g)n δpi(χ),ε = pi−1(ε)(g) 6= 0.
Entonces ag ∈ (kF )1 y ρ es trivial.
4.3. Producto semidirecto
Consideramos una acción a izquierda de K en T tal que
(4) ∆T : T → T ⊗ T , ε : T → k, son morfismos de K-módulos;
(5) mT : T ⊗ T → T , uT : k→ T , son morfismos de K-módulos;
(6) k1 ⊗ k2 · t = k2 ⊗ k1 · t, para todo t ∈ T , k ∈ K.
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O sea, T es un álgebra de Hopf en KKYD, con la acción dada y coacción trivial. Entonces el producto
semidirecto T#K es la bosonización, i. e., la coálgebra producto tensorial T ⊗K con multiplicación
y antípoda
(t#k)(u#l) = t(k1 · u)#k2l, S(t#k) = S(k2) · S(t)#S(k1),
para todo t ∈ T , k ∈ K; aquí t#k denota nuevamente t ⊗ k. El álgebra de Hopf T#K es una
extensión de la forma (con aplicaciones ι y pi obvias)
T 
 ι // T#K pi // // K. (4.2)
Observación 4.3.1. Supongamos que dimK < ∞. Entonces R es un K-comódulo a izquierda que
satisface (1), (2) y (3), si y sólo si R es un K∗-módulo a izquierda que satisface (4), (5) y (6), con
acción α · r = 〈α,S(r(−1))〉r(0), α ∈ K∗, r ∈ R. Por lo tanto, asumiendo también que dimR <∞ y
combinando con la Observación 4.2.2, tenemos que
(RoK)∗ ' R∗#K∗. (4.3)
Claramente, una acción de kF en T que satisface (4), (5) y (6), es equivalente a un homomorfismo
de grupos θ : F → AutHopf T . Consideramos la sucesión exacta
T 
 ι // T#kF pi // // kF ,
en el lema siguiente describimos todas las secciones de álgebras de Hopf s de pi (i. e., los morfismos
de álgebras de Hopf s : kF → T#kF tales que pi ◦ s = idkF ) con imagen normal.
Lema 4.3.2. Si ϕ ∈ Hom(F,G(T )) satisface
g · t = ϕ(g)tϕ(g−1), g ∈ F, t ∈ T, (4.4)
entonces sϕ : kF → T#kF , sϕ(g) = ϕ(g−1)#g, g ∈ F es una sección de álgebras de Hopf de pi y
Kϕ := Im sϕ C T#kF . Más aún, cualquier sección de álgebras de Hopf s tal que Im s C T#kF es
de esta forma. Si pi admite una sección de álgebras de Hopf con imagen normal, entonces T#kF '
T ⊗ kF como álgebras de Hopf.
Demostración. Si ϕ : F → G(T ) es un homomorfismo de grupos que satisface (4.4), entonces para
todo g, h ∈ G
pi(sϕ(g)) = ε(ϕ(g−1))g = g,
sϕ(g)sϕ(h) = (ϕ(g−1)#g)(ϕ(h−1)#h) = ϕ(g−1)(g · ϕ(h−1))#gh
= ϕ(g−1)ϕ(g)ϕ(h−1)ϕ(g−1)#gh = ϕ((gh)−1)#gh
= sϕ(gh),
sϕ(1) = ϕ(1)#1 = 1#1,
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y claramente sϕ es un morfismo de coálgebras. Por lo tanto, sϕ es una sección de álgebras de Hopf
de pi. Dados t ∈ T , g, h ∈ F ,
(t#h)1(ϕ(g−1)#g)S((t#h)2) = (t1#h)(ϕ(g−1)#g)((h−1 · S(t2))#h−1)
= (t1(h · ϕ(g−1))#hg)((h−1 · S(t2))#h−1)
= (t1ϕ(h)ϕ(g−1)ϕ(h−1)#hg)((h−1 · S(t2))#h−1)
= t1ϕ(h)ϕ(g−1)ϕ(h−1)(hg · ϕ(h−1)S(t2)ϕ(h))#hgh−1
= t1ϕ(h)ϕ(g−1)ϕ(h−1)ϕ(hg)ϕ(h−1)S(t2)ϕ(h)ϕ((hg)−1)#hgh−1
= ε(t)ϕ(hg−1h−1)#hg−1h−1 ∈ Im sϕ.
Luego Kϕ = Im sϕ es normal en T#kF .
Recíprocamente, sea s una sección de álgebras de Hopf de pi tal que K = Im s es normal en
T#kF . Dado g ∈ F , escribimos s(g) = ∑γ∈F dγ(g)#γ. Como s es una sección de pi, entonces
g = pi(s(g)) = pi
∑
γ∈F
dγ(g)#γ
 = ∑
γ∈F
ε(dγ(g))γ,
y por lo tanto, ε(dγ(g)) = δg,γ . Como s es un morfismo de coálgebras, entonces por un lado
(s⊗ s)∆(g) = s(g)⊗ s(g) =
∑
γ,γ′∈F
dγ(g)#γ ⊗ dγ′(g)#γ′
y por otro lado,
∆(s(g)) =
∑
γ∈F
dγ(g)1#γ ⊗ dγ(g)2#γ.
Aplicando id⊗δh ⊗ id⊗δh, para todo h ∈ F , a la igualdad tenemos que
dg(h)⊗ dg(h) = dg(h)1 ⊗ dg(h)2.
Sean γ, h ∈ F tales que γ 6= h. Entonces
dγ(h) = (id⊗ε)∆(dγ(h)) = (id⊗ε)(dγ(h)⊗ dγ(h)) = dγ(h)ε(dγ(h)) = dγ(h)δγ,h = 0.
Por lo tanto, s(g) = dg(g)#g. Escribimos simplemente d(g) = dg(g) ∈ G(T ), para g ∈ F . Como s
es un morfismo de álgebras,
d(gh)#gh = s(gh) = s(g)s(h) = (d(g)#g)(d(h)#h) = d(g)(g · d(h))#gh
y
1#1 = s(1) = d(1)#1,
luego d(gh) = d(g)(g · d(h)) y d(1) = 1, para todo g, h ∈ F .
Como K C T#kF , (1#γ)s(g)(1#γ−1) ∈ K, para todo g, γ ∈ F , t ∈ T . Así tenemos que
(1#γ)s(g)(1#γ−1) = ((γ · d(g))#γg)(1#γ−1) = (γ · d(g))#γgγ−1 = d(h)#h
para algún h ∈ F . Aplicando ε⊗id a la última igualdad y como ε es morfismo de kF -módulos por (4),
sigue que h = γgγ−1. Ahora, aplicando id⊗ε a la igualdad (γ · d(g))#γgγ−1 = d(γgγ−1)#γgγ−1,
sigue que
γ · d(g) = d(γgγ−1), ∀g, γ ∈ F.
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Análogamente, como t1s(g)S(t2) ∈ K tenemos que
ε(t)d(g) = t1d(g)(g · S(t2)), ∀t ∈ T, g ∈ F.
Ahora si g ∈ F y t ∈ T , entonces
d(g)−1S(t)d(g) = d(g)−1S(t1)ε(t2)d(g)
= d(g)−1S(t1)t2d(g)(g · S(t3))
= g · S(t);
luego g · f = d(g)−1fd(g). Sea ϕ : F → G(T ), ϕ(g) = d(g)−1 para g ∈ F . Como
d(gh) = d(g)(g · d(h)) = d(g)d(g)−1d(h)d(g) = d(h)d(g), ∀g, h ∈ F,
ϕ es un homomorfismo de grupos y claramente (4.4) vale. Finalmente, observamos que
s(g)(t#1) = ϕ(g)−1(g · t)#g = tϕ(g)−1#g = (t#1)s(g), g ∈ F, t ∈ T.
Sea ψ : T#kF → T ⊗ K definida por ψ(t#g) = tϕ(g) ⊗ s(g), t ∈ T , g ∈ F . Entonces ψ es un
isomorfismo de álgebras de Hopf con inversa ψ−1 : T ⊗K → T#kF , ψ−1(t ⊗ s(g)) = tϕ(g)−1#g,
t ∈ T , g ∈ F , y la última afirmación sigue.
4.3.1. Contexto
Consideramos el siguiente contexto:
Γ es un grupo finito simple,
R es un álgebra de Hopf simple semisimple y
θ : Γ→ AutHopf R es un homomorfismo de grupos.
Entonces las álgebras de Hopf Ro kΓ, R#kΓ, R∗ o kΓ, R∗ o kΓ son de longitud 2.
Lema 4.3.3. Si B C R o kΓ y B 6= k, R o kΓ, entonces B = kΓ o existe ϕ : Γ → G(R∗) tal que
(4.4) vale y B ' R.
Demostración. Sea kΓ   ι // Ro kΓ pi // // R . Como R es simple y pi(B) C R, pi(B) = k o pi(B) =
R. Como Γ es simple y Bcopi|B = B ∩ (R o kΓ)co pi = B ∩ kΓ C kΓ, Bcopi|B = k o kΓ. Pero
Bcopi|B 
 // B // // pi(B), es exacta, luego B = kΓ o pi|B : B → R es un isomorfismo de álgebras
de Hopf. En el último caso, sea j : B → R o kΓ la inclusión, p : R∗#kΓ → B∗, p = j∗, y
K := (R∗#kΓ)co p C R∗#kΓ. Entonces ι∗|K : K → kΓ es un isomorfismo de álgebras de Hopf y el
Lema 4.3.2 se aplica a s = (ι∗|K)−1.
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4.4. Ejemplos donde R es un twist de un grupo finito
Sean N un grupo finito y J un twist en kN correspondiente al par (S, ω). Sea θ : G →
AutHopf(kN)J un homomorfismo de grupos y H := (kN)J o kG. Notemos que ℘ : H → kG,
℘(r#k) = ε(r)k, es una retracción de álgebras de Hopf de ι : kG → H, i. e., un morfismo de
álgebras de Hopf tal que ℘ ◦ ι = idkG .
Lema 4.4.1. Supongamos que
i) G no es abeliano,
ii) existe M < NG no abeliano tal que [M,S] = 1.
Entonces H no es triangular ni cotriangular.
Demostración. Por i), kG, y a posteriori H, no es cuasitriangular (usamos ℘ y la Observación
3.2.3). Por ii), kM ≤ H; como M no es abeliano, kM no es cocuasitriangular, luego H no es
cocuasitriangular.
Veamos qué hipótesis tenemos que agregar para que H no sea trivial.
Lema 4.4.2. i) H es conmutativa si y sólo si N es abeliano.
ii) H es coconmutativa si y sólo si (kN)J es coconmutativa, G es abeliano y ρ es trivial.
Ver Lema 3.1.3 para la cocommutatvidad de (kN)J .
Demostración. Por la Observación 4.2.1 y [R, Proposition 1].
Ahora vemos que bajo algunas hipótesis, H no es una extensión abeliana.
Proposición 4.4.3. Supongamos que
i) G es un grupo simple no abeliano;
ii) (kN)J es un álgebra de Hopf simple;
iii) si C CN es abeliano, entonces C = {1} (en particular N no es abeliano),
iv) J es un twist no trivial.
Entonces H = (kN)J o kG tiene longitud 2 y no es una extensión abeliana.
Demostración. H no es conmutativa ni coconmutativa por el Lema 4.4.2. Sea B CH. Si B = kG,
entonces H//B ' (kN)J no es coconmutativa por el Lema 3.1.3 y las hipótesis iii) y iv). Si B '
(kN)J , entonces no es conmutativa (o alternativamente H//B ' kG no es coconmutativa). Por el
Lema 4.3.3, estas son las posibles subálgebras de Hopf normales no triviales de H. Por lo tanto
(kN)J o kG no es una extensión abeliana.
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4.5. La construcción básica [AN, 2.1.5]
Consideramos la siguiente data
• homomorfismos de grupos Γ θ // AutHopfR Gµoo tales que [µ(G), θ(Γ)] = 1,
• un 2-cociclo σ ∈ H2(G, Γ̂).
Sea A := RokΓ#σkG un álgebra de Hopf que es el espacio vectorial R⊗kΓ⊗kG con producto,
coproducto y antípoda dados por
(r#f#g)(s#f ′#g′) = rµ(g)(s)#ff ′σ(g, g′)#gg′,
∆(r#δγ#g) =
∑
uv=γ
r(1)#δu#g ⊗ θ(u−1)(r(2))#δv#g,
S(r#δγ#g) = µ(g−1) ◦ θ(γ−1)(S(r))#σ(g−1, g)−1δγ−1#g−1,
donde r#f#g := r ⊗ f ⊗ g, para todo r, s ∈ R, f, f ′ ∈ kΓ, γ, u, v ∈ Γ, g, g′ ∈ G. Tenemos una
sucesión exacta
Ro kΓ 
 ι // Ro kΓ#σkG pi // // kG. (4.5)
Observación 4.5.1. Si σ = σ′ en H2(G, Γ̂) entonces R o kΓ#σkG ' R o kΓ#σ′kG. De hecho,
consideramos la acción trivial de G en Γ̂, como σ = σ′ existe una función f : G → Γ̂ tal que
σ = σ′δf , donde δf : G × G → Γ̂ es tal que δf(x, y) = f(y)f(x)f(xy)−1. Entonces las álgebras
de Hopf R o kΓ#σkG y R o kΓ#σ′kG son isomorfas y un isomorfismo explícito está dado por
r#f#g 7→ r#kf(f)#g.
Observación 4.5.2. Si Γ, G son grupos finitos simples (podemos suponer que σ es trivial) y R es
un álgebra de Hopf simple semisimple, entonces el álgebra de Hopf Ro kΓ#kG es de longitud 3.
4.5.1. Ejemplos donde R es un twist de un grupo finito
Consideramos la construcción básica A = (kN)J o kΓ#kG, donde J es un twist en kN corres-
pondiente al par (S, ω), y θ : Γ→ AutHopf(kN)J y µ : G→ AutHopf(kN)J son homomorfismos de
grupos tales que [µ(G), θ(Γ)] = 1.
Proposición 4.5.3. Supongamos que:
i) Γ es simple no abeliano;
ii) (kN)J es un álgebra de Hopf simple;
iii) si C CN es abeliano, entonces C = {1} (en particular N no es abeliano);
iv) J es un twist no trivial.
Entonces A no es una extensión abeliana.
Demostración. Por el Lema 3.4.2, pues (kN)J o kΓ no es abeliana por la Proposición 4.4.3.
Lema 4.5.4. Supongamos que
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i) Γ es simple no abeliano,
ii) G es simple,
iii) R es un álgebra de Hopf simple semisimple,
iv) existe M < NΓ no abeliano tal que [M,S] = 1,
v) µ(g) ∈ Aut(N) y (µ(g)⊗ µ(g))(J) = J .
Entonces A no es triangular ni cotriangular, pero la sucesión kΓ   j // A p // // (kN)J#kG es exac-
ta, donde (kN)J#kG es triangular.
Demostración. Por el Lema 4.4.1, R o kΓ ≤ A no es cocuasitriangular; entonces A tampoco.
Notemos que η : A → kΓ, η(r#f#g) = ε(r)f , es un epimorfismo de álgebras de Hopf. Como Γ
no es abeliano, A no es cuasitriangular. No es difícil ver que la sucesión es exacta. Por (4.5.4),
(kN)J#kG ' (kN#kG)J˜ = (k(N oG))J˜ , donde J˜ = Ji ⊗ 1⊗ J i ⊗ 1.
4.6. Ejemplos concretos
En los ejemplos que siguen, consideramos un grupo finito N y un twist J en kN correspondiente
al par (S, ω). Entonces
C(N,S) := {φ ∈ AutN : φ|S = idS} ↪→ AutHopf(kN)J . (4.6)
Si Z(N) = 1, entonces ad : N → AutN induce un monomorfismo del centralizador CN (S) en
C(N,S), y es un isomorfismo si ad : N → AutN es un isomorfismo. En todo caso, si Γ, G < CN (S)
y Γ∩Z(N) = 1 = G∩Z(N), entonces denotamos por θ : Γ→ AutHopf(kN)J , µ : G→ AutHopf(kN)J
las composiciones de los correspondientes monomorfismos.
Ejemplo 4.6.1. Sean n,m ∈ N tales que n > m > 9. Sea N = An, C2 × C2 ' S = 〈(12)(34),
(13)(24)〉 < N , 1 6= ω ∈ H2(Ŝ,k×) ' C2 y J ∈ kS ⊗ kS el twist correspondiente. Por el Ejemplo
3.3.7, (kAn)J es simple. Sea Γ = Am−4 (actuando en {5, 6, · · · ,m}); por hipótesis, Γ es simple
no abeliano. Ahora supongamos que n −m > 4; entonces M = An−m (actuando en {m + 1,m +
2, · · · , n}) no es abeliano y conmuta con Γ y S. Por el Lema 4.4.1, (kAn)J okAm−4 no es triangular
ni cotriangular. Por la Proposición 4.4.3, no es una extensión abeliana; y es de longitud 2. Ahora
supongamos que n −m > 5; entonces G = An−m (actuando en {m + 1,m + 2, · · · , n}) es simple,
no abeliano y conmuta con Γ. Por lo tanto, (kAn)J o kAm−4#kAn−m no es una extensión abeliana
pero es una extensión de un álgebra de Hopf triangular por una cotriangular.
Ejemplo 4.6.2. Sean n,m ∈ N tales que n > m > 9. Sea N = Sn, C2×C2 ' S = 〈(12), (34)〉 < N ,
1 6= ω ∈ H2(Ŝ,k×) ' C2 y J ∈ kS ⊗ kS el correspondiente twist. Por el Ejemplo 3.3.8, (kSn)J es
simple. Sea Γ = Am−4 (actuando en {5, 6, · · · ,m}); por hipótesis, Γ es simple no abeliano. Ahora
supongamos que n − m > 3; entonces M = Sn−m (actuando en {m + 1,m + 2, · · · , n}) es no
abeliano y conmuta con Γ y S. Por el Lema 4.4.1, (kSn)J okAm−4 no es triangular ni cotriangular;
por la Proposición 4.4.3, no es una extensión abeliana; y es de longitud 2. Ahora supongamos que
n − m > 5; entonces G = An−m (actuando en {m + 1,m + 2, · · · , n}) es simple, no abeliano y
conmuta con Γ. Por lo tanto, (kSn)J o kAm−4#kAn−m no es una extensión abeliana pero es una
extensión de un álgebra de Hopf triangular por una cotriangular.
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Ejemplo 4.6.3. Sea Fq un cuerpo finito con q elementos. Sean n, r ∈ N, s ∈ N ∪ {0} tales que
n = 3 + r + s, r > 2, (r, q − 1) = 1 y (r, q) 6= (2, 2). Sea
N = PSLn(Fq) = SLn(Fq)/{λIn : λ ∈ Fq, λn = 1}.
Sea Fq× × Fq× ' S =


Ir
x 0 0
0 y 0
0 0 (xy)−1
Is
 : x, y ∈ Fq×

< N , 1 6= ω ∈ H2(Ŝ,k×) y
J ∈ kS ⊗ kS el correspondiente twist. Como r > 2, (r, q − 1) = 1 y (r, q) 6= (2, 2),
Γ =

A I3
Is
 : A ∈ SLr(Fq)
 ' PSLr(Fq) < N
es simple y no abeliano. Ahora supongamos que s > 2; entonces
M =

Ir I3
B
 : B ∈ SLs(Fq)
 ' PSLs(Fq) < N
es no abeliano y conmuta con Γ y S. Por el Lema 4.4.1, (kPSLn(Fq))JokSLr(Fq) no es triangular ni
cotriangular; por la Proposición 4.4.3, no es una extensión abeliana; y es de longitud 2. Supongamos
que s > 2, (s, q−1) = 1 y (s, q) 6= (2, 2). Entonces SLs(Fq) ' G =

Ir I3
B
 : B ∈ SLs(Fq)

es simple, no abeliano y conmuta con Γ. Por lo tanto, (kPSLn(Fq))JokSLr(Fq)#kSLs(Fq) no es una
extensión abeliana pero es una extensión de un álgebra de Hopf triangular por una cotriangular.
Observación 4.6.4. (C. Galindo). Sea S < N abeliano, ω ∈ H2(Sˆ,k×) y J el correspondiente
twist. Sean G,Γ < CN (S) tales que Γ ∩ Z(N) = 1 = G ∩ Z(N) y θ : Γ → AutHopf(kN)J y
µ : G → AutHopf(kN)J como antes. Entonces (kN)J o kΓ ' (kN o kΓ)J˜ como álgebras de Hopf,
donde J˜ = Ji ⊗ 1 ⊗ J i ⊗ 1. Como (kN o kΓ)J˜ es grupo-teorética, las extensiones de longitud
2 en los Ejemplos 4.6.1, 4.6.2 y 4.6.3 son grupo-teoréticas. Los ejemplos de longitud 3 también
son grupo-teoréticas. De hecho, (kN)J o kΓ#kG ' k(N o G)J˜ o kΓ como álgebras de Hopf,
donde k(N o G)J˜ o kΓ es el coproducto semidirecto definido por θ˜ : Γ → AutHopf(k(N o G))J˜ ,
θ˜(γ)(n, g) = (θ(γ)(n), g), para todo γ ∈ Γ, n ∈ N, g ∈ G, ver Observación 4.2.3. Como antes,
k(N o G)J˜ o kΓ ' (k(N o G) o kΓ)˜˜J , donde ˜˜J = Ji ⊗ 1 ⊗ 1 ⊗ J i ⊗ 1 ⊗ 1, y por lo tanto es
grupo-teorética.
Observación 4.6.5. (A. Davydov). Sean J un twist en kN ,K ∈ kN⊗kN adN -invariante e invertible
y φ ∈ AutN tales que (φ ⊗ φ)(J) = JK. Entonces φ ∈ AutHopf(kN)J . De hecho, notemos que
1 = (φ ⊗ φ)(JJ−1) = JK(φ ⊗ φ)(J−1), y como K y J son invertibles (φ ⊗ φ)(J−1) = K−1J−1.
Entonces
(φ⊗ φ)∆J(n) = (φ⊗ φ)(J−1(n⊗ n)J) = (φ⊗ φ)(J−1)(φ(n)⊗ φ(n))JK
= K−1J−1(φ(n)⊗ φ(n))JK = J−1(φ(n)⊗ φ(n))J = ∆J(φ(n)),
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donde en la penúltima igualdad usamos que K es adN -invariante.
En nuestros casos, N es simple y no abeliano o N = Sn con n > 2, luego K ⊆ Z(N) = 1. La
existencia de otros elementos en AutHopf(kN)J podría proveer nuevos ejemplos de extensiones de
longitud 2.
Pregunta 10. ¿Qué es AutHopf(kN)J?
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Capítulo 5
Ejemplos de álgebras de Hopf con la
propiedad de Chevalley dual
En este capítulo presentamos ejemplos de álgebras de Hopf de dimensión finita con la propiedad
de Chevalley dual, [AGM].
Definición 5.0.1. Un álgebra de Hopf H tiene la propiedad de Chevalley dual si el producto
tensorial de dos H-comódulos simples es semisimple.
El dual de esta noción fue introducido por Andruskiewitsch, Etingof, y Gelaki en [AEG], y es
motivada por un teorema de Chevalley que dice que el producto tensorial de dos kG-módulos simples
es semisimple (G es un grupo no necesariamente finito). Veamos una formulación equivalente de la
propiedad de Chevalley dual.
Proposición 5.0.2. Sea H un álgebra de Hopf de dimensión finita. Son equivalentes:
i) H tiene la propiedad de Chevalley dual.
ii) H0 es una subálgebra de Hopf de H.
Demostración. [AEG, Proposition 4.2].
Clases particulares son las álgebras de Hopf punteadas (el corradical es un álgebra de grupo)
y las copunteadas (el corradical es el álgebra de funciones en un grupo finito o reductivo). Hay
ejemplos de álgebras de Hopf que no cumplen esta propiedad, como los duales de los núcleos de
Frobenius-Lusztig.
Queremos dar ejemplos de álgebras de Hopf con la propiedad de Chevalley dual que no sean
puntedas ni copunteadas. Si conocemos ejemplos de:
1. G un grupo finito y V ∈ kGkGYD tal que dimB(V ) <∞,
2. H un álgebra de Hopf semisimple tal que HHYD '⊗ kGkGYD,
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entonces el funtor F : kGkGYD → HHYD preserva álgebras de Nichols, i. e., F(B(V )) ' B(F(V )) y
si V ′ = F(V ), entonces dimB(V ′) < ∞. Además A(V ′) = B(V ′)#H es un álgebra de Hopf de
dimensión finita con A(V ′)0 ' H.
Ejemplos de G y V como en 1. son conocidos en la literatura. En la Tabla 5.1 hay ejemplos de
tales grupos y el álgebra de Nichols de dimensión finita viene de un pecio. La Tabla 5.2 es separada
de la primera tabla, pues se conocen familias de ejemplos de álgebras de Nichols de dimension finita
cuyos módulos Yetter-Drinfeld se realizan sobre grupos diedrales, pero este módulo no viene de un
pecio sino que es de tipo diagonal. Más ejemplos de álgebras de Hopf con la propiedad de Chevalley
dual con espacios vectoriales trenzados de tipo diagonal se pueden encontrar en [CDMM, Mo].
Tabla 5.1
(X,q) dimB(V ) Referencia G
(D3,−1) 12 [MS] S3
(Q5,2,−1), (Q5,3,−1) 1280 [AG] C5 o2 C4
(O42,−1), (O42, χ) (O44,−1) 576 [FK, MS] S4
(O52,−1), (O52, χ) 8294400 [FK, G1, GG] S5
(T ,−1) 72 [G] A4 × C2
(Q7,3,−1), (Q7,5,−1) 326592 [G1] C7 o3 C6
Tabla 5.2
dimB(V ) Referencia G
<∞ [FG] D4t, t > 3
Para encontrar ejemplos como en 2., dada un álgebra de Hopf semisimple H y un grupo finito
G, sabemos que las categorías HHYD y kGkGYD son equivalentes como categorías tensoriales trenzadas
si y sólo si H ∼Mor kG. Ahora, por la Observación 3.6.12, si H es un álgebra de Hopf tal que
H ∼Mor kG entonces H es grupo-teorética; recíprocamente, si H es grupo-teorética con ω = 1,
entonces H ∼Mor kG.
5.1. Álgebras de Hopf cuyo coradical es una subálgebra de Hopf
Sea G un grupo finito. Estamos interesados en álgebras de Hopf grupo-teoréticas H con ω = 1
tales que H ∼Mor kG. Más precisamente, consideramos el Teorema 3.6.8 con ω = 1 e introducimos
la siguiente definición.
Definición 5.1.1. Un dato grupo-teorético para G es una colección (F, α,Γ, β) donde F,Γ < G,
α ∈ H2(F,k×) y β ∈ H2(Γ,k×), satisfacen
G = FΓ;
α|F∩Γ · β|F∩Γ−1 es no-degenerado en F ∩ Γ.
Sea (F, α,Γ, β) un dato grupo-teorético para G y elegimos representantes α, β. Por el Teorema
3.6.8, podemos describir un funtor de fibra de C(G,ω;F, α) y por dualidad Tannakiana, existe un
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álgebra de Hopf H = HGαβ(F,Γ) con CorepH tensorialmente equivalente a C(G, 1;F, α), y por lo
tanto H ∼Mor kG; decimos que H es un álgebra de Hopf grupo-teorética sobre G. A menos de iso-
morfismo,H sólo depende de las clases α y β; entonces denotamosH = HGαβ(F,Γ). Recíprocamente,
sea H tal que H ∼Mor kG. Entonces RepH ∼Mor RepG ∼Mor vecG. O sea, RepH es tensorialmente
equivalente a EndvecG(veckβΓ) '⊗ kβΓ(vecG)kβΓ = C(G, 1; Γ, β). Por lo tanto H ' HGβ α(Γ, F ), para
algún dato grupo teorético (Γ, β, F, α).
Ahora definimos una relación de equivalencia de datos grupo-teoréticos.
Sea θ ∈ AutG y γ ∈ H2(G, k×). Si (F, α,Γ, β) es un dato grupo-teorético para G, enton-
ces (θ(F ), θ∗(αγ|F ), θ(Γ), θ∗(βγ|Γ)) también lo es. Aquí θ∗(αγ|F ) es el cociclo pushforward , i. e.
θ∗(αγ|F )(θ(a), θ(b)) = α(a, b)γ(a, b), para a, b ∈ F y análogamente para θ∗(βγ|Γ). Sean DGTG
el conjunto de los datos grupo-teoréticos para G y AutG n H2(G,k×) el producto semidirecto
de grupos asociado al homomorfismo ϕ : AutG → AutH2(G, k×), dado por ϕ(θ) = γ ◦ (θ, θ),
para todo θ ∈ AutG. O sea AutG n H2(G, k×) = AutG × H2(G, k×) con producto dado por
(θ, γ)(θ′, γ′) = (θ ◦ θ′, ϕ(θ′)(γ)γ′), para todo θ, θ′ ∈ AutG, γ, γ′ ∈ H2(G, k×). Entonces
· : AutGnH2(G, k×)×DGTG → DGTG
((θ, γ), (F, α,Γ, β)) 7→ (θ(F ), θ∗(αγ|F ), θ(Γ), θ∗(βγ|Γ))
es una acción a izquierda del grupo AutGnH2(G,k×) en el conjunto de los datos grupo-teoréticos
para G. De hecho,
(id, 1) · (F, α,Γ, β) = (F, id∗(α),Γ, id∗(β)) = (F, α,Γ, β),
y para todo γ, γ′ ∈ H2(G, k×), θ, θ′ ∈ AutG, tenemos por un lado
(θ, γ) · ((θ′, γ′) · (F, α,Γ, β)) = (θ, γ) · (θ′(F ), θ′∗(αγ′|F ), θ′(Γ), θ′∗(βγ′|Γ))
= (θ(θ′(F )), θ∗(θ′∗(αγ′|F )γ|θ′(F )), θ(θ′(Γ)), θ∗(θ′∗(βγ′|Γ)γ|θ′(Γ)));
y por otro lado,
(θ, γ)(θ′, γ′) · (F, α,Γ, β) = (θ ◦ θ′, ϕ(θ′)(γ)γ′) · (F, α,Γ, β)
= ((θ ◦ θ′)(F ), (θ ◦ θ′)∗(α(ϕ(θ′)(γ)γ′)|F ), (θ ◦ θ′)(Γ), (θ ◦ θ′)∗(β(ϕ(θ′)(γ)γ′)|Γ)).
Para todo a, b ∈ G,
(θ ◦ θ′)∗(α(ϕ(θ′)(γ)γ′)|F )((θ ◦ θ′)(a), (θ ◦ θ′)(b)) = α(a, b)(ϕ(θ′)(γ)γ′)(a, b)
= α(a, b)γ(θ′(a), θ′(b))γ′(a, b)
= θ′∗(αγ′|F )(θ′(a), θ′(b))γ(θ′(a), (θ′(b))
= θ∗(θ′∗(αγ′|F )γ|θ′(F ))((θ ◦ θ′)(a), (θ ◦ θ′)(b)).
Luego, la afirmación sigue. Decimos que dos datos grupo-teoréticos son equivalentes si ellos perte-
necen a la misma órbita por esta acción.
Lema 5.1.2. Sea (F, α,Γ, β) un dato grupo-teorético para G.
i) Si θ ∈ AutG y γ ∈ H2(G, k×), entonces como álgebras de Hopf
HGαβ(F,Γ) ' HGθ∗(αγ|F ) θ∗(βγ|Γ)(θ(F ), θ(Γ)).
O sea, datos grupo-teoréticos equivalentes producen álgebras de Hopf isomorfas.
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ii) HGαβ(F,Γ)∗ ' HGβ α(Γ, F ).
iii) HGαβ(F,Γ) es coconmutativa (respectivamente, conmutativa) si y sólo si F C G es abeliano
y α ∈ H2(F,k×)adG (respectivamente, Γ C G es abeliano y β ∈ H2(Γ, k×)adG). Si H =
HGαβ(F,Γ) es coconmutativa entonces kG(H) ∼Mor kG y todo G′ tal que kG′ ∼Mor kG es de
esta forma.
iv) HGα 1(F,G) es un twist de kG y todo twist es de esta forma.
v) Si F ∩ Γ = 1, entonces HGαβ(F,Γ) es una extensión abeliana de kF por kΓ:
kF ↪→ HGαβ(F,Γ) kΓ.
Demostración. i) Sea H = HGαβ(F,Γ), C = vecG, A = kαF y B = kβΓ. Como (F, α,Γ, β) es un
dato grupo-teorético, por el Teorema 3.6.8, el rango de ACB es uno. Entonces ACB ' vec como
categorías abelianas. Luego End(ACB) ' End(vec) '⊗ vec. De esto se sigue que la acción de ACA
sobre ACB induce un funtor tensorial de ACA a vec, que es el funtor de fibra asociado a H. Tenemos
que H es la reconstrucción Tannakiana del funtor de fibra
C(G, 1;F, α) =A CA → End(ACB).
Si (θ, γ) ∈ AutGnZ2(G, k×), entonces inducimos un automorfismo tensorial (θ∗, γ) : vecG → vecG
dado por
kg 7→ kθ(g), γkg ,kh := γ(g, h) idkθ(gh) : kθ(g) ⊗ kθ(h) → kθ(gh).
Como A es un álgebra en C, entonces θ∗(A) = ⊕g∈F kθ(g) es un álgebra en C con multiplicación
uθ(g)uθ(h) = γ(g, h)α(g, h)uθ(gh). El automorfismo tensorial (θ∗, γ) induce una equivalencia tensorial
(θ∗, γ) : ACA → θ∗(A)Cθ∗(A) tal que el siguiente diagrama de funtores tensoriales conmuta:
ACA
θ∗

// End(ACB)
Id

θ∗(A)Cθ∗(A) // End(θ∗(A)Cθ(B)).
(5.1)
La reconstrucción Tannakiana de θ(A)Cθ(A) → End(θ(A)Cθ(B)) es HGθ∗(αγ|F ) θ∗(βγ|Γ)(θ(F ), θ(Γ)), en-
tonces por formalismo Tannakiano y la conmutatividad del diagrama (5.1), las álgebras de Hopf
HGαβ(F,Γ) y HGθ∗(αγ|F ) θ∗(βγ|Γ)(θ(F ), θ(Γ)) son isomorfas.
ii) Sea (F, α,Γ, β) un dato grupo-teorético para G. Tenemos dos categorías de fusión asociadas
kαF (vecG)kαF , kβΓ(vecG)kβΓ y la categoría bimódulo de rango uno kαF (vecG)kβΓ. El álgebra de
Hopf HGαβ(F,Γ) (resp. HGβ α(Γ, F )) es por definición la reconstrucción Tannakiana de kαF (vecG)kαF
(resp. kβΓ(vecG)kβΓ) respecto al funtor de fibra definido por la categoría módulo a izquierda (resp.
a derecha) kαF (vecG)kβΓ. Ahora, sigue de [Y, Appendix C] que HGαβ(F,Γ)∗ ' HGβ α(Γ, F ).
iii) Un álgebra de Hopf semisimple H es coconmutativa, respectivamente conmutativa, si y
sólo si CorepH, respectivamente RepH, es punteada, ver el Ejemplo 2.2.18. Por el Teorema 3.6.6,
C(G, 1;F, α) es punteada si y sólo si F es un subgrupo abeliano normal de G y α es adG-invariante,
lo que implica la primera afirmación. Si H = HGαβ(F,Γ) es coconmutativa, entonces H ' kG(H) y
57 5.1. Álgebras de Hopf cuyo coradical es una subálgebra de Hopf
por construcción H ∼Mor kG, luego kG(H) ∼Mor kG. Recíprocamente, si G′ es tal que kG′ ∼Mor
kG, entonces RepkG′ ∼Mor vecG. Luego, existen Γ < G y β ∈ H2(Γ,k×) tales que CorepkG′ '
Rep kG′ ' kβΓ(vecG)kβΓ = C(G, 1; Γ, β). Por tanto HGβ α(Γ, F ) ' kG
′ y por ende, HGαβ(F,Γ) ' kG′.
iv) La categoría de fusión
RepHGα 1(F,G) ' CorepHG1α(G,F ) ' C(G, 1;G, 1) = kG(vecG)kG
es tensorialmente equivalente a RepkG. Entonces, por el Teorema 3.1.2 HGα 1(F,G) es twist equi-
valente a kG. Recíprocamente, si H ' (kG)J , entonces RepH ' RepG ' C(G, 1;G, 1). Luego
H ' HGα 1(F,G) para algún F < G y α ∈ H2(F,k×) no-degenerado.
v) Sea A una extensión de kF por kΓ con 3-cociclo ω. Por la Observación 3.6.10, H =
HGαβ(ω, F,Γ) ' (AJ(β))α y H es una extensión de kF por kΓ con 3-cociclo ω. Dado que la ex-
tensión kF ./ kΓ tiene 3-cociclo 1, HGαβ(F,Γ) resulta una extensión abeliana.
Debemos calcular todos los datos grupo-teoréticos de algunos grupos específicos y entonces
determinar las clases de isomorfismos de las correspondientes álgebras de Hopf grupo-teoréticas.
Presentamos ahora algunos resultados auxiliares para este fin.
Observación 5.1.3. Sea (F, α,Γ, β) un dato grupo-teorético para G. Si γ ∈ H2(G,k×), tal que
γ|F = α−1 entonces (F, α,Γ, β) y (F, 1,Γ, βγ|Γ) son equivalentes, así HGαβ(F,Γ) ' HG1βγ|Γ(F,Γ). De
hecho, (id, γ) · (F, α,Γ, β) = (F, 1,Γ, βγ|Γ). Lo mismo resulta con Γ en lugar de F .
Lema 5.1.4. Sean (F, α,Γ, β) un dato grupo-teorético, H = HGαβ(F,Γ) y K = {g ∈ NG(F )/F :
[α] = [αg]}. Entonces la siguiente sucesión es exacta
F̂ 
 // G(H) // // K . (5.2)
Demostración. Dado que G(H) es isomorfo al grupo de objetos invertibles en la categoría tensorial
CorepH ' C(G, 1;F, α), la afirmación sigue del Teorema 3.6.13.
En particular, por la definición de la acción y del cociclo dados en la Sección 3.6.1, si α = 1,
entonces G(H) ' F̂ oNG(F )/F .
Lema 5.1.5. Sea G′ un grupo finito. Sean (F, α,Γ, β) y (F ′, α′,Γ′, β′) dos datos grupo-teoréticos
para G y G′ respectivamente. Entonces RepHGαβ(F,Γ) y RepHG
′
α′ β′(F ′,Γ′) son equivalentes como
categorías tensoriales si y sólo si existe una categoría (vecG, vecG′)-bimódulo invertible X tal que
X vecG′M(Γ′, β′) 'M(Γ, β) (5.3)
como categorías vecG-módulos a izquierda.
Demostración. Recordemos que RepHGαβ(F,Γ) ' C(G, 1; Γ, β) y RepHG
′
α′ β′(F ′,Γ′) ' C(G′, 1; Γ′, β′)
son equivalencias tensoriales. Sabemos que C(G, 1; Γ, β) = EndvecG(M(Γ, β)) y C(G′, 1; Γ′, β′) =
Endvec′G(M(Γ′, β′)), ver Ejemplo 2.5.6. Si T : EndvecG(M(Γ, β))→ Endvec′G(M(Γ′, β′)) es una equi-
valencia tensorial, entonces por la Proposición 2.6.9, X = FunEndvecG′ (M(Γ′,β′))(M(Γ
′, β′),M(Γ, β)T )
es una categoría (vecG, vecG′)-bimódulo invertible. Por la Observación 2.6.8, vale (5.3). Recípro-
camente, si X es una categoría (vecG, vecG′)-bimódulo invertible tal que (5.3) es una equivalencia
de categorías vecG-módulos a izquierda, entonces por la Observación 2.6.8, existe una equivalencia
tensorial entre EndvecG(M(Γ, β)) y EndvecG′ (M(Γ′, β′)).
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5.2. Álgebras de Hopf grupo-teoréticas sobre C3 o C6
El grupo S3 tiene un módulo de Yetter-Drinfeld V con dimB(V ) = 12 [MS], pero no hay
álgebras de Hopf grupo-teoréticas sobre S3 no triviales. En efecto, la clasificación de las álgebras
de Hopf de dimensión 6 = |S3| es conocida: kC6, kS3 y kS3 . Por la Observación 3.6.2, kS3 no es
Morita-equivalente a kC6. Por el Ejemplo 3.6.3, kS3 ∼Mor kS3. Por lo tanto las únicas álgebras de
Hopf grupo-teoréticas sobre S3 son kS3 y kS3 .
Sin embargo el espacio vectorial trenzado V puede ser realizado como un módulo de Yetter-
Drinfeld sobre Gm = C3oC2m, m ∈ N, ver Proposición 2.4.12. El menor grupo donde hay ejemplos
no triviales es G = C3 o C6. Recordamos que la clasificación de las álgebras de Hopf semisimples
de dimensión 18 es conocida [Ma2].
Sea ξ ∈ G3, L = C2 = 〈x〉, N = C3×C3 = 〈a〉×〈b〉. El álgebra de Hopf A18,ξ, definida en [Ma2,
1.2], es la extensión abeliana asociada al par de grupos apareados (L,N, ., /) donde . : N ×L→ L
es trivial, / : N × L → N es dada por aibj / x = aib−j y cociclos σ : L × L → (kN )× trivial y
τ : N ×N → (kL)× dado por τ(aibj , arbs) = δ1 + ξjrδx. En consecuencia, G = C3 o C6 = 〈x, a, b〉.
Además, A18,ξ ' A18,η ⇐⇒ |ξ| = |η| [Ma2, 1.5].
Proposición 5.2.1. Las álgebras de Hopf grupo-teoréticas sobre G no triviales son A18,ξ y (A18,ξ)∗,
ξ ∈ G′3.
Demostración. Dado que |G| = 2× 32, el único subgrupo no trivial con un 2-cociclo no-degenerado
es N ' C3 × C3. Sea M = 〈x, b〉 ' S3. Sea (F, α,Γ, β) un dato grupo-teorético para G; entonces
F ∩ Γ es 1 o N .
Caso 1. F ∩ Γ = 1. A menos de conjugación, (F,Γ) o (Γ, F ) es uno de los siguientes pares
(L,N) (5.4)
(〈b〉, 〈x, a〉) (5.5)
(〈a〉,M) (5.6)
(〈ab〉,M) (5.7) (〈ab〉, 〈x, a〉) (5.8)
Si (F,Γ) es como en (5.5), (5.6), FCG entonces HGαβ(F,Γ) es coconmutativa, cf. Lema 5.1.2 iii).
Si (F,Γ) es como en (5.7), F 6 G y Γ no es abeliano, por tantoH = HGαβ(F,Γ) es no trivial. Además
como H2(C3, k×) = 1 = H2(S3, k×), por el Lema 5.1.4, G(H) ' C3o(C3×C3)/C3 ' C3oC3; y una
vez que [F,NG(F )] = 1, G(H) ' C3 ×C3. Ahora, G(H∗) ' Ŝ3 oG/S3 ' C2 oC3 = C2 ×C3 = C6.
Si (F,Γ) es como en (5.8), F,Γ 6 G, por tanto H = HGαβ(F,Γ) es no trivial. Análogamente al
caso anterior, G(H) ' C3 × C3. Además G(H∗) ' C6 o C6/C6 ' C6.
Si (F,Γ) es como en (5.4), F 6 G, H2(N, k×) ' C3 y H2(N, k×)adG = 1, entonces H =
HG1β(G,N), β 6= 1, es no trivial. Además, estos cociclos dan lugar a álgebras de Hopf isomorfas.
Tenemos que G(H) ' C2 o C6/C2 ' C2 × C3 = C6. Para calcular G(H∗), vemos que K = {g¯ ∈
NG(N)/N : [γ] = [γg],∀γ ∈ H2(N, k×)} = 1. Luego G(H∗) ' C3 × C3.
Caso 2. F ∩ Γ = N , por lo que (F,Γ) es (N,G) –denotado por (5.9)– o (G,N). Dado que
H2(N, k×) ' C3 y H2(N, k×)adG = 1, H = HGβ 1(N,G), β 6= 1, es no-trivial. Además, estos cociclos
dan lugar a álgebras de Hopf isomorfas. Tenemos que G(H∗) ' Ĝ ' C6. De hecho, la abelianización
de G, Gab ' (Cab3 )C6 × Cab6 ' C3/{(h · n)n−1 : n ∈ C3, h ∈ C6} × C6 ' C/C3 × C6 ' C6, una vez
que la acción de C6 en C3 no es trivial. Para el cálculo de G(H), análogamente al caso anterior
K = 1, luego G(H) ' C3 × C3.
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Luego tenemos las siguientes posibilidades:
# F α Γ β G(H) G(H∗)
(5.4) L ' C2 1 N ' C3 × C3 6= 1 C6 C3 × C3
(5.7) 〈ab〉 ' C3 1 M ' S3 1 C3 × C3 C6
(5.8) 〈ab〉 1 〈x, a〉 ' C6 1 C3 × C3 C6
(5.9) N 6= 1 G 1 C3 × C3 C6
Por [Ma2, 2.3, 2.5], dado que |G(H)| = 9, (5.4)∗ ' (5.7) ' (5.8) ' (5.9) ' A18,ξ; dado que
|G(H)| = 6, (5.4) ' (5.7)∗ ' (5.8)∗ ' (5.9)∗ ' (A18,ξ)∗.
Por lo tanto A18,ξ ' (5.9) es un twist de kG. Recordamos que levantamientos de B(V )#kG,
donde V es como antes, son clasificados (y hay no triviales) [GIV].
Proposición 5.2.2. Las álgebras de Hopf A18,ξ y (A18,ξ)∗ tienen un módulo de Yetter-Drinfeld no
nulo V con dimB(V ) <∞. Bosonizando, obtenemos nuevas álgebras de Hopf con la propiedad de
Chevalley dual de dimensión 216.
La clasificación de todos los levantamientos de B(V )#A18,ξ sigue de [GIV] (y hay no triviales).
Observación 5.2.3. Vimos en la prueba de la Proposición 5.2.1 que si (F,Γ) es como en (5.5) o
(5.6), entonces H es coconmutativa. Calculando G(H), tenemos que G(H) ' G. Luego por el Lema
5.1.2 iii), no existe un grupo G′ 6' G con kG′ ∼Mor kG.
5.3. Álgebras de Hopf grupo-teoréticas sobre C5 o2 C20
El grupo G = C5 o2 C4 tiene dos módulos Yetter-Drinfeld Vj , j = 2, 3, con dimB(Vj) = 1280
[AG]; Vj es un espacio vectorial trenzado con pecio Q5,j y cociclo −1, y V2 ' V ∗3 en kGkGYD. Pero un
álgebra de Hopf grupo-teorética sobre C5 o2 C4 ' C5 o3 C4 es trivial. En efecto, un subgrupo no
trivial de C5 o2 C4 no admite un 2-cociclo no-degenerado, (alternativamente, no existen álgebras
de Hopf triangulares no triviales de dimensión 20 [Ge, N5]). Por lo tanto tales álgebras de Hopf
grupo-teoréticas deben ser extensiones abelianas, y éstas son triviales.
Sin embargo, el espacio vectorial trenzado Vj , j = 2 o 3, puede ser realizado como módulo de
Yetter-Drinfeld sobre C5 o2 C4m ' C5 o3 C4m, m ∈ N, ver Proposición 2.4.12. El menor grupo
donde hay ejemplos no triviales es G = C5 o2 C20.
Proposición 5.3.1. Las álgebras de Hopf grupo-teoréticas sobre G = C5 o2 C20 no triviales están
dadas por los datos grupo-teoréticos en la Tabla 5.3.
Pregunta 11. ¿Es cierto que 5.3.a ' 5.3.d ' 5.3.f ' 5.3.h?
Demostración. Sea G = 〈a, b, x〉, donde |a| = |b| = 5, |x| = 4, a es central y xbx−1 = b2. Entonces
N = 〈a, b〉 ' C5 × C5 es un 5-subgrupo de Sylow normal. Dado que G no tiene ningún subgrupo
isomorfo a C2×C2, el único subgrupo no trivial con un 2-cociclo no-degenerado es N . Sea (F, α,Γ, β)
un dato grupo-teorético para G; entonces F ∩ Γ es 1 o N .
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Tabla 5.3: Datos grupo-teoréticos para C5 o2 C20
# F α Γ β G(H)
5.3.a 〈x〉 ' C4 1 N ' C5 × C5 6= 1 C20
5.3.b N 6= 1 〈x〉 1 C5 × C5
5.3.c 〈ab〉 ' C5 1 〈b, x〉 ' C5 o C4 1 C5 × C5
5.3.d 〈b, x〉 1 〈ab〉 1 C20
5.3.e 〈ab〉 ' C5 1 〈x3a2〉 ' C20 1 C5 × C5
5.3.f 〈x3a2〉 1 〈ab〉 1 C20
5.3.g N ' C5 × C5 6= 1 G 1 C5 × C5
5.3.h G 1 N 6= 1 C20
Caso 1. F ∩ Γ = 1. A menos de conjugación, (F,Γ) o (Γ, F ) es uno de los siguientes pares
(〈x〉, N) (5.10)
(〈b〉, 〈x3a2〉) (5.11)
(〈a〉, 〈b, x〉) (5.12)
(〈ab〉, 〈b, x〉) (5.13) (〈ab〉, 〈x
3a2〉). (5.14)
Si (F,Γ) es como en (5.10), F 6 G, H2(F,k×) = 1, H2(Γ, k×)adG = 1 y H2(Γ,k×) ' C5,
entonces H = HG1β(F,Γ), β 6= 1, es no trivial. Más aún, estos cociclos dan lugar a álgebras de
Hopf isomorfas, denotada 5.3.a. Por el Lema 5.1.4, G(H) ' C4 o C20/C4 ' C4 × C5 = C20 pues
C5 → AutC4 ' C2 debe ser el homomorfismo trivial. Para calcular G(H∗), notemos que K = 1,
luego G(H∗) ' C5 × C5.
Si (F,Γ) es como en (5.11), (5.12), FCG por lo tantoHGαβ(F,Γ) es coconmutativa, cf. Lema 5.1.2
iii). Si (F,Γ) es como en (5.13), F 6 G, H2(F,k×) = 1 = H2(Γ,k×) y Γ es no abeliano, entonces
H = HG1 1(F,Γ) es no trivial, dando 5.3.c. Por el Lema 5.1.4, G(H) ' C5o (C5×C5)/C5 ' C5×C5
pues ϕ : C5 → AutC5 ' C4 debe ser el homomorfismo trivial.
Si (F,Γ) es como en (5.14), F,Γ 6 G, H2(F,k×) = 1 = H2(Γ, k×), entonces H = HG1 1(F,Γ) es
no trivial, por tanto 5.3.e. Como F es el mismo que el caso anterior, G(H) ' C5×C5. Por el Lema
5.1.4, G(H∗) ' C20 o C20/C20 ' C20.
Caso 2. F∩Γ = N . A menos de conjugación, (F,Γ) es (N,G) o (G,N). Dado queH2(N, k×)adG = 1
y H2(N, k×) ' C5, H = HGβ 1(N,G), β 6= 1, es no trivial. Más aún, estos cociclos dan lugar a
álgebras de Hopf isomorfas, i. e. 5.3.g. Por el Lema 5.1.4, tenemos que K = 1 y G(H) ' C5 × C5;
G(H∗) ' Ĝ ' C20.
Observamos que 5.3.g es un twist de kG. Recordamos que levantamientos de B(V )#kG, donde
V es como antes, están clasificados (y hay no triviales) [GIV].
Proposición 5.3.2. Las álgebras de Hopf de la Tabla 5.3 tienen dos módulos de Yetter-Drinfeld
no nulos duales V con dimB(V ) = 1280. Bosonizando, obtenemos nuevas álgebras de Hopf con la
propiedad de Chevalley dual de dimensión 128000.
Sea H el álgebra de Hopf correspondiente a 5.3.g. La clasificación de todos los levantamientos
de B(V )#H sigue de [GIV] (y hay no triviales).
Observación 5.3.3. Vimos en la prueba de la Proposición 5.3.1 que si (F,Γ) es como en (5.11) o
(5.12), entonces H es coconmutativa. Calculando G(H), tenemos que G(H) ' G. Luego por el
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Lema 5.1.2 iii), no existe un grupo G′ 6' G con kG′ ∼Mor kG.
5.4. Álgebras de Hopf grupo-teoréticas sobre S4
La clasificación de las álgebras de Hopf punteadas de dimensión finita sobre S4 se completó en
[GG]; hay exactamente tres módulos de Yetter-Drinfeld no nulos sobre kS4 cuya álgebra de Nichols
es de dimensión finita y todos admiten deformaciones no triviales. El pecio subyacente y el cociclo
son (O42,−1), (O42, χ) o (O44,−1). Aquí nos ocupamos de las álgebras de Hopf grupo-teoréticas
sobre G = S4; dado que Out S4 = 1, necesitamos describir todos los datos grupo-teoréticos para G
a menos de conjugación, cf. Lema 5.1.2 i).
Proposición 5.4.1. La clasificación de las álgebras de Hopf grupo-teoréticas sobre S4 no triviales
está dada por los datos grupo-teoréticos en la Tabla 5.4.
Tabla 5.4: Datos grupo-teoréticos para S4
# F α Γ β G(H)
5.4.a 〈(34), (13)(24)〉 ' D4 1 〈(243)〉 ' C3 1 C2 × C2
5.4.b 〈(243)〉 ' C3 1 〈(34), (13)(24)〉 ' D4 1 S3
5.4.c 〈(12), (34)〉 ' C2 × C2 6= 1 S4 1 D4
5.4.d S4 1 〈(12), (34)〉 6= 1 C2
Demostración. Dado que |S4| = 23 × 3, todo subgrupo no trivial que admite un 2-cociclo no
degenerado es isomorfo a C2×C2. Sea (F, α,Γ, β) un dato grupo-teorético para S4; entonces F ∩Γ
es trivial o isomorfo a C2 × C2.
Caso 1. F ∩Γ = 1, i. e. (F,Γ) es una factorización exacta. A menos de conjugación, (F,Γ) o (Γ, F )
es uno de los pares
(〈(34)〉, 〈(13)(24), (243)〉) ' (C2,A4) (5.15)
(〈(243)〉, 〈(34), (13)(24)〉) ' (C3, D4), (5.16)
(〈(1324)〉, 〈(34), (243)〉) ' (C4, S3), (5.17)
(〈(14)(23), (13)(24)〉, 〈(34), (243)〉) ' (C2 × C2,S3). (5.18)
Si (F,Γ) es como en (5.18), 〈(14)(23), (13)(24)〉 C S4 entonces HS4αβ(F,Γ) es coconmutativa. Si
(F,Γ) es cualquiera de los otros casos, F no es normal en S4, A4 no es abeliano y los otros Γ
no son normales, por lo tanto HS4αβ(F,Γ) es no trivial, cf. Lema 5.1.2 iii). Además, si (F,Γ) es
como en (5.15) o (5.16), H2(F,k×) = 1 y la función restricción Res : H2(S4, k×) → H2(Γ,k×) es
suryectiva, entonces por la Observación 5.1.3 HS4αβ(F,Γ) ' HS41 1(F,Γ). Si (F,Γ) es como en (5.17),
H2(F,k×) = 1 = H2(Γ,k×), entonces el álgebra de Hopf asociada es HS41 1(F,Γ).
Caso 2. F ∩ Γ ' C2 × C2. A menos de conjugación, (F,Γ) o (Γ, F ) es uno de los pares
(〈(12), (34)〉, G) ' (C2 × C2,S4) (5.19)
(〈(14)(23), (13)(24)〉, G) ' (C2 × C2,S4) (5.20)
(〈(14)(23), (34)〉, 〈(13)(24), (243)〉) ' (D4,A4). (5.21)
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Si (F,Γ) es como en (5.20), H = HS4α 1(F,S4) es coconmutativa por el Lema 5.1.2 iii); pero si es
como en (5.19), entonces H (un twist de kS4) es no trivial dado que F 6 S4. Ahora supongamos que
(F,Γ) es como en (5.21). Si α ∈ H2(D4,k×) ' C2 ' H2(A4, k×) 3 β, entonces α|F∩Γ · β|F∩Γ−1 6= 1
sii α 6= 1 y β = 1, o viceversa. Por el Lema 5.1.2 iii), HS4α 1(F,Γ) y HS41β(F,Γ) son no triviales, dado
que F y A4 no son abelianos. Por la Observación 5.1.3, HS4α 1(F,Γ) ' HS41β(F,Γ).
Si (Γ, F ) es cualquiera de lo casos (5.15), . . . , (5.21) arriba, entonces HS4β α(Γ, F ) es dual a
H = HS4αβ(F,Γ) por el Lema 5.1.2 ii). En conclusión, tenemos las siguientes álgebras de Hopf no
triviales (por abuso de notación):
(5.15) :HS41 1(C2,A4), (5.15)
∗ :HS41 1(A4, C2);
(5.16) :HS41 1(C3, D4), (5.16)
∗ :HS41 1(D4, C3);
(5.17) :HS41 1(C4,S3), (5.17)
∗ :HS41 1(S3, C4);
(5.19) :HS4α 1(C2 × C2,S4), (5.19)∗ :HS41β(S4, C2 × C2);
(5.21) :HS41β(D4,A4), (5.21)
∗ :HS4α 1(A4, D4).
Por el Lema 5.4.2 ii), RepHS41 1(C2,A4) = C(S4, 1;A4, 1) ' RepHS41 1(D4, C3) = C(S4, 1;C3, 1)
' RepHS41β(D4,A4) = C(S4, 1;A4, β). Por el Teorema 3.1.2, las álgebras de Hopf (5.15), (5.16)∗ y
(5.21) son twist-equivalentes. Por el Teorema 3.6.8, los funtores de fibra de C(S4, 1; 〈(234)〉, 1) están
clasificados por pares (Γ1, β1) tales que G = 〈(234)〉Γ1 y β−11 |C3∩Γ1 es no degenerado. Vimos que hay
una única factorización donde aparece el subgrupo 〈(234)〉, que es (5.16), o sea, C(S4, 1; 〈(234)〉, 1)
admite un único funtor de fibra. Entonces las álgebras de Hopf (5.15), (5.16)∗ y (5.21) son isomorfas–
esto nos da 5.4.a, con dual 5.4.b. Por el Lema 5.1.4, G(H) ' C2 o (C2 × C2)/C2 ' C2 × C2 y
G(H∗) ' Â4 o S4/A4 ' C3 oC2 ' S3; aquí sabemos que la acción es no trivial usando el GAP(ver
Apéndice, Programa 6).
Por el Lema 5.4.2 i), RepHS41 1(C4, 〈(34), (243)〉) = C(S4, 1; 〈(34), (243)〉, 1) ' C(S4, 1;S4, 1)
= RepHS4α 1(C2 × C2, S4). Por el Teorema 3.1.2, las álgebras de Hopf (5.17) y (5.19) son twist-
equivalentes. Pero vimos anteriormente que kS4 admite un único twist no trivial, por lo tanto las
álgebras de Hopf (5.17) y (5.19) son isomorfas–esto nos da 5.4.c, con dual 5.4.d. Por el Lema 5.1.4,
G(H) ' C4 o D4/C4 ' C4 o C2 ' D4; sabemos que la acción es no trivial usando el GAP (ver
Apéndice, Programa 6). Además G(H∗) ' Ŝ3oS3/S3 ' C2. Observando los varios G(H), podemos
concluir que las álgebras de Hopf en la Tabla 5.4 no son isomorfas.
Lema 5.4.2. i) C(S4, 1; 〈(34), (243)〉, 1) '⊗ C(S4, 1;S4, α) '⊗ RepS4, α ∈ H2(S4,k×).
ii) C(S4, 1; 〈(234)〉, 1) '⊗ C(S4, 1;A4, β), donde β ∈ H2(A4, k×).
Demostración. i) Por el Lema 5.1.5, basta ver que existe una categoría vecS4-bimódulo invertible
X tal que
X vecS4 M(〈(34), (243)〉, 1) 'M(S4, α),
dado que C(S4, 1;S4, α) '⊗ Rep S4 para todo α ∈ H2(S4,k×). Por la Observación 2.6.10 i), sea X
una categoría bimódulo invertible tal que como categoría vecS4-módulo a derecha X = M(N, τ),
donde N es el subgrupo de Klein normal de S4, τ ∈ H2(N, k×). Como (F,Γ) = (N, 〈(34), (243)〉)
es una factorización exacta de S4, hay solamente un elemento en F\G/Γ. El elemento (F,Γ) es un
representante, g ∈ StabG(F,Γ) ⇔ (F,Γ) = g · (F,Γ) = (Fg−1, gΓ) ⇔ g ∈ F ∩ Γ = 1. Luego, el
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estabilizador es trivial y por la Observación 2.6.10 ii), el rango deM(N, τ)vecS4M(〈(34), (243)〉, 1)
es uno (luego es indescomponible).
Las categorías vecS4-módulo indescomponibles M(S4, α) tienen rango [S4 : S4] = 1, por el
Ejemplo 2.5.6. Además vimos en este mismo ejemplo que si M es una categoría vecS4-módulo
indescomponible, entoncesM'M(F, η), η ∈ H2(S4, k×), F < S4. Y siM tiene rango 1, debemos
tener que [S4 : F ] = 1. Luego M ' M(S4, η), η ∈ H2(S4,k×). O sea, las categorías vecS4-
módulo indescomponibles de rango 1 son caracterizadas por M(S4, α), α ∈ H2(S4, k×). Por lo
tanto, X vecS4 M(〈(34), (243)〉, 1) 'M(S4, α).
ii) Nuevamente, por el Lema 5.1.5, basta ver que existe una categoría vecS4-bimódulo invertible
X tal que X vecS4 M(〈(234)〉, α) ' M(A4, β). Por la Observación 2.6.10 i), sea X una categoría
bimódulo invertible tal que como categoría vecS4-módulo a derecha X =M(N,α), donde N es el
subgrupo de Klein normal de S4. Como 〈(234)〉\G/N = {〈(234)〉N, 〈(234)〉(14)N} y el estabilizador
de cada elemento es trivial, por la Observación 2.6.10 ii) el rango deM(N,α)vecS4 M(〈(234)〉, 1)
es dos. Como M(N,α) es invertible y M(〈(234)〉, 1) es indescomponible, entonces la categoría
M(N,α)vecS4 M(〈(234)〉, 1) es indescomponible.
Por el Ejemplo 2.5.6, las categorías módulo M(A4, β) tienen rango [S4 : A4] = 2, y todas las
categorías vecS4-módulo de rango dos son de la formaM(A4, β), pues A4 es el único subgrupo de
índice 2. Luego, X vecS4 M(〈(234)〉, α) 'M(A4, β).
Proposición 5.4.3. (1) Las álgebras de Hopf grupo-teoréticas en la Tabla 5.4 tienen exactamente
tres módulos de Yetter-Drinfeld no nulos cuyas álgebras de Nichols son de dimensión finita. Bo-
sonizando, obtenemos nuevas álgebras de Hopf con la propiedad de Chevalley dual de dimensión
13824.
(2) Las álgebras de Hopf de dimensión finita con corradical isomorfo al álgebra de Hopf grupo-
teorética 5.4.c están clasificadas como las álgebras de Hopf punteadas sobre S4, ver [GG].
Observación 5.4.4. Vimos en la prueba de la Proposición 5.4.1 que si (F,Γ) es como en (5.18) o
(5.20), entonces H es coconmutativa. Calculando G(H), tenemos que G(H) ' G. Luego por el
Lema 5.1.2 iii), no existe un grupo G′ 6' G con kG′ ∼Mor kG.
5.5. Álgebras de Hopf grupo-teoréticas sobre S5
La clasificación de las álgebras de Nichols de dimensión finita sobre S5 no es conocida; hay
dos módulos de Yetter-Drinfeld no nulos sobre kS5 con álgebra de Nichols de dimensión finita
[FK, G1, GG] y un caso abierto [AFGV]. El pecio subyacente y cociclos son (O52, −1) o (O52, χ).
Aquí nos ocupamos de las álgebras de Hopf grupo-teoréticas sobre G = S5, a menos de conjugación
porque OutG = 1, cf. Lema 5.1.2 i).
Proposición 5.5.1. La clasificación de las álgebras de Hopf grupo-teoréticas sobre S5 es dada por
los datos grupo-teoréticos en la Tabla 5.5.
Demostración. Como |S5| = 23 × 3 × 5, todo subgrupo no trivial que admite un 2-cociclo no
degenerado es isomorfo a C2×C2. Sea (F, α,Γ, β) un dato grupo-teorético para S5; entonces F ∩Γ
es trivial o ' C2 × C2.
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Tabla 5.5: Datos grupo-teoréticos para S5
# F α Γ β G(H)
5.5.a 〈(45)〉 ' C2 1 〈(12345), (345)〉 ' A5 1 C2 × S3
5.5.b 〈(12345), (345)〉 1 〈(45)〉 1 C2
5.5.c 〈(12345)〉 ' C5 1 〈(345), (2435)〉 ' S4 1 C5 o C4
5.5.d 〈(345), (2435)〉 1 〈(12345)〉 1 C2
5.5.e 〈(345), (45)〉 ' S3 1 〈(12345), (2354)〉 ' C5 o C4 1 C2 × C2
5.5.f 〈(12345), (2354)〉 1 〈(345), (45)〉 1 C4
5.5.g 〈(12)(345)〉 ' C6 1 〈(12345), (2354)〉 ' C5 o C4 1 D6
5.5.h 〈(12345), (2354)〉 1 〈(12)(345)〉 1 C4
5.5.i 〈(23)(45), (24)(35)〉
' C2 × C2
6= 1 S5 1 (C2 × C2)oν S3
5.5.j S5 1 〈(23)(45), (24)(35)〉 6= 1 C2
5.5.k 〈(45), (23)〉
' C2 × C2
6= 1 S5 1 D4
5.5.l S5 1 〈(45), (23)〉 6= 1 C2
5.5.m 〈(45), (24)(35)〉
' D4
6= 1 A5 1 C2 × C2
5.5.n A5 1 〈(45), (24)(35)〉 6= 1 C2
Caso 1. F ∩Γ = 1. A menos de conjugación, (F,Γ) es 5.5.a, 5.5.c, 5.5.e o 5.5.g, o sus transposiciones
5.5.b, 5.5.d, 5.5.f o 5.5.h. Dado que A5 no es abeliano y los otros subgrupos en esta lista no son
normales, entonces HS5αβ(F,Γ) es no trivial por el Lema 5.1.2 iii). Además H
S5
αβ(F,Γ) ' HS51 1(F,Γ)
por la Observación 5.1.3. Por el Lema 5.1.4, para (F,Γ) como en 5.5.a, G(H) ' C2 o D6/C2 '
C2×D3 yG(H∗) ' Â5oS5/A5 ' C2. Para (F,Γ) como en 5.5.c,G(H) ' C5o(C5oC4)/C5 ' C5oC4
y G(H∗) ' Ŝ4 o S4/S4 ' C2. Para (F,Γ) como en 5.5.e, G(H) ' Ŝ3 o C2 ' C2 × C2 y G(H∗) '
Ĉ5 o C4o(C5oC4)/C5oC4 ' C4. Para (F,Γ) como en 5.5.g, G(H) ' C6oD6/C6 ' C6oC2 ' D6
y G(H∗) ' C4.
Caso 2. F ∩ Γ ' C2 × C2. A menos de conjugación, (F,Γ) o (Γ, F ) es 5.5.i, 5.5.k o 5.5.m. Por el
Lema 5.1.2 iii), como en los primeros dos casos F 6 S5, entonces HS5α 1(F,S5) es no trivial. Si (F,Γ)
es como en 5.5.i, por el Lema 5.1.4, K = {g¯ ∈ S4/(C2 × C2) : [α] = [αg]} ' S3 pues todo elemento
de H2(C2×C2, k×) es adG-invariante; luego G(H) ' (C2×C2)oν S3, ν ∈ H2(S3, C2×C2). Además
G(H∗) ' Ŝ5 o S5/S5 ' C2. Si (F,Γ) es como en 5.5.k, K = {g¯ ∈ D4/(C2 × C2) : [α] = [αg]} ' C2;
luego G(H) ' (C2 × C2) oν C2, y sabemos por GAP que este producto semidirecto no es directo.
O sea, tenemos un grupo no abeliano de orden 8 con un subgrupo de Klein normal, por lo tanto
G(H) ' D4. Además G(H∗) ' C2.
Ahora consideramos (F,Γ) como en 5.5.m. Si α ∈ H2(D4, k×) ' C2 ' H2(A5,k×) 3 β, entonces
α|F∩Γ · β|F∩Γ−1 6= 1 sii α 6= 1 y β = 1, o viceversa. Por el Lema 5.1.2 iii), HS5α 1(F,A5) y HS51β(F,A5)
son no triviales, pues F y A5 son no abelianos. Por la Observación 5.1.3, HS5α 1(F,A5) ' HS51β(F,A5).
Tenemos que G(H) ' D̂4 oD4/D4 ' C2 × C2 y G(H∗) ' Â5 o S5/A5 ' C2.
Si (Γ, F ) es como en cualquiera de los casos 5.5.a, 5.5.c, 5.5.e, 5.5.g, 5.5.i, 5.5.k o 5.5.m, entonces
HS5β α(Γ, F ) es dual a H = H
S5
αβ(F,Γ) por el Lema 5.1.2 ii). Observando a los G(H) concluimos que
las álgebras de Hopf en la Tabla 5.5 no son isomorfas.
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Proposición 5.5.2. Las álgebras de Hopf de la Tabla 5.5 tienen dos módulos Yetter-Drinfeld no
nulos V con dimB(V ) <∞. Bosonizando, obtenemos nuevas álgebras de Hopf con la propiedad de
Chevalley dual de dimensión 995328000.
5.6. Álgebras de Hopf grupo-teoréticas sobre A4 × C2
La clasificación de las álgebras de Nichols de dimensión finita sobre G = A4×C2 no es conocida,
pero existe V ∈ kGkGYD con dimB(V ) = 72 [G]; el pecio subyacente es T y el cociclo es −1. El grupo
AutG es isomorfo a S4, vía ϕ : S4 → AutG dado por ϕ(a)(b, i) = (aba−1, i), para todo a ∈ S4,
b ∈ A4, i ∈ C2 = {1, x}. Sea M < G,
M := 〈((13)(24), 1), ((12)(34), 1), (1, x)〉 ' C2 × C2 × C2.
Proposición 5.6.1. La clasificación de las álgebras de Hopf grupo-teoréticas sobre G = A4 × C2
corresponde a los datos grupo-teoréticos en la Tabla 5.6.
Pregunta 12. ¿Es cierto que 5.6.a ' 5.6.d ' 5.6.e ' 5.6.g ' 5.6.i ' 5.6.k?
Tabla 5.6: Datos grupo-teoréticos para G = A4 × C2.
# F α Γ β G(H)
5.6.a 〈((12)(34), x)〉 ' C2 1 A4 × 1 1 C2 × C2 × C2
5.6.b A4 × 1 1 〈((12)(34), x)〉 1 C6
5.6.c 〈((123), 1)〉 ' C3 1 M /∈ H2(F,k×)adG C6
5.6.d M /∈ H2(F,k×)adG 〈((123), 1)〉 1 C2 × C2 × C2
5.6.e 〈((14)(23), 1),
((12)(34), x)〉
' C2 × C2
1 〈((123), x)〉
' C6
1 C2 × C2 × C2
5.6.f 〈((123), x)〉 1 〈((14)(23), 1),
((12)(34), x)〉
1 C6
5.6.g 〈((13)(24), 1),
((12)(34), 1)〉
' C2 × C2
6= 1 G 1 C2 × C2 × C2
5.6.h G 1 〈((13)(24), 1),
((12)(34), 1)〉
6= 1 C6
5.6.i 〈((13)(24), x),
((12)(34), 1)〉
' C2 × C2
6= 1 G 1 C2 × C2 × C2
5.6.j G 1 〈((13)(24), x),
((12)(34), 1)〉
6= 1 C6
5.6.k M /∈ H2(F,k×)adG
α|F∩Γ 6= 1
A4 × 1 1 C2 × C2 × C2
5.6.l A4 × 1 1 M /∈ H2(Γ,k×)adG
β|F∩Γ 6= 1
C6
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Demostración. Como |G| = 23×3, todo subgrupo no trivial que admite un 2-cociclo no degenerado
es isomorfo a C2 ×C2. Sea (F, α,Γ, β) un dato grupo-teorético para S5; entonces F ∩ Γ es trivial o
isomorfo a C2 × C2.
Caso 1. F ∩ Γ = 1. A menos de automorfismo, las factorizaciones exactas (F,Γ) de A4 × C2 son
(1× C2,A4 × 1) ' (C2,A4) (5.22)
(〈((12)(34), x)〉,A4 × 1) ' (C2,A4), (5.23)
(〈((123), 1)〉,M) ' (C3, C2 × C2 × C2), (5.24)
(〈((14)(23), 1), ((12)(34), 1)〉, 〈((123), x)〉) ' (C2 × C2, C6), (5.25)
(〈((14)(23), 1), ((12)(34), x)〉, 〈((123), x)〉) ' (C2 × C2, C6), (5.26)
o sus transposiciones. Si (F,Γ) es como en (5.22) o (5.25), entonces HGαβ(F,Γ) es coconmutativa.
Si (F,Γ) es como en (5.23), F 6 G y Γ no es abeliano, entonces H = HGαβ(F,Γ) es no trivial. Por
el Lema 5.1.4, G(H) ' C2 o (C2 ×C2 ×C2)/C2 ' C2 ×C2 ×C2 y G(H∗) ' Â4 o (A4 ×C2)/A4 '
C3 o C2 ' C6, pues por GAP sabemos que este producto es directo.
Si (F,Γ) es como en (5.26), entonces HGαβ(F,Γ) es no trivial, dado que F,Γ 6 G. Por el Lema
5.1.4, G(H) ' (C2 × C2) o (C2 × C2 × C2)/(C2 × C2) ' C2 × C2 × C2, dado que [F,NG(F )] = 1.
Además G(H∗) ' C6 o C6/C6 ' C6.
Supongamos que (F,Γ) es como en (5.24). Hay seis elementos en H2(M,k×) −H2(M,k×)adG
y todos están en la misma órbita por la acción del subgrupo 〈ada〉 < AutG, donde a ∈ G −M ,
luego tenemos álgebras de Hopf isomorfas. Luego, para tal β, HG1β(F,Γ) es no trivial, pues F 6 G.
Por el Lema 5.1.4, G(H) ' C3 o C6/C3 ' C6, pues [F,NG(F )] = 1. Además, como K = 1,
G(H∗) ' C2 × C2 × C2.
Caso 2. F ∩ Γ ' C2 × C2. A menos de automorfismo, (F,Γ) o (Γ, F ) es uno de los pares
(〈((13)(24), 1), ((12)(34), 1)〉, G) ' (C2 × C2, G), (5.27)
(〈(1, x), ((12)(34), 1)〉, G) ' (C2 × C2, G), (5.28)
(〈((13)(24), x), ((12)(34), 1)〉, G) ' (C2 × C2, G), (5.29)
(M,A4 × 1) ' (C2 × C2 × C2,A4). (5.30)
Si (F,Γ) es como en (5.27) entonces HGα 1(F,G) es coconmutativa. Si (F,Γ) es como en (5.28) o
(5.29), F 6 G, entonces HGα 1(F,G) es no trivial. En ambos casos, G(H) ' (C2 ×C2)o (C2 ×C2 ×
C2)/(C2 × C2) ' C2 × C2 × C2, pues [F,NG(F )] = 1, y G(H∗) ' Ĝ ' C6.
Ahora supongamos que (F,Γ) es como en (5.30). Hay tres elementos en
X = {α ∈ H2(M,k×)−H2(M,k×)adG : α|F∩Γ 6= 1}
y 〈ada〉 < AutG, donde a ∈ G −M , actúa transitivamente en X, entonces tenemos álgebras de
Hopf isomorfas. Para α ∈ X, HGα 1(M,A4 × 1) es no trivial, dado que A4 × 1 es no abeliano. Por el
Lema 5.1.4, G(H) ' C2 × C2 × C2 y G(H∗) ' C6.
En conclusión, tenemos las álgebras de Hopf no triviales descritas por los datos grupo-teoréticos
en la Tabla 5.6.
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Aquí 5.6.g y 5.6.i son twists de kG. Recordamos que levantamientos de B(V )#kG, donde V es
como antes, están clasificados (y hay no triviales) [GIV].
Proposición 5.6.2. Las álgebras de Hopf de la Tabla 5.6 tienen un módulo de Yetter-Drinfeld no
nulo V con dimB(V ) = 72. Bosonizando, obtenemos nuevas álgebras de Hopf con la propiedad de
Chevalley dual de dimension 1728.
Sea H el álgebra de Hopf correspondiente a 5.6.g o a 5.6.i. La clasificación de todos los levan-
tamientos de B(V )#H sigue de [GIV] (y hay no triviales).
Observación 5.6.3. Vimos en la prueba de la Proposición 5.6.1 que si (F,Γ) es como en (5.22),
(5.25) o (5.27), entonces H es coconmutativa. Calculando G(H), tenemos que G(H) ' G. Luego
por el Lema 5.1.2 iii), no existe un grupo G′ 6' G con kG′ ∼Mor kG.
Observación 5.6.4. Hagamos un comentario sobre la Pregunta 12. Por [N6, 1.1.1], dada un álgebra
de Hopf semisimple H, como álgebras
H ' kn ⊕
⊕
di>1
Mdi(k)ni , (5.31)
donde n = |G(H∗)|. Vimos que si H es como en 5.6.a, 5.6.d, 5.6.e, 5.6.g, 5.6.i o 5.6.k entonces
G(H∗) ' C6 y G(H) ' C2×C2×C2. Luego, por (5.31) y argumentos de conteo, H ' k6⊕M2(k)2
como álgebras y H ' k8 ⊕M4(k)∗ o H ' k8 ⊕ (M3(k)∗)2 como coálgebras. O sea, seguramente
algunas de éstas son isomorfas entre sí y hay a lo sumo dos no isomorfas. Ver también [N6, 6.1.1].
5.7. Álgebras de Hopf grupo-teoréticas sobre C7 o3 C6
La clasificación de las álgebras de Nichols de dimensión finita sobre G = C7o3C6 no es conocida,
pero existen V3, V5 ∈ kGkGYD con dimB(Vj) = 326592, j = 3, 5, ver [G]. Los pecios subyacentes son
Q7,j , j = 3, 5; en ambos casos, el cociclo es −1. Notemos que C7 o3 C6 ' C7 o5 C6.
Existen dos álgebras de Hopf semisimples no triviales de dimensión 42, A7(2, 3) y A7(3, 2) '
A7(2, 3)∗; G(A7(3, 2)) ' G(A7(2, 3)) ' C6 y como coálgebras, A7(2, 3) ' kC6⊕(M3(k)∗)4, mientras
A7(3, 2) ' kC6 ⊕ (M2(k)∗)9, [N6, Chapter 10].
Proposición 5.7.1. Las álgebras de Hopf grupo-teoréticas sobre G no triviales son A7(2, 3) y
A7(3, 2).
Demostración. Sea (F, α,Γ, β) un dato grupo-teorético para G; entonces F ∩ Γ es trivial. A menos
de conjugación, (F,Γ) o (Γ, F ) son isomorfas a (C2, C7 o C3), (C3, D7), o (C6, C7). Por el Lema
5.1.2 iii), HG1 1(C6, C7) es trivial, mientras H := HG1 1(C2, C7 o C3) y H ′ := HG1 1(C3, D7) son no
triviales.
Por el Lema 5.1.2 v), kC7oC3   // H∗ // // kC2 . Dado que k(C7 o C3) ' k3 ⊕ (M3(k))2 como
álgebras, entonces kC7oC3 ' kC3 ⊕ (M3(k)∗)2 como coálgebras. Así H∗ ' A7(2, 3) y por lo tanto,
H ' A7(3, 2). Además, kD7   // H ′∗ // // kC3 . Dado que kD7 ' k2 ⊕ (M2(k))3 como álgebras,
entonces kD7 ' kC2 ⊕ (M2(k)∗)3 como coálgebras. Por lo tanto H ′∗ ' A7(3, 2) y luego H ′ '
A7(2, 3).
5. Ejemplos de álgebras de Hopf con la propiedad de Chevalley dual 68
Proposición 5.7.2. Cada una de las álgebras de Hopf A7(2, 3) y A7(3, 2) tiene dos módulos de
Yetter-Drinfeld no nulos V con dimB(V ) = 326592. Entonces obtenemos nuevas álgebras de Hopf
con la propiedad de Chevalley dual de dimensión 13716864.
Observación 5.7.3. Vimos en la prueba de la Proposición 5.7.1 que si (F,Γ) = (C6, C7), entonces
H∗ es coconmutativa. Calculando G(H∗), tenemos que G(H∗) ' G. Luego por el Lema 5.1.2 iii),
no existe un grupo G′ 6' G con kG′ ∼Mor kG.
5.8. Álgebras de Hopf grupo-teoréticas sobre Dn
Sea Dn = 〈r, s : rn = s2 = 1, srs = r−1〉 el grupo diedral de orden 2n, n > 3. La clasificación
de las álgebras de Hopf punteadas de dimensión finita sobre Dn es conocida solamente cuando
n = 4t > 12, t ∈ N [FG]. Aquí nos ocupamos de las álgebras de Hopf grupo-teoréticas sobre
G = Dn para todo n > 3. Resumimos abajo algunos hechos bien conocidos sobre Dn:
n impar n par
Z(Dn) 1 〈rn/2〉
AutDn {φk,l : (k, n) = 1, 0 6 l < n}; φk,l(r) = rk, φk,l(s) = srl
Subgrupos 〈rd〉, d|n; 〈rd, rks〉, d|n, 0 6 k < d
Subgrupos
a menos
de AutDn
〈rd〉, d|n; 〈rd, s〉, d|n
Subgrupos
normales
〈rd〉, d|n 〈rd〉, d|n; 〈r2, s〉; 〈r2, sr〉
[Dn, Dn] 〈r〉 〈r2〉
D̂n C2 C2 × C2
H2(Dn,C×) 1 C2 (#)
(#) Un representante de la clase no trivial es fχ ∈ Z2(Dn,k×), fχ(risj , rksl) = χ(rk)j , j ∈ {0, 1}, donde
χ : 〈r〉 → k× es un carácter de orden n.
5.8.1. Álgebras de Hopf grupo-teoréticas sobre Dn, n impar
Proposición 5.8.1. Toda álgebra de Hopf grupo-teorética sobre G = Dn, n impar, es trivial.
Demostración. Sabemos que H2(〈rd〉, k×) = 1 y dado que n es impar, H2(Dn/d,k×) = 1. Sea
(F, α,Γ, β) un dato grupo-teorético para Dn; entonces F ∩ Γ = 1.
Consideramos el caso F = 〈rd〉, d|n, y Γ = 〈re, rks〉, e|n, 0 6 k < e. Afirmamos que F ∩ Γ = 1
si y sólo si (d, e) = 1 y de = n. Si F ∩ Γ = 1, entonces 2n = |Dn| = |F | · |Γ| = nd · 2ne , o sea,
n = de. Además, como 1 = F ∩ Γ = 〈r[d,e]〉, entonces [d, e] = nλ para algún λ ∈ N. Dado que
(d, e) = de[d,e] =
n
nλ =
1
λ ; entonces (d, e) = 1. Recíprocamente, si (d, e) = 1 y de = n, entonces
[d, e] = n; luego F ∩ Γ = 〈r[d,e]〉 = 1. Por el Lema 5.1.2 iii), HDn1 1 (F,Γ) es coconmutativa pues
F CDn, abeliano y H2(〈rt〉, k×) = 1.
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Ahora consideramos el caso F = 〈rd, rks〉, d|n, 0 6 k < d, y Γ = 〈re, rls〉, e|n, 0 6 l < e. Si
F ∩ Γ = 1, entonces 2n = |Dn| = |F | · |Γ| = 2nd · 2ne , o sea de = 2n. Luego d es par o e es par; esto
es una contradicción pues n es impar. Por lo tanto no hay álgebras de Hopf grupo-teoréticas sobre
Dn no triviales.
5.8.2. Álgebras de Hopf grupo-teoréticas sobre Dn, n par
Proposición 5.8.2. La clasificación de las álgebras de Hopf grupo-teoréticas sobre G = Dn, n par,
no triviales está dada por los datos grupo-teoréticos en la Tabla 5.7.
Pregunta 13. ¿Es cierto que 5.8.a ' 5.8.c ' 5.8.e?
Tabla 5.7: Datos grupo-teoréticos para Dn, n par
# F α Γ β Condición G(H)
5.8.a 〈rd, rks〉,
d|n,
0 6 k < d
{d 6= 2 o
(d 6= n and
d 6= n2 )}
1 〈re, s〉,
e|n,
{e 6= 2 or
(e 6= n and
e 6= n2 )}
1 (d, e) = 2,
[d, e] = n,
rk /∈ 〈r2〉
Para d = 2,
(C2 × C2)o C2, si n2 es par,
C2 × C2, si n2 es impar.
Para d 6= 2,
C2 × C2, si nd es par,
C2, si nd es impar.
5.8.b 〈re, s〉,
e|n,
{e 6= 2 o
(e 6= n and
e 6= n2 )}
1 〈rd, rks〉,
d|n,
0 6 k < d
{d 6= 2 or
(d 6= n and
d 6= n2 )}
1 (d, e) = 2,
[d, e] = n,
rk /∈ 〈r2〉
la misma que antes para e
5.8.c 〈rn/2, s〉 6= 1 Dn 1 n 6= 4 C2 × C2, si n2 es par
C2, si n2 es impar
5.8.d Dn 1 〈rn/2, s〉 6= 1 n 6= 4 C2 × C2
5.8.e 〈rd, rks〉,
d|n, d 6= 1
0 6 k < d
{d 6= 2 o
(d 6= n and
d 6= n2 )}
6= 1 〈re, s〉,
e|n, e 6= 1
{e 6= 2 or
(e 6= n y
e 6= n2 )}
1 (d, e) = 1,
[d, e] = n2 ,
rk ∈ 〈rd〉
Para d = 2,
(C2×C2)oν C2, si n2 es par,
C2 × C2, si n2 es impar.
Para d 6= 2,
C2 × C2, si nd es par,
C2, si nd es impar.
5.8.f 〈re, s〉,
e|n, e 6= 1
{e 6= 2 o
(e 6= n y
e 6= n2 )}
1 〈rd, rks〉,
d|n, d 6= 1
0 6 k < d
{d 6= 2 o
(d 6= n y
d 6= n2 )}
6= 1 (d, e) = 1,
[d, e] = n2 ,
rk ∈ 〈rd〉
la misma que 5.8.a para e
Demostración. Sea (F, α,Γ, β) una data grupo-teorética para G. Entonces F ∩ Γ es 1 o M =
〈rn/2, s〉 ' C2 × C2, a menos de equivalencia de datos grupos teoréticos.
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Caso 1. F ∩ Γ = 1. Si F = 〈rd〉 y Γ = 〈re, rks〉, entonces (d, e) = 1, luego de = n, y HDn1 1 (F,Γ) es
coconmutativa. Si F = 〈rd, rks〉 y Γ = 〈re, rls〉, entonces vía el automorfismo φ1,n−l tenemos que
F ' 〈rd, rk′s〉 y Γ ' 〈re, s〉. Por lo tanto, podemos suponer que F = 〈rd, rks〉 y Γ = 〈re, s〉, a menos
de equivalencia de datos grupo-teoréticos. Afirmamos que (F,Γ) es una factorización exacta sii
(d, e) = 2, [d, e] = n, rk /∈ 〈r2〉. (5.32)
Primero, F ∩Γ = (〈rd〉∪〈rd〉rks)∩(〈re〉∪〈re〉s) = 〈r[d,e]〉∪(〈rd〉rks∩〈re〉s). Así F ∩Γ = 1 sii n|[d, e]
y rk /∈ 〈rd〉〈re〉 = 〈r(d,e)〉. Si (F,Γ) es una factorización exacta, entonces 2n = |F ||Γ| = 2nd · 2ne , i. e.
2n = de, y [d, e] = 2n o n. Pero [d, e] = 2n implica (d, e) = 1 y rk ∈ 〈r〉, una contradicción. Por lo
tanto (5.32) vale. Recíprocamente, si (5.32) vale, entonces F ∩ Γ = 1 y
FΓ = 〈rd〉〈re〉 ∪ 〈rd〉〈re〉s ∪ 〈rd〉rks〈re〉 ∪ 〈rd〉rks〈re〉s
= 〈r2〉 ∪ 〈r2〉s ∪ 〈r2〉rks ∪ 〈r2〉rk = Dn, pues k es impar.
Finalmente, F CDn sii d = 2; F es abeliano sii d = n o d = n2 ; lo mismo para Γ. Así, debemos
suponer que d 6= 2 o (d 6= n y d 6= n2 ) y e 6= 2 o (e 6= n y e 6= n2 ). Luego, HDnαβ (F,Γ) es no
trivial. Ahora, si n/d y n/e son impares, H2(F,k×) = 1 = H2(Γ, k×), entonces el álgebra de Hopf
asociada es HDn1 1 (F,Γ). Si n/d o n/e es par, usando el Lema 5.8.3 abajo y la Observación 5.1.3,
HDnαβ (F,Γ) ' HDn1 1 (F,Γ); en cualquier caso tenemos 5.8.a.
Caso 2. F ∩ Γ = M . Si (F,Γ) = (〈rn/2, s〉, Dn), entonces F CDn sii n = 4. Por el Lema 5.1.2 iii),
HDnα 1 (F,Γ), n 6= 4, es no trivial, esto nos da 5.8.c.
Ahora, debemos suponer que F = 〈rd, rks〉 y Γ = 〈re, s〉. Afirmamos que esta factorización es
tal que F ∩ Γ = M si y sólo si
(d, e) = 1, [d, e] = n2 , r
k ∈ 〈rd〉. (5.33)
Tenemos que F ∩Γ = 〈rn/2, s〉 sii [d, e] ≡ n2 mo´d n y rk ∈ 〈r(
n
2 ,d)〉. Si (F,Γ) es una factorización
tal que F ∩Γ = M , entonces 2n = |F |·|Γ||F∩Γ| = 14 2nd 2ne , i. e. de = n2 , y [d, e] = n2 , (d, e) = 1. Por lo tanto
(5.33) vale. Recíprocamente, si (5.33) vale, entonces F ∩ Γ = M y
FΓ = 〈r(d,e)〉 ∪ 〈r(d,e)〉s ∪ 〈r(d,e)〉rks ∪ 〈r(d,e)〉rk
= 〈r〉 ∪ 〈r〉s ∪ 〈r〉rks ∪ 〈r〉rk = Dn.
Como (d, e) = 1, d es impar o e es impar, luego n/d es par o n/e es par. Si n/d y n/e son pares,
α ∈ H2(Dn/d,k×) ' C2 ' H2(Dn/e,k×) 3 β, entonces α|F∩Γ · β|F∩Γ−1 6= 1 sii α 6= 1 y β = 1, o
viceversa. Por la Observación 5.1.3, HGα 1(F,Γ) ' HS41β(F,Γ). Si n/d es par y n/e es impar, entonces
H2(Dn/e,k×) = 1 y 1 6= α ∈ H2(Dn/d,k×) ' C2, entonces α|F∩Γ 6= 1 por el Lema 5.8.3 abajo.
Además, HDnα 1 (F,Γ), d 6= 2 o (d 6= n y d 6= n2 ) y e 6= 2 o (e 6= n y e 6= n2 ), es no trivial. En ambos
casos esto nos da 5.8.e. El caso n/d impar y n/e es par aparece en el dual 5.8.f.
Finalmente, veamos los G(H). Si F = 〈r2, rks〉, entonces NG(F ) = G, dado que F CG. Por el
Lema 5.1.4, si α = 1, entonces
G(H) ' F̂ oG/F ' D̂n/2 o C2 =
{
(C2 × C2)o C2 si n2 es par
C2 × C2 si n2 es impar.
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Si α 6= 1, entonces K = C2 (es el mismo si n/2 es par o impar). Luego
G(H) ' F̂ oG/F ' D̂n/2 o C2 =
{
(C2 × C2)oν C2 si n2 es par
C2 oν C2 si n2 es impar
=
{
(C2 × C2)oν C2 si n2 es par
C2 × C2 si n2 es impar.
Si F = 〈rd, rks〉, d 6= 2, entonces NG(F ) = 〈re, rls〉 ' Dn/e. Dado que F C NG(F ), entonces
d = e o d = 2. Luego d = e y NG(F ) = F . Por el Lema 5.1.4, K = 1 y
G(H) ' F̂ ' D̂n/d =
{
C2 × C2 si nd es par
C2 si nd es impar.
Lema 5.8.3. Sea n par. Si F = 〈rd, rks〉, d|n, 0 6 k < d y n/d es par, entonces la función
restricción Res : H2(Dn, k×)→ H2(F,k×) es no trivial.
Demostración. Notemos que F = 〈rd, rks〉 ' 〈rd, s〉 = S, llamemos φ a este isomorfismo. Entonces
Res |F = Res |S ◦ φ y por ende Res |F es trivial si y sólo si Res |S es trivial. Tenemos que fχ|S =
fχd ∈ Z2(Dn/d,k×) ó Z2(C2 × C2, k×) y fχd tiene clase de cohomología no trivial.
Observación 5.8.4. Vimos en la prueba de la Proposición 5.8.2 que si (F,Γ) = (〈rd〉, 〈re, rks〉),
entonces (d, e) = 1 y H es coconmutativa. Calculando G(H), tenemos que G(H) ' G. Luego por
el Lema 5.1.2 iii), no existe un grupo G′ 6' G con kG′ ∼Mor kG.
Proposición 5.8.5. Las álgebras de Hopf de la Tabla 5.7 admiten familias de módulos de Yetter-
Drinfeld de dimensión finita V con B(V ) = Λ(V ). Por lo tanto obtenemos nuevas álgebras de Hopf
de dimensión finita con la propiedad de Chevalley dual.
Sea H el álgebra de Hopf correspondiente a 5.8.c. La clasificación de todas las álgebras de Hopf
de dimensión finita cuyo corradical es isomorfo a H sigue de [FG].
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Apéndice A
Usamos GAP [GAP] para hacer algunos cálculos y en especial el paquete HAP [HAP] para las
cuentas con cohomología de grupos. Listamos los programas utilizados. El Id de un grupo finito en
GAP es un par ordenado [n,m], donde n es el orden del grupo y m es la posición que este grupo
ocupa en la biblioteca del GAP entre los grupos de orden n. La siguiente función GT (G, [n,m]) tiene
como input un grupo finito G y el Id [n,m] de un grupo y calcula un conjunto de representantes, a
menos de conjugación, de todos los posibles F,Γ < G tales que G = FΓ y el Id de F ∩ Γ is [n,m].
Programa 1. GT (G, [n,m])
LoadPackage("sonata");
GT := function(G, IdGr)
local Pares, int, g, i, j;
Pares := [ ];
g:=List(ConjugacyClassesSubgroups(G),Representative);
for i in [1..Length(g )-1] do
for j in [i+1..Length( g )] do
int := Intersection(g[i],g[j]);
if IdGr=IdGroup(int) and
Order(g[i])>1 and Order(g[j])>1 and
Order(G)>Order(g[i]) and Order(G)>Order(g[j]) and
1= Size(DoubleCosets( G, g[i],g[j]))
then Add( Pares, [g[i],g[j]] );
fi;
od;
od;
return( Pares );
end;
Por ejemplo el Id del grupo trivial es [1, 1], entonces GT (G, [1, 1]) calcula las factorizaciones
exactas de G a menos de conjugación. La siguiente función SubIsoTo(G, [n,m]) tiene como input
un grupo finito G y el Id [n,m] de un grupo H y calcula un conjunto de representantes a menos
de conjugación de todos los posibles F < G, tales que F ' H.
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Programa 2. SubIsoTo(G, [n,m])
LoadPackage("sonata");
SubIsoTo := function( G, IdGr )
local Subgrupos, g, i;
Subgrupos := [];
g:=List(ConjugacyClassesSubgroups(G),Representative);
for i in [1..Length(g)] do
if IdGr=IdGroup(g[i])
then Add(Subgrupos, g[i]);
fi;
od;
return(Subgrupos);
end;
La siguiente función Res(G,F ) tiene como input un grupo finito G y un subgrupo F < G y
calcula la función restricción Res : H3(G,Z) → H3(F,Z) (o equivalentemente por el Lema 1.2.2,
Res : H2(G, k×)→ H2(F,k×)).
Programa 3. Res(G,F )
LoadPackage("hap");
Res:=function(G,F)
local RG,RF,phi,chnmap,C;
RG:=ResolutionFiniteGroup(G,4);;
RF:=ResolutionFiniteGroup(F,4);;
phi:=GroupHomomorphismByFunction(F,G,x->x);;
chnmap:=EquivariantChainMap(RF,RG,phi);;
C:=HomToIntegers(chnmap);;
return(Cohomology(C,3));;
end;
La siguiente función Afin(p, s,m) tiene como input un número primo p, un entero s módulo
p− 1 de orden p− 1 y m ∈ N, y construye el producto semidirecto Cp os Cm con acción dada por
el automorfismo g : Cp → Cp, g(x) = sx, para todo x ∈ Cp.
Programa 4. Afin(p, s,m)
Afin:=function(p,s,m)
local C,D,aut,g,h,hom,T,G;
C:=CyclicGroup(p);
D:=CyclicGroup(m);
g:=MinimalGeneratingSet(C)[1];
h:=MinimalGeneratingSet(D)[1];
T := GroupHomomorphismByImages( C, C, [g], [g^s] );
aut:=Group([T]);
hom := GroupHomomorphismByImages( D, aut, [h], [T] );
G:=SemidirectProduct( D, hom, C );
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return(G);
end;
En los casos que necesitamos, C3 o C6 = Afin(3, 2, 6), C5 o2 C4 = Afin(5, 2, 4), C5 o2 C20 =
Afin(5, 2, 20) y C7 o3 C6 = Afin(7, 3, 6).
Los programas 1 y 2 nos van a dar resultados a menos de conjugación, pero los automorfismos
de A4 × C2 no son solamente conjugaciones. Entonces, después de aplicar cualquiera de los dos,
todavía tenemos que ver cuáles son no isomorfos. Para esto usamos el siguiente programa, cuyo
input son pares ordenados S, T de subgrupos de A4 × C2 y resulta 0 si S 6' T y 1 si S ' T . Para
usar el Programa 5 debemos definir en GAP el grupo H = S4 × C2 y el grupo G = A4 × C2, pero
como un subgrupo de H:
H:=DirectProduct(SymmetricGroup(4),CyclicGroup(2));;
E:=Elements(H);;
G:=Subgroup( H, [E[2],E[15],E[17]] );;
Programa 5. ConjPair(S, T,G,H)
ConjPair:=function (S,T,A4xz2,S4xz2)
local ElemG, L,j,i;
ElemG:=Elements(S4xz2);
L:=[];
for i in [1..Length(ElemG )] do
L[i]:=ConjugatorAutomorphismNC(A4xz2, ElemG[i] );
od;
j:=0;
for i in [1..Length(L)] do
if [Image( L[i], S[1]),Image( L[i], S[2])]= T then j:=1;
fi;
od;
return(j);
end;
Para decidir cuáles cociclos son adG-invariante usamos el paquete HAP como en el siguiente
ejemplo. Recordemos que H3(F,Z) ' H2(F,k×), Lema 1.2.2. Sea G = C3 o C6 y F ' C3 × C3.
gap> LoadPackage("hap");
gap> eG:=Elements(G);
[ <identity> of ..., f1, f2, f3, f1*f2, f1*f3, f2^2, f2*f3, f3^2, f1*f2^2,
f1*f2*f3, f1*f3^2, f2^2*f3, f2*f3^2, f1*f2^2*f3, f1*f2*f3^2, f2^2*f3^2,
f1*f2^2*f3^2 ]
gap> eF:=Elements(F);
[ <identity> of ..., f2, f3, f2^2, f2*f3, f3^2, f2^2*f3, f2*f3^2, f2^2*f3^2 ]
Elegimos un elemento y de G que no está en F .
gap> y:=eG[2];
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Definimos el isormorfismo φ : F → F conjugación por y y entonces definimos la función c :
H2(F,k×)→ H2(F,k×), c([α]) = [αy].
gap> phi:=ConjugatorIsomorphism(F, y);;
gap> RF:=ResolutionFiniteGroup(F,4);;
gap> chnmap:=EquivariantChainMap(RF,RF,phi);;
gap> C:=HomToIntegers(chnmap);;
gap> c:=Cohomology(C,3);
[ f1 ] -> [ f1^2 ]
gap> S:=Source(c);
<fp group on the generators [ f1 ]>
gap> eS:=Elements(S);
[ <identity ...>, f1, f1^2 ]
Podemos observar que el único elemento de H2(F,k×) que es ad y-invariante es 1. Además, G/F '
C2 = 〈y〉. Luego los elementos no triviales de H2(F,k×) no son adG-invariantes. Notemos que
ϕ : G → G dada por ϕ(g) = x−1gx, es un automorfismo de G y ϕ|F = φ ∈ AutF , pues F C G.
Vimos que los cociclos no triviales pertenecen a la misma órbita por la acción de 〈ϕ〉 < AutG.
Para ayudar en los cálculos de los G(H), tenemos el siguiente programa que nos dice si el
producto semidirecto que aparece en la definición de G(H) va a ser directo o no. El input es un
grupo G y un subgrupo F < G. Estamos usando que H1(F,Z) = F/[F, F ] ' F̂ .
Programa 6. IsDirect(G,F )
IsDirect:=function(G, F)
local N, Gen_N, RF, g, eg, tg, hg, R, i, M, id, P;
LoadPackage("hap");
N:=Normalizer( G, F );
Gen_N:=SmallGeneratingSet(N);
RF:=ResolutionFiniteGroup(F,2);
g:=[]; eg:=[]; tg:=[]; hg:=[]; R:=[];
for i in [1..Length(Gen_N)] do
g[i]:=ConjugatorAutomorphism( F, Gen_N[i] );
eg[i]:=EquivariantChainMap(RF,RF,g[i]);
tg[i]:=TensorWithIntegers(eg[i]);
hg[i]:=Homology(tg[i],1);
M:=Source(hg[1]);
id:=GroupHomomorphismByFunction(M,M,x->x);
if hg[i]=id then R[i]:=1;
else R[i]:=0;
fi;
od;
P:=Product(R);
return(P);
end;
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