Differential evolution(DE) is a conventional algorithm with fast convergence speed. However, DE may be trapped in local optimal solution easily. Many researchers devote themselves to improving DE. In our previously work, whale swarm algorithm have shown its strong searching performance due to its niching based mutation strategy. Based on this fact, we propose a new DE algorithm called DE with Better and Nearest option (NbDE). In order to evaluate the performance of NbDE, NbDE is compared with several meta-heuristic algorithms on nine classical benchmark test functions with different dimensions. The results show that NbDE outperforms other algorithms in convergence speed and accuracy.
INTRODUCTION
Meta-heuristic methods have become a powerful tool for numerical optimization problems, especially for those can hardly be solved by conventional mathematic method, such as travelling salesman problem [1] , routing problem of wireless sensor networks (WSN) [2] , etc. Normally, optimization problems in engineering often come with a given mathematical model which is featured with strong nonlinearity and multicoupling [3] , and classical mathematical method, such as Gradient method, Gauss Newton method, are gradient-based, which means that they may be trapped in local optimal solution easily. And for some problems such as multi-objective coupling problems and discrete problems, the gradient can hardly be calculated. Therefore, meta-heuristic method, such as the famous genetic algorithm (GA), differential evolution (DE), particle swarm optimization (PSO), has become a new and effective choice for solving engineering problems, for the reason that meta-heuristic method is not gradient-based and is easily to implement. Among the algorithms mentioned above, DE is the algorithm with fastest convergence speed, but it may be trapped in local optimal solution easily. In this paper, inspired by niching strategy of WSA, we propose a new DE algorithm for function optimization called differential evolution with Better and Nearest option (NbDE), which is based on the basic differential evolution (DE) and whale swarm algorithm (WSA). Here, a brief overview of DE and WSA is presented.
The famous differential evolution (DE) algorithm is proposed by Storn and Price [4] , and it's designed for function optimization. Similar to the famous genetic algorithm (GA), DE also consists of three parts. Firstly, a reference vector for each individual, which can be called target vector, is created by using DE mutation strategy. Then, a crossover operation will be implemented between the target vector and the original one, and the candidate vector for each individual is generated by selecting elements from these two vectors by using crossover method. Finally, a comparison between the fitness value of the candidate vector and the original one will determine which one will transmit into the next generation. Since put forward, DE has been accepted by researchers from different fields, many researchers and engineers have proposed various ideas for using DE to solve real-world optimization problems [5] [6] [7] . Although DE is featured with fast convergence speed and simple mutation strategy, it often falls into local optimal solution, so improvement for DE has become a hot topic. In literature [8] , Das have pointed out that recent researches of improved DE focus on strategy selection, parameter adaption, and new strategies about initialization, mutation, crossover, both of them have achieved significant results.
WSA [9] [10] is a new meta-heuristic algorithm proposed by us previously, which is inspired by communicating behavior of whales. WSA uses a special mutation strategy as follows:
Where, , denotes the j-th elements of candidate vector at G iteration and corresponding , denotes the j-th elements of 's position, , represents the j-th element of "the Better and Nearest whale of " 's position at G iteration. The 0, , denotes creating a mutation parameter with the range from 0 to , . is the ultrasound intensity that each "whale" send out, in most cases, it can be set to 2. e denotes the natural constant and η represents the attenuation coefficient. Besides, dX,Y denotes the Euclidean distance between X and Y. In reference [10] , Zeng has proved that η could to be set to 0 for most cases. So the Eq.1 can be simplified to the following form. 
According to Eq.1 and Eq.2, we notice that a "whale" will search following its "Better and Nearest whale" which is similar to cluster method, and this can be treated as a new niching method. Simulation results have shown that WSA outperforms several classical niching methods especially in multimodal function optimization. Despite the fact that WSA can maintain population diversity in exploration process and has strong local exploration ability, drawback also exists. The convergence speed of WSA is slower than many algorithms especially in solving high-dimensions objective functions. One reason which cause this problem above is that the "Better and Nearest" option helps us shrink the range of exploration, which improves the local exploration ability but reduces convergence speed of WSA. Considering that the characteristics of DE and WSA can be complementary, we propose an idea of combining them.
The remainder of this paper can be summarized as follows: Firstly, we present the framework of NbDE. Secondly, benchmark test for comparison and configurations of comparison algorithms are introduced. And then the simulation results and their analysis are shown. The end of this paper is the conclusions of NbDE and the expectation for further research.
II. THE FRAMEWORK OF PROPOSED NBDE
In this section, the framework of NbDE is introduced. This algorithm implements the mutation strategy "DE/rand-tonearest & better/2", which derives from the classical DE algorithm and is inspired by WSA.
A. Mutation
The mutation strategy "DE/rand/1" is designed for the classical DE [11] [12] , which is efficient for many engineer problems as we can see in literature [13] . However, drawbacks such as premature convergence also exist, which limited the further application of DE. For this reason, many researchers have proposed their solutions. R. Gamperle [14] has found that DE with "DE/best/2" strategy may outperform the original DE in many problems, and [15] proposed the mutation strategy "DE/best/1" to solve technical problems. The famous "JADE" proposed by Jingqiao Zhang [16] used "DE/current-to-pbest" combining with some other strategies, JADE has achieved a set of satisfactory results for benchmark functions.
The mutation strategy is utilized for creating the candidate vector , , "DE/rand/1" is a classical strategy which has been applied in classical DE and some other derived algorithms, and it can be described by the following function:
(3) Where G denotes the number of iteration, r1, r2, r3 represent the individuals ID and they are selected with randomly strategy. F denotes mutation operator parameter which is used for scaling the differential vector.
As mentioned above, the WSA mutation strategy can be summarized as Eq.2. Based on mutation strategies of DE and WSA, we proposed a hybrid mutation strategy as follows:
(4) Similar to mutation strategies above, G is the number of current iteration, r1, r2 represent the random individuals ID, denotes the nearest individual with better fitness value of and when is the best individual currently we will choose a random individual for .
B. Crossover
Different from classical DE, we provided a strategy which combines binary crossover, exponential crossover and noncrossover operator. Firstly, a random number is generated to determine which crossover operator will be selected. Then the crossover operation is implemented between , and , , and the final candidate , will be generated.
1) Binary crossover
The binary crossover of NbDE can be described as follows:
Where 0,1 denotes a random number with the range from 0 to 1, NP is the population size, CR represents the crossover control parameter and D denotes the dimension of decision variable. 
2) Exponential crossover
The exponential crossover of NbDE can be expressed as follows:
, , , ℎ ,
1, (7) Where and denote the start and end dimension of exponential crossover, represents the number of elements no more than CR in random vector 1, . When , this operator can be written in this form: 
It must be noticed that, in this algorithm CR is a random number with the range 0.4-0.9 instead of a constant value.
C. Selection
When a candidate individual is created by previous steps, there will be a comparison between and , the individual with better fitness value will "survive". This greedy selection strategy can be shown as follows:
III. SIMULATION OF NBDE NbDE is tested with a set of 9 benchmark functions with different dimensions (D=10, D=30, D=50) as shown in Table. 2, test functions F1-F5 are unimodal benchmark functions and F6-F9 are multimodal functions, based on the results of these benchmark functions, we can get a general evaluation of NbDE's performance. What's more, NbDE is compared with other 5 algorithms, which include the famous adaptive DE algorithm JADE, the classic DE/rand/1, the DE/best/2, the classic genetic algorithm (GA), the classic particle swarm optimization (PSO) and WSA. For fair comparison, all methods are allowed to evaluate the objection functions with maximum 10000D times. Based on the suggestions from original papers, other configurations of all the algorithms mentioned above are shown as follows: K=0.729; NP=40(D=10); NP=100(D=30); NP=200(D=50). In these tests, the only parameter we should set for NbDE benchmark test is the number of population, for most cases without too much decision variables, we can use the same NP. All of these methods are implemented with Matlab 2014b and executed on a personal PC with 3.4 GHz Intel Xeon E3-1230-V5 processor, 16 GB RAM.
All of the test functions mentioned above are simulated by each algorithm with 50 independent runs, and the statistical results shown in Table. 3-8 which are organized by the dimensions and evaluation indexes of test functions. In these tables, four important statistical indexes included the mean value, standard deviation (STD) of the results, the success rate (SR) and its rank are given. For success rate statistics, the success value was set to 1E-02 for F5, while 1E-08 for others. Computing time is not given in this comparison for the reason that it is not a criterion to be investigated here. NbDE is expected to be a little slower than the classical DE because the searching of the "Better and Nearest" individual in each evaluation will cost a little time. 
A. Success Rate
As we can see in Table. 3-6, the success rates and ranks of NbDE and other methods on benchmark functions are shown. When two algorithms get the same success rate on a benchmark function, they will get the same rank score. The last row of these tables shows the sum of each algorithm's rank score, which can represent overall performance of different methods on benchmark functions. As we can see in Table. 3-6, NbDE get the 100% success rate on F1, F2, F3, F5, F6, F7, F8 when D=10, on F1, F2, F3, F5, F6, F8 when D=30 and on F1, F2, F5, F8 when D=50. For most functions, NbDE get the highest success rate, but we notice that the success rate of NbDE on F9 is slightly lower than those of DE/best/2 when D=10. D=30 and D=50 and DE when D=30, and the success rate on F7 is a little bit lower than that of DE/best/2 when D=30. Besides, NbDE performs much better than other algorithms. From Table.3 and Table. 5, we can conclude that NbDE performs best on success rate of benchmark function test when D=10 and D=50, because the rank score of NbDE is much better than those of other methods. We have also noticed that NbDE and DE/best/2 got the same rank score when D=30. But we can see in Table. 4 the rank of DE/best/2 on F1, F3, F4 is 2 while the SR of DE/best/2 is 0 which means that DE/best/2 cannot get exactly results on these benchmark functions, but NbDE can get exactly results in most cases, so we can infer that NbDE outperform DE/best/2 when D=30. Therefore, we can conclude that NbDE outperforms other methods on index of success rate in benchmark functions test.
B. Quality of Optima Found
In this part, NbDE is compared with other methods in the index of the optima found accuracy. As we can see from Table. 6-8, we have found that NbDE gets the optima found with best accuracy on F1, F3, F4, F6, F7, F8, F9 when D=10, on F1, F2, F3, F5, F6, F8 when D=30, on F1, F2, F3, F4, F6, F8 when D=50.
What more, We have also noticed that the performance index of F9 reached by NbDE is relatively small(less than 5E-3), considering that the success (SR) of F9 when D=30 and D=50 are even higher than those when D=10, so we can conclude that NbDE has jumped out of local optimal and needs more iterations for convergence in these cases. Based on this analysis, we can also make the similar conclusion for F4 when D=50. a feasible solution for F1, F3, F4 when D=30, F1, F3, F4 , F5, F6, F7 when D=50. So we can also conclude that NbDE outperforms DE/best/2. We can also find that JADE underperforms NbDE in most cases while it can get satisfactory solutions when the number of iterations is enough [16] , so we can conclude that JADE converge slower than NbDE. GA and PSO is classical meta-heuristic algorithms for function optimization, in this experiment we can observe that NbDE outperforms GA and PSO significantly. WSA is the new metaheuristic method we proposed previously, it's featured with strong local exploration ability but its convergence speed is relatively slow especially for high dimensions problems which can also be demonstrated in this simulation. From inferences mentioned above, we can find that NbDE outperforms other algorithms and is featured with fast convergence speed and small population size because of the improved mutation and crossover strategy.
IV. CONCLUSION
In this paper, inspired by whale swarm algorithm and differential evolution, a meta-heuristic algorithm for function optimization called differential evolution with better and nearest option (NbDE), is proposed. NbDE is compared with several other meta-heuristic methods on success rate and optima found accuracy of benchmark functions. Simulation results have shown that NbDE outperforms other algorithms in overall index of benchmark functions and have demonstrated the effectiveness of NbDE. In the future we will pay more attention on the following aspects: 1) NbDE application in humanoid robot, such as the design of mechanical structure and the optimization of fuzzy logic controller; 2) Improvement of NbDE such as parallel computing optimization, parameter self-adjustment.
