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1. Introduction
It is a standard problem in mathematics to study which properties of a mathematical
structure are preserved in derived structures. A typical result of this kind is the Hilbert
Basis Theorem which says that polynomial rings over Noetherian commutative rings are
Noetherian. In this paper we prove that certain algorithmic properties of coe–cient rings
are preserved in polynomial rings. The proofs are based on lifting techniques.
Studying algorithmic properties of polynomial rings by means of lifting techniques has
a long history (see, for instance, Richman (1974) Seidenberg (1974, 1984), Shtokhamer
(1988)) and difierent lifting algorithms have been proposed. In our approach two fun-
damental and, compared with classical methods, e–cient algorithmic tools are used in
this lifting process: Gro˜bner bases (Buchberger, 1965, 1970) and an algorithm which can
be considered as a generalization of Ritt’s prime decomposition algorithm for radicals
(Ritt, 1950; Wu, 1984). In order to ensure the existence of these algorithms (see Trinks
(1978), Zacharias (1978), Schaller (1978)) we assume that linear equations are solvable
in the coe–cient ring R, i.e. ideal membership is decidable and bases of syzygy modules
are computable in R. Note that solvability of linear equations itself is an algorithmic
property which is preserved in polynomial rings.
In this paper we study whether this is also true for the algorithmic properties
(1) heights of ideals are computable,
(2) radicals of ideals are computable,
(3) unmixed decompositions of ideals are computable,
(4) primary decompositions of ideals are computable.
More precisely, let R be a Noetherian commutative ring with identity and assume that
linear equations are solvable in R. We want to know for each of these four algorithmic
properties whether it holds in R[x1; : : : ; xn] if it holds in R.
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We give complete solutions for the four lifting problems by proving the following results:
(1) If heights of ideals are computable in R then heights of ideals are computable in
R[x1; : : : ; xn]. We show that only one Gro˜bner basis in R[x1; : : : ; xn] with respect
to an arbitrary order and the heights of some ideals in R have to be computed in
order to determine the height of an ideal in R[x1; : : : ; xn].
(2) We give necessary and su–cient conditions for the computability of radicals in
R[x1; : : : ; xn] and construct a structurally simple and e–cient algorithm using a
combination of Ritt{Wu and Gro˜bner bases techniques.
(3) Unmixed decompositions of ideals are computable in R[x1; : : : ; xn] if unmixed de-
compositions of ideals are computable in R. This central result is proved by Ritt{Wu
and Gro˜bner bases techniques as well.
(4) We give necessary and su–cient conditions for the computability of isolated primes
in R[x1; : : : ; xn]. Note that a primary decomposition algorithm can be easily con-
structed by combining an unmixed decomposition algorithm with an algorithm for
computing isolated primes. Therefore it follows from the above result on the com-
putability of unmixed decompositions that primary decompositions and associated
primes of ideals are computable in R[x1; : : : ; xn] if primary decompositions are
computable in R and isolated primes of ideals are computable in R[x1; : : : ; xn].
The construction of primary decomposition algorithms in polynomial rings is a clas-
sical problem in commutative algebra (Hermann, 1926). In recent years the increasing
availability of computer algebra systems has led to a renewed interest in algorithmic
problems and several methods for computing heights, radicals, unmixed and primary
decompositions have been developed. Apart from Seidenberg’s primary decomposition
algorithm (Seidenberg, 1984) based on the Cohen structure theorem for complete local
rings (Cohen, 1946) these methods work in polynomial rings over flelds or PIDs only.
The algorithms developed in the present paper do not have this restriction.
The paper has the following structure.
Section 2: Basic deflnitions.
Section 3: Gro˜bner bases.
Section 4: The Ritt{Wu approach.
Section 5: Computing heights.
Section 6: Computing radicals.
Section 7: Computing unmixed decompositions.
Section 8: Computing primary decompositions.
After giving some deflnitions and known results in Section 2 we turn to Gro˜bner bases.
We will use Gro˜bner bases mainly for computing intersections of ideals, ideal quotients
and localizations at single elements in R[x1; : : : ; xn]. In Section 3 we generalize some
results in Gianni et al. (1988) and show that these operations can be performed with
Gro˜bner bases even if some of the polynomials involved are zero-divisors. For an extensive
introduction to Gro˜bner bases over rings we refer to Adams and Loustaunau (1994).
Not only the solvability of linear equations is preserved in polynomial rings. In Section
4 we prove that another basic algorithm can be lifted from a Noetherian commutative
ring R with identity to polynomial rings over R. This algorithm solves the following
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\splitting problem" for radicals: given a radical J in R and f 2 R, compute radicals J 0
and J 00 deflned by
J 0 := intersection of those associated primes of J which contain f ,
J 00 := intersection of those associated primes of J which do not contain f .
If we want to lift this algorithm from R to R[x1; : : : ; xn] we flrst have to decide how
to represent radicals. Of course we could represent each radical by a flnite basis. For
polynomial rings over flelds an alternative concept based on irreducible ascending sets
has been developed by J.F. Ritt. We will not restrict ourselves to either one of these two
possible ways of representing radicals but will use the following more general concept:
let S be a set of flnite subsets of R and Rep a function which maps every element of
S to a radical difierent from R. This function need not be onto but we assume that for
every radical J there exist C1; : : : ; Cr in S with J = Rep(C1) \ ¢ ¢ ¢ \ Rep(Cr) and that
we have an algorithm decomposeR which actually computes these Cis from any basis
of an ideal whose radical is J . Furthermore, we assume that there exists an algorithm
splitR which solves the above splitting problem for any radical J which is given by
flnitely many elements C1; : : : ; Cr of S, i.e. J = Rep(C1) \ ¢ ¢ ¢ \ Rep(Cr). We call the
set S together with the function Rep and the algorithms decomposeR and splitR a
system of representations in R. Furthermore, (S;Rep;decomposeR; splitR) is a system
of unmixed resp. prime representations if Rep(A) is unmixed resp. prime for every A 2 S.
In a polynomial ring K[x1; : : : ; xn] over a fleld K a system of representations can be
constructed in the following way (see Example 4.1): let S be the set of all those flnite
subsets of R which do not generate R and deflne the function Rep by Rep(C) :=
p
C
for every C 2 S, where pC denotes the radical of the ideal generated by C. In this case
decomposeR(F ) is fFg if F does not generate R and ; otherwise. The algorithm splitR
is based on localization by means of Gro˜bner bases.
If K has characteristic 0 we can construct another system of representations using
irreducible ascending sets: let S0 be the set of irreducible ascending sets in K[x1; : : : ; xn]
and S := S0 [ ff0gg. We deflne the function Rep by mapping f0g to the prime ideal f0g
and every irreducible ascending set C to the prime ideal whose generic point is given by
C. The algorithm decomposeR is now the prime decomposition algorithm of Ritt. We
can decide for every f 2 K[x1; : : : ; xn] and every prime ideal P µ K[x1; : : : ; xn] given by
an irreducible ascending set whether f 2 P using pseudodivision (Wu, 1984). As Rep(A)
is prime for every A 2 S we obtain an algorithm splitR. Therefore, the set S together
with the function Rep and these two algorithms is a system of prime representations.
The usefulness of systems of representations is based on the following lifting theorem
which is the main result in Section 4:
(a) If there exists a system of (unmixed) representations in R, a Noetherian commuta-
tive ring with identity, then there exists a system of (unmixed) representations in
R[x].
(b) Let (S;Rep;decomposeR; splitR) be a system of prime representations in R. As-
sume that for every C 2 S there exists an algorithm for expressing every non-
constant element of K(P )[x] as a product of irreducible polynomials, where P :=
Rep(C) and K(P ) is the quotient fleld of the residue class ring R=P . Then there
exists a system of prime representations in R[x].
For proving this result we explicitly construct systems of representations ( „S;Rep;
decomposeR[x]; splitR[x]) in R[x]. In the proof of (b) the elements of „S are general-
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izations of Ritt’s irreducible ascending sets: each element of „S is either in S or it has the
form C [ ffg, where C 2 S, P := Rep(C) and f is a non-constant polynomial in R[x]
which is irreducible in K(P )[x]. The algorithm decomposeR[x] is a generalization of the
prime decomposition algorithm of Ritt. In the proof of (a) the elements of „S are again
elements of S or of the form C [ ffg, where C 2 S and f is a non-constant polynomial
in R[x]. In contrast to (b) no irreducibility condition is imposed on f but it is only
assumed that its leading coe–cient is not an element of an associated prime of Rep(C).
The algorithm decomposeR[x] constructed in the proof of (a) does not use factorization
but the lazy decomposition strategy implemented in Axiom under the name D5 (Della
Dora et al., 1985; Dicrescenzo and Duval, 1988; Lazard, 1992). It can be considered as a
generalization of the unmixed decomposition algorithm for radicals in polynomial rings
over flelds presented in Kalkbrener (1993). Similar techniques are used in Wu (1987),
Lazard (1991), Wang (1993) and Mo˜ller (1993). Implementations and comparisons of
these algorithms can be found in Aubry et al. (1998) and Aubry and Moreno Maza
(1998).
We have written an implementation of the algorithms in the proof of the above theorem
which works for multivariate polynomial rings over the rationals. Experiments show that
the practical performance of this implementation is rather good. At the end of Section
4 a short description of the implementation and timings on well known examples from
computer algebra literature are given.
We will now describe how Gro˜bner bases and systems of representations can be used for
computing heights, radicals and unmixed resp. primary decompositions in R[x1; : : : ; xn].
We flrst recall how heights of ideals in multivariate polynomial rings over flelds can be
computed by means of Gro˜bner bases. Let J be an ideal in K[x1; : : : ; xn], where K is a
fleld, and ¢(J) its independence complex, i.e.
¢(J) := ffxi1 ; : : : ; ximg µ fx1; : : : ; xng j J \K[xi1 ; : : : ; xim ] = f0gg:
It is well known (see Gro˜bner (1970)) that the dimension resp. the height of J can be
easily obtained from ¢(J):
height(J) = n¡ dim(J) = n¡max(fjXj j X 2 ¢(J)g): (1.1)
Furthermore, for an arbitrary admissible order
height(J) = height(lm(J)); (1.2)
where lm(J) denotes the ideal generated by the leading monomials of the polynomials in
J (see, for instance, Kalkbrener and Sturmfels (1995)). For total degree orders the ideals
J and lm(J) even have the same Hilbert function. Several papers for computing Hilbert
functions (Buchberger, 1965; Mo˜ller and Mora, 1983, 1987; Kondrat’eva and Pankrat’ev,
1987; Bayer and Stillman, 1992; Bigatti et al., 1991, 1993) and dimensions (Kandri-Rody,
1985; Kredel and Weispfenning, 1988; Giusti, 1988; Galligo and Traverso, 1989) of ideals
in multivariate polynomial rings over flelds are based on these results. It immediately
follows from the equalities (1.1) and (1.2) that for computing the dimension resp. the
height of an ideal J in K[x1; : : : ; xn] it su–ces to compute a single Gro˜bner basis with
respect to an arbitrary order and the maximal cardinality c of the elements in ¢(lm(J)).
As lm(J) is a monomial ideal c can be easily determined. Our main objective in Section
5 is the generalization of this algorithm to multivariate polynomial rings over R. We
show that (1.2) holds for ideals in R[x1; : : : ; xn] as well and we replace independence
complexes by a more general concept with similar properties. It follows that even for
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the computation of the height of an ideal in R[x1; : : : ; xn] only one Gro˜bner basis with
respect to an arbitrary order and the heights of some ideals in R have to be computed.
In particular, if heights of ideals are computable in R and Gro˜bner bases are computable
in R[x1; : : : ; xn] then heights of ideals are computable in R[x1; : : : ; xn]. Furthermore we
present a second algorithm for computing heights of ideals in R[x1; : : : ; xn] which does
not use Gro˜bner bases but the algorithm decompose.
In Section 6 we investigate the computability of radicals in R[x1; : : : ; xn], i.e. whether
there exists an algorithm which computes for every flnite subset F of R[x1; : : : ; xn] a
flnite basis of
p
F . It is well known that an ideal generated by a single polynomial f in a
polynomial ring over a fleld K is a radical if and only if f is squarefree. In Lemma 92 in
Seidenberg (1974) it is shown that if I µ K[x1; : : : ; xn] is a zero-dimensional ideal which
contains a polynomial fi 2 K[xi] with gcd(fi; f 0i) = 1 for every i 2 f1; : : : ; ng, where
f 0 denotes the derivative of f , then I is an intersection of flnitely many maximal ideals
and therefore a radical. Based on these results algorithms for computing radicals are
given in Gianni et al. (1988), Giusti and Heintz (1990), Alonso et al. (1990), Krick and
Logar (1991) and Becker and Weispfenning (1993). In Eisenbud et al. (1992) methods
are introduced which involve the use of the Jacobian matrix and homological techniques.
In Armend¶ariz and Solerno (1995) it is shown that under certain assumptions radicals
can be computed in single exponential time. Most of these algorithms not only compute
the radical but an unmixed decomposition of the radical.
If K is a perfect fleld then a non-constant polynomial f in K[x] is squarefree ifi
gcd(f; f 0) = 1. Hence, the above results give a relation between the computability of
radicals and the squarefree parts of polynomials. The main objective of Section 6 is a
formalization of this relation in the general setting of multivariate polynomial rings over
R. More precisely, assume that radicals are computable and linear equations are solvable
in R. Then the following two conditions are equivalent:
(a) For any natural number n radicals are computable in R[x1; : : : ; xn].
(b) For any natural number n there exists an algorithm squarefree which computes
for a given flnite basis F of a radical in R[x1; : : : ; xn¡1] and a polynomial f in
R[x1; : : : ; xn] flnite bases F1; : : : ; Fr of radicals in R[x1; : : : ; xn¡1] and g1; : : : ; gr in
R[x1; : : : ; xn] with the following two properties:
(1) The set of associated primes of
p
F is the union of the sets of associated primes
of the
p
Fis.
(2) Let i 2 f1; : : : ; rg, P an associated prime of pFi and consider gi and f as
polynomials in K(P )[xn]. Then gi is a squarefree part of f .
For proving the implication (b)) (a) it su–ces to show that radicals are computable
in the univariate polynomial ring R[x]. This is done in the following way. As radicals
are computable and linear equations are solvable in R there exists a system of repre-
sentations (S;Rep;decomposeR; splitR) in R such that S is the set of the flnite bases
of radicals difierent from R. By the lifting theorem we obtain a system of representa-
tions ( „S;Rep;decomposeR[x]; splitR[x]) in R[x]. Let F be a flnite subset of R[x] and
assume that we want to compute a basis of
p
F . Using decomposeR[x] we flrst compute
C1; : : : ; Cr 2 „S with
p
F =
r\
i=1
Rep(Ci):
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In the next step, bases of the radicals Rep(C1); : : : ; Rep(Cr) are constructed. This is done
by making the non-constant polynomials in the Cis squarefree and by localizing at the
leading coe–cients of these squarefree polynomials by means of Gro˜bner bases. As we
can compute intersections in R[x] we flnally obtain a basis of
p
F from the bases of the
Rep(Ci).
The structure of the above algorithms for computing heights and radicals in polyno-
mial rings over R is almost as simple as the structure of their counterparts in polynomial
rings over flelds. In contrast, the problem of computing unmixed (resp. primary) decom-
positions over R seems to be much more di–cult than over K. E–cient algorithms for
computing unmixed decomposition of ideals over flelds resp. PIDs can be obtained by
modifying the primary decomposition algorithms in Gianni et al. (1988) and Becker and
Weispfenning (1993) (see Alonso et al. (1990)). In Eisenbud et al. (1992) an interesting
homological approach to the computation of the equidimensional hull (= intersection of
the primary components of maximal dimension) of an ideal in K[x1; : : : ; xn] is given.
In Section 7 we show that if linear equations are solvable and unmixed decompositions
of ideals are computable in R then unmixed decompositions of ideals are computable in
R[x1; : : : ; xn] for any number of variables. Again it su–ces to prove this result for the uni-
variate polynomial ring R[x]. We construct an algorithm based on the following strategy.
As unmixed decompositions of ideals are computable and linear equations are solvable
in R there exists a system of unmixed representations (S;Rep;decomposeR; splitR) in
R. By the lifting theorem we obtain a system of unmixed representations
( „S;Rep;decomposeR[x]; splitR[x])
in R[x]. Let F be a flnite subset of R[x], I the ideal generated by F and assume that
we want to compute an unmixed decomposition of I. Using decomposeR[x] we flrst
compute C1; : : : ; Cr 2 „S with
p
F =
r\
i=1
Rep(Ci):
It is now easy to construct flnite bases of ideals I1; : : : ; Ir such that I = I1 \ ¢ ¢ ¢ \ Ir
and
p
Ij is unmixed. It remains to decompose those Ijs which are not unmixed. We
distinguish two cases:
(a) Ij has an embedded prime P with height(P \ R) > height(Ij \ R). In this case a
decomposition is obtained by a localization technique which can be considered as
a generalization of the decomposition strategy in Gianni et al. (1988).
(b) height(P \ R) = height(Ij \ R) for every embedded prime P . If x is an element
of some associated prime of Ij we decompose Ij by localization at x. Otherwise,
we choose a su–ciently large natural number m and decompose Ij + hxmi by the
same technique as in (a). From the decomposition of Ij + hxmi we compute a
decomposition of Ij .
In the last section we deal with the computation of primary decompositions of ideals.
This classical problem was flrst solved for ideals in multivariate polynomial rings over
flelds in Hermann (1926) (see also Seidenberg (1974)). In the last 20 years several new
methods for computing primary decompositions of ideals in multivariate polynomial rings
over flelds (Lazard, 1985; Kredel, 1987; Eisenbud et al., 1992; Shimoyama and Yokoyama,
1994; Gra˜be, 1995), the integers (Seidenberg, 1978), factorially closed principal ideal
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domains (Ayoub, 1982; Gianni et al., 1988) and commutative Noetherian rings with
identity (Seidenberg, 1984) have been proposed. A related problem is the computation
of the isolated primes of an ideal I or, equivalently, the associated primes of
p
I (Ritt,
1950; Chistov and Grigoryev, 1983; Wu, 1984; Giusti and Heintz, 1990; Wang, 1993). Just
as the computation of radicals is closely connected with the computation of squarefree
parts of polynomials, the computation of isolated primes is closely connected with the
factorization of polynomials. More precisely, assume that linear equations are solvable
and isolated primes of ideals are computable in R. Using similar techniques as in the
proof of the theorem about the computability of radicals we show that the following two
conditions are equivalent:
(a) For every number of variables n isolated primes of ideals are computable in the
polynomial ring R[x1; : : : ; xn].
(b) For every number of variables n and every flnite basis of a prime ideal P in the
polynomial ring R[x1; : : : ; xn] there exists an algorithm for expressing every non-
constant element of the univariate polynomial ring K(P )[x] as a product of irre-
ducible polynomials.
Assume that linear equations are solvable and primary decompositions are computable
in R and isolated primes of ideals are computable in R[x1; : : : ; xn]. Then it is easy to
compute for an arbitrary ideal I inR[x1; : : : ; xn] a decomposition I = I1\¢ ¢ ¢\Ir such that
the radicals of the ideals I1; : : : ; Ir are prime. We now apply the strategy developed for
the computation of unmixed decompositions to the Ijs. It is easy to see that in this way
we obtain primary decompositions of the Ijs and therefore a primary decomposition of I.
Hence we have proved that primary decompositions and associated primes of ideals are
computable in R[x1; : : : ; xn] if linear equations are solvable and primary decompositions
are computable in R and isolated primes of ideals are computable in R[x1; : : : ; xn].
2. Basic Deflnitions
Throughout this paper let K be a fleld and R a Noetherian commutative ring with
identity. We assume that R is efiectively given, i.e. we can carry out the ring operations
in R. Let F be a subset of R. The ideal generated by F is denoted by hF i and the radical
of hF i by pF . If F = ff1; : : : ; frg we write hf1; : : : ; fri instead of hff1; : : : ; frgi. Let
h : R ! R0 be a ring homomorphism and J an ideal in R. The ideal generated by the
image of J in R0 is denoted by J R0. For c 2 R we deflne
J : c1 := fa 2 R j cm ¢ a 2 J for some natural number mg:
Let f be a polynomial in R[x1; : : : ; xn]. The image of f in (R=J)[x1; : : : ; xn] is denoted
by fJ . If J is prime then the quotient fleld of the residue class ring R=J is denoted by
K(J).
We recall the deflnition of the height of an ideal (see Zariski and Samuel (1975a, p.240),
Zariski and Samuel (1975b, p. 90) or Matsumura (1970, p.71)). A prime ideal P 6= R is
said to have height h if there exists at least one chain P0 ‰ P1 ‰ : : : ‰ Ph = P , where
the Pi are prime ideals, and there exists no such chain with more than h+ 1 ideals. The
height of an arbitrary ideal J 6= R is the minimum of the heights of the prime ideals
containing J . We denote the height of J by height(J) and deflne height(R) :=1. As R
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is Noetherian every ideal 6= R has flnite height (Zariski and Samuel, 1975a, p.241). The
following result (Kaplansky, 1970, Theorem 149) will be frequently used.
Theorem 2.1. Let P be a prime ideal in R with height(P ) = m and Q a prime ideal
in the univariate polynomial ring R[x] with Q 6= P R[x] and Q \R = P . Then
height(P R[x]) = m and height(Q) = m+ 1:
Let I be an ideal in R[x1; : : : ; xn] and I = Q1 \ ¢ ¢ ¢ \ Qr an irredundant primary
decomposition. The equidimensional hull of I, denoted by hull(I), is the intersection of
the primary components of minimal height. The ideal I is unmixed if
height(Qi) = height(Qj)
for i; j 2 f1; : : : ; rg. It is strongly unmixed if
height(Qi \R[x1; : : : ; xk]) = height(Qj \R[x1; : : : ; xk])
for i; j 2 f1; : : : ; rg and k 2 f0; : : : ; ng. We denote the set fpQ1; : : : ;
p
Qrg of associated
primes of I by ap(I).
Let PP (x1; : : : ; xn) denote the set of power products in the variables x1; : : : ; xn and
` an arbitrary admissible order on PP (x1; : : : ; xn). For any non-zero polynomial f 2
R[x1; : : : ; xn] write f = cX+f 0, where c 2 Rnf0g and X 2 PP (x1; : : : ; xn) with X ´ X 0
for every power product X 0 in f 0. With this notation we set
lc(f) := c; the leading coe–cient of f;
lpp(f) := X; the leading power product of f;
lm(f) := cX; the leading monomial of f:
The total degree of f in x1; : : : ; xn is denoted by deg(f) and the degree of f in the
variable xi by degxi(f). Furthermore, we deflne lc(0) := lpp(0) := lm(0) := 0 and
deg(0) := degxi(0) := ¡1. For an ideal I in R[x1; : : : ; xn] we denote the ideal hflm(f) j
f 2 Igi by lm(I).
Let f; g 2 R[x] with g 6= 0. There exist polynomials pquo(f; g) and prem(f; g), called
the pseudoquotient and pseudoremainder of f and g, such that
(lc(g))d ¢ f = pquo(f; g) ¢ g + prem(f; g);
deg(pquo(f; g)) < d and deg(prem(f; g)) < deg(g);
where d := max(fdeg(f) ¡ deg(g) + 1; 0g). Note that the pseudoquotient and pseudo-
remainder of f and g are usually not uniquely determined if R is not an integral domain.
Let g be a non-constant polynomial in a polynomial ring K[x1; : : : ; xn] and write g in
the form g = a ¢ Qrm=1 pimm , where a is a constant and p1; : : : ; pr 2 K[x1; : : : ; xn] are
irreducible and pairwise relatively prime. If i1 = : : : = ir = 1 then g is called squarefree.
The polynomial
Qr
m=1 pm is called a squarefree part of g. Obviously, two squarefree parts
of g difier by a multiplicative constant only. We denote a flxed squarefree part of g by
squarefree(g) and deflne squarefree(g) := g for every g 2 K.
The natural numbers are denoted by N, the rationals by Q and the complex numbers
by C.
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3. Gro˜bner Bases
The Gro˜bner basis algorithm (Buchberger, 1965, 1970) is undoubtedly the most im-
portant algorithmic tool in commutative algebra. In this section we discuss the use of
Gro˜bner bases to perform some basic ideal operations in polynomial rings over R. For an
extensive introduction to Gro˜bner bases over rings we refer to Adams and Loustaunau
(1994).
Let ` be an arbitrary admissible order on PP (x1; : : : ; xn). A flnite subset G of an
ideal I µ R[x1; : : : ; xn] is a Gro˜bner basis of I w.r.t. ` if
hflm(g) j g 2 Ggi = lm(I):
For actually computing Gro˜bner bases in R[x1; : : : ; xn] we have to assume certain
computability conditions on R. We say that linear equations are solvable in R if
(1) for given a; a1; : : : ; am 2 R it is possible to decide whether a is in the ideal generated
by a1; : : : ; am in R and if so, flnd b1; : : : ; bm 2 R such that a =
P
biai,
(2) for given a1; : : : ; am 2 R one can flnd a flnite set of generators for the R-module
f(b1; : : : ; bm) 2 Rm j
P
biai = 0g.
Example 3.1. (a)Linear equations are solvable in R if R is a Euclidean domain or a
flnite ring.
(b) Assume that linear equations are solvable in R and let I be an ideal in R and f
an element of R. Then linear equations are solvable in R[x1; : : : ; xn], R=I and Rf , where
Rf denotes the localization of R at f .
It has been shown in Trinks (1978), Zacharias (1978) and Schaller (1978) that there
exists an algorithm which computes for any flnite subset F of R[x1; : : : ; xn] a Gro˜bner
basis of hF i if linear equations are solvable in R. An improved version of this algorithm
based on results in Mo˜ller (1988) can be found in Adams and Loustaunau (1994).
We will use Gro˜bner bases mainly for computing intersections of ideals, ideal quotients
and localizations at elements of R[x1; : : : ; xn]. All these operations are based on the
following properties of Gro˜bner bases with respect to elimination orders (Spear, 1977;
Trinks, 1978).
Lemma 3.1. Let I be an ideal in R[y1; : : : ; ym; x1; : : : ; xn]. Given any two orders `1 and
`2 on PP (y1; : : : ; ym) and PP (x1; : : : ; xn) respectively, deflne an order ` by Y1X1 `
Y2X2 if X1 `2 X2, or X1 = X2 and Y1 `1 Y2 for Y1; Y2 2 PP (y1; : : : ; ym) and X1; X2 2
PP (x1; : : : ; xn). Let G µ R[y1; : : : ; ym; x1; : : : ; xn] be a Gro˜bner basis of I with respect
to `. Then
(a) G is a Gro˜bner basis of I with respect to `2 on R[y1; : : : ; ym][x1; : : : ; xn], the poly-
nomial ring in x1; : : : ; xn with coe–cients in R[y1; : : : ; ym],
(b) G \R[y1; : : : ; ym] is a Gro˜bner basis of I \R[y1; : : : ; ym] with respect to `1.
Proof. See Proposition 3.1 in Gianni et al. (1988). 2
Theorem 3.1. Assume that linear equations are solvable in R.
Let I and J be ideals in R[x1; : : : ; xn] and f an element of R[x1; : : : ; xn]. Then the
following can be computed:
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(a) I \ J , (b) I : J , (c) I : f1.
If the generators of J and f are not zero divisors then simpler proofs of (b) and (c) are
given in Gianni et al. (1988, Corollary 3.2).
Proof. Let y be a new indeterminate.
(a) Observe that
I \ J = (yI + (y ¡ 1)J) \R[x1; : : : ; xn]:
Hence, I\J can be computed because of the above elimination property of Gro˜bner
bases.
(b) Let ff1; : : : ; frg be a basis of J . Then I : J =
T
I : hfii, so I : J can be constructed
provided each I : hfii can. Let i 2 f1; : : : ; rg. We can compute a basis fq1; : : : ; qtg of
f0g : hfii, a basis fp1; : : : ; psg of I \ hfii and polynomials g1; : : : ; gs with gjfi = pj .
Obviously,
hg1; : : : ; gs; q1; : : : ; qti µ I : hfii:
Conversely, let g 2 I : hfii. Then gfi 2 I\hfii and therefore gfi = h1p1 + ¢ ¢ ¢+hsps
for some h1; : : : ; hs 2 R[x1; : : : ; xn]. Hence, h1g1 + ¢ ¢ ¢ + hsgs ¡ g 2 f0g : hfii and
therefore g 2 hg1; : : : ; gs; q1; : : : ; qti and hg1; : : : ; gs; q1; : : : ; qti = I : hfii.
(c) Let I 0 be the ideal hI [ f1 ¡ yfgi in R[x1; : : : ; xn; y] and I 00 := I 0 \ R[x1; : : : ; xn].
We will show that I : f1 equals I 00.
If g 2 I 00 then g = h1p1 + ¢ ¢ ¢+ hsps + h(1¡ yf) for h1; : : : ; hs; h 2 R[x1; : : : ; xn; y]
and p1; : : : ; ps 2 I. Writing h1; : : : ; hs; h in the form
hj = ajryr + ¢ ¢ ¢+ aj0; h = bryr + ¢ ¢ ¢+ b0;
where j 2 f1; : : : ; sg, r := max(degy(h1); : : : ; degy(hs); degy(h)) and the as and bs
are in R[x1; : : : ; xn], we obtain
g = a10p1+¢ ¢ ¢+as0ps+b0; 0 = a1ip1+¢ ¢ ¢+asips+bi¡bi¡1f for i 2 f1; : : : ; r+1g:
Hence, for
h0j := ajrf + ajr¡1f
2 + ¢ ¢ ¢+ aj0fr+1; h0 := br + br¡1f + ¢ ¢ ¢+ b0fr
we obtain
gfr+1 =
r+1X
i=0
fr+1¡i(a1ip1 + ¢ ¢ ¢+ asips + bi ¡ bi¡1f)
= h01p1 + ¢ ¢ ¢+ h0sps + h0(f ¡ f)
= h01p1 + ¢ ¢ ¢+ h0sps 2 I:
Thus, I 00 µ I : f1.
Conversely, if g 2 I : f1 then fkg 2 I and therefore (yf)kg 2 I 0 for some natural
number k. Hence,
g = (yf)kg ¡ ((yf)k ¡ 1)g = (yf)kg ¡ (yf ¡ 1)((yf)k¡1 + ¢ ¢ ¢+ 1)g 2 I 0
and therefore I : f1 µ I 00: 2
Note that in proving (a) and (c) we did not use that linear equations are solvable in
R but only that Gro˜bner bases are computable in R[x1; : : : ; xn].
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4. The Ritt{Wu Approach
In this section we formally deflne systems of representations and prove a lifting theorem
for these systems. Furthermore, we present an application to geometry theorem-proving,
and we discuss implementation issues.
4.1. definitions
A system of representations (S;Rep;decomposeR; splitR) in R consists of
(1) a set S of flnite subsets of R,
(2) a function Rep from S to the set of radicals in R which are unequal to R,
(3) an algorithm decomposeR that computes for a flnite subset F of R a subset
fC1; : : : ; Crg of S such that
p
F =
r\
i=1
Rep(Ci);
(4) an algorithm splitR that computes for a given A 2 S and f 2 R a pair (fB1; : : :,
Brg, fC1; : : : ; Csg) of subsets of S such that
r[
i=1
ap(Rep(Bi)) = fP 2 ap(Rep(A)) j f 2 Pg;
s[
i=1
ap(Rep(Ci)) = fP 2 ap(Rep(A)) j f =2 Pg:
We call (S;Rep;decomposeR; splitR) a system of unmixed (resp. prime) representa-
tions if Rep(A) is unmixed (resp. prime) for every A 2 S.
Example 4.1. Let R be the multivariate polynomial ring K[x1; : : : ; xn].
(a) One possibility of representing radicals is the following: let S be the set of all those
flnite subsets of R which do not generate R and deflne the function Rep by Rep(C) :=
p
C
for every C 2 S. In this case decomposeR(F ) is fFg if hF i 6= R and ; otherwise. It
remains to construct splitR. Let F 2 S, f 2 R and G = fg1; : : : ; gkg a flnite basis of
hF i : f1. As pF = pF [ ffg \ pG it is tempting to deflne splitR as the algorithm
which returns (fF [ ffgg; fGg) for given F; f . Note, however, that pF [ ffg may have
associated primes which are not associated primes of
p
F . Therefore, let Bi be a flnite
basis of hF i : g1i for i 2 f1; : : : ; kg and consider the algorithm which computes ( „B; „G)
for given F; f , where
„B := fBi j i 2 f1; : : : ; kg; hBii 6= Rg;
„G := fGg if hGi 6= R; „G := ; otherwise:
We will show that this algorithm satisfles the speciflcation of splitR.
Denote hF i by I and let
I = Q1 \ ¢ ¢ ¢ \Qr \Qr+1 \ ¢ ¢ ¢ \Qs
be an irredundant primary decomposition of I and assume that f is in each of the
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p
Q1; : : : ;
p
Qr but in none of the
p
Qr+1; : : : ;
p
Qs. Then hGi = Qr+1 \ ¢ ¢ ¢ \Qs. Hence,
for every i 2 f1; : : : ; kg
hBii = I : g1i =
\
j2Ji
Qj for some Ji µ f1; : : : ; rg:
If Bi 2 „B and P 2 ap(Rep(Bi)) then P is an isolated prime ideal of
T
j2Ji Qj . Thus P
is also an isolated prime ideal of I and f 2 P . Therefore,
k[
i=1
ap(Rep(Bi)) µ fP 2 ap(Rep(F )) j f 2 Pg:
On the other hand, if P 2 ap(Rep(F )) and f 2 P then P is an isolated prime ideal
of I and therefore Qr+1 \ ¢ ¢ ¢ \ Qs 6µ P . Let i 2 f1; : : : ; kg with gi =2 P . Obviously,
P 2 ap(Rep(Bi)) and the flrst equality in the speciflcation of splitR is proved.
The correctness of the algorithm now follows from
ap(Rep(G)) = fP j P isolated prime of Qr+1 \ ¢ ¢ ¢ \Qsg
= f
p
Qi j i 2 fr + 1; : : : ; sg;
p
Qi isolated prime of Ig
= fP 2 ap(Rep(F )) j f =2 Pg:
If radicals are computable in K[x1; : : : ; xn] we could also deflne S as the set of flnite
bases of radicals unequal to K[x1; : : : ; xn]. In this case the function Rep and the algorithm
splitR are deflned as above but decomposeR is now an algorithm which computes for
an arbitrary flnite subset F of K[x1; : : : ; xn] a flnite basis of
p
F .
(b) IfK has characteristic 0 we can represent radicals by means of irreducible ascending
sets: let S0 be the set of irreducible ascending sets in K[x1; : : : ; xn] and S := S0 [ ff0gg.
We deflne the function Rep by mapping f0g to the prime ideal f0g and every irreducible
ascending set C to the prime ideal whose generic point is given by C. The algorithm
decomposeR is now the prime decomposition algorithm of Ritt. We can decide for
every f 2 K[x1; : : : ; xn] and every prime ideal P µ K[x1; : : : ; xn] given by an irreducible
ascending set whether f 2 P using pseudodivision (Wu, 1984). As Rep(A) is prime for
every A 2 S we obtain an algorithm splitR. Therefore, the set S together with the
function Rep and these two algorithms is a system of prime representations.
4.2. lifting theorem
If linear equations are solvable in R then linear equations are solvable in polynomial
rings over R. We will now prove a similar lifting theorem for systems of representations.
Theorem 4.1. (a) If there exists a system of (unmixed) representations in R then there
exists a system of (unmixed) representations in R[x].
(b) Let (S;Rep;decomposeR; splitR) be a system of prime representations in R.
Assume that for every C 2 S there exists an algorithm for expressing every non-constant
element of K(P )[x] as a product of irreducible polynomials, where P := Rep(C). Then
there exists a system of prime representations in R[x].
Throughout this section let (S;Rep;decomposeR; splitR) be a system of representa-
tions in R.
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For proving part (a) of Theorem 4.1 we flrst construct a set „S of flnite subsets of R[x]
and a function Rep from „S to the set of radicals in R[x]: we deflne „S as the union
S [
[
C2S
fC [ fgg j g 2 R[x] nR with lc(g) =2 P for every P 2 ap(Rep(C))g
and
for B 2 S : Rep(B) := ff 2 R[x] j fP = 0 for every P 2 ap(Rep(B))g;
for B 2 „S n S : Rep(B) := ff 2 R[x] j squarefree(gP ) divides fP in K(P )[x]
for every P 2 ap(Rep(B \R))g;
where fgg = B nR:
For showing that Rep(B) is a radical for every B 2 „S we need the following lemma
which is proved in Kalkbrener (1994).
Lemma 4.1. Let I be an ideal in R[x]. Then the following three conditions are equivalent.
(a) I is a prime ideal in R[x].
(b) I\R is prime in R, J is prime in K(I\R)[x] and I (R=I\R)[x] = J\(R=I\R)[x],
where J is the ideal I K(I \R)[x].
(c) I \ R is prime in R and there exists a polynomial q 2 K(I \ R)[x] which is either
irreducible over K(I \R) or zero and
for every f 2 R[x] : f 2 I ifi f I\R 2 hqi:
Lemma 4.2. Let B 2 „S. Then Rep(B) is a radical difierent from R[x] and
height(Rep(B)) = height(Rep(B)) if B 2 S;
height(Rep(B)) = height(Rep(B \R)) + 1 if B =2 S:
If Rep(B \R) is unmixed then Rep(B) is unmixed.
Proof. Let P1; : : : ; Pr be the associated prime ideals of Rep(B \ R). If B 2 S then
Rep(B) = Rep(B)R[x] and therefore Rep(B) is a radical. The ideals P1R[x]; : : : ; Pr R[x]
are the associated prime ideals of Rep(B). By Theorem 2.1,
height(Rep(B)) = height(Rep(B)):
Therefore, if Rep(B \R) is unmixed then Rep(B) is unmixed.
Now assume that B = C [ fgg for some C 2 S and g 2 R[x] n R with lc(g) =2 Pi for
every i 2 f1; : : : ; rg. For i 2 f1; : : : ; rg let
gPi = lc(gPi) ¢
liY
j=1
q
kij
ij
be a factorization of gPi in K(Pi)[x]. By the previous lemma, the set
Pij := ff 2 R[x] j qij divides fPi in K(Pi)[x]g
is a prime ideal for every j 2 f1; : : : ; lig. Obviously,Rep(B) =
T
Pij and thereforeRep(B)
is a radical. As Pij \R = Pi and PiR[x] 6= Pij for every i 2 f1; : : : ; rg, j 2 f1; : : : ; lig it
follows from Theorem 2.1 that
height(Rep(B)) = height(Rep(B \R)) + 1
538 M. Kalkbrener
and Rep(B) is unmixed if Rep(B \R) is unmixed. 2
We now come to the construction of an important algorithmic tool: an algorithm for
computing gcd’s modulo radicals.
ggcdR[x](C;F )
Input: C, an element of S,
F = ff1; : : : ; fkg, a flnite subset of R[x].
Output: f(C1; g1); : : : ; (Cl; gl)g, where C1; : : : ; Cl 2 S and g1; : : : ; gl 2 R[x] such that
ap(Rep(C)) =
Sl
i=1 ap(Rep(Ci)) and for every i 2 f1; : : : ; lg and P 2 ap(Rep(Ci)):
(1) gPi is the gcd of f
P
1 ; : : : ; f
P
k in K(P )[x] (up to a multiplicative constant) if
F 6= ; and gi = 0 otherwise,
(2) if gi 6= 0 then lc(gi) =2 P ,
(3) gi 2 hRep(Ci) [ F i.
if F µ f0g then
O := f(C; 0)g
else
f := a non-zero element in F with minimal degree in x
F 0 := F n ffg
(M 0;M 00) := splitR(C; lc(f))
h := f ¡ lm(f)
F 00 := fprem(g; f) j g 2 F 0g
if F 00 µ f0g then
O :=
S
B02M 0 ggcdR[x](B
0; F 0 [ fhg) [SB002M 00f(B00; f)g
else
O :=
S
B02M 0 ggcdR[x](B
0; F 0 [ fhg) [SB002M 00 ggcdR[x](B00; F 00 [ ffg)
end
end
return(O)
Proof of termination and correctness of ggcdR[x]. Let G be a flnite non-empty
subset of R[x]. Deflne
sumdeg(;) := 0 and sumdeg(G) :=
X
g2G
(deg(g) + 1):
Let C and F be sets which satisfy the input speciflcation. We will prove termination
and correctness by induction on sumdeg(F ).
It follows from sumdeg(F ) = 0 that F µ f0g and therefore termination and correctness
are obvious.
Let sumdeg(F ) > 0. Obviously, sumdeg(F 0 [ fhg) < sumdeg(F ). Furthermore, if
F 00 6µ f0g then sumdeg(F 00 [ ffg) < sumdeg(F ). Hence, the termination of ggcdR[x]
follows from the induction hypothesis.
The equality ap(Rep(C)) =
Sl
i=1 ap(Rep(Ci)) and condition (2) in the speciflcation of
ggcdR[x] immediately follow from the speciflcation of splitR and the induction hypoth-
esis.
Let (Ci; gi) be an element of the output set and P 2 ap(Rep(Ci)).
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Assume that there exists a B0 2 M 0 with (Ci; gi) 2 ggcdR[x](B0; F 0 [ fhg). By the
induction hypothesis, P 2 ap(Rep(B0)) and therefore lc(f) 2 P by the speciflcation
of splitR. Hence, hP = fP and condition (1) follows from the induction hypothesis.
As lc(f) 2 Rep(Ci), the polynomial h is in the ideal generated by Rep(Ci) [ F . Thus,
condition (3) follows from the induction hypothesis.
If there exists a B00 2 M 00 with (B00; f) = (Ci; gi) then conditions (1) and (3) are
obviously satisfled. Otherwise, there exists a B00 2M 00 with (Ci; gi) 2 ggcdR[x](B00; F 00[
ffg). By the induction hypothesis, P 2 ap(Rep(B00)) and therefore lc(f) =2 P by the
speciflcation of splitR. Therefore, the polynomials in the set fgP j g 2 Fg and the
polynomials in the set fgP j g 2 F 00 [ ffgg have the same gcd and condition (1) follows
from the induction hypothesis. Condition (3) follows from the fact that F 00 [ ffg is a
subset of hF i and the induction hypothesis. 2
Using this algorithm we construct decomposeR[x].
decomposeR[x](F )
Input: F , a flnite subset of R[x].
Output: fC1; : : : ; Crg, a subset of „S with
p
F =
Tr
i=1Rep(Ci).
M := decomposeR(F \R)
forall C 2M do
f(C1; g1); : : : ; (Ck; gk)g := ggcdR[x](C;F )
JC := fi 2 f1; : : : ; kg j gi 6= 0g
OC := fCi j i 2 f1; : : : ; kg n JCg[
fCi [ fgig j i 2 f1; : : : ; kg; gi =2 Rg[S
i2JC decomposeR[x](F [ flc(gi)g)
end
return(
S
C2M OC)
Proof of termination of decomposeR[x]. Let F be a flnite subset of R[x] and
C 2 M . It follows from the speciflcation of ggcdR[x] that for every i 2 JC the leading
coe–cient of gi is not in Rep(Ci) and therefore not in hF \ Ri. As R is Noetherian
decomposeR[x] terminates. 2
It is well known (see, for instance, Becker and Weispfenning (1993, Lemma 8.95)) that
for an ideal I µ R[x] and f 2 R[x]
p
I =
p
I : f1 \
p
I [ ffg: (4.1)
We will now show that the correctness of decomposeR[x] is based on this fundamental
decomposition formula.
Lemma 4.3. Let C 2 S and g 2 R[x] such that C [ fgg 2 „S. Thenp
hRep(C) [ fggi : lc(g)1 = Rep(C [ fgg):
If gP 2 K(P )[x] is squarefree for every P 2 ap(Rep(C)) then
hRep(C) [ fggi : lc(g)1 = Rep(C [ fgg):
Proof. Let f 2 R[x]. If f 2 hRep(C)[ fggi : lc(g)1 then gP divides fP in K(P )[x] for
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every P 2 ap(Rep(C)) and therefore f 2 Rep(C [ fgg). As Rep(C [ fgg) is a radical,p
hRep(C) [ fggi : lc(g)1 µ Rep(C [ fgg): (4.2)
On the other hand, if f 2 Rep(C [ fgg) then there exists a natural number m such
that gP divides (fm)P for every P 2 ap(Rep(C)). Thus, prem(fm; g)P = 0 for every
P 2 ap(Rep(C)) and therefore prem(fm; g) 2 Rep(C) and fm 2 hRep(C)[fggi : lc(g)1.
Together with (4.2) this completes the proof of the flrst equality.
If gP is squarefree for every P 2 ap(Rep(C)) we can choose m as 1 and the second
equality immediately follows. 2
Proof of correctness of decomposeR[x]. Let O be the output set with input F .
We will show correctness by induction.
Induction basis: hF \Ri = R. Then the output set O is empty and correctness is obvious.
Induction step: hF \Ri 6= R. It follows from the speciflcation of ggcdR[x], the deflnition
of Rep and the induction hypothesis that
p
F µ TA2O Rep(A). It remains to show that
for every prime ideal P with
p
F µ P
there exists an A 2 O with Rep(A) µ P: (4.3)
Obviously, there exists a C 2 M and an i 2 f1; : : : ; kg with Rep(Ci) [ fgig µ P , where
f(C1; g1); : : : ; (Ck; gk)g := ggcdR[x](C;F ). If gi = 0 then (4.3) is obviously satisfled.
Otherwise, by (4.1), p
I =
p
I : lc(gi)1 \
p
I [ flc(gi)g;
where I := hRep(Ci) [ fgigi. Therefore, by Lemma 4.3,
Rep(C [ fgig) µ P or lc(gi) 2 P:
In the second case (4.3) follows from the induction hypothesis. 2
It remains to construct the algorithm splitR[x]. First we need a subalgorithm which
computes for given polynomials f; g the biggest factor h of f such that h and g are
relatively prime.
Let f; g 2 K[x] with f 6= 0 and f = lc(f) ¢Qrm=1 pimm a factorization into irreducible
monic factors. Deflne M := fm 2 f1; : : : ; rg j pm does not divide gg and
h :=
Y
m2M
pimm if M 6= ; and h := 1 if M = ;:
Note that h and g are relatively prime and that h is the biggest factor of f with this
property. We denote h by rpf(f; g).
relatively primeR[x](C; f; g)
Input: C, an element of S,
f; g, polynomials in R[x] such that lc(f) =2 P for every P 2 ap(Rep(C)).
Output: f(C1; f1); : : : ; (Cs; fs)g, where C1; : : : ; Cs 2 S and f1; : : : ; fs 2 R[x] such that
ap(Rep(C)) =
Ss
i=1 ap(Rep(Ci)) and for every i 2 f1; : : : ; sg and P 2 ap(Rep(Ci))
and some non-zero constant c 2 K(P )
fPi = c ¢ rpf(fP ; gP ) and lc(fi) =2 P:
Algorithmic Properties of Polynomial Rings 541
f(D1; g1); : : : ; (Dr; gr)g := ggcdR[x](C; ff; gg)
J := fj 2 f1; : : : ; rg j gj =2 Rg
O := f(Dj ; f) j j 2 f1; : : : ; rg n Jg [
S
j2J relatively primeR[x](Dj ; pquo(f; gj); g)
return(O)
Proof of termination and correctness of relatively primeR[x]. Let C; f; g sat-
isfy the input speciflcation and let (Ci; fi) be an element of the output f(C1; f1); : : : ; (Cs,
fs)g of relatively primeR[x]. We do the proof by induction on deg(f).
If deg(f) = 0 termination and correctness follow from the speciflcation of ggcd.
Let deg(f) > 0. Obviously, lc(pquo(f; gj)) =2 P and deg(f) > deg(pquo(f; gj)) for every
j 2 J and P 2 ap(Rep(Dj)). Therefore, Dj ; pquo(f; gj); g satisfy the input speciflcation
of relatively primeR[x] and the algorithm terminates.
It follows from the speciflcation of ggcdR[x] that ap(Rep(C)) =
Ss
j=1 ap(Rep(Cj)) and
lc(fi) =2 P for every P 2 ap(Rep(Ci)). If (Ci; fi) = (Dj ; f) for some j 2 f1; : : : ; rg n J
then gj 2 R. Therefore, fP and gP are relatively prime for every P 2 ap(Rep(Ci)) and
correctness is obvious. Otherwise, there exists a j 2 J such that (Ci; fi) is an element of
the output of relatively primeR[x] with input Dj ; pquo(f; gj); g. By deflnition of gj ,
rpf(fP ; gP ) = rpf(pquo(f; gj)P ; gP ) for every P 2 ap(Rep(Dj)):
Therefore correctness follows from the induction hypothesis. 2
splitR[x](C; f)
Input: C, an element of „S,
f , a polynomial in R[x].
Output: (fB1; : : : ; Brg; fC1; : : : ; Csg), a pair of subsets of „S such that
r[
i=1
ap(Rep(Bi)) = fP 2 ap(Rep(C)) j f 2 Pg; (4.4)
s[
i=1
ap(Rep(Ci)) = fP 2 ap(Rep(C)) j f =2 Pg: (4.5)
f(D1; g1); : : : ; (Dm; gm)g := ggcdR[x](C \R; (C nR) [ ffg)
if C µ R then
O1 := fDj j j 2 f1; : : : ;mg and gj = 0g
O2 := fDj j j 2 f1; : : : ;mg and gj 6= 0g
else
O1 := fDj [ fgjg j j 2 f1; : : : ;mg and gj =2 Rg
g := the only element in C nR
f(E1; h1); : : : ; (Ek; hk)g := relatively primeR[x](C \R; g; f)
O2 := fEj [ fhjg j j 2 f1; : : : ; kg and hj =2 Rg
end
return((O1; O2))
Proof of termination and correctness of splitR[x]. As splitR[x] obviously ter-
minates it remains to show its correctness. Let C and f satisfy the input speciflcation
and let (fB1; : : : ; Brg; fC1; : : : ; Csg) be the output of splitR[x] with input C and f . It
immediately follows from the speciflcations of ggcdR[x] and relatively primeR[x] that
fB1; : : : ; Brg and fC1; : : : ; Csg are subsets of „S. Let P be a prime ideal in R[x].
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Case: C µ R. P 2 ap(Rep(Bi)) for some i 2 f1; : : : ; rg ifi P = (P \R)R[x] and P \R 2
ap(Rep(C)) and fP\R = 0 ifi P 2 ap(Rep(C)) and f 2 P . Equality (4.5) can be shown
in the same way.
Case: C 6µ R. Denote the element of C n R by g and the set fj 2 f1; : : : ;mg j gj =2 Rg
by J . P 2 ap(Rep(Bi)) for some i 2 f1; : : : ; rg ifi P 2 ap(Rep(Dj [ fgjg)) for some
j 2 J ifi there exists a j 2 J and an irreducible factor q 2 K(P \ R)[x] of gjP\R with
P = fh 2 R[x] j q divides hP\Rg and P \R 2 ap(Rep(Dj)) ifi there exists an irreducible
q 2 K(P\R)[x] which divides gP\R and fP\R, P = fh 2 R[x] j q divides hP\Rg and P\
R 2 ap(Rep(C \R)) ifi P 2 ap(Rep(C)) and f 2 P . Equality (4.5) can be shown in the
same way. 2
Therefore part (a) in Theorem 4.1 is proved. Before we give the proof of part (b)
we compute a simple example and show how decompose can be applied to geometry
theorem proving.
Example 4.2. First of all, we construct a system of unmixed representations (S;Rep,
decomposeQ; splitQ) in Q:
S := f;g; Rep(;) := f0g;
for input ; or f0g decomposeQ returns f;g and ; otherwise and splitQ(;; a) is (f;g; ;)
if a = 0 and (;; f;g) otherwise. Using the constructions in the proof of Theorem 4.1(a)
we obtain a system of unmixed representations in every multivariate polynomial ring
over Q. In particular, let ( „S;Rep;decomposeQ[x;y]; splitQ[x;y]) be a system of unmixed
representations in Q[x; y].
We will now compute for F := fy2 + x; xy + x2g elements A1; : : : ; Ar of „S with
p
F =
r\
i=1
Rep(Ai):
Computation of decomposeQ[x;y](fy2 + x; xy + x2g):
f;g = decomposeQ[x](;),
f(;; x4 + x3)g = ggcdQ[x;y](;; fy2 + x; xy + x2g).
Therefore,
decomposeQ[x;y](fy2 + x; xy + x2g) = decomposeQ[x;y](fx4 + x3; y2 + x; xy + x2g):
Computation of decomposeQ[x;y](fx4 + x3; y2 + x; xy + x2g):
ffx4 + x3gg = decomposeQ[x](fx4 + x3g).
This time the gcd of y2 +x and xy+x2 has to be computed modulo the radical hx2 +xi,
i.e. we have to compute
ggcdQ[x;y](fx4 + x3g; fx4 + x3; y2 + x; xy + x2g):
In the course of the computation we divide y2 + x by xy + x2. As the associated primes
of hx2 + xi are hxi and hx+ 1i and the leading coe–cient of xy + x2 2 Q[x][y] is in hxi
but not in hx+ 1i the computation splits:
ggcdQ[x;y](fx4 + x3g; fx4 + x3; y2 + x; xy + x2g) =
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ggcdQ[x;y](fxg; f0; y2 + x; x2g) [ ggcdQ[x;y](fx+ 1g; f0; xy + x2; x4 + x3) =
f(fxg; y2 + x); (fx+ 1g; xy + x2)g.
Therefore, we obtain
decomposeQ[x;y](fy2 + x; xy + x2g) = ffx; y2 + xg; fx+ 1; xy + x2gg:
The structure of decomposeR[x] is simple. Elimination is done by the subalgorithm
ggcd and not by characteristic set computations as in Ritt’s prime decomposition algo-
rithm. Each time ggcd is called it computes new information about the elimination ideal
of the input ideal. This information is used in the next approximation step.
Example 4.3. In the late 1970s and early 1980s the work of Wu Wen-tsun (Wu, 1978,
1984) renewed the interest in algebraic approaches to automated geometry theorem prov-
ing. In the following years it was demonstrated in a number of papers (see, for instance,
Chou (1988), Chou and Gao (1990), Ko and Hussain (1985), Kapur and Wan (1990),
Wang (1995), Chou and Schelter (1986), Kapur (1986), Kutzler and Stifter (1986)) that
the characteristic set method of Ritt and Wu as well as the Gro˜bner basis algorithm are
useful tools for proving theorems in Euclidean geometry although the applicability of the
algebraic approach based on these methods is limited by the following two restrictions:
(a) Geometrical statements cannot be decided in real space but only in complex space.
Therefore theorems in real geometry can only be conflrmed by proving them in
complex space but they cannot be disproved.
(b) This approach only works for those geometrical statements whose hypotheses and
conclusions can be translated into algebraic equations.
The reason for the flrst restriction is that methods like Gro˜bner bases or characteristic
sets can decide the solvability of a system of algebraic equations over algebraically closed
flelds only. Fortunately, it has turned out that only very few geometrical statements
hold over the reals but not over the complex. See MacLane 83 in Kutzler (1988) for an
example. Because of the second restriction we can use this algebraic approach to prove
theorems about incidence, parallelism, perpendicularity, cocircularity, congruence, etc.,
but not about \betweenness", because no order predicate is available.
Often a geometrical statement is true only in a \generic" sense, i.e. after certain de-
generate situations have been ruled out. Such degenerate situations typically occur when
triangles collapse to a line segment, circles to a point, etc., and they are usually not ex-
plicitly mentioned. An automatic procedure for proving geometrical statements has to be
able to deal with this problem, that means it has to be able to automatically flnd suitable
nondegeneracy conditions which make the statement a theorem, if such conditions exist
at all.
Hence this algebraic approach to automated geometry theorem proving leads to the
following algebraic problem. Let h1; : : : ; hm and c be polynomials in Q[x1; : : : ; xn] ob-
tained by translating the hypotheses and conclusion of a geometrical statement into
algebraic equations. During this translation process a set X ‰ fx1; : : : ; xng of indepen-
dent variables w.r.t. hh1; : : : ; hmi can be identifled. We assume without loss of gener-
ality that X = fx1; : : : ; xtg. Now the problem is to decide whether there exists a d in
Q[x1; : : : ; xt] n f0g such that for all a in Cn
(h1(a) = ¢ ¢ ¢ = hm(a) = 0 ^ d(a) 6= 0) ) c(a) = 0; (4.6)
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and, if so, to flnd such a nondegeneracy condition d.
For a subset F of Q[x1; : : : ; xn] let V (F ) denote the variety of F in Cn, i.e.
V (F ) = fa 2 Cn j f(a) = 0 for every f 2 Fg:
Let V (fh1; : : : ; hrg) = V1[ : : :[Vk be a decomposition into irreducible varieties. We may
assume that for some l 2 f0; : : : ; kg no non-zero element of Q[x1; : : : ; xt] vanishes on Vi
for i 2 f1; : : : ; lg but there exists a non-zero dj 2 Q[x1; : : : ; xt] which vanishes on Vj for
j 2 fl + 1; : : : ; kg. Deflne V 0 := Sli=1 Vi and V 00 := Skj=l+1 Vj . Obviously, (4.6) is true if
and only if
c vanishes on V 0: (4.7)
In this case
Qk
j=l+1 dj is a nondegeneracy condition. Hence the correctness of (4.6) can
be decided by decomposing V into V 0 [ V 00 and by deciding (4.7).
We will now apply systems of representations to this problem. We construct a system of
unmixed representations ( „S;Rep;decomposeR; splitR) in R := Q[x1; : : : ; xn] as in the
previous example. For the hypotheses polynomials h1; : : : ; hm we compute C1; : : : ; Cr 2 „S
with p
fh1; : : : ; hmg =
r\
i=1
Rep(Ci)
using decomposeR. W.l.o.g. we assume that there exists an s 2 f0; : : : ; rg such that
Ci \Q[x1; : : : ; xt] = ; for i 2 f1; : : : ; sg and Cj \Q[x1; : : : ; xt] 6= ; for j 2 fs+ 1; : : : ; rg.
Obviously,
V 0 =
s[
i=1
V (Rep(Ci)) and V 00 =
r[
j=s+1
V (Rep(Cj))
and therefore (4.6) holds if and only if the conclusion polynomial c vanishes on the variety
of Rep(Ci) for every i 2 f1; : : : ; sg. This can be easily checked using splitR.
We illustrate this procedure by means of the
Apollonios’ Circle Theorem. The altitude pedal of the hypotenuse of a right-angled
triangle and the midpoints of the three sides of the triangle lie on a circle.
We use the algebraic formulation given in Buchberger (1987). We have eight hypotheses
polynomials h1; : : : ; h8 in R := Q[x1; x2; : : : ; x10]:
h1 := 2x3 ¡ x1; h5 := (x7 ¡ x3)2 + x28 ¡ (x7 ¡ x4)2 ¡ (x8 ¡ x5)2;
h2 := 2x4 ¡ x1; h6 := (x7 ¡ x3)2 + x28 ¡ (x8 ¡ x6)2 ¡ x27;
h3 := 2x5 ¡ x2; h7 := (x9 ¡ x1)x2 + x1x10;
h4 := 2x6 ¡ x2; h8 := ¡x1x9 + x2x10:
The conclusion is
c := (x7 ¡ x3)2 + x28 ¡ (x7 ¡ x9)2 ¡ (x8 ¡ x10)2:
The set of independent variables is fx1; x2g.
We compute decomposeR(fh1; : : : ; h8g) using our test implementation in Maple (see
Subsection 4.3). The output set consists of 4 subsets of Q[x1; : : : ; x10]:
C1 : = fx1x10 + x2x9 ¡ x2x1;¡x21x9 ¡ x22x9 + x22x1; 4x8 ¡ x2;¡4x7 + x1; 2x6 ¡ x2;
2x5 ¡ x2; 2x4 ¡ x1; 2x3 ¡ x1 g;
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C2 : = fx10; x9; 4x8 ¡ x2; 2x6 ¡ x2; 2x5 ¡ x2; x4; x3; x1 g;
C3 : = fx10; x9;¡4x7 + x1; x6; x5; 2x4 ¡ x1; 2x3 ¡ x1; x2 g;
C4 : = fx6; x5; x4; x3; x2; x1 g:
Only C1 does not contain an element of Q[x1; x2]. Thus we can check whether the Apol-
lonios’ Circle Theorem is true by computing splitR(C1; c). It turns out that c vanishes
on the variety of Rep(C1). Hence Apollonios’ Circle Theorem is true and the polynomial
x1x2 is a nondegeneracy condition, because x1 is in C2 and C4 and x2 is in C3.
An alternative strategy for deciding the correctness of a geometrical statement is based
on localization: we add the negated conclusion to the hypotheses polynomials and use
this enlarged set as input for decompose. It can be easily shown (Kalkbrener, 1995)
that the geometrical statement is true if and only if every element Bi of the output
set fB1; : : : ; Brg contains a polynomial gi 2 Q[x1; : : : ; xt]. In this case the productQr
i=1 gi is a nondegeneracy condition. Therefore, for proving Apollonios’ Circle Theo-
rem we have to compute decomposeR[x11](fh1; : : : ; h8; cx11 ¡ 1g), where x11 is a new
variable. The output set only contains C := C4 [ fcx11 ¡ 1g. As C \ Q[x1; x2] =
fx1; x2g, Apollonios’ Circle Theorem is true and x1 and x2 are both nondegeneracy
conditions.
Sometimes it is important to flnd the simplest nondegeneracy condition with respect
to some criterion. Our approach can be used for constructing the simplest nondegeneracy
condition with respect to a lexicographical degree ordering (see Kalkbrener (1995)). A
difierent approach to the computation of simplest nondegeneracy conditions can be found
in Winkler (1990).
Part (b) of Theorem 4.1 has already been proved in Kalkbrener (1994). We review the
constructions in this paper.
Even if (S;Rep;decomposeR; splitR) is a system of prime representations the system
of representations in R[x] constructed in part (a) is not. We therefore have to modify
our constructions. We assume that (S;Rep;decomposeR; splitR) is a system of prime
representations and deflne a new set „S and a new function Rep:
„S := S [
[
C2S
fC [ ffg j f 2 R[x] such that fPC is irreducible over K(PC)g;
where PC := Rep(C), and
for B 2 S : Rep(B) := ff 2 R[x] j fP = 0g; where P := Rep(B);
for B 2 „S n S : Rep(B) := ff 2 R[x] j gP divides fP in K(P )[x]g;
where fgg = B nR and P := Rep(B \R):
It follows from Lemma 4.1 that Rep(B) is a prime ideal for every B 2 „S. If B 2 „S is
given membership for Rep(B) can be algorithmically decided using pseudodivision. As
Rep(B) is a prime ideal for every B 2 „S the construction of splitR[x] is trivial.
It remains to construct the algorithm decomposeR[x]. As we are working with prime
ideals instead of radicals we can replace ggcdR[x] by the following simpler algorithm:
using splitR we can algorithmically decide for every C 2 S and f 2 R whether f 2
Rep(C). Hence, using pseudodivision we can easily construct an algorithm that satisfles
the following speciflcation.
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gcdR[x](C;F )
Input: C, an element of S,
F = ff1; : : : ; frg, a non-empty flnite subset of R[x].
Output: g, a polynomial in hP [ F i such that gP is the greatest common divisor of
f1
P ; : : : ; fr
P in K(P )[x] (up to a multiplicative constant), where P := Rep(C).
By assumption, there exists the following factorization algorithm.
factorR[x](C; f)
Input: C, an element of S,
f , a polynomial in R[x] with fP 6= 0, where P := Rep(C).
Output: fg1; : : : ; gkg, a set of polynomials in R[x] such that lc(gi) =2 P and giP is either
constant or irreducible over K(P ) for every i 2 f1; : : : ; kg and there exists a q in R
with qP ¢ fP = Qki=1 giP .
Using these algorithms we construct decomposeR[x]:
M := decomposeR(F \R)
forall C 2M do
if fRep(C) = 0 for every f 2 F then
OC := fCg
else
g := gcdR[x](C;F )
fg1; : : : ; gkg := factorR[x](C; g)
OC := fC [ fgig j i 2 f1; : : : ; kg; gi =2 Rg[Sk
i=1 decomposeR[x](F [ flc(gi)g)
end
end
return(
S
C2M OC)
Note that in general decomposeR[x] does not compute an irreducible prime decom-
position of a given radical.
The proof of termination and correctness of decomposeR[x] can be found in Kalkbrener
(1994). It is based on the following modiflcation of Lemma 4.3.
Lemma 4.4. Let C 2 S and f 2 R[x] such that lc(f) =2 P and fP is irreducible over
K(P ), where P := Rep(C). Then
hP [ ffgi : lc(f)1 = Rep(C [ ffg):
4.3. implementation and complexity issues
We are currently experimenting with an implementation of the algorithm decompose
developed in the proof of Theorem 4.1(a). This implementation is written in Maple and
works for multivariate polynomial rings over the rationals only.
For implementing decompose e–ciently it is necessary to modify the subalgorithm
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ggcd. Otherwise, the enormous coe–cient growth caused by the pseudodivisions in ggcd
will lead to an unacceptable performance of the whole algorithm. For controlling the
coe–cient growth subresultant techniques (Collins, 1967; Brown and Traub, 1971) or
trial division can be used (Hearn, 1979; Stoutemyer, 1985). Furthermore, in the current
implementation the polynomials computed by ggcd are factored in order to keep the
intermediate polynomials as small as possible.
The computation usually splits into lots of difierent branches. Many of these branches
lead to the computation of super°uous components. In order to avoid some of these un-
necessary computations Krull’s Primidealkettensatz (see, for instance, Zariski and Samuel
(1975a, p.240)) is used: the components with height greater than the cardinality of the
input set are removed. Because of the recursive structure of decompose this criterion
is useful even if the input ideal is 0-dimensional.
Despite these improvements large intermediate polynomials have been computed in
some of the examples. This phenomenon is easy to understand. During the computation
of decompose(F ), where F µ Q[x1; : : : ; xn], approximations of the elimination ideals ofp
F are computed. These approximations are improved step by step till the elimination
ideals are flnally obtained. Sometimes the flrst approximations are much smaller than
the elimination ideals and generated by rather large polynomials. Some of these large
polynomials are constructed during the computation. For instance, the computation of
Fee’s system (see Czapor (1989, Problem 4) or Czapor and Geddes (1986, Problem 5))
with order c > d > q > b > p could not be completed because of too large intermediate
polynomials. However, the current implementation of decompose performed rather well
in most of the examples we computed.
Example 4.4. The following class of examples is rather popular in the computer algebra
literature. For any natural number n deflne
f1 := x1 + x2 + ¢ ¢ ¢+ xn¡1 + xn;
f2 := x1x2 + x2x3 + ¢ ¢ ¢+ xn¡1xn + xnx1;
: : :
fn¡1 := x1x2 ¢ ¢ ¢xn¡1 + x2x3 ¢ ¢ ¢xn + ¢ ¢ ¢+ xn¡1xn ¢ ¢ ¢xn¡3 + xnx1 ¢ ¢ ¢xn¡2;
fn := x1x2 ¢ ¢ ¢xn ¡ 1:
We choose n = 5. The computation of a Gro˜bner basis is already rather time-consuming
if a purely lexicographic order is used. The polynomials f1; : : : ; f5 have 70 common
solutions (Lazard, 1992). The algorithm decompose computes a decompositionp
ff1; : : : ; f5g = I1 \ ¢ ¢ ¢ \ I15;
where each Ij is a radical with at most 12 zeros. The computing time on a Sparc 4 is
659 s.
The following examples are taken from Bo˜ge et al. (1986). The computing times are
given in seconds (s). The computations have been done on a Sparc 4.
Trinks 1 Katsura 4 Rose Hairer 2 Butcher
8 113 2084 164 162
The variables have been ordered as in Bo˜ge et al. (1986). If in Katsura 4 the order
U4 > U2 > U0 > U3 > U1 is chosen (Czapor, 1989, Problem 2(a)) the computing time
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is 26 s and if in Rose the order U4 > U3 > A46 is chosen (Czapor, 1989, Problem 3) the
computing time is 181 s.
Because of the structure of decompose we expect that the performance of this algo-
rithm can be signiflcantly improved by parallelization.
Assume that R is a polynomial ring over a fleld. We do not know the complexity of
decomposeR[x]. However, in Szanto (1997) the complexity of a modifled version has
been analysed and bounds similar to those in Chistov and Grigoryev (1983) and Giusti
and Heintz (1990) have been proved. In Gallo and Mishra (1990) bounds for computing
characteristic sets are given.
5. Computing Heights
Let J be an ideal in K[x1; : : : ; xn] and ¢(J) its independence complex, i.e.
¢(J) := ffxi1 ; : : : ; ximg µ fx1; : : : ; xng j J \K[xi1 ; : : : ; xim ] = f0gg:
It immediately follows from the equalities (5.1) and (5.2) that for computing the dimen-
sion (resp. the height) of J it su–ces to compute a single Gro˜bner basis with respect to
an arbitrary order and the maximal cardinality c of the elements in ¢(lm(J)):
height(J) = n¡ dim(J) = n¡max(fjXj j X 2 ¢(J)g) (5.1)
and for an arbitrary admissible order
height(J) = height(lm(J)): (5.2)
Our main objective in this section is the generalization of this algorithm to multivariate
polynomial rings over R. We show that even for the computation of the height of an
ideal in R[x1; : : : ; xn] only one Gro˜bner basis with respect to an arbitrary order and
the heights of some ideals in R have to be computed. Furthermore, we present a second
algorithm for computing heights of ideals in R[x1; : : : ; xn] which does not use Gro˜bner
bases but the algorithm decompose. We flnish this section by generalizing a result about
the connectedness of independence complexes of prime ideals proved in Kalkbrener and
Sturmfels (1995).
Obviously, we could deflne independence complexes for ideals in R[x1; : : : ; xn] as well.
Unfortunately, not enough information is contained in the independence complex of an
ideal in R[x1; : : : ; xn] and therefore (5.1) does not hold in general. Instead of indepen-
dence complexes we will use independence functions. Their deflnition is motivated by the
following observation. For the ideal J µ K[x1; : : : ; xn] consider the function –J from the
power set of fx1; : : : ; xng to f0;1g:
–J(X) = 0 if JX = f0g and –J(X) =1 if JX = K;
where X µ fx1; : : : ; xng and JX is the smallest ideal in K with J \K[X] µ JX K[X].
Obviously, –J(X) = 0 if and only if X 2 ¢(J). Hence, (5.1) becomes
height(J) = n¡ dim(J) = min
Xµfx1;:::;xng
(–J(X) + n¡ jXj): (5.3)
We now generalize the independence function – to ideals in R[x1; : : : ; xn]. For an ideal
I in R[x1; : : : ; xn] let –I be the function from the power set of fx1; : : : ; xng to N0 [ f1g
deflned by
–I(X) = height(IX) if IX 6= R and –I(X) =1 if IX = R;
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where X µ fx1; : : : ; xng and IX is the smallest ideal in R with I \R[X] µ IX R[X].
If ff1; : : : ; frg is a basis of I\R[X] then IX is the ideal generated by all the coe–cients
of the polynomials f1; : : : ; fr. Hence, we can obtain –I(X) by computing a Gro˜bner basis
of I with respect to an appropriate elimination order and the height of an ideal in R.
Example 5.1. Let R := Q[a; b]P be the bivariate polynomial ring over the rationals
localized at the prime P := hbi and I µ R[x; y] the ideal generated by
F := fb3 + b2 + ab; b2x+ bx+ ax; y2 ¡ b2 ¡ bg:
F is a Gro˜bner basis w.r.t. the purely lexicographic order ` with x ` y (see Proposition
3.4 in Gianni et al. (1988)). Hence, –I(;) = 1 because the height of I; = hb3 + b2 + abi in
R is 1 and –I(fxg) =1 because
Ifxg = hb3 + b2 + ab; b2 + b+ ai = hb2 + b+ ai = R:
The function – and the complex ¢ have similar properties. We summarize some basic
facts about the function – in the following lemma whose proof is immediate from the
deflnitions.
Lemma 5.1. Let I and J be ideals in R[x1; : : : ; xn] and X a subset of fx1; : : : ; xng.
(a) If I µ J then –I(X) • –J(X).
(b) –pI(X) = –I(X).
(c) –I\J(X) = –I¢J(X) = min(–I(X); –J(X)).
(d) Let P1; : : : ; Pr be the associated prime ideals of I. Then
–I(X) = min(–P1(X); : : : ; –Pr (X)):
By applying the previous lemma to monomial ideals we obtain the following result.
Lemma 5.2. Let I and J be ideals in R[x1; : : : ; xn], X a subset of fx1; : : : ; xng and `
an arbitrary admissible order.
(a) If I µ J then –lm(I)(X) • –lm(J)(X).
(b) –lm(pI)(X) = –lm(I)(X).
(c) –lm(I\J)(X) = –lm(I¢J)(X) = min(–lm(I)(X); –lm(J)(X)).
(d) Let P1; : : : ; Pr be the associated prime ideals of I. Then
–lm(I)(X) = min(–lm(P1)(X); : : : ; –lm(Pr)(X)):
Proof. Statement (a) follows from lm(I) µ lm(J).
Let f 2 pI. Then there exists a natural number m with fm 2 I. If lm(f)m 6= 0
then lm(f)m = lm(fm) and therefore lm(f) 2plm(I). Otherwise, lm(f)m = 0 implies
lm(f) 2plm(I). Therefore, p
lm(I) =
q
lm(
p
I)
and (b) holds.
The left equality in (c) follows from part (b) and
p
I ¢ J = pI \ J . The inequality
–lm(I¢J)(X) ‚ min(–lm(I)(X); –lm(J)(X))
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follows from
lm(I) ¢ lm(J) µ lm(I ¢ J);
while the reverse inclusion follows from (a).
Part (d) is a direct consequence of (b) and (c). 2
For every ideal I in K[x1; : : : ; xn] we have ¢(lm(I)) µ ¢(I). However, there is nothing
similar for the function –.
Example 5.2. Let R be the bivariate polynomial ring Q[a; b], I the ideal generated by
fax+ byg in R[x; y] and ` an admissible order with x ´ y. Then
–I(;) = –I(fxg) = –I(fyg) = 0; –I(fx; yg) = 2
and
–lm(I)(;) = –lm(I)(fyg) = 0; –lm(I)(fxg) = –lm(I)(fx; yg) = 1:
Before generalizing (5.3) we note two easy consequences of Theorem 2.1. Let I µ
R[x1; : : : ; xn] be an ideal, X µ fx1; : : : ; xng and P µ R a prime ideal with I \ R[X] µ
P R[X]. Then
height(P ) = height(P R[X])
‚ height(I \R[X]) (5.4)
‚ height(I) + jXj ¡ n:
Furthermore, if I is prime there exists a Y µ fx1; : : : ; xng such that
(I \R)R[Y ] = I \R[Y ] and height(I) = height(I \R[Y ]) + n¡ jY j: (5.5)
Theorem 5.1. Let I be an ideal in R[x1; : : : ; xn]. Then
height(I) = min
Xµfx1;:::;xng
(–I(X) + n¡ jXj):
Proof. Assume that I is prime. By (5.4) and (5.5),
height(I) • min
X
(–I(X) + n¡ jXj)
and for some Y µ fx1; : : : ; xng
–I(Y ) = height(I \R[Y ]) = height(I) + jY j ¡ n:
Hence, the theorem is proved for prime ideals.
For an arbitrary ideal I in R[x1; : : : ; xn] with associated primes P1; : : : ; Pr it follows
from Lemma 5.1 that
height(I) = min(height(P1); : : : ; height(Pr))
= min
i
(min
X
(–Pi(X) + n¡ jXj))
= min
X
(min
i
(–Pi(X) + n¡ jXj))
= min
X
(–I(X) + n¡ jXj): 2
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This theorem leads to a flrst algorithm for computing the height of an ideal in the poly-
nomial ring R[x1; : : : ; xn]. But this approach sufiers from the fact that several Gro˜bner
bases with respect to elimination orders have to be computed. In order to construct a
more e–cient algorithm we prove that height(I) = height(lm(I)) for every ideal I in
R[x1; : : : ; xn] and every admissible order on PP (x1; : : : ; xn). If R is a fleld this can be
done by showing that R[x1; : : : ; xn]=lm(I) and R[x1; : : : ; xn]=I are flbres of the same
°at family (Theorem 15.17 in Eisenbud (1995) or Bayer and Mumford (1991)) and us-
ing Corollary 9.6 in Hartshorne (1977). Another proof can be found in Kalkbrener and
Sturmfels (1995). We will now generalize this proof. First we need a couple of lemmata.
Lemma 5.3. Let I be an ideal in R[x1; : : : ; xn] and P a prime ideals in R with I\R µ P .
Then
(a) height(I) • height(P ) + height(I K(P )[x1; : : : ; xn]).
(b) If I is prime and I \R = P then
height(I) = height(P ) + height(I K(P )[x1; : : : ; xn]):
Proof. Let X 2 ¢(I K(P )[x1; : : : ; xn]). Then I \ R[X] µ P R[X]. Hence, (a) follows
from (5.4) and
height(I K(P )[x1; : : : ; xn]) = n¡max(fjXj j X 2 ¢(I K(P )[x1; : : : ; xn])g): (5.6)
By (5.5), there exists a Y µ fx1; : : : ; xng with
P R[Y ] = I \R[Y ] and height(I) = height(P ) + n¡ jY j:
As Y 2 ¢(I K(P )[x1; : : : ; xn]) we obtain (b) from (5.6) and (a). 2
We recall the representation of an order ` by a non-negative weight vector ! =
(!1; : : : ; !n) 2 Nn0 . Let f(x1; : : : ; xn) be any polynomial in R[x1; : : : ; xn]. We consider
f(t!1x1; : : : ; t!nxn) as a univariate polynomial in t. Its leading coe–cient init(f) is a
polynomial in R[x1; : : : ; xn]. We call it the initial form of f (with respect to !).
For an ideal I µ R[x1; : : : ; xn] and ! 2 Nn0 we deflne the initial ideal init(I) to be the
ideal generated by finit(f) j f 2 Ig. We say that the vector ! represents the order ` for
I if
lm(I) = init(I):
It is well known that for a flxed ideal J in K[x1; : : : ; xn] every order ` can be repre-
sented by some ! 2 Nn0 (see, for instance, Mora and Robbiano (1988)). This result can
be easily generalized to ideals in R[x1; : : : ; xn].
Lemma 5.4. Let ! 2 Nn0 and G a Gro˜bner basis of the ideal I µ R[x1; : : : ; xn] with
respect to `. If init(g) = lm(g) for all g 2 G then ! represents ` for I.
Proof. As flm(g) j g 2 Gg generates lm(I) we have lm(I) µ init(I). Let f 2 I and u
a monomial in init(f). It remains to show that u 2 lm(I). We do the proof by induction
on `.
Induction basis: 1 = lpp(f). Obviously, u 2 lm(I).
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Induction step: 1 ` lpp(f). If u = lm(f) then u 2 lm(I). If u 6= lm(f) we can choose
polynomials g1; : : : ; gr 2 G and monomials v1; : : : ; vr such that vi ¢ lm(gi) 6= 0 and
lpp(vi) ¢ lpp(gi) = lpp(f) for every i 2 f1; : : : ; rg and
lm(f) =
rX
i=1
vi ¢ lm(gi):
Hence, for h := f¡Pri=1 vi ¢gi we have lpp(h) ` lpp(f). From init(vi ¢gi) = vi ¢ lm(gi) we
obtain that u occurs in init(h). Hence, u 2 lm(I) follows from the induction hypothesis. 2
Every admissible order on PP (x1; : : : ; xn) is the lexicographical product of n weight
orders (see Eisenbud (1995), Robbiano (1986)). Hence, Lemma 5.4 implies that for a
flxed ideal I every order ` can be represented by some ! 2 Nn0 . Using this result and
Theorem 2.1 we now generalize Lemma 3 in Kalkbrener and Sturmfels (1995).
Lemma 5.5. Let I µ R[x1; : : : ; xn] be a prime ideal and ` any admissible order. Then
there exists a prime ideal I 0 in R[x1; : : : ; xn; xn+1] such that height(I 0) = height(I) and
hlm(I) [ fxn+1gi = hI 0 [ fxn+1gi:
Proof. Denote K(I \R) by „K and let … be the natural homomorphism from R to „K.
Note that … induces a one-to-one correspondence between the set
fP j P is a prime ideal in R[x1; : : : ; xn] with P \R = I \Rg
and the set of prime ideals in „K[x1; : : : ; xn]. Let (s1; : : : ; sn) denote the generic point
of I „K[x1; : : : ; xn] and let t be a new variable which is algebraically independent of
fs1; : : : ; sng. Suppose that ! = (!1; : : : ; !n) 2 Nn0 represents ` for I. Let I 0 be the
prime ideal in R[x1; : : : ; xn; xn+1] such that I 0 \ R = I \ R and I 0 „K[x1; : : : ; xn+1] has
the generic point (s1t!1 ; : : : ; snt!n ; t). As ! represents ` for I, it su–ces to prove that
hinit(I) [ fxn+1gi = hI 0 [ fxn+1gi: (5.7)
To prove the inclusion \µ" in (5.7), we consider any g 2 I and we deflne
g0 := g
µ
x1
x!1n+1
; : : : ;
xn
x!nn+1
¶
¢ xmn+1;
where m is the smallest non-negative integer such that g0 2 R[x1; : : : ; xn; xn+1]. It follows
from the deflnition of init(g) that g0 can be written in the form g0 = init(g) + h, where
h 2 R[x1; : : : ; xn+1] is divisible by xn+1. From
…(g0)(s1t!1 ; : : : ; snt!n ; t) = …(g)(s1; : : : ; sn) ¢ tm = 0
we conclude that g0 = init(g) + h is in I 0. Therefore init(g) 2 hI 0 [ fxn+1gi.
To prove the reverse inclusion in (5.7), we consider any f 2 I 0. Writing f = fmxmn+1 +
¢ ¢ ¢+ f1xn+1 + f0 as a polynomial in xn+1 with coe–cients fi in R[x1; : : : ; xn], we need
to show that f0 lies in the initial ideal init(I). We can assume that f0 is unequal to 0.
We deflne f 0 := f(x1x!1n+1; : : : ; xnx
!n
n+1; xn+1), and we note that
…(f 0)(s1; : : : ; sn; t) = …(f)(s1t!1 ; : : : ; snt!n ; t) = 0:
Write f 0 = prxrn+1 + ¢ ¢ ¢ + p1xn+1 + p0 as a polynomial in xn+1 with coe–cients pi in
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R[x1; : : : ; xn]. As t is algebraically independent of fs1; : : : ; sng, the polynomials …(p0); : : :,
…(pr) are elements of I „K[x1; : : : ; xn] and therefore p0; : : : ; pr are elements of I. We have
f = f 0
µ
x1
x!1n+1
; : : : ;
xn
x!nn+1
; xn+1
¶
= pr
µ
x1
x!1n+1
; : : : ;
xn
x!nn+1
¶
¢ xrn+1 + ¢ ¢ ¢+ p0
µ
x1
x!1n+1
; : : : ;
xn
x!nn+1
¶
:
This identity implies that there exist i1; : : : ; ik 2 f0; : : : ; rg such that f0 = init(pi1) +
¢ ¢ ¢+ init(pik) 2 init(I). Thus, (5.7) is proved.
As
height(I 0 \R) = height(I \R) and
height(I 0 „K[x1; : : : ; xn+1]) = height(I „K[x1; : : : ; xn])
we obtain from Lemma 5.3
height(I) = height(I \R) + height(I „K[x1; : : : ; xn])
= height(I 0 \R) + height(I 0 „K[x1; : : : ; xn+1])
= height(I 0): 2
Now we are able to generalize (5.2) to polynomial rings over Noetherian commutative
rings with identity.
Theorem 5.2. Let I be an ideal in R[x1; : : : ; xn] and ` any admissible order. Then
height(I) = height(lm(I)).
Proof. We flrst prove this theorem under the additional assumption that I is prime.
By Lemma 5.5 there exists a prime ideal I 0 in R[x1; : : : ; xn+1] with
hlm(I) [ fxn+1gi = hI 0 [ fxn+1gi and height(I) = height(I 0):
It follows from the deflnition of I 0 that xn+1 =2 I 0 and therefore
height(hlm(I) [ fxn+1gi) = height(hI 0 [ fxn+1gi) > height(I):
By Theorem 2.1,
height(lm(I)) = height(hlm(I) [ fxn+1gi)¡ 1 ‚ height(I): (5.8)
Deflne P := I \ R. From Corollary 3.7 and Lemma 3.9 in Bayer et al. (1991), Lemma
5.3 and (5.2) we obtain
height(I) = height(P ) + height(I K(P )[x1; : : : ; xn])
= height(P ) + height(lm(I K(P )[x1; : : : ; xn]))
= height(P ) + height(lm(I)K(P )[x1; : : : ; xn])
‚ height(lm(I)):
Hence, the theorem is proved for prime ideals.
Let I be an arbitrary ideal in R[x1; : : : ; xn] with associated primes P1; : : : ; Pr. By
Lemma 5.2 and Theorem 5.1,
height(I) = min(height(P1); : : : ; height(Pr))
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= min(height(lm(P1)); : : : ; height(lm(Pr)))
= min
i
(min
X
(–lm(Pi)(X) + n¡ jXj))
= min
X
(min
i
(–lm(Pi)(X)) + n¡ jXj)
= min
X
(–lm(I)(X) + n¡ jXj)
= height(lm(I)): 2
We assume that we have given an algorithm heightR which computes for every flnite
subset F of R the height of hF i. From Theorem 5.1 and Theorem 5.2 we obtain the
following algorithm for computing heights of ideal in R[x1; : : : ; xn].
heightR[x1;:::;xn](F )
Input: F , a flnite subset of R[x1; : : : ; xn].
Output: h, the height of hF i.
G := Gro˜bner basis of hF i w.r.t. an arbitrary order
forall X µ fx1; : : : ; xng do
CX := flc(g) 2 R j g 2 G; lpp(g) 2 PP (X)g
hX := heightR(CX)
end
return(minXµfx1;:::;xng(hX + n¡ jXj))
In general, it is not necessary to compute the height of hCXi for each X µ fx1; : : : ; xng.
For instance, if we know that a := height(hCXi) ¡ jXj is negative for some X µ
fx1; : : : ; xng we only have to compute the heights of hCX0i with jX 0j > ¡a.
By constructing heightR[x1;:::;xn] we have proved the following theorem.
Theorem 5.3. If heights of ideals are computable in R and Gro˜bner bases are com-
putable in R[x1; : : : ; xn] then heights of ideals are computable in R[x1; : : : ; xn].
Example 5.3. Let R := Q[a; b]P be the bivariate polynomial ring over the rationals
localized at the prime P := hbi. As in Example 5.1 we consider the ideal I µ R[x; y]
generated by
F := fb3 + b2 + ab; b2x+ bx+ ax; y2 ¡ b2 ¡ bg:
As F is a Gro˜bner basis w.r.t. the purely lexicographic order ` with x ` y we have
lm(I) = hb3 + b2 + ab; b2x+ bx+ ax; y2i:
Hence,
–lm(I)(;) = height(hb3 + b2 + abi) = 1;
–lm(I)(fxg) = height(hb3 + b2 + ab; b2 + b+ ai) = 1;
–lm(I)(fyg) = height(hb3 + b2 + ab; 1i) = 1;
–lm(I)(fx; yg) = height(hb3 + b2 + ab; b2 + b+ a; 1i) = 1
and
height(I) = height(lm(I)) = min
Xµfx1;:::;xng
(–lm(I)(X) + n¡ jXj) = 3:
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We will now present a second algorithm for computing the height of an ideal in
R[x1; : : : ; xn]. Assume that there exists a system of representations
(S;Rep;decomposeR; splitR)
in R. It can be shown as in Example 4.1 that such a system exists if linear equations are
solvable in R. Furthermore, we assume that there exists an algorithm which computes
for every A 2 S the height of Rep(A). By Theorem 4.1, we can construct a system of
representations
( „S;Rep;decomposeR[x1;:::;xn]; splitR[x1;:::;xn])
in R[x1; : : : ; xn]. Let I be an ideal in R[x1; : : : ; xn] given by a flnite basis F . We compute
the height of I in the following way: by applying decomposeR[x1;:::;xn] to F we obtain
A1; : : : ; Ar 2 „S with
p
I =
r\
i=1
Rep(Ai):
Hence, by Lemma 4.2,
height(I) = min
i
(height(Rep(Ai)))
= min
i
(height(Rep(Ai \R)) + jAi nRj):
We flnish this section by generalizing the notion of an independence complex. For a
proper ideal I ‰ R[x1; : : : ; xn] the set
¢(I) := fX µ fx1; : : : ; xng j –I(X) = height(I \R)g
is called the independence complex of I. Note that if R is a fleld then this deflnition co-
incides with the usual deflnition. By Theorem 5.1, we have for an ideal I ‰ R[x1; : : : ; xn]
height(I) • min
X2¢(I)
(–I(X) + n¡ jXj) = height(I \R) + n¡max(fjXj j X 2 ¢(I)g):
If I is prime equality follows from (5.5).
Corollary 5.1. Let I be a prime ideal in R[x1; : : : ; xn]. Then
height(I) = height(I \R) + n¡max(fjXj j X 2 ¢(I)g):
Note that Corollary 1 does not hold for arbitrary ideals.
Example 5.4. Let R be the bivariate polynomial ring Q[a; b] and I the ideal generated
by fa; bx1; bx2g in R[x1; x2]. Then ¢(I) = f;g and
height(I) = 2 6= 1 + 2¡ 0 = height(I \R) + n¡max(fjXj j X 2 ¢(I)g):
The independence complex ¢(I) is called pure if all its maximal elements have the
same cardinality and it is called strongly connected if for any two maximal elements
X;X 0 there exists a sequence of maximal elements X = X0; X1; X2; : : : ; Xk = X 0 such
that jXi nXi¡1j = jXi¡1 nXij = 1 for i = 1; : : : ; k. It has been shown in Kalkbrener and
Sturmfels (1995) (see also Gra˜be (1993)) that if R is a fleld and I is prime
¢(lm(I)) is pure and strongly connected for any admissible order. (5.9)
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This result can be easily generalized.
Corollary 5.2. Let I be a prime ideal in R[x1; : : : ; xn] and ` any admissible order.
Then ¢(lm(I)) is pure and strongly connected.
Proof. Obviously, I K(I \R)[x1; : : : ; xn] is a prime ideal and
¢(lm(I)) = ¢(lm(I K(I \R)[x1; : : : ; xn])):
Thus, Corollary 5.2 follows from (5.9). 2
6. Computing Radicals
The main objective of this section is a formalization of the relation between the com-
putability of squarefree parts of polynomials and radicals in the general setting of mul-
tivariate polynomial rings over R.
We say that radicals are computable in R if there exists an algorithm radicalR which
computes for every flnite subset F of R a basis of the radical of hF i.
Theorem 6.1. The following two conditions are equivalent if radicals are computable
and linear equations are solvable in R.
(a) For any natural number n radicals are computable in R[x1; : : : ; xn].
(b) For any natural number n there exists an algorithm squarefreeR[x1;:::;xn] which
computes for a flnite basis F µ R[x1; : : : ; xn¡1] of a radical difierent from R[x1; : : :,
xn¡1] and a polynomial f in R[x1; : : : ; xn] flnite bases F1; : : : ; Fr of radicals in
R[x1; : : :, xn¡1] and polynomials g1; : : : ; gr in R[x1; : : : ; xn] such that
ap(hF i) =
r[
i=1
ap(hFii)
and gPi is a squarefree part of f
P in K(P )[xn] for every i 2 f1; : : : ; rg and P 2
ap(hFii).
Proof. Obviously it su–ces to prove that the following two conditions are equivalent.
(1) Radicals are computable in the univariate polynomial ring R[x].
(2) There exists an algorithm squarefreeR[x] which computes for a given flnite ba-
sis F µ R of a radical difierent from R and a polynomial f in R[x] flnite bases
F1; : : : ; Fr of radicals in R and polynomials g1; : : : ; gr in R[x] such that
ap(hF i) =
r[
i=1
ap(hFii)
and gPi is a squarefree part of f
P in K(P )[x] for every i 2 f1; : : : ; rg and P 2
ap(hFii).
We flrst construct a system of representations
(S;Rep;decomposeR; splitR)
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in R. Let S be the set of those flnite subsets of R which generate radicals difierent from
R and deflne Rep by Rep(F ) := hF i. By assumption, we can compute for a flnite subset
F µ R a flnite basis G of its radical. Let decomposeR be the algorithm which returns
for given F the empty set if hF i = R and fGg otherwise. It remains to show that there
exists an algorithm splitR. Let F 2 S, f 2 R, G = fg1; : : : ; gkg a flnite basis of hF i : f1
and Bi a flnite basis of hF i : g1i for every i 2 f1; : : : ; kg. As linear equations are solvable
in R it follows from Theorem 3.1 that we can compute G and B1; : : : ; Bk using Gro˜bner
bases. Consider now the algorithm which computes ( „B; „G) for given F; f , where
„B := fBi j i 2 f1; : : : ; kg; hBii 6= Rg;
„G := fGg if hGi 6= R; „G := ; otherwise:
As in Example 4.1 we can show that this algorithm satisfles the speciflcation of splitR.
We apply Theorem 4.1 and obtain a system of representations
( „S;Rep;decomposeR[x]; splitR[x])
in R[x].
(1)( (2) It is now easy to construct an algorithm radicalR[x] for computing radicals
in R[x]: let F be a flnite subset of R[x]. If ; = decomposeR[x](F ) then F generates
R[x] and radicalR[x] returns f1g for given F . Otherwise, decomposeR[x] computes
C1; : : : ; Cr 2 „S with
p
F =
r\
i=1
Rep(Ci):
Assume that the Ci are ordered in such a way that there exists an s 2 f0; : : : ; rg with
Ci µ R for i 2 f1; : : : ; sg and Ci 6µ R for i 2 fs + 1; : : : ; rg. Deflne Fi1 := Ci and
ki := 1 for i 2 f1; : : : ; sg. Let fi be the uniquely determined element of Ci n R for
i 2 fs + 1; : : : ; rg. Using squarefreeR[x] we can compute flnite basis Gi1; : : : ; Giki of
radicals in R and polynomials gi1; : : : ; giki in R[x] such that
ap(hCi \Ri) =
ki[
j=1
ap(hGiji)
and gPij is a squarefree part of f
P
i in K(P )[x] for every j 2 f1; : : : ; kig and P 2 ap(hGiji).
W.l.o.g. assume that lc(gij) =2 P for every P 2 ap(hGiji). Hence,
Rep(Ci) =
ki\
j=1
Rep(Gij [ fgijg):
For i 2 fs + 1; : : : ; rg and j 2 f1; : : : ; kig let Fij be a basis of hGij [ fgijgi : lc(gij)1.
Then, by Lemma 4.3, for every i 2 fs+ 1; : : : ; rg and j 2 f1; : : : ; kig
Rep(Gij [ fgijg) = hFiji
and therefore
p
F =
r\
i=1
ki\
j=1
hFiji
is a decomposition into radicals. Since we can compute intersections of ideals in R[x] we
can compute a basis of
p
F .
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(1) ) (2) We will now use ggcdR[x] and radicalR[x] for constructing algorithm
squarefreeR[x]. Let f be an element of R[x] and F a flnite basis of a radical 6= R.
Then F 2 S and we can compute
G := radicalR[x](F [ ffg)
f(F1; g1); : : : ; (Fr; gr)g := ggcdR[x](F;G)
It follows from the speciflcation of ggcdR[x] that F1; : : : ; Fr are bases of radicals in R
and
ap(hF i) =
r[
i=1
ap(hFii):
Let i 2 f1; : : : ; rg and P 2 ap(hFii). If fP 2 K(P ) then gPi is obviously a squarefree part
of fP . Assume that fP =2 K(P ). Let q1; : : : ; qs 2 K(P )[x] be the irreducible factors of
fP and deflne Pi := fh 2 R[x] j qi divides hP g for i 2 f1; : : : ; sg. Obviously, Pi \R = P
and therefore, by Lemma 4.1, P1; : : : ; Ps are isolated prime ideals of hGi. Hence,
hGi = P1 \ ¢ ¢ ¢ \ Ps \ Ps+1 \ ¢ ¢ ¢ \ Pr;
where Ps+1; : : : ; Pr are prime ideals with Pj \ R 6µ P . It follows that there exists an
h 2 hGi such that hP equals Qsj=1 qj up to a multiplicative constant. Hence, gPi equalsQs
j=1 qj up to a multiplicative constant. Therefore, g
P
i is squarefree and divides f
P . As
a power of h is in hF [ ffgi, fP divides a power of gPi . Hence, gPi is a squarefree part of
fP . 2
We will now write down the algorithm radicalR[x] in pseudocode.
If radicals are computable and linear equations are solvable in R then there exists a
system of representations
(S;Rep;decomposeR; splitR)
in R such that S is the set of those flnite subsets of R which generate radicals difierent
from R and Rep(F ) := hF i. Using the constructions in the proof of Theorem 4.1 we
obtain a system of representations
( „S;Rep;decomposeR[x]; splitR[x])
in R[x]. Furthermore, we assume that there exists an algorithm squarefreeR[x] with the
following speciflcation.
squarefreeR[x](F; f)
Input: F µ R, a flnite basis of a radical difierent from R,
f , a polynomial in R[x].
Output: f(G1; g1); : : : ; (Gr; gr)g, where g1; : : : ; gr 2 R[x] and G1; : : : ; Gr are flnite bases
of radicals in R with ap(hF i) = Sri=1 ap(hGii) and for every i 2 f1; : : : ; rg and
P 2 ap(hGii)
(1) the polynomial gPi is a squarefree part of f
P in K(P )[x] and
(2) gi = 0 or lc(gi) =2 P .
Based on decomposeR[x] and squarefreeR[x] we can now construct the algorithm
radicalR[x]:
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radicalR[x](F )
Input: F , a flnite subset of R[x].
Output: G, a basis of
p
F .
M := decomposeR[x](F )
if M = ; then
return(f1g)
else
forall C 2M do
if C µ R then
OC := fCg
else
f := the only element in C nR
f(G1; g1); : : : ; (Gr; gr)g := squarefreeR[x](C \R; f)
forall i 2 f1; : : : ; rg do
Fi := basis of hGi [ fgigi : lc(gi)1
end
OC := fF1; : : : ; Frg
end
end
G := basis of
T
C2M
T
H2OC hHi
return(G)
end
Assume that the set S consists of bases of unmixed radicals and that radicalR[x]
returns the set
S
C2M OC instead of a basis of
T
C2M
T
H2OC hHi. Then radicalR[x] does
not compute a basis of
p
F but an unmixed decomposition of
p
F .
Example 6.1. We will now compute a simple example with radicalR[x].
Let Z4 = f0; 1; 2; 3g be the residue class ring of the integers modulo the ideal h4i
and deflne R := Z4 £ Z4. We are interested in the radical of the ideal generated by the
polynomial (1; 2) ¢ x2 + (1; 1) in the univariate polynomial ring R[x]. First we need some
information on the ideal structure of R. It is easy to see that R is a principal ideal ring
with 8 ideals unequal to R. The two prime ideals are generated by (1; 2) resp. (2; 1) and
their intersection is generated by (2; 2). It is the radical of h(0; 0)i. For constructing a
suitable system of representations (S;Rep;decomposeR; splitR) in R we choose S as
ff(2; 2)g; f(1; 2)g; f(2; 1)gg and deflne Rep, decomposeR and splitR in the obvious way.
When we apply the algorithm radicalR[x] to f(1; 2) ¢ x2 + (1; 1)g we flrst have to
compute decomposeR[x](f(1; 2) ¢ x2 + (1; 1)g):
ff(2; 2)gg = decomposeR(;);
f(f(2; 1)g; (1; 2) ¢ x2 + (1; 1)); (f(1; 2)g; (1; 1))g = ggcd(f(2; 2)g; f(1; 2) ¢ x2 + (1; 1)g)
and therefore
ff(2; 1); (1; 2) ¢ x2 + (1; 1)gg = decomposeR[x](f(1; 2) ¢ x2 + (1; 1)g):
Now we compute a squarefree part of (1; 2) ¢ x2 + (1; 1) in (R=I)[x], where I := h(2; 1)i.
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As R=I is isomorphic to Z2 we easily see that in (R=I)[x]
(1; 1) ¢ x+ (1; 1) is a squarefree part of (1; 2) ¢ x2 + (1; 1):
Finally, we localize h(2; 1); (1; 1) ¢ x+ (1; 1)i at (1; 1) by computing a basis of
h(2; 1); (1; 1) ¢ x+ (1; 1); (1; 1) ¢ y ¡ (1; 1)i \R[x]:
We obtain f(2; 1); (1; 1) ¢ x + (1; 1)g and therefore this set is a basis of the radical of
h(1; 2) ¢ x2 + (1; 1)i.
We have seen that in order to compute radicals in R[x] we must be able to compute
for every prime ideal P µ R and f 2 R[x] a squarefree part of f in K(P )[x]. If the
characteristic ofK(P ) is 0 then squarefree(f) = f=gcd(f; f 0) inK(P )[x], where f 0 denotes
the derivative of f . Furthermore, squarefree(f) can be computed if K(P ) is a perfect fleld
of characteristic p > 0 and p-th roots can be computed in K(P ). The computability of
p-th roots is closely connected to Seidenberg’s condition (P) (see, for instance, Mines et
al. (1988, p.186)):
(P) If the characteristic p of K(P ) is not 0 then there exists an algorithm which decides
whether a flnite system of linear homogeneous equations with coe–cients in K(P ) has a
non-trivial solution in the subfleld K(P )p of p-th powers of elements of K(P ), and if so
flnds one.
In Seidenberg (1974, p.295) a fleld of characteristic p > 0 is given which does not satisfy
(P). Furthermore, it is shown that radicals of primary ideals are computable in a multi-
variate polynomial ring over a fleld if and only if the fleld satisfles (P) (Seidenberg, 1974,
p.293).
7. Computing Unmixed Decompositions
We say that unmixed decompositions of ideals are computable in R if there exists an
algorithm which computes for an arbitrary flnite subset F of R flnite bases F1; : : : ; Fr of
unmixed ideals in R with
hF i = hF1i \ ¢ ¢ ¢ \ hFri:
In this section we construct an unmixed decomposition algorithm for ideals in R[x]
based on the following strategy. By applying the techniques in Section 4 a decomposition
I = I1 \ ¢ ¢ ¢ \ Il of the ideal I is constructed such that each
p
Ij is strongly unmixed. In
a second step each of the Ijs which is not unmixed is decomposed. We distinguish two
cases:
(a) Ij has an embedded prime P with height(P \R) > height(Ij \R). Then a decom-
position is obtained by localization using Theorem 7.5.
(b) height(P \R) = height(Ij \R) for every embedded prime P . If x is an element of
some associated prime of Ij then we decompose Ij by localizing at x. Otherwise,
we choose a su–ciently large natural number m and decompose Ij + hxmi by the
same technique as in (a). From the decomposition of Ij + hxmi we compute a
decomposition of Ij .
By lifting this algorithm to R[x1; : : : ; xn] we obtain a proof of the following theorem.
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Theorem 7.1. If linear equations are solvable and unmixed decompositions of ideals are
computable in R then for any number of variables n unmixed decompositions of ideals
are computable in R[x1; : : : ; xn].
Before we present the algorithm we prove some results on localization.
7.1. localization
A fundamental technique for decomposing ideals is localization at a polynomial.
Theorem 7.2. Let I be an ideal in R[x1; : : : ; xn], f 2 R[x1; : : : ; xn], J the ideal hI [
f1¡yfgi in R[x1; : : : ; xn; y], where y is a new indeterminate, and J 0 := J\R[x1; : : : ; xn].
(a) If d is a natural number with I : fd = I : f1 then I = (I : f1) \ (I + hfdi).
(b) If ff1; : : : ; fkg is a basis of I and fg1; : : : ; gmg a basis of J 0 with
gi = hi(1¡ yf) +
kX
j=1
hijfj (1 • i • m;hi; hij 2 R[x1; : : : ; xn; y])
then
d := max(fdegy(hij) j 1 • i • m; 1 • j • kg)
satisfles I : fd = I : f1.
In Becker and Weispfenning (1993, Proposition 6.37) a proof of (b) is given if R is a
fleld. In this case one can pass to the quotient fleld of R[x1; : : : ; xn] and use the existence
of 1=f . As this is not possible in the general setting of Theorem 7.2 we have to modify
the proof of Proposition 6.37 in Becker and Weispfenning (1993).
Proof of Theorem 7.2. For the proof of (a) see Lemma 8.95 in Becker and Weispfen-
ning (1993).
(b) Deflne
t := max(fdegy(hij) j 1 • i • m; 1 • j • kg [ fdegy(hi) j 1 • i • mg) + 1
and let g 2 I : f1. By Theorem 3.1, I : f1 = J 0. Hence, there exist q1; : : : ; qm 2
R[x1; : : : ; xn] with
g =
mX
i=1
qigi
=
mX
i=1
qi
µ
hi(1¡ yf) +
kX
j=1
hijfj
¶
=
tX
l=0
yl
µ mX
i=1
qi
µ
ai;l ¡ ai;l¡1f +
kX
j=1
bi;j;lfj
¶¶
;
where for i 2 f1; : : : ;mg and j 2 f1; : : : ; kg
hi = ai;t¡1yt¡1 + ¢ ¢ ¢+ ai;0; hij = bi;j;t¡1yt¡1 + ¢ ¢ ¢+ bi;j;0:
562 M. Kalkbrener
Therefore,
g =
mX
i=1
qi
µ
ai;0 +
kX
j=1
bi;j;0fj
¶
; 0 =
mX
i=1
qi
µ
ai;l ¡ ai;l¡1f +
kX
j=1
bi;j;lfj
¶
for l 2 f1; : : : ; tg. Deflne
h0i := ai;t¡1 + ai;t¡2f + ¢ ¢ ¢+ ai;0f t¡1; h0ij := bi;j;t¡1f + bi;j;t¡2f2 + ¢ ¢ ¢+ bi;j;0f t:
Hence,
gf t =
tX
l=0
f t¡l
µ mX
i=1
qi
µ
ai;l ¡ ai;l¡1f +
kX
j=1
bi;j;lfj
¶¶
=
mX
i=1
qi
µ
h0i(f ¡ f) +
kX
j=1
h0ijfj
¶
=
mX
i=1
qi
µ kX
j=1
h0ijfj
¶
:
Note that each h0ij is divisible by f
t¡d. Hence
gfd =
mX
i=1
qi
µ kX
j=1
(h0ij=f
t¡d)fj
¶
and therefore I : f1 µ I : fd. 2
Let I be an ideal in R[x1; : : : ; xn] and I = Q1 \ ¢ ¢ ¢ \ Qr an irredundant primary
decomposition of I. If r > 1 we can compute a non-trivial decomposition
I = (I : f1) \ (I + hfdi)
if we are able to flnd an f 2 R[x1; : : : ; xn] which is an element of some but not of all thep
Qi, i.e. I ‰ I : f1 ‰ R[x1; : : : ; xn]. We will develop a technique for computing such
an f (see Theorem 7.5) whenever
p
Qi \R 6=
p
Qj \R for some i; j 2 f1; : : : ; rg which
is based on the following result.
Let ` be an arbitrary admissible order on PP (x1; : : : ; xn) and deflne for an element
X of PP (x1; : : : ; xn)
lcX(I) := flc(f) j f 2 I and lpp(f) = Xg [ f0g:
Theorem 7.3. Let I µ R[x1; : : : ; xn] be an ideal, I = Q1 \ ¢ ¢ ¢ \ Qr an irredundant
primary decomposition of I and i 2 f1; : : : ; rg. Then there exists an X 2 PP (x1; : : : ; xn)
such that
p
Qi \R is an associated prime ideal of lcX(I).
Proof. Denote the ideal Q1 \ ¢ ¢ ¢ \ Qi¡1 \ Qi+1 \ ¢ ¢ ¢ \ Qr by I 0 and the prime idealp
Qi \R by P . As Q1 \ ¢ ¢ ¢ \ Qr is an irredundant decomposition we can choose an
element f 2 I 0 n Qi with lpp(f) „ lpp(g) for every g 2 I 0 n Qi. Denote lpp(f) by X.
Obviously,
Qi \R µ lcX(I) : lc(f): (7.1)
On the other hand, let a be an element of lcX(I) : lc(f). If a ¢ lc(f) = 0 denote a ¢ f by h.
Algorithmic Properties of Polynomial Rings 563
Otherwise, there exists a g 2 I with lpp(g) = X and lc(g) = lc(f) ¢a. Deflne h := g¡a ¢f .
If a =2 P then in both cases the polynomial h is in I 0 but not in Qi and lpp(h) ` X. This
is a contradiction to the deflnition of f . Hence, a 2 P . Together with (7.1) we obtain
that P is the radical of lcX(I) : lc(f). Thus, by Theorem 4.5 in Atiyah and Macdonald
(1969), P is an associated prime ideal of lcX(I). 2
We will now show that the correctness of the decomposition techniques used in Gianni
et al. (1988) and Becker and Weispfenning (1993) easily follows from the above theorem.
Assume that R is an integral domain, hpi a principal prime ideal in R, I = Q1\¢ ¢ ¢\Qr
an irredundant primary decomposition of the ideal I µ R[x1; : : : ; xn], J the set fj 2
f1; : : : ; rg j Qj \R µ hpig and G = fg1; : : : ; gkg a Gro˜bner basis of I. As R is an integral
domain,
T1
i=1hpii = f0g (Krull (1928), see also van der Waerden (1967, p.150)). Hence,
we can write every lc(gi) in the form lc(gi) = aipti , where ai is not divisible by p. We
deflne f :=
Qk
i=1 ai and let j 2 f1; : : : ; rg n J . It follows from the above theorem that
there exists an X 2 PP (x1; : : : ; xn) such that
p
Qj \R is an associated prime ideal of
lcX(I). As lcX(I) is generated by a subset of flc(g1); : : : ; lc(gk)g and
p
Qj \R 6µ hpi it
follows that f 2pQj \R. Hence, we obtain Proposition 3.7 in Gianni et al. (1988):
I : f1 =
\
j2J
Qj = I Rhpi[x1; : : : ; xn] \R[x1; : : : ; xn]; (7.2)
where Rhpi is the localization of R at hpi. Based on this result an algorithm for computing
primary decompositions of ideals in multivariate polynomial rings over principal ideal
domains has been developed in Gianni et al. (1988). Localization is used to reduce the
primary decomposition computation to its zero-dimensional counterpart.
In Becker and Weispfenning (1993) a particular instance of (7.2) is used for computing
primary decompositions of ideals in multivariate polynomial rings over flelds. Let R be
the polynomial ring K[y1; : : : ; ym] and take p as 0. Then (7.2) becomes
I : f1 = I K(y1; : : : ; ym)[x1; : : : ; xn] \K[y1; : : : ; ym; x1; : : : ; xn]:
(see Proposition 8.94 in Becker and Weispfenning (1993)). Assume now that fy1; : : : ; ymg
is an element of maximal cardinality in the independence complex ¢(I) of I µ K[y1; : : : ;
ym; x1; : : : ; xn]. Then I : f1 can be considered as a zero-dimensional ideal in the poly-
nomial ring K(y1; : : : ; ym)[x1; : : : ; xn] over the fleld K(y1; : : : ; ym) and primary decom-
position techniques for the zero-dimensional case can be applied. According to Theorem
7.2 we have I = (I : f1)\ (I + hfdi) for su–ciently large d. As I is a proper subideal of
I+ hfdi the computation of a primary decomposition of I can be completed by repeating
the same procedure with I + hfdi.
We flnish this subsection by proving an easy lemma which will also be useful for
computing fs with I ‰ I : f1 ‰ R[x1; : : : ; xn].
Lemma 7.1. Let I ‰ R[x1; : : : ; xn] be an ideal which is not primary, Q an isolated
primary component of I, h 2 Q n I and G a Gro˜bner basis of the ideal quotient I : h.
Then there exists an f 2 G with I ‰ I : f1 ‰ R[x1; : : : ; xn].
Proof. Let I = Q1 \ ¢ ¢ ¢ \Qk be an irredundant primary decomposition of I. W.l.o.g.
we assume that h =2 Qk. Then
I : h µ
p
Qk: (7.3)
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As
p
Q is an isolated prime ideal of I the ideal quotient I : h is not contained in
p
Q.
Hence, there exists an f 2 G with f =2 pQ. Together with (7.3) we obtain
I ‰
k¡1\
j=1
Qj µ I : f1 µ Q ‰ R[x1; : : : ; xn]:
2
7.2. construction of an unmixed decomposition algorithm
We will now prove Theorem 7.1. Obviously it su–ces to construct an unmixed decom-
position algorithm in the univariate polynomial ring R[x].
Before we apply the localization technique from the previous subsection we will flrst
compute a decomposition
I = I1 \ ¢ ¢ ¢ \ Il (7.4)
of the ideal I µ R[x] such that each pIi is strongly unmixed.
We construct a system of unmixed representations
(S;Rep;decomposeR; splitR)
in R: let S be the set of flnite subsets of R which generate unmixed ideals difierent from
R and deflne Rep(A) :=
p
A. By assumption, we can compute for a flnite subset F of R
flnite bases G1; : : : ; Gr of unmixed ideals with
hF i = hG1i \ ¢ ¢ ¢ \ hGri:
Let decomposeR be the algorithm which returns the set consisting of those Gi which
do not generate R. It remains to construct splitR. Let F 2 S, f 2 R, G = fg1; : : : ; gkg
a flnite basis of hF i : f1 and Bi a flnite basis of hF i : g1i for every i 2 f1; : : : ; kg. As
linear equations are solvable in R it follows from Theorem 3.1 that we can compute G
and B1; : : : ; Bk using Gro˜bner bases. Consider now the algorithm which computes ( „B; „G)
for given F; f , where
„B:=fBi j i 2 f1; : : : ; kg; hBii 6= Rg;
„G:=fGg if hGi 6= R;
„G:=; otherwise.
As in Example 4.1 we can show that this algorithm satisfles the speciflcation of splitR.
We apply Theorem 4.1 and obtain a system of unmixed representations
( „S;Rep;decomposeR[x]; splitR[x])
in R[x].
Let F be a flnite basis of I, fC1; : : : ; Clg := decomposeR[x](F ) and i 2 f1; : : : ; lg. It
follows from the construction of „S that each Rep(Ci) is a strongly unmixed radical inR[x].
If Ci µ R we deflne Gi := Ci. Otherwise, there exists exactly one non-constant polyno-
mial gi in Ci. Let Gi be a Gro˜bner basis of hCii : lc(gi)1. By Lemma 4.3, Rep(Ci) =
p
Gi
and therefore, by speciflcation of decomposeR[x],
p
F =
l\
i=1
p
Gi: (7.5)
It is now easy to construct the decomposition (7.4): we compute for every i 2 f1; : : : ; lg
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a natural number mi such that I + hGiimi = I + hGiimi+1. Then
I = (I + hG1im1) \ ¢ ¢ ¢ \ (I + hGliml):
For every i 2 f1; : : : ; lg the radical of I + hGiimi is
p
Gi and therefore strongly unmixed.
A more sophisticated strategy for computing decomposition (7.4) from decomposition
(7.5) is based on Theorem 7.4 which is a generalization of Theorem 3.7 in Shimoyama
and Yokoyama (1994). Using splitR[x] and Gro˜bner bases computations we can compute
for the given basis F of I flnite subsets F1; : : : ; Fr of R[x] and polynomials f1; : : : ; fr in
R[x] such that for i; j 2 f1; : : : ; rg with i 6= j the polynomial fi is in
p
Fj but not inp
Fi, the radical
p
Fi is strongly unmixed and
p
F =
Tr
k=1
p
Fk. Hence we can use the
following theorem in order to obtain the decomposition (7.4).
Theorem 7.4. Let I be an ideal in R[x] and P1; : : : ; Pl strongly unmixed radicals withp
I = P1 \ ¢ ¢ ¢ \ Pl. Assume that for every i 2 f1; : : : ; lg there exists an fi 2 Pj for j 6= i
and fi =2 Pi and let di be a natural number with I : fdii = I : f1i . Then
I = I : f11 \ ¢ ¢ ¢ \ I : f1l \ I 0; (7.6)
where I 0 := I + hfd11 ; : : : ; fdll i. Furthermore, I ‰ I 0 and the radical of I : f1i is strongly
unmixed for every i 2 f1; : : : ; lg.
Proof. Let i be an element of f1; : : : ; lg. Fromp
I : f1i =
p
I : f1i = (P1 \ ¢ ¢ ¢ \ Pl) : f1i = Pi : f1i
we obtain that
p
I : f1i is strongly unmixed. Obviously, f
di
i =2 I and therefore I ‰ I 0.
Let j 2 f1; : : : ; lg with i 6= j. As fj 2 Pi there exists a natural number k with
fkj 2 I : f1i . As fdjj =2 I : f1i then there exists a natural number m with fmi 2 (I : fkj )
but fmi =2 (I : fdjj ). This is a contradiction to (I : fdjj ) = I : f1j . Hence,
f
dj
j 2 I : f1i for i 6= j: (7.7)
Note that for ideals J1; J2 in R[x] and f 2 J1 we have
(J1 \ J2) + hfi = J1 \ (J2 + hfi): (7.8)
It follows from Theorem 7.2 that I = (I : fdii ) \ (I + hfdii i). Hence, by (7.7) and (7.8),
I = (I : fd11 ) \ (I + hfd11 i)
= (I : fd11 ) \ (((I : fd22 ) \ (I + hfd22 i)) + hfd11 i)
= (I : fd11 ) \ (I : fd22 ) \ (I + hfd11 ; fd22 i):
Continuing in this way we obtain (7.6). 2
It remains to solve the problem of computing an unmixed decomposition of an ideal
I ‰ R[x] whose radical is strongly unmixed. We will use the following strategy: we
construct a flnite subset U of R[x] with the property that if I is not strongly unmixed then
I ‰ I : f1 ‰ R[x] for some f 2 U . In this case we compute a non-trivial decomposition
I = (I : f1) \ (I + hfdi)
using Theorem 7.2 and continue by decomposing the ideals I : f1 and I + hfdi.
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The di–cult part in this decomposition strategy is the computation of U . If I has an
embedded prime P with height(P \R) > height(I \R) we can use a technique based on
Theorem 7.3 for decomposing I. Let G be a Gro˜bner basis of I and m := max(fdeg(g) j
g 2 Gg). For every j 2 f0; : : : ;mg let
lcxj (I) = Ij1 \ ¢ ¢ ¢ \ Ijrj
be an unmixed decomposition of lcxj (I) and Fji a flnite basis of Iji for i 2 f1; : : : ; rjg.
Theorem 7.5. Let I ‰ R[x] be an ideal whose radical is strongly unmixed.
(a) If I has an embedded prime P with height(P \R) > height(I \R) then
there exist j 2 f0; : : : ;mg; i 2 f1; : : : ; rjg; f 2 Fji with I ‰ I : f1 ‰ R[x]: (7.9)
(b) If (
p
I \R)R[x] 6= pI and (7.9) does not hold then I is strongly unmixed.
Proof. (a) Note that for k > m
lcxm(I) = lcxk(I):
Hence, by Theorem 7.3, there exists a j 2 f0; : : : ;mg such that P \ R is an associated
prime of lcxj (I). Thus, P \R is an isolated prime of Iji for some i 2 f1; : : : ; rjg. Because
of height(Iji) = height(P \ R) > height(I \ R) there exists an element f in Fji which
is in P but not in
p
I. Hence, I : f1 is neither I nor R[x].
(b) Assume that I is not strongly unmixed. As
p
I is strongly unmixed I has an
embedded prime P . Let „P be an isolated prime with „P ‰ P . Since pI is strongly
unmixed and (
p
I \R)R[x] 6= pI we obtain from Theorem 2.1 that
height( „P \R) = height( „P )¡ 1 < height(P )¡ 1 • height(P \R):
It follows from (a) that (7.9) holds. 2
Assume that
p
I is strongly unmixed and (
p
I \ R)R[x] 6= pI. Either I is strongly
unmixed or, by the Theorems 7.2 and 7.5, we can flnd an f 2 R and a natural number
d such that
I = (I : f1) \ (I + hfdi)
is a non-trivial decomposition of I. Note that
p
I : f1 is strongly unmixed and
(
p
I : f1 \R)R[x] 6=
p
I : f1:
Hence, we can apply the same decomposition strategy to I : f1. After flnitely many
steps we obtain a decomposition
I = I 0 \ I1 \ ¢ ¢ ¢ \ Ii; (7.10)
such that I ‰ Ij for every j 2 f1; : : : ; ig and I 0 is the intersection of some of the primary
components of I with minimal height.
If the ideal I has an embedded prime P with height(P \R) > height(I \R) then we
can use Theorem 7.5 for decomposing I. If (
p
I \ R)R[x] 6= pI the same theorem can
be used for deciding whether I is unmixed and for computing a decomposition of I if I
is not unmixed. Therefore, we assume for the rest of this subsection that I ‰ R[x] is an
ideal with the following properties:
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(1)
p
I is strongly unmixed,
(2) (
p
I \R)R[x] = pI,
(3) height(P \R) = height(I \R) for each associated prime P of I.
For deciding whether I is unmixed we will analyse ideals of the form I + hxni, where
n is an arbitrary natural number. This strategy only works if I : x1 = I. This does not
cause any problems because if I : x1 6= I we compute a non-trivial decomposition
I = (I : x1) \ (I + hxdi)
and continue with I : x1 and I + hxdi. Hence, we can assume that I has the additional
property
(4) I : x1 = I.
Let
I = Q1 \ ¢ ¢ ¢ \Qs \Qs+1 \ ¢ ¢ ¢ \Qr
be an irredundant primary decomposition of I such that
p
Q1; : : : ;
p
Qs are the isolated
prime ideals of I. Denote
p
Qi by Pi for i 2 f1; : : : ; rg. Let A be a non-empty subset of
f1; : : : ; sg and deflne
hullA(I) := ff 2 R[x] j g ¢ f 2 I for some g 2 Sg; where S := R[x] n
[
j2A
Pj :
Because of van der Waerden (1967, p.139), Matsumura (1970, p.2) and the fact that
p
I
is strongly unmixed,
hullA(I) =
\
j2A
Qj ; hullf1;:::;sg(I) = hull(I):
Obviously, P1\R; : : : ; Ps\R are the isolated prime ideals of I\R and P1+hxi; : : : ; Ps+hxi
are the isolated primes of I + hxni for every natural number n. We deflne
hullA(I \R) := ff 2 R j g ¢ f 2 I \R for some g 2 Sg;
where S := R n
[
j2A
(Pj \R);
hullA(I + hxni) := ff 2 R[x] j g ¢ f 2 I + hxni for some g 2 Sg;
where S := R[x] n
[
j2A
(Pj + hxi):
We will study the relation between hullA(I) and hullA(I + hxni). This will lead to
the following strategy for decomposing I in case I is not unmixed: we consider the
ideal I + hxni for a natural number n. The radical pI + hxni is strongly unmixed and
(
p
I + hxni \ R)R[x] 6= pI + hxni. Therefore we can compute a Gro˜bner basis H of
hullA(I + hxni) for some A µ f1; : : : ; sg (see (7.10)). We will show that for \su–ciently
large" n the Gro˜bner basis H contains a polynomial in hullA(I)nI. Together with Lemma
7.1 we obtain a decomposition of I.
For deflning \su–ciently large" we need the concept of the length of an ideal. Let Q
be a primary ideal in R with prime ideal P . It is well known (see, for instance, van der
Waerden (1967, p.152)) that there exists a natural number ‚(Q), called the length of Q,
with the following property: every strictly ascending chain of primary ideals
Q = Q01 ‰ Q02 ‰ : : : ‰ Q0i = P
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belonging to P has at most ‚(Q) terms and there exists such a chain with exactly ‚(Q)
terms. For an ideal J having an irredundant primary decomposition J =
Tk
j=1Q
0
j without
embedded components we deflne ‚(J) :=
Pk
j=1 ‚(Q
0
j).
Theorem 7.6. Let A be a non-empty subset of f1; : : : ; sg, G a Gro˜bner basis of I, F a
flnite basis of hullA(I), fl := max(fdeg(h) j h 2 G[Fg) and fi a natural number greater
than fl ¢ (‚(hullA(I \R)) + 1). Then
(a) hullA(I) µ hullA(I + hxni) for every natural number n;
(b) the set ff 2 hullA(I + hxfii) j deg(f) • flg generates hullA(I).
The proof of this theorem is based on the following rather technical lemma.
Lemma 7.2. Let A be a non-empty subset of f1; : : : ; sg, m a non-negative integer, f a
polynomial in R[x], d a non-negative integer ‚ deg(f) and M = fn1; : : : ; ntg a set of
natural numbers whose cardinality t is greater than m ¢‚(hullA(I \R)). Assume that for
every i 2 f1; : : : ; tg there exists a polynomial gi 2 R[x] with deg(gi) < ni and gi(0) =2S
j2A Pj and a polynomial hi in R[x] with deg(hi) < m and
hi ¢ xd+ni + gi ¢ f 2 I:
Then there exists a polynomial p 2 R[x] with p(0) =2 Sj2A Pj and p ¢ f 2 I.
Proof. We do the proof by induction on m.
If m = 0 then hi = 0 for every i 2 f1; : : : ; tg and the claim is obvious.
Assume that m > 0 and let n1 < : : : < nt. For every i 2 f1; : : : ; tg write hi in the form
hi = am¡1;i ¢xm¡1 + ¢ ¢ ¢+ a0;i and denote hi ¢xd+ni + gi ¢ f by qi. Furthermore, for every
i 2 f0; : : : ; tg let Ii be the ideal (I \ R) + ham¡1;1; am¡1;2; : : : ; am¡1;ii in R. As
p
I is
strongly unmixed and (
p
I \R)R[x] = pI we know that Pj \R is an isolated prime of Ii
for i 2 f0; : : : ; tg and j 2 A. Denote the uniquely determined isolated primary component
of Ii with radical Pj\R by Qij and deflne Ei :=
T
j2AQij . Obviously, E0 = hullA(I\R).
Furthermore,
Q0j µ Q1j µ ¢ ¢ ¢ µ Qtj
and therefore
jM 0j > (m¡ 1) ¢
X
j2A
‚(Q0j) = (m¡ 1) ¢ ‚(hullA(I \R)); (7.11)
where M 0 := fi 2 f1; : : : ; tg j Ei¡1 = Eig. For every i 2M 0 there exists an ideal Ji¡1 in
R with Ii¡1 = Ei¡1 \ Ji¡1 and Ji¡1 is not contained in any of the Pj \R for j 2 A. By
Matsumura (1970, p.2), we can choose a ci 2 Ji¡1 which is not in
S
j2A Pj . By deflnition
of M 0, ci ¢ am¡1;i 2 Ii¡1. We write ci ¢ am¡1;i in the form
ci ¢ am¡1;i = b1 ¢ am¡1;1 + ¢ ¢ ¢+ bi¡1 ¢ am¡1;i¡1 + e
with b1; : : : ; bi¡1 2 R and e 2 I \R. Hence,
q0i := ci ¢ qi ¡ (b1 ¢ q1 ¢ xni¡n1 + ¢ ¢ ¢+ bi¡1 ¢ qi¡1 ¢ xni¡ni¡1 + e ¢ xd+ni+m¡1)
= ci ¢ ((am¡2;i ¢ xm¡2 + ¢ ¢ ¢+ a0;i) ¢ xd+ni + gi ¢ f)
¡b1 ¢ ((am¡2;1 ¢ xm¡2 + ¢ ¢ ¢+ a0;1) ¢ xd+ni + g1 ¢ f ¢ xni¡n1)¡ ¢ ¢ ¢
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¡bi¡1 ¢ ((am¡2;i¡1 ¢ xm¡2 + ¢ ¢ ¢+ a0;i¡1) ¢ xd+ni + gi¡1 ¢ f ¢ xni¡ni¡1)
= h0i ¢ xd+ni + g0i ¢ f 2 I;
where
h0i := ci ¢ (am¡2;i ¢ xm¡2 + ¢ ¢ ¢+ a0;i)¡ b1 ¢ (am¡2;1 ¢ xm¡2 + ¢ ¢ ¢+ a0;1)¡ ¢ ¢ ¢
¡bi¡1 ¢ (am¡2;i¡1 ¢ xm¡2 + ¢ ¢ ¢+ a0;i¡1)
and
g0i := ci ¢ gi ¡ b1 ¢ g1 ¢ xni¡n1 ¡ ¢ ¢ ¢ ¡ bi¡1 ¢ gi¡1 ¢ xni¡ni¡1 :
Together with (7.11) we obtain that fni j i 2M 0g satisfles the induction hypothesis and
the lemma is proved. 2
Proof of Theorem 7.6. (a) Let i 2 fs + 1; : : : ; rg and j 2 A. As pI is strongly
unmixed and (
p
I \R)R[x] = pI we obtain from Theorem 2.1
height(Pj + hxi) = height(Pj) + 1 • height(Pi):
As I : x1 = I we have x =2 Pi and therefore Pi is not a subideal of Pj+hxi. Furthermore,
Pk 6µ Pj + hxi for k 2 f1; : : : ; sg n A. Let f 2 hullA(I). By Matsumura (1970, p.2), we
can choose a g 2 R[x] such that g =2 Sj2A(Pj + hxi) and g ¢ f 2 I. As (Pj + hxi)j2A
are the associated primes of hullA(I + hxni) for every natural number n we obtain
f 2 hullA(I + hxni).
(b) By (a) and the deflnition of fl,
hullA(I) = hff 2 hullA(I) j deg(f) • flgi µ hff 2 hullA(I + hxfii) j deg(f) • flgi:
Let f 2 hullA(I + hxfii) with deg(f) • fl. Obviously, we can choose a c 2 R with
c =2 Sj2A Pj and c ¢f 2 I+hxfii. Hence, there exists an h 2 R[x] with h ¢xfi+c ¢f 2 I. By
reducing h ¢ xfi + c ¢ f modulo the Gro˜bner basis G we obtain polynomials h1; : : : ; hfi¡fl
with deg(hi) < fl and hi ¢ xfl+i + c ¢ f 2 I. Thus, the set f1; : : : ; fi ¡ flg satisfles the
conditions in Lemma 7.2 and there exists a polynomial p 2 R[x] with p(0) =2 Sj2A Pj
and p ¢ f 2 I. As p =2 Sj2A Pj we have f 2 hullA(I) and the theorem is proved. 2
We can use Theorem 7.6 together with Lemma 7.1 and Theorem 7.2 for computing a
non-trivial decomposition of I if I is not unmixed. But as we do not know the constant
fl in Theorem 7.6 we cannot use this result for deciding whether I is unmixed. This will
be done by means of the following theorem.
Theorem 7.7. Let G = fg1; : : : ; gkg be a Gro˜bner basis of I and m := max(fdeg(gi) j
i 2 f1; : : : ; kgg). The following two conditions are equivalent:
(a) I is unmixed.
(b) There exists a natural number n with ff 2 I + hxni j deg(f) • mg µ I.
Proof. (a)) (b) Obviously, I = hull(I). Deflne A := f1; : : : ; sg and let n be a natural
number greater than m ¢(‚(hullA(I\R))+1). Then we obtain from the previous theorem
ff 2 I + hxni j deg(f) • mg µ ff 2 hullA(I + hxni) j deg(f) • mg µ I:
(a)( (b) Let H be a Gro˜bner basis of I + hxni and h 2 H. Assume that h =2 I. From
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ff 2 I + hxni j deg(f) • mg µ I we obtain m < d, where d := deg(h). We can write h
in the form
h =
kX
i=1
figi + fxn;
where f1; : : : ; fk; f 2 R[x]. Let i 2 f1; : : : ; kg and a0; : : : ; aj 2 R such that fi = ajxj +
¢ ¢ ¢+ a0. We deflne
f 0i := ajx
j + aj¡1xj¡1 + ¢ ¢ ¢+ ad¡mxd¡m; h0 :=
kX
i=1
f 0igi + fx
n:
Obviously, h0 is divisible by x and lm(h0) = lm(h). Therefore, (H n fhg) [ fh0g is a
Gro˜bner basis of I + hxni. Continuing this replacement process we obtain a
Gro˜bner basis H 0 of I + hxni whose elements are in I or divisible by x. (7.12)
Let the elements h1; : : : ; hl ofH 0 be ordered in such a way that there exists a j 2 f0; : : : ; lg
with h1; : : : ; hj 2 I and hj+1; : : : ; hl =2 I.
Assume now that I is not unmixed. We choose an element g of minimal degree in the
set hull(I) n I. Let P be an associated prime ideal of (Tri=s+1Qi) + hxni. Then there
exists an i 2 fs + 1; : : : ; rg with Pi ‰ P . Since Pi is an embedded prime of I with
height(Pi \ R) = height(I \ R) we have height(Pi \ R) < height(Pi). Together with
Theorem 2.1 we obtain for every j 2 f1; : : : ; rg
height(Pj \R) = height(Pi \R) = height(Pi)¡ 1 < height(P )¡ 1 • height(P \R):
Hence, by Matsumura (1970, p.2), there exists a c 2 R which is in (Tri=s+1Qi) + hxni
but not in
Sr
j=1 Pj . Therefore, cg 2 I + hxni and cg =2 I. We write cg in the form
cg =
lX
i=1
fihi;
where f1; : : : ; fl 2 R[x] with deg(fihi) • deg(cg) for i 2 f1; : : : ; lg. Furthermore, we
deflne
g0 := cg ¡
jX
i=1
fihi:
Then g0 2 hull(I) n I, deg(g0) • deg(g) and g0 is divisible by x. From I : x1 = I we
deduce that the polynomial g0=x is an element of hull(I) n I. This is a contradiction to
the minimality of g. 2
We are now ready to construct an algorithm which returns a non-trivial decomposition
of the ideal I or the information that I is unmixed. Let G be a Gro˜bner basis of I and
m := max(fdeg(g) j g 2 Gg).
We choose a natural number n and compute a Gro˜bner basis F of I + hxni. If
ff 2 F j deg(f) • mg µ I (7.13)
then I is unmixed. Otherwise we compute a Gro˜bner basis H of hullA(I+ hxni) for some
A µ f1; : : : ; sg. This is possible because the radical of I + hxni is strongly unmixed and
(
p
I + hxni \ R)R[x] 6= pI + hxni. We compute a Gro˜bner basis Gh of I : h for every
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h 2 H n I. If there exists an f 2 Sh2HnI Gh with I ‰ I : f1 ‰ R[x] we compute a
non-trivial decomposition
I = (I : f1) \ (I + hfdi)
using Theorem 7.2. Otherwise we repeat the whole process with a natural number n0 > n.
Assume that I is unmixed. It follows from Theorem 7.7 that after flnitely many repe-
titions the algorithm either returns a non-trivial decomposition of I or the information
that I is unmixed.
Assume that I is not unmixed. It follows from the Theorems 7.6 and 7.7 that eventually
a Gro˜bner basis H of hullA(I + hxfii) is computed, where the natural number fi and
A µ f1; : : : ; sg have the following property: there exists a natural number fl with
hff 2 hullA(I + hxfii) j deg(f) • flgi = hullA(I):
As hullA(I) 6= I there exists an h 2 H which is in hullA(I) but not in I. By Lemma 7.1,
there exists an f in the Gro˜bner basis Gh of I : h such that I ‰ I : f1 ‰ R[x]. Hence,
the algorithm returns a non-trivial decomposition
I = (I : f1) \ (I + hfdi)
using Theorem 7.2.
7.3. the algorithm in pseudocode
We will now write down the unmixed decomposition algorithm in pseudocode.
As unmixed decompositions are computable in the ring R there exists an algorithm
unmixed decR which computes for a flnite subset F of R a set fF1; : : : ; Fkg of flnite
bases of unmixed ideals in R with hF i = Tki=1hFii. Hence, there exists a system of
unmixed representations (S;Rep;decomposeR; splitR) in R such that S is the set of
those flnite subsets of R which generate unmixed ideals difierent from R. We apply
Theorem 4.1 and obtain a system of unmixed representations
( „S;Rep;decomposeR[x]; splitR[x])
in R[x]. The algorithm decomposeR[x] is now used for computing decompositions
I = I1 \ ¢ ¢ ¢ \ Il
such that each
p
Ii is strongly unmixed.
quasi unmixed(F )
Input: F , a flnite subset of R[x].
Output: (fH1; : : : ; Hkg; fHk+1; : : : ; Hlg), where each Hi is a Gro˜bner basis in R[x]
whose radical
p
Hi is strongly unmixed and hF i = hH1i \ ¢ ¢ ¢ \ hHli. Furthermore,
(
p
Hi \R)R[x] 6=
p
Hi for i • k and (
p
Hi \R)R[x] =
p
Hi for i > k:
fC1; : : : ; Clg := decomposeR[x](F )
forall i 2 f1; : : : ; lg do
if Ci 6µ R then
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gi := the only element in Ci nR
Gi := Gro˜bner basis of hCii : lc(gi)1
else
Gi := Ci
end
mi := natural number with hF i+ hGiimi = hF i+ hGiimi+1
G0i := Gro˜bner basis of hF i+ hGiimi
end
return((fG0i j Ci 6µ Rg; fG0i j Ci µ Rg))
In the next step we formalize the decomposition strategy based on Theorem 7.5. We
denote the concatenation of two tuples a = (a1; : : : ; ai) and b = (b1; : : : ; bj) by a – b, i.e.
a – b := (a1; : : : ; ai; b1; : : : ; bj):
hullA(G)
Input: G, a Gro˜bner basis of an ideal I ‰ R[x] whose radical is strongly unmixed.
Output: (F1; : : : ; Fr), where every Fi is a flnite basis of an ideal Ii ‰ R[x] and I =
I1\¢ ¢ ¢\Ir. The set F1 is a Gro˜bner basis. If r > 1 then I ‰ Ii for every i 2 f1; : : : ; rg.
Furthermore,
(1) if I has an embedded prime P with height(P \R) > height(I \R) then r > 2,
(2) if (
p
I \ R)R[x] 6= pI then I1 is the intersection of some of the primary
components of I with minimal height.
m := max(fdeg(g) j g 2 Gg)
forall j 2 f0; : : : ;mg do
Lj := flc(g) j g 2 G; deg(g) • jg
fFj1; : : : ; Fjrjg := unmixed decR(Lj)
end
U :=
Sm
j=0
Srj
i=1 Fji
if there exists an f 2 U with I ‰ I : f1 ‰ R[x] then
f := element of U with I ‰ I : f1 ‰ R[x]
H := Gro˜bner basis of I : f1
d := natural number with I : fd = I : f1
return(hullA(H) – (G [ ffdg))
else
return((G))
end
The correctness of the following algorithm is based on the Theorems 7.6 and 7.7.
addx(G)
Input: G, a Gro˜bner basis of an ideal I ‰ R[x] such that
(1)
p
I is strongly unmixed,
(2) (
p
I \R)R[x] = pI,
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(3) height(P \R) = height(I \R) for each associated prime P of I.
Output: (F1; : : : ; Fr), where every Fi is a flnite basis of an ideal Ii ‰ R[x] and I =
I1 \ ¢ ¢ ¢ \ Ir. Furthermore,
(1) if r = 1 then I1 is unmixed,
(2) if r > 1 then I ‰ Ii for every i 2 f1; : : : ; rg.
if I ‰ I : x1 ‰ R[x] then
H := Gro˜bner basis of I : x1
d := natural number with I : xd = I : x1
return((H;G [ fxdg))
else
m := max(fdeg(g) j g 2 Gg)
n := arbitrary natural number
O := ;
while O = ; do
F := Gro˜bner basis of I + hxni
if ff 2 F j deg(f) • mg µ I then
O := (G)
else
(H1; : : : ; Hs) := hullA(F )
forall h 2 H1 n I do
Gh := Gro˜bner basis of I : h
end
U :=
S
h2H1nI Gh
if there exists an f 2 U with I ‰ I : f1 ‰ R[x] then
f := element of U with I ‰ I : f1 ‰ R[x]
H := Gro˜bner basis of I : f1
d := natural number with I : fd = I : f1
O := (H;G [ ffdg)
else
n := n+ k, where k is an arbitrary natural number
end
end
end
return(O)
end
Using the above subalgorithms we can now construct a procedure for computing un-
mixed decompositions of arbitrary ideals in R[x].
unmixed decR[x](F )
Input: F , a flnite subset of R[x].
Output: fF1; : : : ; Frg, where every Fi is a flnite basis of an unmixed ideal in R[x] and
hF i = Tri=1hFii.
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(fG1; : : : ; Gkg; fGk+1; : : : ; Glg) := quasi unmixed(F )
forall i 2 f1; : : : ; lg do
(G1i; : : : ; Gsii) := hullA(Gi)
end
J1 := fi 2 fk + 1; : : : ; lg j si > 1g
J2 := fi 2 fk + 1; : : : ; lg j si = 1g
forall i 2 J2 do
(H1i; : : : ; Htii) := addx(Gi)
end
J 02 := fi 2 J2 j ti = 1g
J 002 := fi 2 J2 j ti > 1g
O :=
Sk
i=1fG1ig [
Ssi
j=2 unmixed decR[x](Gji)[S
i2J1
Ssi
j=1 unmixed decR[x](Gji)[S
i2J02fH1ig[S
i2J002
Sti
j=1 unmixed decR[x](Hji)
return(O)
Example 7.1. We will now use the techniques developed in this section for computing
an unmixed decomposition of the ideal I µ Q[x1; x2; x3] generated by F = ff1; f2; f3; f4g,
where
f1 := x31x2 + x
3
1x2x3 + x
2
1;
f2 := x41x
4
2 ¡ x1x2;
f3 := x22x
3
3 + 3x
2
2x
2
3 + 3x
2
2x3 + 2x
2
2;
f4 := x1x23 ¡ x1x3 + x2x3 ¡ x2:
First we construct a system of unmixed representations
( „S;Rep;decomposeQ[x1;x2;x3]; splitQ[x1;x2;x3])
in Q[x1; x2; x3] as in Example 4.2. We compute decomposeQ[x1;x2;x3](F ) and obtainfC1; C2; C3g, where
C1 := fx3 + 2; x2 ¡ 2x1; 2x21 ¡ 1g;
C2 := f¡x1x2x3 ¡ x1x2 ¡ 1; x22 ¡ x1x2 ¡ 1; 1 + x21g;
C3 := fx2; x1g:
Hence,
p
I =
T3
i=1Rep(Ci) and each Rep(Ci) is a strongly unmixed radical. By com-
puting natural numbers j1; j2; j3 with I + Rep(Ci)ji = I + Rep(Ci)ji+1 we obtain
I = I1 \ I2 \ I3, where
I1 := hx3 + 2; x2 ¡ 2x1; 2x21 ¡ 1i;
I2 := hx3 ¡ x1x2; x22 ¡ x1x2 ¡ 1; 1 + x21i;
I3 := hx1x23 ¡ x1x3 + x2x3 ¡ x2; x22; x1x2; x21i:
As I1 and I2 are 0-dimensional and therefore unmixed it remains to compute an unmixed
decomposition of I3. We consider I3 as an ideal in the univariate polynomial ring R[x3],
where R := Q[x1; x2]. As
fx1x23 ¡ x1x3 + x2x3 ¡ x2; x22; x1x2; x21g
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is a Gro˜bner basis of I3 it is easy to see that
(1)
p
I3 = Rep(C3) is strongly unmixed,
(2) (
p
I3 \R)R[x3] =
p
I3,
(3) height(P \R) = height(I3 \R) for each associated prime P of I3,
(4) I3 : x13 = I3.
Hence, for deciding whether I3 is unmixed we can use the criterion in Theorem 7.7:
I3 is unmixed if and only if fh 2 H j deg(h) • 2g µ I3,
where H is a Gro˜bner basis of I3 + hxn3 i and n 2 N is su–ciently large. We choose n = 5,
compute a Gro˜bner basis
H := fx53; x43x2; x1x3 + x2; x22; x1x2; x21g
of I3 + hxn3 i and obtain fh 2 H j deg(h) • 2g 6µ I3. Therefore we now try to decompose
I3. If this does not work we know that n is not large enough and we have to repeat the
whole process with n > 5.
Obviously, I3 + hxn3 i is a primary ideal with radical hx3; x2; x1i. If I3 is not unmixed
and n has been chosen su–ciently large then, by Theorem 7.6, some element of
fx53; x43x2; x1x3 + x2g = H n I3
is in the primary component of I3 which belongs to the isolated prime hx2; x1i. In this
case a decomposition of I3 can be obtained using Lemma 7.1. Therefore, we now compute
Gro˜bner bases G1; G2; G3 of the ideal quotients I3 : x53, I3 : x
4
3x2 and I3 : (x1x3 + x2)
and a Gro˜bner basis of I3 : f1 for each f in G1 [ G2 [ G3. As x3 ¡ 1 is an element of
the Gro˜bner basis of I3 : (x1x3 + x2) we compute
I3 : (x3 ¡ 1)1 = hx1x3 + x2; x22; x1x2; x21i:
Together with Theorem 7.2 it follows from
I3 ‰ I3 : (x3 ¡ 1)1 ‰ R[x3] and I3 : (x3 ¡ 1)1 = I3 : (x3 ¡ 1)
that I3 = I 03 \ I 003 is a non-trivial decomposition of I3, where
I 03 := hx3 ¡ 1; x22; x1x2; x21i;
I 003 := hx1x3 + x2; x22; x1x2; x21i:
The ideal I 03 is 0-dimensional and therefore unmixed. As
fx53; x43x2; x1x3 + x2; x22; x1x2; x21g
is a Gro˜bner basis of I 003 + hx53i it immediately follows from Theorem 7.7 that I 003 is
unmixed. Hence,
I = hx3 + 2; x2 ¡ 2x1; 2x21 ¡ 1i \
hx3 ¡ x1x2; x22 ¡ x1x2 ¡ 1; 1 + x21i \
hx3 ¡ 1; x22; x1x2; x21i \
hx1x3 + x2; x22; x1x2; x21i
is an unmixed decomposition of I.
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8. Computing Primary Decompositions
We say that primary decompositions of ideals are computable in R if there exists an
algorithm which computes for an arbitrary flnite subset F of R flnite bases F1; : : : ; Fr of
primary ideals in R with
hF i = hF1i \ ¢ ¢ ¢ \ hFri:
We say that associated (resp. isolated) primes of ideals are computable in R if there
exists an algorithm which computes for an arbitrary flnite subset F of R flnite bases
F1; : : : ; Fr of the associated (resp. isolated) prime ideals of hF i.
Before we deal with primary decompositions we present an algorithm for comput-
ing isolated primes. As the computability of radicals is related to the computability of
squarefree parts of polynomials the computability of isolated primes is related to the
computability of factorizations of polynomials. Even the proofs of these two results are
very similar.
Theorem 8.1. The following two conditions are equivalent if linear equations are solv-
able and isolated primes of ideals are computable in R.
(a) For every number of variables n isolated primes of ideals are computable in the
polynomial ring R[x1; : : : ; xn].
(b) For every number of variables n and every flnite basis F of a prime ideal P in
R[x1; : : : ; xn] there exists an algorithm for expressing every non-constant element
of the univariate polynomial ring K(P )[x] as a product of irreducible polynomials.
Proof. For proving Theorem 8.1 it su–ces to show that the following two conditions
are equivalent.
(1) Isolated primes of ideals are computable in the univariate polynomial ring R[x].
(2) For every flnite basis F of a prime ideal P in R there exists an algorithm for express-
ing every non-constant element of K(P )[x] as a product of irreducible polynomials.
We construct a system of prime representations (S;Rep;decomposeR; splitR) in R:
let S be the set of flnite bases of prime ideals in R and deflne Rep(A) := hAi. By
assumption, we can compute for a flnite subset F of R a set fF1; : : : ; Frg of flnite bases
of the isolated primes of hF i. Let decomposeR be the algorithm which returns for given
F the set fF1; : : : ; Frg. Let A 2 S and f 2 R. As linear equations are solvable in R we
can decide whether f 2 hAi. Hence, the algorithm which returns (fAg; ;) if f 2 hAi and
(;; fAg) otherwise satisfles the speciflcation of splitR.
(1) ( (2) We apply Theorem 4.1 and obtain a system of prime representations
( „S;Rep;decomposeR[x]; splitR[x]) in R[x]. It is now easy to construct an algorithm
which computes for an arbitrary flnite subset F of R[x] flnite bases of the isolated prime
ideals of hF i: if ; = decomposeR[x](F ) then F generates R[x] and hF i has no isolated
primes. Otherwise, decomposeR[x] computes C1; : : : ; Cr 2 „S with
p
F =
r\
i=1
Rep(Ci):
It immediately follows from Theorem 3.1 and Lemma 4.4 that we can compute a basis
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Fi of the prime ideal Rep(Ci) for every i 2 f1; : : : ; rg. As we can algorithmically de-
cide whether hFii µ hFji we compute a subset fj1; : : : ; jsg of f1; : : : ; rg such that the
prime ideals hFj1i; : : : ; hFjsi are the minimal elements in fhF1i; : : : ; hFrig. Obviously,
hFj1i; : : : ; hFjsi are the isolated primes of hF i.
(1) ) (2) Let F be a flnite basis of a prime ideal P in R, f 2 R[x] such that fP is
not a constant and let g 2 K(P )[x] be an irreducible factor of fP . Let I := fh 2 R[x] j
g divides hP g. Obviously, I \R = P . By Lemma 4.1, I is an isolated prime of hF [ffgi.
Hence, we can flnd all irreducible factors of fP in the following way:
Compute flnite bases F1; : : : ; Fr of the isolated primes P1; : : : ; Pr of hF [ffgi. W.l.o.g.
assume that Pi \R = P for i 2 f1; : : : ; sg and Pi \R 6= P for i 2 fs+ 1; : : : ; rg for some
s 2 f1; : : : ; rg. Compute for i 2 f1; : : : ; sg the gcd fi 2 K(P )[x] of the polynomials in
fhP j h 2 Fig. The fis are the irreducible factors of fP . 2
Assume that Seidenberg’s condition (P) holds for K and univariate polynomials can
be factored over K. It is shown in Seidenberg (1974, p.291) that in this case (P) holds
for K(P ) and univariate polynomials can be factored over K(P ), where P is an arbi-
trary prime ideal in a polynomial ring over K. We refer to van der Waerden (1930),
Seidenberg (1973) and Seidenberg (1974) for explicitly given flelds which do not have
this factorization property.
We will now write down the algorithm for computing isolated primes in R[x] in pseudo-
code. By our assumptions and Theorem 4.1 there exists a system of prime representations
( „S;Rep;decomposeR[x]; splitR[x]) in R[x] such that A \ R is a flnite basis of a prime
ideal in R for every A 2 „S. Using decomposeR[x] we can construct iprimeR[x]:
iprimeR[x](F )
Input: F , a flnite subset of R[x].
Output: fG1; : : : ; Gsg, a set of Gro˜bner bases of the isolated primes of hF i.
fC1; : : : ; Crg := decomposeR[x](F )
forall i 2 f1; : : : ; rg do
if Ci µ R then
Fi := Ci
else
fi := the only element in Ci nR
Fi := Gro˜bner basis of hCii : lc(fi)1
end
end
return(fFj1 ; : : : ; Fjsg), where hFj1i; : : : ; hFjsi are minimal in fhF1i; : : : ; hFrig
We now turn to the computation of primary decompositions.
Theorem 8.2. If linear equations are solvable and primary decompositions are com-
putable in R and for any natural number n isolated primes of ideals are computable
in R[x1; : : : ; xn] then for any natural number n primary decompositions and associated
primes of ideals are computable in R[x1; : : : ; xn].
Proof. For proving this theorem it su–ces to construct an algorithm which computes
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primary decompositions and associated primes in the univariate polynomial ring R[x].
This can easily be done by modifying the unmixed decomposition algorithm developed
in the previous section. Using iprimeR[x] we flrst modify quasi unmixed.
quasi primary(F )
Input: F , a flnite subset of R[x].
Output: (fH1; : : : ; Hkg; fHk+1; : : : ; Hlg), where each Hi is a Gro˜bner basis in R[x]
whose radical
p
Hi is prime and hF i = hH1i \ ¢ ¢ ¢ \ hHli. Furthermore,
(
p
Hi \R)R[x] 6=
p
Hi for i • k and (
p
Hi \R)R[x] =
p
Hi for i > k:
fG1; : : : ; Glg := iprimeR[x](F )
forall i 2 f1; : : : ; lg do
mi := natural number with hF i+ hGiimi = hF i+ hGiimi+1
G0i := Gro˜bner basis of hF i+ hGiimi
end
J := fi 2 f1; : : : ; lg j hGi \RiR[x] = hGiig
return((fG0i j i 2 f1; : : : ; lg n Jg; fG0i j i 2 Jg))
As primary decompositions are computable in the ring R there exists an algorithm
primary decR which computes for a flnite subset F of R a set fF1; : : : ; Frg of fl-
nite bases of primary ideals such that hF i = Tri=1hFii. In hullA we only replace
unmixed decR by primary decR and there are no changes in addx. We replace the
algorithm quasi unmixed by quasi primary in unmixed decR[x] and obtain an al-
gorithm primary decR[x] which satisfles the following speciflcation.
Input: F , a flnite subset of R[x].
Output: fF1; : : : ; Frg, where every Fi is a flnite basis of a primary ideal in R[x] and
hF i = Tri=1hFii.
As we can compute primary decompositions and isolated primes in R[x] we can also
compute associated primes in R[x]. Hence, the theorem is proved. 2
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