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ABSTRACT. Si Li and author suggested in that, in some cases, the AdS/CFT corre-
spondence can be formulated in terms of the algebraic operation of Koszul duality.
In this paper this suggestion is checked explicitly for M2 branes in an Ω-background.
The algebra of supersymmetric operators on a stack of K M2 branes is shown to be
Koszul dual, in large K, to the algebra of supersymmetric operators of 11-dimensional
supergravity in an Ω-background (using the formulation of supergravity in an Ω-
background presented in [Cos16]).
The twisted form of supergravity that is used here can be quantized to all orders in
perturbation theory. We find that the Koszul duality result holds to all orders in per-
turbation theory, in both the gravitational theory and the theory on the M2. (However,
there is a certain non-linear identification of the coupling constants on each side which
I was unable to determine explicitly).
It is also shown that the algebra of operators on K M2 branes, as K → ∞, is a
quantum double-loop algebra (a two-variable analog of the Yangian). This algebra
is also the Koszul dual of the algebra of operators on the gravitational theory. An
explicit presentation for this algebra is presented, and it is shown that this algebra is the
unique quantization of its classical limit. Some conjectural applications to enumerative
geometry of Calabi-Yau threefolds are also presented.
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1. INTRODUCTION
The AdS/CFT correspondence has been very influential in theoretical physics. How-
ever, compared to other aspects of string theory, the impact of holography on mathe-
matics has been more limited. Perhaps one reason is that, previously, a twisted form
of the AdS/CFT correspondence has been unavailable.
Such a twisted AdS/CFT correspondence has been proposed by the author and Si
Li [CL16]. The twisted AdS/CFT correspondence relates a twist of a supersymmetric
gauge theory (in the sense of [Wit88]) with a twist of supergravity. Twisted super-
gravity was introduced by the author and Si Li in [CL15, CL16]. Although twisted
supergravity is non-renormalizable, we were able to construct it at the quantum level
in perturbation theory in some important examples.
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Li and I came up with the following mathematical formulation of (part of) the
AdS/CFT correspondence, which we state as a conjecture (and at a somewhat im-
pressionistic level).
Conjecture. Consider a D-brane in type IIA or IIB string theory, a brane the topological
string, or a brane in M-theory. Following Polchinski, we can view the D-brane as a defect in
the string theory or supergravity theory. Then, we can consider:
(1) The algebras of operators of the supersymmetric gauge theory living on stack of N
D-branes, after performing a twist and sending N → ∞.
(2) The algebra of operators in perturbative twisted supergravity living on the location of
the defect given by the stack of D-branes.
Then, these two algebras are Koszul dual1 .
Remark: All the examples we have, and all of the theoretical evidence supporting this
conjecture, only hold after performing some (not necessarily topological) twist to both
the theory on the brane and the dual supergravity theory (where the supergravity
theory is twisted in the sense of [CL16]). Maybe some version of this conjecture holds
for the physical theory, before twisting, but we do not have good evidence for that
right now.
It may seem rather outrageous to conjecture that holography can be understood in
terms of an abstract homological-algebra operation like Koszul duality. Such a claim
needs to be supported by strong evidence.
One strand of evidence we plan to present for this conjecture is the relationship
between this statement and Witten’s [Wit98] prescription for computing gauge-theory
correlators in terms of the supergravity dual.
The other evidence we can present is to verify the conjecture in detail in examples.
This is (part of) the purpose of this paper. The example considered here comes from
M-theory instead of string theory. We consider a stack of K M2 branes at the tip of
an AN−1 singularity, where both the M2 brane and 11-dimensional supergravity are
1As stated, the conjecture is imprecise. Only in the case that the brane sources no flux in the super-
gravity theory do we expect an exact match with the Koszul dual. In general, we expect a deforma-
tion of the Koszul dual. This unusual situation can be engineered by considering a stack of the same
number of branes and anti-branes. We also find that M2 branes in 11-dimensional supergravity in the
Ω-background do not source a flux.
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placed in an Ω-background. (The concept of supergravity in the Ω-background is
developed in [Cos16]).
Our conjecture now states that the algebra of operators on the stack of M2 branes,
as K → ∞, becomes Koszul dual to the algebra of operators of 11-dimensional super-
gravity in the Ω-background. We find, after a lot of work, that this statement holds,
even when the supergravity theory is treated at the quantum level.
We use the description of 11-dimensional supergravity in the Ω-background pre-
sented in [Cos16], where it is found that it is equivalent to a 5-dimensional non-
commutative gauge theory. There, it was also shown that this 5-dimensional gauge
theory can be quantized in perturbation theory; this is what allows us to access part
of 11-dimensional supergravity theory at the quantum level.
Incidentally, this statement does not contradict the standard idea that one should
not find any local operators in a gravity theory. The 5-dimensional gauge theory
which is our avatar of 11-dimensional supergravity has no local operators of ghost
number zero. However, it does have local operators of positive ghost number, which
come from the symmetries of the background we use. The operation of Koszul dual-
ity can turn an algebra built from elements of positive cohomological degree into one
concentrated in cohomological degree 0, so that operators of positive ghost number
on the gravitational side are related to operators of ghost number zero living on the
brane.
1.1. The proof of this result is very much non-trivial: we have to work very hard to
constrain the operator products that appear in the gravitational system. In the end, the
match we obtain between the two systems involves a non-linear identification of the
coupling constants. This is unique, and can in principle be determined by Feynman
diagram computations, but I was unable to compute it.
Despite the motivation from physics, this paper is entirely mathematical, and in fact
mostly algebra. Mathematicians should not be discouraged by the mentions of M-
theory: I will shortly explain the main results of the paper from a purely mathematical
point of view.
1.2. A 5-dimensional gauge theory from M-theory. Let me now describe the 5-dimensional
gauge theory which will be our substitute for M-theory. In [Cos16], I gave a definition
of supergravity in the Ω background. I also analyzed 11-dimensional supergravity
on a product of TNk, the Taub-NUT manifold with an Ak singularity at the origin,
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with R3 ×C2. I showed that, when placed in an Ω-background arising from rotating
the circle fibre of the Taub-NUT with speed e and R2 with speed δ (while preserving
the holomorphic volume form on TNk × R2), M-theory reduces to a 5-dimensional
non-commutative gauge theory.
The fundamental field of this gauge theory is a 3-component connection which, on
flat space R×C2 takes the form
A = Atdt + Az1dz1 + Az2dz2
where the components are smooth functions valued in glN .
The action functional is the non-commutative Chern-Simons functional
S(A) =
1
δ
∫
dz1dz2
{ 1
2 Tr(A ∗e dA) + 13 Tr(A ∗e A ∗e A)
}
k
where ∗e indicates the Moyal product on the planeC2 with parameter of non-commutativity
e. The theory has two coupling constants δ and e, and we work in a perturbative
regime where both δ and e are small but |δ| is much less than |e|. These coupling
constants are the same as the Ω-background parameters mentioned above.
This theory can be placed on R× X where X is a hyper-Ka¨hler 4-manifold which,
when viewed as a complex symplectic surface, is equipped with a deformation quan-
tization of the sheaf of holomorphic functions. For example, X could be a resolution of
an ADE singularity or the cotangent bundle of a Riemann surface. In the limit when
e = 0, the equations of motion of this theory describe a bundle on R× X with a holo-
morphic structure in the X directions and a flat connection in theR direction. When e
is non-zero, the equations of motion are modified so that the holomorphic bundle on
X is replaced by a module over the non-commutative structure sheaf of X.
This 5-dimensional gauge theory is our substitute for M-theory. For the rest of the
paper, I will only use this 5-dimensional gauge theory, and refrain from referring back
to the full 11-dimensional supergravity. Mathematicians who are not familiar with
M-theory can take this 5-dimensional gauge theory as a definition (for the purposes
of this paper).
11-dimensional supergravity has two types of extended objects, namely M2 and
M5 branes. In this paper we are exclusively interested in M2 branes. These extended
objects have residues in the 5-dimensional gauge theory. We will discuss the theory
on an M2 brane in detail shortly.
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1.3. Quantizing the 5d gauge theory. Let us now describe the mathematical results
we can prove about this 5-dimensional quantum field theory.
Theorem. Let X be a complex symplectic surface which is either C2, a resolution of an ADE
singularity, or the cotangent bundle of a Riemann surface. Then, the 5-dimensional gauge
theory on R× X can be quantized essentially uniquely in perturbation theory.
This theorem is proved in [Cos16], using the method for perturbative renormal-
ization in the BV formalism developed in [Cos11]. Like any non-commutative gauge
theory, our theory is naively non-renormalizable: there are terms in the interaction
with arbitrary high number of derivatives. (We can still treat it as a local theory as
long as we work in perturbation theory in the parameter e.) We find that the quantum
master equation for the theory is strong enough to constrain all possible counter-terms
uniquely, up to a redefinition of the coupling constants e and δ.
The theory developed in [Cos11, CG16] allows one to encode the algebra of oper-
ators (or observables) of the theory into an object called a factorization algebra. In
particular, the operator product expansion in the R direction, in which the theory is
topological, makes the space of local operators of the theory into a homotopy associa-
tive algebra, say Obse,δ.
At δ = 0, this algebra has a simple description. LetOe(C2) denote the non-commutative
deformation of the algebraC[z1, z2] of polynomial functions onC2 where the variables
zi satisfy the commutation relation
[z1, z2] = e.
Then,
Obse,δ=0 ' C∗(Oe(C2)⊗ glN)
where C∗ indicates the Chevalley-Eilenberg Lie algebra cochain complex. One arrives
at this description as follows. First, we note that locally, every solution to the equations
of motion of our 5-dimensional gauge theory is trivial. However, the trivial solution
has a very large Lie algebra of infinitesimal gauge symmetries, namely Oe(C2)⊗ glN .
Functions of the ghosts for these gauge symmetries, equipped with the natural BRST
differential, give us the Chevalley-Eilenberg cochain algebra.
For non-zero δ, the algebra Obse,δ will be some interesting deformation of this
Chevalley-Eilenberg cochain complex.
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1.4. Koszul duality and quantum double loop algebras. We have proposed that one
can understand the AdS/CFT correspondence at the level of operators as being Koszul
duality. Thus, the Koszul dual of the algebra Obse,δ will be an important part of the
story.
At δ = 0, the theory is classical and Koszul dual is easily understood. Standard
results tell us that, for any Lie algebra g, the Koszul dual of C∗(g) is the universal
enveloping algebra U(g). It follows that the Koszul dual of Obse,0 is the universal
enveloping algebra U(Oe(C2)⊗ glN), and that the Koszul dual of Obse,δ is some de-
formation of this algebra. We will denote this deformation by
UQFTδ (Oe(C
2)⊗ glN).
The superscript “QFT” is to distinguish this from another deformation of U(Oe(C2)⊗
glN) we will consider momentarily. An explicit calculation of operator products will
show us that UQFTδ (Oe(C
2)⊗ glN) is a non-trivial deformation to first order in δ.
Remark: A very similar quantum double loop group was introduced by N. Guay [Gua07].
The algebras studied here are almost certainly isomorphic to those studied by Guay.
Indeed, Guay shows that at a certain specialization of his parameters, his algebra is
isomorphic to U(glN ⊗ Diff(C)). The formula for the first-order deformation away
from this specialization coincides with the first-order deformation obtained here. Some
work remains to prove the algebras are isomorphic: Guay’s algebras are not presently
known to satisfy the criteria of the uniqueness theorem I prove for the quantization of
U(Oe(C2)⊗ glN).
This follows a pattern studied in [Cos13]. In that paper, I constructed a 4-dimensional
field theory such that the Koszul dual of the algebra of local operators is the Yangian.
I showed that this 4-dimensional theory is related to the Yangian in the same way
that Chern-Simons theory is related to the quantum group. The 5-dimensional Chern-
Simons type theory considered in this paper thus bears the same relationship to the
two-variable counterpart to the Yangian.
1.5. M2 branes. The other part of our story concerns M2 branes. As before, let us
consider M-theory on TNN−1,e,δ×R2−2δ×R×C2, and let us place an M2 brane wrap-
pingR2−2δ×R, and placed at the singular point of TNN−1 and some point in C2. Since
we are in the Ω-background, we find that the M2 brane has become effectively a one-
dimensional theory. We will show, using standard techniques from string theory and
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M-theory, that this theory is a holomorphic version of quantum mechanics built from
a moduli space of instantons on C2.
Let us describe this in more detail. LetMeN,K denote the moduli space of torsion-
free sheaves of rank N and charge K on the non-commutative deformation ofC2 where
[z1, z2] = e. These sheaves are also framed at ∞. We can describeMeN,K as the Naka-
jima quiver variety associated to the ADHM quiver
K N
where we set the moment map to e Idgl(K) when we form the symplectic quotient
defining the Nakajima quiver variety.
More concretely,MeN,K is the variety consisting of quadruples
B1, B2 ∈ gl(K)
I ∈ Hom(CN ,CK)
J ∈ Hom(CK,CN),
satisfying the moment map equation
[B1, B2] + I J = e Idgl(K)
and taken up to the natural action of GL(K).
The algebra of local operators on the M2 brane, in the Ω-background we consider,
is a non-commutative deformation Oδ(MeN,K) of the algebra O(MeN,K) of polynomial
holomorphic functions on the variety MeN,K. This non-commutative deformation is
defined by quantum Hamiltonian reduction.
Generators for the algebra of functions Oδ(MeN,K) are given by the expressions
TrCN
(
MJBk1B
l
2 I
)
for a matrix M ∈ glN , and integers k, l ∈ Z≥0. For K sufficiently large these genera-
tors become independent and match, in a certain limit, with the generators Mzk1z
l
2 of
U(glN [z1, z2]).
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From the point of view of physics, these operators give holomorphic functions on
the Higgs branch of the moduli of the 3d N = 4 theory on the M2 brane. From the
standard picture of holography, all these functions can be thought of in terms of the
open-string states on a D6 brane. This is why they are captured by our 5d gauge
theory, which is the theory on a D6 brane in anΩ-background and in the presence of a
B-field. Of course, all the states on the D6 brane come from states of M-theory on the
Taub-NUT. In [Cos16] it was shown that variation of the Taub-NUT radius is Q-exact
for the supersymmetry we are using, so that the D6 brane captures all the relevant
information.
Let me mention some literature relevant to this study of the large K limit of the al-
gebra of operators on the M2 brane. Our analysis is connected, by a chain of string
dualities, to a somewhat related large K analysis performed by Koroteev and Scia-
rappa in their interesting series of papers [KS16]. In addition, the algebras Oδ(MeN,K)
and their representation theory have been studied in detail by I. Losev [Los16] in the
context of symplectic duality.
1.6. To prove our formulation of the AdS/CFT correspondence, we need to relate the
large K limit of the algebra O(MeN,K) to the algebra UQFTδ (Oe(C2)⊗ gl(N)), which is
the Koszul dual of the algebra of observables of the 5-dimensional non-commutative
gauge theory.
We do this via the introduction of an intermediate algebra. In section 10 I construct
a purely combinatorial definition of an algebra Ucombδ (Oe(C
2) ⊗ gl(N)), defined for
e 6= 0, which deforms the universal enveloping algebra U(Oe(C2)⊗ gl(N)). There are
algebra homomorphisms
Ucombδ (Oe(C
2)⊗ gl(N))→ Oδ(MeN,K)
for all K. There is a central parameter κ ∈ Ucombδ (Oe(C2)⊗ gl(N)), lifting the central
element 1⊗ Idgl(N) in the Lie algebra Oe(C2)⊗ gl(N). This homomorphism sends κ to
the constant K.
The following result allows us to think of Ucombδ (Oe(C
2)⊗ gl(N)) as a kind of large-
K limit of the algebras Oδ(MeN,K).
1.6.1 Theorem. The map
Ucombδ (Oe(C
2)⊗ gl(N))→ Oδ(MeN,K)
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is surjective for all K, and as K → ∞ it identifiesOδ(MeN,K)with the quotient of Ucombδ (Oe(C2)⊗
gl(N)) where we set the central parameter κ to K.
1.7. This theorem reduces the proof of our formulation of the AdS/CFT correspon-
dence to finding a relationship between the two different deformations Ucombδ (Oe(C
2)⊗
gl(N)) and UQFTδ (Oe(C
2) ⊗ gl(N)) of the universal enveloping algebra U(Oe(C2) ⊗
gl(N)). This turns out to be the hardest part of the argument.
The main difficulty in finding such an isomorphism is that, while the combinatori-
ally defined algebra is completely explicit, it is very hard to compute exactly with the
algebra defined from quantum field theory. This is because the structure constants of
this algebra are expressed in terms of Feynman diagrams which can have an arbitrary
number of loops.
We thus have to resort to more abstract methods to relate these two algebras. The
idea is to try to show that there is a unique, or at least a small number, of deformations
of the algebra U(Oe(C2)⊗ gl(N)), and use this to show that the two algebras must be
isomorphic. In physics terminology, this kind of argument is related to the “bootstrap”
method, which uses associativity properties of the OPE of a conformal field theory to
constrain the theory.
Deformations of U(Oe(C2) ⊗ gl(N)) are described by Hochschild cohomology of
this algebra. Unfortunately, the Hochschild cohomology of this algebra is very hard
to compute, at least for small N. For example, when N = 1, it is closely related to
the Lie algebra cohomology of the Lie algebra Oe(C2), the computation of which is
a famously difficult problem [Fuk12]. When N is large, however, these Hochschild
cohomology groups are more tractable, and can be computed using a version of the
Loday-Quillen-Tsygan [LQ84, Tsy83] theorem.
We solve the problem of constraining deformations of U(Oe(C2) ⊗ gl(N)) for all
values of N by studying the corresponding problem when the Lie algebra gl(N) is
replaced by the super Lie algebra gl(N + R | R). Any deformation of U(Oe(C2) ⊗
gl(N + R | R)) gives rise to one of U(Oe(C2)⊗ gl(N + R− 1 | R− 1)), using a trick
I learned in [MW14]. If we choose an element Q ∈ gl(N + R | R) of rank (0 | 1),
then Q2 = 0 and the Q-cohomology of gl(N + R | R) is gl(N + R− 1 | R− 1). Sim-
ilarly, the Q-cohomology of any deformation of U(Oe(C2)⊗ gl(N + R | R)) will be a
deformation of U(Oe(C2)⊗ gl(N + R− 1 | R− 1)).
HOLOGRAPHY AND KOSZUL DUALITY: THE EXAMPLE OF THE M2 BRANE 11
One can thus ask for compatible sequences of deformations of U(Oe(C2)⊗ gl(N +
R | R)) for all R. The group describing such deformations is the large-R limit of
the Hochschild cohomology groups of U(Oe(C2)⊗ gl(N + R | R)). We can compute
these Hochschild cohomology groups completely explicitly in the large R, using a ver-
sion of the Loday-Quillen-Tsygan theorem. Before stating the theorem, note that since
U(Oe(C2)⊗ gl(N + R | R)) has a central element κ, we can multiply every deforma-
tion by any power of κ. Thus, the space of first order deformations is a module for
C[κ].
Theorem. The uniform-in-R second Hochschild cohomology group of U(Oe(C2)⊗ gl(N +
R | R)) is the rank 1 module C[κ] for the ring C[κ].
This is the best result one can hope for: up to multiplying by powers of κ there is
only one first-order deformation that is defined uniformly in R.
We show that both our combinatorially defined algebra Ucombδ (Oe(C
2)⊗ gl(N)) and
the algebra UQFTδ (Oe(C
2) ⊗ gl(N)) defined using quantum field theory can also be
defined if we replace gl(N) by gl(N + R | R), and they are related for different values
of R in the way described above. In each algebra, let us fix e and view the algebra as
a family over C[[δ]]. The uniqueness statement for uniform-in-R deformations thus
leads to the following.
Corollary. For all N, there is an isomorphism of associative algebras
Φ : UQFTδQFT (Oe(C
2)⊗ gl(N)) ∼= Ucombδcomb (Oe(C2)⊗ gl(N)).
This isomorphism sends
δQFT 7→ λδcomb + f2(κ)δ2comb + f3(κ)δ3comb + . . .
where fi(κ) are polynomials in the central element κ of degree at most i− 1, and λ is a non-zero
constant which is determined by a Feynman diagram computation to be
λ = 25pi2.
This corollary thus tells us that the two algebras are isomorphic after performing
some change of coordinates on the central parameters δ and κ. The fact that the poly-
nomials fi(κ) are of order at most i− 1 is not a formal consequence of the calculation
of Hochschild cohomology. Instead, it follows from a more refined analysis of the
algebras we are considering.
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Since the algebra Ucombδ (Oe(C
2)⊗ gl(N)) maps to the algebras Oδ(MeN,K) for all K,
in such a way that the central parameter κ gets sent to K, we deduce from this that
there are algebra homomorphisms
UQFTδ (Oe(C
2)⊗ gl(N))→ OF(δ,K)(MeN,K)
where
F(δ, K) = 2−5pi−2δ+ δ2g2(K) + . . .
and the gi are polynomials in K of degree at most i− 1. These homomorphisms are all
surjective, and as K → ∞ the kernel of this homomorphism becomes the ideal which
sets the central parameter Φ−1(κ) to K.
To translate into physics terminology, what this shows is that the algebra we find
from our non-commutative gauge theory is a scaling limit of the algebra of operators
of the theory on a stack of K M2 branes, where the coupling constant of the theory on
the M2 branes depends on K and δ in a non-trivial way.
Remark: There is an ambiguity in the quantization of the 5-dimensional gauge theory,
but two different quantizations are related by a reparameterization of δ. This tells us
that, when we set κ to zero, we can choose a quantization of the 5-dimensional gauge
theory so that there is an isomorphism of algebras
UQFT2−5pi−2δ(Oe(C
2)(glN)/(κ) ∼= Ucombδ (Oe(C2)⊗ glN)/(κ)
with no unknown change of coordinates. Since any quantization of the field theory is
as good as any other (they only differ by how we coordinatize the space of coupling
constants), we can always quantize our field theory so that this holds.
When we do not set κ = 0, we can in the same way choose the quantization of our
field theory so that the constant term in each polynomial fi(κ) is zero. It is not possible
to adjust the remaining terms in these polynomials by different choices of quantization
of the field theory.
It is natural to conjecture that these polynomials are all zero. I have no idea how
one could attempt to prove this conjecture except by brute-force computations in the
quantum field theory.
1.8. Categorified Donaldson-Thomas invariants and 5-dimensional gauge theory.
Now that I have outlined the technical results contained in this paper, let me discuss
someconjectural links between the algebras considered here and enumerative geome-
try.
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In [GV98], Gopakumar and Vafa analyzed the Gromov-Witten invariants of a Calabi-
Yau three-fold by considering the 5-dimensional field theory obtained from M-theory
compactified on the Calabi-Yau. Their analysis involved BPS objects in this 5-dimensional
theory. Their work led to many important developments in mathematics, including
the introduction of Donaldson-Thomas and related invariants.
The 5-dimensional theory considered here is, according to the analysis of [Cos16], a
supersymmetric twist of the theory obtained from an compactifying M-theory on cer-
tain toric Calabi-Yaus, in an Ω-background (that is, equivariantly). The 5-dimensional
theory has parameters corresponding to the two equivariant parameters in the toric
Calabi-Yau. It is thus natural to expect that the 5-dimensional theory associated to a
toric Calabi-Yau “controls” the equivariant enumerative geometry of the same Calabi-
Yau.
In Gopakumar-Vafa’s analysis, curve-counting invariants of the Calabi-Yau arise
from M-theory compactified on a circle. If we did not put M-theory on a circle, and
instead considered the Hilbert space of states, we would find categorified versions
of curve-counting invariants, such as categorified Donaldson-Thomas invariants. We
would thus expect that the 5-dimensional field theories studied here, and the corre-
sponding two-variable quantum groups, should be related to categorified DT invari-
ants. In this section I will state a conjecture along these lines.
Let
XN = C˜2/ZN
be the resolution of the AN−1 surface singularity. Consider the equivariant, categori-
fied Donaldson-Thomas theory of C× XN . This is the equivariant cohomology of the
Donaldson-Thomas moduli of ideal sheaves on C×XN with coefficients in the appro-
priate sheaf of vanishing cycles. We work equivariantly with respect to the action of
C× × C× which preserves the Calabi-Yau volume form on C× XN . We let δ denote
the equivariant parameter associated to the C× action which rotates C and scales the
symplectic form on XN , and e the equivariant parameter associated to the C× action
which preserves C and fixes the symplectic form on XN . We invert the equivariant
parameter e but not δ.
The moduli of ideal sheaves on C × XN has components labelled by the Chern
classes of the ideal sheaf. We denote the equivariant categorified Donaldson-Thomas
invariants of C×XN , summing over all components, byH(C×XN). This is a module
over the ring C[[δ]]((e)) of series in e, δ.
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The module H(C× XN) is ZN-graded, where one of the Z-gradings corresponds
to the number of points and the remaining N − 1 Z-gradings correspond to curve
classes in H2(XN ,Z) = ZN−1. We interpret this grading as a C× × (C×)N−1 action on
H(C× XN). We identify (C×)N−1 with the maximal torus H ⊂ SLN .
The algebra Uδ(Oe(C2)⊗ glN) is an algebra over the ring C[[δ]]((e)). This algebra
also has an action of C× × H, where C× acts as a symplectic symmetry of C2, and the
maximal torus H ⊂ SLN acts on glN by the adjoint action.
Conjecture. (1) The algebra
Uδ(Oe(C2)⊗ glN)/(κ = 0)
acts on the equivariant categorified Donaldson-Thomas space H(C× XN) by corre-
spondences.
(2) This action takes place in the category of C[[δ]]((e))-modules.
(3) The action is compatible with the action of the torus C× × H on both sides.
(4) There is an embedding of Kontsevich-Soibelman’s cohomological Hall algebra [KS10]
associated toC×XN into the algebra Uδ(Oe(C2)⊗ glN), in such a way that the action
of Uδ(Oe(C2)⊗ glN) on the categorified Donaldson-Thomas invariants restricts to the
natural action of the cohomological Hall algebra on the same space.
Remark: (1) In this conjecture I do not distinguish between the two versions of the
algebra Uδ(Oe(C2)⊗ glN) we have discussed above. At κ = 0 the algebras are
isomorphic up to a change of coordinates in the parameter δ. In practise, the
conjecture can really only be checked for the explicit combinatorial version of
the algebra.
(2) The choice of stability structure plays a role in the definition of the categori-
fied DT invariants and the Konstevich-Soibelman cohomological Hall alge-
bra (COHA). I expect that the statement should hold for all stability struc-
tures, so that the COHA for any choice of stability structure is embedded in
Uδ(Oe(C2)⊗ glN). As we will see shortly, the choice of stability structure seems
to be related to the choice of positive roots in the algebra Uδ(Oe(C2)⊗ glN).
There are also variants of this conjecture which apply to Pandharipande-Thomas
rather than Donaldson-Thomas invariants. In certain cases, as I explain in section 14,
the PT version of the conjecture can be derived from the results of this paper together
with the 3-dimensional mirror symmetry conjecture.
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There are further generalizations of this conjecture in which we study the 5-dimensional
gauge theory, not on R×C2, but on R× XK, where XK is a resolution of an AK−1 sin-
gularity. In this case, we expect to be able to construct an algebra Uδ(Oe(XK)⊗ glN)
from the quantum field theory, and this algebra should act on rank K categorified DT
invariants of C× XN , in the same way.
2. OPEN PROBLEMS
Before moving to the proofs of the results mentioned in the introduction, let me
list some natural questions and conjectures that this work suggests. Most of these are
questions in pure algebra (with no reference to M-theory).
2.1. This paper is not the first paper to consider two-variable quantum groups de-
forming U(g[z1, z2]) for a Lie algebra g: see [Gua07, GY16].
Question. Can one prove that the combinatorial algebra Ucombδ (Oe(C
2)⊗ glN) is isomorphic
to the quantum double current algebras considered by Guay and his collaborators?
2.2. Our 5-dimensional quantum field theory is defined not just on R× C2, but on
a variety of spaces of the form R × X for a complex symplectic surface X. In par-
ticular we can take X to be a resolution of an ADE singularity. The algebra of func-
tions O(X) on the resolved ADE singularity has a deformation with r + 1 parameters
(where r is the rank of the ADE group). Let us call this deformation Oe,λ1,...,λr(X). By
applying Koszul duality to the algebra of observables of the theory on R × X, one
finds a deformation UQFTδ (Oe,λ1,...,λr(X)⊗ glN) of the universal enveloping algebra of
Oe,λ1,...,λr(X)⊗ gl(N). It is natural to make the following conjecture.
Conjecture. When X is a resolution of an ADE singularity, the algebra UQFTδ (Oe,λ1,...,λr(X)⊗
glN) is the large K limit of a deformation quantization of the moduli of framed torsion-free
sheaves of charge K and rank N on the non-commutative deformation of X.
In particular, in the case N = 1, the algebra UQFTδ (Oe,λ1,...,λr(X)) should be the large K
limit of the symplectic reflection algebra associated to the action of the wreath product SK n
(Γ)K on C2K, where Γ is the finite subgroup of SU(2) associated to the ADE singularity.
When X is a resolved ADE singularity, an algebra quantizing the universal envelop-
ing algebra of a central extension of O(X)⊗ slN was studied by Guay, Hernandez and
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Loktev in [GHL09]. It is natural to hope that the algebra studied by these authors is
related to the one given by quantum field theory.
Hopefully, one could generalize the arguments presented in this paper to prove a
statement along these lines, but it seems to me to be non-trivial. As a first step, one
should find a combinatorially-defined algebra which is the large K limit of a defor-
mation quantization of the moduli of sheaves on X. One should then show that in an
appropriate limit, this combinatorial algebra degenerates to the universal enveloping
algebra ofOe,λ1,...,λr(X)⊗ glN . Next, one should try to generalize the uniqueness result
used here to show that the universal enveloping algebra of Oe,λ1,...,λr(X)⊗ glN admits
an r + 1-dimensional family of deformations which are defined uniformly in N, as we
saw in the case that X = C2. All of these steps require some work, but entirely in
algebra.
Arguments similar to the one presented in this paper suggest that, in the case X is
a resolved Ar−1 singularity, the the algebra Uδ(Oe,λ1,...,λr(X)⊗ glN) acts on the moduli
space of quasi-maps to the moduli of rank r torsion free sheaves on a resolved AN−1
singularity.
2.3. The 5-dimensional theory considered here is related to the 4-dimensional theory
of [Cos13] via a certain dimensional reduction. This 4-dimensional theory is related
to the Yangian. Consideration of how dimensional reduction acts on the algebra of
operators leads to the following conjecture relating the algebras studied here to the
Yangian.
Let us give the algebra Ucombδ (Oe(C
2)⊗ glN) a C× action arising from the C× action
on C2 which scales the coordinate with opposite weight. Given any algebra A with a
C× action, or equivalently a grading, one can define a new algebra B(A), called the
B-algebra, by
B(A) = A0/
(
⊕i>0Ai · A−i
)
.
Here Ai refers to the ith graded piece. The algebra is the quotient of A0 by the two-
sided ideal consisting of the product of an element of degree i with an element of
degree −i.
Conjecture. There is an isomorphism between
B(Ucombδ (Oe(C2)⊗ glN)) ∼= Y(glN)
between the B-algebra of Ucombδ (Oe(C
2)⊗ glN) and the Yangian for glN .
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More generally, given a cocharacter ρ of SL(N), one gets a C× action on the alge-
bra Ucombδ (Oe(C
2) ⊗ glN) by combining the action on the plane C2 used before with
the adjoint action of the chosen cocharacter on glN . Using this C×-action one finds a
different B-algebra, which we denote by Bρ(Ucombδ (Oe(C2)⊗ glN)) .
Conjecture. There is an isomorphism
Bρ(Ucombδ (Oe(C2)⊗ glN)) ∼= Yρ(glN)
where Yρ(glN) is the shifted Yangian defined by [BK06, KWWY14] associated to the cochar-
acter ρ.
Both of these conjectures could, in principle, be checked by analyzing the combina-
torial presentation of the algebra Ucombδ (Oe(C
2)) given in this paper.
2.4. Given a Riemamn surface Σ, the 5-dimensional theory we are considering can
be defined on R× T∗Σ, at the quantum level [Cos16]. If Σ is an affine algebraic curve,
then the observables of the theory on an interval inR times all of T∗Σ can be identified
with C∗(glN ⊗Diff(Σ)).
One can use Koszul duality to construct from this a deformation of U(glN⊗Diff(Σ)).
(Applying Koszul duality to the algebra constructed from the field theory is not en-
tirely trivial, because it is built from holomorphic functions on T∗Σ rather than poly-
nomials. One can show, however, that the quantum field theory constructions make
sense if one considers fields of polynomial growth at at the boundary of T∗Σ. If one
does this, one finds that the algebra of observables is quasi-isomorphic to cochains
of polynomial differential operators on Σ, so there are no difficulties with defining
Koszul duality).
These quantum-field theory considerations lead us to the following conjecture.
Conjecture. There is a deformation of U(glN ⊗ Diff(Σ)) coming from the 5-dimensional
quantum field theory on R× T∗Σ, which can be described in terms of the large K limit of a
deformation quantization of the moduli of instantons on T∗Σ.
To be precise, the existence of the algebra can be proved by QFT considerations.
What one does not get for free from QFT is a simple presentation of the algebra, or its
relation to moduli of instantons on R× T∗Σ.
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In the case N = 1, the deformation of U(Diff(Σ)) should be related to the large
K limit of the spherical Cherednik algebra associated to the curve Σ in the work of
Etingof [Eti04].
It is natural to further ask whether these algebras can be defined when we use other
affine holomorphic symplectic surfaces, such as the complement of an elliptic curve
in P2 or of a divisor in a K3. I don’t know the answer to this, because currently I
don’t know whether the 5-dimensional quantum field theory can be defined on such
backgrounds.
2.5. In [Cos13] I explained how, in a certain four-dimensional theory which is topo-
logical in two directions and holomorphic in one complex direction, the Yangian arises
as the Koszul dual of the algebra of operators, equipped with the operator product in a
topological direction. Moreover, the R-matrix of the Yangian arises from the operator
product in the holomorphic direction.
This suggests that there should be a similar here. Our 5-dimensional gauge the-
ory is topological in one direction and holomorphic in two complex directions. The
two-variable quantum group we consider is the Koszul dual of the algebra of opera-
tors equipped with the operator product in the topological direction. The OPE in the
two complex directions should equip this algebra with an interesting and novel alge-
braic structure, which should be worth exploring. I hope to discuss this structure in
subsequent work.
3. HOW TO READ THIS PAPER
This paper is mostly algebra, but also uses the 5-dimensional quantum field the-
ory related to M-theory, and its algebra of observables. Mathematicians who have no
interest in quantum field theory could skip sections 5–9, which are the only sections
of the paper dealing with quantum field theory. Starting at section 10, the paper is
exclusively algebraic. Section 10 gives an explicit description of an algebra deforming
U(glN ⊗Diff(C)). The subsequent sections explore the relation of this algebra to de-
formation quantizations of instanton moduli spaces, and prove a theorem regarding
the uniqueness of this deformation of U(glN ⊗Diff(C)).
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5. A 5d GAUGE THEORY
In this section we will describe the 5d gauge theory for the group glN which is
obtained by an equivariant reduction of M-theory on an AN−1 singularity times R2.
Let’s describe the theory first in the traditional formulation, with fields, an action
functional, and gauge symmetry. Then we will explain how to rewrite it in the BV
formalism. We will start by describing the theory on R×C2, and then explain how to
write it on R× X for a class of complex surfaces X.
The theory is a non-commutative gauge theory, meaning that the complex plane C2
is non-commutative. If O(C2) denotes the ring of holomorphic functions on C2, recall
that the Moyal product on O(C2) is a non-commutative product of the form
f ∗c g = f g + c 12eij
∂
∂zi
f
∂
∂zj
g + c2 122·2!ei1 j1ei2 j2
(
∂
∂zi1
∂
∂zi2
f
)(
∂
∂zj1
∂
∂zj2
g
)
+ . . .
where c is a formal parameter, eij is the alternating symbol, and we have used the
summation convention. The coefficient of cn in the expansion is
1
2nn!
n
∏
r=1
eir jr
(
n
∏
r=1
∂
∂zir
f
)(
n
∏
r=1
∂
∂zjr
g
)
.
This product can be extended to a product on the Dolbeault complex Ω0,∗(C2), by
the same formula except that product of holomorphic functions is replaced by wedge
product of Dolbeault forms. The ∂ operator on Ω0,∗(C2) is a derivation for the Moyal
product, so thatΩ0,∗(C2)[[c]] becomes a non-commutative differential graded algebra.
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The fundamental field of our 5-dimensional theory is a partial connection
A ∈
(
Ω1(R×C2)/ (dz1Ω0 ⊕ dz2Ω0))⊗ glN .
Thus, A has 3 components,
A = A0dt + A1dz1 + A2dz2
where A0, A1 and A2 are glN-valued smooth functions on R×C2.
The action functional is
S(A) =
∫
R×C2
dz1dz2 Tr
{ 1
2 AdA +
1
3 A(A ∗c A)
}
=
∫
R×C2
dz1dz2 Tr
{ 1
2 A ∗c dA + 13 A ∗c A ∗c A)
}
where c is a coupling constant, and is treated as a formal parameter. The expressions
on the first and second lines are equivalent because the difference between them is a
total derivative.
Note that if we try to treat c as a non-zero number, we find a non-local action func-
tional. While each term in the expansion of c is local, the coefficient of cn has 2n
derivatives, so that summing up the coefficients of cn will lead to a non-local expres-
sion. Also, note that this theory is very non-renormalizable, because the classical ac-
tion functional contains arbitrarily high derivatives. Nevertheless, it was proved in
[Cos16] that the theory can be quantized (using techniques developed in [CL15]).
The Lie algebra of infinitesimal gauge transformations of the theory is the space
Ω0(R×C2)⊗ glN , but equipped with the Lie bracket
[ f , g] = f ∗c g− g ∗c f
which is the commutator in the tensor product of Ω0(R× C2) with it’s c-dependent
Moyal product with the associative algebra glN . An infinitesimal gauge transforma-
tion f acts on a field A by
A 7→ A + e (d f + [ f , A])
where, again, the commutator [ f , A] uses the Moyal product. Here by d f we mean the
image of the de Rham differential in f in the quotient of Ω1(R×C2) by the subspace
spanned by dz1 and dz2.
Let us now explain how one can put this theory in the BV formalism. Let us intro-
duce the space
A = Ω∗(R×C2)/〈dz1, dz2〉
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which is the quotient of the de Rham complex by the differential ideal generated by
the 1-forms dz1, dz2. Thus,
A = C∞(R×C2)[dt, dz1, dz2]
where the parameters dt, dz1 and dz2 are of degree 1.
Evidently, A is a commutative algebra and the de Rham operator ddR descends to a
differential dA on A. Explicitly,
dA = dt
∂
∂t
+∑dzi
∂
∂zi
.
Further, the Moyal product on C2 gives a map
A⊗A → A[[c]]
α⊗ β 7→ α ∗c β
defined by the same formula we gave earlier, but where product of holomorphic func-
tions on C2 is replaced by the wedge-product in A. This Moyal product makes A[[c]]
into a differential-graded commutative algebra over C[[c]].
Let Ac be the quotient of the space Ω∗c (R× C2) of compactly supported forms by
the ideal generated by dz1 and dz2. Then,Ac[[c]] is equipped with an integration map∫
: Ac[[c]]→ C[[c]]
α 7→
∫
R×C2
dz1dz2α.
Note that
∫
dAα = 0 and ∫
α ∗c β = ±
∫
β ∗c α
for α, β ∈ A.
Thus, the space Ac has all the structure needed to define the kind of Chern-Simons
action functional that appears in open-string field theory. The space of fields for this
action functional is Ac ⊗ glN [1], and the action functional is
S(α) = 12
∫
α ∗c dα+ 13
∫
α ∗c α ∗c α
= 12
∫
αdα+ 13
∫
α(α ∗c α).
The first and second lines are the same because the difference between them is a total
derivative.
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Then, Ac ⊗ glN [1] is the space of fields of our 5-dimensional gauge theory in the BV
formalism. The BV action functional is the functional S above. The odd symplectic
structure is given by the formula
〈α, β〉 =
∫
αβ
for α, β ∈ Ac ⊗ glN [1].
6. THE THEORY ON MORE GENERAL MANIFOLDS
Let X be a holomorphic symplectic complex surface, and suppose that X is equipped
with a C× action which scales the holomorphic symplectic form. (Such an X is called
conical). For example, X could be the cotangent bundle of a Riemann surface, or the
resolution of an ADE singularity. In this section, we will explain how to put our theory
on R× X.
6.0.1 Definition. A ∗-product on the sheaf OX of holomorphic functions on X is a map of
sheaves OX ⊗C OX → OX[[c]] which satisfies the following properties.
(1) It makes OX[[c]] into a sheaf of associative algebras, quantizing the sheaf of Poisson
algebras OX.
(2) The coefficient of cn in the product is given by a holomorphic bi-differential operator of
finite order.
(3) Suppose the C× action on X scales the holomorphic symplectic form by some non-zero
weight k. Let us give OX[[c]] an action of C× by combining the given action on X
with the action on C[[c]] which scales c with weight k. We require that the associative
product on OX[[c]] must be compatible with this C×-action.
The third condition severely restricts the moduli of ∗-products on OX. If X is the
cotangent bundle of a Riemann surface or a resolution of an ADE singularity, then this
condition implies that the space of ∗-products is finite-dimensional and is a torsor for
H2(X).
In this situation, we can define our 5-dimensional gauge theory on R× X, just as
before. We letAX denote the quotient ofΩ∗(R×X) by the differential ideal generated
by Ω1,0(X), and AXc be the corresponding quotient of Ω∗c (R× X). Thus,
AX = Ω∗(R)⊗̂Ω0,∗(X)
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where ⊗̂ is the completed projective tensor product. (Using this completed tensor
products simply means that the fields are the sections of a graded vector bundle on
R× X with fibres ∧∗(T∗R⊕ T∗X).
The fact that the ∗-product on OX is implemented by holomorphic bi-differential
operators means that it extends in a natural way to a ∗-product onAX, makingAX[[c]]
into a differential graded associative algebra. As before, there is an integration map
on AXc defined by the formula ∫
α =
∫
R×X
ωα
where ω is the holomorphic volume form on X.
Thus, we can define a field theory where the fields are AXc ⊗ glN [1], and the action
functional as before is
S(α) = 12
∫
α ∗c dα+ 13
∫
α ∗c α ∗c α.
This describes the theory on X in the BV formalism.
7. QUANTIZATION
In this section we will state a theorem, proved in [Cos16], about when this theory
can be quantized. As we mentioned above, this theory is highly non-renormalizable,
as the classical action functional has infinitely many terms with more and more deriva-
tives. Even so, we find that consistency of the quantization – the BV quantum master
equation – constrains the problem of quantization so tightly that there are only 2 free
parameters.
To quantize the theory, we will introduce a loop expansion parameter h¯ and use
the action h¯−1S. We will then quantize order by order in h¯. In order to cancel certain
higher loop anomalies, we will also need to allow negative powers of c. This means
that the quantum-corrected action functional is a series in c and h¯ where each positive
power of h¯ can be accompanied by some finite number of negative powers of c. More
formally, this means we have a theory over the sub-ring of the base ring C((c))[[h¯]]
consisting of series ∑ h¯i fi(c) where fi(c) ∈ C((c)) and f0(c) ∈ C[[c]].
There are two versions of our quantization theorem, depending on whether we
work on a conical surface X or on C2. In the case that we work on C2, it is natural to
ask that we quantize the theory in a way compatible with all the symmetries of C2,
whereas on a general conical X we can only ask that the quantization is compatible
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with the C× action on X. Asking that our quantization is compatible with these extra
symmetries on C2 means that the theorem is slightly different in this case.
Let us first state the version of our theorem that applies for a conical symplectic sur-
face X. In fact, we will restrict to the case that X is a resolution of an ADE singularity
or the cotangent bundle to a Riemann surface. To state the theorem, we should recall
that every class w ∈ H2(X) gives rise to a first-order deformation of the ∗-product on
the sheaf OX of holomorphic functions on X which we write as
α ∗c β+ eα ∗c,w β.
This first-order deformation is compatible with the C×-action on X in the sense we
discussed above. Further, every C×-equivariant deformation of the ∗-product on X is
of this form.
7.0.1 Theorem. Let X be a conical complex symplectic surface which is either the cotangent
bundle to a Riemann surface or a resolution of an ADE singularity. Consider our gauge theory
onR× X with gauge group glN . Let us consider quantizing the theory in perturbation theory
in the loop expansion parameter h¯, and let us work “uniformly in N” as discussed in detail in
[CL15]. Let us also ask that the quantization is compatible with the C×-action on X. Finally,
let us allow negative powers of c as long as they are accompanied by positive powers of h¯.
Heuristically, this means that we should treat c and h¯ as both being small but with h¯ much
smaller than any positive power cn of c.
Then, there are no obstructions (i.e. anomalies) to producing a consistent quantization. At
each order in h¯, we are free to add dim H2(X) + 1 independent terms to the action functional,
leading to an ambiguity in the quantization. Explicitly, the deformation of the action functional
we can incorporate at k loops is
S 7→ S + h¯kc−k
(
1
2
∫
αdα+ 13
∫
α ∗c α ∗c α
)
S 7→ S + h¯kc−k
∫
α ∗c α ∗c,w α
where ∗c,w indicates the first-order deformation of the ∗-product on X associated to a class
w ∈ H2(X).
One way to summarize the result is the following. Recall that to define the action
functional we need to give a ∗-product on the sheaf OX of holomorphic functions on
X, together with a holomorphic volume form ω on X. To specify a quantization, we
need to specify ∗-product and holomorphic volume form which both depend on h¯.
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More formally,the moduli space of quantizations consists of pairs consisting of:
(1) A h¯-dependent associative ∗-product
α ∗c,h¯ β = ∑
k≥0
h¯kα ∗c,k β
on OX, which at h¯ = 0 are the original ∗-product on X.
(2) A h¯-dependent holomorphic volume ωh¯ = ∑ h¯
kωk on X, where ω0 is the origi-
nal holomorphic volume form.
Further, the product ∗c,h¯ must be C×-invariant, where both c and h¯ have weight k. The
holomorphic volume form ωh¯ must be of weight k under the C×-action on X. This
data is taken up to gauge equivalence.
The theorem is proved in [Cos16]. The proof consists of calculating the cohomology
groups describing obstructions and deformations to quantization.
Let us now describe the version of the theorem that applies to C2. We will consider
quantizations that are invariant under sl(2), compatible with the C× action scaling
C2, and also holomorphically translation invariant. The latter means that they are
translation invariant but that the translations ∂∂zi act in a homotopically trivial way
(that is, in a way exact for the BRST operator).
7.0.2 Theorem. Let us consider quantizing the theory on R× C2in perturbation theory in
the loop expansion parameter h¯, and let us work “uniformly in N” as discussed in detail in
[CL15]. Let us also ask that the quantization is compatible with the C×-action on C2, is sl(2)-
invariant, and is holomorphically translation invariant. Also, let us allow negative powers of
c of the form c−r h¯n where r ≤ n (heuristically this means that c and h¯ are both small and h¯ is
much less than c).
Then, there are no obstructions (i.e. anomalies) to producing a consistent quantization. At
each order in h¯, we are free to add 2 independent terms to the action functional, leading to
an ambiguity in the quantization. Explicitly, the deformations of the action functional we can
incorporate at k loops are
S 7→ S + h¯kc−k 12
∫
αdα+ 13
∫
α ∗c α ∗c α
S 7→ S + h¯kc−kc ∂
∂c
∫
α ∗c α ∗c α.
These two deformations of the action can be absorbed by a change of coordinates in c and h¯.
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It is important to note that when we work on C2, we only need to involve the pa-
rameters c, h¯ and c−1h¯. If we let µ denote c−1h¯, then we can think of any quantization
of the classical theory as depending on three parameters c, h¯ and µ where cµ = h¯.
Further, there is essentially one quantization, up to changes of coordinates on these
parameters of the form
h¯ 7→ h¯ f (µ)
c 7→ cg(µ)
µ 7→ µ f (µ)/g(µ)
where f , g are invertible series in the parameter µ whose leading coefficient is 1. In
other words, we have a family of theories over the formal scheme which is the formal
spectrum of the ring C[[c, h¯, µ]]/(cµ = h¯) and this family of theories is unique up
to change of coordinates on the formal scheme. The issue of specifying a particular
quantization is then the issue of choosing coordinates on this formal scheme.
8. KOSZUL DUALITY AND A TWO-VARIABLE QUANTUM ALGEBRA
In this section we will analyze the Koszul dual to the algebra of operators of our
5d gauge theory on R× C2. We will show that this Koszul dual is a quantization of
the universal enveloping algebra of the Lie algebra Diff(C)⊗ glN where Diff(C) is the
algebra differential operators on the plane. This section uses the techniques devel-
oped in [Cos13]. Roughly speaking, this analysis tells us that the quantum universal
enveloping algebra of Diff(C)⊗ glN plays the same role in this theory as the quantum
group plays in Chern-Simons theory and the Yangian plays in the theory analyzed in
[Cos13].
In this section we will use the language of factorization algebras as developed in
[CG16].
Let us recall the strategy as developed in [Cos13]. Let D ⊂ C2 be a small polydisc2
centered at 0. Then, the space of observables Obs(I × D) (where I ⊂ R is an interval)
is part of a factorization algebra on R× C2. In particular, by using the factorization
product in the R-direction, we find that Obs(I × D) can be viewed as part of a factor-
ization algebra on R.
Our theory is topological in theR-direction. One manifestation of this is the follow-
ing:
2A polydisc in C2 is the product of two discs in C
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8.0.1 Lemma. For any inclusion I ⊂ I′ of intervals in R, the map
Obs(I × D)→ Obs(I′ × D)
is a quasi-isomorphism.
Factorization algebras with this feature are called locally constant. A locally con-
stant factorization algebra on Rn gives rise, by a result of Lurie [Lur12], to an En al-
gebra. Applying this result to our situation, we find that Obs(I × D) is an E1 algebra,
or homotopy-associative algebra. The product map is easy to describe: if I1, I2 are dis-
joint intervals, with I1 situated to the left of I2, such that both are contained in I3, then
the structure of a factorization algebra gives a map
Obs(I1 × D)⊗Obs(I2 × D)→ Obs(I3 × D).
Since the quasi-isomorpism class of Obs(I × D) doesn’t depend in the interval I, this
map can be viewed as giving a product (in the homotopical sense) on Obs(I × D).
The E1 structure gives us the higher homotopies making this product associative up
to coherent homotopy.
It turns out that we need to be a little careful about an extra structure present on
Obs(I × D). This is not just a cochain complex, but a complete filtered cochain com-
plex: there are subspaces Fi Obs(I × D) ⊂ Obs(I × D) such that Obs(I × D) is the
limit of the quotients Obs(I × D)/Fi Obs(I × D). The factorization structure is com-
patible with this filtration, so that Obs(I × D) is a filtered E1 algebra.
Further, since we have a family of theories which depends on three formal param-
eters c, µ, h¯ such that cµ = h¯, we find that Obs(I × D) is a filtered E1 algebra in the
category of modules over the filtered ring C[[µ, c, h¯]]/(µc − h¯), where the ring is fil-
tered by giving c and µ filtered degree 1 and h¯ filtered degree 2.
When we set h¯ = µ = 0, then Obs(I × D) becomes the classical observables of the
theory, which we denote by Obscl . The classical observables are functions are, in the
BV formalism, functions on the space of fields, with a differential which is d = {S,−}
where {−,−} is the BV odd Poisson bracket and S is the classical action functional.
Recall that we can describe the space of fields of our theory and the classical action
functional in terms of an auxiliary sheaf of algebras A on R×C2. On an open of the
form I × D where D is a polydisc, we have
A(I × D) = Ω∗(I)⊗̂Ω0,∗(D) = C∞(I × D)[dt, dz1, dz2]
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where the variables dt, dzi are of degree 1. The algebra A(I ×D) has a differential dA
which is a sum of the de Rham differential on Ω∗(I) and the Dolbeault differential on
Ω0,∗(D). The product on A is the obvious wedge product, but we have seen how to
equip A[[c]] with a non-commutative Moyal product ∗c.
In terms of the algebra A, the space of fields of the theory is A ⊗ glN [1], and the
action functional is the Chern-Simons type functional
S = 12
∫
Tr(α ∗c dAα) + 13
∫
Tr(α ∗c α ∗c α)
where
∫
is a certain integration map on the algebra A.
As explained in detail in [CG16], the complex of classical observables can be repre-
sented as the Chevalley-Eilenberg Lie algebra cochain complex of the dg Lie algebra
A(I × D)⊗ glN [[c]], where the Lie bracket is the commutator associated to the Moyal
product and we take Chevalley-Eilenberg cochains over the base ring C[[c]]. Since we
have a quasi-isomorphism
A(I × D) ' O(D)
where O(D) indicates the algebra of holmorphic functions on the polydisc D. We
let Oc(D) denote the algebra O(D)[[c]] with the non-commutative Moyal product.
It follows that (if one takes sufficient care with topological vector spaces) one has a
quasi-isomorphism
Obscl(I × D) ' C∗(Oc(D)⊗ glN).
between classical observables on I × D and the Chevalley-Eilenberg cochains, over
the ring C[[c]], of Oc(D)⊗ glN .
The physics interpretation of this statement is as follows. Every solution to the
equations of motion of the theory on I × D is gauge-equivalent to the trivial solution.
However, the trivial solution has a very large algebra of gauge symmetries, whose
Lie algebra is glN ⊗ Oc(D). Therefore, the algebra of observables of the theory is en-
tirely built from the ghost field and its zi derivatives. This gives the expression as a
Chevalley cochain complex of Oc(D)⊗ glN .
The Koszul dual of the Lie algebra cochains C∗(g) of any Lie algebra g is the uni-
versal enveloping algebra U(g) (although, as explained in [Cos13], one needs to work
with filtered algebras for this to hold). We would therefore expect that the Koszul
dual of the algebra Obscl(I × D) is the universal enveloping algebra U(Oc(D)⊗ glN).
However, because O(D) is a topological vector space, there are a number of subtleties
with this statement. To avoid this, we will focus on what should be called observables
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on the formal disc D̂. This will bring us into the world of pure algebra, without any
functional-analysis complications.
One way to try to define the observables Obs(I × D̂) on the product of the formal
disc with an interval is to take the limit of the spaces Obs(I × D) over a nested se-
quence of polydiscs D centered at the origin. This turns out to be a tricky operation in
our context, so we will take another approach.
Note that Obs(I × D) has a C×-action arising from the rotation of the polydisc D
around the origin. The parameters c and h¯ have weight 2 under this C× action, and µ
has weight 0. We will let
Obs(k)(I × D) ⊂ Obs(I × D)
denote the observables which are of weight k under this C× action. We then define
Obs(I × D̂) = ⊕k Obs(k)(I × D)
where the direct sum is taken in the world of complete filtered vector spaces. Explic-
itly, this means that
Obs(I × D̂) = lim
i
(
⊕k Obs(k)(I × D)/Fi Obs(k)(I × D)
)
.
If we do the same procedure at the classical level, we find indeed that
Obscl(I × D̂) ' C∗(Oc(D̂)
where Oc(D̂) = C[[zi, c]] with the non-commutative Moyal product. This justifies the
interpretation of this construction as giving the observables on the formal disc.
Once we do this, we find Koszul duality (as developed in [Cos13]) works per-
fectly, and that the Koszul dual of Obscl(I × D) is the universal enveloping algebra
of Oc(D̂)⊗ glN .
We would like to construct the Koszul dual of quantum observables. Before we
do this, we need to discuss one extra step. Koszul duality is an operation performed
on augmented algebras, that is, algebras equipped with a rank 1 module. Given an
augmented algebra A over a ring R, equipped with an augmentation homomorphism
A→ R, the Koszul dual is RHomA(R, R).
To apply this construction to our situation, we need to know that quantum ob-
servables are augmented. (Classical observables are easily seen to be augmented: the
augmentation is given by evaluating a function of the fields at the field α = 0). We
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can use a homological argument to show that quantum observables have a unique
augmentation.
8.0.2 Lemma. There is a unique filtered augmentation of the filtered E1 algebra Obs(I × D̂)
over the ring C[[c, µ, h¯]]/(cµ− h¯).
A filtered augmentation is a map of filtered E1 algebras over C[[c, µ, h¯]]
Obs(I × D̂)→ C[[c, µ, h¯]].
Proof. There is a unique filtered augmentation when h¯ = µ = 0. Let M0 = C[[c]]
denote the augmentation module. Suppose we have an augmentation modulo the
ideal generated by µn (which contains h¯n). Let Mn = C[[c, µ, h¯]]/(µc− h¯, µn) denote
the augmetation module. An augmentation exists at the next order in h¯ and µ if and
only if Mn lifts to a module Mn+1. The obstruction to having such a lifting is
Ext2Obs(I×D2)/µn(Mn, Mn)
where we take the Ext-groups over the algebra of observables modulo µn, in the world
of filtered cochain complexes. If the obstruction vanishes, then the space of lifts to the
next order is a torsor for Ext1.
We can compute these filtered Ext-groups by a spectral sequence associated to the
filtration by powers of µ and h¯. This reduces us to the case of M0 = C[[c]], in which
case we are computing the Ext-groups of the module M0 over the ring of classical
observables. We have already seen that these Ext-groups are the cohomology of the
Koszul dual, and that the Koszul dual of
Obscl(I × D̂) ' C∗(Oc(D̂)⊗ glN)
is the universal enveloping algebra U(Oc(D̂)⊗ glN), which is concentrated in degree
0. Thus, Ext1 and Ext2 vanish and there is a unique augmentation. 
Remark: The same argument allows us to construct an augmentation for the algebra
when we take our surface to be a resolution of an ADE singularity instead of C2. In
this case, we should work with the algebra of observables on a formal neighbourhood
of the exceptional locus.
This lemma shows that we now have enough to define the Koszul dual of the alge-
bra of quantum observables.
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8.0.3 Definition. Let UQFTh¯ (Oc(D̂) ⊗ glN) be the cohomology of the Koszul dual of the al-
gebra of quantum observables Obs(I × D̂). This is a flat family of algebras over the ring
C[[c, µ, h¯]]/(µc− h¯).
Note that this algebra has aC×-action arising from theC× action on the two-dimensional
formal disc, which also scales the parameters c and h¯ each with weight 2. We can use
this C×-action to define a restricted version of this algebra which is a quantization of
U(Oc(C2)⊗ glN), where Oc(C2) is the algebra of polynomials on C2 with the Moyal
product. Of course, Oc(C2) = Diffc(C) is the algebra of differential operators on the
plane with c playing the role of Planck’s constant.
The restricted algebra is defined as follows. Working modulo µn, let U(k)h¯ (Oc(D̂)⊗
glN)/µn denote the kth eigenspace of the C×-action. Modulo µn, the restricted algebra
is the direct sum of these spaces:
UQFTh¯ (Diffc(C)⊗ glN)/µn = ⊕kUQFT,(k)h¯ (Oc(C)⊗ glN)/µn
We then set UQFTh¯ (Diffc(C)⊗ glN) to be the inverse limit of these truncated algebras.
The truncated algebras (modulo µn) are algebras over C[c, µ, h¯]/(cµ− h¯, µn). This is a
consequence of the fact that c is of weight 2 under the C× action so only polynomials
in c can appear. When we take the inverse limit, we find a family of algebras over
C[c][[µ, h¯]]/(µc − h¯). Thus, the variable c is treated as a polynomial but the other
variables are formal.
Now, the C× action scales the variables c and h¯. This means that we can use the C×
action to set c = 1 (note that we can not have c = 0 unless h¯ = 0 as well). If we set
c = 1, then µ = h¯, so we have an algebra UQFTh¯ (Diff(C)⊗ glN) over C[[h¯]] deforming
the algebra U(Diff(C)⊗ glN).
8.0.4 Theorem. The family of algebras UQFTh¯ (Diff(C) ⊗ glN) constructed in the previous
section from our 5-dimensional gauge theory is a non-trivial deformation of U(Diff(C)⊗ glN).
This is proved by an explicit calculation of the OPE in our 5-dimensional gauge the-
ory, together with some more abstract results concerning the Hochschild cohomology
of the classical algebra. The relevant OPE is calculated in the next section.
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9. CALCULATION OF AN OPERATOR PRODUCT
In this section we will perform a one loop calculation of the operator product ex-
pansion of certain local operators in the five- dimensional gauge theory. The operators
we consider are of ghost number one, and are linear functions of the ghost field. Upon
performing Koszul duality, this calculation will give the form of the first order defor-
mation of the Koszul dual algebra.
From a physics perspective it may seem unusual to calculate the OPE of operators of
non-zero ghost number. There is, however, another interpretation of this calculation.
We will show that the OPE calculation we perform describes the obstruction to certain
classical line operators existing at the quantum level.
9.1. Let us start by discussing how calculations of OPEs of local operators relate to
the algebra structure of the Koszul dual algebra. To do this, we first have to recall
some details about how Koszul duality responds to deformations of algebras. We will
analyze this in the simplest example of Koszul duality, that between the symmetric
algebra on a vector space V and the exterior algebra on the dual V∗.
Given any dg algebra A, let Def∗(A) denote the cohomology of the cochain complex
controlling first order deformations of A. Thus, Def0(A) is the space of first-order
deformations of A, modulo equivalence; Def1(A) contains obstructions to a first-order
deformation extending to a second order; and Def−1(A) is the space of derivations of
A. Then, there is an exact sequence
· · · → Def0(A)→ HH2(A)→ H2(A)→ . . .
where HH2(A) is the second Hochschild cohomology group, and H2(A) is the second
cohomology group of A. There is a natural cochain map from the Hochschild cochains
of A to A itself. In the case that A is situated in degree 0, this exact sequence tells us
that Def0(A) is isomorphic to HH2(A), which is the familiar statement that HH2(A)
describes first-order deformations of an ordinary (not dg) algebra.
In the particular case that A = Sym∗ V, the Hochschild-Kostant-Rosenberg theorem
tells us that the Hochschild cohomology of A is Sym∗ V ⊗∧∗V∗. In this case, the map
from the Hochschild cohomlogy of A to A is just the natural projection onto Sym∗ V⊗
∧0V∗. This is of course surjective, so we find that deformations of A are controlled
by the second cohomology of the complex Sym∗ V ⊗ ∧>0V∗ (with zero differential).
Here we put V∗ in degree 1 so that ∧iV∗ is in degree i. The first cohomology of this
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complex describes infinitesimal symmetries of Sym∗ V, the third cohomology contains
obstructions to a first-order deformation extending to second order, etc.
To sum up, we find that the space of first-order deformations of Sym∗ V is given by
∧2V∗ ⊗ Sym∗ V. Elements of this space give rise to Poisson brackets on Sym∗ V, so it
is not surprising that they correspond to first-order deformations.
Koszul duality is an operation that one applies to augmented algebras. Not all first-
order deformations will preserve the augmentation: only those preserving the maxi-
mal ideal of the algebra will. Applying this to the example of Sym∗ V, we find that the
complex describing deformations of Sym∗ V as an augmented algebra is Sym>0 V ⊗
∧>0V∗. For instance, a constant-coefficient Poisson bracket on Sym∗ V, which comes
from an element of ∧2V∗, does not give rise to a deformation preserving the augmen-
tation. This is because it does not preserve the maximal ideal Sym>0 V ⊂ Sym∗ V.
Let’s now discuss the complex controlling deformations of the Koszul dual alge-
bra ∧∗V∗. This algebra should be treated as a dg algebra, with zero differential and
grading where ∧iV∗ is in degree i. The HKR theorem applies in this situation too,
and tells us that the Hochschild cohomology of this algebra is ∧∗V∗ ⊗ Ŝym∗V. Here
Ŝym
∗
indicates the completed symmetric algebra, defined as the product of the spaces
Symi V. If one only looks at deformations which shift the natural grading on ∧∗V∗ by
a finite amount, one finds instead that the relevant version of Hochschild cohomology
is ∧∗V∗ ⊗ Sym∗ V. (We will gloss over such issues with completions in what follows).
Deformations are not described by the Hocshchild cohomology, but by the kernel of
the natural map from Hochschild cohomology to ∧∗V∗. Thus, we find that deforma-
tions of the exterior algebra ∧∗V∗ are given by ∧∗V∗⊗ Sym>0 V. Finally, we also want
to restrict attention to those deformations which preserve the augmentation. This re-
stricts is to ∧>0V∗ ⊗ Sym>0 V.
Thus, on both sides of Koszul duality, we find that the complex describing aug-
mented deformations is the same: it is ∧>0V∗ ⊗ Sym>0 V. The operation of Koszul
duality sets up an isomorphism between the complexes of augmented deformations
of each algebra. We will use the following useful (and easy) fact: the isomorphism
Def+(∧∗V∗) = ∧>0V∗ ⊗ Sym>0 V ∼= ∧>0V∗ ⊗ Sym>0 V = Def+(Sym∗ V)
between the complexes of augmented deformations of ∧∗V∗ and Sym∗ V is the identity map.
This allows us to track through deformations of the algebras on both sides. Let’s do
some examples.
34 KEVIN COSTELLO
As a first example, suppose we perform a first-order deformation of the differential
on ∧∗V∗. Such a deformation is given by a derivation, which is determined by what it
does on the space V∗ of generators. It is therefore given by a linear map V∗ → ∧2V∗,
that is, an element of V ⊗∧2V∗ ⊂ Sym>0 V ⊗∧>0V∗.
On the Koszul dual side, an element of ∧2V∗ ⊗V gives a linear-coefficient Poisson
bracket on Sym∗ V. So we see that adding a differential to ∧∗V∗ has the effect of
making Sym∗ V non-commutative with a linear Poisson bracket. (Since, so far, this is
a first-order deformation, there is no requirement that this linear-coefficient bracket
satisfies the Jacobi identity).
Suppose that we extend the first-order deformation of the differential on ∧∗V∗ to
all orders. The resulting differential squares to zero if and only if the corresponding
element of V ⊗ ∧2V∗, viewed as a linear map ∧2V → V, satisfies the Jacobi iden-
tity. Thus, we find that non-infinitesimal deformations of the differential on ∧∗V∗ all
arise by treating ∧∗V∗ as the Chevalley-Eilenberg chain complex for some chosen Lie
bracket on V.
On the Koszul dual side, a linear-coefficient bracket on Sym∗ V gives an all-order
deformation of the algebra if and only if it satisfies the Jacobi identity, and so defines
a Lie bracket on V. In this case, the deformation of Sym∗ V is into the universal en-
veloping algebra of this Lie algebra.
We have thus sketched, in this example, the standard fact that the Chevalley-Eilenberg
cochain complex of a Lie algebra is Koszul dual to the universal enveloping algebra of
the same Lie algebra.
Let’s consider another deformation, this time by an element of Sym2 V ⊗ ∧2V∗.
From the point of view of the exterior algebra ∧∗V∗, this deformation makes the al-
gebra non-commutative. Indeed, we can think of Sym2 V ⊗ ∧∗V∗ as the space of bi-
vectors on the odd super-manifold piV. We are therefore deforming the product on
∧∗V∗ by using a quadratic-coefficient Poisson tensor.
From the point of view of Sym∗ V, an element of Sym2 V⊗∧2V∗ is again a quadratic-
coefficient Poisson tensor, and gives rise to a non-commutative deformation of this
algebra.
To see how this works concretely, let’s choose a basis of V and V∗ so that we can
write Sym∗ V as a polynomial algebra C[xi] in commuting variables xi, and ∧∗V∗ as
a polynomial algebra C[ei] in anti-commuting variables ei. Let us denote the tensor
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in Sym2 V ⊗ ∧2V∗ by A with entries Aijkl , where it is symmetric in the raised indices
and anti-symmetric in the lowered indices. Then the first-order deformation of C[xi]
coming from A is given by setting
xi ∗ xj = xixj + h¯ 12 Aklij xkxl +O(h¯2).
Dually, the first-order deformation of C[ei] is given by setting
ei ∗ ej = eiej + h¯ 12 Aijklekel .
This, the upper and lower indices in the tensor A play dual roles in the deformations
of C[ei] and of C[xi].
We can also view these deformations as deforming the relations in the algebra, by
saying that
[xi, xj] = h¯Aklij xkxl
[ei, ej] = h¯Aijkle
kel
(where [−,−] refers to the graded commutator). Note that the upper and lower indices
in the tensor Aijkl play opposite roles in this expression.
9.2. Next, let’s discuss the deformations coming from a tensor in Sym3 V ⊗ ∧2V∗.
From the point of view of the algebra Sym∗ V, these elements give rise to a deforma-
tion whereby the commutator of the generators is a cubic polynomial in the genera-
tors. In a basis, we have
[xi, xj] = h¯Aklmij xkxlxm.
From the point of view of the exterior algebra ∧∗V∗, these tensors give rise to a non-
trivial A∞ structure in which the operation m3 is turned on. We have
m3(ei, ej, ek) = h¯ 13! A
ijk
lme
lem.
In a similar way, deformations of C[xi] in which the generators commute to give a
polynomial of degree d correspond to A∞ deformations of C[ei] in which the A∞ op-
eration md is turned on. In what follows, however, we will not need to consider these
A∞ deformations.
9.3. After these generalities, let us return to our quantum field theory. We have seen
that there is a commutative dg algebra of classical observables on I × D̂, where D̂
is a formal disc in C2. We have also seen that Obscl(I × D̂) is canonically quasi-
isomorphic to the Chevalley-Eilenberg cochains C∗(glN ⊗Oc(D̂)) where Oc(D̂) is the
algebra C[[z1, z2]] where the variables zi commute according to [z1, z2] = c.
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We are interested in the Koszul dual of this algebra and of its first-order quantiza-
tion. From our discussion above, we know that the Koszul dual of C∗(glN [[z1, z2]]) is
the universal enveloping algebra U(glN [[z1, z2]]) (where as always the zi commute to
give c).
What we will calculate is the first-order deformation of the product on the algebra
Obscl(I × D̂) ' C∗(glN [[z1, z2]]). We will in fact analyze the failure of this product to
be (graded) commutative. That is, we will compute the commutator of the genera-
tors of this algebra, which are elements in the linear dual of glN [[z1, z2]]. For grading
reasons, the commutator of two generators is given by a quadratic expression in the
generators.
Let us write V = glN [[z1, z2]], so that as an algebra we can identify C∗(glN [[z1, z2]])
with ∧∗V∗. Then the Hochschild cochain which gives rise to the deformation of the
product on this algebra is an element of Sym2 V ⊗ ∧2V∗. On the Koszul dual side, it
thus gives rise to a deformation of the universal enveloping algebra U(glN [[z1, z2]]) in
which the commutator of two generators has a term which is quadratic in the genera-
tors.
Let’s now turn to the computation of the quantum correction to the commutator in
the algebra C∗(glN [[z1, z2]]). Let us write ∂rz1∂
s
z2 Xαβ be the generator of C
∗(glN [[z1, z2]])
which, as a linear function on glN [[z1, z2]], sends an element M f (z1, z2) to
∂rz1∂
s
z2 Xα,β(M f (z1, z2)) = Tr(EαβM)
(
∂rz1∂
s
z2 f
)
z1=z2=0
.
Here M is an element of glN , f ∈ C[[z1, z2]], and Eαβ is the elementary matrix. (We can
identify the space of functions on the non-commutative formal disc as functions as the
vector space C[[z1, z2]] equipped with the Moyal product).
As a function of the fields of the 5-dimensional gauge theory, the operator ∂rz1∂
s
z2 Xα,β
is a function just of the ghosts field χ. As such, it is given by the same expression:
∂rz1∂
s
z2 Xα,β(χ) = Tr Eαβ
(
∂rz1∂
s
z2χ
)
z1=z2=t=0
.
In this expression, z1, z2, t are the coordinates on the 5-dimensional space-timeC2×R.
Let us denote by {−,−} the Poisson bracket on C∗(glN [[z1, z2]]) that arises from its
deformation to first order in h¯ into the algebra of quantum observables. This Poisson
bracket is computed as follows. We consider two observables of the form ∂rz1∂
s
z2 Xα,β,
and place one at (t = 0, zi = 0) and the other at (t = e, zi = 0). Then we consider the
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one-loop contribution to the operator product(
∂rz1∂
s
z2 Xαβ(0)
) (
∂mz1∂
n
z2 Xγδ(e)
)
.
We then take the limit as e → 0. The Poisson bracket is obtained by computing the
difference between the limit as e→ 0 from above and below.
The OPE is computed by taking the sum over all diagrams such as those in figure 1.
Before turning to the computation, let us explain (following our discussion earlier)
how the result of the Poisson bracket will translate into an expression for the defor-
mation of the universal enveloping algebra U(glN ⊗C[[z1, z2]]). To avoid a profusion
of indices, let us consider the case N = 1, in which case we can write operator Xαβ as
just X.
Suppose we find an expression at one loop like
(9.3.1) {∂pz1∂qz2 X, ∂kz1∂lz2 X} =∑ h¯c(r+s+m+n−p−q−k−l)/2−1A
p,q,k,l
r,s,m,n(∂
r
z1∂
s
z2 X)(∂
m
z1∂
n
z2 X).
Then the commutator on the universal enveloping algebra U(gl1 ⊗C[[z1, z2]]) will be
corrected by an expression of the form
(9.3.2) [zr1z
s
2, z
m
1 z
n
2 ] =∑ h¯c(r+s+m+n−p−q−k−l)/2−1Ap,q,k,lr,s,m,n(zp1 z
q
2)(z
k
1z
l
2)
m!n!r!s!
p!q!k!l!
Let us now turn to the explicit computation for the commutator.
9.3.1 Proposition. We have
25pi2{Xα,β, Xγ,δ} = h¯∂z2 Xγ,β∂z1 Xα,δ − h¯∂z1 Xγ,β∂z2 Xα,δ
+h¯δαδ∑
µ
(
∂z1 Xµ,β∂z2 Xγ,µ − ∂z2 Xµ,β∂z1 Xγ,µ
)
+h¯δγβ∑
µ
(
∂z1 Xαµ∂z2 Xµδ − ∂z2 Xαµ∂z1 Xµδ
)
+O(c)
Here O(c) indicates terms which depend on c and so must involve higher derivatives of the
operators X˙˙.
Remark: It is very possible that I dropped a sign in the determination of the constant
25pi2.
Proof. For t ∈ Rwe let Xαβ(t) denote the same operator as described above, but evalu-
ated at (t, 0, 0) ∈ R×C2. To compute the product in the algebra of operators between
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Xαβ XγδI I
α
β
α
γ
δ
γ
FIGURE 1. This is one of the diagrams which contribute to the OPE cal-
culation of proposition 9.3.1. We use double line notation. The arrows
indicate whether we place an operator or an external ghost field at the
end of the line. The vertices labelled by I come from the interaction
term in the Lagrangian for our theory.
Xαβ and Xγδ, we consider placing Xαβ at t = 0 and Xγδ at t = e. That is, we con-
sider the operator Xαβ(0)Xγδ(e). We then take the limit as e → 0. The commutator
is obtained by computing the difference between the limit as e → 0 from above and
below.
To compute this, we consider the sum over all connected graphs with two special
vertices, labelled by Xαβ(0) and Xγδ(e) respectively; a number of ordinary trivalent
vertices, labelled by the interaction I; and some number of external lines, which we
label by a ghost field χ. Once we take the discontinuity at 0 of this as a function of e,
we will find some function of the ghost field χ which is a polynomial in ∂rz1∂
s
z2χµη(t =
0, z1 = 0, z2 = 0). Thus, the resulting operator will again be expressed in terms of the
operators ∂rz1∂
s
z2 Xµη .
Let us consider what diagrams can possibly appear at one loop. First, observe that
for reasons of cohomological degree, there must be precisely two external lines. Next,
note that each interaction contributes a factor of h¯−1 and each internal line contributes
a factor of h¯. To be a one-loop diagram, the only possibility is that the graph is a tree
with two internal vertices labelled by I, two external lines labelled by the ghost field
χ, and two special vertices labelled by Xαβ and Xγδ. The only such tree is depicted in
figure 1. There, we have drawn the tree using the double-line notation (i.e. it’s drawn
as a planar tree) to assist in keeping track of the glN indices. There is only one such
tree, but it has four different structures of planar tree, depending on whether the two
external lines point up or down in figure 1. Each such tree will contribute the same
analytic factor to the OPE, but the glN factors will be slightly different, accounting for
the various terms in the sum that appears in the statement of proposition 9.3.1.
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In what follows we will focus on computing the analytic factor in the OPE. In the
sum over diagrams, we label each edge of the graph by a propagator for the theory.
Let us write down the propagator. First, we need to introduce some notation.
Let
D = dz1∂z1 + dz2∂z2 + dt∂t
D∗ = − ∂
∂dz1
∂z1 −
∂
∂dz2
∂z2 −
∂
∂dt
∂t.
Here ∂∂dz1 means contraction with the vector field ∂z1 , i.e. it is the operator that removes
a dz1. These operators act on Ω0,∗(C2)⊗̂Ω∗(R) and so on the fields of the theory. The
operator D is the linearized BRST operator of the theory.
Note that
[D, D∗] = −∂z1∂z1 − ∂z2∂z2 − ∂2t = 4
is the Laplacian on C2 ×R.
The propagator of the theory is the kernel for the operator D∗4−1. One can calcu-
late that this is
− 5
48pi2
D∗
(
dz1dz2dt
r3
)
=
15
96pi2
z1dz2dt− dz1z2dt + dz1dz2t
r5
(although the constant appearing here will play no role for us).
In the OPE we are calculating, adding a quantity supported away from the diagonal
to the propagator will have no effect, because it will only change the result by some-
thing that is continuous as a function of e and we are interested in the discontinuity
at e = 0. We can therefore replace the propagator by a propagator with an infra-red
cutoff. The details of the IR cutoff are irrelevant: for example, we could obtain an IR
cutoff by replacing the function r−3 by a function which is r−3 for r small and 0 for r
large.
We let 4−1IR denote the parametrix for the Laplacian whose kernel is the Green’s
function with such an infrared cutoff.
We can write the analytic factor in the diagram we are computing as a composition
of linear operators acting on the space Ω∗(R)⊗̂Ω0,∗(C2) of fields, as follows. We rep-
resent the operator Xγδ(e) that we place at t = e, z1 = z2 = 0, by the delta-current
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δt=e,zi=0 which we view as a distributional element of Ω
1(R)⊗̂Ω0,2(C2). (We are im-
plicitly dividing the δ-function by dz1dz2).
We let χ1,χ2 ∈ Ω0(R×C2) denote the two external ghost fields we insert.
Recall that we are computing the OPE at c = 0, in which limit the cubic term in the
Lagrangian contains no derivatives.
We find that the analytic factor in the diagram of 1 is
(9.3.3)
[
D∗4−1IR χ1D∗4−1IR χ2D∗4−1IR (δt=e,zi=0)
]
(0, 0, 0).
Note that since D∗4−1 decreases cohomological degree by 1, and we start with some-
thing in Ω1(R)⊗̂Ω0,2(C2), the expression inside the square brackets is a distribution
on R× C2 whose only singularities are at t = e, zi = 0. We then evaluate this distri-
bution at (0, 0, 0).
Now, (D∗)2 = 0, and [D∗,4−1IR ] = 0. The second equation follows from the fact that
we can choose4−1IR to commute with translation.
We then commute D∗ past the ghost fields χ2 in equation 9.3.3. Using the fact that
(D∗)2 = 0 and [D∗,4−1IR ] = 0 we can rewrite equation 9.3.3 as
(9.3.4)
[
D∗4−1IR [χ1, D∗]4−1IR [χ2, D∗]4−1IR (δt=e,zi=0)
]
(0, 0, 0).
Any terms in our OPE which involve zi or t derivatives of the fields χi are BRST exact
and can be discarded. We can therefore assume, without loss of generality, that the
fields χi are holomorphic functions of the zi. Using this, we find that
(9.3.5) [χ1, D∗] =∑
∂
∂dzi
∂χ1
∂zi
.
Arranging the terms in equation 9.3.4 gives us
(9.3.6)
[
eij∂t
∂
∂dt
∂
∂dzi
∂
∂dzj
4−1IR
∂χ1
∂zi
4−1IR
∂χ2
∂zj
4−1IR (δt=e,zi=0)
]
(0, 0, 0).
Next, we note that if we scale the zi by a factor λ we scale h¯ by λ2. It follows that the
result of our operator product will have precisely 1 derivative in each of the zi. Since
the expression we have arrived at contains at least one derivative in each of the zi, we
find that no more derivatives are possible. Therefore, we can assume that the external
ghost fields χi are each a linear combination of z1 and z2. Without loss of generality
we will assume that χ2 = z2 and χ1 = z1.
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We can now rewrite our expression as
(9.3.7)
[
∂t
∂
∂dt
∂
∂dz1
∂
∂dz2
4−3IR (δt=e,zi=0)
]
(0, 0, 0).
Here4−3IR is the cube of the operator4−1IR .
Let us now calculate4−3IR . To do this, we will choose a particular IR cutoff based on
the heat kernel, and write
4−1IR =
∫ L
0
Kudu
where
Ku = (4piu)−5/2e−r
2/4u
is the heat kernel (and r2 = t2 + |z1|2 + |z2|2). If we performed the integral of the heat
kernel from 0 to ∞, we would find the usual Green’s function. However, as we are
only integrating from 0 to L, we find a regularized Green’s function which has the
same behaviour for small r but which decays like e−r2/4L for large r.
To calculate4−3IR , we should convolve4−1IR with itself three times. The convolution
of Ku with Ks is Ku+s. We thus find that
4−3IR =
∫
0≤u1,u2,u3≤L
Ku1+u2+u3du1du2du3
=
∫ 3L
u=0
∫
s1,s2≤L
s1+s2≤u
(4piu)−5/2e−r
2/4uds1ds2du
In the second line we have renamed the variables u = ∑ ui, s1 = u1, s2 = u2. Note that,
in the integral in the second line, if we only perform the integral in the range when
L ≤ u ≤ 3L, we are left with a smooth function of the space-time variables t, z1, z2.
Such a smooth function can not contribute to the OPE calculation we are considering.
Therefore it suffices to consider the integral over the domain when u ≤ L. In this case,
the integral over the variables si produces u2/2. We therefore find
4−3IR =
∫ L
u=0
u2
2
(4piu)−5/2e−r
2/4udu.
Recall that we are interested in the t-derivative of 4−3IR when z1 = z2 = 0 and t = e.
We will thus set zi = 0 and take the t-derivative, giving
∂t4−3IR |zi=0 =
∫ L
u=0
u2
2
(4piu)−5/2∂te−t
2/4udu
− t
∫ L
u=0
u
4
(4piu)−5/2e−t
2/4udu.
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The powers of u that appear in the integral are now such that the integral converges
as L → ∞. Since changing L will only change the answer by a smooth function of t,
we can take this limit. We find
∂t4−3IR |zi=0 = −tpi−5/24−7/2
∫ ∞
u=0
u−3/2e−t
2/4udu.
Changing variables s = t2/4u gives us
∂t4−3IR |zi=0 = tpi−5/24−7/22 |t|−1
∫ ∞
s=0
s3/2e−ss−2ds(9.3.8)
= (t/ |t|)pi−5/22−6Γ( 12 )(9.3.9)
= (t/ |t|)2−6pi−2.(9.3.10)
Setting t = e, we find that the result of the OPE is2−6pi2 if e > 0−2−6pi2 if e < 0.
We are interested in the commutator, which is the difference of the limit as e→ 0 from
above and below. This tells us that the analytic factor in the commutator is 2−5pi−2.

Recall that the A∞ structure on C∗(glN [[z1, z2]]) contributes to the deformation of
the product on the Koszul dual universal enveloping algebra. At first order in h¯, there
is no possibility of a non-trivial A∞ structure. This is simply because there are no
connected diagrams with three or more special vertices at which we place the local
operators X which appear at this order in h¯; all such diagrams appear at second and
higher order in h¯.
The deformation of C∗(glN ⊗C[z1, z2]) can be turned, by Koszul duality, into a de-
formation of the universal enveloping algebra U(glN ⊗ C[z1, z2]) . The explicit for-
mula presented above for c = 0 for certain commutators in C∗(glN ⊗C[z1, z2]) can be
turned into an explicit expression for a deformation of U(glN ⊗C[z1, z2]). We find that
the one-loop correction to the commutator of Eαβz1 with Eγδz2 is
(9.3.11) [Eαβz1, Eγδz2] = δβγEαδ(z1 ∗c z2)− δαδEγβ(z2 ∗c z1)
+ h¯2−5pi−2EαδEγβ − h¯2−5pi−2∑
µ
δβγEαµEµδ − h¯2−5pi−2∑
µ
δαδEγµEµβ.
There is one slight subtlety: in translating between the Poisson bracket on the cochain
algebra C∗(g[[z]]) and the deformation of the product on the Koszul dual, one has to
worry about the ordering in a product like EγµEµβ. The most scientific way to deal
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with this is to take the average of the product in both orderings. However it turns out
that the difference between choosing one ordering (EγµEµβ) versus the other (EµβEγµ)
can be absorbed into a redefinition of the generators of the form
Eαβzi 7→ Eαβzi + h¯c−12−5pi−2Eαβzi.
Note that, although the expression for the quantum-corrected commutator in the al-
gebra C∗(glN [z1, z2]) involves some expressions involving c which were not explicitly
evaluated, the formula for the quantum correction to the commutator of the elements
Eαβz1 and Eγδz2 in U(glN [z1, z2]) is exact. The point is that the terms in the equation
in proposition 9.3.1 which depend on c must involve higher derivatives of the zi, and
therefore will only contribute to the commutators of the form [Eαβzk1z
l
2, Eγδz
r
1z
s
2] for
k + l + r + s > 2.
In the appendix A we will prove the following proposition.
9.3.2 Proposition. For sufficiently large R, this deformation is non-trivial as a first-order de-
formation of the family of algebras U(glN+R|R ⊗C[z1, z2]) for all values of c (where [z1, z2] =
c).
Because we also have a theorem regarding the uniqueness of the family of defor-
mations of U(glN+R|R ⊗ C[z1, z2]), this result will allow us to relate the deformation
coming from field theory to an explicit deformation presented in the next section.
10. A COMBINATORIAL DESCRIPTION OF THE ALGEBRA
In this section we’ll give a combinatorial description of a family of algebras de-
forming U(Diff(C) ⊗ glN). We will later relate this combinatorially defined family
of algebras with UQFTh¯ (Diff(C) ⊗ glN), using a slightly subtle uniqueness statement
about deformations of U(Diff(C)⊗ glN).
We will refer to the combinatorially defined algebra either as Ucombh¯ (Diffc(C)⊗ glN),
or (more often) as AN,h¯,c.
The definition of this algebra involves combinatorial games with surfaces.
10.0.1 Definition. A marked surface is a compact oriented topological surface Σwith bound-
ary, together with a number of marked points on the boundary. The set of marked points is
equipped with a total ordering, so that we have a collection p1, . . . , pn of marked points. The
marked points are equipped with the following labels:
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(1) Each marked point is labelled as either incoming or outgoing.
(2) Each marked point is labelled as being of type 1 or of type 2.
(3) Type 1 marked points have an additional label by an element α in the set {1, . . . , N}.
These labels are subject to the following constraint. For every marked point pi of type 1 on Σ
which is incoming, we require that there is a marked point pj which is on the same boundary
component as pi, and directly to the right of pi using the orientation on the boundary of Σ, and
which is of type 1 and outoing. Conversely, every type 1 outgoing marked point pj has a type 1
incoming marked point on the same boundary component and directly to the left. In this way,
type 1 marked points come in pairs of an incoming and outgoing marked point, and these pairs
are adjacent to each other on the boundary of Σ.
It is important to note that the total order on the set pi of marked points is completely
independent of the way these marked points are arranged on the boundary of Σ.
The surface Σ may be disconnected, but each connected component is required to have non-
empty boundary.
Two such surfaces Σ, Σ′ are equivalent if there is an orientation-preserving homeomorphism
f : Σ → Σ′ which takes the marked point pi on Σ to the marked point p′i on Σ′, and is such
that the various labels on pi are the same as those on p′i.
Figure 2 is a local picture of what such a marked surface looks like, near the bound-
ary.
We can define a large algebra A˜ as the vector space spanned by the set of equiva-
lence classes of such marked surfaces. We will refer to the element of A corresponding
to a surface Σwith marked points p1, . . . , pn as Σ(p1, . . . , pn). The algebra structure on
A is defined by saying that
Σ(p1, . . . , pn) · Σ′(q1, . . . , qm) =
(
Σq Σ′) (p1, . . . , pn, q1, . . . , qm).
In other words, the product of basis elements corresponding to marked surfaces is ob-
tained by taking the disjoint union of the surfaces, with the total order on the marked
points of the resulting disconnected surface defined by the order p1, . . . , pn, q1, . . . , qm
as indicated.
We will form a quotient A of A˜ by a combinatorially-defined collection of relations,
which depends on two parameters c, h¯ as before. The relations involve the operation
of boundary connect sum of surfaces.
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α
β
γ
δ
FIGURE 2. This figure displays a typical region in the boundary of a
marked surface. The arrows correspond to the marked points, and
the orientation of the arrows indicates whether the marked points are
viewed as incoming or outgoing. The double arrows are type 1 marked
points and the single arrows are type 2 marked points. The labels on
the double arrows are elements of the set {1, . . . , N}. Note that the dou-
ble arrows come in adjacent pairs. Not shown is the total ordering on
the set of marked points (arrows).
10.0.2 Definition. Let Σ(p1, . . . , pn) be a marked surface, and consider the marked points
pi, pi+1. Let Ii (respectively Ii+1) be a closed interval in the boundary of Σ which contains
pi (respectively pi+1) in its interior, but contains no other marked points. Fix an orientation-
reversing homeomorphism f : Ii ' Ii+1. We can form a new surface by gluing Ii to Ii+1 using
f . We will denote this new surface by
Σ(p1, . . . , pi  pi+1, . . . , pn).
This new surface has two fewer marked points, but the remaining marked points are equipped
with the natural total ordering and labels they had before.
Let us now describe the relations. There are three different classes of relations,
which we call permuting, cutting and moving. We will start by discussing the permuting
relations. These tell us what happens when we change the order on the set of marked
points on the boundary of Σ without changing their position on Σ.
Let Σ(p1, . . . , pn) be a marked surface.
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(P0) Suppose that pi and pi+1 are either
(a) Of different types, so that pi is of type 1 and pi+1 of type 2, or the other
way around.
(b) Both incoming or both outgoing.
(c) Both of type 1, but labelled by different elements of the set {1, . . . , N}.
Then,
Σ(p1, . . . , pi, pi+1, . . . , pn) = Σ(p1, . . . , pi+1, pi, . . . , pn).
(P1) Suppose the marked points pi and pi+1 are both of type 2, where pi is incoming
and pi+1 is outgoing. Then,
Σ(p1, . . . , pi, pi+1, . . . , pn) = Σ(p1, . . . , pi+1, pi, . . . , pn) + h¯Σ(p1, . . . , pi  pi+1, . . . , pn).
In other words, when we switch the order of pi and pi+1 we get an extra con-
tribution from the surface where pi and pi+1 are glued. This is depicted in the
following diagram:
i i + 1
=
i + 1 i
+ h¯
Here, the arrows indicate incoming or outgoing type 2 marked points, and the
labels indicate the position of these marked points in the total order.
(P2) Suppose the marked points pi and pi+1 are both of type 1, where pi is incoming
and pi+1 is outgoing. Suppose further that pi and pi+1 are both labelled by the
same element in the set {1, . . . , N}. Finally, suppose that pi+1 is not the marked
point which is directly to the right of pi on the same boundary component.
Then,
Σ(p1, . . . , pi, pi+1, . . . , pn) = Σ(p1, . . . , pi+1, pi, . . . , pn) + Σ(p1, . . . , pi  pi+1, . . . , pn).
This is depicted in the following diagram:
i
α
i + 1
β
=
i + 1
α
i
β
+ δαβ
As before, the Roman labels on the arrows indicate the position in the total
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order on the set of marked points (or arrows), and the Greek labels are the
elements of {1, . . . , N} present on every marked point.
(P3) Next, suppose that pi, pi+1 are type 1 marked points where pi is incoming, pi+1
is outgoing, and pi+1 is directly next to pi on the same boundary component.
Then,
Σ(p1, . . . , pi, pi+1, . . . , pn) = Σ(p1, . . . , pi+1, pi, . . . , pn) + Σ(p1, . . . , p̂i, p̂i+1, . . . , pn).
This is illustrated as follows:
i
α
i + 1
β
=
i + 1
α
i
β
+ δαβ
The relations (P0), (P1), (P2) and (P3) allow us to arbitrarily permute the total order
on the set of marked points, at the price of introducing some additional topological
complexity to the surface.
Let’s now discuss the cutting relations.
(C0) Consider a simple closed curve in Σ and let Σ′ be the surface obtained by cut-
ting Σ along the curve and then filling in each of the two new boundary com-
ponents with a disc. If there are any components of the resulting surface with
empty boundary, we remove them, resulting in a surface Σ′ each of whose
components has non-empty boundary. Then,
Σ(p1, . . . , pn) = Σ′(p1, . . . , pn).
(C1) Let Σ(p1, . . . , pn) be a marked surface. Suppose that pi, pj, pk, pl are type 1
marked points, where pi, pk are incoming and pj, pl are outgoing. Suppose
that pj is directly to the right of pi on the same boundary component, and that
similarly pl is directly to the right of pk. Suppose that we choose an arc on
Σ which starts between pi and pk and ends between pk and pl . Let Σ′ be the
surface obtained by cutting Σ along this arc. Then,
Σ(p1, . . . , pn) = Σ′(p1, . . . , pn).
This is indicated in the following diagram:
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α
β
γ
δ
=
α
β
γ
δ
The final relation we call the “moving” relation, because it involves moving an incom-
ing marked point past an outgoing marked point on the boundary of a surface.
(M) Consider a marked surface Σ(p1, . . . , pn). Suppose that pn is immediately to
the right of pn−1 on the same boundary component.
We want to consider various ways we can label the marked points pn−1, pn,
while leaving them in the same position on the boundary of Σ. We let Σ(p1, . . . , pinn−1, p
out
n )
be the configuration where pn−1 is incoming and pn is outgoing, and both are
of type 2. Let Σ(p1, . . . , poutn−1, p
in
n ) be the configuration where pn−1 is outgo-
ing and pn is incoming, but again they are both of type 2. Finally, for each
α, β ∈ {1, . . . , N} let Σ(p1, . . . , pn−2, pαn−1, pβn) be the same surface but where
pn−1 and pn are both type 1 marked points labelled by α and β respectively,
and where pn−1 is incoming and pn is outgoing. Then, we have the relation
(10.0.1) Σ(p1, . . . , pn−2, pinn−1, p
out
n )− Σ(p1, . . . , pn−2, poutn−1, pinn )
+ h¯
N
∑
α=1
Σ(p1, . . . , pn−2, pαn−1, p
α
n)− h¯ 12Σ(p1, . . . , pn−2, pn−1  pn) = cΣ(p1, . . . , pn−2, p̂n−1, p̂n).
Here c is the other parameter of our algebra.
This relation is best understood in pictorial terms:
n− 1
n
=
n− 1
n
h¯− − h¯
N
∑
α=1
α
α
n− 1
n
+ c
Remark: For relation (M), we are only imposing it when it involves the last two marked
pn−1, pn in the total order on the set of marked points.
Let us record some statements about the algebra AN,h¯,c.
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10.0.3 Lemma. For any non-zero constant λ, there is an isomorphism
AN,h¯,c ∼= AN,λh¯,λc.
Proof. This isomorphism is given by multiplying a marked surface Σ(p1, . . . , pn) by λ
raised to the power of the number of incoming type 2 marked points on Σ. Doing this
takes the relations with parameters (h¯, c) to the relations with parameters (λh¯,λc). 
In section 15 we prove the following result.
10.0.4 Theorem. If we treat h¯ as a formal parameter, then for all c 6= 0, AN,h¯,c is a flat family
of algebras over C[[h¯]].
The proof of this is a bit tricky: we will rely on a relationship between AN,h¯,c and
deformation quantizations of certain quiver varieties.
Another fundamental feature of this family of algebras is the following.
10.0.5 Proposition. For c 6= 0, AN,h¯=0,c is naturally isomorphic to the universal enveloping
algebra of the Lie algebra Diffc(C)⊗ glN .
Proof. When h¯ = 0, the relations (P0) and (P1) concerning permutations of the ordering
on the marked points become very simple: one has
Σ(p1, . . . , pi, pi+1, . . . , pn) = Σ(p1, . . . , pi+1, pi, . . . , pn).
has long as at least one of the pi, pi+1 is of type 2. We still have the more complicated
relation (P2),
Σ(p1, . . . , pαi , p
β
i+1, . . . , pn) = Σ(p1, . . . , p
β
i+1, p
α
i , . . . , pn)+ δα,βΣ(p1, . . . , pi  pi+1, . . . , pn)
if pi is of type 1 and incoming and labelled by α ∈ {1, . . . , N}, and pi+1 is of type 1 and
outgoing and labelled by β.
Consider relation (C0) which states that we can cut a surface along a simple closed
curve. By repeatedly applying this relation, we find that the generators of AN,h¯=0,c can
be taken to be disjoint unions of discs with marked points. Relation (C1) allows us to
cut these disks further, so that we can take the generators are discs with at most two
marked points of type 1.
By permuting the total ordering on the set of marked points on the boundary of a
disc using relations (P0) and (P1), we can always consider discs D(p1, . . . , pn) where
pi is immediately to the right of pi−1 on the boundary of D. There are two types of
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such discs: those with no type 1 marked points, and those with two type 1 marked
points. If we have two type 1 marked points, we can assume that these are p1 and pn,
where p1 is outgoing and pn is incoming.
In what follows, we will always assume that the ordering on our marked points is
compatible with the cyclic order on the boundary of a disc. Let us introduce some
new notation to refer to the possible classes of discs which are our generators. If a disc
has an incoming type 2 marked point in position i, we can indicate it by placing the
symbol  like D(p1, . . . , , pi+1, . . . , pn), where the labels pi indicate that they can be
any kind of marked point. Similarly,  indicates an outgoing type 2 marked point. We
denote an incoming type 1 marked point labelled by α ∈ {1, . . . , N} by α ⇓, and an
outgoing type 1 marked point by α ⇑.
Then, note that relation (M) when h¯ = 0 becomes
(M’) D(p1, . . . , pi−1, , , pi+2, . . . , pn)− D(p1, . . . , pi−1, , , pi+2, . . . , pn)
= −cD(p1, . . . , pi−1, pi+2, . . . , pn).
We can use this relation to move any type 2 incoming marked points to the right of
type 2 outgoing marked points. Thus, we can take the generators of our algebra to be
of two types:
D(α ⇑, ↑k, ↓l , β ⇓)
D(↑k, ↓l)
where ↑k indicates that we take k copies of this marked point (and similarly for ↓l).
As the next step in our argument, we will show that
D(↑k, ↓l) = 0
in AN,h¯=0,c.
We can use equation (M’) to move an incoming marked point past an outgoing
marked point. We find that
D(k, l) = D(k−1, , , l−1)− cD(k−1, l−1).
By repeatedly applying this relation we find that
D(k, l)− D(k−1, l , ) = −lcD(k−1, l−1).
But cyclic symmetry of the disc tells us that
D(k, l) = D(k−1, l , ).
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Therefore
lcD(k−1, l−1) = 0
and so, since c 6= 0, D(k−1, l−1) = 0 as desired.
Our next goal is to define a map of associative algebras from U(glN ⊗Diffc(C)) to
AN,h¯=0,c. We will start by defining a linear map from glN ⊗Diffc(C) to AN,h¯=0,c. This
linear map sends
Eαβzk1∂l1 . . . zkn∂ln 7→ D(α ⇑, ↓k1 , ↑l1 , . . . , ↓kn , ↑ln , β ⇓).
Here Eαβ is the elementary matrix.
Let us check that this linear map is well-defined. For this, note that the relation
Eαβ f (z, ∂)∂zg(z, ∂) = Eαβ f (z, ∂)z∂g(z, ∂) + cEαβ f (z, ∂)g(z, ∂)
that holds in glN ⊗Diffc(C) precisely matches the relation of equation (M’).
We claim that this linear map is a map of Lie algebras, and so extends to a map of
associative algebras
U(Diffc(C)⊗ glN)→ AN,h¯=0,c.
To check this, we need to check that the commutation relations hold. We find[
D(α ⇑, ↑k, ↓l , β ⇓), D(γ ⇑, ↑m, ↓n, δ ⇓)
]
= δβγD(α ⇑, ↑k, ↓l , ↑m, ↓n, δ ⇓)− δδαD(γ ⇑, ↑m, ↓n, ↑k, ↓l , β ⇓)+ δαδδβγD(↑k, ↓l , ↑m, ↓n).
Since the disk in the last term has no type 1 marked points, it is zero, so we can remove
it from the result of the commutator.
If we do so, we find the result matches the commutation relation[
Eαβzk∂l , Eγδzm∂n
]
= δβγEαδzk∂lzm∂n − δδαEγβzm∂nzk∂l
that holds in glN ⊗Diff(C).
We therefore find a map of associative algebras
U(Diff(C)⊗ glN)→ AN,h¯=0,c.
This map is surjective, since the image contains the generators D(α ⇑, ↑k, ↓l , β ⇓) of
AN,h¯=0,c. Injectivity follows from the analysis of flatness of the family of algebras over
C[[h¯]] presented in section 15. 
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Next, let us write down the first-order deformation of the algebra U(Diff(C)⊗ glN)
we obtain by working modulo h¯2.
10.0.6 Proposition. Let Eαβ denote the elementary matrix. The first-order deformation of the
product is defined by deforming the commutator according to the formula
[Eαβ∂mzn, Eγδ∂rzs] =δβγEαδ(∂mzn∂rzs)− δδαEγβ(∂rzs∂mzn)
+ h¯
m
∑
i=1
s
∑
j=1
(
Eαδ∂i−1zs−j
) (
Eγβ∂rzj−1∂m−izn
)
− h¯
n
∑
i=1
r
∑
j=1
(
Eαδ∂mzi−1∂r−jzs
) (
Eγβ∂j−lzn−i
)
.
Here h¯ is the deformation parameter.
Proof. The calculation is given diagramatically. According to our rules, the coefficient
of h¯ in the commutator
[D(α ⇑, ↑m, ↓n, β ⇓), D(γ ⇑, ↑r, ↓s, δ ⇓)]
is given by a sum over two types of diagram. There are diagrams where we join a
single type 2 marked point on one disc with one on the other, with an appropriate
sign; and there are diagrams which in addition join a type 1 marked point on one disc
with one on the other.
The first type of diagram is given explicitly by the sum
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m
∑
i=0
s
∑
j=0
α
β
δ
γ
 i−
1
···
· · ·
 m−
i
· · · 
n j−
1
 
· · ·
···
s−
j

· · · 
r
− n∑
i=0
r
∑
j=0
α
β
δ
γ
· · ·
    m  i−
1
···
· · ·
 n−
i
· · ·
    s
j−
1
 
· · ·
···
r−
j

This results in an expression as a sum over discs each with 4 type 1 marked points.
We can apply relation (C1) to cut each disc into two discs, as shown in the following
diagram (where we cut along the dotted line):
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α
β
δ
γ
 i−
1
···
· · ·
 m−
i
· · · 
n j−
1
 
· · ·
···
s−
j

· · · 
r
= α δ
i−
1

· · · · · ·
 s
− j
β γ
n
 ··
·
m
− i
  
···  j−
1
···
 r· · ·
Applying this relation to each disc in the sum results in the expression shown.
Recall that there is a second type of diagram that can potentially contribute, of the
form
m
∑
i=0
s
∑
j=0
δβγ
α δ
 i−
1
···
· · ·
 m−
i
· · · 
n j−
1
 
· · ·
···
s−
j

· · · 
r
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There are similar diagrams where the α arrow is joined to the δ arrow, and a factor of
δαδ appears instead of δαγ. However, these diagrams all contribute zero. The reason is
that the correspond to Riemann surfaces with a boundary component with no type 1
marked point, i.e. with no double arrows. By the cutting relation (C0), we can replace
such a diagram by a disjoint of two discs, one of which has two type 1 marked points,
and the other has none. By the argument in the proof of proposition 10.0.5, a disc with
no type 1 marked points is zero modulo h¯. (These diagrams will make a contribution
modulo h¯2, but we do not consider that). 
10.1. A basis for the algebra AN,h¯,c. The fact that the algebra AN,h¯,c is flat over h¯,
and at h¯ = 0 can be described as a universal enveloping algebra, tells us that there
must exist a normal form for the labelled surfaces which span the algebra AN,h¯,c, with
the feature that surfaces in this normal form will give a basis for the algebra. In this
subsection we will introduce such a normal form.
10.1.1 Definition. Consider a marked surface as defined at the beginning of this section. We
say such a surface is reduced, if
(1) All the outgoing marked points (of type 1 and type 2) are placed, in the ordering on
the set of marked points, after all the incoming marked points. Since we can switch
positions of adjacent outgoing (or incoming) marked points, the ordering on the set of
outgoing (or incoming) marked points is irrelevant.
(2) Each component of the surface is a disc with precisely two type 1 marked points.
(3) In order coming from their arrangement on the boundary of each disc, outgoing type 2
marked points are placed after incoming marked points.
It is clear that the relations in the algebra allow one to make every surface into a
sum of reduced surfaces. This tells us that reduced surfaces span AN,h¯,c. The fact that
the algebra AN,h¯,c is flat over h¯ implies that the reduced surfaces form a basis for AN,h¯,c.
Indeed, by using reduced surfaces we get an isomorphism of vector spaces
Sym∗ glN [z1, z2]→ AN,h¯,c.
This isomorphism is defined as follows. Given an expression like
(Eα1β1 z
k1
1 z
l1
2 ) . . . (Eαnβn z
kn
1 z
ln
2 )
we build a reduced surface as follows. The surface has n components, each of which is
a disc with two type 1 marked points. The i’th disc has its type 1 marked points (i.e. the
“double arrows” in the figures) labelled by αi and βi. It has ki outgoing type 2 marked
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points and li incoming type 2 marked points. The ordering on the set of marked points
is now dictated by the condition that the surface be reduced. The resulting element of
AN,h¯,c does not depend on the order in which these n discs are placed.
The relations in the algebra AN,h¯,c give us an implicit algorithm to take the product
of two reduced surfaces and produce a sum of reduced surface. The product of two
reduced surfaces Σ,Σ′ is simply their disjoint union, but with the ordering on the set
of marked points in which we first list the marked points on Σ, and then those on
Σ′. The relations in the algebra allow us to change the ordering on the marked points
and then to manipulate the resulting surface back into reduced form. The statement
that the algebra is flat over h¯, and that therefore the reduced surfaces form a basis,
implies that no matter how we do this, we end up with the same sum of reduced
surfaces. Unfortunately, I don’t know of a closed-form expression for the product of
two reduced surfaces in terms of reduced surfaces.
11. MATCHING THE COMPUTATIONS FROM GAUGE THEORY AND ALGEBRA
In this section we will see how to some computations from the 5-dimensional gauge
theory can be matched with those from the combinatorial algebra we have just de-
fined. Recall that in the algebra UQFTh¯ (glN [z1, z2]) which is Koszul dual to the algebra
of observables of the 5-dimensional gauge theory, we computed the commutator
(11.0.1) [Eαβz1, Eγδz2] = δβγEαδ(z1 ∗c z2)− δαδEγβ(z2 ∗c z1)
+ h¯2−5pi−2EαδEγβ − h¯2−5pi−2∑
µ
δβγEαµEµδ − h¯2−5pi−2∑
µ
δαδEγµEµβ.
We want to match this with the commutator in the algebra AN,h¯,c = Ucombh¯ (glN [z1, z2]).
To do this, we must match up the generators of the algebra UQFTh¯ (glN [z1, z2]) with
those of AN,h¯,c. We will work modulo h¯
2, and we will only write down a map on those
generators which are at most quadratic in the zi.
The map we choose sends
Eαβ 7→ D(α ⇑, β ⇓)
Eαβz1 7→ D(α ⇑, ↑, β ⇓)
Eαβz2 7→ D(α ⇑, ↓, β ⇓)
Eαβz1z2 7→ 12 (D(α ⇑, ↑, ↓, β ⇓) + D(α ⇑, ↓, ↑, β ⇓))
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There is a slight sublety in this definition. In the 5-dimensional gauge theory, we
viewed C[z1, z2] as being the usual space of polynomials, with it’s ordinary action of
SL(2,C), but equipped with the Moyal product. The Moyal product is an explicit
formula which takes two polynomials f , g of z1, z2 and produces a new polynomial
f ∗c g. Thus, z1z2 does not mean the algebra product of z1 and z2. Rather we have
z1 ∗c z2 = z1z2 + 12 c.
Let us denote by
ρ : C[z1, z2]⊗ glN 7→ AN,h¯,c
this linear map.
11.0.1 Lemma. In the algebra AN,h¯,c, working modulo h¯
2, we have
(11.0.2) [ρ(Eαβz1), ρ(Eγδz2)] = δβγρ(Eαδz1 ∗c z2)− δαδρ(Eγβ(z2 ∗c z2))
+ h¯ρ(Eαδ)ρ(Eγβ)− h¯∑
µ
δβγρ(Eαµ)ρ(Eµδ)− h¯∑
µ
δαδρ(Eγµ)ρ(Eµβ)
Let us write the parameter h¯ in the algebra UQFTh¯ (glN [z1, z2]) as h¯QFT, and the corre-
sponding parameter in the combinatorially defined algebra as h¯comb. What this lemma
tells us is that, if we identify h¯comb = 2−5pi−2h¯QFT, the commutators of the elements
Eαβzi in the two algebras can be matched, modulo h¯2.
Proof. We have already seen in proposition 10.0.6 that
(11.0.3) [Eαβ∂, Eγδz] = δβγEαδ(∂z)− δδαEγβ(z∂) + h¯EαδEγβ.
We have
1
2 Eαδ(∂z + z∂) = ρ(Eαδz1z2).
Let us use relation (M) which we recall:
n− 1
n
=
n− 1
n
h¯− − h¯
N
∑
µ=1
µ
µ
n− 1
n
+ c
We want to apply this to find a linear relation among Eαβ∂z, Eαβz∂, and ∑ EαµEµα. (In
our conventions, ∂ corresponds to an outgoing arrow and z to an incoming arrow).
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To derive such a linear relation, we need to get rid of the second term on the right
hand side of the pictorial expression above. This involves a surface with a boundary
component with no marked points. Such surfaces are zero modulo h¯. Since this term
appears with a coefficient of h¯, it does not contribute modulo h¯2.
Using relation (M), we therefore find
Eαδ∂z = Eαδz∂+ cEαδ − h¯∑ EαµEµδ.
We can use this to derive the equality
ρ(Eαδz1z2) = 12 Eαδ(∂z + z∂)
= Eαδ∂z− c2 Eαδ + h¯∑ EαµEµδ.
Similarly we have
ρ(Eγβz1z2) = Eγβz∂+ c2 Eγβ − h¯∑ EγµEµδ.
Plugging this into equation 11.0.3 gives us
[Eαβ∂, Eγδz] =δβγρ(Eαδz1 ∗c z2)− h¯δβγ∑ ρ(Eαµ)ρ(Eµδ)
− δδαρ(Eγβz2 ∗c z1)− h¯δαδ∑ ρ(Eγµ)ρ(Eµβ)
+ h¯ρ(Eαδ)ρ(Eγβ).

It is an interesting, and very difficult, question as to whether one can explicitly match
commutators computed using the quantum field theory with those computed in the
combinatorial algebra, to higher orders in h¯. I will make no attempt to address this
question in this paper. Instead, we will rely on abstract results about the uniqueness
of a deformation.
12. MATCHING COMBINATORIAL AND FIELD-THEORETIC ALGEBRAS TO HIGHER
ORDER
Let me now state the abstract results that we will prove later. Recall that we have
two algebras AN,h¯,c and U
QFT
h¯ (glN ⊗ C[z1, z2]), where the latter algebra is a deforma-
tion of U(glN ⊗C[z1, z2]) over the ring C[[h¯]]. Here, we have used a rescaling symme-
try of the field theory to set c = 1. We can do the same on the algebra AN,h¯,c, using the
fact that AN,h¯,c = AN,λh¯,λc for any non-zero λ.
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In section 16 we prove the following theorem. The proof is rather difficult, but is
purely algebraic. Let κ ∈ AN,h¯,1 be the central element corresponding to the disc with
no marked points. There us a similar central element in UQFTh¯ (glN ⊗Diff(C)), which
is a lift of the element IdglN ⊗1 ∈ glN ⊗Diff(C) to the quantum level. The existence of
such a lift is not obvious, but is proved as part of the uniqueness result.
12.0.1 Theorem. If h¯ is a formal parameter, then there is an isomorphism of algebras
AN,h¯,1 ∼= UQFTh¯ (glN ⊗Diff(C)).
This isomorphism may not be an isomorphism of C[[h¯]] algebras, but it takes
(12.0.1) h¯ 7→ 2−5pi−2h¯ + f2(κ)h¯2 + f3(κ)h¯3 + . . .
where λ is a non-zero constant, and fi(κ) is a polynomial in κ of degree at most i− 1.
This isomorphism is canonical up to conjugation by an inner isomorphism.
In other words, the two algebras are isomorphic but we may need to choose a dif-
ferent set of generators of the algebra C[κ][[h¯]] of central elements.
In this way, we have found an explicit computation of an important object of our
field theory: the algebra Koszul dual to the algebra of observables. This gives us an
implicit understanding of the algebra of observables, by applying Koszul duality to
the combinatorially defined algebra AN,h¯,1.
The proof of this theorem has two parts. First, we perform an abstract analysis of
the possible deformations of U(glN ⊗C[z1, z2]), or more precisely for the deformations
of the algebras U(glN+R|R ⊗ C[z1, z2]) for all R in a compatible way. We find that the
space of deformations is a free module for C[κ].
Next, we check that, working modulo h¯2, the algebras UQFTh¯ (glN ⊗ C[z1, z2]) and
AN,h¯,1 both give a non-trivial deformation, and that in fact the deformation in each
case provides a basis for the space of deformations as aC[κ]-module. In order to verify
this, we show that we can detect the cohomology class of any first-order deformation
of U(glN+R|R ⊗ C[z1, z2]) by calculating the commutator of the elements Eαβzi. Since
we did this computation for each of our two algebras, we find that each algebra gives
a non-trivial cohomology class modulo h¯2. We can further find that the cohomology
classes given by the two algebras are the same up to a factor of 2−5pi−2.
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The fact that there exists an isomorphism at all orders in h¯ as stated in the theorem
follows from the fact that two first order the cohomology class of the deformation as-
sociated to each algebra forms a basis for the space of deformations as a C[κ]-module.
The restrictions on the powers of κ that appear in equation 12.0.1 follow from the fact
that in each algebra, when we work to order i in h¯, the commutator of two generators
Eαβzk1z
l
2 can only involve at most the i− 1’st power of the central element κ. (In each
algebra this can be verified by a diagrammatic analysis).
13. DEFORMATION QUANTIZATION OF A NAKAJIMA QUIVER VARIETY AND THE
ALGEBRA AN,h¯,c .
In this section we will construct a homomorphism from the algebra AN,h¯,c to a
deformation-quantization of the algebra of holomorphic functions on the moduli of
instantons on a non-commutative C2 of rank N and charge K. We will show that this
map becomes an isomorphism as K → ∞. As we explained in the introduction, we
will interpret this as an instance of the AdS/CFT correspondence.
Recall that in the construction of Nakajima quiver varieties one considers a quiver
with two types of nodes, which are conventionally drawn as circles and squares. Cir-
cular nodes are “gauged”, meaning that when we construct the variety we perform
symplectic reduction with respect to a copy of GL(K) associated to the node (where K
is the integer labelling the node). Square nodes are not gauged, and lead to a GL(K)
symmetry of the quiver variety.
The ADHM quiver is the following quiver:
K N
Let
VN,K = gl(K)⊕Hom(CN ,CK).
This has an obvious action of both GL(K) and GL(N). The Nakajima quiver variety is
MN,K = (T∗VN,K)  GL(K)
where we perform the algebraic symplectic reduction. The varietyMN,K is the moduli
of framed torsion-free sheaves on C2 of rank N and second Chern class K. There is a
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deformation of this where we set the moment map to be a multiple c of the identity,
giving a variety McN,K. This is the moduli of framed torsion-free sheaves on a non-
commutative deformation of C2, again of rank N and second Chern class K. We will
construct a deformation quantization Oh¯(McN,K) of the algebra O(McN,K) of polyno-
mial functions onMcN,K, by quantum hamiltonian reduction.
Let us first introduce some notation to describe differential operators on VN,K. We
can choose a basis φij (for i, j = 1, . . . , K) of linear functions on gl(K), and ρiα (for
i = 1, . . . K and α = 1, . . . , N) of linear functions on Hom(CN ,CK). The algebra of
differential operators on VN,K is generated by φij, ∂∂φij , ρiα and
∂
∂ρiα
. We will introduce
a parameter h¯, which will be the quantum-mechanical Planck’s constant, so that the
commutation relations are [
∂
∂φij
, φmn
]
= h¯δimδjn[
∂
∂ρiα
, ρjβ
]
= h¯δijδαβ.
The algebra defined by these generators with these commutation relations is Diffh¯(VN,K),
the algebra of differential operators on VN,K.
The quantization of the moment map is the map
µ : gl(K)→Diffh¯(VN,K)
µ(Eij) =∑
k
∂
∂φjk
φik −∑
k
∂
∂φki
φkj +∑
α
∂
∂ρjα
ρiα
In general, there is some arbitrariness in how we lift the classical moment map to the
quantum moment map: we could always add a multiple of the identity. Different
choices will be related by a change of coordinates of the parameters c and h¯.
We will define the quantum Hamiltonian reduction of the algebra Diffh¯(VN,K) by
GL(K). We can include a parameter in this defintion, which is the quantum version of
forming the symplectic reduction where we set the moment map to be not zero but a
multiple of the identity in gl(K). The quantum Hamiltonian reduction, with moment
map set to be c Id, of the algebra Diffh¯(VN,K) is defined in two steps. First, we form the
left ideal in Diffh¯(VN,K) generated by
µ(Eij) = δijc.
or more explicitly
(13.0.1) ∑
k
φik
∂
∂φjk
−∑
k
φkj
∂
∂φki
+∑
α
∂
∂ρjα
ρiα = cδij.
62 KEVIN COSTELLO
Call this left ideal Ic. Then, the quantum Hamiltonian reduction is
Oh¯(McN,K) = (Diff(VN,K)/Ic)GL(K) .
Note that there is an algebra map
Diff(VN,K)GL(K) → Oh¯(McN,K).
Let Dij be a collection of elements of Diff(VN,K) which transform under GL(K) in the
adjoint representation. Then, this map has a kernel which includes elements of the
form
(13.0.2) Dijµ(Eji)− cDijδji
where Eij ∈ gl(K) is the elementary matrix.
For all non-zero λ, there is an isomorphism
Oh¯(McN,K) ∼= Oλh¯(MλcN,K)
obtained by multiplying all the generators φij and ρiα by λ.
13.1. As an example, let’s see what this algebra look like when K = 1. We will invert
h¯ in what follows. In what follows since there is only one GL(K) index we will surpress
it. The algebra is generated by the elements
Eαβ =
1
h¯
ρα
∂
∂ρβ
which satisfy the usual commutation relations of gl(N),
[Eαβ, Eγδ] = δβγEαδ − δδαEγβ.
The moment map relation tells us that
∑
∂
∂ρα
ρα = ch¯−1,
so that
∑ Eαα + N = ch¯−1.
In addition, there is a relation
EαβEγδ = EαδEγβ + δβγEαδ − δγδEαβ.
These relations tell us that the algebra generated by the Eαβ is a ring of twisted differ-
ential operators on Pn−1.
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Further, the operators φ, ∂∂φ are completely independent of the operators ρα, ∂ρβ , and
do not satisfy any moment map constraint. The operators φ, ∂∂φ thus form a copy of
Diff(C), the algebra of differential operators on C. It follows that we find a a tensor
product of differential operators onCwith twisted differential operators onPn−1. The
particular twist depends on ch¯−1.
Let us analyze what twist we find in the simplest case, N = 2. In this case, the
algebra generated by the Eαβ forms a quotient of the universal enveloping algebra of
gl2 by the relations
E12E21 = E11E22 + E11
E11 + E22 + 2 = ch¯ .
We can use the second relation to remove the identity matrix from gl2, and view the
algebra as a quotient of the universal enveloping algebra of sl2. If we do this, the first
relation becomes
E12E21 = − 14 (E11 − E22 + ch¯ − 2)(E11 − E22 + 2− ch¯ ) + 12 (E11 − E22 + ch¯ − 2).
Using the standard notation E = E12, F = E21, H = E11 − E22, we find the relation
becomes
EF + 14 HH − 12 H = 14 ( ch¯ − 2)2 + 12 ( ch¯ − 2)
or equivalently,
(13.1.1) 12 (EF + FE) +
1
4 HH =
1
4 (
c
h¯ − 2)2 + 12 ( ch¯ − 2).
Thus, we find the central quotient of the universal enveloping algebra where the qua-
dratic Casimir is set to 14 (
c
h¯ − 2)2 + 12 ( ch¯ − 2).
13.2. Consider the combinatorially-defined algebra AN,h¯,c defined in section 10.
13.2.1 Proposition. Whenever h¯ 6= 0, there is an algebra homomorphism
AN,h¯,c → Oh¯(McN,K).
Proof. Recall that we define the larger algebra A˜ to be generated by surfaces with
markings Σ(p1, . . . , pn). We will explain how every such surface Σ(p1, . . . , pn) gives
rise to a GL(K)-invariant differential operator on VN,K. Then we will check that this
map descends to the quotient AN,h¯,c of A˜.
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Given a marked surface Σ(p1, . . . , pn), we define a K-marking of Σ(p1, . . . , pn) to be
the following data. Consider any pair pr, ps of marked points which are on the same
boundary component, such that
(1) ps is directly to the right of pr on the same boundary component of Σ.
(2) If both pr and ps are of type 1, then pr is outgoing and ps is incoming.
Then, for any such pair, we label the interval on the boundary of Σ between pr and
ps by an element of the set {1, . . . , K}. Further, for every boundary component of Σ
which has no marked points, we label this boundary component by an element of
{1, . . . , K}.
In other words, a K-marking on Σ consists of a labelling of each connected com-
ponent of the complement of the marked points on ∂Σ by an element of {1, . . . , K},
except that we don’t label the intervals between two marked points which are both of
type 1, with an incoming marked point to the left of an outgoing one.
Given a K-marking on Σ(p1, . . . , pn), then for any marked point pr we let l(pr)
(repectively, r(pr)) be the element of {1, . . . , K} which is the labels on the interval to
the left (respectively, the right) of pr. Note that if pr is of type 1 and incoming, then
only l(pr) is defined, and if it is type 1 and outgoing, only r(pr) is defined.
Given a surface Σ(p1, . . . , pn) with a K-marking, we will construct a differential
operator on VN,K for each marked point ps. We let
D(ps) =

∂
∂φl(ps)r(ps)
if pr is of type 2 and incoming.
φr(ps)l(ps) if ps is of type 2 and outgoing.
1
h¯
∂
∂ρl(ps)α
if ps is of type 1 and incoming, and labelled by α ∈ {1, . . . , N}.
ρr(ps)α if ps is of type 1 and outgoing, and labelled by α ∈ {1, . . . , N}.
Then, given a K-marking which we denote by Γ on Σ(p1, . . . , pn) we define
D(Σ(p1, . . . , pn), Γ) = D(p1)D(p2) . . . D(pn).
Finally, we define
D(Σ(p1, . . . , pn)) = ∑
K markings Γ
D(Σ(p1, . . . , pn), Γ).
Note that this is a GL(K)-invariant differential operator on VN,K.
Let us check that the relations defining the quotient AN,h¯,c hold. The relations (P0),
(P1), (P2), (P3) involving switching the ordering of the marked points pi and pi+1
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α
β
i
j
k
l
γ
δ
m
1
h¯
∂
∂ρiα
ρjβ
φkj
∂
∂φkl
1
h¯
∂
∂ρlγ
ρmδ
FIGURE 3. The picture on the left is of a region of the boundary of a
marked surface equipped with a K-marking. The labels i, j, k, l, m on
boundary segments are elements of the set {1, . . . , K} and give the K-
marking. On the right, the same surface is drawn where each arrow is
labelled by the corresponding differential operator. By taking the prod-
uct of these differential operators using the order on the set of arrows
we get an element of Diff(VN,K).
follow immediately from the commutation relations in the algebra Diff(VN,K). The
cutting relations (C0) and (C1) follow immediately from the fact that the differential
operator associated to Σ only depends on the way the marked points are arranged on
the various boundary components of Σ. In this way we see that all relations except
relation the moving relation (M) hold in the algebra Diff(VN,K)GL(K).
Only for relation (M) do we need to descend to the quantum Hamiltonian reduc-
tion Oh¯(McN,K). Let’s check that relation (M) matches what we find from quantum
Hamiltonian reduction. To see this, let’s write relation (M) including the K-markings.
K
∑
k=1
i
k
j
=
K
∑
k=1
i
k
j
h¯δij− − h¯
N
∑
µ=1
i
µ
µ
j
+ δijc
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Let’s translate this picture into algebra using our rules. In the above diagram, the
convention is that marked points are ordered from top to bottom. Thus the equation
we find is
∑
k
φki
∂
∂φkj
=∑
k
∂
∂φik
φjk − h¯δijK− h¯∑
k,µ
1
h¯
∂
∂ρiµ
ρjµ + δijc.
We can rewrite this as
∑
k
φki
∂
∂φkj
−∑
k
φjk
∂
∂φik
+∑
k,µ
∂
∂ρiµ
ρjµ = δijc.
This is the same as the moment map equation 13.0.1. 
13.3. Modules. One nice corollary of this result is that we can obtain a family of mod-
ules for the algebra AN,h¯,c, by constructing modules for the quantizations Oh¯(McN,K)
of quantized functions on instanton moduli space, and then using the homomorphism
AN,h¯,c → Oh¯(McN,K).
A particularly nice class of modules are obtained when we set K = 1, so that McN,K
is the product of C2 with a twisted cotangent bundle of PN−1. The quantized algebra
Oh¯(McN,K) is then a tensor product of Diff(C) with an algebra of twisted differential
operators on PN−1. One thus gets a module for AN,h¯,c from the tensor product of any
D-module on Cwith a twisted D-module on PN−1.
For generic values of c/h¯, we will find a non-integral twist of differential operators
on PN−1, so there will not be any finite-dimensional modules for this algebra. How-
ever, there are always infinite-dimensional modules: the algebra O(CN−1) of polyno-
mial functions on the affine subspace CN−1 ⊂ PN−1 is always a module for TDOs
on PN−1. This is simply because there is a restriction map from TDOs on PN−1 to
those on CN−1, and twisted differential operators on CN−1 are isomorphic to ordinary
differential operators.
This tells us that we can find a module for AN,h¯,c for any value of h¯ and c (with
h¯ 6= 0) which is a tensor product of O(CN−1) with an arbitrary D-module on C.
For some special values of c/h¯, we will find smaller modules. Let us analyze this
in the case N = 2. As we have seen, the algebra Oh¯(Mc2,1) is a tensor product of
Diff(C) with the central quotient of the universal enveloping algebra of sl2 in which
the quadratic Casimir 12 (EF + FE) +
1
4 HH is identified with
1
4 (
c
h¯ − 2)2 + 12 ( ch¯ − 2). On
the finite-dimensional representation of highest weight spin n the quadratic Casimir
takes value 14 n
2 − 12 n.
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This tells us that as long as 2− ch¯ is a non-negative integer n, there is a representation
of Oh¯(Mc2,1) which is a tensor product of a D-module on C (such as OC) with a vector
space of dimension n.
Because there is a homomorphism
A2,h¯,c → Oh¯(Mc2,1),
the same statement holds for the algebra A2,h¯,c.
13.4. Taking the large K limit. In this subsection, we will do the following. First,
we will define a uniform-in-K version of the algebra Oh¯(McN,K. This uniform-in-K
version of the algebra has the feature that it has a surjective algebra homomorphism to
Oh¯(McN,K) for each K. These maps become close to being an isomorphism as K → ∞.
We will then show that the uniform-in-K version is isomorphic to the combinatorially
defined algebra AN,h¯,c.
Let us start by defining the uniform-in-K version of the algebra of GL(K)-invariant
polynomials on T∗VN,K. To do this, let us fix identifications CK⊕K
′
= CK ⊕ CK′ . This
gives us a map glK ↪→ glK+K′ by viewing glK as the block diagonal matrices in the
upper left quadrant. We similarly get a map glK+K′ → glK by taking a (K + K′)× (K +
K′) matrix and considering the K× K submatrix in the upper left quadrant.
Recall that
VN,K = glK ⊕Hom(CN ,CK).
We can use these maps to construct maps
VN,K → VN,K+K′
VN,K+K′ → VN,K
and so a map
V∗N,K ⊕VN,K → V∗N,K+K′ ⊕VN,K+K′ .
This map is GL(K)-invariant. IfO(VN,K) indicates the algebra of polynomial functions
on VN,K, we get an induced map
ιK+K
′
K : O(T
∗VN,K+K′)→ O(T∗VN,K).
13.4.1 Definition. A sequence fK ∈ O(T∗VN,K) of polynomial functions on T∗VN,K is ad-
missible of weight 0 if
(1) Each fK is GL(K) invariant.
(2) ιLK fL = fK for all L > K.
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Such a sequence is admissible of weight r if the sequence K−r fK is admissible of weight 0.
A sequence { fK} is admissible if it is a finite sum of sequences which are admissible of some
weight. Note that if { fK} and {gK} are admissible sequences, then so is { fKgK}, so that the
space of admissible sequences is an algebra.
We let O(T∗VN,•)GL(•) be the algebra of admissible sequences of functions on T∗VN,K.
Let us now define a non-commutative product on O(T∗VN,•)GL(•). Recall that for
any vector space W, we can define a Moyal product ∗h¯ onO(W∗⊕W) for any complex
value of the constant c, by a standard formula. This is invariant under GL(W). In
particular, we have such a Moyal product on O(T∗VN,K) which is GL(K)-invariant.
We will refer to O(T∗VN,K) with this product as Oh¯(T∗VN,K).
13.4.2 Lemma. If { fK}, {gK} are admissible sequences of functions on T∗VN,K, then so is
fK ∗h¯ gK.
Proof. This follows from an analysis of the diagrammatic expression for the Moyal
product. 
In this way, we find a non-commutative Moyal product on O(T∗VN,•)GL(•). We will
refer to the non-commutative algebra as Oh¯(T∗VN,•)GL(•). This defines the uniform-
in-K version of the algebra of GL(K)-invariant differential operators on VN,K. To get
the uniform-in-K version of the quantum Hamiltonian reduction, we need to quotient
by the ideal defined by the quantum moment map. As discussed above, the quantum
moment map is a map
µ : gl(K)→ Oh¯(T∗VN,K).
We are interested in a shift of the quantum moment map, because we want to consider
the quantum version of setting the moment map to be a multiple of the identity. We
let
µc(E) = µ(E) + c Tr(E) Id .
The quantum moment map, together with the Moyal product, gives a GL(K)-equivariant
map of left Oh¯(T∗VN,K)-modules
µc : Oh¯(T∗VN,K)⊗ glK → Oh¯(T∗VN,K)
Passing to GL(K) invariants, we get a map
µc : [Oh¯(T∗VN,K)⊗ glK]GL(K) → [Oh¯(T∗VN,K)]GL(K) .
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The image of this map is a two-sided ideal where the right hand side is equipped with
the Moyal product. The quantum Hamiltonian reduction is defined to be the quotient
of the right hand side by this idea.
Now it is clear how to perform quantum Hamiltonian reduction uniformly in K.
We can define the notion of an admissible sequence of elements of O(T∗VN,K)⊗ glK in
the same way as our definition of admissible sequences of elements of O(T∗VN,K). We
call this space [Oh¯(T∗VN,•)⊗ gl•]GL(•).
Then, the quantum moment map at finite K gives rise to a map
µc : [Oh¯(T∗VN,•)⊗ gl•]GL(•) → Oh¯(T∗VN,•)GL(•).
The image of this map is a two-sided ideal, since it is at finite K. We define the uniform-
in-K quantum Hamiltonian reduction to be the quotient by this ideal, and use the
notation
Oh¯(McN,•)
recalling thatMcN,K is the symplectic reduction of T∗VN,K by GL(K)with moment map
set to c times the identity.
Remark: One could also define this large-K version of the algebra using the notion of
Deligne category, see [Eti14].
13.4.3 Proposition. The maps we have constructed
φK : AN,h¯,c → Oh¯(McN,K)
lift to a map
φ• : AN,h¯,c → Oh¯(McN,•).
This second map is an isomorphism of associative algebras.
Proof. We will prove this by introducing a larger algebra A′N,h¯,c which maps toOh¯(T
∗VN,•)GL(•),
and then seeing that this map descends to give the map we need.
Let A′N,h¯,c be defined in the same way as we defined AN,h¯,c, as a quotient of a large
combinatorial algebra A˜ built from surfaces; except that we only impose the relations
(P0), (P1), (P2), (P3),(C0) and (C1) in the definition of A′N,h¯,c. We do not impose the
relation (M), which is related to the quantum moment map.
In the proof of 13.2.1 we constructed a map A˜ → Oh¯(T∗VN,K)GL(K) for all K. As we
saw in the proof, the kernel of this map contains all the relations defining A′N,h¯,c so it
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descends to a map
φ′K : A
′
N,h¯,c → Oh¯(T∗VN,K)GL(K).
It is evident that for all α ∈ A′N,h¯,c the sequence φ′K(α) is an admissible sequence. Thus,
φ′K lifts to a map
φ′• : A′N,h¯,c → Oh¯(T∗VN,•)GL(•).
As we saw in the proof of 13.2.1, the map φ′K sends the ideal in A
′
N,h¯,c generated by
relation (M) to the ideal in Oh¯(T∗VN,K)GL(K) generated by the moment map. It follows
that φ′• does the same, so that it gives the desired map
φ• : AN,h¯,c → Oh¯(McN,•).
Next, we need to check that this map is an isomorphism. We will first check that
the map
A′N,h¯,c → Oh¯(T∗VN,•)GL(•).
is an isomorphism. This is an exercise in invariant theory. Then, one checks that
the two-sided ideal in Oh¯(T∗VN,•)GL(•) whose quotient is Oh¯(McN,•) matches the two-
sided ideal in A′N,h¯,c generated by the relation (M).

In this way, we can think of our combinatorially-defined algebra AN,h¯,c as being
something like the large K limit of the algebras Oh¯(McN,K).
14. CATEGORIFIED DONALDSON-THOMAS INVARIANTS AND ADS / CFT.
In this section, I derive a conjecture stating that the algebra Uδ(Oe(C2)⊗ glN) acts
on certain categorified Donaldson-Thomas invariants. Some aspects of this story were
discussed in the introduction in section 1.8. Here I will focus on the version related to
Pandharipande-Thomas, rather than Donaldson-Thomas, invariants.
Let
XN = C˜2/ZN
be the resolution of the AN−1 surface singularity. The Hilbert scheme X
[k]
N of k points
on XN is a smooth quasi-projective variety with an algebraic symplectic form.
We will be interested in quasi-maps from a curve C to X[k]N . The theory of such
quasi-maps is studied in detail by Okounkov in [Oko15].
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The notion of quasi-map depends on the presentation of X[k]N as a quiver variety. A
quiver variety is always an algebraic symplectic reduction of some complex symplec-
tic vector space V (built from the edges of the quiver) by an algebraic group G (which
is a product of general linear groups associated to the gauge nodes of the quiver). To
define quasi-maps to X[k]N we will not need a detailed description of V and G.
The algebraic symplectic quotient is defined as follows. There is a moment map
µ : V → g∨. Inside µ−1(0) is a subvariety µ−1(0)stable of stable points. (The stability
condition depends on the choice of a vector θ ∈ ZI where I is the set of nodes of the
quiver). The symplectic reduction is
V stable G = µ−1(0)stable/G.
We assume we are in a situation where semistable implies stable, and where the G-
action is free.
If we don’t remove the unstable points, and just form the quotient µ−1(0)/G, we
find a stack. In fact, it’s better to treat this as a derived stack. The derived stack is
obtained by taking the homotopy fibre at 0 of µ and then forming the quotient by G.
Let us denote this derived stack by V  G. The Nakajima quiver vareity V stable G is
an open substack of V  G.
Given a curve C, then a quasi-map from C to the quiver variety V stable G is by
definition a map from C to V  G which generically on C lands in V stable G. We can
thus make sense of quasi-maps to X[k]N .
Fix a point α ∈ X[k]N . Let us consider the space of quasi-maps from P1 to X[k]N which
at ∞ go to α, and which are of degree d. Call this schemeMk,d,N,α.
Claim. (1) The quasi-projective schemeMk,d,N,α has a symmetric perfect obstruction the-
ory.
(2) The spaceMk,d,N,α is the underlying classical scheme of a derived scheme which has a
−1 shifted symplectic structure. The derived scheme is the derived space of maps from
P1 to the derived stack V  G (using the notation above) which at ∞ go to α, are of
degree d, and generically map to the stable locus.
Since X[k]N parametrizes rank 1 torsion free sheaves on XN which are framed at ∞,
we should imagine ofMk,d,N,α as parametrizing a class of rank 1 torsion free sheaves
on P1 × XN which are framed at ∞ and with some singularities at those points on P1
where the quasi-map has singularities.
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In the case N = 1 this is made precise in [Oko15]. It shown there that the moduli
space of such quasi-maps is isomorphic to the Pandharipande-Thomas moduli space
on C×C2. This is the moduli space of sheaves F on C×C2, with a section
s : OC×C2 → F
such that:
(1) F is one dimensional.
(2) F has no zero-dimensional subsheaves.
(3) The cokernel of s is zero-dimensional.
It is natural to expect that there is a similar description of the space of quasi-maps
from C to X[k]N , in terms of Pandharipande-Thomas moduli spaces on C× XN .
Since Mk,d,N,α has a symmetric perfect obstruction theory, the work of Behrend
[Beh09] gives a constructible function fB on Mk,d,N,α with the feature that the Euler
characteristic twisted by fB is the integral against the virtual fundamental class of
Mk,d,N,α. It is expected [KS10, KL12, BJM13, JS08] that this constructible function can
be lifted to a perverse sheaf we will call P on Mk,d,N,α. We can thus consider the
graded vector space
H∗(Mk,d,N,α,P)
given by the cohomology with coeffients in this perverse sheaf. This graded vector
space plays the role of the categorified Donaldson-Thomas invariants when we replace
the Donaldson-Thomas moduli space of ideal sheaves by the space of quasi-maps to
the Hilbert scheme of points on a surface.
We are also interested in the equivariant version of this, with two equivariant pa-
rameters. Let us give XN an action of two copies of C×, as follows. One copy of C×
we denote by C×e , and this acts via the action on C2 sending
(z1, z2)→ (λz1,λ−1z2).
The other copy of C× we denote by C×δ , and this acts via the action on C
2 sending
(z1, z2)→ (λz1,λz2).
The torus C×e × C×δ acts on the Hilbert schemes X[k]N , and C×δ scales the holomorphic
symplectic form on these Hilbert schemes with weight 2.
The spaceMk,d,N,α of quasi-maps fromP1 to X[k]N also acquires an action ofC×e ×C×δ ,
where C×e acts just via the action on X
[k]
N , but where the action of C
×
δ also involves a
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rotation of P1. This can be contrived so that the action of C×e × C×δ preserves the
shifted symplectic structure on the derivedspace of quasi-maps.
Since this torus preserves the shifted symplectic structure, the perverse sheaf P is
equivariant. We can therefore take equivariant cohomology of Mk,d,N,α with coeffi-
cients in P , with equivariant parameters e, δ.
Recall that we have defined combinatorially a deformation AN,h¯,c of U(Diffc(C)⊗
gl(N)).
Conjecture. The algebra AN,δ,e acts on
⊕dH∗e,δ(Mk,d,N,α,P)
for all values of k and α.
Let me present one strand of evidence for this conjecture. The symplectic algebraic
variety X[k]N is symplectic dual to the ADHM moduli space of instantons of charge
k and rank N on C2. Under symplectic duality, the algebra of monopole operators
[BDG15, BFN16] becomes a deformation quantization of the symplectic dual. The al-
gebra of monopole poerators is supposed to act on the cohomology of the space of vor-
tices. Quasi-maps from P1 to X[k]N with fixed behaviour at ∞ is an algebro-geometric
version of the moduli of vortices in X[k]N . The perverse sheaf of vanishing cycles is
missing from most physics discussion of the cohomology of the moduli of vortices;
however, a close analysis of topological twists of 3d N = 4 theories (which I will not
present here) tells us that we should expect the Hilbert space to be the cohomology of
the moduli of vortices with coefficients in this sheaf.
Putting all this together, we find that a deformation quantization of the moduli of
instantons of rank N and charge k should act on ⊕dH∗(Mk,d,N,α,P). As we have seen,
the algebra AN,δ,e maps to the deformation quantization of moduli of instantons of
rank N and charge k, for all k. From these symplectic duality considerations, one
justifies the conjecture.
More generally, one can make the following conjecture. Let XM denote, as above,
the resolution of the AM−1 singularity. The 5-dimensional quantum field theory can
be defined on XM. There are more parameters in the definition, however, because XM
admits more than one deformation-quantization. There is an M− 1 dimensional space
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of inequivalent deformation-quantizations, with one parameter associated to each 2-
cycle in XM. Let Oc,λ1,...,λM−1(XM) denote this family of deformation-quantizations of
O(XM) (where c is the quantization parameter).
The Koszul dual of the algebra of observables of the 5-dimensional field theory will
be a deformation of U(glN ⊗ Oc,λ1,...,λM1 (XM)). Let us call this algebra U
QFT
h¯ (glN ⊗
Oc,λ1,...,λM1 (XM)).
Conjecture. The algebra UQFTh¯ (glN ⊗Oc,λ1,...,λM1 (XM)) act on the equivariant cohomology
space of quasi-maps from fromP1 to the moduli of rank M instantons on the XN , the resolution
of the AN−1 singularity. The parameters h¯ and c should be equivariant parameters related
to the rotations of C × XN which preserve the Calabi-Yau structure (where C is the source
curve for the quasi-map). The parameters λi should be equivariant parameters which rotate the
framing of the instanton on XN at ∞.
I also expect that one can define a combinatorial version of this algebra, and prove
a uniqueness theorem for the quantization of U(glN ⊗ Oc,λ1,...,λM1 (XM)), exactly as in
this paper for the M = 0 case.
15. FLATNESS OF THE FAMILY OF ALGEBRAS AN,h¯,c
In section 10 we defined, combinatorially, a family of algebras AN,h¯,c which we
claimed deforms the universal enveloping algebra U(Oc(C2)⊗ glN). In that section,
we stated that the family of algebras is flat over C[[h¯]] (when we complete the param-
eter h¯). In this section we prove this result.
In fact, for later use, we need to prove a generalization. One can modify the defini-
tion of the algebra AN,h¯,c to accomodate the case when the Lie algebra gl(N) is replaced
by a super Lie algebra gl(N | M). To do this, one allows the type 1 marked points to
be labelled by an element of the set {1, . . . , N, 1, . . . , M}, where the barred numbers
indicate the fermionic indices. The relations in the algebra are exactly the same, ex-
cept that we pick up some extra signs in the relations (P0), (P2), (P3). Recall that, in
the definition of this combinatorial algebra, the generators are given by surfaces with
decorated marked points on the boundary and a total order on the set of such marked
points. The relations (P0)- (P3) tell us how to permute the order on these marked
points. When defining the super version of this algebra, we get an extra Koszul sign
when we permute type 1 marked points with fermionic labels. Let us denote the super
version of this algebra by AN|M,h¯,c.
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The algebra AN,h¯,c is the uniform-in-K version of the algebra Oh¯(McN,K) deforming
the algebra of polynomial functions on the quiver variety McN,K. Recall that this is
the quiver variety associated to the ADHM quiver and that c indicates we take the
symplectic quotient by setting the moment map to c times the identity. We can define a
super-quiver varietyMcN|M,K by the super analog of symplectic reduction, and define
an algebra Oh¯(McN|M,K) by performing, as before, quantum Hamiltonian reduction.
The first result we will prove is that the family of algebras Oh¯(McN|M,K) is flat over
C[[h¯]],
15.0.1 Lemma. The family of algebrasOh¯(McN|M,K), when h¯ is treated as a formal parameter,
is flat over C[[h¯]], for all values of c.
Proof. Let
VN|M,K = gl(K)⊕Hom(CN|M,CK).
We will refer to an element of VN|M,K as a pair (B, I) where B ∈ gl(K) and I ∈
Hom(CN|M,CK).
The super schemeMcN|M,K is the symplectic reduction of T∗VN|M,K by GL(K). Let
U ⊂ VN|M,K
be the open subset where
(1) B is regular semi-simple, that is diagonizable with distinct eigenvalues.
(2) If I1, . . . , IN , I1, . . . , IM ∈ CK denote the components of I, we ask that CK is
spanned by the vectors Bi I1 for i ∈ Z≥0. This amounts to saying that, if we
expand I1 as a sum of eigenvectors of B, the coefficient of each eigenvector is
non-zero.
We can use the action of GL(K) to diagonalize B, with diagonal entries λ1, . . . ,λK being
distinct. The remaining symmetry is the semi-direct product of copy of the maximal
torus (C×)K ⊂ GL(K) with the symmetric group SK. We can use this maximal torus to
scale I1 so that it is the vector with 1 in each entry. Once we do this, the only symmetry
we are left with is the symmetric group SK.
This shows that GL(K) acts freely on U, and that the quotient of U by GL(K) is
isomorphic to the quotient
U/GL(K) ∼=
({
λ1, . . . ,λK ∈ C× | λi 6= λj
}×C(N−1)K|MK) /SK.
This quotient is an affine super variety.
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Note also that we can identify
(T∗U)  GL(K) = T∗(U/GL(K)).
The same holds at the quantum level:
Oh¯(T∗U  GL(K)) = Diffh¯(U/GL(K))
where the left hand side is defined by quantum Hamiltonian reduction.
An analogous statement holds when we introduce the moment-map parameter c.
There is a line bundle over U/GL(K) whose principal C×-bundle is U/SL(K). We can
associate a one-parameter family of twisted differential operators Diffch¯(U/GL(K)) to
this line bundle. There is a natural identification between
Oh¯(T∗U c GL(K)) ∼= Diffch¯(U/GL(K)),
where the left hand side is defined by quantum Hamiltonian reduction where we spe-
cialize the moment map to a particular value. It turns out that this line bundle is
trivial, so that Diffch¯(U/GL(K)) is isomorphic to Diffh¯(U/GL(K)).
It follows from the description in terms of twisted differential operators thatOh¯(T∗Uc
GL(K)) is a flat family over C[h¯].
There’s an injective restriction map
r : O(McN|M,K)→ O(T∗U c GL(K)).
This map quantizes to a map
(†) rh¯ : Oh¯(McN|M,K)→ Oh¯(T∗U c GL(K)) = Diffh¯(U/GL(K)).
To see this, note that the restriction map
Diffh¯(VN|M,K)→ Diffh¯(U)
is GL(K)-equivariant, and the diagram
Diffh¯(VN|M,K)⊗ glK
µc // Diffh¯(VN|M,K)
Diffh¯(U)⊗ glK
µc // Diffh¯(U)
commutes, where the horizontal arrows are given by the quantum moment map shifted
by c times the identity. Passing to GL(K) invariants and then taking the cokernel of
the horizontal arrows gives the desired map.
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The map rh¯ in the displayed equation (†) above is injective when we specialize to
h¯ = 0. Further, the range Diffh¯(U/GL(K)) of this map is flat over C[h¯]. It follows that
rh¯ is injective on some Zariski open subset ofA1h¯ containing 0.
Finally, this implies that Oh¯(McN|M,K) is flat on this Zariski open subset of A1h¯, and
in particular flat in the formal neighbourhood of 0.

Next we will prove the main result of this section.
Theorem. The family of algebras AN|M,h¯,c is flat over C[[h¯]].
Proof. Define a new algebra BN|M,h¯,c, defined just like AN|M,h¯,c, except that in rela-
tion (P2) we introduce a h¯ next to the glued surface; and in relation (M) we remove
the h¯ that appears in the term with the type 1 marked points. Then, there is a map
BN|M,h¯,c → AN|M,h¯,c, which on the level of generators, multiplies every surface by h¯ to
the number of incoming type 1 marked points. This map preserves all the relations.
This map is an isomorphism when h¯ 6= 0.
In section 13 we showed that there is a map of algebras
AN,h¯,c → Oh¯(McN,K)
defined when h¯ 6= 0 and for all values of K. This map gives an isomorphism
AN,h¯,c ∼= Oh¯(McN,•)
where • indicates that we work uniformly in K.
The same statement, with the same proof, holds in the super case, so that we have
an isomorphism
(†) AN|M,h¯,c ∼= Oh¯(McN|M,•)
when h¯ 6= 0.
The map BN|M,h¯,c → AN|M,h¯,c induces a similar map
(‡) BN|M,h¯,c ∼= Oh¯(McN|M,•)
when h¯ 6= 0. One can check from the definition of the map (†) above that the map (‡)
extends to a map even when we don’t invert h¯. The proof in section 13 that the map
(†) is an isomorphism shows that the map (‡) is an isomorphism for all values of h¯,
that is, it defines an isomorphism of algebras over C[h¯].
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We have seen in the previous lemma that the spacesOh¯(McN|M,K) are flat overC[[h¯]].
We can deduce from this that BN|M,h¯,c is flat over C[[h¯]]. Indeed, there is no element
of BN|M,h¯,c which is in the kernel of all the maps BN|M,h¯,c → Oh¯(McN|M,K). However,
any element which is annihilated by some power of h¯ must be in the kernel of all these
maps, because Oh¯(McN|M,K) is flat over C[[h¯]]. Thus, BN|M,h¯,c is torsion-free over C[[h¯]]
and therefore flat.
We need to use this to deduce that AN|M,K,c is flat over C[[h¯]]. Let us choose a PBW
isomorphism
Sym∗
(
Oc(C
2)⊗ gl(N | M)) ∼= U(Oc(C2)⊗ glN).
This gives a basis of U(Oc(C2)⊗ glN) where basis elements are of the form
(Eα1β1 z
k1
1 z
m1
2 ) . . . (Eαnβn z
kn
1 z
mn
2 )
using some normal-ordering prescription to specify the order on the product. Here,
the indices αi and β j lie in the set {1, . . . , N, 1, . . . , M}. More formally a normal order-
ing prescription is a choice of total order on the set of 4-tuples
(α, β, k1, k2) ∈ {1, . . . , N, 1, . . . , M}2 ×Z2>0.
One then multiplies elements according to their order in this total order.
We can lift these basis elements to AN|M,h¯,c by representing them by products of
discs D(α ⇓, k, m, β ⇑) as in the proof of 10.0.5. The products of these discs are taken
using the same normal ordering prescription.
Evidently, these products of discs span AN|M,h¯,c over C[[h¯]]. Our task is to show
that they form a basis over C[[h¯]]. This is equivalent to showing that no finite linear
combination of our putative basis given by products of discs is annihilated by any
power of h¯.
We say a linear combination of putative basis elements is of degree n if it is a sum of
terms each of which is a product of ≤ n discs. If such a linear combination of degree n
is annihilated by some power of h¯, then the same holds after multiplying by h¯n. After
multiplying by h¯n, we find something in the image of the map BN|M,h¯,c → AN|M,h¯,c.
Since BN|M,h¯,c is flat over C[[h¯]], it suffices to show that if we take an element of our
putative basis, multiply it by h¯n, lift it to an element of BN|M,h¯,c, and then set h¯ = 0, we
get a basis for Bh¯=0,c.
We can rephrase this as follows. There is an algebra map
Sym∗
(
Oc(C
2)⊗ gl(N | M))→ BN|M,h¯=0,c
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which, at the level of generators, sends
Eαβzk1z
m
2 → D(α ⇓, k, m, β ⇑)
where the disc on the right hand side is viewed as one of the generators of BN|M,h¯,c.
This algebra map is surjective. We need to show that it is an isomorphism. This, of
course, is the same as saying that these elements of BN|M,h¯=0,c are algebraically inde-
pendent.
We will check algebraic independence as follows. There is a map of algebras
BN|M,h¯=0,c → O(McN|M,K)
for all values of K. It suffices to show that, under this map, the image of the elements
D(α ⇓, k, m, β ⇑) do not satisfy any polynomial relation of degree ≤ K.
Let us introduce some notation to describe the space McN|M,K. This space is, of
course, the symplectic quotient of
T∗
(
Hom(CN|M,CK)⊕ gl(K)
)
by GL(K). Let us describe the elements of this cotangent vector space by
I : CN|M → CK
J : CK → CN|M
B1, B2 : CK → CK.
The space McN|M,K consists of quadruples I, J, B1, B2 satisfying the moment map
equation
I J + [B1, B2] = c Id ∈ gl(K)
modulo the action of GL(K).
Let Eαβ ∈ gl(N | M) denote the elementary matrix corresponding to the indices
α, β. The map from BN|M,h¯=0,c to functions onMcN|M,K sends
D(α ⇓, k, m, β ⇑)→ TrCK (IEαβ JBk1Bm2 ) .
Thus, to finish the proof, it suffices to show that these functions on McN|M,K do not
satisfy any polynomial equation of degree≤ K. We will do this in the next proposition.

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15.0.2 Proposition. Let I, J, B1, B2 be as in the previous paragraph, and let Eαβ ∈ gl(N | M)
be an elementary matrix. The functions
TrCK
(
IEαβ JBk1B
m
2
)
onMcN|M,K do not satisfy any polynomial relation of degree ≤ K.
Before we prove this, we need a lemma.
15.0.3 Lemma. Let R be any super-commutative algebra. Let
SymK R = (R⊗k)SK
be the K’th symmetric power algebra of R. For any element r ∈ R, let ri ∈ R⊗K indicate r
placed in position i, and let
P(r) =
K
∑
i=1
ri ∈ SymK R.
Let R0 ⊂ R be a complement to the subspace spanned by 1 ∈ R. Choose a basis rα of R0.
Then, the elements P(rα) ∈ SymK R do not satisfy any polynomial relation of degree ≤ K.
Note that in the case R = C[x], the elements P(xn) are the power sums from the
theory of symmetric functions.
Proof. If r1, . . . , rK are elements of R, let r1 ◦ · · · ◦ rK ∈ SymK R be the symmetrization
of r1 ⊗ · · · ⊗ rK. For l < K, there is a map
Syml R 7→ SymK R
r1 ◦ · · · ◦ rl 7→ r1 ◦ · · · ◦ rl ◦ 1◦(K−l).
This map is injective. Let Fl SymK R be the image. This defines a filtration on SymK R,
since Fl−1 SymK R ⊂ Fl SymK R. The associated graded with respect to this filtration
can be described by the isomorphism
Fl SymK R/Fl−1 SymK R ∼= Syml R0,
where, as above, R0 is a complement to the subspace of R spanned by the identity.
In fact, if we restrict the map Syml R → SymK R to Syml R0, we find a splitting of
this filtration and an isomorphism
SymK R ∼= ⊕Kl=0 Syml R0.
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Let r1, . . . , rl be elements of R0, and let P(ri) ∈ SymK R be the elements described in
the statement of the lemma. Then, for l ≤ K
P(r1) . . . P(rl) = r1 ◦ · · · ◦ rl ◦ 1◦(K−l) mod Fl−1 SymK R.
From this it follows that the monomials
P(rα1)
m1 . . . P(rαi)
mK
where the mi ≥ 0 and ∑mi ≤ K, form a basis for SymK R, as the rαi run over a basis
for R0. Therefore there are no possible polynomial relations of degree ≤ K.

Proof of the proposition. Recall from the proof of lemma 15.0.1 that there is a Zariski
open subset
W ⊂McN|M,K
which is the twisted cotangent bundle of an affine variety, say V, where
V ⊂
(
(C×)K ×C(N−1)K|MK
)
/SK
is the affine Zariski open subset where we remove the small diagonal from (C×)K. We
will describe this open subset W bundle explicitly.
Let us first recall the description ofMcN|M,K. This variety consists of the set of ma-
trices B1, B2 ∈ gl(K), I : CN|M → CK, and J : CK → CN|M. These satisfy, as usual, the
moment map equation
[B1, B2] + I J = c Id,
and are taken up to the action of GL(K). We will let Iα ∈ CK, and Jα : CK → C, refer to
the components of I and J, where α ∈ {1, . . . , N, 1, . . . , M}.
To lie in the Zariski open subset W, we will constrain B1 and I1 as follows. We
require that B1 is diagonal, with distinct eigenvalues λ1, . . . ,λK; and we require that
the first component I1 ∈ CK of I is the vector (1, . . . , 1) ∈ CK. Everything is taken up
to permutation by the symmetric group SK.
Let us fix these constraints on B1 and I1. The moment map constraints will then fix
the off-diagonal entries of B2 and the first component J1 of J. The diagonal entries of
B2 and the remaining components Iα, Jα of I and J will be free to vary.
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To fix J1 and the off-diagonal elements of B2, let us write out the moment map
equation in coordinates. We find
(λi − λj)B2,ij + J1,j + ∑
α 6=1
Ii,α Jα,j = cδij.
We can solve for J1,j by using the case i = j, in which case
J1,j = c− ∑
α 6=1
Ij,α Jα,j.
We can then solve for B2,ij when i 6= j, to find
B2,ij = (λi − λj)−1
(
∑
α 6=1
(Ij,α − Ii,α)Jα,j − c
)
.
We let µi denote the diagonal entries of B2, so that B2,ii = µi.
In this way, we described the open subset W ⊂ McN|M,K as the quotient by SK of
an affine super variety with coordinates λi, µi, Jα,j and Ii,α when α 6= 1. There are
2K + 2(N − 1)K bosonic coordinates and 2MK fermionic coordinates. Since the λi
must be distinct, and we are quotienting by SK, we find that
O(W) ' C[λi, µi, Ii,α, Jα,j, (λi − λj)−1]SK .
Now let us consider the functions
Fα,β,k,l = TrCK(IEαβ JB
k
1B
l
2) ∈ O(W).
in these coordinates. Our aim is to show that these functions do not satisfy any poly-
nomial relation of degree ≤ K in O(W). For this purpose, it is not necessary to obtain
a complete expression for these functions in our coordinates. We need only to under-
stand a certain leading term.
Let grade the ring O(W) by giving the variables λi degree 1, (λi − λj) degree −1,
and the other generators degree 0. Let us expand each element Fα,β,k,l as a sum of
homogeneous elements with respect to this grading,
Fα,β,k,l = F
(k)
α,β,k,l + F
(k−1)
α,β,k,l + · · ·+ F(l)α,β,k,l .
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We can describe the term F(k)α,β,k,l of highest weight explicitly. We find
F(k)1,1,k,l =∑
i
(c− ∑
α 6=1
Ii,α Jα,i)λki µ
l
i
F(k)α,β,k,l =∑ Ii,α Jβ,iλki µli if α, β 6= 1
F(k)1,β,k,l =∑ Jβ,iλki µli if β 6= 1
F(k)α,1,k,l =∑ Ii,α(c− ∑
β 6=1
Ii,β Jβ,i)λki µ
l
i if α 6= 1.
Note that in each case we find a power sum of the kind discussed in the previous
lemma, and that if c 6= 0 all these power sums are linearly independent. (If c = 0, then
there is a linear relation ∑α F
(k)
α,α,k,l = 0 among these polynomials).
We are interested in potential polynomial relations among the elements Fα,β,k,l . Let
us introduce the polynomial ringC[Fα,β,k,l ] on free generators bearing the same indices
as the elements Fα,β,k,l . Let us grade this polynomial ring by giving the generator
Fα,β,k,l weight k. There is a map
ρ : C[Fα,β,k,l ]→ O(W)
sending the generator Fα,β,k,l to the function Fα,β,k,l . This does not preserve the grad-
ings on both sides. However, we can filter each algebra by saying that FnC[Fα,β,k,l ]
consists of elements of weight ≤ n, and that FnO(W) consists of elements of weight
≤ n, using the gradings we have defined on each algebra. Then, ρ is a map of filtered
algebras.
In each case, the filtration is split, so that we can identify the filtered algebra with
the associated graded. We thus have a map
Gr ρ : C[Fα,β,k,l ]→ O(W)
Fα,β,k,l 7→ F(k)α,β,k,l .
Now suppose that P ∈ C[Fα,β,k,l ]. Let us expand P as a sum
P = P(n) + P(n−1) + · · ·+ P(0)
of homogeneous elements.
Suppose that P is of degree ≤ K as a polynomial in the generators Fα,β,k,l , and that
ρ(P) = 0. We need to show that this leads to a contradition. Since ρ is a map of filtered
algebras, we find
ρ(P) = (Gr ρ)(P(n)) + lower order terms
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where the lower order terms are in Fn−1O(W). Thus, if ρ(P) = 0, we must also have
(Gr ρ)(P(n)) = 0. As we have seen, (Gr ρ)(P(n)) is the polynomial P(n) applied to the
power sums F(k)α,β,k,l .
Thus, we have found that there must be a polynomial relation of degree≤ K among
these power sums. However, the previous lemma tells us that this can not be the case.

16. UNIQUENESS OF THE DEFORMATION OF U(Diff(C)⊗ glN)
In this section we will prove the following theorem.
16.0.1 Theorem. Consider the algebras AQFTN,h¯,c and A
comb
N,h¯,c over C[[h¯]], each of which deforms
U(Oc(C2)⊗ glN). Then,
(1) The central element 1 ⊗ Id ∈ Oc(C2) ⊗ gl(N) quantizes to central elements κ ∈
AQFTN,h¯,c and κ ∈ AcombN,h¯,c.
(2) There is an isomorphism of (topological) associative algebras
AQFTN,h¯QFT ,1
∼= AcombN,h¯comb,1.
which sends
h¯QFT 7→ 25pi2h¯comb + f2(κ)h¯2comb + . . .
where the fi are polynomials of degree at most i− 1.
Further, the isomorphism is unique provided it satisfies certain natural properties we will dis-
cuss below.
This theorem thus says that, after reparameterizing h¯ in a κ-dependent way, the
two algebras are isomorphic. The central element κ ∈ AcombN,h¯,c is such that under the
homomorphism
AN,h¯,c → Oh¯(McN,K)
the central element κ gets sent to K. This means that, from a physics point of view,
we should interpret the parameter κ as being the parameter K in a large K expansion.
Thus, our isomorphism occurs after reparameterizing h¯ in a K-dependent way.
I should also remark that there is some inherent ambiguity in the definition of
AQFTN,h¯,c, because our 5-dimensional gauge theory does not admit a unique quantiza-
tion. Rather, at each order in h¯, we are free to add on two linearly independent terms
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to the Lagrangian. When translated, by Koszul duality, into deformations of the al-
gebra U(Oc(C2)⊗ gl(N)), these two linearly independent deformations are no longer
linearly dependent. This is because, as discussed in section 8, the action of C× which
scales C2 preserves the associative product in the R-direction of R×C2. It also scales
the parameters c, h¯ with weight 2. This allows us to scale away one of the two defor-
mations.
It follows from this and the discussion in section 8 that different choices of quan-
tization of our field theory lead to algebras AQFTN,h¯,c which are related by a change of
coordinates of the parameter h¯. We can therefore normalize our choice of quantization
so that the functions fi(κ), when i > 1, vanish when κ = 0. With this normalization,
the algebras become isomorphic when we set κ = 0 and scale h¯ appropriately.
16.1. The rest of this section will be devoted to the proof of this theorem. The proof
is entirely algebraic, but is rather non-trivial. The basic strategy is to use deformation
theory to relate different quantizations of the algebra U(Oc(C2) ⊗ gl(N)). For this,
we need some understanding of the Hochschild cohomology of this algebra. This
Hochschild cohomology is very difficult to compute: for example, in the case N =
1, this Hochschild cohomology is related to the Lie algebra cohomology of the Lie
algebra Oc(C2) = Diff(C), which is unknown [Fuk12].
If N is sufficiently large, however, the Hochschild cohomology computations sim-
plify: there is a certain filtered piece of Hochschild cohomology that we can compute
exactly for sufficiently large N, and as N → ∞ we can compute all the Hochschild
cohomology.
We need to leverage this stabilization of Hochschild cohomology to constrain quan-
tizations of U(Oc(C2) ⊗ gl(N)). For this, we will consider the super Lie algebras
gl(N + R | R) and the algebra U(Oc(C2)⊗ gl(N + R | R)). For R sufficiently large, the
Hochschild cohomology stabilizes as above. Further, the Lie algebras gl(N + R | R)
are related for different values of R: if we let Q ∈ gl(N+R | R) denote a fermionic ma-
trix of rank (0 | 1), then gl(N + R− 1 | R− 1) is the Q-cohomology of gl(N + R | R).
This relationship extends to all objects built from these super Lie algebras. In partic-
ular, we find that the Q-cohomology of U(Oc(C2) ⊗ gl(N + R | R)) is U(Oc(C2) ⊗
gl(N + R− 1 | R1)).
This suggests a strategy for relating different quantizations of U(Oc(C2)⊗ gl(N +
R | R)). We will look for families of quantizations AN+R|R,h¯,c of U(Oc(C2)⊗ gl(N + R |
R)), where the algebra AN+R|R,h¯,c is the Q-cohomology of AN+R+1|R+1,h¯,c, as above. It
86 KEVIN COSTELLO
turns out that the obstruction and deformation groups controlling the construction of
such families are the stable Hochschild cohomology groups of U(Oc(C2)⊗ gl(N + R |
R)). Since we can compute these stable groups, we then have good control over the
problem.
16.2. Let us now introduce some algebraic language for discussing families of quanti-
zations AN+R|R,h¯,c related as R varies in the way suggested above. We will use the lan-
guage of formal moduli problems [Lur12], which is a way of formalizing the ideas of
deformation theory. A formal moduli problem is something which assigns a groupoid
(or more generally a simplicial set) to every Artinian ring, in a way which is functorial
and which satisfies certain additional axioms. One can perform obstruction-theory
arguments with any formal moduli problem. The language of formal moduli prob-
lems isn’t strictly necessary for what we’re doing, but using this language makes the
arguments clearer.
Let us fix two associative algebras B1, B2 with a map f : B1 → B2.
16.2.1 Definition. Define the formal moduli problem Def(B2, f ) to be the formal moduli space
of deformations of the pair (B2, f ).
More formally, given an Artinian dg ring S with maximal ideal m, the ∞-groupoid
of S-points of Def(B2, f ) consists of
(1) Algebras B2,S, flat over S, with an isomorphism to B2 when reduced modulo
m.
(2) Maps fS : B1 ⊗ S→ B2,S of S-algebras which reduce to f modulo m.
In this section, we will compute the tangent complex of this formal moduli problem
in terms of certain Hochschild cohomology groups of B1 and B2.
As with any formal moduli problem [Lur12], we can write Def(B2, f ) as the Maurer-
Cartan functor associated to some L∞ algebra. Let CH∗(B2) denote the Hochschild
cochain complex of B2. For simplicity, we will assume that B1 and B2 are algebras
concentrated in degree 0. We will first describe the individual homotopy Lie algebras
describing deformations of B2 and deformations of the map f , and then explain how
to put them together to get the homotopy Lie algebra controlling deformations of the
pair (B2, f ).
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Let CH∗+(B2) denote the part of the Hochschild complex of B2 concentrated in de-
grees greater than zero. This is the cone of the natural map from CH∗(B2) to B2. Then,
CH∗+(B2)[1] is the dg Lie algebra controlling deformations of B2. If B˜2 is a quasi-free
resolution of B2, then there is a quasi-isomorphism of dg Lie algebras
CH∗+(B2) ' Der∗(B˜2)
where on the right hand side we have the dg Lie algebra of derivations.
We can view B2 as a B1 bimodule via the map f . Thus, we can consider the Hochschild
cochain complex CH∗(B1, B2) of B1 with coefficients in the bimodule B2, and the sub-
complex CH∗+(B1, B2) of cochains in positive degree. We can define a natural dg
associative algebra structure on CH∗(B1, B2), as follows. If µ1 ∈ CHn(B1, B2) and
µ2 ∈ CHm(B1, B2) then we define
(µ1 ∗ µ2)(β1, . . . , βn+m) = µ1(β1, . . . , βn)µ2(βn+1, . . . , βn+m).
The βi are in B1 and on the right hand side we are using the product in B2. This
product is manifestly associative, and so the corresponding Lie bracket satisfies the
Jacobi identity. One can check that this product is compatible with the Hochschild
differential, and makes CH∗(B1, B2) into a dg associative algebra. We are interested in
CH∗+(B1, B2), which forms a sub dg Lie algebra.
This dg Lie algebra controls deformations of the map f : B1 → B2 as a map of
homotopy associative algebra. To see this, consider deforming f to f + g, where g is
an A∞ map and so has components gn : B⊗n1 → B2 for n ≥ 1. We can treat g as an
element of CH∗+(B1, B2). One can check directly that f + g defines an A∞ map if and
only if g, viewed as an element of CH∗+(B1, B2), satisfies the Maurer-Cartan equation.
So far, we have understood the formal moduli problems describing deformations
of B2 and of f . Next, we need to put these together to find a description of the formal
moduli problem controlling deformations of the pair (B2, f ).
Since Def(B2, f ) is a formal moduli problem, it’s shifted tangent space T[−1]Def(B2, f )
has a homotopy Lie algebra structure [Lur12]. There is a fibre sequence of formal mod-
uli problems
Def( f )→ Def(B2, f )→ Def(B2)
which becomes a fibre sequence of homotopy Lie algebras
CH∗+(B1, B2)→ T[−1]Def(B2, f )→ CH∗+(B2, B2)[1].
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Therefore, we can describe T[−1]Def(B2, f )with its homotopy Lie algebra structure as
being built from the direct sum CH∗+(B2, B2)[1]⊕ CH∗+(B1, B2) where the L∞ structure
is deformed by “triangular” terms.
The higher terms will not be important for us. What will be important, however, is
to notice that l1 is the natural restriction map
CH∗+(B2, B2)[1]→ CH∗+(B1, B2).
We can see this as follows. Suppose we have a first order deformation of the algebra
B2 into an A∞ algebra, where only non-zero A∞ structure map that is deformed is
mn : B⊗n2 → B2.
The deformation parameter is a parameter e of square zero and degree 2− n.
We would like to know if the map f deforms to an A∞ map f + eg from B1 to
B2[e]/e2 with this deformed product. We can do this if we can find some
g : B⊗n−11 → B2
such that
dg = f ∗mn
where f ∗mn : B⊗n1 → B2 is the pull-back of mn along the map f , and dg is the differen-
tial on CH∗+(B1, B2). In other words, f ∗mn is the obstruction to finding a deformation
of the map f compatible with a given deformation of the algebra B2.
We have thus shown that T[−1]Def(B2, f ) is the cone of the natural restriction map
CH∗+(B2, B2)→ CH∗+(B1, B2).
Note also that we get the same cone of we replace CH∗+(B1, B2) by CH∗(B1, B2) and
CH∗+(B2, B2) by CH∗(B2, B2). The point is that if we do this, we add a copy of B2 to
each complex and they cancel out when we form the cone.
This fact will be useful for later, so we will frame it as a lemma.
16.2.2 Lemma. There is a long exact sequence in cohomology
· · · → Hi(T Def(B2, f ))→ HHi+2(B2, B2)→ HHi+2(B1, B2)→ . . .
where the map
HHi+2(B2, B2)→ HHi+2(B1, B2)
is the natural restriction map.
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Another remark that will be useful later is that both CH∗(B1, B2) and CH∗(B2, B2)
are modules over the center Z(B2). The formula for the module structure is very
simple: an element κ ∈ Z(B2) acts on a Hochschild cochain
µ : B⊗ni → B2
(for i = 1, 2) by post-composing with multiplication by κ. One checks that this pre-
serves the differential. Evidently, the restriction map
CH∗(B2, B2)→ CH∗(B1, B2)
is a map of Z(B2)-modules. It follows from this that the tangent complex to the moduli
problem Def(B2, f ) is a module for Z(B2).
16.3. Let us specialize the deformation problem a bit to one closer to that we are
ultimately interested in. Let B be any algebra, and consider the pair of super-algebras
U(gl(N + R | R) ⊗ B) and U(sl(N + R | R)). There is a homomorphism from the
second algebra to the first which we can call f .
16.3.1 Definition. Let MN+R|R,B be the formal moduli problem Def(U(gl(N + R | R) ⊗
B), f ).
Note that the tangent complex TMN+R|R,B is, as I mentioned above, a module for
the center Z(U(gl(N + R | R)⊗ B)). There is a homomorphism
C[κ]→ Z(U(gl(N + R | R)⊗ B))
sending κ to 1⊗ Idgl(N+R|R). Thus, in particular, the tangent complex forMN+R|R,B is
a C[κ]-module.
We will define a map of formal moduli problems
MN+R|R,B →MN+R−1|R−1,B
implementing the Q-cohomology procedure we mentioned earlier. To make this Q-
cohomology construction work better with differential graded constructions, we will
phrase it as adding Q to the differential rather than as taking cohomology.
Thus, in general, suppose we have a bounded complex of super-vector spaces, say
V, which is acted on by sl(1 | 1), and suppose the action of the one-dimensional
maximal torus lifts to an action of the rank one maximal torus H of the group SL(1 | 1),
and that the weights of the action of H on V are all even. Let Q ∈ sl(1 | 1) be a matrix
of rank (0 | 1). Note that this maximal torus H ∼= C× acts on Q with weight 2.
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Introduce a parameter t which is of weight −2 under H, is odd under the super
Z/2-grading, and is of cohomological degree 1. Note that since t is of both coho-
mological degree 1 and odd in the super grading, it is a commuting as opposed to
anti-commuting variable. Then, we can introduce a new complex V((t)) with differ-
ential dV + tQ. This differential is of cohomological degree 1, super-degree 0 and is
H-invariant. We can then form the H-invariants V((t))H. This procedure has the effect
of rearranging the grading of V according to how H acts, and then introducing a new
differential (now of cohomological degree 1) by adding Q to the existing differential.
Let us see how this produces maps of formal moduli problems
MN+R|R,B →MN+R−1|R−1,B.
Suppose we have an Artinian ring S, and an S-point of MN+R|R,B. This consits of a
super-algebra AN+R|R,S over S which deforms U(gl(N + R | R)⊗ B), and a homomor-
phism
fS : U(sl(N + R | R))→ AN+R|R,S
deforming the obvious homomorphism to U(gl(N + R | R)⊗ B).
Choosing a copy of sl(1 | 1) inside of sl(R | R), we find that sl(1 | 1) acts on both
AN+R|R,S and of course on U(sl(N + R | R)). We can apply the construction described
above to find
f QS : U
Q(sl(N + R | R))→ AQN+R|R,S.
We find that AQN+R|R,S is a deformation of an algebra canonically quasi-isomorphic
to U(gl(N + R − 1 | R − 1) ⊗ B), and that UQ(sl(N + R | R)) is canonically quasi-
isomorphic to U(sl(N + R− 1 | R− 1)). In this way we have produced an S-point of
the formal moduli problemMN+R−1|R−1,B.
16.3.2 Definition. LetMN+∞|∞,B denote the homotopy limit
MN+∞|∞,B = limMN+R|R,B
of these formal moduli problems under these maps.
16.3.3 Lemma. The tangent complex TMN+∞|∞,B is a C[κ]-module.
Proof. At finite R, the tangent complex TMN+R|R,B are C[κ]-modules. The maps
TMN+R|R,B → TMN+R−1|R−1,B
are maps of C[κ]-modules, so that the C[κ]-module structures survives the formation
of the limit. 
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16.4. The first algebraic theorem we will prove is a description of the cohomology of
the tangent complex ofMN+∞|∞,B. Before we describe the result, we need to introduce
a little notation. Consider the algebra B⊕ B∨[−1] which is the square-zero extension
of B by the bimodule B∨, the linear dual of B. In the examples we will consider, B will
typically be a countable-dimensional complex vector space, and we should give B∨
it’s natural topology. Then, we can consider the cyclic cohomology
HC∗(B⊕ B∨[−1]).
The cyclic cochain complex is, of course, built from multi-linear maps
(B⊕ B∨)⊗n → C.
We require these to be continuous multilinear maps. If we do this, we find, for exam-
ple, that multilinear maps from (B∨)⊗n to C are the same as elements of B⊗n.
The introduction of topological vector spaces is not strictly necessary, as one can de-
scribe the continuous cyclic cochain complex of B⊕ B∨[−1] entirely in algebraic terms,
but I feel that using the language of topological vector spaces makes the presentation
more palatable.
There’s a natural map
HH∗(B, B)[−1]→ HC∗(B⊕ B∨[−1])
which is an isomorphism onto the summand in HC∗(B⊕ B∨[−1]) consisting of cyclic
cochains which only involve one copy of B∨[−1] and any number of copies of B. We
will let
κ ∈ HC∗(B⊕ B∨[−1])
denote the image of the identity element in HH0(B, B) under this map. Multiplying
by κ gives an action of C[κ] on the symmetric algebra Sym∗(HC∗(B⊕ B∨[−1])[−1]).
Let us introduce a graded vector space
V = tC[[t]]⊕⊕
n≥1
(B⊗n)Cn [1]
where the subscript Cn indicates cyclic coinvariants, and the parameter t is of degree
2. We can identify
V = HC∗(C⊕ B∨[−1])/C
where we quotient by the unit element in HC0. Let κ ∈ V be the identity element 1 ∈ B
viewed as an element of V. Multiplication by κ gives an action of C[κ] on Sym∗ V[−1].
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16.4.1 Theorem. There is a long exact sequence
· · · → HiTMN+∞|∞,B → Hi+2
(
Sym∗
(
HC∗(B⊕ B∨[−1])[−1]))→ Hi+2 (Sym∗ (V[−1]))→ . . .
This is a sequence ofC[κ]-modules, where the action ofC[κ] on the tangent complex TMN+∞|∞,B
was discussed above.
Proof. The first thing to note is that the formation of the tangent complex of a formal
moduli problem commutes with limits, so that
TMN+∞|∞,B = lim TMN+R|R,B.
Next, we can use the long exact sequence of lemma 16.2.2 (or rather, it’s cochain-level
version) to show that
TMN+∞|∞,B
= lim
R
Cone (CH∗(U(gl(N + R | R)⊗ B)))[1]→ CH∗(U(sl(N + R | R)), U(gl(N + R | R)⊗ B))[1]) .
To prove the result, we thus need to show that
lim
R
CH∗(U(gl(N + R | R)⊗ B)) ' Sym∗ (CC∗(B⊕ B∨[−1])[−1])
lim
R
CH∗(U(sl(N + R | R), U(gl(N + R | R)⊗ B)) ' Sym∗ (CC∗(C⊕ B∨[−1])[−1]/C[−1]) .
Here CH∗ and CC∗ indicate Hochschild and cyclic cochain complexes.
Recall that for any Lie algebra g, there is a quasi-isomorphism between Hochschild
cochains of g and the Lie algebra cochains C∗(g, U(g)). Further, the PBW theorem
gives us a g-equivariant isomorphism
Sym∗ g→ U(g).
Explicitly, the map Symn g→ U(g) is given by the formula
X1 ⊗ · · · ⊗ Xn → ∑
σ∈Sn
Xσ(1) . . . Xσ(n)
where on the right hand side we are using the product in the universal envelop-
ing algebra. This map is symmetric, and so descends to Symn g, and is evidently g-
equivariant.
This isomorphism allows us to identify the Hochschild cochains of U(g)with C∗(g, Sym∗ g).
This, in turn, can be identified with the Lie algebra cochains of g⊕ g∗[−1].
Applied to the situation at interest, we find a quasi-isomorphism
CH∗(U(gl(N + R | R)⊗ B)) ' C∗ (gl(N + R | R)⊗ (B⊕ B∨[−1])) .
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A similar argument gives us a quasi-isomorphism
CH∗(U(gl(N + R | R), U(gl(N + R | R)⊗ B)) ' C∗(gl(N + R | R), Sym∗(gl(N + R | R)⊗ B))
' C∗ (gl(N + R | R)⊗ (C⊕ B∨[−1])) .
We will modify this to obtain the complex computing the cohomology of sl(N+R | R)
with coefficients in U(gl(N + R | R)⊗ B) at the end of our argument.
Let us take the limit as R → ∞ and see what we find. There is a Lie algebra homo-
morphism
gl(N + R | R)→ gl(N + R + 1 | R + 1).
This leads to natural restriction cochain maps
C∗
(
gl(N + R + 1 | R + 1)⊗ (B⊕ B∨[−1]))→ C∗ (gl(N + R | R)⊗ (B⊕ B∨[−1])) .
One can verify easily that this is the map that is relevant for the limit we are comput-
ing.
Let us now invoke the next lemma 16.4.2, which proves a version of the Loday-
Quillen-Tsygan theorem that applies to super groups. This implies that there are
quasi-isomorphisms
Sym∗ CC∗(B⊕ B∨[−1])[−1]→ lim
R
C∗
(
gl(N + R | R)⊗ (B⊕ B∨[−1]))
Sym∗ CC∗(C⊕ B∨[−1])[−1]→ lim
R
C∗
(
gl(N + R | R)⊗ (C⊕ B∨[−1])) .
This almost completes the proof. The final step to note is that
HC∗(C⊕ B∨[−1]) = HC∗(C)⊕⊕
n≥1
(B⊗n)Cn [1]
and that HC∗(C) = C[[t]]. Replacing the first occurrence of gl(N + R | R) by sl(N +
R | R) in our computation of C∗(gl(N + R | R), Sym∗(B ⊗ gl(N + R | R))) has the
effect of getting rid of HC0(C), and so replacing C[[t]] by tC[[t]].
The fact that the sequence is a sequence of C[κ]-modules is easy to verify. 
16.4.2 Lemma. Let A be any differential graded algebra. Then, for any N, there is a quasi-
isomorphism
Sym∗ (CC∗(A)[−1]) ' lim
R
C∗ (A⊗ gl(N + R | R)) .
Proof. Let A be any dg algebra. The inclusion
C∗(A⊗ gl(N + R | R))GL(N+R)×GL(R) ↪→ C∗(A⊗ gl(N + R | R))
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is a quasi-isomorphism, since the action of GL(N + R) × GL(R) is semi-simple. We
can thus consider the limit
lim
R
C∗(A⊗ gl(N + R | R))GL(N+R)×GL(R).
Further, there is a natural restriction map
C∗(A⊗ gl(N + R | R))GL(N+R)×GL(R) → C∗(A⊗ gl(R | R))GL(R)×GL(R).
This map is compatible with the maps in the inverse system, and gives a map
lim
R
C∗(A⊗ gl(N + R | R))GL(N+R)×GL(R) → lim
R
C∗(A⊗ gl(R | R))GL(R)×GL(R).
Invariant theory for the general linear group tells us that, this map is an isomorphism
of cochain complexes. We thus find a quasi-isomorphism of cochain complexes
lim
R
C∗(A⊗ gl(R | R))GL(R)×GL(R) ' lim
R
C∗(A⊗ gl(N + R | R)).
Next, note that the inclusion
C∗(A⊗ gl(R | R))GL(R)×GL(R) ↪→ C∗(A⊗ gl(R | R))GL(R)
is quasi-isomorphism, where on the right hand side we are taking invariants with
respect to the diagonal subgroup.
Now, gl(R | R) = gl(1 | 1)⊗ gl(R). Thus we find, invoking the standard Loday-
Quillen-Tsygan theorem, that
lim
R
C∗(A⊗ gl(R | R))GL(R) = Sym∗ (CC∗(A⊗ gl(1 | 1))[−1]) .
The final step is to note that cyclic cohomology is Morita invariant, and that A⊗ gl(1 |
1) is Morita equivalent (as a super algebra) to just A. It follows that we can replace
A⊗ gl(1 | 1) in the above equation by just A. 
16.5. Next, we will specialize to the algebra Diff(C). This algebra has a C×-action
where z has weight 1 and ∂∂z has weight −1. We are interested in the C× fixed points
of the moduli problemMN+∞|∞,Diff(C). We will indicate this byMC×N+∞|∞,Diff(C).
The main algebraic theorem we will prove is the following.
16.5.1 Theorem. There are isomorphisms of C[κ]-modules
H0TMC×N+∞|∞,Diff(C) = C[κ]
H1TMC×N+∞|∞,Diff(C) = 0.
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Further, although H−1TMC×N+∞|∞,Diff(C) is non-zero, the natural map
H−1TMC×N+∞|∞,Diff(C) → HH1(U(gl(N + R | R)⊗Diff(C))
is zero for all N and R.
There is one more aspect to the story which we will phrase as a separate proposition.
16.5.2 Proposition. There is a unique generator for the C[κ] module H0TMC×N+∞|∞,Diff(C)
with the following property. Let us view this generator as giving rise to a deformation of the
algebra U(glN ⊗ Diff(C). Let Eαβ ∈ gl(N) denote the elementary matrix. Then, in this
deformation,
[Eαβ, Eγδ] =δβγEαδ − δγαEγβ
[Eαβ, zEγδ] =δβγziEαδ − δγαzEγβ
[Eαβ, ∂Eγδ] =δβγ∂Eαδ − δγα∂Eγβ
[Eαβ∂, Eγδz] =δβγEαδ(∂z)− δαδEγβ(z∂)
+ h¯EαδEγβ − h¯∑
µ
δβγEαµEµδ − h¯∑
µ
δαδEγµEµβ.
Here h¯ is the deformation parameter.
We will prove this in the appendix.
This theorem will take a fair bit of work to prove. However, we have some imme-
diate consequences.
16.5.3 Corollary. There is a C[[h¯]]-point of MC×N+∞|∞,Diff(C) which, to first order, is given
by a generator of the C[κ]-module H0TMC×N+∞|∞,Diff(C). Explicitly, this is given by a se-
quence of algebras Uh¯(gl(N + R | R)⊗Diff(C)) deforming the universal enveloping algebra
U(gl(N + R | R)⊗Diff(C)), where to first order the deformation is as in the previous propo-
sition. These algebras come equipped with a Lie algebra map from sl(N + R | R), and they are
related as R varies by taking Q-cohomology.
Further, any two such C[[h¯]]-points ofMC×N+∞|∞,Diff(C) are related by a change of variables
of the form
h¯ 7→ λh¯ + f2(κ)h¯2 + . . .
where λ is a non-zero constant and the fi(κ) are polynomials in κ.
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Proof. This is a formal consequence of the theorem above and of general obstruction
theory arguments. 
16.6. Let us give simple algebraic preliminaries we need before turning to the proof
of the theorem. The first thing we need to do is to relate the moduli problem defined
using the algebra Diff(C) to the moduli problem defined using some variant algebras.
Let B = C[z1, z2, c, c−1] where [z1, z2] = c. Note that B has a C×-action, where the zi
have weight 1 and c has weight 2. We work over the base ring C[c, c−1].
We will first derive some relations between the Hochschild cochain complexes of
U(gl(N + R | R) ⊗ B) and similar Hochschild complexes where the algebra B is re-
placed by the algebra C[[z1, z2, c]] where [z1, z2] = c.
16.6.1 Definition. A C[[c]]-linear restricted Hochschild cochain of U(gl(N + R | R) ⊗
C[[z1, z2, c]]) is a Hochschild cochain which is a finite sum of cochains of definite weight under
the C× action.
16.6.2 Lemma. The restricted C[[c]]-linear Hochschild cochains of U(gl(N + R | R) ⊗
C[[z1, z2, c]]) is the same theC[c]-linear Hochschild cochains U(gl(N+R | R)⊗C[z1, z2, c]).
Proof. This follows from a simple general observation about graded vector spaces.
Suppose that V, W are vector spaces graded by the non-negative integers. Let Vi, Wi
indicate the graded pieces, and V = ∏Vi, W = ∏Wi. Then,
Hom(V, W) =∏
i
(⊕j Hom(Vi, Wj))
Hom(V, W) =∏
j
(⊕i Hom(Vi, Wj))
where on the second line we mean continuous linear maps.
We can consider maps V → W of weight k (meaning that they shift the grading by
k), and also continuous maps V → W of weight k. In either case we denote this space
by Homk. Then, we find
Homk(V, W) =∏
i
(Hom(Vi, Wi+k))
Homk(V, W) =∏
i
(Hom(Vi−k, Wi))
so that the spaces are the same.
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This observation applies to the case at hand, because the grading on U(C[[z1, z2, c]]⊗
gl(N + R | R)) coming from that on C[[z1, z2, c]] is entirely in non-negative degrees.

Next, we need another simple lemma.
16.6.3 Lemma. TheC[c, c−1]-linear restricted Hochschild cochain complex of U(C[z1, z2, c, c−1]⊗
gl(N + R | R)) is obtained from the C[[c]]-linear restricted Hochschild cochain complex of
U(C[[z1, z2, c]]⊗ gl(N + R | R)) by tensoring over C[c] with C[c, c−1].
Proof. This follows from first, applying the previous lemma, and then noting that we
get the Hochschild cochains of C[z1, z2, c, c−1] from those of C[z1, z2, c] by tensoring
over C[c] with C[c, c−1]. 
Next, we can put these together to get a lemma about the tangent complex to our
moduli problemMN+∞|∞,B. To state this lemma, as above let B = C[z1, z2, c, c−1] and
also let B̂ = C[[z1, z2, c]]. The formal moduli problemsMN+∞|∞,B andMN+∞|∞,B̂ have
C× actions. It follows that we can consider the restricted part of the tangent complex,
TresMN+∞|∞,B, defined as the subspace consisting of finite direct sums of eigenvectors
for the C×-action.
16.6.4 Lemma. There is an isomorphism
Hi
(
TresMN+∞|∞,B
) ∼= Hi (TresMN+∞|∞,B̂) [c−1].
Proof. This follows from the previous lemmas. 
The final lemma we need will translate between the tangent space of our moduli
problem defined using B = C[z1, z2, c, c−1] and of the corresponding moduli problem
when we use Diff(C). Putting these together gives us a dictionary allowing us to
compute things about our moduli problem for Diff(C) using statements about the
moduli problem for C[[z1, z2, c]].
16.6.5 Lemma. Let us give Diff(C) a C×-action under which z has weight 1 and ∂∂z has
weight −1.
Let T(i)MN+∞|∞,Diff(C) denote the subcomplex of the tangent complex consisting of ele-
ments of weight i under this C×-action.
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Then, there is a quasi-isomorphism
⊕i evenT(i)MN+∞|∞,Diff(C) ' T(0)MN+∞|∞,B
where on the right hand side T(0) indicates the C×-invariants in the tangent complex.
Proof. There a C×-equivariant and C[c, c−1]-linear isomorphism of algebras
Diff(C)⊗C[c, c−1] ∼= C[z1, z2, c, c−1]
z 7→ z1
∂
∂z
7→ c−1z2.
From this it is immediate that there is an isomorphism of complexes of C[c, c−1]-
modules
TresMN+∞|∞,Diff(C) ⊗C[c, c−1] = TresMN+∞|∞,Diff(C)⊗C[c,c−1] ∼= TresMN+∞|∞,B.
Passing to C×-invariants on both sides and using the fact that c is of weight 2 gives
the result. 
16.7. To compute the tangent complex ofMN+∞|∞,Diff(C) it therefore suffices to com-
pute the tangent complex ofMN+∞|∞,B̂. There is a spectral sequence which allows us
to relate this tangent complex to the tangent complex toMN+∞|∞,C[[z1,z2]].
Invoking theorem 16.4.1, to compute the cohomology of this tangent complex we
find that we need to compute the derived tensor product of the C[[z1, z2]]-module
C[[z1, z2]]∨ with itself n times. In this case
C[[z1, z2]]∨ = D0 = C[∂1, ∂2]
is the space of constant-coefficient differential operators on C2. A constant-coefficient
differential operator D acts on the space of formal power series by sending a power
series f to (D f )(0), the value at 0 of D f .
16.7.1 Lemma. There is an isomorphism of C[[z1, z2]]-modules
D
⊗L
C[[z1,z2 ]]
n
0 ' D0[2(n− 1)].
Proof. We will prove a more general result. Suppose we work in k dimensions. Let
O(D̂k) = C[[z1, . . . , zk]] be the algebra of functions on the formal disc D̂k. Let D0(D̂k)
be the fibre at 0 of the bundle of differential operators on D̂k. This is the same as the
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constant-coefficient differential operators, which are the dual of O(D̂k). Then, we will
see that
D0(D̂k)
⊗L
O(D̂k)
n ' D0(D̂k)[(n− 1)k].
Note that D0(D̂k) = D0(D̂1)⊗k, and that O(D̂k) = O(D̂1)⊗̂k, and that the tensor prod-
ucts we are computing are compatible with these decompositions. So it suffices to
prove the result when k = 1, and by induction to consider the case n = 2.
In that case, note that we can identify D0(D̂1) = C[∂] as the colimit of the C[[z]]-
modules C[z]/zn under the maps
C[z]/zn z−→ C[z]/zn+1.
Now, C[z]/zn has a free resolution which is the two-term complex C[[z]] z
n−→ C[[z]] sit-
uated in degrees−1 and 0. We will compute the derived tensor productC[z]/zn⊗L
C[[z]]
C[∂] using this free resolution ofC[z]/zn and then take the colimit over n. We find that
C[z]/zn ⊗L
C[[z]] C[∂] is the cohomology of the two-term complex C[∂]
zn−→ C[∂] situated
in degrees −1 and 0. The differential in this complex is surjective, so the cohomology
is the kernel, which consists of C[∂]/∂n situated in degree −1. As a C[[z]]-module, it
is isomorphic to C[z]/zn[1], where [1] indicates that it’s situated in degree −1.
It remains to check that the maps in the diagram computing the colimit over n are
the same as the maps describing C[∂] as a colimit of the modules C[z]/zn. This is easy
to see, and tells us that
C[∂]⊗LC[[z]] C[∂] ' C[∂][1]
as desired.

Next, let us discuss the version of this lemma when we replace C[[z1, z2]] by a non-
commutative deformation.
16.7.2 Lemma. Let A be the non-commutative algebra C[[z1, z2, c]] where [z1, z2] = c, and
we view A as an algebra over C[[c]]. Let A∨ denote the C[[c]]-linear dual. Then, there is a
quasi-isomorphism
A∨ ⊗LA · · · ⊗LA A∨︸ ︷︷ ︸
n copies of A∨
∼= A∨[2(n− 1)].
Proof. Consider the tensor product on the left hand side of the displayed equation.
Clearly, it is a deformation of the corresponding tensor product when c = 0, and so
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some deformation of D0(D̂2)[2(n− 1)]where as above we identify the space D0(D̂2) =
C[∂1, ∂2] with the linear dual of C[[z1, z2]]. This is a deformation of D0(D̂2) as a
C[[z1, z2]]-bimodule, where the left and right actions coincide. To prove the lemma,
it suffices to show that there are no such deformations compatible with the symme-
tries of the problem. Thus, we need to compute the Ext-groups
Ext∗
O(D̂2×D̂2)(D0(D̂
2), D0(D̂2)).
As in the proof of the previous lemma, this graded vector space is the tensor square
of the corresponding graded vector space where we use the one-dimensional formal
disc D̂1 instead of D̂2. It suffice, therefore, to calculate
Ext∗
O(D̂1×D̂1)(D0(D̂
1), D0(D̂1)).
We let z, w be coordinates on the two copies of the formal disc. As we saw in the proof
of the previous lemma, D0 = C[∂] is the colimit over n of the modules C[z]/zn where
C[[z]] and C[[w]] act in the same way. We can take a free resolution of these modules,
of the form
C[z]/zn ' C[[z, w, en, δ]]
with differential dδ = z− w, den = zn. This allows us to compute that
RHomC[[z,w]](D0, D0) ' limn HomC[[z,w]](C[[z, w, en, δ]], D0)
= lim
n
D0[e∗n, δ∗].
Here e∗n, δ∗ are dual variables to en, δ and are of degree 1.The differential is
zne∗n + (z− w)δ∗.
Now, z− w acts by 0 on D0, so this term in the differential vanishes. Further, the map
zn : D0 → D0 is surjective and has kernel isomorphic to C[z]/zn. We find that
RHomC[[z,w]](D0, D0) = limn (C[z, δ
∗]/zn) .
The maps in the inverse system can be checked to be the natural surjective maps
C[z]/zn+1 → C[z]/zn. Thus, the limit is C[[z, δ∗]], and we have shown that
Ext∗C[[z,w]](D0, D0) = C[[z, δ
∗]]
where, as before, δ∗ is of degree 1.
Next, let’s check the two-variable case. Since this is the tensor square of the one-
variable case, we find that
Ext∗C[[z1,z2,w1,w2]](D0(D̂
2), D0(D̂2)) = C[[z1, z2, δ∗1 , δ
∗
2 ]].
As before, the variables δ∗i are of degree 1.
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As in the statement of the lemma, let A = C[[z1, z2, c]] be the non-commutative
deformation of C[[z1, z2]] and let A∨ be the C[[c]]-linear dual of A. The results we
have derived so far tell us that there is a spectral sequence
C[[z1, z2, δ∗1 , δ
∗
2 , c]]⇒ Ext∗A⊗A(A∨, A∨).
Our goal is to analyze deformations of A∨ as an A− A bimodule. We are thus inter-
ested in elements of degree 1, which in the representation on the left hand side contain
precisely one δ∗i .
We are more precisely interested in deformations of A∨ compatible with certain
natural symmetries. There is aC× which acts on everything under which the variables
zi have weight 1 and c has weight 2. One can check that the variables δ∗i have weight
−1. Also, sl(2,C) acts on everything in an evident way.
There is at most one element of degree 1 invariant under this action of SL(2,C) and
C×. In the spectral sequence given above, it is represented by z1δ∗1 + z2δ
∗
2 .
We ultimately want to prove that
A∨ ⊗LA A∨ ∼= A∨[2]
as A− A bimodules. It follows form the previous lemma that the right hand side is
some deformation of the left hand side, and that this deformation is zero when we
set c = 0. Since the only non-zero class in Ext1A⊗A(A∨, A∨) which respects all the
symmetries is non-zero when c = 0, it follows that the deformation of A∨ must be
trivial.

Now, note that HH∗(A, A∨) is the dual of the Hochschild cohomology of A. We let
HC∗(A) be the cyclic cohomology of A, which is the dual of the cyclic homology of A.
Putting these computations together with theorem 16.4.1 gives us an understanding
of the tangent complex of the moduli spaceMN+∞|∞,A.
Let
M = HC∗(A)[−1]⊕ HH∗(A)⊕ HH∗(A)[−2]C2 ⊕ . . .
Let
V = tC[[t, c]][−1]⊕
(⊕
n≥1
A⊗nCn
)
[[c]].
where the parameter t has degree 2, and the cyclic tensor powers of A live in degree 0.
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16.7.3 Proposition. Let A = C[[z1, z2, c]] be the non-commutative deformation ofC[[z1, z2]].
There is a long exact sequence
· · · → HiTMN+∞|∞,A → Hi+2 Sym∗ M→ Hi+2 Sym∗ V → . . .
Proof. This follows from Lemma 16.7.2 combined with Theorem 16.4.1. 
Next, we will compute the cohomology of M. Note that M is concentrated in de-
grees ≥ 0. Since we are ultimately only interested in the low-degree cohomology of
the tangent complex toMN+∞|∞,A, we need only compute explicitly the graded vector
space M in low degree (up to 3).
Recall that, ultimately, we are interested in the restricted Hochschild cohomology,
which is by definition the subspace of the Hochschild cohomology which consists
of finite sums of weight spaces for the C× action under which the variables zi have
weight 1 and c has weight 2. We then want to invert c. This means is that we can
ignore c-torsion in M.
Let us now compute the graded vector space M modulo c-torsion. To do this, we
need to recall a few facts. Cyclic cohomology is the dual of cyclic homology, and
the cyclic homology of A can be computed using the Hochschild-Kostant-Rosenberg
theorem. We will use the grading convention that the differential is always of positive
degree, so that cyclic homology is concentrated in negative degree. We have
HC0(O(D̂2)) = O(D̂2)
HC−1(O(D̂2)) = Ω1(D̂2)/dΩ0(D̂2)
= Ω2(D̂2)
HC−2(O(D̂2)) = C.
Now, when we make O(D̂2) non-commutative by introducing the parameter c, we get
an extra term in the differential of cyclic homology. One can calculate that this extra
term is the map
HC−1 = Ω2(D̂2) 7→ O(D̂2) = HC0
α 7→ cpi ∨ α
where pi is the Poisson tensor. It follows that, modulo c-torsion, the only cyclic ho-
mology that appears is a copy of C in degree −3, coming from HC−2. Dually, this
contributes a copy of C in degree 3 to M. This copy of C lives in F−3M.
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Hochschild cohomology of A can be computed with the help of the Hochschild-
Kostant-Rosenberg theorem as well. We have
HHi(O(D̂2)) = PVi(D̂2)
is the space of polyvector fields on the formal disc. If we turn on the parameter c,
makingO(D̂2) non-commutative, we introduce an extra term in the differential which
is the map
HHi(O(D̂2)) = PVi(D̂2) 7→ PVi+1(D̂2) = HHi+1(O(D̂2))
α 7→ c{pi, α}
where, as above, pi is the Poisson bracket and {−,−} is the Schouten bracket.
It follows that when we ignore c-torsion, Hochschild cohomology of A is concen-
trated in degree 0 and consists of C[[c]].
It’s also easy to check that the action of the cyclic group on HH∗(A)[−2] that ap-
pears on our formula for M is trivial. Thus, we find that M contains a copy of C[[c]] in
degree 0, coming from HH0(A, A); and a second copy of C in degree 2, coming from
HH0(A, A[−2]). In sum, we have,
M0 = C[[c]]
M1 = 0
M2 = C[[c]]
M3 = C[[c]].
The natural basis element for M0 is the element κ. Recall that this description is mod-
ulo c-torsion.
Finally, we are in a situation to compute the cohomology of the restricted tangent
complex toMN+∞|∞,A, modulo c-torsion.
16.7.4 Theorem. After inverting c, the cohomology of the restricted tangent complex toMN+∞|∞,A
is:
H0(TresMN+∞|∞,A)[c−1] = C[c, c−1, κ]
H1(TresMN+∞|∞,A)[c−1] = 0
Because of lemma 16.6.4, the same result holds for the restricted tangent complex to
the moduli space when A is replaced by C[z1, z2, c, c−1]. Lemma 16.6.5 now implies a
simialr result for the case when A is replaced by Diff(C), thus proving theorem 16.5.1.
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Proof. Recall that we have a short exact sequence
Hi+1 Sym∗ V → HiTMN+∞|∞,A → Hi+2 Sym∗ M→ Hi+2 Sym∗ V → . . .
Recall that V = tC[[t]][−1]⊕⊕n≥1 A⊗nCn . Thus V is situated in degrees 0 and degrees
≥ 3. In the computations that follow, we will ignore all c torsion, and invert c at the
end. We will also only pass to the restricted tangent complex at the end.
Let us first compute that H1 of the restricted tangent complex vanishes. We have an
exact sequence
0 = H2 Sym∗ V → H1(TMN+∞|∞,A)→ H3 Sym∗ M→ H3 Sym∗ V.
Now,
H3 Sym∗ M = C[κ][[c]]
(modulo c-torsion). And,
H3 Sym∗ V = t · Sym∗(⊕
n≥1
A⊗nCn ).
One can calculate that the map
H3 Sym∗ M = C[κ][[c]]→ H3 Sym∗ V
is injective, showing that H1TMN+∞|∞,A = 0.
Next, let us calculate H0 of our tangent complex. We find an exact sequence
0 = H1 Sym∗ V → H0TMN+∞|∞,A → H2 Sym∗ M→ 0 = H2 Sym∗ V.
Thus,
H0TMN+∞|∞,A ∼= H2 Sym∗ M.
And H2 Sym∗ M = C[κ][[c]].
Next, we will compute H−1. We have an exact sequence
H0 Sym∗ M→ H0 Sym∗ V → H−1TMN+∞|∞,A → H1 Sym∗ M = 0.
The map
C[κ][[c]] = H0 Sym∗ M→ H0 Sym∗ V
is injective. Thus,
H−1TMN+∞|∞ = H0 Sym∗ V/C[κ][[c]].

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16.8. Finally, we can apply all this machinery to the problem we are interested in.
16.8.1 Theorem. For all N, there is an isomorphism
UQFTh¯ (Diff(C)⊗ gl(N)) ∼= Ucombh¯ (Diff(C)⊗ gl(N))
which sends
h¯ 7→ λh¯ + f2(κ)h¯2 + . . .
where λ is a non-zero constant and the fi(κ) are polynomials of κ.
Proof. In light of corollary 16.5.3, it suffices to show that
(1) Both of our algebras arise from C[[h¯]]-points ofMN+∞|∞,Diff(C).
(2) To first order in h¯, the Hochschild cocycle defining the deformations is given
by the formula in proposition A.0.1, up to a non-zero constant.
Both algebras can be defined using the supergroups gl(N + R | R), in a way com-
patible with the natural maps for different values of R. The only thing we have not
verified, which we will check in the appendix, is that to first order in h¯ the algebra
UQFTh¯ (Diff(C)) is given by the expression in proposition A.0.1. 
APPENDIX A. NON-TRIVIALITY OF THE DEFORMATION Uh¯(Diff(C)⊗ glN)
In this appendix we will show that the first-order deformations of U(glN+R|R ⊗
C[z1, z2]) given by our two algebras Ucombh¯ (glN+R|R ⊗ Diff(C)) and UQFTh¯ (glN+R|R ⊗
Diff(C)) are both non-trivial, and are proportional to each other at first order in h¯.
A.0.1 Proposition. There is a unique generator for the C[κ] module H0TMC×N+∞|∞,Diff(C)
with the following property. Let us view this generator as giving rise to a deformation of the
algebra U(glN ⊗ Diff(C). Let Eαβ ∈ gl(N) denote the elementary matrix. Then, in this
deformation,
[Eαβ, Eγδ] =δβγEαδ − δγαEγβ
[Eαβ, zEγδ] =δβγziEαδ − δγαzEγβ
[Eαβ, ∂Eγδ] =δβγ∂Eαδ − δγα∂Eγβ
[Eαβ∂, Eγδz] =δβγEαδ(∂z)− δαδEγβ(z∂)
+ h¯EαδEγβ − h¯∑
µ
δβγEαµEµδ − h¯∑
µ
δαδEγµEµβ.
Here h¯ is the deformation parameter.
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Proof. We have already constructed the explicit combinatorial algebra Ucombh¯ (glN ⊗
Diff(C)) (here we set c = 1 in the formulae for the relations in this algebra). We
have also seen in 11.0.1 that the commutators in Ucombh¯ (glN ⊗Diff(C)) satisfy these re-
lations modulo h¯2, as indeed do the commutators in the algebra UQFTh¯ (glN ⊗Diff(C)),
as proved in proposition 9.3.1.
We need to do two things. First, we need to verify that any deformation with such
commutation relations among the lowest-lying generators is non-trivial. Since the
space H0TMC×N+∞|∞,Diff(C) is a rank 1 C[κ]-module, this will tells us that this deforma-
tion will generate after we pass to the field of rational functions of κ. Then, we have
to verify that it generates directly as a C[κ]-module.
Let us show that if it is non-trivial it must generate as a C[κ]-module. To see this
we introduce the concept of single-trace deformation. A deformation of U(glN+R|R ⊗
Diff(C)) is single trace if, when we view it’s corresponding Hochschild cocycle as a
glN+R|R invariant tensor on some tensor powers of glN+R|R, it involves only one trace.
Our analysis of the problem of deforming the algebra U(glN+R|R ⊗ Diff(C)) for all
R in a compatible way tells us that the space of first-order deformations is a sum of
contirbutions with 0 traces, 1 trace, 2 traces. etc. This is reflected in the description of
the tangent complex to this space as a symmetric algebra on the cyclic cohomology of
Diff(C)⊕Diff(C)∨[−1]: the number of traces is reflected in which symmetric power
of cyclic cohomology we are considering.
Now, the deformation we are considering is (modulo h¯2) single trace. Further, mul-
tilying any single-trace deformation by κl results in a deformation with l + 1 traces. It
follows immediately that any non-trivial single-trace deformation must generate the
space of deformations as a C[κ]-module.
To verify this deformation is non-trivial, we will go a little into the guts of the anal-
ysis of deformations of the algebras U(glN+R|R⊗ A) where A is an associative algebra.
Deformations of any associative algebra are described by Hochschild cohomol-
ogy. For any Lie algebra g, the Hochschild-Kostant-Rosenberg theorem describes the
Hochschild cochains of C∗(g) as C∗(g, Sym∗ g). The deformation we are considering
is an element of C2(g, Sym2 g) for g = glN+R|R ⊗Diff(C).
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We are looking at elements that are invariant under glN+R|R for R sufficiently large.
As discussed in great detail in section 16, we can describe them using invariant the-
ory for glN+R|R. For any associative algebra A, we can write the large R Lie alge-
bra cochain complex of C∗(glN+R|R ⊗ A, Sym∗ glN+R|R ⊗ A) as the symmetric algebra
cyclic cochains of the graded algebra A ⊕ A∗[−1]. Single-trace cochains correspond
to the first symmetric power. Since the cocycle corresponding to the deformation is
single-trace, it can only be made exact by a single trace cochain. We thus need only
consider the subcomplex of single-trace elements, which corresponds to the cyclic
cochains of A⊕ A∗[−1] (where A = Diff(C) in our example).
In our situation, our deformation class has a term which lies in the complex spanned
by those cochains which involve two copies of A∗[−1]. This is because it is a class
which takes a commutator to a product of two generators. The differential respects
the grading by the numbers of elements of A∗[−1] that a cyclic cochain depends on.
Therefore we need only involve the subcomplex which involves only two copies of
A∨[−1].
Note also that we can restrict attention to cochains which are a particular weight
under the C× action which scales the zi, so that we can use the restricted dual of
C[z1, z2]. This restricted dual is spanned by elements ∂kz1∂
l
z2 which send a polynomial
f ∈ C[z1, z2] to ∂kz1∂lz2 f (0).
Explicitly, an element of the cyclic cochain complex of A⊕ A∗[−1] that depends on
only two copies of A∗ can be written as a cyclic tensor of the form
α∗1 ⊗ . . . α∗k ⊗ a1 ⊗ α∗k+1 ⊗ . . . α∗n ⊗ a2 ∈ (A∗)⊗k ⊗ A⊗ (A∗)⊗n−k ⊗ A,
where α∗i ∈ A∗ and ai ∈ A. By a standard trick in homological algebra, we can write
a variant complex with the same cohomology, called the reduced cochain complex, in
which the elements α∗i ∈ A∗ must be zero on the element 1 ∈ A.
Let us write down the differential on this complex. It is more convenient to write
down the differential on the linear dual complex, which is spanned by elements
α1 ⊗ . . . αk ⊗ a∗1 ⊗ αk+1 ⊗ . . . αn ⊗ a∗2 ∈ A⊗k ⊗ A∗ ⊗ A⊗n−k ⊗ A∗.
If we use the reduced model, which has the same cohomology, the elements αk are in
the quotient of A by the subspace spanned by the unit element.
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We view A∗ as being an A− A bimodule in the natural way. Then, the differential
is given by the expression
d (α1 ⊗ · · · ⊗ αk ⊗ a∗1 ⊗ αk+1 ⊗ · · · ⊗ αn ⊗ a∗2)
=∑±α1 ⊗ · · · ⊗ (αiαi+1)⊗ · · · ⊗ αk ⊗ a∗1 ⊗ αk+1 ⊗ · · · ⊗ αn ⊗ a∗2
± α1 ⊗ · · · ⊗ (αka∗1)⊗ αk+1 ⊗ · · · ⊗ αn ⊗ a∗2
± α1 ⊗ · · · ⊗ αk ⊗ (a∗1αk+1)⊗ · · · ⊗ αn ⊗ a∗2
∑±α1 ⊗ · · · ⊗ αk ⊗ a∗1 ⊗ αk+1 ⊗ (αjαj+1) · · · ⊗ αn ⊗ a∗2
± α1 ⊗ · · · ⊗ αk ⊗ a∗1 ⊗ αk+1 ⊗ · · · ⊗ (αna∗2)
± α2 ⊗ · · · ⊗ αk ⊗ a∗1 ⊗ αk+1 ⊗ · · · ⊗ αn ⊗ (a∗2α1).
More abstractly, this differential is that on the Hochschild homology of A with coeffi-
cients in the A− A bimodule A∗ ⊗LA A∗. (We then must take the S2 invariants).
We will identify C[z, ∂z] with the non-commutative algebra C[z1, z2] equipped with
the Moyal product, where ∂z = z1, z = z2.
We will use the basis of the dual of the vector space C[z1, z2] given by the elements
(zk1)
∗(zl2)
∗. This is simply the dual basis to the basis of C[z1, z2] given by the elements
zk1z
l
2. Thus, the complex we are considering is build from cyclic tensors involving some
number of elements like (zk1)
∗(zl2)
∗ and exactly two elements from the space C[zi].
The cochain coming from the deformation is of the form
(A.0.1) eijz∗i ⊗ z∗j ⊗ 1⊗ 1− eijz∗i ⊗ 1⊗ z∗j ⊗ 1+ higher order terms
where the higher order terms are related to the commutators [ f (z1, z2)Eαβ, g(z1, z2)Eγδ]
where one or both of f , g has quadratic or higher order terms. (In this equation eij is
the alternating symbol).
To show that this element is non-zero in cohomology, it suffices to find an element
in the dual complex which is closed and which pairs non-trivially with this element.
Let us write down such an element of the dual chain complex. We choose the ele-
ment
z1 ⊗ 1∗ ⊗ z2 ⊗ 1∗.
This element clearly pairs non-trivially with the cocycle in equation A.0.1.
Recall that in the dual chain complex, we are computing the differential in the cyclic
homology of A⊕ A∨[−1] where A = C[z1, z2]. Thus in the cyclic complex elements
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of A will be treated as odd, and the differential picks up a sign when we move past
them, whereas elements of A∨ will be treated as even.
We are using the notation 1∗ to indicate the dual of the element 1 ∈ C[z1, z2]. The
bimodule structure on the dual of C[z1, z2] is such that is such that
z1 · 1∗ = c2 z∗2
z2 · 1∗ = − c2 z∗1
1∗ · z1 = − c2 z∗2
1∗ · z2 = c2 z∗1
Then, with these conventions, we have
d(z1 ⊗ 1∗ ⊗ z2 ⊗ 1∗) =(z1 · 1∗)⊗ z2 ⊗ 1∗ − z1 ⊗ (1∗ · z2)⊗ 1∗ − z1 ⊗ 1∗ ⊗⊗(z2 · 1∗) + 1∗ ⊗ z2 ⊗ (1∗ · z1)
=z∗2 ⊗ z2 ⊗ 1∗ − z1 ⊗ z∗1 ⊗ 1∗ + z1 ⊗ 1∗ ⊗ z∗1 − 1∗ ⊗ z2 ⊗ z∗2
=0
Thus, we have exhibited a closed element of the chain complex which pairs non-
trivially with the cochain describing our deformation class. This tells us that this
cochain can not be exact.

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