The Singular spectrum decomposition (SSD) method has been widely used in gearbox fault diagnosis. However, there are two defects in the SSD method. SSD method uses the normalized mean square error as the stopping criterion for decomposition, and there is an over-decomposition phenomenon; the noise has a great influence on SSD and extracting fault features is difficult in a strong background noise environment. In view of the deficiencies of the SSD algorithm, the paper proposes a novel stopping criterion to make the SSD method adaptively stop. Firstly, the SSD method is improved by using the cumulative percent variance contribution rate of the principal component analysis method (PCA) as the decomposition stop criterion. Secondly, calculate the correlation coefficient between the decomposed singular spectral components (SSC) and the raw signal. Eliminating weakly correlation signal. Thirdly, due to the component signal contains noise, and employ a single filter has limitations. So, the paper uses the Auto Regressive (AR) filter filters the decomposed high-frequency component signal and the Savitzky Golay (SG) filter filters the decomposed low-frequency component signal. Finally, applies mutual information entropy (MIE) to distinguish the SSCs components distinguish two parts: high-frequency part and low-frequency part. FFT transforms and extracts fault features. The simulation signal and the composite fault signal extraction of the wind turbine gearbox test bench shows the effectiveness and superiority of the method.
I. INTRODUCTION
With the continuous increase of new installed capacity and a cumulative installed capacity of wind power in the world, wind turbine manufacturers have brought unprecedented development space and market opportunities, but they also face severe challenges [1] . The gearbox is widely used, its stability is important in the transmission system. Therefore, fault diagnosis of the gearbox is of great significance to improve power generation efficiency and save maintenance cost. Faults such as gear peeling and pitting of the inner and outer rings of the bearing are prone to occur during work [2] - [7] . In a real application, the failure of the gearbox appears in the form of composite fault [8] - [11] , extracting fault features The associate editor coordinating the review of this manuscript and approving it for publication was Syed Mohammad Zafaruddin.
is difficult in the strong noise environment. So, researching gearbox composite fault diagnosis method for fault signal feature extraction [12] - [16] is necessary. At present, the commonly using composite fault diagnosis methods of gearbox include empirical mode decomposition (EMD) [17] , [18] , ensemble empirical mode decomposition (EEMD) [19] - [21] , local mean decomposition (LMD) [22] - [25] , variational mode decomposition (VMD) [26] - [30] . These methods have themselves shortcoming. EMD can decompose the raw signal into a limited number of intrinsic mode functions (IMF), it lacks an effective mathematical framework. Due to the influence of the enveloping way, there are mode mixing and endpoint effect. Wei et al. [31] - [33] has achieved good results in the application of the EEMD method in the field of vehicle safety analysis. However, EEMD use of the randomness of auxiliary white noise to add white noise with a mean value of zero to the raw signal, which has the effect of homogenizing the noise of the raw signal and improves mode mixing in EMD. However, it needs to set the times of additions and the amplitude, so far there is no formula that can adaptively confirm the noise amplitude. The LMD has mode mixing occurs under the interference of noise. VMD can decompose the raw signal into an intrinsic mode function with a single frequency, but the decomposition layers and the penalty factor are restricted. So far there is still no suitable method to adaptively determine these two parameters. Basis of the EMD decomposition method inspiration, Bonizzi et al. [34] proposes a new adaptive signal processing method the SSD. Basis of singular spectrum analysis (SSA) generates SSD, which can effectively overcome the shortcomings that SSA selects the embedding dimension by experience, and accomplish the adaptive reconstruction of single component signals from high-frequency to low-frequency in sequence. Du et al. [35] combined SSD and MEDA filters for gearbox fault diagnosis. Bonizzi et al. [34] has achieved good results in applying SSD to tidal and tsunami data processing. Compared with the EEMD method, SSD has high decomposition precision and better decrease of spurious component and mode mixing [36] - [40] , the noise has a great influence on SSD and extracting fault features is difficult in a strong background noise environment. SSD method uses the normalized mean square error as the stopping criterion for decomposition, and there is an over-decomposition phenomenon.
In view of the deficiencies of the SSD algorithm, the paper proposes a novel stopping criterion to make the SSD method adaptively stop. Firstly, the SSD method is improved by using the cumulative percent variance contribution rate of the principal component analysis method (PCA) as the decomposition stop criterion; calculate the correlation coefficient between the decomposed singular spectral components (SSC) and the raw signal. Eliminating weakly correlation signal. Secondly, in the literature [41] , adaptively divide the complementary ensemble empirical mode decomposition (CEEMD) method generation IMF into noise domain and signal domain to conveniently select an effective IMF. In [42] , EMD decomposes the noisy Raman spectrum signal and obtain each order IMF. Next, the high-frequency IMF component is processed by the threshold, and superimpose the high-frequency IMF components after the threshold processing with the lowfrequency IMF component to obtain the reconstructed signal and achieve the denoise. In [43] , extract the IMF with a strong correlation with the raw signal. The combined modal function decomposed the residual signal into two high C H and low-frequency bands C L , and respectively obtain the multi-point kurtosis spectrum extract the fault period components. If directly discard the high-frequency SSCs component and reconstruct the low-frequency signal to achieve denoise, but this will lose useful information existing in the highfrequency SSCs component. The MIE reflects the amount of information contained in a random variable or the statistical dependence of each other. The closer relationship between the two variables, the greater the MIE, otherwise, the smaller the MIE. In this paper, employ the MIE differentiate the highfrequency component and the low-frequency component of the SSCs component. There are several techniques such as LMS filtering, RNFC filtering, Vibration analysis for bearing fault detection and classification using an intelligent filter. However, The LMS adaptive filtering algorithm has the disadvantage that the steady-state error and the convergence speed cannot be reasonably coordinated. When the LMS algorithm step factor selects a larger value, the algorithm can obtain a faster convergence speed, but the steady-state error is larger; when the step factor is selected at smaller values, the algorithm can obtain smaller steady-state errors, but the convergence speed is slower. The RNFC filter is suitable for bearing fault detection and intelligent classification. Autoregressive (AR) model is a time sequence analysis method whose parameters comprise important information of the system condition, and an accurate AR model can reflect the characteristics of a dynamic system. The best obvious advantage of AR model is that the fault can be identified by the parameters of the AR model after the AR model of vibration signal is established without constructing a mathematical model and studying the fault mechanism. At the same time, the AR model, which is a mature time sequence analysis method and possess mature algorithm, has been successfully applied to the fault diagnosis. Again, in [44] , [47] discuss the AR filter as a high-pass filter, the AR filter uses a relation mathematical model to describe the order of data related with time, the internal structure and complexity of the dynamic data are analyzed and studied in order to achieve the best prediction effect of the data. In [48] , [49] , discuss that the SG filter is a low-pass filter. The biggest characteristic of the SG filter is that it can keep the shape and width of the signal unchanged while filtering the noise. Therefore, respectively use the AR filter and SG filter to filter the noise component in the high-frequency component signal and the low-frequency component signal. Since the choice of the model order of the AR filter is very important, use the minimum information criterion (AIC) to determine the optimal order number of the filter in this paper. Finally, FFT transforms and extract the fault features, spectrum analysis, extract the fault characteristic signal and identify the fault. The composite fault signal is extracted from the wind turbine gearbox test bench shows the effective and superiority of the method.
II. THEORETICAL FOUNDATION A. SINGULAR SPECTRUM DECOMPOSITION
The SSD can decompose the nonlinear and nonstationary signals into several SSC and the sum of the residual terms in descending order according to the frequency of the nonlinear and nonstationary signals.
(1) Adaptive selection of embedded dimensions: According to the power spectral density (PSD) of the residual components in the iteration adaptively select the embedding dimension.
(2) Building the trajectory matrix: given time series x (n) = {a, b, c, d, e}, and embed the dimension M = 3, the corresponding track matrix will be:
(3) Reconstructed component sequences: Reconstruct the j-th component sequence g (j) (n) as follows: in the first iteration, if a particularly large trend has been detected, only use the first left and right feature vectors to obtain g (1) (n) such that take X 1 = σ 1 u 1 v T 1 and g (1) (n) from the diagonal average of X 1 . For the j-th iteration number (j > 1), the feature set creation subset I j I j = i 1 , . . . , i p with the left eigenvector having the largest dominant frequency and the chief peak energy contribution in the [f max −δ f , f max +δ f ] spectrum range is selected. Then the corresponding component sequence is reconstructed by the average value of the diagonal of the matrix X Ij = X i1 +. . .+X ip along the diagonal. Where δ f is half the width of the main peak in the PSD of the residual sequence v j (n) and needs to extract from the PSD of v j (n).
(4) Iterative stop: Calculating the normalized mean square error (NMSE) of the residual and compare the raw signal to a given threshold to stop the decomposition process. The detail theory of singular spectrum decomposition and its comparison with the EEMD, please refer to the literature [35] .
B. ENHANCED SINGULAR SPECTRUM DECOMPOSITION
There are two defects in the SSD method. SSD method uses the normalized mean square error as the stopping criterion for decomposition, and there is an over-decomposition phenomenon; the noise has a great influence on SSD and extracting fault features is difficult in a strong background noise environment. For the first problem, this paper uses the cumulative percent variance contribution rate of the principal component analysis method (PCA) as the decomposition stop criterion to improve the SSD method; for the second problem, this paper uses two filters to optimize the SSD method. The cumulative percent variance contribution rate of the principal component analysis method (PCA) is used to determine the decomposition stop timing. Principal component analysis of the SSC and residual components, that is, the original variables are projected to the new coordinate system, so that the new principal elements are not related to each other, thereby reducing the dimension representing the original variable characteristics.
The concept of the percent variance contribution rate is derived from the principal component analysis method. The percent variance contribution rate and the cumulative percent variance contribution rate are important indicators for measuring the principal component. In the improved SSD method, define the i-th SSC percent variance contribution rate:
The larger the Contr i value, the more information is contained in the i-th SSC, σ (•) is the signal variance.
Cumulative Percent Variance (CPV) is the sum of the contribution rates of k IMF variances. In practice, it needs to be larger than the expected threshold, so that the fluctuation of the variable can be better reflected.
where CL is the threshold. According to the approximate orthogonality of each SSC component, the amount of information carried by each SSC component can be measured by the percent variance contribution rate. The decomposition stop is determined by the cumulative percent variance contribution rate. Calculate the variance contribution rate of each SSC component SSC1, SSC2, . . . , SSCn and residual component r n , and obtain the contribution rate of each component and residual components. The decomposition is stopped when the residual component contribution rate is less than the set threshold. When the component variance contribution rate is less than 4 × 10 −3 , the decomposition is stopped. Therefore, this paper uses two decomposition stop judgment criteria, that is, when the cumulative variance contribution rate is greater than the set threshold, the decomposition process stops; Or when the residual component becomes a monotonic function or constant.
The component signal contains noise, and employ a single filter has limitations. So, the paper uses the Auto Regressive (AR) filter filters the decomposed high-frequency component signal and the Savitzky Golay (SG) filter filters the decomposed low-frequency component signal. For how to distinguish between high-frequency component signals and low-frequency component signals in components, in this paper set a discriminant criterion: MIE.
(1) The j order SSD decompose raw signal X and obtain a singular spectral decomposition component S j , j = 1, 2, . . . , n.
(2) Detect whether S j is a high-frequency component containing noise and if so, use an AR filter eliminate noise components in high-frequency components. If not, use the SG filter to eliminate residual noise components in lowfrequency component signals, and test standards are mutual information entropy. If the mutual information entropy value is placed before the minimum value θ, consider the component is a noisy high-frequency component. Otherwise, the mutual information entropy value is placed after the minimum value θ, consider the component is a low-frequency component.
MIE reflects statistical dependencies between random variables. If the greater the correlation between the two variables, the greater the MIE, otherwise, the smaller the mutual information. The two random variables are independent of each other, the MIE value reaches zero. Obtaining different components SSC 1 , SSC 2 , . . . , SSC n when the SSD decompose the raw signal. Calculate the energy of each SSC as, E 1 , E 2 , . . . , E n .
where P = n i=1 P i , i = 1, 2, · · · , n, E i is the energy entropy of the i-th component, P i is the energy of the i-th component, P is the sum energy of the signal, and n is the number of components decomposed for SSD. The corresponding intrinsic energy entropy of each component SSC can be defined as:
In signal reconstruction, use the mutual information describe the correlation between the energy entropies of adjacent component SSCs after SSD decomposition. Adjacent component mutual information entropy:
where H s j , H s j+1 are the information energy entropy of S j , S j+1 respectively. H s j , s j+1 denotes the joint energy
SSD decompose the signal, and its components sequentially from high-frequency to low-frequency. Therefore, the components can decompose into two parts: a high-frequency component signal and a low-frequency component signal, the high-frequency component is mostly noise and an interference signal, and the low-frequency component is the real signal. Assuming that the high-frequency part and the lowfrequency part are independent of each other, application information theory, the MIE between two independent variables that are independent of each other is equal to zero. So, the MIE between adjacent SSC components will be in accordance with the process from high to low-frequency, from large to small, and then large, that is, there will be a turning point in the middle. According to this feature, through the principle of mutual information entropy, find the turning point of the high-frequency part and the lowfrequency part. Thus, the objective function of the following formula can be obtained:
In the formula, θ is the turning point, which is the minimum value of mutual information entropy. The SG filter is a filter derives from the polynomial least squares fitting method. The biggest feature of the SG filter is that it can ensure the shape and width of the signal while filtering out the noise.
Let a set of data be x i , i = −M , · · · , 0, · · · M , and construct a p-order polynomial y i to fit x i ,
The total fitting error is:
In order to minimize the fitting error e, the partial derivative of e to a r is zero, as follows:
Finishing (10) formula available:
In practical application, the formula (11) takes M = 2, p = 3 to meet the requirements of smoothing filtering. Inherently the feature extraction process is the condensation of the original data. Autoregressive (AR) model is a time sequence analysis method whose parameters comprise important information of the system condition, and an accurate AR model can reflect the characteristics of a dynamic system. Additionally, it is indicated that the autoregression parameters of the AR model are very sensitive to condition variation. The vibration signals of roller bearings with faults own shock characteristics, whereas the AR model can model transients and its frequency response function can be calculated from autoregression parameters of the AR model. Therefore, these parameters can be effectively used to analyze the condition variation of dynamic systems. Furthermore, the best obvious advantage of AR model is that the fault can be identified by the parameters of the AR model after the AR model of vibration signal is established without constructing a mathematical model and studying the fault mechanism. At the same time, the AR model, which is a mature time sequence analysis method and possess mature algorithm, has been successfully applied to the fault diagnosis. The Autoregressive is the relationship between the current input and output and the weighted sum of its past P outputs. The AR model basic ideology is: employ a mathematical model describe a series of data that change with time and the relationship with each other. The internal structure and complexity of dynamic data are essentially understood through the analysis and research, achieve the best prediction effect of data.
The basic assumption of the P-order autoregressive model is that
where ∧ x (n) is the n-th data point predicted by the AR filter, a (k) is the k-th autoregressive coefficient in the AR model, and p is the AR model order. The AR filter model is shown in Figure 1 : Where X (n) an input signal containing a fault characteristic, ∧ x (n) is the AR prediction of normal gear, e [n] is the prediction error.
In [50] , the AR model is suitable for fitting gear vibration signals. The selection of the order of the AR model is crucial. When the model order is lower than the most suitable order, just like the low-order curve fitting high-order curve, this will produce smooth results, and some signals can't distinguish. However, when the model order is higher than the most suitable order. The background noise is fitted as a real signal, which produces a false peak and increases the amount of calculation. The minimum Information Criterion method (or AIC method) is widely used, its criterion formula is:
where p is the model order, N is the number of data, σ 2 p is the prediction error with different orders, N ln σ 2 p is the logarithm of the fitted variance, as the order p increases, its value decreases monotonically. When the model order is increased from p = 1, and the signal is fitted by AR, the value of AIC(p) decreases, when reaching a certain order P p , the AIC(p) value reaches the minimum value. Then, as the model order continues to increase, the residual variance changes little, so the model order plays a major role, and the value of AIC(p) varies with p. P p is the best model order.
Since the order of the model can't judge in advance, in the case where the data sample is long, the relationship between the estimated upper bound of the order and the length N of the data sample:
Estimate order upper bound
The coefficients of the AR model are carried out in the case of a given order. The most common method for determining the coefficients of the AR model is to obtain the coefficients of the AR model by using the autocorrelation (second-order statistical characteristics) coefficients of signals. The AR process satisfies the Yule-Walker equation (15) (16): [2] . . . (17) where N represent the sample length. Perform SSD decomposition on the raw signal to obtain a series of SSCs components. In order to offset the influence of the spurious component on the diagnosis result, the correlation coefficient analysis method is used to eliminate the spurious component. Simulation signal:
where
05. The amount of sampling points is 1024, the sampling frequency is 2048 Hz, and the corresponding time domain and frequency domain waveforms diagram of the simulation signal is shown in Figure 2 . This paper proposes to use a filter to filter out the noise signal contained in the SSC component. If the signal has a frequency wideband, using a filter will eliminate the effective low-frequency part or high-frequency part in the signal. Figure 3 and Figure 4 show the simulation of the two filters. Comparing Figure 2 and Figure 3 , it can see that the SG filter eliminate the high-frequency portion of the signal; Comparing Figure 2 with Figure 4 , it can see that the AR filter will reduce the amplitude of the low-frequency signal. Employing a bandpass filter need set threshold, which has limitations in engineering practice. Therefore, this paper proposes to use the AR high-pass filter to eliminate the noise in the SSCs high-frequency components and use the SG low-pass filter to eliminate the noise components in the lowfrequency components. MIE reflects the statistical dependence of each other. If the greater the correlation between the two variables, the greater the MIE, otherwise, the smaller the mutual information. In this paper, MIE is used to divide the SSCs component into high-frequency components and low-frequency components.
The enhanced SSD method:
Step 1: Input the raw signal X(t) with noise, the SSD method decomposes the raw signal to obtain a series of SSC components. Calculate the correlation between each component and the raw signal, and eliminate the meaningless components.
Step 2: Calculate the energy entropy of the remaining SSC components employ equation (5);
Step 3: Calculate the mutual information value between two adjacent components employ equation (6) . Employing the MIE principle divide the SSC components into the highfrequency component part and low-frequency component part.
Step 4: Employing the AR filter to eliminate noise in the SSC high-frequency components, and use the SG filter to eliminate noise components in the SSC low-frequency components.
Step 5: FFT transformation on the obtained signal, perform spectrum analysis, extract fault characteristic signals, and identify faults.
Flow chart as shown in Figure 5 .
III. SIMULATION A. FAULT SIGNAL SIMULATION
The simulation is conducted using MATLAB 2016a on a PC within Windows 10 operating system, 2.3 GHz dual core Intel 5 processor and 8 GB RAM. The fault of the gearbox commonly occurs in the form of a modulated signal and an impact signal. So, an impact signal, a modulation signal, and a noise signal are added to the simulation signal.
where f 1 = 40Hz, f n1 = 10Hz, f z = 150Hz, A m = 1.5, f c = 220Hz, T m = 0.05, g = 0.05. The sampling points is 1024, the sampling frequency is 2048Hz, and in Figure 6 shows the corresponding time domain waveforms of the simulation signal. Among them, x1 is the gear meshing signal, x2 is the impact signal, x3 is the modulation signal, and X (t) is the composite fault signal containing noise.
B. ENHANCED SINGULAR SPECTRUM DECOMPOSITION
The SSD method decomposes the simulation signal shown in Figure7. In the figure the signal is decomposed into 7 layers, each SSC component has different amplitude and frequency, and according to high-frequency to low-frequency perform the decomposition order.
According to the order of the seven SSC components sequentially calculate, and sequentially calculate the correlation coefficients of each component and the raw signal, as shown in Table 1 . The CC values of SSC2 and SSC6 in the table are significantly smaller. The simulation map components SSC2 and SSC6 of the SSD decomposition in Figure7 obviously contain noise components and eliminate the SSC2 and SSC6. That is, select the SSC1, SSC3, SSC4, SSC5, and SSC7 as sensitive components. According to the decomposition order of the five sensitive components calculate the mutual information entropy of the two adjacent components. Table 2 shows the mutual information value of each adjacent two components.
The value of mutual information value between SSC 3 and SSC 4 in Table 2 reduces to 3.0202. The mutual information value between SSC 4 and SSC 5 increases and the first minimum point appears. In Figure8, the high-frequency component part and the low-frequency component part of the turning point is (3, 4) , so SSC 1 , SSC 3 is the high-frequency noise component. In this paper, we use the AR filter to eliminate the noise component in the SSC component for the high-frequency part and the SG filter to eliminate the noise component in the SSC component for the low-frequency part.
Since the choice of the model order of the AR filter is very important. When the order is less than the most appropriate order, just like the low-order curve fitting high-order curve, it will produce smooth results, and some signals cannot be distinguished. However, when the model order is higher than the most suitable order, and the background noise is fitted as a real signal, which produces a false peak and increases the amount of calculation. Therefore, this paper proposes to use the minimum information criterion method (or AIC method) to determine the optimal model order of the AR filter. As shown in Figure 10 , the relationship between the AIC value and the order p is shown.
The proposed method employs a sample of length N = 1024, according to the minimum information criterion (AIC) to determine the of the AR model order. In Figure 10 , AR optimal model order is 28, and it is smaller than the upper bound √ N = 32 of the model order, which conforms to the delimitation criterion of the upper bound of the model. Substituting 28 into the formula (15) to obtain the model coefficient −0.050563. The AR (28) model use linearize the SSC high-frequency component signals.
The AR filter is appropriate for time domain signals. The high-frequency component is first filtered by the AR filter, and then FFT transformation. In Figure 11 , the noise contained in the high-frequency component is filtered out.
The SG filter is a low-pass filter, which is simple in form, small in calculation amount, and does not need to determine the cutoff frequency of the filter, and can significantly improve the signal-noise ratio. The biggest feature of the SG filter is that it ensures the shape and width of the constant while filtering out the noise. So, employing the SG filter filters out the noise components in the low-frequency component signals. Figure 12 shows the simulation diagram and filter out the high-frequency noise component, which proves that the method achieves a good noise reduction effect and provides a good method for extracting fault features in weak signals.
In the frequency domain of Figure 11 and Figure 12 , well distinguish the low-frequency and high-frequency of the fault signal. In Figure 11 , the fault frequency 220Hz and 150Hz are prominent, which is clearly extracted, and there is sideband around the fault frequency, which is the same as the initial value set by the simulation signal. In Figure 12 , the 40Hz is the meshing frequency of the gear, the 10Hz is the modulation frequency, which is clearly extracted, and there is a 13 Hz sideband around the fault frequency, which is the same as the initial value set by the simulation signal. IMF7 is lowfrequency noise. Since the method proposed in this paper is randomly added noise and the signal-to-noise ratio is low, low quality data has a certain influence on the decomposition result. Figure 11 , Figure 12 and Figure 7 compare the noise in the simulated signal to filter out, eliminating the influence of noise on the SSD decomposition results. The method extracts weak fault signals under strong noise environment. Figure 13 shows the EEMD method decom-poses the simulated signal. The signal has a mode mixing phenomenon, and the 220Hz bearing fault signal cannot extract. The method in this paper can extract the bearing fault signal and there is no modal aliasing. 
IV. EXPERIMENTAL VERIFICATION
The experimental is conducted using MATLAB 2016a on a PC within Windows 10 operating system, 2.3 GHz dual core Intel 5 processor and 8 GB RAM.
In order to indict the application effect of the method in practice, it is applied to wind turbine gearbox. Figure 14 shows the test bench for a wind turbine gearbox. The main components of the test bench include acceleration sensors (YD77SA), wind turbines, test gearboxes, motors, data analyzers and more. Wind turbines are used as gearbox loads, as the power of wind turbines increases, the vibration and noise of the gearboxes continue to increase. The sensor is mounted on the bearing housing and the axis seat to precisely locate the fault position. In the experiment, the frequency of the output axis is 30.24 Hz, the intermediate axis is 8.19 Hz, the low-speed axis is 1.8 Hz, and that of data sampling is 5333 Hz. The fault frequency can be obtained by calculation, as shown in Table 3 . Figure 15 shows bearing inner ring fault and rolling element fault. Figure 16 shows a vibration signal obtained by experimental data processing. There is an obvious impact signal in the time domain diagram. In the frequency domain diagram, the inner ring fault frequency of 84.3 Hz is obvious, but its peak is not the most obvious. The 27.3 Hz ball fault frequency did not appear and it is impossible to judge whether there is a ball failure. Next, the vibration signal is processed by the method described in this paper.
A. ENHANCED SSD METHOD
The SSD decomposition vibration signal as shown in Figure 17 . In the figure that the signal is decomposed into 7 layers, each SSC component has different amplitude and frequency, and the decomposition order is performed according to high-frequency to low-frequency. According to the order of their decomposition are sequentially calculated the correlation coefficients of each component and the raw signal, as shown in Table 4 . The CC values of SSC1 and SSC6 in the table are significantly smaller and the components SSC1 and SSC6 are eliminated. That is, SSC2, SSC3, SSC4, SSC5, and SSC7 are selected as sensitive components. The mutual information value of the two adjacent components is calculated according to the decomposition order of the five sensitive components. Table 5 shows the mutual information entropy of each adjacent two components.
The value of mutual information value between SSC 3 and SSC 4 in Table 5 is reduced to 1.3026. The mutual information value between SSC 4 and SSC 5 increases and the first minimum point appears. According to the principle of MIE, the sensitive component SSC 2 , SSC 3 is the high-frequency component part and SSC 4 , SSC 5 , SSC 7 is the low-frequency component part. Figure 18 shows the signal distribution of high-frequency and low-frequency components. The low-frequency component uses an SG filter and the high-frequency component uses an AR filter.
Since the choice of the model order of the AR filter is very important. When the order is less than the most appropriate order, just like the low-order curve fitting high-order curve, it will produce smooth results, and some signals cannot be distinguished. However, when the model order is higher than the most suitable order, and the background noise is fitted as a real signal, which produces a false peak and increases the amount of calculation. Therefore, this paper proposes to use the minimum information criterion method (or AIC method) to determine the optimal model order of the AR filter. As shown in Figure 19 , the relationship between the AIC value and the order p is shown.
The sample length N = 5333, the model order of the AR is determined according to AIC. In Figure 19 , AR optimal model order is 64, and it is smaller than the upper bound √ N = 73 of the model order, which conforms to the delimitation criterion of the upper bound of the model. Substituting 64 into the formula (15) to obtain the model coefficient −0.10326. The AR (64) model is used to linearize the SSC high-frequency component signals.
The frequency domain of the high-frequency sensitive component filtered by the AR filter is shown in Figure 20 , and the noise signal is filtered out. In Figure 20 , the inner ring fault of 84.3 Hz and its double frequency of 168.6 Hz is prominent, which is clearly extracted, and there is sideband around the fault frequency. Figure 21 shows the low-frequency sensitive component filtered by the SG filter, and the noise signal is filtered out. Due to the influence of the signal extraction environment, IMF5 and IMF7 contain a small amount of lowfrequency noise. The bearing ball fault frequency of 27.3Hz was extracted, and there is sideband around the fault frequency.
B. EEMD
In Figure 22 , the bearing inner ring fault frequency 84.3Hz is extracted from the vibration signal which is decomposed by EEMD. However, the bearing ball fault frequency is not available at 27.3 Hz, and there is mode mixing. Compared with the EEMD method, the proposed method can extract the bearing rolling element fault signal, and there is no mode mixing.
V. CONCLUSION
(1) Singular spectrum decomposition algorithm has higher decomposition precision and can better suppress pseudo components and mode mixing, but the noise has a great influence on SSD and extract weak fault signal in a strong background noise environment is difficult.
(2) Based on the principle of mutual information entropy, the SSC component of SSD decomposition can be divided into two parts: a high-frequency component and a lowfrequency component. The better filtering effect can be achieved by using suitable filters for the two components respectively.
