Abstract-In the context of document security systems, there is a growing need for a stable segmentation method. State-ofthe-art document image segmentation methods are not stable as they use several parameters and thresholds such as binarization. Hence, this paper presents a new method for segmentation based on a new definition of connected color components and a new model of human vision. Our algorithm produces results that are three to four times more stable than state-of-the-art superpixel segmentation methods while maintaining a similar segmentation accuracy.
I. INTRODUCTION Document forgery is becoming a significant issue due to the easy use of image processing software. It does not only concern passports and identity cards, but also proofs of address such as electricity bills and birth certificates to obtain identity documents, pay slips and tax assessments to obtain consumer credits, or business documents such as invoices or contracts. These documents frequently change between paper and digital format, creating different versions of a document (the original digital document, the printed document, the printed and scanned document...). Ensuring the security of all these versions of a document is called hybrid security. In the context of the content-based signature for hybrid document integrity check [1] , there is a need for a stable segmentation algorithm as it is the basis for document image analysis methods (layout, text and graphic analysis) with the objectif of obtaining a robust hash of the document's content.
The principle of a stable algorithm is that the algorithm is capable to produce similar (respectively dissimilar) outputs given similar (respectively dissimilar) inputs. Given a function (the algorithm) f : X −→ Y , a binary similarity function s X for its input space X and a binary similarity function s Y for its output space Y , then f is stable with respect to s X and s Y if and only if
Here, s X defines if two documents are similar modulo the print and scan noise and s Y defines if two segmentation results are similar. In contrast to accuracy, which is usually used for evaluating algorithms, stability does not need any ground truth. Anyhow, stability is often a trade-off with respect to accuracy. The authors of [2] , have shown that current document segmentation algorithms are not stable. The main issues of instable document image processing algorithms are parameters and thresholds such as binarization [3] . Thus, we present here a new parameter-free color image segmentation algorithm. It is based on an extension of connected components to color images: connected color components (CCCs). Our algorithm performs similarly to the state of the art in terms of accuracy, but it is three to four times more stable.
Our contributions are the following: 1) We extend the definition of connected components to color images and present an algorithm to segment an image into CCCs. 2) To this end, we present a new model of human vision that, to our knowledge, contains more features than existing ones. Notably, it represents the gradient sensitivity of the human eye and its spatio-colorimetric sensitivity.
The remainder of this paper is organized as follows. We first present the state of the art of superpixel algorithms in Section II. In Section III, we formalize the notion of connected color components. Then, we present in Section IV a new model of human vision for the CCC segmentation. Based on this model, we develop in Section V a CCC segmentation algorithm, watercolor, together with a post-processing method. Finally, we show some results in Section VI and compare them to the state of the art before discussing and concluding our work in Section VII.
II. STATE OF THE ART
The nearest segmentation algorithms to what we are proposing are superpixel algorithms. They try to optimize an objective function of the form:
where S is a partition of the image space, H is a function estimating the homogeneity of the regions of the partition and C is a function estimating their compactness. Furthermore, they frequently add another constraint, which is the number of superpixels to produce. This creates two internal contradictions. Firstly, many homogenous regions are not compact. This makes it impossible to satisfy (2) with a proper partition. Secondly, the number of homogenous regions in a given image is unknown a priori and may vary from one image (or document) to another. Hence, defining the number of superpixels beforehand will most likely lead to a wrong number of superpixels. These issues are even more acute, when considering document images. We would expect to have one superpixel per printed character, but we do not know the number of characters in the image. Regarding the compactness constraint, characters are far from having a compact or disklike shape. Superpixel algorithms have been surveyed in [4] . Moreover, Achanta et al. [5] provide a concise overview of the main techniques of the field and benchmarks them, and Stutz [6] does an thorough review and benchmark work and concludes that superpixel technologies are completely mature for 2D still images. Roughly, they all tend to ascend or descend a gradient. The only exception is the case of SLIC superpixels [5] and the algorithms that use it, [7] and [8] , as SLIC is based on k-means clustering.
As the definition of the number of superpixels in advance is likely to produce a wrong number of superpixels, we can discard the algorithms that require it. Among the remaining algorithms, the algorithm of [9] has seven parameters, which will make it very difficult to train. Finally, the only remaining algorithms that are relevant to our problem are those of [10] - [12] . Anyhow, these algorithms make a trade-off between geometric and color distance and as a consequence have difficulties to adapt to the variations of the object size. This is why, we base our algorithm on a model of human vision that we describe below.
III. CONNECTED COLOR COMPONENTS
In a binary image a connected component is a connected area with uniform color. When considering color or gray level images, the definition of a connected region remains the same. However, because of the print and scan noise in the document image, it would not be relevant to consider the regions with a strictly uniform color such as exactly the same RGB values for color images. Hence, uniform colors are considered to be what a human observer sees as uniform colors. Furthermore, there can be color or intensity gradients that can mark boundaries or not.
Finally, the goal of our algorithm is to produce a set of connected regions, where each region has a perceptually uniform color or is a continuous color gradient i.e. we want to produce the largest regions that do not contain any visually significant boundaries inside them. From a mathematical point of view, we want to create a partition of the image space I into a set of regions {S i }. We consider each S i to be open and to be a partition of i. {S i } must satisfy the following condition:
where¯denotes the topological closure operator. The difference to common definitions of a partition is that we enforce the fact that the S i are open. This means that the regions contain the pixel areas, but not the pixel borders. Based on this, neighbor regions can be defined. Let u and v be two arc connected regions. They are neighbor regions if and only if
where • denotes the interior operator. Let I be an image space and {S i } a partition of it, then {S i } is a CCC partition of I if and only if
where u, v are two neighbor regions. φ is a perceptual color distance function and t is a threshold above which a human observer would consider that there is a significant color difference. They are presented in Section IV.
Compared to a superpixel definition, the main difference lies in the absence of any shape, number or other constraint that would antagonize the color uniformity constraint. This leads to a better posed problem. Furthermore, our approach is different from blob detectors such as MSER. MSER methods are based on the use of multiple thresholds, e.g. on gray scale images or in the watershed computation, and check for regions that remain stable over several thresholds.
IV. HUMAN VISION MODEL
The idea of a human vision model is to remove insignificant elements and to extract the information as the human eye sees it. Several studies have been done to understand and model the inner workings of the human eye. An overview of the field can be found in [13] . The main model of human vision that has been proposed in computer vision is that of [14] , but it only provides a saliency map of the image without any information on the perceived colors, regions or gradients.
Our guiding principle is not to reproduce the physical mechanisms of the human eye and the human brain, but rather to find image processing algorithms with similar sensitivity. Our model encompasses four characteristics of the human eye: its spatial sensitivity, its colorimetric sensitivity, its spatiocolorimetric sensitivity, and its contrast sensitivity.
A. Spatial sensitivity
Optometrists have studied the spatial acuity of the human eye [15] . The minimum separabile is its separation power e.g. the minimum distance between two points that we can distinguish. The Ophthalmology Congress of Naples in 1909 set the normal minimum separabile to one arc-minute.
For a scan of a document, the angular minimum separabile a can be converted into dot per inch (dpi) resolution using the reading distance d in centimeters as dpi =
2.54
d×tan(a) . The reading distance is typically between 30 and 40 cm yielding a resolution between 200 and 300 dpi.
B. Colorimetric sensitivity
The human spectral eye sensitivity does not match the spectrum of an RGB image. Furthermore, there are several RGB color spaces. Here, we will consider that all images use the sRGB color space. This is motivated by the fact that recent screen technologies are calibrated for the sRGB color space with negligible error.
The most perceptually uniform color space is the Lab color space. It is a non-linear color space, which is defined in the ISO/CIE norm 11664-4:2008 (CIE S 014-4/E:2007). According to [16] , the just noticeable color difference in the Lab space with the Euclidean distance is of approximately 2.3. The number of discernible colors is of approximately 2 million colors [17] . Thus, a 24 bit color representation should be sufficient to represent accurately all visible colors. Considering all this, we will convert sRGB images to the Lab color space and use the Euclidean distance to measure color differences.
C. Spatio-colorimetric sensitivity
It is easier to differentiate large patches of colors rather than small color dots. Hence the size of the CCCs and the scale of color variations influence our perception of color differences. The variation of color perception with the size of the stimuli (the color region) has been already studied [18] - [20] , but only for regions with a viewing angle of at least 1°. This is at least 30 times larger than the minimum separabile (Section IV-A).
We can expect that the ability to distinguish colors is relative to the amount of light from that specific colored region received by the eye sensors. Hence, it should be a combination of light intensity and the area of the light emitting region. Assuming that two regions are illuminated by the same illuminant under identical conditions, the light dependency is already taken into account in the Lab color space. Thus, only the dependency with the region area remains. We assume that above a certain region area the maximal eye color discrimination is reached and thus the color distance should not change. The spatio-colorimetric distance is:
where ∆L, ∆a and ∆b are the differences between the values of the corresponding Lab channels for two neighbor regions u and v. It varies linearly with the region area S. It is an adaptation of the Euclidean distance with three parameters, S L , S a and S b , that correspond to the region size above which one can clearly distinguish colors. We validated this model with several experiments that have shown that S L , S a and S b are all below half a degree. In the following we use S L = 17.5, S a = 27.2 and S b = 89.1 square pixels at 100 dpi and scale them with the processing resolution. This is the function φ of (5). Since it extends the Euclidean distance, the threshold t should be equal to 2.3 (see Section IV-B).
D. Contrast sensitivity
The human eye incorporates an edge detector/filter and thus is very sensitive to edges. On the opposite its acuity is reduced for uniform regions. A model was proposed in [21] for the contrast sensitivity. However it involves 9 parameters and only deals with one dimensional stripe patterns. Adapting it to a 2D set of regions of arbitrary shape would be extremely difficult without a lot more experimental data.
However, the field of image processing has recently seen the apparition of filters with properties similar to those of the human eye: edge-preserving filters. After reviewing the main algorithms, e.g. [22] - [29] , we found that the domain transform filter [29] represents the best the contrast sensitivity of the human eye. We use three iterations, a spatial range of approximately 1 cm and a value range of 0.2.
V. WATERCOLOR CCC SEGMENTATION
Our CCC segmentation is based on the watershed algorithm, hence its name watercolor. We also provide a post-processing algorithm which uses our spatio-colorimetric distance φ to merge regions of similar colors.
A. Watercolor
The general idea is to apply the watershed algorithm, which is a parameter-free segmentation algorithm, on the inter-pixel color distances in order to identify regions with small local color variations e.g. regions of uniform colors or of small color gradients. The first three steps use our human vision model to build a representation of the image. Watercolor is computed as:
1) Resizing to 200 dpi (Section IV-A) 2) Domain transform filtering (Section IV-D) 3) Conversion to the Lab color space (Section IV-B) 4) Color distance map computation: The goal of the color distance map is to represent the color distances/gradients between the image pixels. Gradient maps and other similar metrics do not provide precise information with each neighbor of a given pixel. Using a graph representation would involve costly processing, so we use a matrix representation of color distances. This implies the use of a four-connected pixel neighborhood since we cannot represent the two diagonal distances with one diagonal pixel.
Let be m and n the dimensions of the input image I. The color distance map M , preserving the gradient directions, of size 2m × 2n is computed as follows. We first compute the color distances between horizontal neighbor pixels (7), then between vertical neighbor pixels (8), for the pixels (9) and for the diagonals (10) as:
where max 4 (i, j, M ) and min 4 (i, j, M ) return respectively the maximal and minimal value of M in the four-neighborhood around the coordinates (i, j) and d is the Euclidean Lab color distance. 5) Denoising: Some colorimetric noise may remain createing local minima, which in turn create superfluous regions. The goal of the denoising is to remove these minima. All values below a distance threshold
+ c 1 are set to 0, where σ(M ) is the standard deviation of the distance map M . The constant c 1 = 0.2 is equivalent to 10 % of the just noticeable color difference and the constant c 2 = 7.5 is estimated empirically.
The threshold t d makes the algorithm adaptable to both the image content and the colorimetric noise. It may be argued that c 2 is dependent on the image content and thus a parameter. However, we make the hypothesis that the image content dependency is contained in σ(M ) and that the factor c 2 reflects how much the human visual system can adapt to this content variation and more precisely to the color variations. The idea behind this is that the human eye and the way we analyze an image adapts to how much color variations are present in the image, measured by σ(M ). Increasing the image resolution will span the same color difference over a larger number of pixels hence the values of c 1 and c 2 are resolution dependent. 6) Watershed: It produces a region index map N of the same size as the color distance map. This region index map puts in correspondence each value of the color distance map with the index of the region to which it belongs.
7) Image space region extraction: It converts the region index map N of the color distance map into one for the input image O of size m × n as:
This is a straightforward sampling of the index region map on the locations of the pixels in the color distance map M . The regions produced for the input image do not have any border between them, thus removing the ambiguity related to border pixels.
B. Post-processing (spatio-colorimetric sensitivity)
Watercolor oversegments the CCCs because it is not capable of handling the high color variations that occur on a small scale and are imperceptible for a human observer. To solve this issue we use our spatio-colorimetric distance φ (6) to merge these regions as described in Algorithm 1.
The algorithm merges neighboring regions with a spatiocolorimetric distance below the color threshold t. The color of a region is computed for each channel as the median of the channel values of the pixels of the region (line 4). The median reduces sensitivity to noise.
The merging process uses two steps to be independent from the processing order of the regions. Firstly (lines 9-12), it lists the pairs of regions to merge together without merging them. Secondly (lines [13] [14] , it merges the regions found by the first step. This independence is important as it makes the algorithm more stable. It will produce similar results even if the image is rotated or reversed. The merging is performed by increasing region size with the loops on lines 7 and 9.
Finally, some regions that are produced are color gradients. In this case, the color of the region can differ significantly from the color of some pixels of the region and it would be unsafe to merge this region based on its color. The list canbemerged identifies such regions. Its computation occurs at the same time as that of the region colors (lines 2-6). 
Algorithm 1
if φ(regcolors(i), I(regidxlist(i))) ≤ 4t then 6: canbemerged(i) =true 7: for i = 1; i ≤ maximum region size; i + + do 8: create null merging list merge 9: for all region j with a size i do 10: find neighbor region of region j with canbemerged(i) ==true and closest color n if φ(regcolors(j), regcolors(n)) ≤ t then 12: merge(j) = n 13: merge all regions j with merge(j) if it is not null 14: update regidxlist and regcolors 15: return regidxlist 
VI. COMPARISON WITH THE STATE OF THE ART
Considering the state of the art, we benchmark our algorithm (watercolor (WC) and watercolor with post-processing (WCP)) against the Quick-Shift (QS) algorithm [12] and the algorithm of Felzenszwalb and Huttenlocker (FH) [11] . These algorithms are not constraint by a parameter fixing the number of superpixels, as explained in Section II, thus not biasing our evaluation. We use two benchmarks: the L3iDocCopies segmentation benchmark [2] to evaluate the stability of our algorithm and the Berkeley segmentation benchmark 500 (BSDS500) [30] to evaluate its segmentation accuracy, to show that our algorithm is versatile and can also perform well on natural scene images.
A. L3iDocCopies benchmark
L3iDocCopies is a document segmentation evaluation benchmark focused on the stability of the algorithms e.g. their ability to have similar results on several copies of the same document containing print and scan noise. It uses 990 images of 18 copies of 55 documents.
It uses the false positive rate, the normalized standard deviation of the number of regions S R and the mean number of regions n R for evaluating the stability [2] . The false positive rate relies on a layout descriptor that is not capable of handling more than 100 regions, so we will not use it. The two other metrics evaluate the variation of the number of regions produced by the algorithm over several copies of a given document.
B. BSDS500 benchmark
BSDS500 is a natural scene image segmentation benchmark. It is composed of 500 images out of which 200 are for testing purposes. This benchmark has been adapted to the evaluation of superpixel algorithms with several performance indicators: boundary precision (BP), boundary recall (BR) and F-measure (BF), undersegmentation error (UE) and achievable segmentation accuracy (ASA). BP, BR and BF evaluate how close the segmentation boundaries are to the ground truth. Since the algorithms may not have an absolute spatial accuracy, there is a distance tolerance to consider that a boundary pixel in the ground truth matches one in the result. We used the default distance tolerance equal to 0.75 % of the image diagonal, which corresponds to approximately 4.3 pixels in this data set. UE evaluates the bleeding of the superpixels (or CCCs) across edges and ASA provides an upper bound on the accuracy that could be reached by a segmentation algorithm using the proposed partition of the image.
C. Results
We present now the results of all algorithms on the L3iDocCopies and BSDS500 benchmarks. a) L3iDocCopies: No evaluation had been done for QS and FH on document images, hence we had to devise a proper set of parameters for them. For FH, for document images scanned at 300 dpi, we used the standard deviation for the Gaussian blur σ = 0.8 (as proposed in [11] ), the scale parameter k = 100, and the minimal region size equal to 10 pixels to keep the details of the characters. k and the region size units are in pixels, hence we scaled them for the documents at 600 dpi. QS required more memory than the one available on our computer for the document images at 600 dpi, so they were rescaled to 300 dpi. We kept the ratio between the color and geometric distances τ = 0.75 and the maximal distance of 7 pixels. However, the proposed value of the scale parameter, 3, was too large to keep the character details, hence it was set to 2. normalized standard deviation of the number of regions S R for WC could be attributed to the large number of regions, which would mechanically produce a small value for S R , this performance is maintained for WCP, which produces four times less regions than FH and QS. Fig. 1 shows the results of the algorithms on two typical images of the data set. FH and QS have difficulties producing relevant regions due to their inability to deal with scale variations, while WC and WCP produce only one region for the background. b) BSDS500: For this benchmark we used the parameters for QS and FH that seemed best according to [6] . Our algorithm needs only the dpi of the image to process. Since we had no way of estimating it, we chose to process the images at their full resolution and did not resize them.
The performance results of the algorithms are presented in Fig. 2 . All algorithms have very good values for BR, UE and ASA. BP and BF are worse as by design the algorithms produce too many regions and too many boundaries. While not being the best, our algorithm has a better BP than QS, which means that it produces less superfluous regions. It also has a better UE than FH. The main difference lies in the visual appearance of the segmentation results (Fig. 3) . Our algorithm produces cleaner segmentation results than QS and FH especially in uniform regions.
Hence, on this benchmark the proposed algorithm matches the state of the art without any parameter tuning and produces cleaner segmentation results. Depending on the need, one may use WC for a fast processing or WCP for cleaner results.
D. Further analysis
Our algorithm performs successfully on images with textured background (with one CCC per texture element as expected), on gray level images, on text with any shape, direction and size and on images with overlapping components. For instance, Fig. 4 presents its ability to segment red text on a red background. However, it has issues with high compression JPEG noise on textured areas as it creates superfluous regions in the noisy areas.
VII. CONCLUSION
In this paper we proposed a parameter-free connected color component segmentation algorithm named watercolor. This algorithm extends the definition of connected components to color images and is based on a new model of human vision, which includes several characteristics previously neglected by the computer vision community.
We compared our algorithm with superpixel segmentation algorithms. It outperforms them by a factor three to four in terms of stability on document images and matches their performance on natural scene images. Moreover, our algorithm is content agnostic and thus versatile, and can adapt to challenging situations such as color gradients, textured or colored backgrounds.
Anyhow, the algorithm is not flawless. It has issues with high compression JPEG noise on textures, which could be alleviated with specific JPEG denoising algorithms. The postprocessing might be improved i.e. the estimation of the constants S L , S a and S b of the spatio-colorimetric distance, or by integrating region noise statistics in the region merging.
