We establish a Wiman-Valiron theory of a polynomial series based on the Askey-Wilson operator Dq, where q ∈ (0, 1). For an entire function f of log-order smaller than 2, this theory includes (i) an estimate which shows that f behaves locally like a polynomial consisting of the terms near the maximal term of its Askey-Wilson series expansion, and (ii) an estimate of D n q f compared to f . We then apply this theory in studying the growth of entire solutions to difference equations involving the Askey-Wilson operator.
Let q be a complex number with 0 < |q| < 1. The Askey-Wilson operator D q was first considered by Askey and Wilson in [1] . They constructed a family of basic hypergeometric orthogonal polynomials, now known as the Askey-Wilson polynomials, which are eigensolutions of a second order difference equation in which the divided-difference operator D q appears.
In recent rears, there has been interest to study different topics in special functions related to finite difference calculus using a Nevanlinna-theory approach [13, 6, 5, 7] . However, when studying function-theoretic properties such as various finite-difference analogues of Wiman-Valiron theories [16, 4] , it appears more natural to make use of series expansion under an appropriate interpolating polynomial basis [19] instead of the usual power series. In this paper, we continue such a Wiman-Valiron-theory study based on an interpolating polynomial basis for the Askey-Wilson operator D q , whereas the previous studies [16, 4] usually focused on polynomial bases that belong to difference operators without any q-deformation.
Given an entire function f : C → C, one defines the logarithmic order (or log-order ) of f to be a k φ k (x; 1), the terms that are "far away" from a certain "maximal term" will be small, so that f can be approximated locally by the polynomial |k−N |<κ
where the integer N = N (r) → ∞ as r = |x| → ∞ is called the Askey-Wilson central index of f and the integer κ = κ(r) = o(N ) as r → ∞. Similar estimates also hold for higher-order Askey-Wilson differences D n q f (Theorem 3.3). These results conform with the general development of the classical Wiman-Valiron theory for Taylor expansions of entire functions [14] . However, the substantial number of technical estimates that are required to establish the current theory for the Askey-Wilson series are not just straight-forward adaptations of those from the classical theory or the previously established interpolation series in [16, 4] where no q-deformation was needed.
Along the way, we have obtained some other nice results, among which includes a precise formula that relates the logarithmic order σ log < 2 of an entire function f and the coefficients {a n } of its Askey-Wilson series expansion (Theorem 4.5): 
for the numbers
(Proposition 2.10). These numbers are of combinatorial importance, and are needed in establishing some of our main Wiman-Valiron estimates.
This paper is organized as follows. In §2, we will first give the definitions and some basic properties of the Askey-Wilson operator D q as well as the Askey-Wilson interpolating polynomial basis {φ n (x; x 0 )}. In the subsequent sections, we will then develop the Wiman-Valiron theory for D q . We will state in §3 our main results which include two theorems. Before proving all these in §5, we will introduce some properties of the Askey-Wilson maximal term and central index in §4. Finally, we will apply the main results in §6 to prove a theorem about the growth of transcendental entire solutions to some linear Askey-Wilson difference equations, and we will strive for some further strengthening of our main results in the discussion section §7.
In this paper, we adopt the following notations:
(i) N denotes the set of all natural numbers excluding 0, and N 0 := N ∪ {0}.
(ii) For every positive real number r and every complex number a, D(a; r) denotes the open disk of radius r centered at a in the complex plane. (iii) For every positive real number r, we denote ln + r := max{ln r, 0}. (iv) Unless otherwise specified, q always denote a fixed real number with 0 < q < 1.
For n ∈ N∪{0, ∞}, the nth q-shifted factorial of a complex number a is defined by
and for complex numbers a 1 , a 2 , . . . , a k we also denote (a 1 , a 2 , . . . , a k ; q) n := (a 1 ; q) n (a 2 ; q) n · · · (a k ; q) n .
For n ∈ N 0 , the q-bracket of n is defined by
[n] q := 1 − q n 1 − q = 1 + q + q 2 + · · · + q n−1 , and the q-factorial of n is defined by
For integers 0 ≤ k ≤ n, the q-binomial coefficient is defined by
(v) A complex function always means a function in one complex variable, and an entire function always means a holomorphic function from C to C, unless otherwise specified. (vi) A summation notation of the form k:S k denotes a sum running over all the k's such that the statement S k is true. 
The Askey-Wilson operator and the Askey-Wilson basis
In this section, we give the definition of the Askey-Wilson operator and a few of its properties.
We consider the branches of square-root in the expression z = x + √ x 2 − 1 with [−1, 1] as the branch cut, such that √ x 2 − 1 ≈ x as x → ∞, and the values of z for x ∈ [−1, 1] is chosen by taking limit as x approaches the segment [−1, 1] from above the real axis. We also have the pointwise limit
We first look at some algebraic properties of the Askey-Wilson operator. First of all, it is apparent from the definition of D q that it is a linear operator, so it makes sense to talk about its kernel. The second author and Feng [7, Theorem 10.2] has identified that in the space of meromorphic functions, the kernel of D q is the field of all functions f of the form
where k is a non-negative integer and a 1 , . . . , a k , b 1 , . . . , b k , c are complex numbers.
In particular, the only entire functions in ker D q are constant functions. 
More generally, Ismail came up with the following Leibniz rule for the Askey-Wilson operator. Theorem 2.3. (Askey-Wilson Leibniz rule) [17] For every pair of complex functions f and g and every n ∈ N 0 , we have
where η q is the one-sided Askey-Wilson shift operator defined by
Now we turn to some analytic properties of the Askey-Wilson operator. We can easily check from the definition of the Askey-Wilson operator D q that it sends polynomials to polynomials. In fact, we have the following. After introducing the Askey-Wilson operator and some of its useful properties, we will look at a series expansion of entire functions in a polynomial basis based on the Askey-Wilson operator. 
for k ∈ N, where a := x 0 + x 2 0 − 1 with the branch of square root chosen as before, so that x 0 = a+a −1 2 . We emphasize that whenever the Askey-Wilson basis {φ k (x; x 0 ) : k ∈ N 0 } is mentioned, the symbol a automatically take the aforesaid meaning.
Note that the choice of branch of square root in Definition 2.5 ensures that x 0 ,x 0 (2) ,x 0 (4) , . . . are distinct points.
The Askey-Wilson operator interacts with the Askey-Wilson basis in a similar way as the ordinary differential operator d dx does with the basis {(x−x 0 ) k : k ∈ N 0 }. The following formula is the Askey-Wilson counterpart of the ordinary differention formula d dx x k = kx k−1 for every positive integer k. Proposition 2.6. [1] For every x 0 ∈ C and every k ∈ N, we have
The domain of a function defined by an Askey-Wilson series is either "all" (the whole C) or "nothing" (just some isolated points), as implied by the following theorem. If the polynomial series
converges at a point a ∈ C \ {x 0 , x 1 , x 2 , . . .}, then it converges uniformly on every compact subset of C. In particular, given x 0 = a+a −1 2 ∈ C and a sequence {a n } n∈N0 of complex numbers, the Askey-Wilson series ∞ k=0 a k φ k (x; x 0 ) either converges nowhere except at the points x 0 ,x 0 (2) ,x 0 (4) , . . . or converges uniformly on every compact subset of C. [19] have investigated the Askey-Wilson series expansion of an entire function for real q ∈ (0, 1). They have found out the coefficients in the expansion and obtained a condition for uniform convergence of such a series on compact subsets of C. 
Ismail and Stanton
Then there exists a unique sequence of complex numbers {a n } n∈N0 , given by
such that the Askey-Wilson series converges uniformly to f on every compact subset of C.
The uniqueness statement in Theorem 2.8 together with (2.6) imply that an Askey-Wilson series can only represent functions that satisfy (2.5) . Thus if f ≡ 0, f ∈ ker D q and f has at least one zero, then lim sup
i.e. f is an entire function of log-order at least 2, and of type at least 1 2 ln q −1 in case the log-order is exactly 2.
The following corollary, also from Ismail and Stanton's [19] , is a formula that relates the nth Askey-Wilson difference of f at a point and the values taken by f at the nearby interpolation points. It is equivalent to an earlier formula first introduced by Cooper [10] .
3)] Let f be an entire function satisfying (2.5). Then at each point x 0 ∈ C, we have
for every non-negative integer n. Replacing z 0 by q − n 2 z 0 , we also have
for every non-negative integer n.
Applying Corollary 2.9, we have the following new result about numbers T (k, n) which arises from the action of the Askey-Wilson operator on the monomials x k . It is believed that these numbers are of combinatorial importance. Proposition 2.10. For every pair of non-negative integers k and n, we let
Then T (k, 0) = 1 for all k ∈ N 0 , T (k, n) = 0 for all non-negative integers k and n with k < n, and
for every pair of positive integers k and n. In particular, we have the followings:
(i) T (k, n) satisfy the recurrence
for every pair of positive integers k and n. In particular, (−1) n T (k, n) ≥ 0 for every pair of non-negative integers k and n. (ii) There exists K > 0 such that for every pair of positive integers k and n, we have
Proof. (i) follows immediately from (2.7), which is a direct consequence of Corollary 2.9 applied to the function f (x) = x k and the point x 0 = 1. (ii) is trivial when k < n. When k ≥ n, (2.7) gives
where θ 0 = 1 and θ j = 1 + q j for each j ∈ N, which implies that
After studying the Askey-Wilson series expansion of entire functions, we will develop a Wiman-Valiron theory for this series expansion in the next section.
Main results
We have seen in Theorem 2.8 that an entire function of log-order smaller than 2 has an Askey-Wilson series expansion at the point x 0 = 1, which converges uniformly to itself on compact subsets of C. Such an Askey-Wilson series expansion must in particular converge at each r > 0, so we are able to make the following definition. 
Here we only focus on Askey-Wilson series expansions at 1 for simplicity. If we consider Askey-Wilson series expansions at any x 0 ∈ C, then
for every r > 0, and the analysis will be similar.
The following is the main theorem of this paper. In the case h = 0, it says that outside a small exceptional set of radii, the terms in the Askey-Wilson series expansion of an entire function that are "far away" from the maximal term are small. In other words, the local behavior of an entire function is mainly contributed by those terms in its Askey-Wilson series expansion that are "near" the maximal term. Our proof mainly uses arguments based on the analogous theory on Newton series expansion (which relates to the ordinary difference operator) established by Ishizaki and Yanagihara [16] , but with numerous fine alterations.
. Applying Theorem 3.2, we obtain the following asymptotic behavior of successive Askey-Wilson differences of a transcendental entire function of log-order smaller than 2.
, and δ ∈ (0, 1). Then there exists a set E ⊂ [1, ∞) of zero logarithmic density such that for every n ∈ N and δ ∈ (0, 1), we have
Notice that the main difference between the classical case and the estimates in our Theorem 3.2 and 3.3 is that the corresponding factors k n and N n in Hayman [14] and Ishizaki and Yanagihara [16] are replaced by our
where m is the Lebesgue measure on R.
Properties of the Askey-Wilson maximal term and central index
We start by stating the following lemmas which are about some useful properties of the functions µ q (·; f ) and ν q (·; f ). 
The proof is the same as the one in the classical case. One can see [4, Lemma 4.1] for a proof of analogous statements for the Wilson series.
a k φ k (x; 1) be an entire function of log-order smaller than 2 and let γ > 1. Then for each n ∈ N 0 , there exists K n > 1 such that
for every r ≥ e n γ , and the sequence {K n } n∈N0 decreases to 1.
Proof. We let K 0 be a large positive real number and let
for n ≥ 1. Then the sequence {K n } n∈N0 decreases to 1. Now for each n ∈ N 0 and each r ≥ e n γ , we have a n = − q n πi ∂D(0;r) f (y) φ n+1 (y; 1) dy by Cauchy's Residue Theorem, so 
for every sufficiently large r ∈ (0, +∞).
We note here that the inequality σ log (µ q (·; f )) ≤ σ log in Lemma 4.3 (i) can in fact be improved to an equality, but we delay the proof of this result to §5 and only prove Lemma 4.3 in the meantime. 
Since σ log < 2, Theorem 2.8 implies that there exists a sequence {a n } n∈N0 of complex numbers such that
and it follows that
where the notation T (k, n) is as in Proposition 2.10. Next let f * be the function defined by the Askey-Wilson series
and let {b * n } n∈N0 be the sequence of real numbers such that f * (x) = ∞ k=0 b * k x k . Note that for each pair of positive integers k ≥ n we have Now it suffices to prove (i), and we divide the proof into the following steps. The proof of (ii) is essentially step (3).
(1) We first show that f * is entire and σ log (f * ) ≤ σ log . Let γ ∈ (1, 1 σ log −1 ) be arbitrary. Analogous to the Lindelöf-Pringsheim theorem, we have the following formula obtained by Juneja, Kapoor and Bajpai [20] 1
so |b k | < e −k 1+γ for every sufficiently large k. Applying this together with Proposition 2.10 (ii) to (4.1), we see that there exist positive constants K 1 and K 2 such that for every sufficiently large n ∈ N,
Applying (4.2) and Stirling's approximation, we see that there exist a positive constant K 3 such that for every sufficiently large n ∈ N,
2 n n n q n 2 e n 1+γ =
This shows that f * is an entire function of log-order
Since γ ∈ (1, 1 σ log −1 ) was arbitrary, we have σ log (f * ) ≤ σ log .
(2) We next show that σ log (µ q (·; f )) ≤ σ log (f * ). For every r > 0, writing N := ν q (r; f ) we have (3) Now we show that 1 + lim sup r→∞ ln ν q (r; f ) ln ln r ≤ σ log (µ q (·; f )). For every r > e and every R > r, writing N := ν q (r; f ), we have
By Lemma 4.1 (i) we have µ q (r; f ) ≥ 1 for every sufficiently large r, so We claim that q −N ≤ r for every sufficiently large r, so that (4.4) will give ln N + ln ln r + ln ln ln r ln ln r ≤ 1 + 1 γ ln ln(2r) + ln(1 + ln ln r) ln ln r for every sufficiently large r, which implies the desired inequality on taking limit superior as r → ∞. To prove this claim, we observe that if on the contrary there exists some sequence {r n } n∈N of positive real numbers increasing to ∞ such that q −Nn > r n for every n ∈ N, where N n := ν q (r n ; f ), then as n → ∞, and thus
as n → ∞, which is a contradiction as σ log < 2 enables one to choose γ > 1.
(4) Finally we show that σ log (µ q (·; f )) ≤ 1 + lim sup 
as r → ∞. This proves the desired inequality.
The following is a new Askey-Wilson series analogue of the Lindelöf-Pringsheim theorem. It relates the order of the maximal term of an Askey-Wilson series and its coefficients. In fact one can apply the same technique to obtain a similar result for Newton series under the setting in Ishizaki and Yanagihara's [16] . Proof. We denote L := lim inf n→∞ ln ln 1 |an| ln n .
(1) We first show that L − 1 ≥ 1 σ log (µq(·;f ))−1 . By Lemma 4.3 (i) we have σ log (µ q (·; f )) < 2 < +∞, so we let γ ∈ (1, 1 σ log (µq (·;f ))−1 ) and ε ∈ (0, γ − 1) be arbitrary. Then for every sufficiently large n, we have
as n → ∞. This gives
as n → ∞, so ln ln 1
as n → ∞, and so L−1 ≥ γ−ε. Since ε ∈ (0, γ−1) and γ ∈ (1, 1 σ log (µq(·;f ))−1 ) were arbitrary, we have L − 1 ≥ 1 σ log (µq(·;f ))−1 .
(2) Next we show that L − 1 ≤ 1 σ log (µq (·;f ))−1 . By the last paragraph and Lemma 4.3 (i), we have L − 1 > 1, so we let β ∈ (1, L − 1) be arbitrary. Then |a n | ≤ e −n 1+β for every sufficiently large n. Now for each r > 0, since β > 1, we have n β − ln 2 − n ln q −1 ≥ 1 2 n β ≥ ln r for every sufficiently large n, and for these n we have e n β ≥ 2q n−1 2 (r + q −n ), which gives |a n |2 n q n(n−1) 2
Let a := max n∈N0 |a n |. Then for every sufficiently large r > 0, we have
and so σ log (µ q (·; f )) = lim sup r→∞ ln ln µ q (r; f ) ln ln r ≤ 1 + 1 β .
Since β ∈ (1, L − 1) was arbitrary, we have σ log (µ q (·; f )) ≤ 1 + 1 L−1 , and so L − 1 ≤ 1 σ log (µq(·;f ))−1 . The fact that σ log = σ log (µ q (·; f )) follows from Theorem 4.4.
Proofs of the main results
In the remainder of this paper, we will focus on non-constant entire functions of log-order smaller than 2 and follow an approach that is similar to [16] , which deals with Newton series expansions. We will show that such an entire function f behaves locally like a polynomial consisting of the few terms around the maximal term in its Askey-Wilson series expansion. To do this, we write N := ν q (r; f ) and aim to show that those terms a n φ n (x; 1) in the Askey-Wilson series that are far away from the maximal term a N φ N (x; 1) are small, by defining comparison sequences {α n } n and {ρ n } n and comparing the ratio anφn(r;1) aN φN (r;1) with αnρ n N αN ρ N N , whose growth can be controlled. Please see Hayman [14] for a comprehensive survey on the modern approach of the Wiman-Valiron method.
Definition 5.1. In the remainder of this paper, we pick a δ ∈ (0, 1) and define comparison sequences {α n } n∈N0 and {ρ n } n∈N0 by where α : [0, ∞) → R is the function
We immediately have ρ 0 ∈ (1, α0 α1 ) and ρ n ∈ ( αn−1 αn , αn αn+1 ) for every n ∈ N, so that {ρ n } n∈N0 is a strictly increasing sequence.
We are interested in only those radii r on which anφn(r;1) aN φN (r;1) can be controlled by 
Positive real numbers that are not q-normal are said to be q-exceptional .
The inequality requirements in Definition 5.2 are motivated by the following theorem, which asserts that most non-negative numbers are q-normal. Proof. We write f (x) = ∞ k=0 a k φ k (x; 1). Since ν q (·; f ) is integer-valued, non-decreasing and right-continuous by Lemma 4.1, we let {r n } n∈N0 be the monotonic increasing sequence of non-negative numbers such that r 0 := 0 and ν q (r; f ) = n for every r ∈ [r n , r n+1 ) \ {0}. (If n is not in the range of ν q (·; f ), then r n+1 = r n .) Now by the choice of {r n } n∈N0 and the continuity of µ q (·; f ) by Lemma 4.1, for every j ∈ N 0 and k ∈ N satisfying r j < r j+1 = · · · = r j+k , we have
This gives
whenever r j < r j+1 = · · · = r j+k . So for every n ∈ N 0 , taking products for the appropriate j's we get
Since ρ n ∈ ( αn−1 αn , αn αn+1 ) for every n ∈ N, we have α n α 0 ≥ 1 ρ 1 ρ 2 · · · ρ n (5.2) and so combining (5.1) and (5.2) we obtain
Lemma 4.3 (ii) implies that r n > e n γ for every sufficiently large n, so there exists K 0 > 0 such that is an entire function of log-order at most 1 + 1 γ . Now suppose that ρ > 0 satisfies M = ν q (ρ; F ) ≥ M 0 , i.e. M ∈ N γ as in Definition 5.2. Then noting that ρ M > 1, for every n > M we have
while for every n < M , since
where in the second last step we have used the inequality ρ > e M γ which follows from Lemma 4.3 (ii), and in the last step we have used the inequality k (1 + λ k 2 ) ≤ 1 + k λ k which holds for every sequence {λ k } k of non-negative numbers with k λ k < 1. We have thus shown that r is τ -normal for f if there exists ρ > 0 such that r = ρρ M where M = ν q (ρ; F ) ≥ M 0 , i.e. if there exists M ∈ N γ such that ν q ( r ρM ; F ) = M . Therefore if we let {R n } n∈N be the monotonic increasing sequence such that ν q (R; F ) = n for every R ∈ [R n , R n+1 ), then
Now for every r ∈ [R n ρ n , R n+1 ρ n ), we have r = Rρ n for some R ∈ [R n , R n+1 ) and so ν q (r; f ) = n by the above computations. So by the definition of {r n } n∈N0 we have r n ≤ R n ρ n . Therefore whenever n ∈ N γ and r ∈ [r n , r n+1 ), i.e. ν q (r; f ) = n, we must have r < R n+2 ρ n+1 , and so
which implies that
Since lim sup n→∞ ln ρ n+1 ln r n ≤ lim n→∞ (n + 1) δ δn γ = 0, we have
We call the set E in Theorem 5.3 the q-exceptional set for f . We note that E depends not only on f , but also on the choice of γ as well as the construction of the comparison sequences {α n } and {ρ n } (which depends on the choice of δ).
a k φ k (x; 1) be a non-constant entire function of logorder σ log < 2, γ ∈ (1, 1 σ log −1 ), and E be the q-exceptional set for f . Then for every r ∈ (0, ∞) \ E we have
for every k ∈ N and for every k ∈ N, and
for every k ∈ {0, 1, . . . , N − 1}. So the result follows from Definition 5.2.
We are now ready to prove Theorem 4.4 and the main Theorem 3.2. Note that the following proof of [14, pp. 330-334] . These two inequalities together show that σ log (µ q (·; f )) = σ log .
Proof of Theorem 3.2. The proof is similar to the one of [16, Theorem 3.3] . We take E to be the q-exceptional set for f . Then we let η ∈ (0, 1 2 ] be a number to be determined later, and divide the sum into four parts 
Since lim r→∞ N = +∞ by Lemma 4.1 and since p ≥ ηN , we have 
Since lim r→∞ N = +∞ and since p ≥ ηN , we have
for every sufficiently large r. Therefore similar to the last paragraph we also have 1
for every sufficiently large r ∈ (0, ∞) \ E.
(iii) In the remaining case, we let ε ∈ (0, 2q 1−N (1−q)e N γ ) be arbitrary. Then by the equicontinuity of the family of exponential functions {x → t x : t ∈ (0, 1 2 ]} at x = 1 and by the continuity of the function b, the number η ∈ (0, 1 2 ] can be chosen small enough so that
for every N large enough so that q N −1 ∈ (0, 1 2 ], where b * := 1 2 (1 − ε)b(N ). Now combining the above three paragraphs, we see that for every ε ∈ (0, 2q 1−N (1−q)e N γ ) and every κ ∈ N, there exists η ∈ (0, 1 2 ] such that k:|k−N |≥κ 
.
Then locally p is a polynomial of degree at most 2κ and
We take E to be the q-exceptional set for f .
(i) Applying Theorem 3.2 with h = n, β = 10 and ω = 9, we have as r → ∞ and r ∈ (0, ∞) \ E. (ii) On the other hand, since
where ε → 0 as r → ∞. This together with (5.7) give
where ε ′ → 0 as r → ∞ and r ∈ (0, ∞)\E. Setting M 0 := r κ−N (1+ε ′ )M (r; f ) and applying (5.6) in Lemma 5.5, we have
as r → ∞ and r ∈ (0, ∞) \ E, and inductively for each k ∈ {0, 1, . . . , n} we have
as r → ∞ and r ∈ (0, ∞) \ E. We also note that for each k ∈ {0, 1, . . . , n},
as r → ∞, where the last step followed from Lemma 4.3 (ii). These together with Theorem 2.3, (5.5) in Lemma 5.5 and (5.7) yield
as r → ∞ and r ∈ (0, ∞) \ E.
The above paragraphs imply that
Applications
Our Askey-Wilson version of the Wiman-Valiron theory can be applied when studying difference equations involving the Askey-Wilson operator. Theorem 3.3 can be used to obtain the following result about linear Askey-Wilson difference equations. The classical analogue of this result about linear differential equations can be found in [27, §4.5] , and an analogue for q-difference equations (using the maximal term and central index regarding power series) can be found in [2] . Theorem 6.1. Let a 0 , . . . , a n be polynomials with a n ≡ 0. Then every transcendental entire solution to the Askey-Wilson difference equation a n D n q y + · · · + a 1 D q y + a 0 y = 0, (6.1) has log-order at least 2.
Proof. Suppose on the contrary that f is a transcendental entire solution to (6.1) of log-order σ log < 2. Then we let S := {x ∈ C : |f (x)| = M (|x|; f )}.
S has non-empty intersection with ∂D(0; r) for every r > 0. Substituting f into (6.1) and applying Theorem 3.3 to f , we have a n q n(n+1) 2 −nN [N ] n q x n + · · · + a 1 q 1−N [N ] q x + a 0 f (x)(1 + o(1)) = 0 uniformly on S as r = |x| → ∞ and r ∈ (0, ∞) \ E, where N = ν q (r; f ) and E is the q-exceptional set for f . So denoting c k as the leading coefficient of the polynomial a k for each k, we have as r → ∞ and r ∈ (0, ∞) \ E for some L > 0 and some positive rational number χ which is the slope of some edge of the Newton polygon for (6.1), i.e. the convex hull of n k=0 (x, y) ∈ R 2 : x ≥ k and y ≤ (deg a n−k ) − (n − k) .
Taking logarithms on both sides of (6.2) we obtain ν q (r; f ) = χ ln q −1 (ln r)(1 + o(1)) as r → ∞ and r ∈ (0, ∞) \ E. Now by Lemma 4.3 (i), we have σ log ≥ 1 + lim sup r→∞ ln ν q (r; f ) ln ln r ≥ 1 + 1 = 2, which is a contradiction.
Discussion
Although the main results in this paper hold for entire functions of log-order smaller than 2, we believe that it is possible to obtain similar results for all entire functions satisfying (2.5) . In this direction we consider the log-type τ log of an entire function f , defined by τ log := lim sup r→∞ ln + M (r; f ) (ln r) 2 , so that the condition (2.5) is rephrased to that τ log < 1 2 ln q −1 . τ log carries useful information only when σ log = 2, because one always has τ log = 0 if σ log < 2 and τ log = +∞ if σ log > 2. Parallel to Lemma 4.3, we can obtain the following. , we have q −γνq(r;f ) ≤ r for every sufficiently large r ∈ (0, +∞).
We also have the following result which can be compared with the formula τ log = 1 4 lim sup n→∞ n 2 ln 1 |bn| obtained in [21] , about the log-type and the Maclaurin series coefficients {b n } of an entire function. With the definition of the q-exceptional set modified as follows, one can show that this new q-exceptional set also has zero logarithmic density, and the main results of this paper (Theorems 3.2 and 3.3) extend, with basically the same proofs, to the class of transcendental entire functions having minimal log-type. Theorem 6.1 also asserts that (6.1) has no transcendental entire solutions with minimal log-type. where ε n,N := 2q −n q −γN + · · · + 2q 1−N q −γN ≤ 2q[N ](γ−1)N < 1. Positive real numbers that are not q-normal are said to be q-exceptional .
