Introduction
Discrete event simulation is widely used to model, evaluate and explore operational contexts of real systems under varying synthetic conditions. Simulation runs can predict the capabilities and limitations of a system which is being designed, its ability to operate under different load conditions, or to predict the performance of a system which is either being modified, or to predict the performance of a system which is being evaluated for future operating conditions. Traditionally, discrete event simulation has concentrated on the algorithmic description and control of synthetic entities which are being modeled as they accomplish some meaningful function. Research in simulation has devoted much attention to appropriate workload representation and output data analysis.
Modern discrete event simulators often use a graphical interface both as an input and as an output medium to simplify and enrich the user's interaction with the simulation both before, during and after the simulation runs. Many simulation tools also provide an animated graphical interface which offers a realtime visual description of a simulation in real time.
A useful and very significant leap forward in simulation technology is to be able to evaluate synthetic simulated conditions in realistic settings. The idea here is to ask questions about ``what would happen if ...'' in the context of a real environment and actual events. This challenge is the focus of the work addressed in this paper where we mix simulation with reality in real time, in order to examine how novel simulated conditions can actually interact with a real system's operation. This interaction can go in both directions: the course of the real world can be modified by virtual entities, and the virtual objects are constrained to operate in the real world. Mixing reality with simulation in real time raises some very interesting conceptual and practical issues such as:
• How will reality change its behavior as a function of its interaction with synthetic objects, when the • real active entities become aware of the behavior of the synthetic entities? • How will the synthetic entities be programmed to interact with and react to the real (natural) environment? • How can all these interactions be controlled, programmed and run concurrently in real time?
When one enters into a novel field of research and development to chart unknown terrain, it is both prudent and constructive to base ones work on a practically significant experimental setting, in addition to dealing with the conceptual issues. This is the approach we have taken here. We address some of the issues we have outlined above, and presents design principles and solutions in a practical context.
Augmented Reality for Training Systems
One of the increasingly important application areas of simulation is in education and training, where simulation can be used to illustrate concepts and provide exercises that allow the learner to train in a realistic environment. The use of real scenarios enhanced by ``what if'' situations offers a very stimulating learning setting for self-learning and selfevaluation. The use of purely synthetic scenarios in training systems reduces the authenticity of a learning or training exercise, and this can leave the learner with the impression that he/she is interacting with a non-relevant game. The insertion of simulation driven virtual objects in real scenes will offer a higher degree of motivation to the learner, who will face a realistic stimulus approaching that of a real situation under realtime operating constraints. Compared to a real exercise, it will also have significantly reduced costs and hazards. This is particularly true in the field of military training systems where real exercises have costs and hazard levels which approach those of military operations. Important application areas where mixing synthetic and real training environments in a simulation will have major impact on the benefits iof the training include:
• Medical education, Our own work is motivated by the design of embedded training, where the term ``embedded'' means that the training system is built into the actual operational system, and that the operational system and the training system are designed can be used jointly. Many fields of application for augmented reality based training systems have a need for real-time interaction between the learner and the augmented reality which is being observed. Augmented reality will include a significant human sensory environment with a visual component, as well as sound, touch, physical motion and pressure, and even smell. Thus, an augmented reality surgical training operation table, could allow the surgeon to sense the smell of blood and of the chemical products which are being used, as well as to feel the pressure of the organs as the synthetic surgical instruments are being applied to the synthetic patient, whose resulting vital signs and endoscopic images are also being shown on an appropriate set of screens.
In the work we present here we concentrate on the visual component. However many of the principles that we develop in this work are in fact generic, and they can also be used to deal with other media. For instance, we could consider:
• Sound environments mixing real and synthetic sounds, • A smell environment introducing real and synthetic smells, • An environment including touch or pressure which are sensed when a human operator manipulates real and synthetic tools, • Or a multisensory augmented reality environment combining all five senses.
The rest of this paper is organized as follows. In Section 0, we discuss the architecture of the system we have designed and implemented. In Section 0 we provide details about the new real-time moving-object injection algorithm which we have developed. A simple model of autonomous agents is described in Section Error! Reference source not found.. Section 0 summarizes experimental results from the implementation of our algorithm. Finally, in the Appendix we present a review of standard image segmentation techniques to provide the reader with background information.
Visual Augmented Reality
A visual augmented reality system creates a combination of a real and virtual scene in which the user perceives a significant difference between the real and augmented world. Figure 0 shows an example of a view that the user might see from an augmented reality system showing a live scene with a virtual tank. We will refer to the real world as a ``scene'', even though we are in fact dealing with a video sequence representing the world as it is being viewed in realtime. The scene has different visual representations depending on where it is being viewed from, and the viewing pint is often referred to as the ``aim-point''. One of the difficult technical issues in augmented reality is the ``registration problem'', which refers to the need for determining the isomorphism between objects and features in a live scene with the corresponding features and the corresponding objects in an augmented version of that scene. Errors in registration will generate visual inconsistencies between real and virtual images with obvious consequences on the value of the augmented reality system for simulation purposes. Therefore several authors have addressed this issue, and in [1] it is indicated that registration using only information from a sensor based tracking system cannot achieve a perfect match. Thus several authors make use of an image processing based algorithm for improving registration. One approach is to detect features in the real image and uses them to enforce registration, while others have considered placing special marks (e.g. leds [1] , circles [16] , a calibration grid [13] ) in the environment. Image-processing algorithms detect the locations of these marks and use them to enforce registration, assuming that one or more special marks are visible at all times. Another approach [16] uses a survey of the the live environment with real-time instrumentation, providing more information about objects and their distances in the live environment, but requires specific equipment and significant amounts of additional computation for the interpretation of the sensors' output.
Almost all augmented reality techniques assume that virtual objects and live objects have the same detailed shape. This assumption is only valid for rigid objects such as roads and buildings: many virtual object generators will use a simplified representation, and will even sometimes only make use of templates; e.g., a synthetic pine tree may be some idealized template of a pine tree, rather than the actual pine tree being represented at some location in a scene).
In our work we deal with both rigid and non-rigid objects. Since our system is expected to work in a wide variety of natural settings, we do not make use of special marks in the environment. Thus even if we obtain accurate registration, we may still have visual inconsistencies due to nonrigid objects (e.g. trees). To address this problem, we our approach segments the live image into objects and then register them with the corresponding virtual objects. We will detail this approach in section 2.3.
Overview of our Approach
Our approach is postulated on the premise that the real world is far more dense in significant objects, than in the number and type of synthetic objects we insert into it. This is of course totally different than an interactive computer game in which no real objects exist (i.e. everything is artificial), and in which there may be a large number of moving synthetic objects (e.g. aircrafts, robots, etc.). Our system design is based on the following assumptions:
• The 3-D real world of stationary objects, i.e., non-moving such as landmarks, terrain elevation, houses, trees, etc. is represented in a terrain database (TB) which has some desired level of precision.
• There are a limited number of moving real objects and virtual objects, which together cover only a small fraction of the scene being viewed at any time or being represented in the TB.
• Moving virtual objects are also represented in the TB; they are synthetically moved either manually (by the operator or learner), or using a simulation system.
• From the TB, and knowing a specific viewing location and direction (which we call the aimpoint), it is possible to synthetically generate a graphics image representing the scene as it is viewed from the TB. This graphics based scene (GS) will include the synthetic objects.
• Inaccuracies in the TB are expected to exist and will often have to be compensated for in real-time.
• The real scene (RS) corresponding to a given aim-point is viewed through an appropriate video camera or sensor.
We havve developed a new real-time movingobject injection method based on these assumptions with the purpose of inserting synthetic moving objects into live video in real-time, and involveing techniques for image segmentation and registration Our approach tolerates a certain level of innacuracy in the TB, and avoids the expense of specific location and range finding instrumentation. The practical outcome our this work is a Target Overlay System (TOS) that will support the Inter-Vehicle Embedded Simulation Technology (INVEST) at the U.S. Army Simulation and Training Command.
System Architecture and Overview
A schematic representation of the system we have developed is shown in Figure 2 . The first challenge challenge we faced in our design is to determine a representation of the live and virtual environments that could be compared to each other. The simplest method of capture of the Live Environment is through a video camera providing color RS-170 video. This provides a two-dimensional representation of the scene. Its main shortcoming is that it provides little information about the precise location and representation of the objects in the scene that could occlude the added virtual objects. Camera pointing angles and camera zoom information are available to a PC on its 1553 data bus. The position and speed of the platform supporting the camera are also provided by an instrumentation system to the 1553 bus. This positional information is used to determine the aim-point so that we may also generate a synthetic image that is equivalent to the live image.
The TB format of terrain we have used is the SAF (Semi-Automated Forces) [8, 7] 
The rendering is often done by hardware, which is much faster than software rendering. As part of the rendering process in OpenGL, the depth (Z-buffer) of each object in the scene is determined. This depth is then used to calculate which objects are visible from the current aim-point.
The block diagram in Figure 2 outlines the flow of data in the system. A camera provides the live terrain image. A tracker is attached to the camera to provide the location and the direction of the camera. The scene generator uses this location information to generate the 2-D synthetic image, and 2-D location and depth information of each stationary object in the field of view. Our image segmentation algorithm uses this information to segment the live image into 2-D real stationary objects. Since we cannot obtain depth information from the live image in real time, we assume that the depth of each 2-D real stationary object is identical to the depth of the corresponding virtual stationary object. The image registration algorithm uses the locations and the sizes of the virtual and real stationary objects to adjust the viewpoint of the virtual scene. The scene generator also generates the moving objects with their depth information. The combiner then inserts these moving objects based on their depth information between real stationary objects.
Moving-Object Injection in Real-Time
At the core of the system we have developed is an algorithm to insert synthetic moving objects into live images in real time. The essence of this approach is that it is purely computationally based, and that it does not make use of any direct video manipulation.
A primary concern is the proper placement of the virtual objects in front of, or behind, live objects. Thus the realistic representation of the inserted objects is tied to both the appropriate occlusions and the shapes and sizes of inserted objects. A good solution to the occlusion problem requires detailed knowledge of the objects and of their location in the live scene. Since the two-dimensional live images provide no prior information about the objects in the scene, we use an image segmentation technique to segment the live image into objects. We then use a registration technique to register objects in the live image with those in the virtual scene. Depth information from the virtual scene is used to associate relative depth information to each object in the live image, so that there is no need for additional instrumentation to calculate the depths of the live world surrounding the observer.
Given objects (vo 1 , vo 2 , ..., vo n ) of the virtual scene (see Figure 4) with their position and color information, and given a live image, we segment this live image into the same number of objects (lo 1 , lo 2 , ..., lo n ). Each object lo i is equivalent to the corresponding virtual object vo i , but they do not necessarily have the same exact shape, location, and color. Since we cannot obtain depth information from the live image, we assume that the depth of a live object is equal to the depth of the corresponding synthetic object. Representing the virtual live scene by objects provides approximate location and color information for each one of them.
This in turn gives the image segmentation algorithm the capability to find the corresponding objects in the live scene in real time.
To segment the live scene into objects we first build a look-up table for each virtual object using its color information with noise. This table is indexed by a color vector, which allows us to segmentation the real image by applying the look-up tables to each pixel in the image.
Experimental Implementation
To test our system, we considered several methods to achieve correlated live and virtual images. The first approach was to model terrain so that the virtual terrain model could be adapted to accurately model the real world. The main obstacle with this solution was the generation of both an OpenFlight database and a CTDB database for use with moving synthetic objects such as vehicles. Several OpenFlight databases exist for areas of the University of Central Florida (UCF) campus. However, there were no corresponding CTDB databases. Tools are available to convert from OpenFlight to CTDB format, but they require significant manual tweaking of input data. Another obstacle was the ability to isolate aspects of the live terrain. Variable weather would limit the times we could use the live image. The coming and going of cars, bikes, and pedestrians would also change the environment. Even larger structures change with ongoing new building construction at UCF.
We therefore developed a table-top model of the real world to be used for the live camera scene. The table-top represents a geographic area for which we already have correlated OpenFlight and CTDB databases. This approach allows the table-top to be correlated with the virtual terrain. We can also adjust the OpenFlight and CTDB databases to fix any inconsistencies between the real and synthetic views. The table-top also allows us to carry out the development work from ''uncontrolled objects'' such as unrelated vehicles, pedestrians, animals and adverse weather.
To illustrate the whole experimental approach, an example of the virtual scene is shown in Figure 3 , and the corresponding live image and its decomposition into objects are shown in Figure04. Once the object representation of the live scene is determined, the insertion of a synthetic moving-object will be based on the distance at which this object should be placed. Figure 5 , 6, 7, and 8 illustrate the insertion of synthetic-target objects into the live scene.
Autonomous Behavior of Injected Objects
The behavior of injected artificial entities can be as important as their appearance in a Visual Simulation. This is especially important in the context of simulations designed for training personnel or evaluating a ``what if ...'' situation. In such simulations, the behavior of agents will have an important effect on the final outcome in the form of ``acquired training experience''. Unrealistic agent behavior, e.g., in the form of very limited or even extremely advanced intelligence, for example during training, will result in poor performance of the trainees in a real-life situation.
Agent behavior in a sophisticated simulated environment can be very complex and may involve many entities. Intelligence can be employed at very different levels. A very simple example will be an agent that has to go from one position to another trying to minimize travel time. A very complex example of intelligent behavior can include the decision to cancel the mission of a group of entities and relocating them as a backup for another group. While the first problem can be easily solved by a single autonomous entity, the second will involve some authority that can make a higher-level decision based on information feedback from the lower-level autonomous agents.
In the following, we describe a very simple yet effective method for adding low-level autonomous behavior to injected objects in the visual simulation. This is part of our on-going research in autonomous behavior and learning for intelligent agents in a discrete simulation environment. This particular model of agent behavior is very simple in the sense that it does not have the capability of ``learning'' and has extremely modest computational requirements. Yet it is able to carry out a mission with success in a reasonable way. Such agents are interesting because they introduce ``minimal intelligence'' at a negligible cost and therefore represent a ground case for comparison and evaluation of more complex models.
The design of the agent model is based on the assumption that the agent will perform ``outdoor'' missions in a terrain which is relatively sparse with respect to obstacles and enemies. It is not very suitable for ``indoor'' missions like moving inside a building or a labyrinth, where a more specialized approach will be required. A ``mission'' in our model is defined as the problem of going from some position A to some other position B avoiding the natural and artificial obstacles present in the terrain. The success of the mission is measured by the amount of time necessary to complete the goal.
For the purpose of simplicity and efficiency, the agent is given a quantized representation of the simulated environment in the form of a grid. Each cell in the grid represents a position and an ``agent action'' is defined as the decision to move from a grid cell to one of the eight neighboring cells. A succession of such actions will result of a completion of a mission. The agents can also access terrain-specific information about features and obstacles of natural (trees, etc.) and artificial origin (buildings, roads, etc.) and also presence of other (possibly hostile) agents. The interaction between an enemy (a hostile agent) and an agent is modeled by an associated risk. This risk is expressed as a probability of being shot (for an agent) at a position, if the position is in the firing range of an enemy.
An agent at a position P makes a decision in the following way:
1. For each possible direction d in which the agent can move, P d denotes the new position after the move. 2. 3. For each d, the expected time of travel from P to destination is given by T(P, d) and is calculated as:
where D(P,P d ) is the time it takes to move P to the neighboring position P d . T e (P d ) is the expected time for mission completion for an agent that is at position P d .
3. The agent chooses to go in the direction of smallest T(P,d), therefore trying to minimize the time required for reaching the destination. If there are more than one ``best'' directions, the agent will randomly choose one.
The value D(P,P d ) can be easily computed as distance/agent speed since it only depends on the immediate neighborhood of the agent and is therefore within its sensory range. The value of T e (P d ) is an intelligent guess and has a more involved computation.
In the simple case that there are no obstacles and no risk of being hit along the line between P d and destination, T e (P d ) can be computed again as distance/agent speed. Since the agent will move on a quantized grid, there are a finite number of steps required to reach a destination. At each grid cell, there is some probability of being killed due to being in the firing range of an enemy. Let us denote by n the number of these cases. The total probability of loss of the agent along the path from P d to destination is a sum of all probabilities along the way:
When an agent is killed, the total time for completing a mission will increase, since a new agent has to assigned and start from the mission from the beginning. As a result T e (P d ) will become:
Here Timeout is the delay incurred from starting the mission again and T success is the time it takes to go the destination (simply distance/agent speed). Finally, the effect of obstacles can be incorporated in T success by adding some delay value (time to go around an obstacle) multiplied by the number of obstacles along the path. To avoid the possibility that an agent cycles indefinitely among a set of decisions which may not move the agent towards its goal, we keep track of the number of times a move in each direction occurred for each given position. Then, when choosing the next direction of movement, the agent will not try to determine the minimal value among all possible T(P,d), but will select only those that were not selected in previous attempts. One can show that this modification will allow an agent to finish any mission in finite time, provided that the destination is reachable.
Conclusions
Modern discrete event simulators often require the representation of complex autonomous behaviors within a visually realistic setting. They often use a graphical interface both as an input and as an output medium to simplify and enrich the user's interaction with the simulation both before, during and after the simulation runs. Many simulation tools also provide an animated graphical interface which offers a realtime visual description of a simulation in real time.
A useful and very significant leap forward in simulation technology is to be able to evaluate synthetic simulated conditions in realistic settings. The idea here is to ask questions about ``what would happen if ...'' in the context of a real environment and actual events. This challenge is the focus of the work addressed in this paper where we mix simulation with reality in real time, in order to examine how novel simulated conditions can actually interact with a real system's operation. This interaction can go in both directions: the course of the real world can be modified by virtual entities, and the virtual objects are constrained to operate in the real world.
In this paper we have discussed the conceptual issues which arise in this key area of simulation, and we have presented some design principles and a practical implementation. Key issues we covered in this paper include a new method for injecting moving synthetic objects in real-time into real world video based on terrain databases, graphics rendering and image segmentation, and a novel approach to automatically control the motion of synthetic within the realsitic live scene. Future work will address coordination issues of multiple collaborating synthetic objects in live secenes.
