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Abstract
A “rooted” plane triangulation is a plane triangulation with one designated vertex on the outer face. A simple
algorithm to generate all triconnected rooted plane triangulations with at most n vertices is presented. The algorithm
uses O(n) space and generates such triangulations in O(1) time per triangulation without duplications. The
algorithm does not output entire triangulations but the difference from the previous triangulation. By modifying
the algorithm all triconnected rooted plane triangulations having exactly n vertices including exactly r vertices on
the outer face in O(r) time per triangulation can be generated without duplicates, while the previous best algorithm
generates such triangulations in O(n2) time per triangulation. All triconnected (non-rooted) plane triangulations
having exactly n vertices including exactly r vertices on the outer face can also be generated without duplicates
in O(r2n) time per triangulation, and all maximal planar graphs can be generated in O(n3) time per graph.
 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Generating all graphs having some property without duplicates has many applications, including
unbiased statistical analysis [6]. A lot of algorithms to solve these problems are already known [1,2,
6,7] etc., and can be found in good textbooks [3,5].
In this paper we wish to generate all triconnected “rooted” plane triangulations, which are defined
precisely in Section 2, with at most n vertices. It is known that every triconnected planar graph has a
unique embedding on a sphere only up to mirror copy [4].
A number of algorithms to solve these all-graph-generating problems are already known.
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110 S.-i. Nakano / Computational Geometry 27 (2004) 109–122Fig. 1. (a) Triconnected rooted plane triangulations and (b) triconnected plane triangulations.
Algorithms based on the classical method [3, p. 57] first generate all graphs having the given properties
allowing duplicates, but graphs are only output if not previously output. This method thus requires a huge
amount of space to store the list of graphs that have already been output. Furthermore, checking whether
graphs have already been output requires a lot of time.
Algorithms based on the orderly method [3, p. 57] do not need to store a list of graphs, as only
“canonical” representative graphs of each isomorphism class are output.
Algorithms based on the reverse search method [1] do not need to store a list either. The idea is to
implicitly define a tree H such that the vertices of H correspond to graphs having the given properties,
and the edges of H correspond to some relation between the graphs. By traversing the tree H , one can
find all the vertices of H , which correspond to all the graphs having the given properties.
We define a simple tree for the reverse search method for the graph generation problem. With some
other ideas we give the following four simple but efficient algorithms.
Our first algorithm generates all triconnected rooted plane triangulations with at most n vertices.
A rooted plane triangulation means a plane triangulation with one designated “root” vertex on the
outer face. For instance there are four triconnected rooted plane triangulations with at most five vertices
including exactly three vertices on the outer face, as shown in Fig. 1(a). Root vertices are indicated by
white circles. However, there are only two triconnected plane triangulations with at most five vertices
including exactly three vertices on the outer face, as shown in Fig. 1(b). The algorithm uses O(n)
space and runs in O(f (n)) time, where f (n) is the number of non-isomorphic triconnected rooted plane
triangulations with at most n vertices. The algorithm generates triangulations without duplicates. So the
algorithm generates each triangulation in O(1) time on average. The algorithm does not output entire
triangulations but the difference from the previous triangulation.
By modifying our first algorithm we can generate all unique triconnected rooted plane triangulations
having exactly n vertices including exactly r vertices on the outer face. The algorithm uses O(n) space
and runs in O(r · f (n, r)) time, where f (n, r) is the number of non-isomorphic triangulations. Thus, the
algorithm generates each triangulation in O(r) time on average, while the previous best algorithm [1]
generates these triangulations in O(n2) time per triangulation.
We can also generate all triconnected (non-rooted) plane triangulations having exactly n vertices
including exactly r vertices on the outer face in O(r2n) time (on average) per triangulation, and
all maximal planar graphs in O(n3) time per graph. Our algorithm is simple and does not need the
complicated theoretical linear-time plane-graph-isomorphism algorithm of [4].
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The rest of this paper is organized as follows. Section 2 gives some definitions. Section 3 shows a tree
structure relating triconnected rooted plane triangulations. Section 4 presents our first algorithm. Three
more algorithms are obtained by modification of the first algorithm in Section 5. Finally Section 6 gives
a conclusion.
2. Preliminaries
In this section we give some definitions.
Let G be a connected graph having n vertices. An edge connecting vertices x and y is denoted by
(x, y). The degree of a vertex v, denoted by d(v), is the number of neighbors of v in G. A cut is a set
of vertices whose removal results in a disconnected graph or a single-vertex graph K1. The connectivity
κ(G) of a graph G is the cardinality of the minimum number of vertices that can constitute a cut. G is
k-connected if k  κ(G).
A graph is planar if it can be embedded in a plane such that no two edges intersect geometrically
except at a vertex on which they are both incident. A plane graph is a planar graph with a fixed planar
embedding. A plane graph divides the plane into connected regions called faces. The unbounded face
is called the outer face, and other faces are called inner faces. We regard the contour of a face as the
clockwise cycle formed by the vertices and edges on the boundary of the face. We denote the contour of
the outer face of plane graph G by Co(G). A vertex is an outer vertex of G if it is on Co(G), and an inner
vertex otherwise. An edge is an outer edge of G if it is on Co(G), and an inner edge otherwise. A plane
graph is called a plane triangulation if each inner face has exactly three edges on its contour. A rooted
plane triangulation is a plane triangulation with one designated vertex on Co(G). The designated vertex
is called the root vertex.
Let G be a triconnected plane triangulation. Assume G has a cut S consisting of exactly three vertices,
say x, y, z. Let G′ be the graph derived from G by removing S. Let W be the vertex set of a connected
component of G′. Let G′′ be the plane subgraph of G induced by S ∪W . Since G is triconnected, each
vertex in S has at least one neighbor in W . Since G is a plane triangulation, all vertices in S are on some
face, say F , of G′′. We now have the following lemma.
Lemma 1. Let P be the path on the contour of F between x and y not containing z. Then the following
hold. (a) If x and y are inner vertices of G, then G has an (inner) edge (x, y). (b) If x is an inner vertex
and y is an outer vertex of G, then G has an (inner) edge (x, y). (c) If x and y are outer vertices of G,
then all vertices on P are also outer vertices.
Proof. Let v1 = x, v2, . . . , vk = y be the vertices on P .
(a) If k = 2 then G contains (x, y). Assume otherwise. Then k  3. Since v1 = x is an inner vertex,
(v1, v2) is an inner edge. Since G is a plane triangulation, v1 = x and v2 /∈ S has a common neighbor
in G, but not in G′′. This contradicts the assumption that S is a cut.
(b) Similar to (a) above.
(c) If all v1 = x, v2, . . . , vk = y are outer vertices then the claim holds. Assume otherwise. Let vi be
the inner vertex with the minimum i. Now (vi−1, vi) is an inner edge. Since G is a plane triangulation,
vi−1 and vi /∈ S has a common neighbor in G but not in G′′. This contradicts the assumption that S is a
cut. (Thus all edges on P are outer edges.) ✷
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Hereafter, we only consider triconnected plane triangulations.
Thus if G = K4, then at most two vertices of S are outer vertices, because by (c) above if all three
vertices in S are outer vertices, then S cannot be a cut. If S has at most one outer vertex, then a cut
S = {x, y, z} of G is called a separating triangle, and by (a) and (b) above G has three edges (x, y),
(y, z) and (z, x). If S has exactly two outer vertices, say x and y, and exactly one inner vertex, say z,
then a cut S = {x, y, z} of G is called a separating fan with center z, and by (b) above G has two edges
(x, z), (y, z).
We now define the contraction operation for plane triangulations. Assume (u, v) is an inner edge of
a plane triangulation G. Let u, v, x and v,u, y be the two faces having contours that contain (u, v). By
(i) deleting the edge (u, v); (ii) merging u and v into a new vertex w; and (iii) replacing edges (u, x) and
(v, x) by (w, x) and edges (u, y) and (v, y) by (w, y), as shown in Fig. 2(b), we can construct a new
plane graph. This operation is called contraction of inner edge (u, v).
Similarly, for an outer edge (u, v) of a plane triangulation G, let u, v, x be the face having the contour
that contains (u, v). By (i) deleting the edge (u, v); (ii) merging u and v into a new vertex w; and (iii)
replacing edges (u, x) and (v, x) by (w, x), we can construct a new plane graph. This operation is called
contraction of outer edge (u, v).
Let G be a triconnected plane triangulation. If G has a separating triangle {u, v, z}, then the contraction
of (u, v) produces “parallel” edge (w, z), so that the resulting plane graph is not a plane triangulation
anymore. If G has a separating fan {u, v, z} with center v, then after contracting (u, v), the resulting plane
graph has a cut {w,z}, and is not triconnected anymore. If G has no cut consisting of u, v and exactly
one other vertex, then the contraction of (u, v) again produces a triconnected plane triangulation. We say
that the edge (u, v) is contractible.
3. The contracting sequence and the genealogical tree
Let Sn be the set of all triconnected rooted plane triangulations with at most n vertices. In this section
we describe a tree structure relating the triangulations in Sn.
Let G be any triangulation in Sn except K4. Let Co(G) = v1, v2, . . . , vk , and v1 be the root
vertex of G. A contractible edge (v1,wi) for i  2 is the first contractible edge of G if none
of (v1,w2), (v1,w3), . . . , (v1,wi−1) are contractible edges, where (v1, vk) = (v1,w1), (v1,w2), . . . ,
(v1,wd(v1))= (v1, v2) are the edges incident to v1, and assume that they appear around v1 counterclock-
wise in this order. Note that (v1,w1) never becomes the first contractible edge. An edge connecting wi
and wj , where i + 2 j , is called a chord.
We have the following lemma.
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Lemma 2. Every triconnected rooted plane triangulation except K4 has a first contractible edge.
Proof. If G has a chord, then let (ws,wt), where s < t , be the chord with the minimum t − s. By the
choice of this chord, for any i such that s < i < t , no chord is incident to wi . If G has a separating triangle
containing v1 and wi , say {v1,wi,wj }, then (wi,wj) has to be a chord with j − i < t− s, a contradiction.
Thus G has no separating triangle containing v1 and wi . Also G has no separating fan containing v1 and
wi , since wi is located inside a triangle {v1,ws,wt}. Thus (v1,wi) is contractible.
Therefore, we can assume that G has no chord. If G has any vertices wi , 1 < i < d(v1), which are
not contained in any separating fans, then let wi be the vertex with the minimum i. Then (v1,wi) is
contractible.
Otherwise, each wi , 1 < i < d(v1), is contained in some fan. Thus v1,wd(v1)−1,wd(v1) is an “empty”
triangle, and the outer edge (v1,wd(v1))= (v1, v2) is contractible. ✷
For each triconnected rooted plane triangulation G in Sn except K4, contracting the first contractible
edge from G also results in a triconnected rooted plane triangulation in Sn, denoted P(G), but with one
less vertex. Thus we can define the triangulation P(G) in Sn for each G in Sn except K4. We say G is a
child triangulation of P(G).
Given a triangulation G in Sn, by repeatedly contracting the first contractible edge, we can construct a
unique sequence G,P (G),P (P (G)), . . . of triangulations in Sn, eventually ending with K4. Fig. 3 shows
an example in which the first contractible edges are depicted by thick lines.
By merging these sequences, we can construct the genealogical tree Tn of Sn such that the vertices
of Tn correspond to triangulations in Sn, and each edge corresponds to each relation between some G
and P(G). For instance T6 is shown in Fig. 4, in which the first contractible edges are depicted by thick
lines. We call the vertex in Tn corresponding to K4 the root of Tn.
4. Algorithm
Given Sn, Tn can be constructed using the definition, possibly requiring huge amounts of memory and
much running time. However, the problem is to construct Tn efficiently given only the integer n. Our idea
is to reverse the contracting procedure as follows.
Given a triconnected rooted plane triangulation G in Sn with at most n − 1 vertices, we wish to
find all child triangulations of G. Let Co(G) = v1, v2, . . . , vk , and v1 be the root vertex of G. Let
(v1, vk)= (v1,w1), (v1,w2), . . . , (v1,wd(v1))= (v1, v2) be the edges incident to v1, and assume that they
appear around v1 counterclockwise in this order. Assume that (v1,ws) is the first contractible edge of G.
For the special case of K4, which has no contractible edges, we take (v1,ws) = (v1, v2) as the first
contractible edge of K4 for convenience.
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Fig. 5. Illustration for (a) Gi(i, j) and (b) Go(i, j).
We denote by Gi(i, j), where 1 i < j  d(v1), the rooted plane triangulation obtained from G by (1)
removing edges (v1,wi+1), (v1,wi+2), . . . , (v1,wj−1) (thus if i + 1 = j we need not remove any edge);
(2) adding new vertex v on the inner face of G containing v1,wi,wj ; (3) adding an edge (v1, v) in the
face; and (4) adding j − i + 1 2 edges (v,wi), (v,wi+1), . . . , (v,wj), as shown in Fig. 5(a). Gi(i, j),
where 1 i < j  d(v1), is a child triangulation of G if and only if (v1, v) is the first contractible edge
of Gi(i, j). (This corresponds to contraction of an inner edge. See Fig. 4.)
Also, we denote by Go(i, j), where i = d(v1) and 3  j  d(v1), the rooted plane triangula-
tion obtained from G by (1) removing edges (v1,wj), (v1,wj+1), . . . , (v1,wd(v1)); (2) adding new
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vertex v on the outer face of G; (3) adding edges (v1, v) and (v, v2); and (4) adding edges
(v,wj−1), (v,wj), . . . , (v,wd(v1)), as shown in Fig. 5(b). Go(i, j), where i = d(v1) and 3 j  d(v1), is
a child triangulation of G if and only if (v1, v) is the first contractible edge of Go(i, j). (This corresponds
to contraction of an outer edge. See Fig. 4.)
Thus Gi(i, j) is a child triangulation of G having an inner edge as the first contractible edge, while
Go(i, j) is a child triangulation of G having an outer edge as the first contractible edge. And each child
triangulation is either Gi(i, j) or Go(i, j) for some i and j .
For each t , 2  t  d(v1) − 1, we denote by q(t) the largest index such that (wt,wq(t)) is an edge
(chord) of G if such edge exists, and q(t)= t otherwise. We now check whether each Gi(i, j) is a child
triangulation of G, and check also for each Go(i, j), as follows. Let (v1,ws) be the first contractible edge
of G. Now each w2,w3, . . . ,ws is contained in either some separating fan or separating triangle.
Case 1: Gi(i, j), where 1 i < j  d(v1). We have four subcases.
Case 1(a): j  s.
In this case (v1, v) is the first contractible edge of Gi(i, j), and P(Gi(i, j))=G.
Case 1(b): i < s < j .
If G has a separating fan containing v1 and wi , then (v1, v) is the first contractible edge for each
j , s < j  d(v1) and P(Gi(i, j)) = G. Otherwise, G has a separating triangle containing v1 and wi .
If j  q(i) then (v1, v) is the first contractible edge and P(Gi(i, j))= G. Otherwise (v1,wi) becomes
a contractible edge of Gi(i, j) (since wi is not contained in any separating triangle anymore), and so
P(Gi(i, j)) =G.
Case 1(c): i = s.
If j = i + 1, then (v1, v) is the first contractible edge of Gi(i, j) (since v1,ws,ws+1 become a
separating triangle) and P(Gi(i, j)) = G. Otherwise, j  i + 2 holds and (v1,ws) is still contractible
in Gi(i, j), and P(Gi(i, j)) =G.
Case 1(d): i > s.
In this case (v1, v) is not the first contractible edge of Gi(i, j). Thus P(Gi(i, j)) =G.
Case 2: Go(i, j), where i = d(v1) and 3 j  d(vi). We have three subcases.
Case 2(a): s = d(v1) (each w2,w3, . . . ,wd(v1)−1 is contained in a separating fan).
For each Go(i, j), 3 j  d(v1), (v1, v) is the first contractible edge and P(Go(i, j))=G.
Case 2(b): s = d(v1)− 1.
For each Go(i, j), 3 j  d(v1), (v1, v) is the first contractible edge, and P(Go(i, j))=G. Note that
in Go(i, d(v1)), v1,wd(v1)−1, v2 become a separating fan, and other cases are trivial.
Case 2(c): s < d(v1)− 1.
If j − 1 s then (v1,ws) is still contractible in Go(i, j), and thus (v1, v) is not the first contractible
edge and P(Go(i, j)) = G. Otherwise j − 1 < s holds. For each j , j  s, if G has no separating
fan containing v1 and wj−1 then (v1,wj−1) is contractible in Go(i, j), thus (v1, v) is not the first
contractible edge, and P(Go(i, j)) = G. Otherwise, (v1, v) is the first contractible edge in Go(i, j),
and P(Go(i, j))=G.
Based on the case analysis above we can find all child triangulations of given triangulation in Sn. If G
has k child triangulations, then we can find them in O(k) time. This is an intuitive explanation of how the
algorithm generates triangulations in O(1) time per triangulation.
Recursively repeating this process from the root of Tn corresponding to K4, we can traverse Tn without
constructing the whole Tn. During the traversal of Tn, we assign a label (i, j) to each edge connecting
G and either Gi(i, j) or Go(i, j) in Tn, as shown in Fig. 4. Each label denotes how to generate a child
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triangulation of G, and each sequence of labels on a path starting from the root specifies a triangulation
in Sn. For instance, a sequence {(1,2), (1,2)} specifies the uppermost triangulation in Fig. 4. During our
algorithm, we maintain these labels only on the path from the root to the “current” vertex, because this is
enough information to generate the “current” triangulation. To generate the next triangulation, we need
to maintain more information (the first contractible edge (v1,ws), and wq(t) for each 1 < t < s, etc.) only
for triangulations on the “current” path, which has length at most n. This is an intuitive explanation of
why the algorithm uses only O(n) space, while the number of triangulations may not be bounded by a
polynomial in n.
Our algorithm is as follows.
Procedure find-all-child-triangulations(G)
begin
1 output G {Output the difference from the previous triangulation}
2 if G has exactly n vertices then return
3 for i = 1 to s − 1
4 for j = i + 1 to s
5 find-all-child-triangulations(Gi(i, j)) {Case 1(a)}
6 for i = 1 to s − 1
7 if G has a separating fan containing v1 and wi then
8 for j = s + 1 to d(v1)
9 find-all-child-triangulations(Gi(i, j)) {Case 1(b)}
10 else then {G has a separating triangle containing v1 and wi}
11 for j = s + 1 to q(i)
12 find-all-child-triangulations(Gi(i, j)) {Case 1(b)}
13 find-all-child-triangulations(Gi(s, s + 1)) {Case 1(c)}
14 if s = d(v1) or d(v1)− 1 then
15 for j = 3 to d(v1)
16 find-all-child-triangulations(Go(d(v1), j)) {Case 2(a) and (b)}
17 else then
18 for j = 3 to s
19 if G has a separating fan containing v1 and wj−1 then
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Theorem 1. The algorithm uses O(n) space and runs in O(f (n)) time, where f (n) is the number of
non-isomorphic triconnected rooted plane triangulations with at most n vertices.Proof. Given G and the first contractible edge of G, if we have Gi(i, j), then we can find Gi(i, j+1) and
its first contractible edge in constant time. Similarly we can efficiently generate each Go(i, j) by updating
the number of adjacent vertices on Co(G) for each vertex adjacent to the root vertex, and maintaining
each q(t) in constant time.
We execute the checks in line 7 and 19 as follows. Each w2,w3, . . . ,ws−1 is contained in either some
separating fan or separating triangle. If some vertex wa , a < s is not contained in any separating fan,
then there is a separating triangle containing v1,wa and some other vertex wb. Now b > s, since (v1,ws)
is not the first contractible edge otherwise. By planarity, each wc for a < c < s is not contained in any
separating fan, so each of them is contained in some separating triangle. This means if the answer at
line 7 or 19 is no, then all succeeding answers are no during the same loop. Thus we can skip these
unnecessary checks.
Other parts of the algorithm need only constant time for each edge of the tree, and thus the algorithm
runs in O(f (n)) time.
For each recursive call we need a constant amount of space, and the depth of recursive call is bounded
by n− 4. Thus the algorithm uses O(n) space. ✷
5. Modification of the algorithm
We now consider a second problem.
Let S=r=n be the set of triconnected rooted plane triangulations having exactly n vertices including
exactly r outer vertices. We wish to generate all triangulations in S=r=n without duplicates. Clearly all such
triangulations are in Tn, but so are other triangulations. To more efficiently output only triangulations in
S=r=n, we prune Tn in the following way.
For each triangulation G in Sn except K4, if the first contractible edge is an inner edge then P(G) is a
triangulation in Sn having the same number of outer vertices and one less inner vertex, otherwise the first
contractible edge is an outer edge and P(G) is a triangulation in Sn having one less outer vertex and the
same number of inner vertices. Thus if G in Sn has exactly n′ vertices including exactly r ′ outer vertices,
then every “descendant” triangulation of G in Tn can have at most r ′ + (n− n′) outer vertices. Thus if
r > r ′ + (n− n′) then none of the descendant triangulations of G are in S=r=n. Also if G has r ′ > r outer
vertices then every descendant triangulation of G has r ′ or more outer vertices, and so is not contained
in S=r=n. We prune such triangulations from Tn.
We prune Tn further based on the following lemma. We give some definitions first. Let Sin be the set
of triconnected rooted plane triangulations with n′ < n vertices including exactly r ′ = r outer vertices
(so it already has enough outer vertices), and Son be the set of triconnected rooted plane triangulations
with n′ < n vertices including exactly r ′ = r − (n − n′) outer vertices (so it already has enough inner
vertices). Let Srn be the set of triconnected rooted plane triangulations with n′ < n vertices including r ′,
r − (n− n′) < r ′ < r outer vertices. Let G be a triangulation in Sn, Co(G)= v1, v2, . . . , vk, and v1 be the
root vertex of G, (v1, vk)= (v1,w1), (v1,w2), . . . , (v1,wd(v1))= (v1, v2) be the edges incident to v1, and
assume that they appear around v1 counterclockwise in this order. We call w2 the pivot of G. If G has a
separating fan containing both the root and the pivot of G, then it is called an rp-fan of G.
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Lemma 3. Let G be a triangulation in Sn with n′ < n vertices including r ′ outer vertices.
(a) If d(v1)= 3 in G, then G has a child triangulation Go(3,3) (see Fig. 6(a)), and again d(v1)= 3 in
Go(3,3).
(b) If d(v1) > 3 in G and G has an rp-fan (see Fig. 6(b)), then
(b1) if G has a child triangulation Gi(1, j) for some j , then Gi(1, j) has no rp-fan,
(b2) if G has a child triangulation Gi(2, j) for some j , then Gi(2, j) has an rp-fan,
(b3) if G has a child triangulation Gi(i, j) for some i  3 and j , then Gi(i, j) has an rp-fan, and
(b4) if G has a child triangulation Go(i, j) for some j (now i = d(v1) holds), then Go(i, j) has an
rp-fan.
(c) If d(v1) > 3 in G and G has no rp-fan (see Fig. 6(c)), then
(c1) if G has a child triangulation Gi(1, j) for some j , then Gi(1, j) has no rp-fan,
(c2) If G has a child triangulation Gi(i, j) for some i  2 and j , then Gi(i, j) has no rp-fan.
(c3) G has no child triangulation Go(i, j) for any j (now i = d(v1) holds).
Proof. For (a), see Fig. 6(a). Note that since d(v1)= 3, G has edge (w2, v2).
For (b1), (b2) and (b4), see Fig. 6(d), (e) and (f ), respectively, the claim can be seen to hold. For (b3),
similar to (b2) the claim holds.
For (c1) and (c2), see Fig. 6(g) and (h), respectively, then we can observe the claims hold.
We now consider (c3). If Go(i, j) is a child triangulation of G having no rp-fan, then (v1,w2) must
be uncontractible in Go(i, j), since otherwise Go(i, j) is not a child triangulation of G. Note that if
d(v1) = 3, then G has edge (w2, v2), and {v1, v2,w2} is an rp-fan in Go(3,3). However in (c) we
assume d(v1) > 3, and so this cannot happen. If d(v1)  4, then (v1, v2) is never the first contractible
edge of Go(i, j), since if all separating triangles in G containing v1 and w2 disappear in Go(i, j), then
(v1,w2) is contractible, and otherwise there is a contractible edge (v1,wi) for some i < d(v1) inside the
separating triangle in Go(i, j). Thus Go(i, j) is not a child triangulation of G, since (v1, v2) is not the
first contractible edge of Go(i, j). ✷
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Thus, given G, if G satisfies (a) or (b) above, then G has some descendant triangulation having more
outer vertices.Lemma 4. Let G be a triangulation in Sn with n′ < n vertices including r ′ < r outer vertices. Assume
r − r ′  n− n′.
(a) If d(v1)= 3, then G has at least one descendant triangulation in S=r=n.
(b) If d(v1) > 3 in G and G has an rp-fan, then G has at least one descendant triangulation in S=r=n.
(c) If d(v1) > 3 in G and G has no rp-fan, then G has no descendant triangulation in S=r=n.
Proof. (a) G has a child triangulation Go(3,3) having one more outer vertex than G has, and again
Go(3,3) has a child triangulation having one more outer vertex, . . . . Thus we can add outer vertices to G
until the resulting triangulation G′ has r outer vertices. Then G′ has a child triangulation G′i(1,2) having
one more inner vertex, and again G′i(1,2) has a child triangulation having one more inner vertex, . . . .
Thus we can find at least one descendant triangulation in S=r=n.
(b) Similar to the proof of (a) above. Use Go(d(v1),3) instead of Go(3,3).
(c) If d(v1) > 3 in G and G has no rp-fan, then any descendant triangulation of G has exactly r ′ < r
outer vertices. Thus (c) holds. ✷
We now define a new tree, called the genealogical tree T rn . We say a vertex v in a tree with a root has
depth d if the path connecting v to the root of the tree has exactly d edges. Define T rn as a tree such that
(i) the vertices of T rn having depth n−4 correspond to triangulations in S=r=n, (ii) the vertices of T rn having
depth at most n− 5 correspond to triangulations in Srn ∪ Sin ∪ Son , and (iii) each edge corresponds to each
relation between some G and P(G). For instance T 57 is shown in Fig. 7, in which each first contractible
edge is depicted by a thick line. The vertex in T rn corresponding to K4 is called the root of T rn .
Given a triangulation G in Srn ∪ Sin ∪ Son , we can find all child triangulations of G efficiently, by a
similar case analysis to the one in the previous section. If G has k child triangulations, then we can again
find them in O(k) time.
We have the following algorithm.
Procedure find-all-child-triangulations2(G)
begin
1 Assume G has n′ vertices including r ′ outer vertices.
2 if n′ = n and r ′ = r then output G return
3 if r ′ < r and r ′ + (n− n′) > r
4 then {We need more of both inner and outer vertices.}
5 for each Gi(i, j) with i  2 satisfying (a), (b1), (b2), (b3), (c1) or (c2)
6 find-all-child-triangulations2(Gi(i, j))
7 for each Go(i, j) satisfying (a) or (b4)
8 find-all-child-triangulations2(Go(i, j))
9 else if r ′ < r and r ′ + (n− n′)= r
10 then {We need to increase only outer vertices.}
11 for each Go(i, j) satisfying (a) or (b4)
12 find-all-child-triangulations2(Go(i, j))
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13 else r ′ = r
14 then {We already have r outer vertices.}
15 {We only need to increase inner vertices.}
16 for each Gi(i, j) satisfying (a), (b1), (b2), (b3), (c1) or (c2)
17 find-all-child-triangulations2(Gi(i, j))
end
We have the following lemma.
Lemma 5. Let f (n, r) be the number of triangulations in S=r=n. Then T rn has at most 2 · r ·f (n, r) vertices.
Proof. Each vertex of T rn corresponds to a triangulation in Srn∪Sin∪Son ∪S=r=n. Each vertex of depth n−4
in T rn corresponds to a triangulation in S=r=n.
For each “ancestor” triangulation G of a triangulation G′ ∈ S=r=n, if G ∈ Srn ∪ Sin then G has two or
more child triangulations (since Gi(1,2) and Gi(1,3) are always child triangulation of G), if G ∈ Son
then G has one or more child triangulation (since Gi(d(v1),3) is always a child triangulation of G).
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Each G ∈ S=r=n has at most r − 3 ancestor triangulations, which are in G ∈ Son . Thus T rn has at most
2 · r · f (n, r) vertices. ✷
Lemma 6. The algorithm uses O(n) space and runs in O(r · f (n, r)) time, where f (n, r) is the number
of non-isomorphic triconnected rooted plane triangulations having exactly n vertices including exactly r
vertices on the outer face.
Proof. By Lemma 5, the number of vertices in T rn is at most 2 · r ·f (n, r). And the algorithm needs only
constant time of computation for each edge of T rn . Thus the algorithm runs in O(r · f (n, r)) time. The
algorithm clearly uses O(n) space. ✷
We modify our second algorithm further so that it outputs all triconnected (non-rooted) plane
triangulations having exactly n vertices including exactly r vertices on the outer face, as follows.
At each leaf v of the genealogical tree T rn , a check is performed on the triangulation G corresponding
to v to determine if the contracting sequence of G with the root vertex is lexicographically first among
the r contracting sequences of G for r choices of the root vertex on Co(G), with G output only if this is
the case. Thus we only output canonical representatives of each isomorphism class.
Lemma 7. The algorithm uses O(n) space and runs in O(r2n ·g(n, r)) time, where g(n, r) is the number
of non-isomorphic triconnected (non-rooted ) plane triangulations having exactly n vertices including
exactly r vertices on the outer face.
Proof. Given a triconnected rooted plane triangulation G, by counting (and updating) the number of
adjacent vertices on Co(G) for each vertex adjacent to the root vertex, and maintaining each q(t), which is
defined in the previous section, we can find the contracting sequence in O(n) time. For each triangulation
corresponding to a leaf of T rn , we construct r contracting sequences for r choices of the root vertex
on Co(G), and find the lexicographically first one in O(nr) time, and for each output triangulation our
tree contains at most r isomorphic ones corresponding to the r choices of the root vertex on Co(G). Thus
the algorithm runs in O(r2n · g(n, r)) time. The algorithm clearly uses O(n) space. ✷
A triconnected (non-rooted) plane triangulation G is maximal if G has exactly 3 vertices on Co(G). For
every maximal planar graph, by choosing the outer face and the root vertex, there are exactly 2m= 3n−6
(triconnected) rooted plane triangulations G with exactly 3 vertices on the outer face, where m is the
number of edges of G. We modify the algorithm further as follows. At each leaf v of the genealogical
tree T 3n , a check is performed on the triangulation G corresponding to v to determine if the contracting
sequence of G with the rooted vertex is lexicographically first among the 2m contracting sequences of G
(3 choices of root vertex on Co(G) for each of 2m/3 choices of the outer face of G), and G is output
only if this is true.
Theorem 2. The modified algorithm generates all maximal planar graphs in O(n3 · h(n)) time, where
h(n) is the number of non-isomorphic maximal planar graphs with exactly n vertices. The algorithm uses
O(n) space.
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6. Conclusion
In this paper we have given four simple algorithms to generate all graphs having a specified set of
properties. The algorithms first define a genealogical tree such that each vertex corresponds to each of
the graphs having the given properties, then outputs each graph without duplication by traversing the
tree.
Finding other “generate all of something” tasks to which our method can be applied remains an open
problem. For instance, efficiently finding triangulations of a set of n given points on a plane.
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