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Abstract-Local community detection consists of finding a group of nodes closely related to the seeds, a small set of nodes of interest. Such group of nodes are densely connected or have a high probability of being connected internally than their connections to other clusters in the network. Existing local community detection methods focus on finding either one local community that all seeds are most likely to be in or finding a single community for each of the seeds. However, a seed member may belong to multiple local overlapping communities. In this work, we present a novel method of detecting multiple local communities to which a single seed member belongs. The proposed method consists of three key steps: (1) local sampling with Personalized PageRank (PPR); (2) using the sparseness generated by a sparse nonnegative matrix factorization (SNMF) to estimate the number of communities in the sampled subgraph; (3) using SNMF soft community membership vectors to assign nodes to communities. The proposed method shows favorable accuracy performance when compared to state-of-the-art community detection methods by experiments using a combination of artificial and real-world networks.
Index Terms -Clustering, local community detection, nonnegative matrix factorization, social networks, sparseness.
I. INTRODUCTION
any complex data such as user interaction in social networks, product purchases, scientific collaboration, interaction among proteins of an organism are represented by a graph (network) consisting of nodes connected by edges indicating the interactions [1] . There are three tasks that dominate the area of network analysis: (1) node classification which consists of predicting the label of a target node based on other labeled nodes [2] [3] ; (2) link prediction which consists of predicting an edge between two unconnected nodes [4] [5] ;
(3) community detection which finds a set of closely related nodes within a network [6] [7] . We are interested in community detection as this task can also be used to address the other two tasks. For node classification, a node can be assigned a label carried by its community members; and for link prediction, nodes of the same community are more likely to connect with each other as compared to nodes from different communities.
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(cluster) or have a high probability of being connected internally than their connections to other clusters of the network [8] . Community detection algorithms include: (1) global algorithms to detect all communities on the entire network [9] [10] [11] [12] [13] ; (2) local algorithms that find a single local community to which a seed set belongs [14] [15] [16] [28] ; (3) local algorithms that find multiple local communities around a seed set [17] [18] [20] .
As real-world networks (such as Facebook) are very large in millions or billions of nodes, detecting all communities globally becomes a computationally expensive task. Also, most of the time we are only interested in a subset of nodes of a local region. In such cases, the local community detection provides a solution [14] , [15] , [28] . For instance, a chef may know a few ingredients used for cooking a particular recipe but these seeding ingredients are not available on the market. Using a flavor network, local community detection methods can identify similar ingredients that could replace these ingredients without having to detect all communities of the flavor network [18] [19] . Similarly, in product co-purchasing networks, products that are often purchased together with those being viewed or previously purchased by a customer can be recommended to the customer. Single local community detection assumes that all seeds belong to the same community and the task is to find missing members of the community. Bian et al. [18] assume that multiple seeds may belong to different communities and find a single community for each seed, which becomes a single local community detection task for each seed.
We address a more challenging problem that is rarely addressed in the literature. Given a single seed, the task is to find all possible communities that the seed belongs to. The problem of multiple community detection for a single seed was first introduced in [20] but the authors focused more on single local community detection. In our previous conference publication [17] , we focused on the multiple local community detection for a single seed based on nonnegative matrix factorization (NMF). This work is an extended version with significant improvement on [17] .
In this work, we propose a Sparseness-based Multiple Local
Community detection method (S-MLC) for finding multiple local communities of a single seed. There are three key steps in S-MLC: local sampling to find relevant nodes for the seed; estimating the number of communities in the sampled subgraph; and detecting the local communities. We use SNMF to learn the structural information of the network as SNMF can find better representations than NMF [21] [22] . We then use soft community membership vectors generated by SNMF to assign nodes to their corresponding communities. S-MLC uses similar framework of our conference version of MLC [17] in terms of local sampling and community estimation. MLC uses a BFS for local sampling while S-MLC uses Personalized PageRank (PPR). PPR is often used for local sampling in existing single local community detection methods [16] . PPR is computationally expensive but efficient approximations [23] [24] can be used. To estimate the number of communities, MLC iterates NMF decompositions until the normalized H (values of each column sum up to 1) contains a row without a centroid node. S-MLC estimates communities by iterating SNMF on the sampled subgraph where the number of components that yield the maximum sparseness is used as the number of communities. This approach is based on the sparse coding which aims to find few elements that can effectively represent the entire population. Regarding the final phase of community detection both S-MLC and MLC use a threshold on community membership vectors generated by NMF/SNMF algorithm to assign nodes to communities.
Our contributions are summarized as follows. We address a challenging problem of finding multiple local communities for a single seed, which is rarely addressed in the literature, and propose a novel method, called S-MLC, based on SNMF for solving this problem. The proposed approach outperforms the state-of-the-art baselines via extensive experiments. S-MLC outperforms MLC [17] and M-LOSP [20] as evaluated on artificial and real-world networks. As there are few algorithms for multiple local community detection, we run DEMON on the sampled subgraph to find approximate local communities, denoted as L-DEMON, and both S-MLC and MLC clearly outperform L-DEMON on most networks.
The rest of the paper is organized as follows. Section 2 discusses the related work. Section 3 introduces the addressed problem, measures of evaluating the solution quality, local sampling with focus on PPR and how NMF is used for community detection. Section 4 discusses the three steps of the proposed method for detecting communities of a single seed. Section 5 shows experiments and results, followed by a conclusion.
II. RELATED WORK

A. Local Community Detection
There are two types of problem formulation for the local community detection: (1) assuming all seeds belong to one community; (2) assuming the seeds belong to multiple communities simultaneously.
Clauset [25] and Chen et al. [26] iteratively expand a community which initially consists of a seed set by adding more members one-by-one from its boundary. A node is removed from the boundary and added to C if it improves the local modularity [25] or the internal relation [26] , then its neighbors join the boundary. Personalized PageRank (PPR) [23] [27] and Heat Kernel (HK) [24] based methods also assume that all seeds belong to the same community, then consider the seed set as an initial community and grow the community by sorting their probability vector in the decreasing order to obtain followed by finding a set of nodes with a minimum conductance. Spectral-based methods such as LOSP [20] [28] find a local spectral basis supported by the seeds through a few steps of random walks. Then a sparse vector is computed that contains probability of each node belonging to the same community as the seed set. He et al. [28] systematically build a family of local spectral subspace-based methods through various diffusions from the seeds to form the local spectral subspace.
He et al. [20] further find all communities a single seed belongs to, which is the first work to address the multiple local community detection problem. They temporarily remove the seed from its ego network to get connected components, then add the seed back to each component to build a seed set and use LOSP as a subroutine to find local community for each seed set. Their method is denoted as M-LOSP. Our previous work of MLC [17] uses a few steps of breadth-first search for local sampling, and then uses a nonnegative matrix factorization (NMF) to learn the network structure encoded in the adjacency matrix so that nodes can be assigned to communities based on a threshold applied to community membership vectors generated by NMF. Hollocou et al. [53] use local scoring metrics (PPR [23] , Heat Kernel [24] and LEMON [15] score) to define an embedding of the graph around the seed set and pick new seeds based on the embedding to uncover multiple communities, but the newly found communities are not for the original seeds but for the new seeds.
B. Network Embedding
Recent community detection methods consist of finding a low dimensional representation of a network so that nodes belonging to the same community yield similar representation compared to nodes belonging to different communities. Such a representation is obtained by learning the network features using SVD [29] , NMF [17] , Autoencoder [30] , DeepWalk [31] , Node2Vec [32] or graph neural network (GNN) [33] [3] . The nonnegativity feature of NMF makes it easy to detect both overlapping and non-overlapping communities [17] while the representations obtained using other methods are mainly used for non-overlapping community detection or some other tasks like link-prediction. Non-overlapping communities can be detected using a clustering algorithm such as k-means with an input k as the number of communities and a representation of the network. The quality of detected communities does not only depend on the type of network representation but also on the choice of community number.
C. Estimating the Number of Communities
Eigengap is a heuristic to estimate the number of clusters where the estimated number of clusters k is related to the largest gap between consecutive eigenvalues and +1 of a Laplacian matrix and small gaps between 1 , 2 …
[34] [29] . In some cases, such as in networks with overlapping communities, there is no clear gap and eigengap heuristic does not work [34] .
Modularity maximization model [35] is the most popular method for estimating the number of communities. It is based on a modularity matrix which encodes the eigenvectors of a network and is calculated as:
where A represents the adjacency matrix, d( ) the degree of a node of the i th index in A, and m the total number of edges in the network. For a network of two disjoint communities with ℎ ∈ {1, −1}, the community membership indicator for a node , namely the modularity is computed as [35] :
where ℎ is the column vector whose elements are ℎ . The decomposition of a network into more than two communities can be done hierarchically by dividing it into two communities, then each community divided into two sub-communities and so on up to non-increasing modularity. As is symmetric, there exists a decomposition such that ≅ Λ where is a matrix of eigenvectors and Λ is a matrix of eigenvalues on the diagonal. By extracting some eigenvectors from , we have that corresponds to the top k eigenvalues in Λ, sorted in a nonincreasing order. The generalized modularity for more than two communities can be computed as [30] 
. The final number of communities in a network is the one that maximizes modularity Q from various iterations of k.
III. PRELIMINARIES
A. Problem Formulation
Given a network modelled as a graph G = (V, E) and a seed ∈ where G is an undirected, unweighted graph with n nodes = { 1 ⋯ } and m edges = { 1 ⋯ } ⊆ V × V , an adjacency matrix A ∈ ℕ can be constructed to represent the network such that entry a ij = 1 if a node v i is connected to v j and otherwise a ij = 0. Let ( ) be the set of ( ≥ 1 ) ground-truth communities of . The problem of concern is to detect communities ′( ) for seed s such that
To reduce the computational complexity, we usually search the communities in a sampled subgraph = ( , )⊆ G. In the process of addressing the main problem, we address several sub-problems: local sampling and estimating the number of communities in . The number of communities is important as it affects the quality of follow-up community detection and clustering algorithms. For example, Fig. 1 shows how k-means clustering finds accurate communities in the Zachary karate club network [36] for = 2 (its ground-truth community number) than the clustering for = 3.
B. Evaluation Measures
A number of measures have been selected to evaluate the quality of solutions to the addressed problem.
The conductance of a detected community ′( ) is a fraction of its edges that points outside the community [37] :
where ( • ) denotes the total degree of a set of nodes. The lower the value, the denser the inside connections with sparser outside connections for the community.
The recall of a ground-truth community ( ) indicates how well it has been detected:
The precision of a detected community ′( ) indicates its relevance compared to the ground-truth communities:
A combined measure ( = 1,2) can be computed where 1 balances the precision and recall, and 2 focusses more on the recall [38] :
(4)
C. Graph Diffusion
Graph diffusion consists of spreading a node mass step by step throughout the graph and this approach is very popular in local community detection [18] [20] [23] [24] . For a seed , an initial vector (0) ∈ ℝ n consisting of one for the seed and zeros for the remaining nodes indicating the distribution of a random walker at the initial stage. Then the random walker spreads information across the graph starting from the neighbors of . At the first iteration, neighbors of have 1 ( ) ⁄ probability of being visited, and zero for the remaining nodes; where ( ) is the degree of node . For the entire network, this information can be summarized into a transition matrix where = ( ) ⁄ or = −1 where is the diagonal degree matrix. The random walk step consists of computing new probability vectors [23] :
PPR [23] , initially proposed by Brin and Page [39] for ranking webpages, uses this idea to rank nodes based on the seed with probability of following any edge and (1 − ) probability to restart:
where ∈ (0, 1). Andersen et al. [23] proposed a fast approximation of that finds a probability vector ′ using push operations. It uses two vectors ′ and r (nonnegative) and each push operation copies some probability from r to ′ while the remaining probability gets spread in r. The adapted pseudocode is provided in Algorithm 1 while the original pseudocode can be found in [23] . spread the remaining to the neighbors 10. for v in neighbors of u do: 11. if v not in r do:
Another graph diffusion is Heat Kernel (HK) which is a function of temperature and the initial heat distribution ℎ (0) [40] : ℎ = ( ) ℎ (0) , where ( ) is the heat operator:
( ) = − . As the exponent of any matrix = ∑ ! ∞ =0 , the heat kernel diffusion becomes [40] :
and Kloster et al. [24] proposed a fast approximation of HK (HK-Relax), which at each step copies a probability from a residual for a node to ′ if ( , ) ≥ ( ) 2 ( ) [24] . Initially, for a seed of the seed set the residual ( , 0) = 1./| |.
D. NMF
NMF is a matrix factorization technique which reduces an input nonnegative matrix A ∈ ℝ m × n to two nonnegative matrices W ∈ ℝ m × k and ∈ ℝ k × n such that A ≅ WH [41] . The number of components k should be specified. NMF consists of solving one of the following optimization problems [42] :
where and denote the Frobenius-norm and Kullback-Leibler divergence cost functions. The optimization is done using the multiplicative update rules in Eq. (9) and Eq. (10) or Eq. (11) and Eq. (12) respectively [42] :
The detection of communities with NMF is done by normalizing H using Eq. (13) to generate the community membership probabilities of the nodes:
Hard clustering of nodes can be done based on the highest membership value [12] , and overlapping communities can be detected by assigning nodes to multiple communities if more than one of its community membership values exceed a particular threshold [17] . We use the sparseness generated by a sparse NMF to estimate the number of communities.
IV. THE S-MLC APPROACH
The proposed S-MLC approach includes three steps, as shown in Fig. 2 .
A. Local Sampling
The objective of local sampling is to maximize the recall but also balance it with the precision. A high recall indicates that most of the nodes we want have been sampled, and a high precision indicates that we have few irrelevant nodes that need to be discarded during the community detection phase. We use PPR or HK approximate algorithms [23] [24] . For PPR, we fix = 0.99 and vary ∈ {10 −3 , 10 −4 }. The smaller is, the larger the sample as the algorithm stops when the probability of every node in V is less than ( ). More details can be found in [23] . For HK, we vary ∈ {10 −2 , 10 −3 } and ∈ {80, 40} respectively then compute = 2 * (1/ ) and ( ) automatically as discussed in [24] . A top biconnected component containing ( ) extracted from a subgraph (constructed using nodes that are associated with positive probabilities in ′ ) is used as a sample. This means that every node in can be reached from any node in and the removal of any node does not disconnect . The main reason of using such a biconnected component is based on the core-periphery structure [43] [37] of network communities in which overlapping nodes tend to form a dense core with whiskers (less connected) around. The biconnected component returns almost all members of the communities of . = subgraph (G, ) 6.
= biggest biconnected component in containing s
RETURN
B. Estimating the Number of Communities
Local sampling usually includes nodes that are not part of the communities of the seed s. Even when local sampling returns nodes that match those in the ground-truth communities of s, we still need to assign each node to its community as s may belong to multiple communities. We tackle this problem by first estimating the number of communities in the sampled subgraph based on a sparse coding that aims to find a few elements that can represent the entire population [44] .
Given input vectors { } =1 ∈ ℝ n , sparse coding aims to find sparse codes {ℎ } =1 ∈ ℝ k and a dictionary ∈ ℝ n x k (basis vectors) such that each can be found using a linear combination of : = ∑ ℎ =1 = ℎ [44] . Most of the coefficients ℎ are zeros or close to zero with few values (representative) far from zero, resulting in a sparse vector ℎ . By using NMF, the sparsity can be enforced by adding penalties on either W, H or both as follows:
where is a cost function in Eq. (7) or Eq. (8); , are sparsity parameters; Φ, are sparsity functions. 0 norm would be the most appropriate but it is difficult to optimize due to the nondifferentiability. 1 norm is the most popular sparsity function and has been used in many applications with good results [21] [22]. The sparsity can be imposed on rows of and/or columns of . For community detection, the sparsity on rows of would activate few nodes in each community (the nodes belonging to the community) which is only useful when we know the number of communities. In case we do not know the number of communities, the sparsity on columns of would activate a few communities (components) for each node. In other words, each node belongs to a few communities as opposed to the sparsity on rows which assumes that each community consists of a few nodes.
We use the SNMF on columns proposed by Kim et al. [22] to iteratively decompose the adjacency matrix of and estimate the number of communities based on the sparseness of :
The optimization of Eq. (15) is done by alternating Eq. (16) and Eq. (17) [22] :
where is an all one row vector of dimension 1 × and is an all-zero row vector of dimension 1 × . To control the degree of sparsity enforced, Hoyer proposed a measure for sparseness of a vector [21] : where n is the dimensionality of vector x. The sparseness of a matrix can be computed by averaging the sparsity of its vectors. In the context of community detection, Eq. (18) can be interpreted as follows: if all community membership values of a node represented by a vector ∈ ℝ k (for communities) are equal, the value of ( ) becomes zero which means that the node is equally distributed across all communities. If only one value is non-zero, the ( ) becomes 1 (sparsest, hard clustering) and the node belongs to only one community; otherwise, the ( ) takes a fuzzy value indicating the degree of sparsity for a node belonging to several communities.
Iterating from ′ = 2 to ′ = where is a maximum number of possible communities; we run SNMF in Eq. (15) and compute the average sparseness over all columns of H for each iteration. We keep track of the highest average sparseness using Eq. (18) and stop iterating when this average sparseness is nonincreasing for 10 iterations. This indicates that we can use the number of components corresponding to the maximum sparseness of H to effectively represent the entire network. For this reason, we use them as the estimated ′ as shown in Fig. 3 for the American college football network [45] . for j in range (0, − 1 ) do: #each node representation 8.
+= sparseness(ℎ ) #using Eq. (18) For the entire network of the American college football, 11 communities are correctly estimated when our approach is used with the SNMF in Eq. (15) and 10 communities when the same approach is used with the NMF in Eq. (7) . This emphasises the superiority of SNMF over NMF. In fact, NMF solutions are not unique [46] [21] . Any matrix such that WX ≥ 0 and −1 ≥ 0 also provides a solution which causes unstable results that affect the community detection.
To our knowledge, our method of estimating the number of communities has never been used in the literature and is superior to our previous MLC approach. We keep the sparseness parameter very small as high values increase the approximation error and the corresponding components may not represent the network. Algorithm 3 would be slow when it is run on a large network due to SNMF decomposition. This explains why the initial sampling in Algorithm 2 is required to speed up Algorithm 3. The complexity depends on the number of clusters in the sampled subgraph. After obtaining a maximum sparseness, the algorithm stops after 10 iterations. The parameter of 10 iterations is determined by experiments but can be changed (increase for more confidence to check if there might be a higher value of sparseness or reduce to improve the speed).
C. Detecting the Local Communities
This is the final step of S-MLC for detecting local communities for a specific seed. Given a community membership vector ( ) ∈ ℝ ′ from for a node , we want to assign to its communities. Let = 1 | ′ | ⁄ be the average community membership probability for every node. A node that belongs to all ′ communities would be represented by a value that is equivalent to 1 | ′ | ⁄ in each of ′ communities. We assign a node to community if ( ) ≥ . This operation can be performed faster for all nodes using matrix operations as shown in Algorithm 4. A node with a very high membership value (close to 1) in one community has less chance of being in any other community. A node whose community membership probabilities are equally distributed ( equals to ) is assigned to all communities and overlaps appear easily. Note that a user can force to be a specific value depending on the type of communities he (she) wants to detect. For example, if a user wants to detect communities where a node is allowed to be in no more than two communities, set = 0.5. If he (she) wants nodes to be in no more than 3 communities, then set = 0.33 ; and if he (she) wants communities whose members do not overlap with any other communities, set = 1 or close to 1. [ ≥ ] = 1 7. for i in range (0, ′ ′ − 1) do 8. com = [ in nodes whose index in ( , ∶) = 1] 9.
append com to coms if s is in com 10. end for 11. RETURN coms
V. EXPERIMENTS
All the experiments are done on a laptop with a processor: i5 @ 1.70 GHZ 1.70 GHZ, RAM: 8 GB and a 64-bit Windows operating system. All the algorithms are implemented in Python.
We first evaluate the local sampling, followed by community number estimation which we compare with the modularity maximization, then we compare the proposed local community detection approaches with MLC [17] and M-LOSP [20] . As there are few algorithms for multiple local community detection, we also run DEMON [13] , one of the popular global overlapping community detection algorithms, on the sampled subgraph to find approximate local communities, denoted as L-DEMON.
A. Datasets 1) Artificial Networks
We use the LFR benchmark networks [47] which simulates the characteristics of real-world networks as opposed to the GN benchmark [48] , which assumes that all nodes have the same degree and all communities are of the same size. Eight unweighted, undirected LFR networks are generated by modifying the mixing parameter , minimum community size Cmin, maximum community size Cmax, number of overlapping nodes on and number of memberships of the overlapping nodes om. Each network consists of 1000 nodes ( ) with different number of edges ( ). We choose the average degree d = 5 and the highest degree dmax = 15.
2) Real-world Networks
We use a combination of small and large networks often used to evaluate community detection algorithms. The statistics of the networks are shown in Table I .
Zachary karate club is a social network of friendships among 34 members of a karate club in a US university in the 1970s [36] . A conflict between the club administrator and the instructor over the price of a karate lesson led the network to be split into two groups.
Dolphin is a network of 62 dolphins observed between 1994 and 2001 in Doubtful Sound, New Zealand. An edge connects two dolphins that were seen together 'more often than the expected chance'. The network consists of two main communities although one community can be split into three sub-communities [49] .
American college football is a network of games between Division I colleges in 2000 [48] . Colleges are grouped into conferences and each conference is a ground-truth community. Colleges (teams) are nodes and edges denote games between the teams.
Amazon is a network with ground-truth communities consisting of products which are often purchased together [1] . DBLP is a co-authorship network with ground-truth communities consisting of authors who published on the same journal or conference [1] . Both Amazon and DBLP have a minimum ground-truth community size of three nodes and all their ground-truth communities are defined based on meta data.
B. Local Sampling Results
We evaluate the quality of local sampling on large real-world networks only as the community detection on small networks can be done without local sampling. Fig. 4 and Fig. 5 show the results obtained on Amazon and DBLP datasets using PPR approximation with α = 0.99 and ∈ {10 −3 , 10 −4 } and HK approximation with ∈ {10 −3 , 10 −4 } and ∈ {80, 40} respectively.
Overall the precision is higher on Amazon than DBLP and PPR has a higher precision than HK while HK has a higher recall than PPR. On both PPR and HK, the lower the , the lower the resultant precision and the higher the resultant recall. The sampling results indicate that if we use HK sampling, most nodes we need will be sampled along with many irrelevant nodes that will need to be discarded during the community detection phase. If we use PPR, we may not sample all nodes we need but we get fewer irrelevant nodes that need to be discarded during the community detection phase. As the precision gets lower, the community detection becomes much harder as a result of having many nodes to discard. On DBLP, we have a very high recall compared to the precision which predicts a harder community detection.
The sampling results differ based on the characteristics of the networks. For example, on Amazon, books can belong to literature and fiction as one community. From these books, there are books for teens and young adults that can form a second community while some books may be related to history (historical fiction) and form the third community. In this case, many books overlap in various communities and this is the same for other products. As a result, the overlapping portion is denser compared to DBLP and when you take an Amazon seed, most of its community members are easily sampled with an improved precision compared to DBLP. This explains the reason why the sampling precision is higher for seeds belonging to many communities than for seeds belonging to a single community, as shown in Fig. 5 .
C. Results on Estimating the Number of Communities
We use small real-world networks (Table II ) whose number of communities is known and eight LFR networks summarized in Table III .
Eight LFR networks are used to estimate their number of communities. As these networks are small, we set = so that we can estimate the number of communities in the entire network. Fig. 6 shows the correlation between the sparseness and the number of communities. The non-increasing sparseness correlates with the ground-truth number of communities on graphs that consist of a few communities ( 2 , 4 , 5 , 6 , 7 ) compared to graphs with many communities ( 1 and 3 ) . The sparseness-based approach accurately estimates the number of communities in 2 , 4 , 5 , 6 , 7 , while the modularity maximization estimates accurately on 3 and 6 . In general, the sparseness approach for ′ ′ is more accurate.
D. Local Community Detection Results
We compare S-MLC with M-LOSP, MLC and L-DEMON using 1 and 2 scores. S-MLC uses PPR with = 10 −3 for local sampling due to the improved precision as compared to HK (Fig. 5 ). Fig. 7 and Fig. 8 show the results on artificial networks. Fig. 9 and Fig. 10 show the results on small realworld networks while Fig. 11 and Fig. 12 show the results on large real-world networks. Fig. 13 provides insights of the quality of the communities detected by S-MLC based on the Fig. 6 . Sparseness versus number of communities in LFR networks. The nonincreasing sparseness correlates with the ground-truth number of communities for most networks. The sparseness becomes stable when greater than 0.8.
Fig. 5. PPR and HK sampling precision on
Amazon and DBLP. PPR has a higher precision than HK on both datasets for all 1000 seeds used in total. Each category ( ) indicates the average results computed over 100 seeds. PPR returns less irrelevant nodes during sampling while HK includes many irrelevant nodes (which are not in the ground-truth communities of s) and this reduces its precision. On Amazon, seeds that belong to 5 communities have a high precision as most of their communities consist of a high overlap and sometimes, they may look like a single community. For PPR, the recall is slightly lower compared to HK. For both algorithms, as we decrease we get a higher recall. Cmin: minimum community size; Cmax: maximum community size; on: number of overlapping vertices; om: number of memberships of the overlapping vertices. conductance measure (Eq. 1).
For the artificial networks summarized in Table III , we select 100 seeds that belong to one community for each of { 1 , 2 } Then for each of { 3 , 4 , 5 }, we select all seeds that belong to two communities, and for { 6 , 7 , 8 }, we select all seeds that belong to three, four and five communities respectively. Fig. 7 and Fig. 8 show the 1 and 2 scores obtained respectively.
All the algorithms easily detect small single communities in 
For some seeds, L-DEMON gets very low scores. For such seeds most returned communities do not include the seed and in such cases, the corresponding F1 and F2 scores become zero. For each node v in the sampled subgraph, L-DEMON finds its ego network (direct neighbors of v), then removes v from the ego network and applies Label Propagation algorithm [13] on the remaining nodes to find communities. Label Propagation assigns a node to a community if the maximum number of neighbors of belong to . When v is not densely connected, the Label Propagation operates on a very small subgraph and returns very small communities often consisting of two or three nodes each. Such communities are discarded by L-DEMON when they are no greater than a particular threshold (default threshold is 3). Larger communities are merged with or appended to previously detected communities. To sum-up, although L-DEMON finds communities in an entire subgraph given as the input, there is no guarantee that all nodes will appear in the detected communities.
On small real-world networks, S-MLC also outperforms the rest of the algorithms ( Fig. 9 and Fig. 10 ). As we did not use a sampling on such networks (for all algorithms), the results indicate the superiority of the community estimation approach and community detection approach of S-MLC over the ones used in MLC as indicated by 1 and 2 scores.
A high 1 is useful in applications where the focus is on both good precision and good recall as 1 is high only when both the precision and recall are high. This indicates the algorithm's ability to discard irrelevant nodes such as innocent people in criminal detection and find all relevant nodes (criminal people).
2 score is high when the recall is relatively high as less attention is given to the precision. In criminal detection, if all criminals are found, 2 would be high even if some innocents are included as criminals.
On large real-world networks, S-MLC performs well on Amazon and M-LOSP performs well on DBLP as shown in Fig.  11 and Fig. 12 . Overall, S-MLC performs well when a good sample is available. For instance, a very good performance on seeds for five communities ( 5 ) is based on a high sampling precision. S-MLC uses PPR-10 -3 for local sampling. This is the case of small networks and Amazon. On Amazon, in general, S-MLC outperforms M-LOSP, followed by L-DEMON and MLC. On DBLP, in general, M-LOSP is the best, S-MLC and L-DEMON are competitive, followed by MLC. We see that when there is a sample with many irrelevant nodes that need to be discarded, such as DBLP (Fig. 5 ), S-MLC is still able to discard most of the irrelevant nodes and uncover more than 50% of the relevant nodes as shown by 1 and 2 scores.
In summary, S-MLC shows favorable accuracy as compared with the other three baselines. Fig. 7 . 1 results on LFR networks. S-MLC outperforms MLC, M-LOSP and L-DEMON on most networks except on 2 and 3 . 3 consists of very small communities while 2 consists of large communities with a good community structure. DEMON's approach does not guarantee that each node will be assigned to a community. Thus, most detected communities do not include the seed and the averages of 1 scores are very low. We further see that all communities detected by S-MLC have a good conductance less than 0.5 on average ( Fig. 13 , GT: ground truth). A small conductance indicates a good community and the worst community has a conductance of 1. On Amazon, the quality of the detected communities is lower than the conductance quality of the ground-truth communities. Most of the time, this is caused by detecting communities larger than the ground-truth communities where additional nodes reduce the quality. On DBLP, it is opposite. The ground-truth communities are very large with a low community quality while the detected communities are smaller and more compact as indicated by lower conductance compared to the ground-truth communities.
VI. CONCLUSION
As opposed to existing local community detection methods that focus on detecting a single community supervised by some exemplary seeds, we assume that a seed may belong to multiple communities and propose S-MLC, a new method of detecting the multiple local communities. The method is based on three steps which can be used independently by other community detection algorithms. For instance, our method of estimating the number of communities in a network can be used in other community detection algorithms that require the number of communities as prerequisites. We evaluated S-MLC using real-world networks and artificial networks and experiments showed favorable accuracy on S-MLC, which in general outperforms the three state-of-theart baselines on artificial networks, small real networks and large real network of Amazon, only having exceptions on large real network of DBLP. The evaluation also showed that the community detection results depend highly on the sampling quality. 
