Abstract-This paper presents the design and performance analysis of an improved differential chaos-shift keying (I-DCSK) system. Instead of sending reference and data carrier signals in two time slots as in the conventional DCSK scheme, in the improved design, a time-reversal operation is used to generate an orthogonal reference signal to the data carrier signal and then sum up these two sequences into one time slot, prior to transmission. This operation reduces the bit duration to half, which doubles data rate and enhances spectral efficiency. At the receiver, the received signal is correlated to its time-reversed replica and is summed over the bit duration. The new system design proposed in this brief replaces the delay circuit used in conventional DCSK systems by time-reversal operations. Moreover, the theoretical bit-error-rate expressions for additive white Gaussian noise and multipath fading channels are analytically studied and derived. The proposed I-DCSK system is compared with the conventional DCSK and quadrature chaos-shift keying schemes. Finally, to validate accuracy, simulation results are compared with relevant theoretical expressions.
based communication systems. In a typical DCSK system, each bit duration is divided into two equivalent slots; the first slot is allocated to the reference chaotic signal and depending on the transmitted bit, and the second slot is used to transmit either the reference signal or its inverted version. Therefore, the common points between DCSK and differential phase-shift keying (DPSK) modulations is that both are noncoherent schemes and do not require channel state information at the receiver to recover the transmitted data [11] , [12] . However, the DCSK system is more robust to the multipath fading environment than the DPSK scheme and is suitable for ultrawideband (UWB) applications [7] , [11] [12] [13] . Nonetheless, the major handicap of conventional DCSK is due to the repetition of chaos sequences caused by low data rate and the use of wideband delay lines, which makes it hardly implementable in current CMOS technologies [14] . To overcome the mentioned deficiencies of the DCSK scheme, a growing number of research studies have been conducted to propose new noncoherent systems. A quadrature chaos-shift keying (QCSK) proposed in [15] uses the Hilbert transform to generate an orthogonal basis of chaotic functions, allowing transmitting more bits with respect to DCSK while occupying the same bandwidth. In addition, high-efficiency HE-DCSK [16] , M-DCSK [13] , and differential DDCSK [17] are proposed to improve the data rate of the DCSK system at the cost of increased system complexity. To eliminate the use of delay lines in the DCSK scheme, codeshifted CS-DCSK is proposed in [14] , in which reference and data sequences are separated by Walsh sequences instead of time delay multiplexing. An extended version of this scheme is presented in [18] , in which the Walsh codes are replaced by different chaotic sequences to separate different data, and the reference signal is transmitted over an orthogonal frequency. These two methods increase the data rate but need synchronization of the Walsh codes at the receiver, which influences the noncoherent structure of the DCSK system. Multicarrier (MC-DCSK) is proposed in [7] , in which a chaotic reference sequence is transmitted over a predefined subcarrier frequency while multiple modulated data streams are transmitted over the remaining subcarriers. The MC-DCSK scheme improves energy efficiency and offers increased data rates, but demands bandwidth.
Contributions: The majority of proposed schemes suffer from high system complexity. The main motivation of this brief is to propose a low-complexity noncoherent DCSK scheme that avoids the complex design and performs without the use of any channel estimator at the receiver. To reach this goal, we propose a new modulator in which the reference signal is time reverted 1549-7747 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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and then added to the data carrier signal. This operation creates orthogonality between the reference signal and the data carrier one. Moreover, the summation of these signals halves the transmitted symbol duration, which improves the spectral efficiency of the I-DCSK system and avoids the use of wideband circuitry. At the receiver, the received signal is correlated with its timereversed version and summed over a bit duration. Finally, the decoded bits are recovered by comparing the correlator output to a zero threshold. In this scenario, the receiver can perform without any need to complex channel estimators. We derive the analytical bit-error-rate expressions over multipath fading and additive white Gaussian noise (AWGN) channels, and we show the accuracy of our analysis by matching the numerical performance. Finally, we analyze and compare the performance of I-DCSK to those of DCSK and QCSK.
Paper Outline: The remainder of this paper is organized as follows: In Section II, the conventional DCSK and QCSK are briefly presented, and the architecture of the I-DCSK system is explained. Performance analysis of the I-DCSK scheme is done in Section III. Simulation results and discussions are presented in Section IV, and concluding remarks are presented in Section V.
II. NONCOHERENT CHAOS-BASED COMMUNICATION SYSTEMS

A. DCSK Communication System
In the DCSK modulator [8] , each bit b i = {−1, +1} is represented by two sets of chaotic signal samples, where the first is allocated to the reference and the second is allocated to the carrying data symbols. If +1 is transmitted, the databearing sequence is equal to the reference sequence, and if −1 is transmitted, an inverted version of the reference sequence is used as the data-bearing sequence. The spreading factor in DCSK systems is defined as the number of chaotic samples used to spread each bit and is presented by 2β, where β is an integer. Moreover, T DCSK = 2T b = 2βT c is the DCSK frame time interval for each bit. During the ith bit time interval, the discrete form of the discrete baseband signal sequence at the output of the transmitter e i,k can be given by
where x k,i is the chaotic sequence used as the reference signal, and x k−β,i is its delayed version. In order to demodulate the transmitted bits, the received signal r k is correlated to its delayed version r k+β and summed over the bit duration T b , where T b = βT c and T c is the chip time. The received bits are then estimated by computing the sign of the correlator output.
In this system, half of the bit time interval is spent on sending the non-information-bearing reference signal; thus, the data rate of this system is considerably reduced.
B. QCSK Communication System
In QCSK modulation [15] , [19] , the chaotic generator generates the reference chaotic signal x. This signal is then transformed into another (quadrature) chaotic signalx by applying Hilbert transform. A linear combination of these two independent orthogonal chaotic signals is used to map the transmitted bits in the form of
Hence, the transmitted signal e i,k can be given as
Similar to the DCSK scheme, the reference signal x k,i is transmitted in the first half period of bit time, and the data carrier signal m k,i is sent in the second half. At the receiver, the received reference signal correlates the data carrier m in order to decode b i . Hilbert transform is then applied to this received reference signal to generate the orthogonal signalx used to recover the bit b i+1 . Therefore, the QCSK scheme doubles the data rate by using the same frame time as the DCSK scheme does, i.e., T QCSK = T DCSK = 2βT c , but increases complexity.
C. I-DCSK System Architecture
A block diagram of the general structure of the I-DCSK communication system is shown in Fig. 1 . As illustrated in Fig. 1 , each bit b i is first multiplied by the chaotic signal x k . Thus, instead of being delayed, the reference signal is first time inversed and then added to the data carrier signal. This operation (time inversion) aims at generating an orthogonal signal to the data carrier to enable addition at a later stage. Our aim is limited to presenting different implementation aspects of the I-DCSK system for which the baseband discrete transmitted signal may be expressed as
wherex k,i is the time reversed version of the chaotic signal x k,i . Therefore, the frame time of each transmitted bit in the I-DCSK is equal to the half of DCSK or QCSK systems, where T I-DCSK = 0.5T DCSK = 0.5T QCSK = βT c . In this brief, a commonly used channel with two independent paths, called a two-ray Rayleigh fading channel [12] , [11] , is considered. The channel coefficients and time delays between the two rays are denoted by α 1 , α 2 , and τ , respectively.
It should be noted that the channel coefficients follow the Rayleigh distribution, and in this brief, they are considered to be flat (i.e., static) over the transmission period of one frame.
Therefore, the probability density function of the channel coefficient α in this case can be given as
where σ > 0 is the scale parameter of the distribution representing the root-mean-square value of the received voltage signal before envelope detection. The received signal could be written as
where n k is additive white Gaussian noise with zero mean and variance N 0 /2. At the receiver side, the received signal r k is correlated to its time-inverted versionr k and summed over the bit duration T b . The decision variable at the output of the correlator becomes
The decision variable may be further expanded as
where U represents the useful signal; I 1 and I 2 are the interference components generated from the multipath channel and the chaotic sequence; and N 1 and N 2 designate the interference emerging from Gaussian noise.
III. PERFORMANCE ANALYSIS OF THE I-DCSK SYSTEM
Here, the performance of the I-DCSK scheme is evaluated. Furthermore, the BER expressions under AWGN and multipath fading channels are analytically derived. To this end, the mean and the variance expressions of the decision variable D i are determined. Different signal components U , I 1 , I 2 , N 1 , and N 2 in (7) are independent because channel coefficients are independent of each other, of the chaotic sequences, and of the Gaussian noise. In addition, the chaotic sequence is independent of its time-reversed version and of the Gaussian noise as well [8] . In this brief, the second-order Chebyshev polynomial function is employed to generate chaotic sequences due to its easiness and good performance [20] . For simplicity, the chip time T c is set to unity, i.e.,
The variance of the normalized chaotic map with zero mean is equal to 1, i.e., Var(x) = E[x 2 ] = 1, where E[.] denotes the expected value operator. Therefore, for the ith bit, the instantaneous mean of the decision variable is the mean of the useful signal given by
where
k,i ] represents the transmitted bit energy. Equation (9) is significant because apart from the useful signal U , all other components described in (7) have zero mean. The conditional variance of the decision variable for the ith bit may be expressed as
The variances of I 1 , I 2 , N 1 , and N 2 can be directly obtained from (7) in the following manner:
The variance of I 1 and I 2 is obtained because the mean value of the squared product of two chaotic sequences (time inverted or shifted) can be equal to
This returns to the fact that the chaotic sequences are independent and have a unit variance, i.e.,
Similarly, the variance of N 2 can be expressed by
The add-up of the variance components above results in the variance of the decision variable, which becomes
Since bit energies (or chaotic chips) are deterministic variables, due to the central limit theorem, the decision variable at the output of the correlator follows a Gaussian distribution. Therefore, the bit error probability is represented by
which can be given as
where erfc(x) is the well-known complementary error function defined as erfc( (15) , the BER for the I-DCSK scheme can be determined and stated as
Equation (18) gives the theoretical BER benchmark of the I-DCSK system over multipath fading channels. Based on this, it is essential to note that the channel keeps changing at every transmission instant; thus, the average BER expression becomes
Equation (18) can be extended to the AWGN channel case by choosing α 1 = 1 and α 2 = 0. Hence, the BER expression under AWGN would simplify to
Finally, for a high spreading factor, the transmitted bit energy E b can be considered constant as in this brief. Therefore, for a low spreading factor, the energy variation must be taken into account and derived, as done in [20] .
IV. DISCUSSIONS AND SIMULATION RESULTS
In order to validate the performance of the I-DCSK scheme and compare it with existing chaos-based and conventional noncoherent schemes, the computed BER expressions are verified and well justified by simulation results under AWGN and multipath fading channels. Fig. 2 shows performance results of the I-DCSK, QCSK, and DCSK schemes for a spreading factor β = 200. In addition, the performance of the DPSK system is plotted for a symbol duration of T s = 200T c .
As shown in Fig. 2 , simulation results perfectly validate the analytical BER expression given in (20) . As depicted, I-DCSK and QCSK manifest a close BER performance but with lower complexity. In addition, an enhancement is achieved by both systems compared with DCSK. The performance enhancement between QCSK and DCSK is explained in [15] . On the other hand, the performance behavior of the I-DCSK scheme over an AWGN channel can be explained as follows: Even with crossterms interferences emerging from the addition of the reference to the data carrier signal, the signal-to-noise ratio at the output of the correlator of the I-DCSK system is higher than DCSK and QCSK. This is because the power of useful signals in I-DCSK is twice as large as the power in DCSK [see (9)]. Moreover, the spectral efficiency in the I-DCSK system is two times higher than DCSK and is equal to QCSK. The derived BER expression represents the lower bound performance of the system. Therefore, if the orthogonality between the chaotic sequences (i.e., reference and data carrier sequence
is not maintained (small spreading factor can affect the orthogonality between the chaotic sequence and time reversal replica), the performance will be degraded, and the analytical BER expressions are no longer valid for such scenario. In addition, the selected chaotic sequence and its time inversion replica in this simulation respect the orthogonality property. Finally, as expected, DPSK modulation outperforms DCSK in AWGN channels. This is because DCSK spends half of the bit energy to transmit the reference signal, and AWGN influences both reference and data carrier signals [9] , [12] .
The obtained BER performance under a multipath Rayleigh fading channel for a spreading factor β = 200 is shown in Fig. 3 . The average power gains of the first and second paths are E[α 2 ] = 0.3, respectively, with a delay τ = 6T c existing between the two paths. Simulation results endorse the accuracy of our BER expression given by (19) .
As observed in Fig. 3 , the proposed I-DCSK system outperforms DCSK and QCSK with a bit less gain than the AWGN case. This can be interpreted in the following manner: The I-DSCK system has more cross-terms interference emerging from the addition of reference to data carrier signals. In AWGN channels, the higher power ratio of useful signals to interference signals (i.e., twice the power of useful signals in DCSK) will compensate the interference power and lead to the aforementioned performance improvement. Therefore, the multipath channel significantly increases the number of cross-terms interference in I-DCSK, which degrades its overall signal-to-noise ratio. This is why the proposed system does not outperform the other systems in the multipath channel. We can conclude that the proposed I-DCSK technique can be considered as a promising low-complexity solution with high spectral efficiency. On the other hand, Fig. 3 shows that the conventional narrow-band DPSK system is not suitable for the multipath fading environment, recommending I-DCSK as a suitable solution for UWB applications [12] .
V. CONCLUSION
An improved spectrally efficient DCSK system has been proposed in this brief. At the transmitter, the reference signal is first time reversed and then added to the data carrier signal. This operation aims at making the reference signal orthogonal to the data carrier signal to allow summation and avoid the use of delay lines. In addition, this design reduces the frame duration to half, which doubles the total data rate of the system. The received signal is correlated at the receiver with the time-inverted replica in order to recover the transmitted data. Moreover, the performance of the I-DCSK is analytically studied, and the general bit-error-rate expression under multipath fading channels is derived. The analytical BER expression is then simplified to suit the AWGN channel scenario. Computer simulations are carried out to confirm the derived analytical results. Finally, simulation results show that our system outperforms DCSK and QCSK systems in AWGN channels and exhibits a closer performance to these systems in multipath fading channels (in decibels) but with less complexity. Taking BER, bandwidth, and complexity into consideration, the overall performance of our proposed system is promising. Finally, future work will focus on a generalized M -ary I-DCSK system.
